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Résumé 
Dans un contexte de convergence vers IP du monde des télécommunications, les systèmes de 
communication par satellite se doivent de suivre la tendance pour rester compétitifs et s’intégrer 
efficacement au monde Internet. Après avoir rappelé les enjeux d’une convergence dans les 
systèmes satellite et dressé un panorama des architectures de convergence envisageables, nous 
avons identifié les limites des systèmes actuels en termes de convergence vers IP. Notre choix se 
porte alors sur l’architecture IP/GSE pour la voie aller. Nous spécifions ensuite le protocole 
d’encapsulation GSE-Alt, inspiré de GSE mais adapté à la voie retour. Le déploiement de nouveaux 
services et l’évolution de services existants sont assurés et rendus plus aisés grâce à la couche IP. 
Les couches GSE et GSE-Alt optimisent le transport d’IP. Pour offrir un support de communication 
répondant à la diversité des exigences de qualité des services applicatif, nous définissons ensuite 
plusieurs mécanismes autorisant la mise en cohérence du traitement de la qualité de service (QoS) 
aux différents niveaux protocolaires dans les systèmes de communication par satellite. Enfin, pour 
permettre une interconnexion et une intégration du monde satellite au monde Internet, nous étudions 
les besoins en termes de déploiement du routage IP. Nous définissons alors une architecture 
permettant au satellite de réaliser de la commutation de niveau IP. Cette convergence vers un 
système « tout IP » du segment de communication par satellite est le fondement nécessaire à son 
insertion transparente au reste du monde des télécommunications. 
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Introduction 
Les différents services de télécommunication (Internet, téléphonie fixe, téléphonie mobile, 
diffusion de la télévision) ont longtemps évolué de manière indépendante en se fondant sur des 
technologies dédiées. Apparu au début des années 1990, le développement du Web a fait décoller 
l’utilisation d’Internet. C’est au début des années 2000, au moment de l’apparition des hauts débits 
chez les particuliers, via l’ADSL (Asymetric Digital Subscriber Line) et le câble, que la 
convergence des services a débuté. Le nombre d’utilisateurs explose alors avec la création des 
offres « Triple Play » qui fournissent la téléphonie fixe, la diffusion de la télévision numérique, la 
vidéo à la demande et l’accès Internet via une couche fédératrice, IP (Internet Protocol) [18].  
De leur côté, les télécommunications par satellite ont connu une évolution parallèle plus longue. 
D’abord utilisés pour la téléphonie, c’est dans les années 1980, avec le déploiement à grande 
échelle de la télévision numérique par satellite, que de nombreux standards sont apparus pour les 
réseaux satellite géostationnaires, principalement les normes DVB pour satellite – Digital Video 
Broadcasting [4][6][9][11][16]. Pour pouvoir subsister face à la concurrence des offres « Triple 
Play », de nombreux services ont été développés. En plus des services de diffusion TV et de la 
téléphonie mobile, les systèmes satellite permettent aujourd’hui de connecter des sites distants 
(VPN – Virtual Private Network), de mettre facilement en place des réseaux de communication sur 
des zones de catastrophe, ou encore d’accéder à Internet (e.g. les nouvelles offres à haut débit par 
satellite d’Eutelsat). Cependant, l’évolution des services rendus par satellite s’est faite au travers de 
standards spécifiques à l’origine adaptés et optimisés pour la diffusion de service TV, ne respectant 
pas de ce fait une structure en couches indépendantes. Cela a conduit à de nombreux mécanismes et 
protocoles non génériques, peu évolutifs, parfois propriétaires et difficilement intégrables au reste 
du monde des communications et notamment au monde IP. 
Un besoin de convergence des systèmes de télécommunication par satellite apparaît alors, c'est-
à-dire, d’une part le besoin d’une architecture commune et unifiée pour tous les services fournis par 
satellite, et d’autre part une architecture intégrant les communications par satellite de manière la 
plus transparente possible avec le reste du monde des télécommunications. Une réponse possible est 
la convergence vers un système tout IP. En effet, de par ses hypothèses faibles sur les couches 
inférieures et sur les applications, IP est devenu la couche fédératrice d’Internet et du monde des 
télécommunications. Cette convergence vers IP des systèmes de communication par satellite 
apporterait de nombreux avantages. Tout d’abord, elle permettrait une interconnexion et une 
interopérabilité plus simples et plus efficaces avec le reste du monde des télécommunications. De 
plus, l’évolutivité des services serait rendue plus aisée dans des systèmes où le principe est 
traditionnellement de proposer des mécanismes et protocoles optimisés pour un service, mais peu 
génériques ni évolutifs. Enfin, l’intégration de la qualité de service (QoS) de niveau IP au sein du 
système satellite serait possible. Elle permettrait une prise en charge de la QoS cohérente avec le 
reste du monde IP et en adéquation avec les besoins applicatifs. 
La problématique de la convergence des réseaux satellite a été peu abordée jusqu’ici. La thèse 
de J. Fasson [1] analyse différentes solutions pour l’intégration d’IP dans le monde satellite. Elle 
concluait que ces solutions n’étaient ni génériques ni évolutives car dépendantes de couches basses 
complètement dédiées à la diffusion de la TV. La thèse de O. Alphand [2] aborde essentiellement la 
convergence du point de vue de la QoS au niveau accès, en particulier dans les systèmes DVB-RCS 
[11] (voie retour des systèmes satellite géostationnaires). La thèse d’E. Dubois [3] étudie les 
différents types de convergence et propose une solution de convergence des services basée sur une 
architecture réseau IP/MPLS (Multi Protocol Label Switching) [118]. Une des limites des solutions 
fondées sur MPLS est la nécessité d’un plan de contrôle complexe. Comme perspectives, elle 
propose alors une convergence vers une solution de type « tout IP », des optimisations en termes 
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d’encapsulation, des améliorations de gestion de la qualité de service et de l’allocation des 
ressources. 
Dans la lignée de ces travaux, et dans un contexte d’évolution des systèmes satellite vers le 
mode paquet au détriment du mode circuit, l’objectif du présent travail est d’intégrer le monde 
satellite au reste du monde IP. C’est une convergence vers un système de type tout IP qui va 
permettre cette intégration aisée et performante avec les systèmes terrestres actuellement déployés. 
Le but est donc de faire des systèmes de communication par satellite des systèmes IP comme les 
autres. Pour cela, compte tenu de leurs spécificités, les systèmes satellite doivent : autoriser un 
transport optimisé d’IP, fournir les mêmes mécanismes de QoS et pouvoir s’interconnecter 
efficacement avec les réseaux IP. Ce sont tous ces points que le présent travail explore pour 
permettre une convergence vers un système tout IP. 
Dans le premier chapitre, nous précisons les raisons et les enjeux d’une convergence vers IP 
pour les systèmes de communication par satellite. Puis, au travers de scénarios typiques, nous 
identifions plusieurs axes de réflexion devant être considérés pour permettre une convergence vers 
IP des systèmes de communication par satellite : le transport d’IP, l’intégration de la QoS, et le 
routage IP. Chacun de ces axes donne lieu à un état de l’art spécifique. 
Le transport de paquets IP, c'est-à-dire leur encapsulation dans les couches accès des systèmes 
satellite, joue un rôle primordial dans une optique de convergence. Pour autoriser un transport 
optimisé, cette encapsulation doit adapter les paquets IP aux couches basses spécifiques au contexte 
satellite (conteneurs physiques de taille variable, partage de ressource particulier). Plusieurs 
solutions d’encapsulation existent et doivent être analysées pour répondre aux besoins d’une 
encapsulation efficace [37]. Le second chapitre de cette thèse analyse l’efficacité et les limites des 
solutions existantes. Nous spécifions alors un nouveau protocole d’encapsulation [51][15] pour la 
voie retour des systèmes satellite. Ce chapitre montre donc comment transporter et intégrer de façon 
optimisée la couche IP. 
Cette intégration passe par l’intégration des mécanismes de gestion de la qualité de service de 
niveau 3 (notamment l’architecture DiffServ [60] implantée dans les équipements permet 
d’appliquer la QoS adéquate aux différents trafics). En effet, de nombreuses applications sont 
construites sur la base d’IP et supposent une QoS satisfaisante. Le système satellite doit alors 
fournir cette QoS pour autoriser une intégration aisée et efficace des différents services. Cette prise 
en charge de la qualité de service au niveau 3 peut alors être redondante, voire incohérente celle 
déjà réalisée au niveau accès des systèmes satellite. La cohérence et l’efficacité des mécanismes de 
QoS sont d’autant plus importantes dans des systèmes contraints par un fort délai et des ressources 
limitées. Dans le troisième chapitre, nous détaillons alors comment rendre cohérente et homogène la 
gestion de la qualité de service réalisée à différents niveaux protocolaires. Dans ce cadre, nous 
montrons comment simplifier le niveau 2 pour le restreindre à ses rôles principaux d’adaptation au 
media et d’accès aux ressources satellite. L’amélioration des performances (réduction des délais 
d’attente dans les buffers de niveau 2 et 3) illustrera cette amélioration de la cohérence entre les 
différents mécanismes de QoS [88]. 
Dans ce contexte, pour l’interconnecter avec d’autres systèmes IP qui peuvent être nombreux, 
de taille importante, et de structure dynamique, l’intégration du routage IP doit également être 
étudiée. Le quatrième chapitre analyse alors comment améliorer et optimiser cette intégration. Nous 
décrivons dans un premier temps le déploiement d’un routage externe (entre les différents 
systèmes). Nous définissons ensuite une architecture de routeur hybride (satellite et sol) qui réalise, 
avec une complexité du satellite fortement réduite, les même fonctions qu’un routeur IP embarqué 
[93]. Cette architecture permet une intégration du satellite comme un nœud IP standard et contribue 
donc à une convergence vers un système tout IP. 
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1 Convergence dans les systèmes de télécommunication 
par satellite 
Pour permettre une meilleure évolutivité et une multiplication des services ainsi qu’une 
évolution simplifiée des performances des couches accès et physique, un besoin d’architecture de 
convergence apparaît dans les systèmes de télécommunication par satellite. Une couche de 
convergence commune à tous les services répond à ces besoins. Différentes solutions de 
convergence existent et il convient d’analyser les systèmes déployés et les travaux de recherche afin 
d’identifier une proposition cohérente. Les axes de travail pour réaliser cette convergence pourront 
alors clairement être dégagées. 
Dans un premier temps, nous allons préciser le contexte de l’étude qui est celui des réseaux 
satellite géostationnaires, les plus déployés. Nous nous sommes concentrés plus spécifiquement sur 
les systèmes de télécommunication bidirectionnels. Nous considérons alors les différentes couches 
envisageables pour une convergence et justifions le choix d’une convergence de niveau 3, au niveau 
IP. Enfin, au travers de deux scénarios représentatifs, nous exposons les limites des systèmes 
actuels en termes de convergence et dégageons des axes pour réaliser cette convergence vers un 
système « tout IP ». 
1.1 Contexte - Les réseaux satellite géostationnaires 
Les systèmes satellite géostationnaires sont aujourd’hui les systèmes de communication par 
satellite les plus courants, principalement car ils sont moins coûteux et plus simples à déployer et 
donc plus rentables commercialement que des systèmes utilisant des satellites défilants (LEO, 
MEO, HEO). En effet, ils sont fixes par rapport au référentiel terrestre et permettent de couvrir 
l’ensemble du globe terrestre avec seulement trois satellites. Leur principal défaut est alors le délai 
de propagation que leur altitude impose (environ 250ms par bond). Nous introduisons dans cette 
partie les principales normes utilisées dans les réseaux satellite géostationnaires qui sont 
développées par le groupe DVB – Digital Video Broadcasting de l’ETSI. 
1.1.1 Le lien aller DVB-S et DVB-S2 
La diffusion de la télévision numérique par satellite s’est déployée à grande échelle via le 
standard DVB-S [4][5] puis son évolution DVB-S2 [6][7] qui autorise notamment le transport de 
vidéos haute définition. Ces standards s’inscrivent dans un ensemble de normes définies par le DVB 
et permettent la diffusion numérique de la télévision sur les différant supports (câble, hertzien, 
satellite). Ils ne définissent qu’une voie aller (équivalent au sens download), suffisante pour un 
système diffusant. Ils spécifient principalement les couches physiques (format des conteneurs 
physiques) et les architectures de tels systèmes qui sont composés de trois types d’entité : la 
Passerelle (ou Gateway en anglais), le satellite et les terminaux (nommés ST – Satellite Terminal), 
comme illustré sur la Figure 1-1. 
L’encodage et le transport des flux vidéos et audios sont réalisés grâce à la norme MPEG2 [8] et 
la couche MPEG2-TS (Transport Stream) ainsi qu’à ses tables de signalisation qui permettent aux 
terminaux de localiser les programmes au sein de l’ensemble des flux diffusés par la Passerelle via 
le satellite. Le groupe DVB a défini d’autres tables de signalisation [9][10] qui véhiculent des 
informations supplémentaires (liées au système satellite ou concernant d’autres services que la 
diffusion TV). La zone de couverture d’un satellite peut être divisée en plusieurs espaces de 
diffusion appelés « spots » qui sont déterminés par le paramétrage des différentes antennes du 
satellite. Ces spots sont des zones géographiques de taille et de nombre variables. 
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Figure 1-1: Système diffusant DVB-S/DVBS-S2 – Voie aller 
1.1.2 Le système bidirectionnel DVB-RCS 
Initialement utilisé pour mettre en place des services interactifs, le lien retour permet maintenant 
de véhiculer tout type de trafic. La norme issue de l’évolution des standards DVB-S/S2 que nous 
décrivons dans cette section est nommée DVB-RCS [11][12][13]. Son évolution, le DVB-RCS2 
[14][15], que nous aborderons dans le chapitre 2, est en cours de standardisation. La norme DVB-
RCS permet aux terminaux d’accéder aux ressources satellites. Les systèmes DVB-RCS sont 
composés de cinq types d’entité : la Passerelle (ou Gateway), le satellite, les terminaux (nommées 
RCST – Return Channel Satellite Terminal), le NCC (Network Control Center) et le NMS (Network 
Management Station), comme illustré sur la Figure 1-2 qui décrit un système comprenant voie aller 
et voie retour. Le DVB-RCS ne peut fonctionner sans voie aller qui véhicule la signalisation requise 
au fonctionnement de la voie retour. 
 
Figure 1-2: Système DVB-S2/DVB-RCS – Voies aller et retour 
Les terminaux peuvent ainsi émettre du trafic sur leur interface air. Les terminaux étant 
nombreux à utiliser le même support, une méthode d’accès est requise sur le lien retour. La gestion 
des ressources est réalisée indépendamment d’un spot à l’autre. L’accès multiple est géré de façon 
centralisée par le NCC (généralement co-localisé avec la Passerelle) en fonction des requêtes des 
terminaux. En effet, les terminaux (RCST) envoient des demandes de ressources selon le trafic à 
émettre, puis le NCC alloue les ressources disponibles sur le support radio (via l’envoi d’un table 
d’allocation, la TBTP – Terminal Burst Time Plan). Pour chaque terminal, une allocation constante 
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est définie (CRA – Continuous Rate Assignment). Si cette allocation n’est pas suffisante pour 
écouler leur trafic, les terminaux envoient des requêtes RBDC, VBDC ou AVBDC. Les requêtes 
RBDC (Rate Based Dynamic Capacity) permettent de demander un certain débit pour le prochain 
cycle d’allocation. Les requêtes VBDC (Volume Based Dynamic Capacity) servent à demander un 
certain volume de ressources qui sera alloué sur les prochains cycles d’allocation en fonction des 
disponibilités (ces requêtes sont cumulatives). Les requêtes AVBDC (Absolute Volume Based 
Dynamic Capacity) sont de même type que les requêtes VBDC mais annulent toutes les requêtes de 
type VBDC et AVBDC précédentes (elles ne sont pas cumulatives). La Passerelle possède une 
interface de réception pour le trafic émis par les terminaux. Le plan de gestion, qui surveille 
notamment l’état du réseau, est de la responsabilité du NMS (généralement co-localisé avec le 
NCC). 
1.2 Les différentes architectures de convergence envisageables 
Dans cette partie, nous définissons des critères à prendre en compte pour une architecture de 
convergence efficace et opérationnelle dans les systèmes de communication par satellite. Puis, nous 
listons et comparons les différentes couches envisageables à la vue de ces critères et dans l’optique 
de cette convergence. 
1.2.1 Les critères de convergence 
1.2.1.1 Généricité et intégration de services 
L’un des maîtres mots pour une architecture de convergence adéquate est la généricité. En effet, 
il est nécessaire d’avoir une couche qui permette une intégration aisée de n’importe quel service. Le 
déploiement de nouveaux services et l’évolution des services existants en sont alors largement 
facilités. Pour autoriser cette généricité, l’architecture de convergence doit d’une part, abstraire au 
maximum les couches basses (i.e. les couches accès) et d’autre part, faire peu d’hypothèses sur les 
services à rendre. Ainsi, les services peuvent-ils être développés et déployés indépendamment de 
l’évolution des technologies d’accès. 
1.2.1.2 Qualité de Service 
Une prise en charge globale et cohérente de la qualité de service (QoS) est un enjeu important 
de la convergence. En effet, c’est la définition de ces mécanismes de QoS qui va permettre une 
intégration efficace des différents services quel que soit le type de réseau sous-jacent. Cette prise en 
charge de la QoS se doit, pour être efficace, d’être homogène et cohérente sur les différents types de 
réseaux traversés (intégration horizontale de la QoS) mais aussi cohérente entre les différents 
niveaux protocolaires (intégration verticale de la QoS). L’architecture de convergence doit alors 
permettre cette prise en charge efficace de la QoS. 
1.2.1.3 Intégration et interconnexion du monde satellite 
L’architecture de convergence doit permettre une interconnexion et une intégration du monde 
satellite au reste du monde des télécommunications. En effet, il ne s’agit pas simplement de faire 
communiquer ces deux mondes mais bien d’insérer le monde satellite dans le reste du monde des 
télécommunications. Cette interconnexion et cette intégration posent alors plusieurs problèmes en 
termes de prise en charge de la qualité de service (locale et de bout en bout) ou encore de routage 
IP. Ces aspects doivent être absolument résolus. 
1.2.2 Les architectures de convergence du monde satellite 
1.2.2.1 Les limites de MPEG2-TS 
Le standard MPEG2 [8] permet d’une part l’encodage des flux vidéos et audios, et définit 
d’autre part la couche de niveau 2 MPEG2-TS pour le transport et le multiplexage des flux dans des 
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trames dont la partie donnée est de 184 octets. Il est le pilier des premiers systèmes DVB. Avec 
l’apparition de nouveaux besoins, une couche intermédiaire, entre MPEG2-TS et le niveau 3, 
appelée MPE [16][17], a été développée par le DVB pour une encapsulation directe d’IPv4 [18] et 
d’autres protocoles (e.g. IPv6 [19]) via les couches LLC/SNAP [20], aussi bien sur la voie aller que 
sur la voie retour. L’évolution ULE [21] (Ultra Lightweight Encapsulation), proposée par le groupe 
IPDVB [22] de l’IETF, permet une meilleure encapsulation d’IP (v4 et v6) en réduisant l’overhead 
induit. Les piles protocolaires résultant de ces encapsulations sont données sur la Figure 1-3. 
Cependant, le défaut d’une architecture du type IP/MPEG2-TS (via MPE ou ULE) reste la lourdeur 
de MPEG2-TS. En effet, l’accumulation des couches entraîne un overhead important et empêche un 
transport efficace d’IP. La signalisation spécifique et complexe de MPEG2-TS est un frein à la 
généricité et à l’intégration des services.  
 
Figure 1-3: Encapsulations d'IP sur MPEG2-TS 
1.2.2.2 ATM (Asynchronous Transfert Mode) dans le monde satellite 
Sur la voie retour, il est également possible de substituer la pile AAL5/ATM à MPEG2-TS 
[25][26] pour le transport de paquets IP, comme illustré sur la Figure 1-4. Elle est préférable pour 
ces petites cellules (48 octets de données) qui fournit une meilleure granularité d’allocation. 
Cependant, l’overhead engendré est encore plus important que pour les solutions fondées sur 
MPEG2 (principalement à cause de la petite taille des cellules ATM). Développée pour une 
convergence des communications, l’architecture ATM n’a pas eu le succès attendu notamment pour 
deux raisons : son plan de contrôle trop complexe (notamment les fonctions de routage) et le succès 
d’IP ainsi que des services associés (web, mail, …). L’architecture IP/AAL5/ATM a été envisagée 
comme une architecture de convergence dans les systèmes satellite mais l’overhead induit ne 
permet clairement pas une intégration optimale des services. Enfin, l’interconnexion avec le reste 
du monde des communications n’est pas assurée par la pile AAL5/ATM dont le rôle est restreint au 
plan de données et au niveau accès. 
 
Figure 1-4: Encapsulation mots sur DVB-RCS via la pile AAL5/ATM 
1.2.2.3 La nouvelle génération d’encapsulation - GSE 
Face aux limites de MPEG2-TS sur le lien aller, le groupe DVB a spécifié le protocole 
d’encapsulation GSE [23][24] (Generic Stream Encapsulation) largement inspiré d’ULE mais 
permettant de se passer de la couche MPEG2-TS, comme illustré sur la Figure 1-5. GSE autorise 
une encapsulation optimisée d’IP (et d’autres protocoles) sur la voie aller des systèmes satellite 
géostationnaires [29][30]. Bien que le lien retour ne soit pas traité dans le standard GSE, IP/GSE est 
une architecture de convergence envisageable que nous étudierons plus en détail dans le chapitre 2. 
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Figure 1-5: Encapsulation d'IP sur DVB-S2 via GSE 
1.2.3 Les architectures de convergence du monde terrestre 
1.2.3.1 Ethernet 
Une solution de convergence fondée sur Ethernet [27][28] a vu le jour dans les réseaux 
opérateurs. Cette option permet de n’avoir recours qu’à des équipements simples. Initialement 
déployé dans les réseaux locaux, son utilisation s’est étendue aux réseaux métropolitains (MAN) et 
aux réseaux d’opérateurs. Bien qu’efficace et en expansion dans le domaine terrestre, cette 
approche repose sur une homogénéisation générale du niveau 2, ce qui semble difficile dans un 
monde où les communications utilisent de plus en plus de supports hétérogènes. De plus, le format 
de trame Ethernet, en particulier l’en-tête de 14 octets, n’est pas optimisé pour la voie retour des 
systèmes satellite. Enfin, Ethernet ne gère pas la fragmentation de niveau 2 nécessaire dans le 
contexte satellite où les conteneurs physiques peuvent être de petites tailles (en particulier pour la 
voie retour). Nous ne retiendrons donc pas les solutions fondées sur Ethernet qui ne permettent pas 
de s’adapter correctement aux couches basses et n’est donc pas assez générique. Elles auraient 
cependant des avantages dans le cadre d’une intégration d’un système satellite à un réseau de 
collecte déjà fondé sur Ethernet ou dans les futurs systèmes DVB-S2 bidirectionnels. En effet, ces 
systèmes envisagent des conteneurs physiques de tailles importantes (et donc plus adaptés au format 
de trame Ethernet) sur les voies aller et retour. 
1.2.3.2 MPLS 
La thèse d’E. Dubois [3] propose une architecture de convergence fondée sur deux couches : IP 
et MPLS. Contrairement à la plupart des systèmes dédiés, cette approche permet de déployer plus 
facilement des systèmes multiservices et évolutifs (bien que cette intégration ne soit pas encore 
définie pour tous les services). La thèse montre comment intégrer le service TV et la VoIP sur 
l’architecture IP/MPLS. Elle illustre le besoin d’une architecture en deux couches : la couche IP 
pour une interconnexion et une intégration des services de bout en bout et une couche d’adaptation 
(ou de convergence) pour une gestion locale (notamment en termes de QoS). Cependant 
l’intégration de mécanismes de QoS nécessite un plan de contrôle complexe. De plus, MPLS ne 
remplace pas le niveau 2, notamment il ne permet pas de s’adapter aux conteneurs physiques, ce qui 
entraîne une accumulation de couches importante comme illustré sur la Figure 1-6. Bien qu’étant un 
grand pas vers la convergence des services, cette solution laisse encore de nombreuses perspectives, 
notamment en termes de QoS, de gestion des ressources et de routage dynamique. 
 
Figure 1-6: Architecture de convergence IP/MPLS (source : [3]) 
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1.2.4 Conclusion 
Les architectures existantes reposant sur MPEG2-TS ne sont pas assez flexibles pour une 
intégration et une évolution aisées des services. Ceci est principalement dû à la lourdeur et à la 
complexité de la signalisation héritées de la couche MPEG2-TS initialement prévue pour des 
systèmes dédiés à la diffusion TV. Souffrant d’un overhead trop important, les solutions fondées sur 
MPEG2-TS et ATM ne permettent pas un transport optimisé d’IP. La solution Ethernet est une 
approche intéressante de convergence mais n’est pas adaptée à la voie retour des systèmes de 
communication par satellite. De façon générale, les approches de niveau 2 sont potentiellement 
simples mais souffrent d’une interconnexion moins efficace que celle d’IP. En effet, par définition, 
le niveau 2 dépend du support utilisé. Par conséquent, il nous semble difficile d’envisager une 
convergence axée sur le niveau 2 qui n’intègre que des fonctions locales. De plus, les services 
applicatifs multimédia ont déjà convergé vers IP (e.g. VoIP, IPTV, streaming). 
Ce constat nous pousse à envisager une convergence au niveau 3, c'est-à-dire au niveau IP. 
L’approche IP/MPLS d’E. Dubois allait déjà dans ce sens. Cependant, la couche MPLS ne remplace 
pas le niveau 2, en particulier MPLS ne gère pas l’adaptation au niveau 2 d’IP (i.e. la fragmentation 
et le réassemblage) et ne permet l’intégration de la QoS qu’au prix d’un plan de contrôle non trivial. 
Une convergence vers une solution tout IP implique un transport optimisé d’IP, et un plan de 
contrôle principalement axé sur des mécanismes de niveau réseau (qualité de service, routage). 
Cette convergence passe alors par une simplification des couches basses et une harmonisation des 
fonctions réalisées par les couches accès du monde satellite et par la couche IP. Le rôle de la couche 
IP est alors la convergence de bout en bout et le rôle de la couche d’adaptation que nous choisirons 
devra compléter cette architecture pour permettre une adaptation locale au système satellite. Notre 
travail s’inscrit donc dans cette optique de convergence vers un système tout IP, dans la continuité 
et la complémentarité des travaux précédents.  
1.3 Scénarios introductifs – Limites des systèmes actuels 
Nous introduisons dans cette partie deux scénarios significatifs dans le but de mettre en relief 
les limites des systèmes actuels en termes de convergence vers IP. Nous considérons dans un 
premier temps le cas d’un réseau d’accès à Internet qui utilise une architecture étoilée avec un 
satellite transparent. Dans un second temps, nous considérons le cas de communications entre les 
utilisateurs d’un même opérateur satellite au travers d’une architecture maillée avec un satellite 
embarquant un OBP (On-Board Processor).   
1.3.1 Réseau d’accès à Internet – Système étoilé avec satellite transparent 
Dans ce premier scénario, nous considérons un système bidirectionnel DVB fournissant aux 
clients de l’opérateur satellite un service d’accès à Internet (comme le permettent les raccordements 
ADSL ou câble). Nous décrivons tout d’abord l’architecture du système satellite, puis étudions les 
limites et les perspectives en termes de convergence vers IP. 
1.3.1.1 Réseau d’accès à Internet via un système étoilé avec satellite transparent 
Dans le cas d’un réseau d’accès à Internet, la Passerelle (ou Gateway) du système satellite est le 
routeur d’accès à Internet. Du point de vue des clients, c’est le point d’entrée de leur FAI et donc 
d’Internet. Si aucun autre service n’est fourni par ce système satellite DVB, un système étoilé avec 
un satellite transparent est suffisant. Ce cas est retracé sur la Figure 1-7. Dans les systèmes satellite 
étoilés, on distingue le lien aller (Passerelle vers terminaux satellite) supposé au standard DVB-S2 
et le lien retour (terminaux satellite vers Passerelle) ici au standard DVB-RCS (Return Channel via 
Satellite). Les piles protocolaires de la voie aller et de la voie retour sont alors différentes, comme 
illustré sur la Figure 1-8. Le terminal satellite RCST (Return Channel Satellite Terminal) joue alors 
pour l’utilisateur le même rôle qu’une « box » ADSL. Le satellite est dans cet exemple un simple 
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répéteur. Le client peut naviguer sur Internet comme avec n’importe quel réseau d’accès à la 
différence que le système satellite engendre une latence plus importante (délai de propagation 
imposé par l’altitude des satellites). 
 
Figure 1-7: Accès Internet via un système satellite géostationnaire - Architecture 
 
Figure 1-8: Accès Internet via un système satellite géostationnaire - piles protocolaires 
1.3.1.2 Limites et perspectives en termes de convergence vers IP 
Plusieurs études [29][30] ont montré l’efficacité de l’encapsulation IP/GSE/DVB-S2 sur la voie 
aller (équivalent du sens download). De plus, le mécanisme d’extension d’en-tête spécifié dans le 
protocole ULE et repris dans GSE rend aisée la création de nouvelles options et fournit ainsi une 
généricité et une évolutivité plus importantes. En revanche, il n’y a pas d’équivalent sur la voie 
retour (équivalent du sens upload) et les solutions existantes ne sont pas optimisées pour le 
transport de paquets IP. Plusieurs perspectives sont envisageables : adapter GSE à la voie retour 
[37], proposer un protocole d’encapsulation spécifique à la voie retour, ou encore proposer un 
protocole d’encapsulation commun à la voie aller et retour. Cette perspective d’amélioration de 
l’encapsulation d’IP est traitée dans le chapitre 2. 
Un autre aspect important est la gestion de la qualité de service (QoS), que ce soit de bout en 
bout (intégration horizontale de la QoS) ou entre les différentes couches (intégration verticale de la 
QoS). L’homogénéité horizontale est assurée par les protocoles de bout en bout, c'est-à-dire par les 
applications (gestion de sessions), la couche transport (contrôle de congestion, contrôle de flux) 
mais aussi par des mécanismes au niveau IP (architecture DiffServ). La spécificité du réseau 
d’accès satellite complique cette gestion de bout en bout, certains travaux sont alors envisageables 
notamment pour une optimisation du contrôle de congestion et des mécanismes de niveau applicatif. 
Concernant l’homogénéité verticale (au niveau du segment satellite et plus particulièrement sur la 
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voie retour), du fait de la méthode d’accès spécifique, plusieurs mécanismes de gestion des 
ressources et de qualité de service sont présents au niveau accès (i.e. au niveau 2). Or, de nombreux 
mécanismes sont également présents au niveau IP et peuvent être redondants voire incohérents avec 
ce qui est réalisé au niveau accès. Cette hétérogénéité de gestion de la qualité de service entre les 
différents niveaux protocolaires (principalement 2 et 3) ainsi que les mécanismes de contrôle de 
congestion sont l’objet du chapitre 3. 
Il n’y a pas de problématique particulière concernant le routage dans ce scénario de type 
desserte d’un usager. Un routage statique est amplement suffisant car tout le trafic émis par les 
terminaux est envoyé à la Passerelle. Seul un routage EGP (Exterior Gateway Protocol) sur 
l’interface terrestre de la Passerelle peut s’avérer nécessaire en cas d’interface avec d’autres 
systèmes autonomes. 
1.3.2 Communications entre utilisateurs d’un même opérateur satellite – Système maillé 
avec OBP 
Nous considérons dans ce scénario le cas où les clients d’un même opérateur satellite souhaitent 
communiquer entre eux. C’est par exemple le cas lorsque le système satellite est utilisé pour une 
connexion de sites distants, ou pour l’interconnexion de plusieurs systèmes autonomes. 
L’architecture du système satellite est d’abord décrite, puis les limites et les perspectives en termes 
de convergence vers IP sont présentées. 
1.3.2.1 Communications maillées avec OBP de niveau 2 
Ce type de scénario impose une commutation à bord du satellite pour éviter un double bond. 
Une commutation à bord de niveau 1 est envisageable mais peu flexible et ne permet pas une 
reconfiguration rapide. Une commutation à bord de niveau 2 est suffisante ; c’est généralement la 
configuration utilisée dans ce contexte. Un OBP de niveau 3 (c'est-à-dire un routeur IP) est 
envisageable et pourrait apporter une plus grande flexibilité. Cependant, il engendrerait une 
complexité et un coût financier accrus (comme étudié dans le chapitre 4). Comme nous le voyons 
sur la Figure 1-9, le satellite ne sert plus de simple relais entre les terminaux et la passerelle mais de 
commutateur entre les terminaux. 
 
Figure 1-9: Communications maillées 
Avec un tel système, les utilisateurs peuvent communiquer directement entre eux, sans que la 
Passerelle serve de relais. Dans ce type de configuration, on ne parle plus de voie aller (passerelle 
vers terminaux) ni de voie retour (terminaux vers passerelle) mais plutôt de voie montante 
(terminaux vers satellite) et de voie descendante (satellite vers terminaux). Les piles protocolaires 
des voies montante et descendante peuvent être différentes comme dans l’exemple de la Figure 
1-10. Dans le contexte maillé, une allocation explicite des ressources doit être réalisée pour les 
voies montante et descendante. Cette allocation peut être statique (on alloue des circuits aux 
différents utilisateurs) ou dynamique (par exemple via le protocole C2P [31][32][33] qui établit une 
connexion entre deux terminaux satellite et leurs alloue des ressources pour cette connexion). 
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Figure 1-10: Communications maillées avec un OBP de niveau 2 – piles protocolaires 
1.3.2.2 Limites et perspectives en termes de convergence vers IP 
L’OBP de niveau 2 (respectivement de niveau 3) permet de réaliser la commutation sur les 
adresses destination de niveau 2 (respectivement de niveau 3). On remarque que le transport de 
paquets IP est effectué par deux protocoles complètement différents sur la voie montante 
(AAL5/ATM) et sur la voie descendante (GSE). Ces différences peuvent impliquer des mécanismes 
de traduction potentiellement complexes (par exemple en termes d’adressage de niveau 2, de 
réassemblage et de fragmentation). Un protocole de niveau 2 identique (ou au moins deux 
protocoles semblables) sur les voies montante et descendante pourrait minimiser ces difficultés. Ces 
pistes concernant l’encapsulation au niveau 2 sont envisagées dans le chapitre 2. 
Si les sites interconnectés sont de grands réseaux IP dont l’architecture peut évoluer, il peut être 
judicieux d’utiliser un protocole de routage interne (IGP – Interior Gateway Protocol) pour 
autoriser un passage à l’échelle et une bonne gestion des changements et des créations de routes. 
Dans le cas où le système décrit est utilisé pour interconnecter des systèmes autonomes, le 
déploiement d’un protocole de routage externe (EGP – Exterior Gateway Protocol) devient 
indispensable pour permettre l’échange de routes entre les différents systèmes autonomes. Les EGP 
et IGP déployés dans le monde IP terrestre ne sont pas conçus pour un déploiement sur des 
systèmes satellite. Il est alors nécessaire d’étudier l’adaptation et le déploiement de ces protocoles 
dans un contexte où, d’une part, un délai important affecte les échanges et, d’autre part, les 
ressources sont précieuses. Ces problématiques de routage sont abordées dans le chapitre 4. 
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2 Encapsulation d’IP dans les systèmes de 
télécommunication par satellite 
La convergence vers IP des systèmes de communication par satellite passe par l’intégration 
d’IP. Le rôle du niveau 2 est de permettre son transport de manière adaptée au support. Cette 
encapsulation va alors jouer le rôle de lien entre la couche IP et les couches basses spécifiques aux 
systèmes satellite. La couche d’encapsulation devra notamment adapter les paquets IP pour les 
transporter dans les conteneurs physiques de taille variable. Cette adaptation inclut principalement 
des mécanismes de fragmentation. Elle joue donc un rôle primordial dans l’architecture de 
convergence que nous définissons. 
Dans un premier temps, ce chapitre propose une analyse critique des méthodes existantes 
d’encapsulation d’IP aussi bien sur la voie aller que sur la voie retour. L’objectif est d’analyser les 
limites des solutions existantes et d’identifier les réflexions à mener pour améliorer le transport de 
paquets IP. Cette analyse montre que, contrairement au lien aller DVB-S2 qui utilise 
l’encapsulation GSE (Generic Stream Encapsulation) [23][24], le lien retour ne dispose d’une 
encapsulation ni générique ni efficace. La suite du chapitre identifie alors les besoins pour la 
spécification d’une encapsulation sur la voie retour des systèmes de communication par satellite (du 
type DVB-RCS). Enfin, nous présentons notre proposition de nouveau protocole de niveau 2 pour la 
voie retour, proposition qui a largement contribué à la définition du nouveau standard du groupe de 
travail du DVB-RCS (TM-RCS) [34]1.  
2.1 Analyse critique des méthodes d’encapsulation d’IP dans les systèmes 
satellite 
Au cours de l’évolution des normes DVB, de nombreuses méthodes d’encapsulation sont 
apparues pour le transport de données autres que vidéo, et notamment pour le transport de paquets 
IP. Nous analysons dans cette partie les méthodes existantes pour les voies aller et retour dans le but 
d’identifier leurs limites en termes de convergence vers IP. 
2.1.1 Encapsulation sur la voie aller/descendante 
Plusieurs familles de protocole et méthodes d’encapsulation ont vu le jour sur la voie aller 
(DVB-S [4][5]/DVB-S2 [6][7]). Les premières méthodes étaient totalement dépendantes de la 
couche MPEG2-TS. Une deuxième génération de méthodes réduit les contraintes de la couche 
MPEG2-TS (MPE, ULE). Enfin, la méthode GSE a vu le jour. Elle permet de se passer totalement 
de MPEG2-TS et propose ainsi une couche de niveau 2 générique et réduite à son rôle essentiel, le 
transport des messages des couches supérieures sur le support physique. 
2.1.1.1 Transport de données via MPEG2-TS 
La thèse de J. Fasson (soutenue en 2004) [1] propose (dans le 3ème chapitre) une analyse des 
méthodes d’encapsulation d’IP dans le contexte DVB-S. Les premières propositions, data-piping, 
data-streaming, data-carousel et object-carousel [16][17] sont toutes orientées flux (vidéos et 
audios) et dépendantes de la couche MPEG2-TS. Le data-piping encapsule des données comme s’il 
s’agissait d’un flux et implique des mécanismes propriétaires car il ne définit pas les mécanismes de 
découpage et réassemblage. Le data-streaming considère les données encapsulées comme un flux 
continu. Le data-carousel et l’object-carousel sont des méthodes proches utilisées pour l’envoi 
                                                     
1 Ce protocole, que nous avons soumis au groupe de travail du DVB-RCS, a été défini par Gorry Fairhurst (University 
of Aberdeen), Cédric Baudoin (Thales Alenia Space France) et moi-même. Suite à cette proposition, nous avons 
participé à la définition du standard publié par le DVB. 
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périodique de tables de signalisation. Ces différentes méthodes transportent IP comme s’il s’agissait 
d’un flux vidéo (ou audio), avec des mécanismes et des champs inutiles dans le cas de paquets IP. 
Elles nécessitent toutes l’utilisation de MPEG2-TS. Le transport de paquets IP n’est donc pas 
optimisé (comme le transport de toute autre information que des flux MPEG2). Ces méthodes sont 
plus des « rustines » pour adapter un système dédié que des mécanismes génériques et efficaces ; 
elles ne seront pas réutilisées dans le DVB-S2. Nous ne donnerons donc pas plus de détails sur ces 
différentes méthodes. 
La méthode MPE (Multi Protocol Encapsulation) [16][17] permet l’encapsulation d’IPv4 et 
d’autres protocoles, comme illustré sur la Figure 2-1. Par défaut, les données encapsulées sont des 
paquets IPv4. Pour encapsuler d’autres types de PDU (e.g. IPv6), l’insertion des couches 
LLC/SNAP [20] est requise car l’en-tête MPE ne contient pas de champ indiquant l’identifiant du 
protocole encapsulé. La méthode MPE ne permet pas une encapsulation efficace d’IP. En effet, elle 
engendre une taille importante d’en-tête. En plus de l’en-tête de la couche MPEG2-TS (4 octets par 
trame), il faut rajouter l’en-tête et l’en-queue MPE (16 octets par paquet), l’en-tête LLC/SNAP (8 
octets par paquet) s’il ne s’agit pas d’IPv4 (e.g. IPv6, Ethernet), et l’overhead induit par le 
mécanisme de fragmentation nécessaire au niveau MPEG2-TS (bourrage ou méthode section-
packing) car le champ de données des trames MPEG2-TS est de taille constante de 184 octets. 
Remarquons que l’utilisation du mécanisme de fragmentation IP serait inadaptée à de si courts 
champs de données de niveau 2 et encore plus coûteuse en termes d’overhead. 
Suite à ces constats, le groupe IPDVB [22] de l’IETF (Internet Engineering Task Force) a 
développé la méthode d’encapsulation ULE (Unidirectional Lightweight Encapsulation) [21]. Cette 
encapsulation, beaucoup plus légère en termes d’overhead que ces prédécesseurs (notamment grâce 
à un champ d’adresse destination optionnel et de taille variable), permet d’encapsuler n’importe 
quel protocole grâce au champ Type indiquant le numéro du protocole encapsulé. ULE représente la 
meilleure solution pour une encapsulation d’IP au dessus du DVB-S. Cependant, ULE ne peut être 
utilisé qu’au dessus de MPEG2-TS (Figure 2-1).  
 
Figure 2-1: Encapsulation via MPE 
Toutes les méthodes présentées ci-dessus héritent des lourdeurs de la couche MPEG2-TS. En 
effet, ces méthodes engendrent un empilement de nombreuses couches protocolaires (et donc un 
overhead important), la taille des trames MPEG2-TS (184 octets) n’est pas adaptée au transport des 
paquets IP (qui ont une taille généralement comprise entre 40 et 1500 octets) mais surtout une 
signalisation importante et complexe est nécessaire pour le fonctionnement de MPEG2-TS. 
2.1.1.2 Generic Stream Encapsulation - GSE 
La méthode d’encapsulation GSE [23][24] développée par le groupe de travail DVB reprend 
plusieurs concepts présents dans ULE, notamment un en-tête court et une évolutivité facilitée grâce 
au mécanisme d’extension d’en-tête. Les deux changements majeurs de GSE par rapport à ULE 
sont la gestion de la fragmentation (qui permet de s’adapter à la taille des conteneurs physiques) et 
la possibilité de se passer de MPEG2-TS. GSE fournit donc une encapsulation efficace de n’importe 
quel protocole, sur plusieurs types de couche physique. GSE est optimisé pour une utilisation avec 
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le standard DVB-S2 et plus généralement pour des couches physiques QEF (Quasi Error Free) 
utilisant de grands conteneurs physiques (réduisant l’overhead de  fragmentation) [29][30]. 
Sans rappeler toute la spécification de GSE nous évoquons ici quelques points fondamentaux 
pour l’encapsulation d’IP via GSE. 
Encapsulation d’IP sur DVB-S2 via GSE : 
La Figure 2-2 donne un aperçu de l’encapsulation d’un paquet IP sur le DVB-S2 via le 
protocole d’encapsulation GSE. On voit notamment que GSE gère la fragmentation des paquets IP 
pour les adapter à la taille de la partie données des conteneurs physiques du DVB-S21. 
 
Figure 2-2: Encapsulation d’IP sur DVB-S2 via GSE (source : [23]) 
Format pour l’encapsulation d’un paquet sans fragmentation : 
Le format d’encapsulation sans fragmentation est donné sur la Figure 2-3. Chaque paquet est 
formé d’un en-tête et de la partie donnée contenant la PDU (Protocol Data Unit) encapsulée. 
L’utilisation des différents champs est détaillée ci-après : 
• SE (2bits) : Egal à 11, cela indique que le début et la fin de la PDU sont contenus dans le 
paquet GSE (pas de fragmentation).  
• LT (2 bits) : Ce champ indique le type de label utilisé (0/3/6 octets). 
• GSE_Length (12 bits) : Ce champ indique la longueur du paquet GSE. 
• Protocol_Type (16 bits) : Ce champ indique le numéro du protocole encapsulé (il permet 
aussi d’indiquer l’utilisation extension(s) d’en-tête pour des mécanismes supplémentaires). 
• Label (0/3/6/ octets) : Ce champ optionnel indique une adresse destination de niveau 2 si 
celle-ci n’est pas présente dans la PDU encapsulée. 
 
Figure 2-3: Encapsulation GSE sans fragmentation 
Format pour l’encapsulation d’un paquet avec fragmentation : 
Dans le cas où la fragmentation de la PDU est nécessaire, on distingue 3 types de paquets GSE : 
le premier fragment d’une PDU, les fragments intermédiaires et le dernier fragment de la PDU, 
comme illustré sur la Figure 2-4. L’utilisation des différents champs est détaillée ci-après. 
                                                     
1 Les conteneurs physiques présentés à la couche 2 sont appelés BBFrames (Base Band Frame). Ces conteneurs sont de 
taille variable car dépendante du taux du codage canal utilisé. Ce taux est ajusté en fonction des conditions de 
transmission (i.e. des conditions météorologiques) pour réduire les erreurs résiduelles après décodage. 
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• SE (2 bits) : Egal à 10 pour le premier fragment, 00 pour les fragments intermédiaires, et 01 
pour le dernier fragment. 
• LT (2 bits) : Dans le premier fragment, ce champ a la même signification que dans le cas 
non fragmenté. Dans les fragments intermédiaires et le dernier fragment, il est égal à 11 et 
indique qu’il faut considérer un label égal à celui présent dans le premier fragment. 
• GSE_Length (12 bits) : Ce champ est présent dans tous les fragments et indique la 
longueur du paquet GSE (qui ne contient qu’un fragment de la PDU). 
• Frag_ID (8 bits) : Ce champ est présent et de même valeur dans tous les fragments d’une 
même PDU. Il permet de savoir à quelle PDU appartient un fragment. Sa longueur d’un 
octet autorise donc l’encapsulation de 256 paquets en parallèle. 
• Total_Length (2 octets) : Ce champ, présent uniquement dans le premier fragment, indique 
la taille totale de la PDU encapsulée (à laquelle sont ajoutées la taille du champ Label, la 
taille du champ Protcol_Type et la taille des potentielles extensions d’en-tête).  
• Protocol_Type (16 bits) : Ce champ n’est présent que dans le premier fragment et à la 
même signification que dans le cas non fragmenté. 
• Label (0/3/6 octets) : En cas de présence, ce champ n’apparaît que dans le premier fragment 
et n’est pas répété. 
• CRC (4 octets) : Ce champ de 32 bits est placé à la fin du dernier fragment. Ce code (Cyclic 
Redundancy Check) contrôle si le réassemblage a été réalisé correctement (ordre, données 
manquantes, erreur de transmission). 
 
Figure 2-4: Encapsulation GSE avec fragmentation 
2.1.1.3 Conclusion 
La couche MPEG2-TS a longtemps été un frein à une encapsulation efficace d’IP. 
L’encapsulation sur la voie aller des systèmes satellite géostationnaires a beaucoup progressé grâce 
au protocole GSE qui est de loin la méthode la plus efficace parmi les solutions existantes [29][30], 
principalement car MPEG2-TS et sa signalisation ne sont plus nécessaires. La gestion de la 
fragmentation et du réassemblage de GSE adaptent les PDU encapsulées (paquets IP ou autres) à la 
couche physique utilisée (e.g. DVB-S2). GSE fournit donc un transport efficace d’IP sur la voie 
aller. De plus, la possibilité d’ajouter des options sans modifier le standard assure une évolutivité et 
une pérennité du standard. Enfin, le champ Frag_ID permet une encapsulation et une fragmentation 
en parallèle de 256 paquets. L’architecture IP/GSE est donc l’architecture de convergence que nous 
retiendrons pour la voie aller. 
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2.1.2 Encapsulation sur la voie retour/montante 
Cette section analyse différentes solutions d’encapsulation d’IP sur le lien retour/montant DVB-
RCS qui présente des caractéristiques différentes du lien aller. Nous considérons tour à tour les 
encapsulations MPE, ULE et la solution spécifique au lien retour AAL5/ATM [25][26]. Finalement, 
l’utilisation de GSE sur le lien retour est envisagée. 
2.1.2.1 Caractéristiques du lien retour 
Les caractéristiques et donc les besoins, sur la voie retour sont différents de ceux de la voie 
aller. En effet, elle permet un accès multiple aux terminaux satellite. Le partage des ressources radio 
repose sur une allocation dynamique de type MF-TDMA (Multifrequency-Time Division Multiple 
Access) et sur des algorithmes non définis dans la norme. Dans le but d’éviter le gaspillage des 
ressources, de permettre une plus grande flexibilité et un nombre important de terminaux, ces 
algorithmes requièrent des conteneurs physiques de petites tailles.  
De plus, le lien retour est utilisé comme lien d’interactivité dans plusieurs cas (e.g. réseau 
d’accès à Internet présenté dans la section 1.3.1). En effet, malgré une expansion des applications 
pair à pair, le modèle client-serveur est encore utilisé pour une grande partie des applications (le 
protocole http reste la première source de trafic sur Internet [125]) induisant une dissymétrie du 
trafic. Le sens « download » véhicule plus de données en volume et en proportion alors que le sens 
« upload » véhicule plus de signalisation. La quantité de PDU courtes est également nettement 
supérieure sur la voie retour (e.g. les messages TCP ACK ou HTTP GET). 
2.1.2.2 MPE/MPEG2-TS, ULE/MPEG2-TS et AAL5/ATM 
La pile MPE/MPEG2-TS souffre d’une signalisation complexe et d’un overhead important 
(encapsulation MPE/MPEG2-TS avec l’insertion potentielle des couches LLC/SNAP). 
 La pile AAL5/ATM permet de se passer de MPEG2-TS, c’est la raison pour laquelle cette 
solution est souvent privilégiée pour le transport de paquets IP sur le lien retour/montant DVB-
RCS. Cependant l’overhead engendré est encore plus important que pour l’encapsulation 
MPE/MPEG2-TS, notamment à cause de la petite taille des cellules ATM. 
Enfin, même si cela n’est pas standardisé (ni dans le groupe TM-RCS ni dans le groupe 
IPDVB), il est envisageable d’utiliser ULE sur le lien retour. Cela réduirait considérablement 
l’overhead. Cependant ULE utilise MPEG2-TS, et n’autorise donc pas un transport optimisé d’IP.  
S’inspirant des qualités d’ULE, GSE gère en plus la gestion de la fragmentation et permet de se 
passer de MPEG2-TS. GSE est donc un candidat à l’encapsulation d’IP sur la voie retour. Cette 
option est envisagée dans la section suivante. 
2.1.2.3 IP/GSE/DVB-RCS 
GSE réduit considérablement l’overhead induit et ne nécessite pas l’utilisation de MPEG2-TS. 
Néanmoins, GSE a été initialement développé pour la seconde génération de lien aller (DVB-S2). 
L’efficacité de GSE repose sur deux hypothèses fortes : une couche physique fournissant un lien 
QEF (Quasi Error Free) et des conteneurs physiques de grande taille. La vérification de ces 
hypothèses permet de rendre négligeable la longueur de l’en-tête de GSE. Or, ces propriétés ne sont 
plus valables dans le cas d’une voie retour (e.g. DVB-RCS). GSE présente alors plusieurs 
limitations pour une utilisation dans un tel contexte : 
• L’overhead induit par GSE est trop important pour des petites PDU (Protocol Data Unit), 
comme les acquittements TCP (TCP ACK) ou les requêtes HTTP (HTTP GET). En effet, 
considérant un TCP ACK de 40 octets, l’en-tête minimum de GSE est de 4 octets, ce qui 
mène, au niveau 2, à 10% d’overhead (pourcentage encore plus élevé si des champs 
optionnels de GSE et/ou des mécanismes de compressions comme ROHC [35] sont utilisés 
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pour réduire la taille des données au niveau 2). Pour réduire cet overhead, il est possible 
d’utiliser des mécanismes de concaténation [36]. Cependant, ces mécanismes induisent un 
délai supplémentaire non souhaitable car le délai de propagation dans les réseaux de 
communication par satellite est déjà important et que, sur ces liens retours, le débit par 
terminal est le plus souvent relativement faible. 
• GSE n’est pas adapté aux petits conteneurs physiques en raison de l’overhead important du 
mécanisme de fragmentation de GSE. En effet, l’en-tête GSE est d’au moins 7 octets pour le 
premier fragment d’une PDU (incluant le champ Protocol_Type et Total_Length), d’au 
moins 7 octets pour le dernier fragment (incluant un CRC-32 pour le contrôle d’intégrité lors 
du réassemblage), et d’au moins 3 octets pour les fragments intermédiaires.  
• Le standard GSE ne considère pas les liens non QEF. Sur un lien non QEF, les guidelines de 
GSE [24] suggèrent d’utiliser un CRC-32 placé à la fin de chaque conteneur physique. 
Cependant, aucune signalisation n’est spécifiée pour indiquer cela. De plus, le niveau de 
cette redondance (4 octets) peut être trop élevé pour des petits conteneurs. Enfin, ce CRC-32 
peut être redondant avec le CRC-32 utilisé pour le réassemblage. 
• GSE permet uniquement l’utilisation d’une adresse destination dans son en-tête. Sur le lien 
aller (DVB-S2), GSE est utilisé pour des communications point à multipoint et seule une 
adresse de destination est nécessaire (la source étant nécessairement la Passerelle). Or, sur le 
lien retour, plusieurs topologies sont possibles : multipoint à point (mode étoilé) et 
multipoint à multipoint (mode maillé). L’adresse source peut alors être nécessaire pour le 
démultiplexage au niveau du récepteur (e.g. la Passerelle). Ce dernier utilise alors l’adresse 
source pour différencier les flux. Dans GSE, l’utilisation d’une extension est nécessaire pour 
pouvoir indiquer une adresse source. 
Avec quelques ajustements (notamment en termes d’adressage), GSE serait utilisable sur la voie 
retour. Cependant, le standard GSE présente plusieurs limites pour de petits conteneurs physiques, 
des données courtes, et des liens non QEF (entre autres, son mécanisme de fragmentation est trop 
coûteux en termes d’overhead). GSE n’optimise pas le transport de paquets IP sur la voie retour. Un 
nouveau protocole d’encapsulation est donc nécessaire pour obtenir des fonctions et des 
performances similaires (à GSE sur DVB-S2) sur un lien retour (DVB-RCS, ou DVB-RCS2). 
2.1.3 Conclusion 
MPEG2-TS a longtemps limité l’efficacité de l’encapsulation de protocoles autre que les flux 
vidéos MPEG2. Le standard GSE représente une grande avancée en se passant de la couche 
MPEG2-TS pour fournir une encapsulation générique et efficace. Si l’encapsulation GSE semble 
satisfaisante pour le lien aller, GSE et les autres solutions d’encapsulations sur la voie retour 
(MPE/MPEG2-TS, AAL5/ATM) montrent plusieurs limites pour le transport de paquets IP (et 
d’autres protocoles). Nous ne retiendrons donc pas l’architecture IP/GSE comme architecture de 
convergence pour la voie retour. Un nouveau protocole d’encapsulation doit être spécifié pour la 
voie retour (Figure 2-5). 
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Figure 2-5: Nouvelle encapsulation pour la voie retour 
2.2 Nouveaux mécanismes d’encapsulation pour la voie retour  
Comme nous venons de le voir, pour optimiser le transport de paquets IP sur le lien retour, un 
nouveau mécanisme d’encapsulation est requis. La première étape du travail consiste à identifier 
plus précisément les besoins [37]. Nous introduisons ensuite les différentes propositions envisagées 
au sein du groupe de travail TM-RCS [38][39]. Enfin, nous présentons plus en détail la solution que 
nous avons proposée et qui a largement contribué au standard publié par le groupe de travail et 
présenté en dernier lieu. 
2.2.1 Les besoins pour une nouvelle encapsulation 
Ces besoins s’expriment en termes de signalisation, flexibilité, adressage et évolutivité. Les 
spécificités des systèmes maillés, qui sont de plus en plus utilisés dans des systèmes ouverts 
(connectés à Internet par exemple), doivent également être considérés. 
2.2.1.1 Les besoins pour un lien retour de type DVB-RCS ou DVB-RCS2 
Signalisation : 
Un transport efficace d’IP passe par une réduction de la signalisation par paquet (en-tête) ainsi 
que par une réduction de la signalisation hors bande (e.g. pour la configuration du niveau 2). Ces 
propriétés sont d’autant plus importantes sur le lien retour que les ressources radios sont partagées 
et que les conteneurs physiques sont de tailles inférieures à ceux de la voie aller. En plus des 
performances, la réduction de la signalisation augmente l’interopérabilité entre les différentes 
implantations et configurations. Pour répondre aux besoins en termes de signalisation, le nouveau 
protocole d’encapsulation doit : 
• réduire la signalisation par paquet au minimum ; 
• nécessiter un minimum de signalisation hors bande (aucune dans l’idéal). 
Flexibilité : 
Le protocole d’encapsulation doit évidemment permettre l’encapsulation des paquets IP. 
Cependant, dans la mesure où tous les services et toutes les architectures ne sont pas fondés sur IP, 
il est préférable d’autoriser l’encapsulation et le multiplexage de plusieurs protocoles. Cela autorise 
par exemple l’encapsulation d’une architecture de convergence de type IP/MPLS présentée dans la 
thèse d’E. Dubois [3], ou encore d’envisager des évolutions pour de futurs systèmes.  
Par ailleurs, les liens retours ne sont pas forcément QEF (e.g. DVB-RCS, DVB-RCS+M [13]). 
Un mécanisme supplémentaire (par rapport à l’encapsulation sur le lien aller) doit donc être mis en 
place pour assurer une très faible probabilité de transmission de paquets erronés à la couche 
supérieure. 
De plus, selon le contexte et le lien retour considérés, les conteneurs physiques peuvent être de 
structure (taille constante ou variable) et de taille différentes. Typiquement, le protocole doit être 
adapté aux petits conteneurs, même si de grands conteneurs doivent pouvoir être pris en compte 
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(comme dans les potentiels futurs systèmes DVB-S2 bidirectionnels). Par conséquent, le protocole 
doit fournir un mécanisme de fragmentation qui soit efficace (peu d’overhead) et adapté à des 
tailles variables de conteneurs physiques. 
Enfin, comme GSE est le standard actuel pour l’encapsulation sur la voie aller, le nouveau 
protocole d’encapsulation devrait fournir la même interface à la couche 3 que GSE, c’est-à-dire, les 
mêmes types d’adresses, les mêmes longueurs de données, et les mêmes options de QoS (qualité de 
service). 
Pour répondre aux besoins en termes de flexibilité, le nouveau protocole doit : 
• permettre une encapsulation de n’importe quel protocole ; 
• fonctionner sur n’importe quel type de couche physique (QEF ou non) ; 
• être efficace avec n’importe quelle taille de conteneur physique ; 
• fonctionner avec le mécanisme d’encapsulation du lien aller (i.e. GSE) ; 
• fournir un mécanisme de fragmentation efficace et flexible. 
Adressage : 
Dans l’optique d’une convergence vers IP, le protocole d’encapsulation joue le rôle de niveau 2. 
Si un adressage de niveau 2 est requis, c’est ce protocole qui doit le fournir. Sur le lien aller (DVB-
S2), GSE est utilisé pour des communications point à multipoint et seule une adresse de destination 
est requise (la source étant nécessairement la Passerelle). Sur le lien retour, plusieurs topologies 
sont possibles : multipoint à point (mode étoilé) et multipoint à multipoint (mode maillé). Le cas 
maillé est traité dans la section suivante. Dans le cas d’une communication multipoint à point, pour 
que la destination, en l’occurrence la Passerelle, puisse démultiplexer les flux et réassembler les 
paquets, le protocole d’encapsulation doit : 
• fournir un mécanisme pour identifier la source. 
Evolutivité : 
Pour assurer la pérennité d’une architecture ou d’un protocole, des évolutions et de nouvelles 
options doivent pouvoir être intégrées facilement. Cela est d’autant plus important dans les 
systèmes satellite où le retour sur investissement peut n’apparaître qu’à long terme. Pour garantir 
cette pérennité, le protocole d’encapsulation doit : 
• permettre l’utilisation d’extensions d’en-tête (comme dans ULE et GSE [40]). 
2.2.1.2 Considérations spécifiques aux systèmes maillés avec OBP (On-Board Processor) 
Dans cette partie, nous considérons le cas des communications maillées réalisées avec une 
commutation à bord du satellite. Cette commutation peut être réalisée au niveau 1, 2 ou 3. 
Commutation à bord de niveau 1 : 
Les premiers systèmes autorisant des communications maillées sans double bond utilisaient un 
satellite capable d’effectuer de la commutation au niveau 1. La Figure 2-6 donne les piles 
protocolaires d’un tel système. Ce type d’architecture permet d’avoir une charge utile simple. 
Cependant, cela est incompatible avec l’utilisation de technologies différentes sur les liens montant 
et descendant comme c’est le cas avec le DVB-S2 et le DVB-RCS. De plus, ces systèmes ne 
fournissent pas une grande flexibilité. La commutation est configurée statiquement sur le satellite 
(DTP – Digital Transparent Processor) [41] ou par exemple en envoyant de la signalisation en 
amont des données pour configurer la commutation à bord (e.g. le projet ULISS [42]).  
Il n’y a donc pas de besoin supplémentaire en termes d’encapsulation pour le cas d’une 
commutation à bord de niveau 1 par rapport à ceux décrits dans la section 2.2.1.1. 
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Figure 2-6: Piles protocolaires pour une commutation à bord de niveau 1 
Commutation à bord de niveau 2 : 
Des systèmes plus dynamiques sont apparus avec les OBP de niveau 2. Un satellite embarquant 
un OBP de niveau 2 peut effectuer la commutation sur l’adresse destination de niveau 2. Un 
exemple de piles protocolaires est donné sur la Figure 2-7. Pour pouvoir effectuer cette 
commutation sur chaque PDU de niveau 2, le satellite a besoin d’identifier la destination. Cette 
propriété est fondamentale pour ne pas avoir à remonter au niveau 3 pour effectuer la commutation. 
Au niveau du récepteur, l’identification de la source est nécessaire pour pouvoir réaliser le 
réassemblage. De plus, comme les encapsulations utilisées sur le lien montant et sur le lien 
descendant sont potentiellement différentes, le satellite doit traduire l’encapsulation montante en 
encapsulation descendante. Par conséquent, il est préférable d’avoir des encapsulations proches sur 
le lien montant et sur le lien descendant.  
Pour permettre une commutation à bord de niveau 2, le nouveau protocole d’encapsulation doit : 
• spécifier un mécanisme pour pouvoir identifier la destination de chaque fragment, c'est-à-
dire de chaque PDU de niveau 2 (en plus du mécanisme nécessaire pour identifier la 
source) ; 
• être aussi proche que possible de GSE. 
 
Figure 2-7: Piles protocolaires pour une commutation à bord de niveau 2 
Commutation à bord de niveau 3 : 
Enfin, il est envisageable d’utiliser des satellites embarquant des OBP de niveau 3. La 
commutation à bord peut alors être réalisée en fonction de l’adresse destination de niveau 3 (i.e. 
l’adresse IP destination). Un exemple de piles protocolaires d’un tel système est donné sur la Figure 
2-8. Dans ce cas, un mécanisme est nécessaire pour obtenir l’adresse de niveau 2 de la destination. 
Pour cela, plusieurs méthodes sont envisageables [43]. Cependant, les routeurs IP embarqués (OBP 
de niveau 3) n’en sont qu’à leur stade expérimental [44][45][46][47][48] et leur déploiement 
commercial semble compromis pour de nombreuses années encore en raison de leur coût 
rédhibitoire. Nous reviendrons sur ce sujet dans le chapitre 4. 
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Figure 2-8: Piles protocolaires pour une commutation à bord de niveau 3 
2.2.2 Introduction aux différentes propositions 
Dans le cadre du développement du DVB-RCS2 (Call for Technologies Next Generation DVB-
RCS [49]), plusieurs protocoles d’encapsulation ont été proposés. Nous en donnons ici un rapide 
aperçu ainsi que de la solution qui en est le « compromis ». 
 RGSE est issue de l’agence spatiale allemande (DLR). Cette solution est optimisée pour les 
conteneurs physiques de petite taille, et fournit des tailles d’en-tête minimales. La configuration et 
la signalisation restent complexes. 
GSEng [50] provient de l’université de Salzburg (UoS). Cette solution ne nécessite aucune 
signalisation hors bande ni aucune configuration. La lecture de l’en-tête suffit pour interpréter 
complètement le paquet. GSEng est totalement indépendant de la technologie sous-jacente. La 
conséquence en est un overhead important. 
GSE-Alt [51] est la proposition que nous avons effectué en collaboration avec l’université 
d’Aberdeen (UoA)1. Cette solution est indépendante de la technologie sous-jacente et ne nécessite 
aucune configuration ou signalisation hors bande. Elle est décrite dans la section 2.2.3 de cette 
thèse. 
RLE [52] est la solution spécifiée par le DLR et qui intègre des concepts venant des différentes 
propositions listées ci-dessus, comme illustré sur la Figure 2-9. 
Enfin, après de légères modifications de RLE (principalement des modifications de vocabulaire 
et une séparation en plusieurs sous couches), le TM-RCS a spécifié l’encapsulation de la seconde 
génération de voie retour satellite dans le « blue book » (première version avant normalisation) du 
DVB-RCS2 [15] (partie 7.2 Return Link Medium Access Control). Cette encapsulation est décrite 
dans la section 2.2.4 de cette thèse. 
                                                     
1 Les différentes idées et la rédaction de la spécification de ce protocole sont le fruit de nombreuses discussions et 
travaux entre Gorry Fairhurst (UoA), Cédric Baudoin (TAS-F) et moi-même. 
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Figure 2-9: Processus de normalisation de l’encapsulation du DVB-RCS2 
2.2.3 Le protocole GSE-Alt 
Nous allons maintenant décrire le protocole GSE-Alt que nous avons spécifié en collaboration 
avec l’université d’Aberdeen. Nous donnons ici les principes fondamentaux du protocole ainsi que 
les points communs et les différences avec le protocole GSE. L’objectif est de spécifier un 
protocole qui permette le transport de paquets IP sur la voie retour des systèmes satellite 
géostationnaires, c’est-à-dire qui satisfasse toutes les contraintes décrites dans la section 2.2.1. En 
particulier, le protocole spécifié doit être aussi proche que possible de GSE. 
2.2.3.1 Principe 
Comme pour GSE (Figure 2-2), les PDU (e.g. IPv4, IPv6) sont encapsulées et si besoin 
fragmentées dans un ou plusieurs paquets GSE-Alt. Les paquets GSE-Alt sont ensuite placés dans 
les conteneurs physiques du lien retour (e.g. DVB-RCS, DVB-RCS2). Notons que pour des raisons 
de flexibilité concernant l’ordonnancement, comme pour GSE, plusieurs PDU peuvent être 
fragmentées et encapsulées en même temps. En effet, cela permet de suspendre une fragmentation 
en cours pour fragmenter et envoyer un paquet plus prioritaire. 
2.2.3.2 Format des paquets 
Format pour l’encapsulation d’un paquet sans fragmentation : 
Le format d’encapsulation sans fragmentation est donné sur la Figure 2-10. Chaque paquet est 
formé d’un en-tête et de la partie donnée qui contient la PDU encapsulée. Le protocole étant 
largement inspiré de GSE, nous ne détaillons ci-après que les champs dont l’utilisation diffère de 
GSE. 
• T (1 bit) : Indique si le champ Protocol_Type est utilisé ou si le protocole encapsulé est le 
protocole par défaut. 
• Protocol_Type (0/16 bits) : Ce champ indique le numéro du protocole encapsulé (il permet 
aussi d’indiquer des extensions d’en-tête pour l’utilisation de mécanismes supplémentaires). 
Ce champ est optionnel et présent uniquement si le bit T est positionné à 0. 
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Figure 2-10: Encapsulation GSE-Alt sans fragmentation 
Format pour l’encapsulation d’un paquet avec fragmentation : 
Comme pour GSE, dans le cas où la fragmentation de la PDU est nécessaire, on distingue 3 
types de paquets GSE-Alt : le premier fragment d’une PDU, les fragments intermédiaires et le 
dernier fragment de la PDU (comme illustré sur la Figure 2-11). Les champs dont l’utilisation 
diffère de celle de GSE sont détaillés ci-après. 
• LT (2 bits) : Présent dans tous les fragments, ce champ a la même signification que dans le 
cas non fragmenté. 
• C (1 bit) : Ce champ est présent uniquement dans le premier fragment, il indique si un CRC-
32 a été placé à la fin du dernier fragment. 
• CC (5 bits) : Ce champ (Continuity Counter) est présent dans les fragments intermédiaires 
et dans le dernier fragment. Local à une source et à un Frag_ID, il est incrémenté à chaque 
émission d’un fragment de la PDU identifiée par le Frag_ID. Ce compteur permet de 
contrôler l’ordre et la bonne réception de tous les fragments d’une PDU. 
• Label (0/3/6 octets) : Ce champ peut être présent uniquement dans le premier fragment ou 
dans tous les fragments. Ce label peut être utilisé pour transporter des informations sur la 
source, la destination ou les deux. 
• CRC (4 octets) : Ce champ de 32 bits est placé à la fin du dernier fragment si le bit C est 
positionné à 1. Ce code de redondance (Cyclic Redundancy Check) contrôle si le 
réassemblage s’est executé correctement (ordre, données manquantes, erreur de 
transmission). 
 
Figure 2-11: Encapsulation GSE-Alt avec fragmentation 
2.2.3.3 Différences majeures avec GSE 
GSE-Alt reste très proche de GSE. Cependant des modifications ont été apportées pour 
optimiser son utilisation sur le lien retour. Certaines modifications concernent l’en-tête général 
(notamment l’adressage) mais beaucoup d’entre elles concernent le mécanisme de fragmentation. 
En effet, l’overhead induit par le mécanisme de fragmentation est le défaut principal de GSE pour 
une utilisation dans un contexte de voie retour. 
Réduction de l’en-tête : le bit T et le champ Protocol_Type 
Le bit T permet de rendre le champ Protocol_Type optionnel (champ qui était obligatoire dans 
GSE). Dans le cas où le champ Protocol_Type n’est pas présent, cela signifie que le protocole 
encapsulé est le protocole par défaut. Ce protocole par défaut peut par exemple être fixé pour un 
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système satellite donné, ou indiqué par le NCC au moment de la phase de Logon. Cela permet 
d’économiser 2 octets par PDU encapsulée dans la plupart des cas. En effet, pour un système donné 
un seul type de PDU est généralement utilisé (e.g. IPv4, Ethernet). Cette modification contribue à 
l’optimisation de l’intégration et du transport de paquets IP. 
Réduction de l’en-tête : longueur du champ Length 
La longueur du champ Length est réduite à 11 bits (au lieu de 12 dans GSE), cela permet de 
récupérer un bit pour le champ T (voir ci-dessus). La longueur maximum qui peut être encapsulée 
sans fragmentation est donc réduite à 2Ko (contre 4Ko pour GSE). Cela reste toutefois suffisant 
pour encapsuler des paquets IP de 1500 octets sans fragmentation dans le cas où la partie données 
du conteneur physique est assez grande, et cela même s’il y a des niveaux intermédiaires 
d’encapsulation entre IP et GSE-Alt comme MPLS ou Ethernet par exemple. 
Adressage : le champ Label dans les fragments 
Le champ Label peut être présent dans tous les fragments, alors que dans GSE, il ne pouvait être 
présent que dans le premier fragment. Dans le contexte d’une convergence vers IP, cette propriété 
est fondamentale si l’on considère un OBP de niveau 2. En effet, dans ce cas, le satellite joue le rôle 
de commutateur de niveau 2. GSE-Alt doit donc jouer le rôle de niveau 2 à part entière. L’adressage 
et la commutation de niveau 2 doivent donc être effectués au niveau de GSE-Alt et cela sans 
remonter au niveau 3, c'est-à-dire sans réassembler les paquets IP. La commutation à bord du 
satellite est alors réalisée sur chaque fragment (c'est-à-dire sur chaque PDU de niveau 2). Cette 
modification permet à GSE-Alt de remplir sa fonction d’adressage en tant que couche de niveau 2.  
Réduction de l’overhead de fragmentation : longueur du champ Frag_ID 
Le champ Frag_ID est réduit à 3 bits (au lieu d’un octet dans GSE). Ce champ étant géré 
localement par chaque terminal, cela réduit à 8 le nombre de PDU qui peuvent être encapsulées en 
parallèle par un terminal. Cela est suffisant pour assurer le bon fonctionnement de la grande 
majorité des mécanismes de QoS des couches supérieures (utilisant généralement au plus 8 files 
d’attente). Cette modification contribue à l’optimisation de l’intégration et du transport de paquets 
IP. 
Réduction de l’overhead de fragmentation : le bit C, l’utilisation du CRC-32 de réassemblage et 
le champ CC : 
Le bit C rend optionnel le CRC-32 de réassemblage (alors que GSE utilise systématiquement le 
CRC-32 lorsqu’il y a fragmentation). En effet, un CRC-32 (4 octets) peut s’avérer trop grand pour 
la protection d’une petite PDU. De plus, dans le cas où une protection est déjà réalisée au niveau 
physique (e.g. via un CRC-32), cela évite une double protection. Le champ CC est local à chaque 
PDU encapsulée (i.e. indépendant d’une PDU à une autre). La valeur est incrémentée à chaque 
fragment, cela permet, au moment du réassemblage, de contrôler l’ordre et la bonne réception des 
fragments. Ces modifications permettent de contrôler l’intégrité des données transmises à la couche 
IP et contribuent à l’optimisation de l’intégration d’IP. 
Longueur du champ Total_Length : 
La longueur du champ Total_Length est réduite à 12 bits (au lieu de 16 dans GSE). La valeur de 
la MTU (Maximum Transfert Unit) de GSE-Alt fournie aux couches supérieures est donc de 4Ko, 
ce qui est suffisant pour encapsuler des grandes trames Ethernet (jumbo frames). Si cette taille est 
dépassée, la couche supérieure (e.g. IP) devra effectuer une fragmentation pour respecter cette 
MTU. 
2.2.4 Solution retenue dans le DVB-RCS2 
Cette partie décrit la solution retenue dans le DVB-RCS2 [15] (partie 7.2. Return Link Medium 
Access Control) à laquelle nous avons contribué (en particulier au travers de la définition de GSE-
Alt). Pour écrire cette spécification, le gourpe de travail TM-RCS a apporté de légères 
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modifications à la spécification de RLE (principalement des mofidications de vocabulaire et une 
séparation en plusieurs sous couches). 
2.2.4.1 Principe 
Dans le DVB-RCS2, l’encapsulation est divisée en trois sous-couches (ALPDU, PPDU et 
FPDU) comme illustré sur la Figure 2-12. La dernière sous-couche (FPDU) est à la limite de la 
couche 2 (accès) et de la couche 1 (physique). Les sous-couches ne sont pas dissociables. Notons 
que pour des raisons de flexibilité concernant l’ordonnancement, comme pour GSE et GSE-Alt, 
plusieurs PDU peuvent être fragmentées et encapsulées en parallèle. 
 
Figure 2-12: Encapsulation du DVB-RCS2 
2.2.4.2 Formats et fonctionnement 
Encapsulation ALPDU : 
La première sous-couche d’encapsulation place la PDU de niveau supérieur dans une ALPDU 
(Adressed Link PDU) avec la possibilité d’ajouter les champs optionnels Protocol_Type et 
ALPDU_Label comme illustré sur la Figure 2-13. Le champ Protocol_Type peut être de 1 ou 2 
octets (selon que l’on utilise le numéro de protocole ou une version compressée de celui-ci). Le 
champ ALPDU_Label est de longueur variable entre 0 et 15 octets (cette longueur est précisée dans 
l’encapsulation suivante). Ce champ permet d’attacher un label à la PDU encapsulée. 
 
Figure 2-13: Encapsulation ALPDU (source : [15]) 
Encapsulation PPDU : 
La seconde encapsulation, qui place l’ALPDU dans une PPDU (Payload-adapted PDU), est 
l’encapsulation principale. Elle gère notamment la fragmentation et l’adaptation aux couches 
inférieures. On distingue donc 4 types de PPDU. Les PPDU qui contiennent une ALPDU entière, et 
les trois types de PPDU qui contiennent un premier fragment, un fragment intermédiaire ou un 
dernier fragment de l’ALPDU, comme illustré sur la Figure 2-14. 
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Figure 2-14: Encapsulation PPDU (source : [15]) 
Nous détaillons ci-après les champs dont l’utilisation diffère de notre proposition GSE-Alt. 
• LT (2 bits) : Ce champ indique le type du champ ALPDU_Label. Pour que le champ 
ALPDU_Label puisse être correctement interprété, des informations supplémentaires 
provenant du NCC sont nécessaires. Ce champ est absent des fragments intermédiaires et du 
dernier fragment. 
• T (1 bit) : Indique si le champ Protocol_Type (de l’ALPDU) est utilisé ou si le protocole 
encapsulé est le protocole par défaut. Ce champ est positionné à 1 dans les fragments 
intermédiaires et dans le dernier fragment. 
• PPDU_Label (longueur paramétrable) : Ce champ optionnel peut être présent dans tous 
les types de PPDU. Le format de ce champ peut être fourni par l’encapsulation suivante ou 
indiqué par le NCC.  
• C (1 bit) : Ce champ est présent uniquement dans le premier fragment. Il indique si un 
CRC-32 ou un numéro de séquence (SeqNo) a été placé à la fin du dernier fragment. 
• SeqNo (1 octet) : Ce champ de 8 bits est présent et placé à la fin du dernier fragment si le 
bit C est positionné à 0. La valeur de ce champ est incrémentée indépendamment pour 
chaque valeur de Frag_ID. Elle est incrémentée pour chaque ALPDU encapsulée (pour un 
Frag_ID donné). Il permet de se rendre compte de la perte d’un dernier fragment d’ALPDU. 
Encapsulation FPDU : 
La troisième et dernière encapsulation place une ou plusieurs PPDU dans une FPDU (Frame 
PDU). Un CRC est placé à la fin de la FPDU. Ce CRC est soit un CRC-32 s’il s’agit de données, 
soit un CRC-16 s’il s’agit de signalisation interne (e.g. Logon). Remarquons que ce CRC est calculé 
après la dispersion d’énergie1. Deux champs optionnels peuvent être ajoutés (les champs PM – 
Payload header Map – et Payload_Label), comme décrit sur la Figure 2-15. Le champ optionnel 
PM long d’un octet indique la longueur (sur 4 bits) du champ Payload_Label et la longueur (sur 4 
bits) du PPDU_Label. Le champ Payload_Label a donc une longueur comprise entre 0 et 15 octets.  
                                                     
1 La dispersion d’énergie est un procédé qui consiste à éviter les longues séquences de 1 et de 0 (qui ont principalement 
deux conséquences néfastes : des pics d’énergie à certaines fréquences et des longues séquences sans transition). Le 
polynôme (c’est-à-dire l’algorithme) utilisé pour « casser » les séquences de 1 et de 0 est connu par l’émetteur et le 
récepteur (ce polynome est fixé par la norme). 
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Figure 2-15: Encapsulation FPDU (source : [15]) 
2.2.5 Analyse comparative de GSE-Alt et de la solution retenue dans le DVB-RCS2 
Pour effectuer cette comparaison, nous prenons en considération plusieurs critères 
correspondant à nos objectifs en termes de convergence vers IP d’une part, et des critères de 
pérennité d’autre part. 
2.2.5.1 Evolutivité et généricité 
Dans un souci de pérennité, l’évolutivité et la généricité sont des critères primordiaux. Pour les 
deux propositions comparées ici, l’évolutivité est assurée par l’utilisation du mécanisme d’extension 
d’en-tête qui permet de spécifier facilement de nouvelles options et fonctionnalités. Concernant la 
généricité, bien que notre objectif premier soit de transporter des paquets IP, il est préférable de 
pouvoir transporter d’autres types de paquets pour deux raisons : premièrement pour pouvoir 
facilement être déployé dans des systèmes où certains services non fondés sur IP sont déjà présents, 
mais aussi pour pouvoir transporter des données issues de couches intermédiaires potentielles entre 
IP et la couche d’encapsulation (par exemple MPLS). Par ailleurs, l’indépendance vis-à-vis de la 
couche physique (respect de l’indépendance des couches) permet une adaptation facile de la couche 
2 à diverses couches physiques et donc à un plus grand nombre de systèmes. 
GSE-Alt a été spécifié dans le respect de ces critères puisque ce sont nos objectifs. En effet, 
même si nous avons pris en compte les propriétés générales de la voie retour des systèmes de 
communication par satellite, GSE-Alt est indépendant des couches sous-jacentes (DVB-RCS, DVB-
RCS2). 
Ce n’est pas aussi simple pour la solution d’encapsulation décrite dans le DVB-RCS2. Tout 
d’abord la couche FPDU doit être considérée comme une sous-couche de la couche physique. En 
effet, l’en-tête (champs PM et Payload_label) et l’en-queue (CRC-16 ou CRC-32) sont placés au 
début et à la fin du conteneur physique. De plus, le CRC est calculé après la dispersion d’énergie 
qui est une fonction de la couche physique. Or cette sous-couche (FPDU) peut contenir des 
informations (longueur du champ PPDU_Label) concernant la sous-couche supérieure (PPDU) et 
rend donc le niveau 2 (ALPDU et PPDU) dépendant de la couche physique du DVB-RCS2. 
En termes de généricité, les deux solutions permettent d’encapsuler n’importe quel type de 
PDU. En revanche, notre proposition (GSE-Alt) étant totalement indépendante du système 
considéré, elle est plus générique que la solution retenue dans le DVB-RCS2 qui ne s’applique à 
aucun autre cadre que le DVB-RCS2 sans modification majeure. 
2.2.5.2 Adressage et commutation 
Dans l’optique d’une convergence vers IP et du transport de paquets IP, la couche 
d’encapsulation joue le rôle de niveau 2. Elle doit donc gérer l’adressage de niveau 2, notamment 
pour permettre d’effectuer la commutation sans remonter au niveau supérieur (niveau IP). Dans les 
deux propositions, des adresses sources et/ou destination de différents formats (entre autres les 
formats 0/3/6 octets de GSE) sont utilisables. Les 2 méthodes d’encapsulation permettent de 
positionner ces labels par conteneur physique, par fragment ou par PDU encapsulée et autorisent 
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donc une commutation (éventuellement à bord du satellite) par paquet, par fragment ou par 
conteneur physique. 
2.2.5.3 Complexité et généricité 
L’interopérabilité est aussi un critère important de pérennité. GSE-Alt ne demande pas de 
configuration particulière des différents éléments du réseaux l’utilisant, la lecture de l’en-tête suffit 
pour déduire le format des paquets GSE-Alt. Les éléments du réseau utilisant GSE-Alt fonctionnent 
donc indépendamment les uns des autres. En revanche, dans la spécification de l’encapsulation du 
DVB-RCS2, plusieurs paramètres (e.g. longueur et format des champs PPDU_Label et 
ALPDU_Label) peuvent être configurés par le NCC. Par conséquent, la seule lecture des en-têtes ne 
suffit pas à déduire le format des paquets. Cette configuration implique une complexité accrue et 
une dépendance supplémentaire vis-à-vis du système considéré. 
2.2.5.4 Compatibilité avec GSE 
Considérant une architecture du type IP/GSE, la compatibilité entre le niveau 2 du lien aller et 
du lien retour est un critère important, notamment dans les systèmes avec OBP de niveau 2, comme 
décrit dans la section 2.2.1. Les deux méthodes d’encapsulation sont différentes de GSE, mais 
permettent une traduction simple. L’adressage GSE est en particulier compatible avec l’adressage 
fourni par les deux méthodes d’encapsulation ; le calcul du CRC-32 de fragmentation des deux 
encapsulations est identique à celui de GSE. 
2.2.5.5 Performances 
Comme nous l’avons montré dans plusieurs documents [38][39] et comme l’a montré une étude 
ESA [53], les performances des différentes approches sont très semblables. Le Tableau 2-1 donne la 
longueur des en-têtes (et en-queues) de GSE-Alt, de la solution retenue dans le DVB-RCS2 et de 
GSE dans le cas où aucun label n’est utilisé et le champ Protocol_Type supprimé (pour GSE-Alt et 
le DVB-RCS2). 
Tableau 2-1: Comparaison d'en-tête des mécanismes d'encapsulation 
 GSE-Alt Encapsulation DVB-RCS2 Encapsulation GSE 
Non fragmenté 2 octets 2 octets 4 octets 
1er fragment 4 octets 4 octets 7 octets 
Fragment intermédiaire 3 octets 2 octets 3 octets 
Dernier fragment  
(pas de CRC-32/CRC-32) 
3octets / 7 octets 3 octets / 6octets 7 octets 
(CRC-32 obligatoire) 
GSE-Alt et l’encapsulation du DVB-RCS2 induisent donc moins d’overhead que GSE. GSE-Alt 
engendre 1 octet d’en-tête supplémentaire pour le fragment intermédiaire et 1 octet d’en-tête 
supplémentaire pour le dernier fragment que l’encapsulation DVB-RCS2 dans le cas où le CRC-32 
est utilisé. Les différentes études citées ci-dessus que nous avons réalisées ainsi que les nombreuses 
discussions que nous avons eues avec le groupe de travail TM-RCS nous ont permis de conclure 
que les différences étaient minimes (de l’ordre de 1-2% selon la taille des conteneurs physiques et le 
type de PDU encapsulé). La conclusion est qu’une si petite différence ne peut être un critère de 
choix entre les différentes propositions. Les deux histogrammes suivants (Figure 2-16 et Figure 
2-17) donnent une comparaison des overhead produits par les différentes méthodes d’encapsulation 
pour la voie retour DVB-RCS dans le cas d’envoi de flux VoIP (pour le cas des bursts de taille 376 
et 1504 octets et pour les différentes tailles de label possibles). L’encapsulation du DVB-RCS2 et 
RLE engendrent le même overhead. GSE-Alt et l’encapsulation du DVB-RCS2 permettent de 
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réduire nettement l’overhead en comparaison des méthodes utilisant MPEG2-TS. RLE fournit de 
meilleures performances que GSE-Alt. 
 
Figure 2-16: Overhead engendré pour des bursts de taille 376 octets (source : [53]) 
 
Figure 2-17: Overhead engendré pour des bursts de taille 1504 octets (source : [53]) 
2.3 Conclusion et perspectives sur l’encapsulation d’IP dans les systèmes de 
communication par satellite 
GSE représente une rupture pour l’encapsulation dans les systèmes de communication par 
satellite. En effet, GSE ne requiert plus l’utilisation de la couche MPEG2-TS et autorise une 
encapsulation générique optimisée. L’architecture de convergence IP/GSE répond clairement à une 
partie de nos objectifs. En effet, le transport de paquets IP est optimisé grâce à l’encapsulation GSE, 
l’intégration aisée de n’importe quel service est assurée par la couche IP qui permet 
l’interconnexion avec le reste du monde des télécommunications. 
Cependant, nous avons montré que GSE n’était pas adapté à la voie retour. Contrairement à 
GSE, GSE-Alt et l’encapsulation du DVB-RCS2 sont des solutions qui répondent aux besoins 
exprimés dans la section 2.2.1 (résumés dans le Tableau 2-2). L’encapsulation du DVB-RCS2 
fournit de meilleures performances (en termes d’overhead), mais la différence entre les deux 
propositions reste minime. Cette volonté de réduire à tout prix l’overhead est typique du monde 
satellite où le réflexe est d’optimiser au maximum les couches pour un système particulier et un 
service donné, cela au détriment de la généricité et de l’évolutivité. GSE-Alt est une solution plus 
générique. En effet, l’encapsulation du DVB-RCS2 est spécifique et ne pourrait être utilisée dans un 
autre contexte (e.g. DVB-RCS, DVB-RCS+M). GSE-Alt est optimisé pour la voie retour des 
systèmes satellite géostationnaires mais n’est spécifique d’aucune couche physique. Par conséquent, 
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l’architecture de convergence IP/GSE-Alt pour la voie retour des systèmes de communication par 
satellite répond mieux à nos objectifs de convergence vers IP qu’une solution fondée sur 
l’encapsulation du DVB-RCS2. 
 GSE 
Encapsulation 
du DVB-RCS2 
GSE-Alt 
Overhead - ++ + 
Configuration ++ - ++ 
Généricité vis-à-vis des 
couches supérieures ++ ++ ++ 
Généricité vis-à-vis des 
couches inférieures + - + 
Adressage  
(source et/ou destination) - ++ ++ 
Evolutivité ++ ++ ++ 
Compatibilité avec GSE ++ + + 
Tableau 2-2: Résumé du respect des contraintes pour une encapulsation sur la voie retour 
Les architectures IP/GSE (pour la voie aller/descendante) et IP/GSE-Alt (pour la voie 
retour/montante) répondent à plusieurs de nos objectifs (transport optimisé d’IP, intégration aisée de 
n’importe quel service, interconnexion avec le reste du monde des communications). Ces 
architectures représentent donc un pas important vers la convergence vers IP des systèmes de 
communication par satellite. Cependant, certains de nos objectifs ne sont pas encore atteints. En 
effet, les mécanismes de QoS développés pour IP n’ont pas été intégrés. Par conséquent, dans le 
chapitre suivant, nous étudions comment intégrer la gestion de la qualité de service de niveau réseau 
(niveau 3) et déterminons les interactions entre les mécanismes de niveau réseau (niveau 3) et les 
mécanismes de niveau accès (niveau 2). 
Enfin, il est important de noter que l’approche convergente proposée n’est pas incompatible 
mais complémentaire à l’approche convergente IP/MPLS proposée par E. Dubois. En effet, il est 
possible d’envisager des architectures de convergence du type IP/MPLS/GSE et IP/MPLS/GSE-Alt. 
Cela permettrait par exemple d’intégrer plus facilement des fonctions d’ingénierie de trafic grâce à 
la couche MPLS. Il serait aussi envisageable de proposer des optimisations. En effet, les labels 
MPLS pourraient être utilisés pour effectuer l’adressage de niveau 2 à la place des couches GSE et 
GSE-Alt (dans le meme principe que MPLS avec ATM). Il s’agit ici d’une perspective des deux 
approches proposées. 
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3 Convergence vers IP de la qualité de service (QoS) 
dans les systèmes de communication par satellite 
L’ITU définit le terme « qualité de service » (ou QoS – Quality of Service en anglais) par : 
« l’ensemble des phénomènes pouvant influencer les performances du service qui détermine le 
degré de satisfaction de l’utilisateur de ce service » [121]. La QoS est décrite par un ensemble de 
paramètres. Nous citerons notamment le délai entre deux points du réseau, le débit d’un lien ou 
d’une connexion, le taux d’erreur binaire ou paquet, le taux de perte, la gigue (variation du délai), 
des priorités (en termes d’ordonnancement ou de suppression). L’objectif est alors de permettre de 
répondre aux besoins applicatifs qui sont décrits grâce aux différents paramètres cités ci-dessus. La 
prise en charge de la QoS est assurée d’une part localement (c'est-à-dire sur un lien ou sur une 
partie de réseau), la QoS est alors réalisée généralement au niveau accès (niveau 2), et d’autre part 
de bout en bout (c'est-à-dire entre les utilisateurs), elle est alors effective au niveau réseau (niveau 
3) ou applicatif. Des mécanismes multi-niveaux (ou cross-layer en anglais) peuvent éventuellement 
permettre de faire le lien entre les besoins applicatifs et les couches mettant en œuvre la qualité de 
service. 
La prise en charge de la QoS est d’autant plus importante et complexe dans les systèmes de 
communication par satellite que les ressources sont rares et chères. L’objectif étant d’intégrer les 
systèmes satellite au reste du monde IP, les solutions proposées doivent être en accord avec celles 
de l’Internet. Dans le monde des communications par satellite, la majeure partie des mécanismes de 
QoS est située au niveau 2. Il est alors nécessaire d’étudier l’intégration des mécanismes de niveau 
IP et de niveau transport (niveau 4) dans les systèmes de communication par satellite. Dans ce 
chapitre, nous nous concentrons sur la cohérence entre les mécanismes de niveau transport, IP et 
accès. 
Dans un premier temps, nous passons en revue les mécanismes des différents niveaux 
protocolaires afin de faciliter leur intégration au niveau IP. Nous traitons alors la problématique du 
contrôle de congestion dans le contexte satellite géostationnaire. Nous étudions ensuite la cohérence 
et les interactions entre la QoS au niveau IP et au niveau accès dans les systèmes de communication 
par satellite. Enfin, nous proposons une évaluation des performances des mécanismes proposés. 
3.1 QoS sur les différents niveaux protocolaires 
3.1.1 Le niveau applicatif 
Au niveau applicatif, la gestion des communications consiste à négocier les paramètres qui vont 
permettre à une application de s’exécuter correctement (e.g. les codecs pour la VoIP, le délai 
maximum acceptable). Ces fonctions servent notamment à mesurer les différentes caractéristiques 
du réseau (e.g. débit, délai, taux d’erreur) et d’adapter, si possible, l’application. Il s’agit bien d’une 
action sur les paramètres de QoS mais plus sur les applications que sur les paramètres du réseau. 
Nous nous concentrons davantage, dans ce chapitre, sur les mécanismes qui agissent directement 
sur le réseau (niveaux 4 et inférieurs). 
3.1.2 Le niveau transport (niveau 4) 
Dans le monde IP, la fonction de contrôle congestion, si elle est requise, a été remontée au 
niveau transport. En effet, dans l’optique d’une couche IP simple et rendant peu de services, les 
contrôles de flux et de congestion, qui sont potentiellement complexes, ne sont pas traités au niveau 
réseau. Ces fonctions ont un rôle important dans la réduction du délai, de la gigue et du taux de 
perte qui constituent des paramètres primordiaux de la QoS.  
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3.1.3 QoS dans les systèmes satellite géostationnaires 
La prise en charge de la qualité de service au niveau 2 permet de s’adapter aux caractéristiques 
locales du système satellite. Cette section présente les mécanismes de QoS sur le lien aller, retour et 
dans les architectures maillées des systèmes de communication par satellite. 
3.1.3.1 Le lien aller 
Sur la voie aller, seule la Passerelle émet du trafic. La Passerelle se comporte comme un routeur 
IP classique et intègre les mêmes fonctions. La différentiation de service pour les flux provenant de 
l’extérieur vers le système satellite se fait classiquement avec du contrôle de trafic au niveau 3 
(lissage, ordonnancement, classification dans les files d’attente à QoS). Au niveau 2, des files 
d’attente (moins nombreuses) et un ordonnancement sont aussi utilisés. Le contrôle de congestion 
est réalisé grâce aux mécanismes connus de la pile IP (e.g. TCP, policing). La Figure 3-1 donne un 
exemple d’architecture de Passerelle au niveau 2. 
 
Figure 3-1: Niveau 2 d'une Passerelle 
Le classificateur (classifier) place les trames dans les différentes files d’attente en fonction d’un 
marquage local qui correspond généralement à la même file qu’au niveau 3. Ce marquage local est 
le plus souvent réalisé au moment de la fragmentation (segmentation). L’ordonnanceur de niveau 2 
(L2 scheduler) choisit alors la trame à émettre en fonction de l’algorithme d’ordonnancement 
implanté (e.g. WFQ, PQ). Le débit disponible au niveau 2 dépend de l’état du lien (pluie, nuageux, 
ciel clair). En effet, les modulations et codages sont adaptés pour permettre un taux d’erreur 
constant (QEF – Quasi Error Free – dans le cas du DVB-S2), à l’aide de méthodes ACM (Adaptive 
Coding and Modulation). 
3.1.3.2 Le lien retour 
Sur la voie retour, tous les terminaux utilisent le même support pour émettre des données. Pour 
permettre une utilisation efficace du support, une méthode d’accès utilisant une allocation explicite 
des ressources est nécessaire. L’allocation des ressources se faisant au niveau 2, de nombreux 
mécanismes de QoS sont présents. La Figure 3-2 donne une architecture classique de terminal 
(RCST) au niveau accès. Le classificateur et l’ordonnanceur de niveau 2 ont le même rôle que sur la 
voie aller. En revanche, le débit disponible est maintenant fixé par le NCC en charge de l’allocation 
des ressources. Cette allocation est réalisée en fonction des demandes des terminaux RCST et des 
contrats de trafic. Ces demandes sont calculées en fonction de l’état des files d’attente de niveau 2 
(et éventuellement de niveau 3). 
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Figure 3-2: Niveau 2 d'un terminal RCST 
3.1.3.3 Les systèmes maillés 
Dans le cas des systèmes maillés, l’allocation des ressources est plus complexe. En effet, dans 
ce cas, il faut allouer des ressources pour le lien montant et le lien descendant. Plusieurs systèmes 
satellite (e.g. Amerhis [65]) utilisent le protocole C2P [31][32][33], qui permet de distinguer les 
flux par spot. Le NCC est alors en mesure de réaliser une allocation des ressources et un contrôle de 
congestion sur les liens montant et descendant. Selon le type de satellite utilisé (transparent, OBP), 
des fonctionnalités de gestion de la qualité de service peuvent aussi être embarquées à bord. 
3.1.4 Le niveau IP (niveau 3) 
3.1.4.1 DiffServ – Differentiated Service 
L’architecture DiffServ [60] est une approche par agrégation de flots. En effet, elle les regroupe 
en classes qui fournissent un traitement adéquat pour chaque type de trafic, notamment en termes 
d’ordonnancement et de priorité de suppression (en cas de congestion). Ces traitements agissent 
donc directement sur le délai, la gigue et le taux de perte. DiffServ définit trois classes : EF 
(Expedited Forwarding) [61], AF (Assured Forwarding) [62] et BE (Best Effort). La classe AF est 
divisée en quatre classes AF1, AF2, AF3, AF4. Ces six classes sont données par ordre décroissant 
de priorité d’ordonnancement et illustrées sur la Figure 3-3 représentant le niveau 3 d’un routeur IP. 
Enfin les classes AFi (i={1..4}) sont divisées en trois sous classes AFi1 à AFi3 qui définissent les 
priorités de suppression. Le classificateur (classifier) place les paquets dans les différentes files 
d’attente. L’ordonnanceur de niveau 3 (L3 scheduler) choisit alors le paquet à transmettre au niveau 
2 en fonction de l’algorithme d’ordonnancement implanté (e.g. WFQ, PQ). 
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Figure 3-3: Niveau 3 d’un routeur IP avec une architecture DiffServ 
Un avantage majeur de l’architecture DiffServ est son très bon passage à l’échelle. En effet, les 
ressources nécessaires au niveau d’un routeur DiffServ sont indépendantes du nombre de flots pris 
en charge (grâce au principe d’agrégation des flots en un petit nombre de classes). De plus, 
l’architecture DiffServ ne nécessite pas de protocole de signalisation particulier. En effet, seul les 
routeurs d’entrée d’un domaine DiffServ (qui peut être un domaine administratif ou une partie d’un 
domaine administratif) vont marquer les paquets IP (via le champ DSCP) pour définir la classe 
attribuée à chaque paquet. Cette classification peut se faire selon divers critères (e.g. type 
d’application via les numéros de port, identité du client via l’adresse IP source). Les routeurs à 
l’intérieur du domaine DiffServ pourront alors traiter les paquets en fonction de ces marquages 
(sans avoir à échanger d’information avec les routeurs d’entrée). 
3.1.4.2 Les contrats de trafics : SLA/SLS 
Un aspect important de la prise en charge de la QoS est la notion de contrats de trafic passés 
entre les opérateurs et leurs clients (qui peuvent être de simples utilisateurs ou d’autres opérateurs). 
Ils définissent le service que l’opérateur va fournir au client pour les différents besoins de ce dernier 
ainsi que son prix. Nous les classons comme une prise en charge de la QoS de niveau 3 car ce sont 
ces contrats qui vont permettre de paramétrer les mécanismes de QoS de niveau 3 (e.g. les 
paramètres DiffServ). Ces contrats de trafic sont définis dans des SLA (Service Level Agreement). 
Le SLS (Service Level Specification) [54] constitue la partie technique de ces contrats, c'est-à-dire 
qu’il définit différents paramètres (débit maximum autorisé pour chaque classe, débit moyen sur 
une durée donnée, gigue, traitement du trafic hors profil, etc…) à appliquer sur certains nœuds 
(routeurs ou autres) du réseau. Les paramètres des SLS sont enregistrés dans la PIB (Policy 
Information Base) [64] des routeurs et permettent de configurer la gestion des files d’attente, le 
lissage de trafic, le policing et l’ordonnancement. 
3.1.5 Intégration de la QoS de niveau IP et transport dans les systèmes satellite 
géostationnaires 
Pour l’intégration de la QoS, il est possible de distinguer deux aspects : l’intégration horizontale 
et l’intégration verticale. L’intégration horizontale de la QoS correspond aux fonctions de bout en 
bout. Elle est possible si l’interconnexion entre les différents réseaux est efficace et s’il y a une 
homogénéité entre les différents réseaux. Nous nous intéresserons plus particulièrement au contrôle 
de congestion dans la partie 3.2. L’intégration verticale de la QoS consiste à s’assurer de la 
cohérence et de l’efficacité de la prise en charge de la QoS pour les différents niveaux protocolaires. 
Dans la partie 3.3, nous nous intéresserons plus particulièrement aux niveaux 2 et 3 qui sont très 
liés, comme détaillé ci-après.  
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Les Figure 3-4 et Figure 3-5 représentent respectivement une architecture classique de terminal 
RCST et de Passerelle. Plusieurs mécanismes de qualité de service sont redondants. La 
classification dans les files d’attente à qualité de service et l’ordonnancement sont des fonctions 
présentes aux niveaux 2 et 3. Cela conduit à plusieurs incohérences dans la mesure où le niveau 2 ne 
prend en compte aucune des informations disponibles au niveau 3 : 
• La classification et l’ordonnancement effectués au niveau 2 remettent en cause 
l’ordonnancement mis en œuvre au niveau 3. Les ordonnancements de niveau 2 et 3 sont donc 
potentiellement incohérents même si les algorithmes utilisés sont les mêmes. 
• Les informations contenues dans la PIB sont en partie inutiles puisque remises en cause par 
le niveau 2.  
• Dans le cas du lien retour, le calcul des requêtes pour l’obtention de ressources est réalisé au 
niveau 2 sans tenir compte des informations disponibles au niveau 3 (e.g. saturation des files, 
PIB). Le résultat n’est donc pas optimal et potentiellement non représentatif du trafic entrant sur 
le terminal. 
 
Figure 3-4: Niveaux 2 et IP (avec Diffserv) d’un terminal RCST 
 
Figure 3-5: Niveaux 2 et IP d'une Passerelle 
Nous proposons donc dans les parties 3.2 et 3.3 des modifications pour permettre une meilleure 
intégration de la qualité de service de niveau IP. 
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3.2 Contrôle de congestion dans le contexte satellite géostationnaire 
Le contrôle de congestion est d’autant plus important dans un contexte où les ressources sont 
rares et chères. Dans cette partie, nous identifions les différentes causes de congestion et décrivons 
alors les solutions envisageables. Enfin, nous étudions plus précisément les approches protocolaires 
du contrôle de congestion, où deux approches s’affrontent : les protocoles réactifs et les protocoles 
proactifs. Ces congestions peuvent survenir sur les terminaux satellite, la Passerelle et 
éventuellement à bord du satellite. 
3.2.1 Les différentes causes de congestion sur le lien retour 
3.2.1.1 Utilisateur(s) hors profil 
Une congestion peut être observée dans le cas où un nombre excessif d’utilisateurs émet plus de 
trafic que ne le prévoit leur contrat, ce trafic est dit « hors profil ». De plus, il est courant de 
n’inclure dans les contrats que le trafic nécessitant une qualité de service particulière. Le reste du 
trafic (typiquement le trafic recevant le traitement Best Effort) n’est généralement pas limité. Par 
conséquent, le caractère aléatoire et non prévisible du trafic émis par les clients est amplifié. 
3.2.1.2 Sur-réservation et caractère aléatoire des émissions 
Une autre cause de congestion est le surbooking opérateur. En effet, l’opérateur peut fournir à 
ses clients un ensemble de contrats dont la somme sera supérieure aux ressources dont il dispose 
réellement. Il s’agit d’une pratique courante et indispensable pour éviter d’avoir un système sous 
chargé. En effet, il est peu probable que tous les clients utilisent en même temps le maximum prévu 
par leur contrat. Cependant, quand c’est le cas, une congestion apparaît inévitablement, sans pour 
autant que les clients soient hors profil. Si le surbooking est trop important, alors des congestions 
seront souvent observées. 
3.2.1.3 Variation du débit disponible 
Une variation du débit disponible sur le segment satellite peut survenir. En effet, les méthodes 
de modulation et de codage adaptatives (ACM – Adaptive Coding and Modulation) permettent de 
garantir un TEB constant et faible (et même Quasi Error Free dans le cas du DVB-S2), mais cela 
au prix d’une réduction du débit dans le cas d’une diminution de la qualité du canal (e.g. nuage, 
pluie). Ces conditions peuvent se produire à différentes échelles de temps. Sur le lien retour, 
l’allocation dynamique réalisée par le NCC entre aussi en compte dans le caractère aléatoire du 
débit disponible. 
3.2.2 Les différentes solutions 
3.2.2.1 Le contrôle de trafic 
Le contrôle de trafic permet de gérer le trafic hors profil grâce à des mesures préventives et 
réactives. Il se décompose en 3 étapes : le lissage, le marquage et le policing. Le lissage de trafic 
modifie les profils des flux pour qu’ils rentrent dans le profil prévu par le contrat de trafic (par 
exemple en lissant les rafales). Il s’agit donc d’une mesure préventive. Cependant, en cas de charge 
importante, cette mesure peut s’avérer insuffisante. C’est alors que le marquage et le policing 
entrent en jeu. Le marquage identifie les paquets hors profil et les marque. Dans le cas d’une 
congestion importante, la fonction de policing va prendre la décision de supprimer des paquets pour 
désengorger le nœud concerné. Les paquets marqués (donc hors profil) seront supprimés en priorité. 
Le contrôle de trafic est particulièrement indiqué pour les congestions (ou futures congestions) 
provoquées par le trafic hors profil. 
                                                                        
 
                                            
 
Convergence vers IP des systèmes de télécommunication par satellite           57 
3.2.2.2 Gestion dynamique des contrats de trafic 
Les contrats de trafic définissent la qualité de service que l’opérateur doit fournir à son client 
pour les différents flux. Ce contrat peut éventuellement prévoir des indemnités pour le client dans le 
cas où l’opérateur ne serait pas en capacité d’offrir la QoS prévue par le contrat. La gestion 
dynamique des contrats de trafic permet d’en modifier le contenu via des protocoles de signalisation 
[76] (RNAP [66], SrNP [67][68], COPS-SLS [69][70][71], DSNP [72], NSIS/GIST [73][74], NSIS-
QoS-NSLP [73][75]). Elle peut aussi bien être initiée par l’opérateur que par le client. Cette 
négociation est particulièrement indiquée dans le cas où l’opérateur se rend compte d’un surbooking 
trop important ou à l’arrivée de nouveaux clients. 
3.2.2.3 Protocole de contrôle de congestion 
Dans le monde IP, les protocoles de contrôle de congestion sont généralement implantés au 
niveau transport. Il s’agit de mécanismes de bout en bout permettant de contrôler le débit des 
sources en fonction des ressources disponibles sur le réseau. Ces protocoles sont indiqués dans tous 
les cas de congestion. Nous donnons plus de détails sur les différentes approches de ces protocoles 
dans la section suivante. 
3.2.3 Les deux approches protocolaires du contrôle de congestion 
Cette section décrit les deux approches protocolaires (réactive et proactive) du contrôle de 
congestion. Pour illustrer les différences entre ces deux approches, nous comparerons les 
mécanismes de contrôle de congestion des protocoles TCP et XCP [79]. 
3.2.3.1 Approche réactive appliquée aux systèmes de communication par satellite 
L’approche réactive consiste à prendre des mesures lorsqu’une congestion est détectée. Dans le 
contexte satellite, deux propriétés majeures sont à prendre en compte. Tout d’abord, les pertes par 
erreur de transmission sont potentiellement plus nombreuses que pour les transmissions filaires. Ces 
pertes peuvent être interprétées à tort comme des pertes par congestion et induire une sous-
utilisation des ressources disponibles. Cependant, les nouvelles méthodes de modulation et de 
codage (ACM – Adaptative Coding and Modulation) réduisent considérablement les erreurs de 
transmission et donc les taux d’erreur paquet. 
Dans un contexte où le délai est important (250 ms par bond dans les systèmes satellite 
géostationnaires), le délai de réaction des protocoles peut s’avérer très important. En effet, le RTT 
observé est supérieur à 500 ms pour les communications utilisant un système satellite 
géostationnaire sur la voie aller et retour. Un mécanisme réactif subira ce temps de réaction 
incompressibles et perdra de son efficacité. Cette réaction tardive est généralement inadaptée à la 
situation réelle, soit parce que quand elle survient, la congestion a disparu (s’il s’agissait d’une 
congestion à court terme par exemple provoquée par des rafales), soit parce qu’au contraire elle 
s’est nettement aggravée (s’il s’agissait d’une congestion plus structurelle par exemple liée à 
l’ACM). Dans le premier cas, il en résulte une sous-utilisation du lien. Dans le second, les files 
d’attente se remplissent considérablement, le délai d’attente dans les files et le nombre de pertes par 
congestion augmentent de manière importante. Une autre conséquence potentielle de ces réactions 
tardives est l’observation de phénomènes d’oscillations déjà rencontrés dans les réseaux filaires, 
avec un RTT plus faible [122]. 
3.2.3.2 Approche proactive appliquée aux systèmes de communication par satellite 
L’approche proactive consiste à anticiper les situations de congestion. Des mesures telle que le 
contrôle et la réduction du débit des sources vont être prises pour éviter le remplissage des files 
d’attente des routeurs. Les effets attendus sont donc une réduction des pertes par congestion et une 
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réduction du RTT (en réduisant le temps d’attente dans les files des routeurs). Le risque de telles 
méthodes est la sous-utilisation des liens en anticipant excessivement les congestions. 
Comme pour les mécanismes proactifs, les pertes par erreur de transmission peuvent être mal 
interprétées par les protocoles. Comme précisé précédemment, les nouvelles méthodes de 
modulation et de codage (ACM) permettent de réduire considérablement les erreurs de transmission 
et donc les taux d’erreur paquet. 
Un protocole proactif bien conçu ne devrait pas souffrir d’un délai important, ou du moins 
devrait y être moins sensible qu’un mécanisme réactif. Les mécanismes proactifs sont donc a priori 
les plus adaptés au contexte satellite. Il est aussi possible de notifier explicitement les pertes 
[123][124]. 
3.2.3.3 Contrôle de congestion dans TCP New Reno 
Le protocole TCP dans sa version New Reno [77] propose plusieurs mécanismes de contrôle de 
congestion : Slow Start, Congestion Avoidance, Fast Recovery. Par définition, les phases de Slow 
Start et de Congestion Avoidance précèdent une congestion (ou plus exactement une perte qui sera 
attribuée à une congestion). Pendant la phase de Slow Start, la taille de la fenêtre de congestion 
(cwnd) croît exponentiellement en fonction du temps (en considérant le RTT comme unité de 
temps). Puis, pendant la phase de Congestion Avoidance, la taille de la fenêtre de congestion (cwnd) 
croît linéairement en fonction du temps. Malgré son nom, la phase de Congestion Avoidance ne 
permet pas réellement d’éviter une congestion. En effet, la taille de la fenêtre de congestion est une 
fonction strictement croissante du temps, même en phase de Congestion Avoidance. La seule limite 
est donnée par le contrôle de flux. Les phases de Slow Start et de Congestion Avoidance aboutissent 
généralement à une perte par congestion. C’est à ce moment, après l’observation d’une perte par 
congestion, que la fenêtre de congestion est divisée par deux (Fast Recovery). On peut donc dire 
que le contrôle de congestion dans TCP New Reno est exclusivement réactif. 
3.2.3.4 Contrôle de congestion dans XCP – Explicit Control Protocol 
L’objectif étant d’illustrer la différence entre l’approche réactive et l’approche proactive, nous 
donnons ici simplement les principes du protocole XCP dont les algorithmes sont décrits dans la 
thèse de D. Katabi [78] et spécifiés dans [79]. XCP est un protocole de « niveau 3,5 » (entre la 
couche réseau et la couche transport) permettant de réaliser la fonction de contrôle de congestion. 
Son principe est applicable à n’importe quelle couche transport. Cependant, il n’a été spécifié que 
pour une utilisation avec TCP. XCP règle la fenêtre de congestion de TCP (cwnd) via un 
mécanisme inter-couches et se substitue donc au contrôle de congestion effectué par TCP. 
XCP effectue un contrôle de congestion en allouant explicitement les ressources disponibles aux 
différentes sources. Pour cela, les algorithmes de XCP doivent être déployés sur toutes les files 
d’attente des routeurs. Le débit d’une source est réglé par la file de sortie la plus congestionnée 
parmi les files empruntées par le segment TCP. Pour pouvoir réaliser cette allocation sans maintenir 
d’état par flux dans les routeurs, XCP effectue une estimation du nombre de flux en transit. La 
précision de cette estimation dépend directement de l’estimation du RTT des différents flux en 
transit. Suite à cette estimation, il indique dans le paquet en transit le débit que la source doit 
respecter. Cette information est retranscrite dans l’acquittement TCP par la destination. Par 
conséquent, XCP est capable, en seulement un RTT, d’ajuster la fenêtre de congestion des 
différentes sources. 
3.2.3.5 TCP New Reno avec et sans XCP dans le contexte satellite géostationnaire 
A l’aide du simulateur NS-2, nous avons mené une comparaison entre les deux mécanismes, 
comme illustré sur la Figure 3-6 [80]. Des détails sur l’utilisation du simulateur NS-2 et exemple de 
fichier de simulation pour le protocole XCP est fourni ici : [138]. 
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Figure 3-6: Piles protocolaires (XCP vs TCP) 
Contexte et description des simulations : 
Dans toutes les simulations réalisées, nous avons considéré que le routeur congestionné 
(bottleneck) était adjacent au système satellite. Comme illustré sur la Figure 3-7, le routeur 
congestionné est soit la Passerelle (voie aller), soit un terminal satellite (voie retour). Nous 
considérons une centaine de sources FTP (File Transfer Protocol). Comme illustré sur la Figure 
3-8, nous avons considéré un lien satellite avec un délai de propagation de 250 ms par bond et un 
débit fixe au cours d’une simulation compris entre 2 et 40 Mb/s. Les flux étaient tous des flux FTP 
pour des fichiers très volumineux (taille infinie à l’échelle du temps de simulation), par conséquent 
le seul paramètre aléatoire était l’instant de départ de téléchargement des sources. Nous avons donc 
obtenu de bons intervalles de confiance avec peu de réplications (toutes les valeurs moyennes 
obtenues par simulation sont contenues dans un intervalle de confiance à 95% allant de 0 à 1% de la 
valeur). 
 
Figure 3-7: Déploiement de XCP dans un contexte satellite géostationnaire 
 
Figure 3-8: Modèle de simulation 
Utilisation du lien satellite : 
Lors de toutes les simulations, nous n’avons observé aucune perte par congestion pour le 
protocole XCP. La Figure 3-9 donne le pourcentage d’utilisation du lien en fonction du débit 
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disponible sur le lien satellite. Nous pouvons observer que TCP seul est plus efficace que XCP pour 
un lien de capacité inférieure à 9 Mb/s. En revanche, les performances de TCP chutent au delà de 
cette capacité et celles de XCP s’améliorent. Le protocole XCP est particulièrement efficace lorsque 
le produit Délai*Bande-Passante est élevé [78]. Cette efficacité est principalement due au fait que 
contrairement à TCP, XCP n’engendre aucune perte par débordement de file. 
 
Figure 3-9: Pourcentage d'utilisation du lien en fonction de sa capacité 
Equité entre les flux : 
Un point fort du protocole XCP est l’équité qu’il fournit entre les flux. La Figure 3-10 donne le 
débit instantané (en Mb/s) de deux flux (parmi les 100 sur un lien de 2 Mb/s). On voit que les deux 
débits convergent très vite vers la même valeur. Pour la même simulation mais cette fois avec des 
RTT différents pour chaque flux, la Figure 3-11 donne l’écart maximum (en kb/s) observé entre les 
débits des différents flux, d’une part pour TCP et d’autre part pour XCP. Nous voyons que l’écart 
maximum pour les flux XCP descend très vite en dessous de 1 kb/s pour rapidement atteindre 
0,5kb/s (soit 2,5% du débit idéal par flux), alors que pour TCP l’écart reste autour de 3 kb/s (soit 
15% du débit idéal par flux) pendant toute la durée de la simulation.  
 
Figure 3-10: Equité entre 2 flux XCP 
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Figure 3-11: Ecart maximum entre les flux (XCP et TCP) 
3.2.3.6 Conclusion et perspectives 
Le protocole XCP a de meilleures performances que le protocole TCP New Reno dans un 
contexte satellite géostationnaire. En effet, XCP permet une équité optimisée entre les flux, ce que 
TCP est incapable d’assurer. De plus, XCP utilise mieux les ressources disponibles sur le lien 
satellite lorsque la capacité de ce dernier est supérieure à 9 Mb/s. L’objectif était d’illustrer les 
bénéfices potentiels d’une approche proactive du contrôle de congestion dans le contexte satellite. 
Les résultats confirment qu’une approche proactive permet de ne pas souffrir du délai imposé par le 
temps de propagation particulièrement élevé dans les systèmes de communication par satellite. 
Cependant, le défaut principal de XCP est qu’il nécessite pour être efficace d’être déployé sur tous 
les routeurs. Un tel déploiement sur Internet semble hors de portée.  
Deux perspectives intéressantes se dégagent alors. Tout d’abord, comme illustré sur la Figure 
3-12, il est possible d’utiliser XCP entre des PEPs (Performance Enhancer Proxy) [136] implantés 
sur les terminaux et la Passerelle qui permettent d’isoler le segment satellite. Cela permet de garder 
les avantages de XCP dans le contexte satellite sans avoir à le déployer sur tous les routeurs 
d’Internet mais seulement sur les routeurs de frontière du système satellite. Cependant, le 
déploiement d’un PEP sur les terminaux n’est pas toujours souhaitable. En effet, cela pourrait nuire 
à leur interopérabilité, leur simplicité et leur faible coût. Il est alors envisageable d’utiliser un 
unique PEP au niveau de la Passerelle et d’utiliser XCP entre la Passerelle et les clients terminaux 
comme illustré sur la Figure 3-13. Ensuite, en raison de son équité, il pourrait être intéressant 
d’utiliser XCP en association avec les algorithmes d’allocation des ressources des systèmes 
satellite.  
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Figure 3-12: XCP et double PEP dans le contexte satellite 
 
Figure 3-13: XCP et simple PEP dans le contexte satellite 
3.2.4 Conclusion et perspectives 
Dans cette partie, nous avons analysé les différentes causes de congestion et décrit les 
différentes solutions envisageables. Une grande partie des solutions repose sur les politiques de QoS 
exercées par les opérateurs envers leurs clients. Il existe aussi une multitude de solutions 
protocolaires, principalement au niveau transport. Nous avons alors comparé l’approche proactive 
avec l’approche réactive au travers d’un exemple. Il s’avère que l’approche proactive est 
particulièrement intéressante dans un contexte de fort délai. Un déploiement efficace du contrôle de 
congestion dans les systèmes satellite est une étape importante de l’intégration horizontale de la 
qualité de service dans les systèmes de communication par satellite. 
Une solution concurrente aux PEP et potentiellement intéressante aurait pu l’intégration de 
l’architecture TnG (Transport next Generation) [135]. Cette architecture sépare la couche transport 
en 4 sous-couches. Cela permet notamment de séparer les fonctions de contrôle de congestion et de 
fiabilité. La fonction de contrôle de congestion peut être adaptée au réseau traversé et il est par 
exemple possible d’avoir des mécanismes spécifiques sur le segment satellite. Cependant, le 
développement de cette proposition ne semble plus d’actualité (la première version du draft Internet 
a expiré depuis janvier 2010). 
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3.3 QoS de niveau accès orientée IP 
Dans l’optique d’une intégration de la QoS de niveau 3 dans les systèmes de communication par 
satellite, l’objectif de cette partie est d’améliorer la cohérence entre les QoS de niveau 2 et 3 
(intégration verticale de la QoS). La prise en charge de la QoS de niveau IP permet une 
homogénéité sur l’ensemble des réseaux. Les objectifs sont donc de modifier le niveau accès pour : 
• Ne pas remettre en cause la gestion de la QoS réalisée au niveau 3 avec les mécanismes de 
niveau 2, notamment en simplifiant la QoS de niveau 2. 
• Rendre la gestion des ressources du segment satellite (effectuée au niveau 2) cohérente avec 
les mécanismes de gestion de la QoS de niveau 3. 
Dans un premier temps, nous détaillons comment simplifier le niveau 2 et le rendre cohérent 
avec le niveau 3. Ensuite, nous proposons des améliorations de la gestion des ressources du segment 
satellite en tenant compte des informations contenues dans les PIB (Policy Information Base) au 
niveau 3. En effet, ces informations sont le reflet de la QoS que l’opérateur doit fournir à ses clients. 
3.3.1 Simplification du niveau 2 
Le contrôle de trafic (lissage, marquage, classification) ainsi que l’ordonnancement réalisés au 
niveau 3 tiennent compte des contrats de trafic (traduits dans la PIB). Or, les fonctions 
d’ordonnancement et de classification sont dupliquées au niveau 2 et remettent en cause les 
traitements effectués au niveau 3. L’objectif est alors de modifier le niveau 2 pour éviter ce 
phénomène. Cette modification comporte alors trois étapes liées :  
• Réduire le nombre de file de niveau 2 à une unique file. Cela permet de supprimer les 
fonctions de classification et d’ordonnancement de niveau 2.  
• Cependant, une unique file au niveau 2 peut remettre en cause l’ordonnancement effectué au 
niveau 3 si celle-ci a une trop grande capacité. Par exemple, des paquets de la file EF en sortie 
de l’ordonnanceur de niveau 3 pourraient se retrouver derrière des paquets BE qui sont en 
attente d’émission au niveau 2. Pour réduire la probabilité de tels événements, il faut réduire au 
maximum la capacité de la file de niveau 2 et le temps d’attente qui en découle.  
• Néanmoins, une file à capacité faible au niveau 2 augmente, d’une part la probabilité d’avoir 
un débordement de file alors qu’il y a assez de ressources pour écouler le trafic entrant, et 
d’autre part la probabilité d’avoir une file vide alors que des ressources sont réservées. Pour 
éviter une file vide ou un débordement de file, il est nécessaire d’avoir une régulation précise de 
la sortie des paquets de l’ordonnanceur de niveau 3 en fonction du débit disponible au niveau 2. 
3.3.1.1 Régulation du débit de sortie de l’ordonnanceur de niveau 3 
L’objectif est de faire correspondre le débit de sortie de l’ordonnanceur de niveau 3 avec le 
débit disponible au niveau 2. Sur les voies aller (Passerelle) et retour (RCST), le débit au niveau 2 
est variable. Sur la voie retour, ce débit est imposé à chaque terminal satellite (RCST) par 
l’allocation des ressources réalisée par le NCC. Sur la voie aller, ce débit dépend du profil ACM 
(codage et modulation). Ensuite, les mécanismes d’encapsulation et de fragmentation doivent être 
pris en compte pour traduire le débit engendré par l’encapsulation et la segmentation d’un paquet IP 
donné. Ces mécanismes inter-couches au niveau des terminaux satellite (voie retour) et de la 
Passerelle (voie aller) sont illustrés sur la Figure 3-14. Ainsi, une stabilité accrue de la taille des 
files d’attente est obtenue au niveau 2 et ces files seront toujours faiblement chargées. 
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Figure 3-14: Régulation du débit de sortie de l'ordonnanceur de niveau 3 
3.3.1.2 Réduction du nombre et de la capacité des files 
Suite à la régulation du débit de sortie de l’ordonnanceur de niveau 3, le temps d’attente au 
niveau 2 est faible. Il est alors possible de réduire le nombre de files d’attente au niveau 2 jusqu’à 
une unique file sans observer de pertes par débordement de file. La stabilité accrue et la réduction 
de la capacité des files de niveau 2 obtenues par cette même régulation permettent de réduire la 
taille de la file d’attente de niveau 2 sans observer de pertes par débordement de file ni de file vide 
au niveau 2 (nous n’avons considéré que des systèmes assez fortement chargés et l’on entend par 
« file vide », une file sans trame à émettre aux instants de réception des allocation de ressources, ce 
qui se traduirait par des ressources potentiellement gâchées). Ces modifications sont illustrées sur la 
Figure 3-15. Ces modifications permettent ainsi d’obtenir une simplification du niveau 2 et une 
meilleure cohérence entre les niveaux 2 et 3. Malgré la faible capacité des files de niveau 2, un délai 
additionnel peut apparaître pour les données les plus prioritaires (e.g. le trafic EF). Une estimation 
de ce délai additionnel est fournie dans la section 3.4.2. 
 
Figure 3-15: Réduction de la capacité des files et du nombre de files 
Le Tableau 3-1 donne la capacité des files que nous avons utilisée dans nos simulations, sur la 
voie retour (IP/AAL5/ATM), sans observer de perte ni de file vide. Le temps d’attente (délai) 
observé au niveau 2 est réduit et ne dépend plus que du débit disponible au niveau 2 et 
potentiellement de l’ordonnanceur de niveau 2 s’il y a plusieurs files. 
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3 files EF AF BE 
Tailles en octets 1696(1) 3392 6784 
1 file Une unique file au niveau 2 
Taille en octets 11872 
Tableau 3-1: Capacités des files de niveau 2 
3.3.1.3 Conclusion 
Le nombre de files d’attente au niveau 2 a été réduit à une unique file à faible capacité. Par 
conséquent, l’ordonnancement et la classification de niveau 2 ont été supprimés. Grâce à ces 
modifications, les mécanismes de QoS de niveau 3 fondés sur les informations contenues dans les 
contrats de trafic (via la PIB) ne sont plus remis en cause par les mécanismes de niveau 2. Les 
niveaux 2 (des terminaux satellite et de la Passerelle) se voient simplifiés tout en permettant une 
meilleure cohérence aux niveaux 2 et 3. Ces modifications contribuent donc à l’intégration verticale 
de la QoS de niveau IP. 
3.3.2 Convergence vers IP de la gestion des ressources sur le lien retour 
Point clé de la QoS dans les systèmes satellite, la gestion des ressources est principalement 
effectuée au niveau 2. Sur le lien aller, elle ne pose pas de problème particulier car il n’y a qu’un 
émetteur, la Passerelle. Sur le lien retour et pour les systèmes maillés, cette gestion des ressources 
est effectuée par le NCC via une allocation explicite au niveau 2. Cette allocation est réalisée 
indépendamment des niveaux supérieurs, et en particulier des mécanismes de QoS mis en place au 
niveau IP. Or, le niveau IP est le lieu d’application des contrats de trafic et des politiques de 
différentiation de service via la PIB et l’architecture DiffServ. Dans l’optique d’une intégration 
verticale de la QoS de niveau IP et dans le but d’augmenter la cohérence générale de la prise en 
charge de la QoS, il serait préférable de lier la gestion des ressources qui est effectuée au niveau 2 
avec les informations (PIB, contrats de trafic) et les paramètres observables (état des files d’attente, 
trafic entrant) au niveau IP.  
Dans cette partie, nous montrons dans un premier temps comment adapter le calcul des requêtes 
de ressources (exécuté par les terminaux satellite RCST) pour tenir compte des informations et 
paramètres de niveau IP. Puis, dans un deuxième temps, nous proposons un algorithme d’allocation 
des ressources (exécuté sur le NCC) adapté aux calculs des requêtes effectuées par les terminaux. 
Notons que de nombreux travaux ont été réalisés pour proposer et améliorer ces algorithmes 
[81][82][83][84], mais ils ne prennent pas en compte les contrats de trafic et paramètres de niveau 
IP. De plus, ces travaux portent essentiellement sur le NCC alors que les modifications que nous 
proposons portent principalement sur les terminaux satellite. 
3.3.2.1 Calcul des requêtes par les RCST 
Le défaut majeur de l’allocation des ressources sur la voie retour des systèmes satellite est que 
l’allocation que les terminaux reçoivent ne correspond pas réellement à leurs besoins instantanés. 
En effet, le calcul des requêtes se fait classiquement en fonction des tailles courantes des files 
d’attente de niveau 2. Or la taille des files de niveau 2 est moins représentative du trafic entrant que 
la taille des files de niveau 3. Ensuite, il y a un délai important (2 bonds ≈ 0.5 sec) entre le moment 
où la requête de ressource est calculée et le moment où l’allocation est reçue. Par conséquent, quand 
l’allocation est effective, elle est souvent en décalage par rapport aux besoins réels des terminaux 
[85][86]. Pour répondre à ces deux problèmes, l’objectif est de prendre en compte à la fois les 
contrats de trafic dans le calcul des requêtes dans le but d’avoir une prédiction du trafic entrant et 
les tailles des files de niveau IP plutôt que celles du niveau 2. 
                                                     
(1)  La taille de 1696 octets correspond à un paquet de 1500 octets fragmenté et encapsulé via AAL5/ATM. 
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L’idée principale est donc de prendre en compte le contenu des SLS (Service Level 
Specification) qui contiennent les paramètres techniques des contrats de trafic et dont les 
informations sont stockées dans les PIB. Ils permettent entre autres, d’obtenir le débit moyen total 
attendu et le débit maximum total attendu à l’entrée du terminal pour chaque classe de trafic. Pour 
permettre une prédiction de l’évolution du trafic entrant, deux propriétés simples sont considérées : 
• D’une part, lorsque le débit du trafic entrant mesuré est supérieur au débit maximum 
attendu, il est très probable que le débit mesuré diminue dans un avenir proche.  
• D’autre part, lorsque le débit du trafic entrant mesuré est inférieur au débit moyen attendu, 
il est fort probable que le débit mesuré augmente dans un avenir proche.  
Ces propriétés sont assurées par le lissage et le policing qui sont effectués en amont (ce qui est 
cohérent avec une architecture DiffServ par exemple). Cela permet donc d’avoir une prédiction de 
l’évolution du trafic entrant en fonction des contrats de trafic dont le respect est assuré par le 
contrôle de trafic.  
Il est important de noter que la méthode proposée est indépendante d’un quelconque modèle de 
trafic. En effet, il est dangereux de vouloir réaliser une prédiction plus précise grâce à un modèle de 
trafic pour plusieurs raisons. Tout d’abord, les modèles de trafic ne reflètent pas forcément le profil 
réel du trafic. Ces profils peuvent varier dans le temps et d’un système à un autre. L’algorithme 
obtenu à partir de modèles de trafic ne serait pas une solution générique, il serait au mieux adapté à 
une utilisation particulière d’un système particulier à un instant donné. Enfin, il serait difficile de 
valider une telle approche par simulations, car celles-ci seraient biaisées par le fait que le même 
modèle de trafic serait utilisé pour optimiser l’algorithme et pour simuler le trafic. 
La Figure 3-16 illustre les mécanismes inter-couches nécessaires pour fournir les informations 
requises pour le calcul des requêtes. L’évolution de l’état des files d’attente de niveau 3 et les 
informations contenues dans la PIB sont utilisées pour comparer le trafic observé et le trafic 
attendu. Les mécanismes d’encapsulation et de fragmentation doivent être connus par le calculateur 
de requêtes pour qu’il puisse déterminer les ressources nécessaires au niveau 2 pour écouler le trafic 
observé au niveau 3.  
 
Figure 3-16: Calcul des requêtes de ressource 
Les trafics EF et AFi (i={1..4}) sont associés aux requêtes de type RBDC. Pour ces requêtes 
(RBDC), nous avons introduit le concept de requêtes prioritaires et non prioritaires. Les requêtes 
prioritaires correspondent à un débit réellement observé, et les requêtes non prioritaires à la 
prévision qui est faite. Le trafic BE est associé aux requêtes de type AVBDC qui sont tout 
simplement égales à la taille de la file BE. Le détail de l’algorithme est donné ci-après. 
L’algorithme et les mécanismes proposés pour le calcul des requêtes améliorent la cohérence de la 
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QoS des niveaux 2 et 3 et contribuent à une intégration optimisée de la QoS de niveau IP. De plus, 
l’amélioration de cette cohérence et la prise en compte des informations de niveau 3 engendreront a 
priori de meilleures performances, comme nous allons le voir dans la section 3.4.3. 
 
___________________ 
1 Le débit entrant mesuré prend en compte la taille de la file d’attente dans le but de la vider. 
2
 La fonction minimum est utilisée pour limiter la sur-demande au double du débit entrant observé. 
3
 Dans notre simulateur, une étape additionnelle est utilisée pour respecter le standard DVB-RCS concernant les pas d’allocation 
(2kbps pour les petites requêtes et 16kbps pour les plus grandes requêtes). 
 Algorithme de calcul des requêtes : 
 
/* Calculer la contribution du trafic EF à la requête RBDC */ 
 
 IF (incoming_EF_rate > EF_max_expected_rate) THEN 
 // Le trafic EF entrant est supérieur au débit maximum attendu pour le trafic EF 
 
  RBDC_EF_prio = EF_max_expected_rate; 
  RBDC_EF_prio_less = incoming_EF_rate1 - RBDC_EF_prio;  
  // La seconde requête n’est pas prioritaire car il est très probable que ce sur-débit ne soit  
  // pas observé au moment de l’allocation 
 
 ELSE IF (0 < incoming_EF_rate < EF_mean_expected_rate) THEN 
 // Le trafic EF entrant est inférieur au débit moyen attendu pour le trafic EF 
 
  RBDC_EF_prio = incoming_EF_rate; 
  RBDC_EF_prio_less = min2(EF_mean_expected_rate – RBDC_EF_prio, 
RBDC_EF_prio); 
  // La seconde requête n’est pas prioritaire car il s’agit d’une sur-demande en prévision 
  // d’une augmentation du trafic  
 
 ELSE 
 // Le trafic EF entrant correspond à peu près au débit attendu pour le trafic EF 
 
  RBDC_EF_prio = incoming_EF_rate; 
  RBDC_EF_prio_less = 0; 
 ENDIF 
 
 … 
 La même chose est faite pour les files AFi (i=1..4). 
 … 
 
 /* Calculer les requêtes RBDC à envoyer */ 
 
  // La requête RBDC prioritaire envoyée au NCC est la somme des contributions  
  //  (EF, AFi) à laquelle on soustrait le CRA alloué 
 RBDC_prio = max(RBDC_EF_prio + (∑RBDC_AFi_prio) – CRA,0); 
 
  // La requête RBDC non prioritaire envoyée au NCC est la somme des contributions  
  // (EF, AFi) à laquelle on soustrait le CRA alloué 
 RBDC_prio_less = max( RBDC_EF_prio_less + (∑RBDC_AFi_prio_less) – 
CRA,0);3 
 
 /* Calculer la requête AVBDC */ 
 AVBDC = incoming_BE_traffic; 
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3.3.2.2 Implantation des requêtes prioritaires et non prioritaires 
Nous décrivons ici comment les mécanismes de requêtes prioritaires et non prioritaires peuvent 
être implantés dans un système DVB-RCS. Les requêtes sont incluses dans le champ SAC (Satellite 
Access Control). Les recommandations Satlabs [87] conseillent un champ SAC de 14 octets. Sept 
octets sont utilisés pour divers champs (Group_Id, Logon_Id, Route_Id, Mand_C). Les 7 octets 
restants peuvent être utilisés pour les requêtes. Chaque requête nécessitant 2 octets, chaque champ 
SAC peut contenir 3 requêtes que nous utiliserons comme suit : une requête RBDC prioritaire, une 
requête RBDC non prioritaire et une requête AVBDC. Le type de requête est codé sur 3 bits. Le 
premier de ces 3 bits n’étant pas utilisé, nous l’utilisons pour distinguer les requêtes prioritaires des 
requêtes non prioritaires. 
3.3.2.3 Allocation des ressources 
A la réception de toutes les requêtes, le NCC doit allouer efficacement et équitablement les 
ressources disponibles. Pour être cohérent avec le calcul des requêtes, les requêtes RBDC 
prioritaires sont d’abord servies, puis ce sont les requêtes RBDC non prioritaires (celles dans le 
profil puis celles hors profil) et enfin les requêtes AVBDC. Notons que les requêtes RBDC non 
prioritaires et hors profil correspondent à du trafic AF (Assured Forwarding) et sont donc servies 
avant les requêtes AVBDC  qui correspondent à du trafic BE (Best Effort).  
3.3.3 Conclusion 
Comme illustré sur la Figure 3-17, et comme nous l’avons décrit et évalué dans [88], nous avons 
proposé plusieurs solutions menant à une approche globale plus cohérente de la gestion des 
ressources dans les systèmes satellite géostationnaires et plus particulièrement dans les systèmes de 
type DVB-S2/DVB-RCS. Pour cela, nous avons dans un premier temps proposé une simplification 
du niveau 2 pour le rendre cohérent avec l’ordonnancement et le contrôle de trafic effectué au 
niveau 3. Ensuite, nous avons proposé, pour le lien retour, des algorithmes de calcul de requêtes et 
d’allocation des ressources qui tiennent compte des paramètres de QoS de niveau IP (débits 
entrants, tailles des files, contrats de trafic). Ces algorithmes améliorent la cohérence entre la 
gestion des ressources effectuée au niveau 2 et les mécanismes de QoS de niveau 3. Grâce à ces 
modifications, un pas important vers une intégration verticale optimisée de la QoS de niveau IP a 
été franchi. La section suivante évalue les performances des différentes propositions.  
 
Figure 3-17: Modifications apportées sur les terminaux RCST 
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3.4 Evaluation des performances 
Nos objectifs principaux étaient une harmonisation et une simplification des mécanismes de 
QoS. Nous nous intéressons ici aux performances obtenues qui ne doivent pas être trop dégradées 
par rapport à des mécanismes typiques voire leur être supérieures. Cette partie fournit donc une 
évaluation des performances des différents mécanismes proposés au travers de simulations 
effectuées avec un simulateur DVB-RCS développé en langage C (pour une rapidité de simulation 
accrue en comparaison d’un langage objet). 
Dans un premier temps, cette partie introduit le contexte des simulations et les paramètres 
principaux du simulateur (dont l’utilisation est détaillée ici : [137]). Ensuite, nous évaluons l’impact 
des modifications de la couche 2 ainsi que les améliorations obtenues avec les mécanismes 
d’allocation des ressources proposés. Toutes les valeurs obtenues par simulation sont comprises 
dans un intervalle de confiance à 95% allant de 1 à 4% de la valeur (la méthode de réplication a été 
utilisée avec des temps simulés d’environ 2000 secondes et un nombre d’environ 40 réplications). 
3.4.1 Contexte des simulations 
3.4.1.1 Configuration générale 
Une vue simplifiée du simulateur est donnée sur la Figure 3-18. La topologie du système retenu 
est composée de 4 terminaux RCST identiques pour un unique NCC. Les utilisateurs terrestres 
derrière les terminaux satellite sont simulés au travers du trafic qu’ils émettent. Nous considérons 
ici une architecture étoilée. Tout le trafic transmis par les terminaux RCST est donc envoyé à la 
Passerelle. Cette dernière est le lieu de mesure de différents paramètres (e.g. le pourcentage 
d’utilisation du lien). 
 
Figure 3-18: Vue simplifiée du simulateur DVB-RCS [137] 
3.4.1.2 Le lien satellite 
Les ressources totales disponibles pour les 4 terminaux seront d’environ 1-1,5Mbps, selon les 
simulations et la charge que l’on souhaite appliquer au système. Les erreurs dues au support 
physique ne sont pas simulées car le faible taux d’erreur paquet (10-9) n’aurait pas d’impact sur nos 
simulations. Le temps de propagation simulé est égal à 250ms pour un bond. Nous simulons les 
requêtes et l’allocation des ressources mais le plan MF-TDMA n’est pas simulé (on suppose le débit 
attribué constant entre chaque allocation). Le fait de ne pas simuler le plan MF-TDMA supprime 
une petite gigue, cependant cette gigue aurait été la même pour les différents mécanismes testés, qui 
sont des mécanismes de niveaux 2 et 3. Elle est, de plus, d’un ordre de grandeur faible au regard des 
phénomènes observés. Cela n’aurait donc pas affecté l’analyse que nous pouvons faire des résultats. 
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3.4.1.3 Les terminaux RCST 
Les couches application et transport ne sont pas simulées. En revanche, plusieurs profils de 
trafic (e.g. variation de débit, périodes de blanc, taille des paquets) sont simulés comme précisé 
dans la section 3.4.1.4. Les paquets IP sont simulés de façon simple avec une taille d’en-tête, une 
taille de charge utile et différents champs comme le champ DSCP utilisé par DiffServ. 
L’architecture DiffServ est simulée au niveau des terminaux via un classificateur, 6 files à QoS au 
niveau 3 et un ordonnanceur de niveau 3 (plusieurs ordonnanceurs ont été simulés et mènent à la 
même analyse, les résultats présentés ici sont obtenus avec un ordonnanceur PQ – Priority 
Queuing). Nous avons simulé les deux piles possibles du DVB-RCS, MPE/MPEG2-TS et 
AAL5/ATM (les deux piles mènent aux mêmes conclusions). Au niveau 2, nous avons simulé le cas 
d’une unique file et le cas de 3 files à QoS (EF, AF, BE) avec un classificateur et un ordonnanceur 
identiques à ceux du niveau 3 (PQ dans les résultats présentés ci-après). Le calcul des requêtes 
prend en compte les tailles des files de niveau 3, les débits entrants au niveau 3 et potentiellement 
les contrats de trafic. Le détail des algorithmes testés et le type de requête utilisé ont été donnés 
dans la section 3.3.2. L’envoi de ces requêtes est fait toutes les secondes, et synchronisé entre tous 
les terminaux. 
3.4.1.4 Le trafic entrant 
Il est difficile de trouver une matrice de trafic entrant dans les systèmes DVB-RCS. De plus les 
profils de ces trafics sont très dépendants de l’usage qui est fait du réseau satellite. Pour avoir un 
trafic réaliste nous avons donc considéré les profils suivants : 
• Des sessions VoIP qui suivent une loi d’arrivée de Poisson. La durée des sessions est 
exponentiellement distribuée de moyenne 3 minutes [89]. Les débits à l’intérieur de chaque 
session sont constants avec des tailles constantes de paquet [90] correspondant à différents 
codecs (LPC – 54 octets, GSM – 73 octets, G726-16 – 80 octets et µ-Law – 200 octets). Le 
trafic VoIP est associé à la classe EF. 
• Les autres types de session (Web, divers) suivent une arrivée Poissonnienne, de durée 
exponentiellement distribuée. Les arrivées de paquets à l’intérieur des sessions sont 
Poissonniennes et les paquets sont de taille variable (inspirée des mesures réalisées sur Internet 
[91][92]). Par exemple, pour les flux Web, la taille des paquets suit une distribution bimodale de 
taille 40 et 1500 octets). Ces trafics sont répartis sur les files AFi (i=1..4) et BE. 
Remarquons que les modèles considérés sont pris à titre d’illustration. Il semble difficile 
d’obtenir des modèles correspondant parfaitement aux profils de trafic qui sont variables d’un 
système à l’autre et d’une utilisation à une autre. Ces hypothèses ne biaisent pas trop les simulations 
et ne modifient pas les conclusions car tous les mécanismes proposés sont indépendants d’un 
quelconque modèle de trafic. 
3.4.1.5 Le NCC 
Le NCC est en charge du calcul de l’allocation des ressources disponibles sur le segment 
satellite. Les algorithmes d’allocation, prenant en compte différents paramètres, sont précisés dans 
la partie 3.3.2. L’algorithme d’allocation est effectué toutes les secondes à la réception des requêtes. 
Le NCC envoie alors la table d’allocation toutes les secondes. 
3.4.2 Impact de la réduction du nombre de files au niveau 2 
Nous étudions ici l’impact de la réduction du nombre de files à une unique file au niveau 2. 
Comme précisé précédemment, le mécanisme de régulation entre le niveau 2 et le niveau 3 permet 
de n’avoir aucune perte dans les files de niveau 2. Le seul impact observable est donc le délai 
d’attente au niveau 2 (l’utilisation du lien reste la même que l’on utilise une ou trois files au niveau 
2). Il ne s’agit pas d’une étude quantitative mais simplement qualitative pour avoir un ordre de 
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grandeur du délai additionnel. Le Tableau 3-2 fournit les délais d’attente au niveau 2 dans le cas de 
3 files (EF, AF, BE) et dans le cas d’une unique file pour un débit total disponible de 1188 kbps et 
1340 kbps pour un même trafic entrant, qui correspondent respectivement à une charge moyenne du 
système de 0.9 et 0.8. Le Tableau 3-3 donne les délais additionnels pour chaque file. Notons que ces 
délais dépendent principalement de l’algorithme d’ordonnancement de niveau 2 et des débits 
obtenus au niveau 2 (plus le débit disponible au niveau 2 est grand, moins le délai additionnel est 
important). 
Débit total 
disponible 
1188kbps 
(Délai en ms) 
1340kbps 
(Délai en ms) 
File EF 1,8 (+/- 0,1) 1,6 (+/- 0,1) 
File AF 15,5 (+/- 0.4) 13,7 (+/- 0,3) 
File BE 29,5 (+/- 2,9) 19,5 (+/- 0,7) 
1 file 17,7 (+/- 0,1) 14,1 (+/- 0,6) 
Tableau 3-2 : Délai d'attente au niveau 2 
Débit total 
disponible 
1188kbps 1340kbps 
File EF + 15,9 + 12,5 
File AF + 2,2 + 0,4 
File BE - 11,8 - 5,5 
Tableau 3-3 : Délai additionnel en ms 
Seule la file EF est impactée assez nettement. Le délai additionnel, au niveau 2, pour la file EF, 
lors de l’utilisation d’une unique file, est de l’ordre de la quinzaine de millisecondes. Ce délai n’est 
clairement pas négligeable, cependant dans un contexte satellite géostationnaire, ce délai est 
acceptable en comparaison du délai de propagation de 250 ms. Le petit impact sur la file AF est 
largement compensé par les améliorations de la gestion des ressources (comme précisé dans la 
section 3.4.3).  
Une façon de contourner ce délai additionnel en n’ayant qu’une file pourrait être de considérer 
une file d’attente au niveau 2 qui n’ait pas une discipline de service FIFO. En effet, il suffit de 
placer la trame dans la file en fonction de sa classe. Par exemple, une trame EF (i.e. une trame 
contenant un fragment d’un paquet EF) sera placée devant les classes AFi (i=1..4) et BE mais après 
les trames EF déjà présentes dans la file (pour éviter le déséquencement des données) comme 
illustré sur la Figure 3-19. Le procédé est ici un peu plus complexe qu’une simple file FIFO (lecture 
de la classe, éventuellement via un tag, puis mise en file d’attente) mais permet d’obtenir le même 
résultat qu’avec 3 files d’attente au niveau 2 et un ordonnanceur PQ au niveau 2. Ce procédé revient 
à effectuer l’ordonnancement de niveau 2 avant la mise en file d’attente. Notons que cette solution 
ne va pas dans le sens de notre démarche mais permet tout de même d’avoir une unique file de 
faible capacité au niveau 2. Il s’agit d’un compromis entre un temps additionnel au niveau 2 et une 
complexité accrue du niveau 2. 
 
Figure 3-19: Ordonnancement avant mise en file d’attente de niveau 2 
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3.4.3 Calcul des requêtes et allocation des ressources 
Nous étudions ici l’impact des mécanismes proposés pour le calcul des requêtes (effectué par les 
terminaux) et l’allocation des ressources (réalisée par le NCC) dans un contexte étoilé. Ci-après 
sont rappelés brièvement les mécanismes proposés pour préciser les raisons qui nous ont poussés à 
évaluer certains critères plutôt que d’autres. 
• La première modification proposée est d’utiliser la taille des files de niveau IP (niveau 3) 
plutôt que d’utiliser les tailles de files de niveau 2. Bien que cette propriété soit plus cohérente 
et a priori non pénalisante (voir bénéfique) en termes de performances, elle ne sera pas évaluée. 
En effet, il semble difficile de comparer un calcul de requête prenant en compte des tailles de 
file au niveau 2 et un calcul de requête prenant en compte des tailles de file au niveau 3. Les 
résultats dépendraient principalement de l’ordonnanceur de niveau 3 (type d’ordonnanceur et 
régulation du débit de sortie de l’ordonnanceur). L’étude de différents types d’ordonnanceurs de 
niveau 3 reste une piste ouverte. 
• La deuxième modification proposée consiste à prendre en compte les contrats de trafic dans 
le calcul des requêtes (au niveau des terminaux) dans le but d’avoir une prévision simple et 
raisonnable de l’évolution du trafic arrivant sur le terminal. Enfin, il a fallu proposer un 
algorithme d’allocation des ressources (au niveau du NCC) cohérent avec le calcul des requêtes 
qui est réalisé au niveau des terminaux. Ce sont ces modifications que nous avons évaluées par 
simulation. 
Tout d’abord, il faut noter que pour toutes les simulations et pour toutes les files, il n’y a aucune 
perte au niveau 2 et un taux de perte faible (<0.5%) au niveau 3 (excepté pour la file BE de niveau 3 
dans le cas d’une charge moyenne supérieure à 0.95). Cela est simplement lié au bon 
dimensionnement des files de niveau 3. Pour les différents algorithmes testés, l’utilisation globale 
du lien est la même. Cela signifie que les modifications proposées n’influent pas sur l’utilisation 
globale des ressources. 
Les diagrammes de la Figure 3-20 donnent les délais en millisecondes pour les différentes files 
d’attente DiffServ dans le cas où les mécanismes pour prendre en compte les contrats de trafic sont 
utilisés (avec_mécanismes) et dans le cas où ils ne sont pas utilisés (sans_mécanisme) pour 
différentes charges du système. Le Tableau 4-1 récapitule les gains obtenus pour le délai (en 
pourcentage) pour chaque file. 
Nous remarquons en premier lieu que pour les files EF et BE le gain est présent mais 
négligeable car faible et du même ordre de grandeur que les intervalles de confiance. Concernant la 
classe EF, le trafic affilié à cette classe représente une faible proportion (5 à 10%) du trafic total. En 
effet, cela assure un délai très faible pour les paquets les plus prioritaires (e.g. VoIP). Ce trafic étant 
prioritaire et en faible proportion par rapport au trafic global, quelle que soit l’allocation faite (faible 
à cause d’une congestion ou élevée car peu de demandes), elle est amplement suffisante pour 
écouler le trafic de cette classe sans délai. La classe EF n’est donc pas affectée par de petites 
variations d’allocation de ressources. Concernant la classe BE, les causes sont différentes mais le 
résultat est le même. En effet, le trafic BE est affecté aux requêtes de type VBDC pour lesquelles 
nous n’avons pas utilisé de prédiction d’évolution du trafic, nos mécanismes n’influent donc pas sur 
le trafic de la file BE. 
Pour toutes les autres files, le gain est significatif (jusqu’à 15-20% de réduction du délai pour 
certaines files à charge élevée). En effet, notre algorithme de calcul des requêtes réalise une 
prédiction en fonction des contrats de trafic. En comparaison, un calcul classique entraîne une 
allocation périmée d’une demi seconde (temps entre le calcul de la requête et l’allocation effective). 
Nos algorithmes de requête-allocation sont proactifs et permettent de moins subir le délai de 
propagation que des méthodes réactives. 
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Figure 3-20: Délais dans les files de niveau 3 
Les résultats montrent que le gain de notre proposition est amplifié pour un système chargé. En 
effet, dans ce cas, il sera d’autant plus important d’avoir une allocation précise des ressources. De 
plus, les différentes simulations que nous avons effectuées montrent que nos mécanismes sont 
d’autant plus efficaces que le CRA (Constant Rate Allocation) alloué est faible. En effet, la marge 
de manœuvre sera alors plus importante pour nos mécanismes (le CRA utilisé pour les résultats 
présentés ici est de 40kbps pour 4 terminaux, soit environ 4% du débit total disponible sur le 
segment satellite). 
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File/Charge 0.8 0.85 0.9 
EF 0,9% 0,8% 0,8% 
AF1 2,5% 2,6% 5,7% 
AF2 5,2% 7,1% 10,7% 
AF3 10,5% 13,4% 17,2% 
AF4 6,3% 6,7% 6,9% 
BE 1,0% 1,4% <0,01% 
Tableau 3-4: Gain (en %) avec les mécanismes 
En plus des différents avantages cités dans la partie 3.3, les mécanismes et algorithmes que nous 
avons proposés permettent d’obtenir de meilleures performances. En effet, les simulations montrent 
que notre algorithme d’allocation des ressources est plus efficace qu’un algorithme classique 
(diminution significative du temps d’attente dans les files de niveau 3) sans avoir de sur-allocation 
ou de gaspillage des ressources (même utilisation globale des ressources et même taux de perte par 
débordement de file). Au niveau 2, nous avons évalué l’impact des simplifications (réduction à une 
unique file) et proposé une solution intermédiaire entre la complexité d’avoir 3 files et le délai 
additionnel engendré par une unique file de discipline de service FIFO. Des charges plus élevées 
correspondent à un scénario de surbooking important mais ne correspondent pas à une utilisation 
optimale du système. Les gains obtenus pour ces charges sont encore plus importants (réduction 
plus importante du délai au niveau 3 et réduction des pertes par débordement de file). 
3.5 Conclusion et perspectives sur la prise en charge de la QoS dans les 
systèmes de communication par satellite 
La prise en charge de la qualité de service (QoS) constitue un enjeu important pour une 
convergence vers IP des systèmes de communication par satellite. L’objectif de ce chapitre était 
d’étudier l’intégration de la QoS de niveau IP et de niveau transport dans les systèmes satellite 
géostationnaires. Elle peut se diviser en deux volets : l’intégration horizontale (interconnexion, 
protocole de bout en bout) et l’intégration verticale (cohérence et optimisation de la prise en charge 
de la QoS par les différents niveaux protocolaires). 
Dans une première partie, nous avons décrit les mécanismes de QoS des différents niveaux 
protocolaires. Nous avons alors souligné les problématiques de l’intégration du contrôle de 
congestion et décrit les différentes solutions envisageables, notamment en comparant un protocole 
de contrôle de congestion réactif (TCP New Reno) et un protocole de contrôle de congestion 
proactif (XCP). Nous avons alors conclu que les protocoles proactifs permettaient de ne pas souffrir 
du délai de propagation élevé des systèmes satellite. Une perspective intéressante de ce travail est 
l’utilisation locale au système satellite d’un protocole tel que XCP via des PEP (Performance 
Enhancer Proxy). L’intégration du contrôle de congestion dans les systèmes satellite est une étape 
importante de l’intégration horizontale de la qualité de service. 
Ensuite, dans le but d’intégrer la prise en charge de la QoS de niveau IP, nous avons proposé 
plusieurs modifications du niveau 2. Tout d’abord, nous l’avons simplifié et rendu plus cohérent 
avec la QoS de niveau IP. Nous avons aussi retenu des algorithmes de gestion des ressources 
cohérents avec les informations disponibles au niveau IP et montré que ces modifications 
permettaient d’améliorer les performances du système. Cette cohérence entre les couches 2 et 3 
constitue une avancée importante pour l’intégration verticale de la QoS. 
Les mécanismes proposés ont été détaillés et simulés pour des systèmes satellite du type DVB-
RCS/DVB-S2 mais sont génériques et peuvent être appliqués à d’autres systèmes (e.g. DVB-
RCS2). Nous dégagerons deux perspectives de ce chapitre. Tout d’abord, il serait intéressant 
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d’implanter ces propositions dans un produit industriel pour effectuer des tests grandeur nature. 
Ensuite, les algorithmes ont été développés pour un système étoilé. Il serait intéressant de reprendre 
les mêmes principes pour proposer des algorithmes pour les systèmes maillés. Pour cela, il faudrait 
par exemple définir des contrats de trafic avec des règles pour chaque spot destination et estimer les 
trafics moyen et maximum attendus entre chaque couple de spots. Cependant, le trafic des 
connexions maillées serait plus difficile à prévoir car moins agrégé. En effet, dans un système 
étoilé, les terminaux émettent tout leur trafic vers la Passerelle. 
Dans ce troisième chapitre, nous avons montré comment intégrer la prise en charge de la QoS 
de niveau IP dans les systèmes de communication par satellite de façon cohérente et efficace. En 
intégrant ces modifications et algorithmes aux architectures IP/GSE pour la voie aller et IP/GSE-Alt 
pour la voie retour que nous avons définies dans le chapitre 2, nous obtenons une architecture de 
convergence : 
• générique permettant une intégration aisée de tout type de services grâce à la couche IP, 
• évolutive grâce aux couches d’encapsulation,  
• prenant en compte la QoS de bout en bout (intégration horizontale) et de manière 
cohérente avec celle des systèmes satellite (intégration verticale) et 
• permettant un transport de paquets IP optimisé (grâce à GSE et GSE-Alt).  
Cependant,  pour permettre une interconnexion avec le reste du monde IP, le routage IP doit 
aussi être abordé. C’est l’objet du prochain chapitre. 
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4 Convergence vers IP du routage dans les systèmes de 
communication par satellite 
Le routage IP est une fonction essentielle pour l’interconnexion des réseaux. Il permet, par 
configuration statique ou par des protocoles de routage dynamiques de définir et de propager les 
routes à travers les différents réseaux. A cause de sa taille importante, l’Internet a été divisé en 
systèmes autonomes (AS), chacun d’eux étant administré de manière indépendante. On distingue 
alors les protocoles de routage interne (IGP – Interior Gateway Protocol) qui permettent les 
échanges de routes au sein d’un même système autonome (routage intra-AS) ; et les protocoles de 
routage externe (EGP – Exterior Gateway Protocol) qui permettent les échanges d’informations de 
routage entre les systèmes autonomes (routage inter-AS). Les EGP sont typiquement déployés sur 
les routeurs de frontière d’AS alors que les IGP sont déployés sur tous les routeurs d’un AS. 
L’objectif de ce chapitre est alors d’étudier les besoins en termes de routage IP pour 
l’interconnexion des systèmes de communication par satellite au monde IP. 
Le système autonome contenant le système satellite peut nécessiter le déploiement d’un EGP. 
Le système de communication par satellite serait ainsi intégré au monde IP comme n’importe quel 
autre système autonome. Il est alors nécessaire de définir où et comment doit être déployé ce 
protocole de routage. Nous traiterons ces aspects dans la première partie de ce chapitre.  
Les systèmes actuels utilisent des satellites transparents ou avec un OBP de niveau 2 (e.g. 
Amerhis [65]) et déploient les protocoles de routage uniquement sur les terminaux satellite et les 
Passerelles. Peu d’études ont été menées sur les OBP de niveau 3. Dans la seconde partie de ce 
chapitre nous étudierons l’opportunité d’utiliser un routeur IP embarqué sur le satellite. 
4.1 EGP pour les systèmes de communication par satellite 
Le rôle d’un protocole de routage externe (EGP) est d’échanger des routes entre les systèmes 
autonomes voisins. Ces informations sont indispensables pour établir le routage dans l’Internet. 
L’objectif de cette partie est alors d’étudier le déploiement d’un EGP dans les systèmes de 
communication par satellite. Dans un premier temps, cette partie propose d’analyser les situations 
où le déploiement d’un EGP est nécessaire pour les systèmes de communication par satellite. BGP4 
étant le protocole de routage inter-systèmes autonomes déployé sur Internet, nous étudierons ensuite 
son déploiement pour les systèmes de communication par satellite. Nous détaillerons alors 
comment, dans certains cas, il est possible de réduire son volume de signalisation. 
4.1.1 Nécessité d’un EGP pour les systèmes de communication par satellite 
4.1.1.1 Réseau d’accès à Internet 
Dans le cas où le système satellite sert de réseau d’accès à Internet, le déploiement d’un EGP ne 
pose pas de problème particulier. Le système autonome dans lequel est inclus le système satellite 
peut être limité à ce même système (Figure 4-1) ou être plus étendu (Figure 4-2). Dans le premier 
cas, le déploiement d’un EGP sur l’interface terrestre de la Passerelle du système satellite peut être 
requis. Dans le second cas, le déploiement d’un EGP peut s’avérer nécessaire sur le(s) routeur(s) du 
FAI (Fournisseur d’Accès à Internet) connecté(s) à d’autres systèmes autonomes. Dans les deux 
cas, aucun message du protocole de routage externe ne circule sur le segment satellite. Le 
déploiement d’un EGP ne nécessite alors aucune considération particulière. 
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Figure 4-1: Déploiement d’un EGP pour un réseau d'accès à Internet – cas 1 
 
Figure 4-2: Déploiement d’un EGP pour un réseau d'accès à Internet – cas 2 
4.1.1.2 Interconnexion de systèmes autonomes 
Nous considérons maintenant le cas où le système satellite est un réseau de transit, c’est-à-dire 
utilisé pour interconnecter plusieurs systèmes autonomes. Dans ce cas, les terminaux satellite sont 
potentiellement des routeurs de frontière de système autonome. Un EGP doit alors être implanté sur 
les terminaux satellite. Des messages du protocole de routage externe vont être échangés sur le 
segment satellite. Pour illustrer différentes situations, nous considérons le cas décrit sur la Figure 
4-3. Les AS1 à AS3 sont connectés au système satellite.  
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Figure 4-3: Interconnexion de systèmes autonomes 
Une telle architecture présente alors plusieurs intérêts : 
• L’AS1 possède 2 chemins vers Internet : un chemin direct qui pourra être privilégié et le 
chemin passant par le système satellite qui peut servir de chemin de secours ou être utilisé pour 
effectuer du partage de charge (par exemple pour le trafic n’ayant que peu de contraintes de 
délai). 
• L’AS2 ne peut accéder à Internet qu’au travers du système satellite. Ce scénario est par 
exemple rencontré lorsqu’un réseau IP nécessitant un raccordement à Internet est déployé sur 
une zone de catastrophe. L’utilisation d’un satellite est alors le seul moyen de relier la zone 
sinistrée aux réseaux de télécommunication.  
• L’AS3 peut accéder à Internet via le système satellite ou par l’intermédiaire d’autres 
systèmes autonomes (AS4 et AS5). L’AS3 peut utiliser le système satellite pour effectuer du 
partage de charge mais aussi pour des raisons économiques. Effectivement, pour atteindre 
Internet, le passage de plusieurs AS peut s’avérer plus onéreux que le passage par le système 
satellite. 
Pour que l’échange de routes entre les différents systèmes autonomes puisse être réalisé, le 
déploiement d’un EGP est alors nécessaire sur tous les routeurs de frontière d’AS. 
4.1.1.3 Interconnexion de réseaux étendus 
Dans le cas où le système satellite est utilisé pour relier des réseaux étendus entre eux et au reste 
du monde IP, il peut être intéressant de considérer chaque réseau client comme un AS distinct 
(Figure 4-4). Les avantages principaux d’une telle architecture sont, d’une part de permettre la 
connexion de grands réseaux, et d’autre part de ne rien imposer ou supposer sur l’administration des 
réseaux clients. Notamment, les clients sont libres d’utiliser l’IGP qu’ils souhaitent comme illustré 
sur Figure 4-4. Le contexte militaire est une des applications possibles. En effet, les réseaux 
déployés sur différentes zones du globes sont généralement de nature différente et nécessitent un 
protocole de routage adéquat. Bien que les objectifs soient différents du scénario précédent (section 
4.1.1.2), on retombe dans le cas d’une interconnexion de systèmes autonomes.  
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Figure 4-4: Déploiement d’un EGP pour une interconnexion de réseaux étendus 
4.1.1.4 Conclusion 
L’interconnexion de systèmes autonomes par un système satellite s’avère utile dans plusieurs 
scénarios : chemin de secours, partage de charge, déploiement de réseaux IP sur une zone sinistrée 
ou encore interconnexion de réseaux étendus. Cette interconnexion engendre des échanges de 
messages du protocole de routage externe sur le segment satellite. Comme précisé dans la partie 1.3, 
dans le cas où les connexions maillées sont prépondérantes, pour éviter un double bond, il est 
préférable d’utiliser un satellite avec un OBP de niveau 2. Les données sont alors commutées par le 
satellite sans passer par la Passerelle. BGP4 étant le protocole de routage externe déployé sur 
Internet, il est nécessaire d’étudier son déploiement dans le contexte d’une interconnexion de 
systèmes autonomes via un système satellite maillé. 
4.1.2 Interconnexion de systèmes autonomes via BGP4 
BGP4 [94][95][96] a été déployé sur Internet au début des années 1990, notamment en raison de 
sa bonne gestion des grandes tables de routage. Dans cette section, nous introduisons BGP4 et 
analysons les différentes façons de le déployer dans un système de communication par satellite 
utilisé pour interconnecter plusieurs systèmes autonomes entre eux et au reste du monde Internet.  
4.1.2.1 BGP4 – Bordure Gateway Protocol version 4 
BGP [94] fonctionne au dessus de TCP pour éviter d’avoir des mécanismes de fiabilité (accusés 
de réception, ordre, retransmission) au niveau BGP. Il y a deux fonctionnements possibles pour 
BGP4. Le premier, eBGP (external BGP), permet aux routeurs BGP de différents AS de 
communiquer. Le second, iBGP (internal BGP), est utilisé entre routeurs BGP d’un même système 
autonome. iBGP impose un maillage total entre les routeurs iBGP d’un même système autonome.  
Deux architectures sont alors envisageables. Une première consiste à considérer que les 
terminaux, la Passerelle et le satellite forme un système autonome (AS de transit), comme illustré 
sur la Figure 4-5. Les terminaux seront reliés entre eux via iBGP et reliés aux AS clients qu’ils 
desservent via eBGP. Une seconde option consiste à considérer que les terminaux appartiennent aux 
AS clients. Dans ce cas, les terminaux seront reliés entre eux via eBGP, comme illustré sur la 
Figure 4-6. Ces deux solutions sont envisageables, cependant la seconde (interconnexion via eBGP) 
permet de réduire le nombre de routeurs et d’avoir une architecture plus simple. 
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Figure 4-5: Interconnexion via un AS de transit 
 
Figure 4-6: Interconnexion via eBGP 
Dans ces deux configurations, une partie non négligeable des messages BGP est dupliquée. En 
effet, lorsque qu’un routeur BGP souhaite envoyer un message concernant les routes qu’il dessert à 
plusieurs routeurs, il doit envoyer autant de messages qu’il y a de destinataires. C’est aussi le cas 
pour les messages KEEPALIVE qui sont régulièrement envoyés à tous les pairs BGP. Or, ces 
destinataires peuvent être situés dans une même zone de diffusion (un même spot). Il est alors 
possible de réduire le volume de signalisation engendré en utilisant un message multicast plutôt que 
N (nombre de destinataires) messages unicast. Nous étudierons dans la section 4.1.3 comment tirer 
profit de la propriété diffusante des systèmes satellite. 
Pour ces deux configurations, une autre façon de réduire le nombre de connexions et le volume 
de signalisation engendré par BGP est de considérer un routeur IP embarqué sur le satellite et donc 
au cœur du système. Cependant, cela implique une complexité et un coût accrus du satellite. Nous 
traitons ce point dans la seconde partie de ce chapitre (partie 4.2). 
4.1.2.2 BGP4 + RR – Route Reflection extension 
Une contrainte majeure d’iBGP est l’obligation d’avoir un maillage total entre tous les routeurs 
iBGP d’un même système autonome (i.e. une connexion TCP entre chaque paire de routeur de 
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l’AS). La référence [95] décrit l’extension Route Reflection qui spécifie un routeur appelé Route 
Reflector (RR). Il relaye et duplique les routes provenant des routeurs iBGP. Dans le but 
d’optimiser sa position, le routeur RR doit être placé au centre du système GEO, c’est-à-dire à bord 
du satellite pour éviter les doubles bonds.  
 
Figure 4-7: iBGP sans et avec l'extension Route Reflecor 
Dans le cas d’un routeur IP embarqué, cette extension permet de réduire le nombre de 
connexions BGP (Figure 4-7) et le volume de signalisation induit. Considérant N terminaux 
satellite, sans l’extension RR, N(N–1)/2 connexions sont requises (N–1 connexions par terminal), 
alors qu’avec l’extension RR, seulement N connexions sont nécessaires (une connexion avec le RR 
par terminal). Cela permet de réduire le volume de signalisation sur le segment satellite, ainsi que 
les ressources mémoire et processeur (CPU) nécessaires au niveau des terminaux. Ici encore, des 
messages BGP4 peuvent être dupliqués lors de l’envoi de routes aux terminaux d’un même spot. 
L’envoi en multicast des routes permettrait ici aussi de réduire le volume de signalisation. 
Cependant, cette solution nécessite un routeur IP embarqué. Nous considérerons la problématique 
de routeur IP embarqué dans la partie 4.2 de ce chapitre. 
4.1.2.3 BGP4 Confederations 
Une extension de BGP appelée « Confederations » [96] scinde les systèmes autonomes (AS) de 
taille importante en plusieurs sous AS ou de regrouper plusieurs AS dans un unique AS. 
L’ensemble des sous AS est vu de l’extérieur comme un unique AS. Au sein de l’AS principal, les 
sous AS interagissent comme des AS distincts. L’utilisation de cette extension est décrite sur la 
Figure 4-8. 
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Figure 4-8: BGP confederations 
Cette architecture est particulièrement intéressante. D’une part, l’ensemble du système satellite 
(réseaux clients compris) est vu par l’extérieur comme une unique entité administrative. D’autre 
part, l’avantage d’avoir un AS par client est conservé, ce qui permet d’avoir une administration 
indépendante pour chaque réseau client. Cependant, cette architecture est complexe à gérer, si bien 
qu’elle est très peu utilisée. Nous ne l’envisageons pas davantage dans le présent travail. 
4.1.2.4 Hub and Spoke BGP 
La référence [97] décrit un mécanisme appelé « Hub and Spoke BGP » (H&S BGP). Il permet 
de diffuser des messages BGP (au lieu de les envoyer en unicast) dans le but d’économiser de la 
bande passante dans le contexte de routage inter-systèmes autonomes via des réseaux sans fil. La 
Figure 4-9 montre un unique « Hub » connecté à N « Spoke ». Un Spoke envoie un message au Hub 
qui le diffuse ensuite aux autres Spokes. Dans le contexte d’un système satellite, le Hub serait soit le 
satellite, soit le NCC/Passerelle et les Spokes seraient les terminaux satellite. Dans l’implantation 
proposée, la procédure d’initialisation de BGP (messages OPEN) entre les Spokes et le Hub est 
inchangée (faite via TCP). En revanche, les messages UPDATE et KEEPALIVE sont ensuite 
envoyés par UDP (UDP unicast depuis les Spokes vers le Hub et multicast UDP depuis le Hub vers 
les Spokes). 
H&S BGP réduit donc le volume de signalisation du protocole BGP. Cependant, H&S BGP 
utilisant UDP à la place de TCP, la fiabilité (accusé de réception, ordre, retransmission) n’est plus 
assurée par le protocole de transport, ce qui est indispensable pour des informations de routage. 
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Figure 4-9: Hub and Spoke BGP (source: [97]) 
4.1.2.5 Conclusion 
Ne prenant pas en charge le transport multicast, BGP4 et ses extensions ne sont pas adaptés au 
contexte satellite géostationnaire qui propose un support physique naturellement diffusant. H&S 
BGP tire profit du support diffusant mais ne fournit pas la fiabilité nécessaire à la signalisation de 
routage. La solution optimale serait un protocole de transport qui fournisse la fiabilité (les 
informations de routage sont sensibles et BGP ne fournit pas de mécanisme de fiabilité), la prise en 
charge du multicast (réduction du volume de signalisation), et un mécanisme de transport léger (de 
faible complexité et engendrant peu d’overhead). La partie suivante étudie donc l’opportunité 
d’utiliser un protocole de transport fiable et multicast pour le déploiement de BGP4. 
4.1.3 Transport de BGP4 dans les systèmes satellite 
Dans cette partie, nous étudions l’opportunité de tirer profit de la propriété diffusante des 
systèmes de satellite pour le déploiement de BGP4. En effet, le volume de signalisation dû à BGP4 
dans un contexte d’interconnexion de systèmes autonomes via un système de communication par 
satellite pourrait être réduit en utilisant un protocole de transport multicast. Dans un premier temps, 
nous précisons les besoins pour le transport de BGP4 dans ce contexte. Nous analysons ensuite les 
protocoles de transport existants et proposons une solution simple pour le transport multicast fiable 
de BGP4. 
4.1.3.1 Besoins pour le transport de BGP4 
Tout d’abord, pour éviter un trop grand nombre de messages de signalisation sur un système 
diffusant comme un lien satellite, il peut s’avérer intéressant d’utiliser un protocole de transport 
multicast pour éviter de dupliquer les mêmes informations de routage envoyées à tous les terminaux 
d’un même spot (i.e. à tous les terminaux d’une même zone de diffusion). De même, il est 
intéressant d’avoir un en-tête court. En effet, les messages BGP sont potentiellement courts (e.g. les 
messages KEEPALIVE font 19 octets et les messages UPDATE peuvent ne contenir qu’une route).  
Ensuite, l’importance des informations de routage impose un transport fiable des messages 
BGP4. Ces informations ne doivent pas être perdues, réordonnées ou erronées. Les mécanismes 
classiques de fiabilité utilisant des acquittements (comme dans TCP par exemple) ne permettent pas 
un passage à l’échelle dans le cas d’un protocole de transport multicast. En effet, cela engendrerait 
une implosion des acquittements et une consommation excessive de ressources. Les mécanismes 
d’agrégation d’acquittements ne sont pas adaptés au contexte satellite et ne permettent pas d’éviter 
une consommation de ressources importante sur le segment satellite. Le protocole de transport 
devrait donc implanter un mécanisme d’acquittement négatif (NACK). Cela n’évite pas les rafales 
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lorsqu’il y a une perte mais elles sont moins fréquentes et la consommation de ressources est 
moindre (on perd moins de messages que l’on en reçoit correctement). 
Enfin, les mécanismes de contrôle de congestion induisent une signalisation supplémentaire 
ainsi qu’une complexité accrue et ne sont pas indispensables dans le contexte considéré. En effet, 
excepté à l’initialisation, le trafic d’un protocole de routage est sporadique et prioritaire (e.g. en 
utilisant la classe EF de DiffServ). 
En résumé, le protocole de transport utilisé pour transporter BGP4 dans un contexte 
d’interconnexion de systèmes autonomes via un système satellite devrait : 
• Fournir une prise en charge du multicast (un vers plusieurs) dans le but de réduire le volume 
de signalisation. 
• Fournir un mécanisme de NACK pour assurer une fiabilité suffisante. 
• Avoir un en-tête court (pour réduire l’overhead). 
• Ne pas implanter de mécanismes superflus dans le but de réduire la complexité et le volume 
de signalisation. 
4.1.3.2 Protocoles de transport multicast (ou broadcast) fiables existants 
De nombreux protocoles de transport multicast/broadcast fiables ont été développés. La 
référence [98] présente un état de l’art concernant ce type de protocoles et leur utilisation dans un 
contexte satellite (publié en 2001). La référence [99] fournit une analyse des performances de 
certains protocoles de transport multicast dans le contexte de systèmes GEO. Les protocoles de 
transport multicast fiables : 
• ne fournissent pas de mécanisme d’acquittement négatif (NACK) [100][101]. Ils ne 
permettent donc pas un passage à l’échelle dans le contexte GEO ou, 
• sont spécifiques à certaines applications comme le streaming [102], les applications 
collaboratives [102], le transfert de données volumineuses [103][104][105][106][107], et 
fournissent des mécanismes ciblés souvent complexes et/ou inadaptés à nos objectifs ou, 
• fournissent des mécanismes d’agrégation d’acquittement (ACK) [101][108][109] qui sont 
inefficaces dans le contexte considéré ou, 
• fournissent des mécanismes pour les communications de type plusieurs à un et plusieurs à 
plusieurs [110] qui ne sont pas utiles pour le transport des messages BGP (seule la gestion des 
communications un à plusieurs est requise) ou, 
• fournissent des mécanismes complexes de contrôle de congestion 
[100][104][106][107][109] qui sont superflus dans le contexte considéré ou, 
• ne se substituent pas à la couche transport, nécessitent l’utilisation de la couche UDP et 
engendrent donc une accumulation de couches [104][105]. 
Les protocoles cités ci-dessus sont spécifiques à certains contextes et/ou applications et ne 
répondent pas à nos besoins. D’après nos recherches, il n’existe aucune proposition spécifique au 
transport de la signalisation de routage externe dans le contexte d’une interconnexion via un 
système satellite.  
4.1.3.3 LRMTP – Light Reliable Multicast Transport Protocol 
Nous proposons dans cette section la spécification préliminaire d’un protocole de transport 
simple, léger, multicast et fiable. Le premier paragraphe fournit les principes du protocole. Ensuite, 
les formats de message du protocole sont décrits. Enfin, des précisions sur les mécanismes de 
fiabilité sont données. 
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Principe : 
L’idée de base de notre proposition est de spécifier un protocole semblable à UDP mais avec 
une prise en charge de la fiabilité. LRMTP garantit le bon ordre de transmission des données à la 
couche supérieure, ainsi que la retransmission des données en cas de besoin (via un mécanisme 
d’acquittement négatif). Il met aussi en œuvre un contrôle d’intégrité, via un checksum sur l’en-tête 
et les données. Comme ce n’est pas indispensable dans le contexte satellite géostationnaire, et afin 
d’avoir un protocole simple, léger et passant facilement à l’échelle, LRMTP ne permet pas de 
réaliser de contrôle de congestion. LRMTP ne gère pas non plus la fragmentation qui est supposée 
réalisée (si besoin) par les niveaux 3 et 2 (GSE sur la voie aller et son équivalent sur la voie retour 
comme décrits dans le chapitre 2). Pour les mêmes raisons, LRMTP n’utilise pas de mécanisme 
explicite de connexion. La gestion de groupe et la prise en charge du routage multicast 
appartiennent aux plans de contrôle et de gestion et ne sont donc pas prises en charge par le 
protocole LRMTP que nous proposons. Dans le cadre d’une utilisation avec BGP4, seuls les 
messages UPDATE et KEEPALIVE sont envoyés via LRMTP. La procédure OPEN de BGP est 
réalisée via TCP pour une fiabilité et une sécurité accrue. 
Pour l’émetteur, le processus consiste à envoyer des données, en incrémentant le numéro de 
séquence et en gardant en mémoire (buffer) les données pour une potentielle retransmission. Le 
nombre de messages et la durée pendant laquelle les messages sont conservés en mémoire sont à 
paramétrer en fonction du RTT et du degré de fiabilité que l’on souhaite obtenir. L’adresse IP 
destination est une adresse IP multicast. 
 Pour le récepteur, le processus consiste à vérifier l’intégrité des messages, l’ordre, la longueur 
et les données manquantes potentielles. En cas de problème, le récepteur envoie un message NACK 
à la source multicast pour une retransmission du message manquant ou corrompu.  
Les informations mémorisées, c’est-à-dire le numéro de séquence du dernier message 
correctement reçu du côté du récepteur et les messages qui sont dans le buffer du côté de l’émetteur, 
constituent une connexion implicite entre la source et les récepteurs. 
Format des messages LRMTP : 
La Figure 4-10 décrit le format des messages LRMTP (qui est semblable à un message UDP 
avec un champ Seq en plus). L’en-tête, long de 11 octets, est composé des champs suivants : 
• Src (2 octets) : le numéro de port source. 
• Dest (2 octets) : le numéro de port destination. 
• Type (1 octet) : les 6 premiers bits sont réservés pour un usage futur. Les 2 derniers bits 
définissent le type de message. 01 est utilisé pour les données (envoyées par la source multicast 
aux récepteurs). 10 est utilisé pour les messages NACK (envoyés par les récepteurs à la source 
multicast). 11 est utilisé pour les messages CLOSE envoyés par la source multicast à la fin 
d’une transmission. 00 est réservé pour un usage futur. 
• Seq (2 octets) : le numéro de séquence est utilisé par les mécanismes de fiabilité. 
• Len (2 octets) : ce champ précise la longueur du message LRMTP. Cette longueur est 
suffisante pour encapsuler les messages BGP4 qui ont une taille maximum de 4096 octets. 
• Check (2 octets) : ce champ contient un checksum. Il est calculé sur l’en-tête LRMTP et les 
données pour fournir un contrôle d’intégrité. 
 
Figure 4-10: Format des messages LRMTP 
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Fiabilité : 
Pour obtenir la fiabilité requise, un numéro de séquence est ajouté (en comparaison avec l’en-
tête UDP). Un numéro de séquence est utilisé par source et par adresse IP multicast destination. 
Quand un problème est détecté par le récepteur (intégrité, données perdues), ce dernier envoie un 
message NACK à la source avec le numéro de séquence du dernier message reçu correctement. 
L’adresse IP source du message NACK est l’adresse IP destination multicast, ce qui permet à la 
source d’identifier le flux concerné. La source est ainsi en mesure de retransmettre le message 
considéré. 
Plusieurs temporisations doivent alors être considérées et paramétrées : 
• Data_lifetime : cette temporisation correspond au temps pendant lequel chaque message de 
données devrait être gardé en mémoire au niveau de la source (pour une retransmission 
potentielle). Il doit être paramétré en fonction du RTT (Round Trip Time). Pour un message 
donné, il est déclenché quand le message suivant est envoyé. 
• NACK_reemission_timeout : cette temporisation correspond à la durée avant retransmission 
d’un message NACK. Il doit être paramétré en fonction du RTT. 
• Autres temporisations : avec un grand nombre de récepteurs, les inondations de NACK et les 
retransmissions multiples peuvent être évitées avec l’ajout d’un délai variable (backoff) dans la 
transmission des messages NACK [111]. Un Connection_timeout est également considéré au 
niveau du récepteur pour effacer les informations concernant un flux pour lequel aucune donnée 
n’est reçue depuis longtemps. 
Dans le cas d’une utilisation avec BGP4, les récepteurs sont en mesure de savoir s’il y a des 
données manquantes sur un court intervalle de temps (de l’ordre de la seconde) car BGP4 envoie 
régulièrement des messages KEEPALIVE. Une autre façon d’assurer cette fiabilité (par exemple si 
LRMTP est utilisé avec un autre protocole que BGP) est d’envoyer régulièrement des messages 
LRMTP vides lorsque l’application est silencieuse (comme les messages KEEPALIVE de TCP et 
BGP). De plus, grâce à l’allocation explicite des ressources et l’évolution des techniques de codage, 
la probabilité de perte ou d’erreur de transmission d’un message sur le segment satellite est très 
faible. Ces mécanismes sont donc suffisants pour garantir la fiabilité requise au moins dans le cas 
d’une utilisation avec BGP4 dans le contexte considéré. 
4.1.3.4 Conclusion et perspectives 
Un protocole de transport multicast, fiable et efficace (volume de signalisation engendré, 
overhead) améliore le déploiement de BGP4 pour l’interconnexion de systèmes autonomes via un 
système satellite. La littérature ne répondant pas à ces besoins spécifiques, nous avons proposé le 
protocole LRMTP qui permet un transport simple, fiable et multicast de BGP4. LRMTP est 
optimisé pour le transport de BGP4 mais n’est pas limité à cet usage. 
Pour fournir un service multicast fiable, il est aussi envisageable d’utiliser des méthodes de 
Network Coding [112][113][114] sous la couche IP (comme une extension du protocole 
d’encapsulation). Cependant, comme ces méthodes combinent plusieurs messages (d’une ou de 
plusieurs sources), cela implique un important délai additionnel (temps entre le premier et le dernier 
message à combiner). Il serait alors nécessaire d’étudier l’ordre de grandeur de ce délai et son 
impact sur le protocole de routage.  
4.1.4 Analyse et comparaison des différentes approches 
Cette partie compare différentes solutions pour déployer BGP4. Nous considérons 
l’interconnexion de systèmes autonomes via un système satellite maillé (le satellite embarque un 
OBP de niveau 2). Bien que la solution H&S BGP ne soit pas viable car elle ne permet pas de gérer 
la perte des paquets, nous la considérons ici pour montrer qu’il est possible d’obtenir des 
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permformances comparables (voire identiques) avec une solution fournissant des mécanismes de 
fiabilité. Les notations sont les suivantes : 
• NST est le nombre de terminaux satellite (RCSTs); 
• NSPOT est le nombre de spots (le nombre de spot sera généralement petit devant le nombre de 
terminaux : NSPOT << NST); 
• SUPDATE est la taille en octets d’un message BGP4 UPDATE; 
• SKEEPALIVE est la taille en octets d’un message BGP4 KEEPALIVE (19 octets); 
• STCP est la taille de l’en-tête TCP (20 octets); 
• SACK est la taille d’un acquittement TCP (20 octets); 
• SUDP est la taille de l’en-tête UDP (8 octets); 
• SLRMTP est la taille de l’en-tête LRMTP (11 octets) ; 
• SNACK est la taille d’un acquittement négatif LRMTP (11 octets). 
• Pperte est la probabilité qu’un message soit ne soit pas correctement transmis. 
Pour un déploiement classique de BGP4 (éventuellement avec des confédérations) au dessus de 
TCP, les terminaux sont connectés entre eux via eBGP. L’overhead induit par l’envoi d’un message 
UPDATE est donné par la formule (1) et illustré sur la Figure 4-11. Les débits nécessaires sur les 
liens montant et descendant pour l’envoi des messages KEEPALIVE de BGP toutes les secondes 
sont donnés par la formule (2). On remarque, dans ce cas, que le volume de signalisation engendré 
dépend principalement du nombre de terminaux BGP du système. 
      2(NST – 1)(STCP + SUPDATE + SACK)    (1) 
      NST (NST – 1)(STCP + SKEEPALIVE + SACK)   (2) 
 
Figure 4-11: Envoi d'un message UPDATE via BGP4/TCP 
Pour un déploiement avec H&S BGP (BGP4 au dessus d’UDP), le Hub est placé au niveau de la 
Passerelle (ou du NCC). Nous ne le plaçons pas à bord du satellite car le gain en termes de volume 
de signalisation est faible pour une complexité considérablement accrue à bord du satellite (couche 
IP, transport et application). L’overhead induit par l’envoi d’un message UPDATE est donné par la 
formule (3) et illustré sur la Figure 4-12. Les débits nécessaires sur les liens montant et descendant 
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pour l’envoi des messages KEEPALIVE de BGP toutes les secondes sont donnés par les formules 
(4) et (5). Grâce à un transport multicast, le volume de signalisation est réduit. 
      (NSPOT + 3)(SUDP + SUPDATE)     (3) 
     Uplink : (NST + 1)(SUDP + SKEEPALIVE)    (4) 
     Downlink : (NSPOT + NST)(SUDP + SKEEPALIVE)   (5) 
 
Figure 4-12: Envoi d'un message UPDATE via H&S BGP 
Pour un déploiement de BGP4 avec LRMTP (Figure 4-13), l’overhead induit par l’envoi d’un 
message UPDATE est donné par la formule (6). Or, Pperte * NST * SNACK est négligeable devant 
(NSPOT + 1)(SLRMTP + SUPDATE),  car Pperte << 1 (Pperte = 10-7 dans le cas du DVB-S2). Nous pouvons 
donc négliger l’overhead engendré par les acquittements négatifs et obtenons alors la formule (7). 
Les débits nécessaires sur les liens montant et descendant pour l’envoi des messages KEEPALIVE 
de BGP toutes les secondes sont donnés par les formules (8) et (9). Dans ce cas aussi, le volume de 
signalisation est réduit grâce à un transport multicast.  
    (NSPOT + 1)(SLRMTP + SUPDATE) + Pperte * NST * SNACK     (6) 
      (NSPOT + 1)(SLRMTP + SUPDATE)      (7) 
     Uplink : (NST + 1)(SLRMTP + SKEEPALIVE)      (8) 
     Downlink : NSPOT x NSPOT  x (SLRMTP + SKEEPALIVE)     (9) 
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Figure 4-13: Envoi d'un message UPDATE via BGP4/LRMTP 
Le Tableau 4-1 donne l’application numérique pour l’envoi d’un message UPDATE contenant 
une route IPv4 (33 octets) et le débit nécessaire pour l’envoi d’un message KEEPALIVE (19 octets) 
toutes les secondes dans le cas où NST = 100 et NSPOT = 10. Les courbes Figure 4-14 et Figure 4-15 
donnent les débits nécessaires pour l’envoi des messages KEEPALIVE de BGP sur les liens 
montant et descendant en fonction du nombre de terminaux par spot. 
 BGP4/TCP 
(fiable) 
H&S BGP 
(non fiable) 
BGP4/LRMTP 
(fiable) 
Volume de signalisation pour l’envoi 
d’un message UPDATE 
14,6ko 0,5ko 0,5ko 
Débit requis sur le lien descendant pour 
l’envoi d’un message KEEPALIVE 
toutes les secondes 
584ko/s 2,7ko/s 3ko/s 
Débit requis sur le lien descendant pour 
l’envoi d’un message KEEPALIVE 
toutes les secondes 
584ko/s 3ko/s 30ko/s 
Tableau 4-1: Overhead engendré pour l'envoi des messages UPDATE et KEEPALIVE 
 
Figure 4-14: Débits nécessaires sur le lien montant pour l'envoi des messages KEEPALIVE de BGP 
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Figure 4-15: Débits nécessaires sur le lien descendant pour l'envoi des message KEEPALIVE de BGP 
Les courbes montrent clairement que BGP sur TCP ne permet pas un passage à l’échelle dans le 
contexte considéré. H&S BGP et BGP4 sur LRMTP conduisent à de bien meilleures performances, 
permettent un passage à l’échelle et une économie de bande passante importante. H&S BGP ne 
fournit pas de fiabilité alors que LRMTP permet d’avoir une communication fiable. En réduisant le 
nombre de communications, et en utilisant des connexions implicites, LRMTP réduit la complexité 
au niveau des terminaux satellite par rapport à une utilisation classique de BGP4. L’utilisation de la 
couche transport LRMTP avec BGP est donc la solution la plus adaptée pour le déploiement de 
BGP dans le contexte considéré. En effet, il permet de réduire le volume de signalisation et un 
passage à l’échelle tout en fournissant la fiabilité requise pour le transport d’informations de 
routage. 
4.1.5 Limites du transport multicast de BGP 
Le transport du multicast de BGP réduit le volume de signalisation engendré par la signalisation 
de routage. Cependant, cet apport reste limité. En effet, seule une partie des envois de route peut 
être réalisée en multicast. En effet, un routeur BGP n’annonce pas forcément toutes les routes qu’il 
connaît à tous ses voisins BGP. Ces envois dépendent de la politique qui a été configurée sur le 
routeur BGP. Ces politiques demandent alors la création de nombreux groupes multicast dont la 
gestion est potentiellement fastidieuse et complexe. Enfin, la sécurité est un point crucial pour 
l’échange de routes entre systèmes autonomes. Cette sécurité (authentification, chiffrement) peut 
s’avérer difficile à assurer avec des mécanismes de transport multicast. 
4.1.6 Conclusion et perspectives 
Le déploiement d’un EGP (en l’occurrence BGP4) peut s’avérer utile pour l’interconnexion du 
système satellite géostationnaire avec le reste du monde IP. Le cas où le système satellite est utilisé 
comme réseau de transit pour interconnecter nécessite le déploiement de BGP4. Nous avons alors 
étudié différentes manières de déployer BGP4 et proposé un transport multicast pour réduire le 
volume de signalisation et permettre un passage à l’échelle. A travers cette première partie, nous 
avons donc identifié les cas d’utilisation nécessitant le déploiement de BGP4 pour ensuite étudier 
comment l’intégrer efficacement aux systèmes de communication par satellite. 
Une perspective intéressante serait de fournir la fiabilité requise au niveau 2, par exemple en 
définissant une extension optionnelle de GSE et GSE-Alt. En effet, cela permettrait de ne pas 
définir au niveau transport des mécanismes de fiabilité spécifiques aux envois multicast ou unicast. 
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4.2 Commutation IP bord 
Plusieurs systèmes satellite (e.g. Amerhis [65]) ont intégré le routage IP. Dans ces systèmes, 
la(es) passerelle(s) et les terminaux satellite implantent des routeurs IP. Cette évolution représente 
une étape importante dans la généralisation de l’utilisation des systèmes de communication par 
satellite et dans leur intégration au monde IP. L’utilisation d’un OBP (On-Board Processor) de 
niveau 2 donne au satellite le rôle de commutateur de niveau 2 et permet dans beaucoup de cas 
d’éviter le double bond pour les communications entre terminaux satellite. 
Cependant, ces systèmes avec OBP de niveau 2 présentent plusieurs limitations qui pourraient 
être levées grâce à un routeur IP embarqué à bord du satellite. Longtemps utopique, l’implantation 
d’un routeur IP embarqué devient possible comme l’ont prouvé les projets Cisco CLEO [44][45] et 
IRIS [46][47][48][115] qui implantent un routeur IP respectivement sur un satellite en orbite basse 
et sur un satellite en orbite géostationnaire. L’objectif de cette partie est donc d’étudier 
l’opportunité d’embarquer un routeur IP à bord du satellite. 
Dans un premier temps, nous décrivons les limites des systèmes avec OBP de niveau 2 et les 
avantages d’un OBP de niveau 3. Puis, après avoir identifié les contraintes majeures à utiliser un 
routeur IP embarqué, nous proposons des solutions pour lever ces contraintes et permettre 
l’utilisation d’un routeur IP au centre du système satellite. 
4.2.1 Limites et avantages des OBP de niveau 2 et de niveau 3 
Les systèmes satellite intégrant le routage IP (comme le système Amerhis) sont composés d’un 
satellite avec OBP de niveau 2 (qui joue le rôle de commutateur de niveau 2) et des terminaux qui 
implantent des routeurs IP (EGP ou IGP selon les scénarios considérés). Nous donnons ici les 
limites de tels systèmes et les avantages d’un routeur IP embarqué dans différents cas d’utilisation 
des systèmes satellite. 
4.2.1.1 Déploiement du routage IP 
Le déploiement d’un protocole de routage IP (IGP ou EGP) sur les terminaux n’autorise pas un 
passage à l’échelle optimal. En effet, le nombre de connexions et le volume de signalisation induits 
par le protocole de routage déployé sont élevés. Le nombre de connexions requises pour 
l’acheminement de la signalisation de routage pour un système comprenant N terminaux satellite est 
de N(N–1)/2 ≈ N²/2. Chaque terminal est connecté à tous les autres terminaux. 
L’utilisation d’un routeur IP à bord du satellite permettrait un meilleur passage à l’échelle en 
réduisant le nombre de connexions requises pour les échanges d’informations de routage. En effet, 
chaque terminal ne serait connecté qu’au routeur implanté dans le satellite et le nombre de 
connexions requises pour un système comprenant N terminaux satellite serait de N. De plus, le 
volume de signalisation dû aux protocoles de routage pourra alors être réduit. 
4.2.1.2 Simplification des terminaux 
Nous considérons maintenant le cas où le système satellite est utilisé par un grand nombre de 
terminaux desservant des réseaux étendus (e.g. des terminaux satellite desservant un grand nombre 
de préfixes réseau, ou desservant un système autonome). Dans le cas d’un OBP de niveau 2, les 
tables de routage des routeurs implantés dans les terminaux peuvent être très volumineuses. En 
effet, les terminaux auront dans leur table les routes vers tous les préfixes desservis par tous les 
terminaux et éventuellement des préfixes hors du système satellite. Dans le cas d’un routeur IP 
embarqué, les terminaux n’auront dans leur table que les préfixes qu’ils desservent, le reste du trafic 
étant envoyé par défaut vers le satellite. De plus, l’initialisation des RCST est simplifiée car le 
satellite n’aura à leur fournir qu’une adresse IP de Passerelle (l’adresse du routeur IP embarqué).  
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4.2.1.3 Flexibilité d’adressage IP 
Dans le cas d’un OBP de niveau 2, tous les terminaux satellite d’un système doivent être sur le 
même réseau IP pour pouvoir communiquer entre eux. L’utilisation d’un routeur IP embarqué 
permet de n’avoir aucune contrainte sur l’adressage de niveau 3 des terminaux, toutes les 
configurations sont envisageables. Nous considérons deux terminaux sur des réseaux différents, 
comme illustré sur la Figure 4-16. Dans le cas d’un OBP de niveau 2, les terminaux RCST1 et 
RCST2 n’étant pas sur le même réseau, ils ne peuvent communiquer ensemble en un simple bond. 
En effet, pour atteindre le RCST2, le RCST1 est obligé de passer par la Passerelle (Figure 4-16). En 
utilisant un routeur IP embarqué (OBP de niveau 3), RCST1 et RCST2 peuvent communiquer avec 
un simple bond, comme illustré sur la Figure 4-17. Cependant, l’adressage de niveau 3 du satellite 
peut alors s’avérer complexe. 
 
Figure 4-16: Communication entre deux terminaux sur des réseaux distincts via un OBP de niveau 2 
 
Figure 4-17: Communication entre deux terminaux sur des réseaux distincts via un OBP de niveau 3 
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4.2.1.4 Ressources nécessaires à bord du satellite et débits supportés 
Un OBP de niveau 3 (routeur IP) requiert plus de ressources à bord du satellite qu’un OBP de 
niveau 2 (commutateur de niveau 2). D’importantes ressources de mémoire et de calcul sont 
nécessaires pour pouvoir embarquer un routeur IP. Voici les fonctions et données qui nécessitent 
des ressources de mémoire et de calcul pour un routeur IP embarqué : 
• le stockage et la lecture de la table ARP ou son équivalent qui permet de faire la 
correspondance entre les adresses de niveau 3 (adresses IP) et celles de niveau 2 (e.g. adresses 
MAC). Cependant, les ressources nécessaires pour l’utilisation de cette table sont moindres en 
comparaison des ressources requises pour les fonctions décrites ci-après. 
• le stockage et la lecture de la table de routage. Cette table peut atteindre des tailles 
importantes, en particulier dans le cas où le système satellite est utilisé pour interconnecter des 
systèmes autonomes. 
• le protocole de routage, qui permet de réaliser le calcul des routes, nécessite de stocker des 
informations (e.g. la topologie du réseau dans OSPF [120]), de traiter et de générer des 
messages de signalisation contenant des informations de routage. 
• la commutation de niveau IP. En effet, les paquets émis par les terminaux sont fragmentés par 
le niveau 2 pour pouvoir être transportés sur le lien montant. Le satellite doit réassembler ces 
fragments pour pouvoir lire l’en-tête IP (et notamment l’adresse IP destination). Une 
mémorisation de tous les fragments de tous les paquets en transit est donc nécessaire. Une fois 
l’en-tête des paquets IP lu, le satellite doit refragmenter ces paquets pour les émettre sur le lien 
descendant. Notons qu’il s’agit de la fragmentation et du réassemblage des paquets IP par le 
niveau 2 (comme décrit dans le chapitre 2) et non du mécanisme de fragmentation de la couche 
IP (qui est inadapté à la fragmentation nécessaire dans les systèmes satellite). 
• la quantité de ressources nécessaires à bord du satellite est une fonction croissante du débit à 
traiter. En effet, les fonctions de commutation (qui engendrent notamment la lecture de tables) 
doivent être effectuées plus rapidement. Ces fonctions sont d’autant plus nombreuses et 
complexes dans le cas d’un routeur IP embarqué (réassemblage, lecture de tables de taille 
importante, refragmentation). 
• l’augmentation du débit demande aussi d’importantes ressources de mémoire et de calcul. En 
effet, pour pouvoir écouler des débits plus importants, le satellite doit effectuer les fonctions de 
commutation, de lecture et d’écriture plus rapidement. Ces fonctions sont d’autant plus 
nombreuses et complexes dans le cas d’un OBP de niveau 3. 
De plus, un routeur IP embarqué nécessite un adressage de niveau 3 du satellite potentiellement 
complexe si le nombre de réseaux desservis est important. 
4.2.1.5 Conclusion 
Un routeur IP embarqué a de nombreux avantages. Il facilite et simplifie le déploiement d’un 
protocole de routage en réduisant le nombre de connexions requises pour le transport de la 
signalisation de routage. Il simplifie les terminaux ainsi que leur utilisation en réduisant 
considérablement la taille de la table de routage et en autorisant l’utilisation d’une route par défaut 
vers le satellite. Enfin, il n’impose rien en termes d’adressage de niveau 3 et permet à deux 
terminaux sur des réseaux distincts de communiquer en un seul bond. 
Cisco a montré qu’un routeur IP embarqué à bord d’un satellite était technologiquement 
réalisable. En effet, le système CLEO (Cisco routeur in Low Earth Orbit) [44][45] est 
l’expérimentation d’un routeur IP sur une charge utile d’un satellite défilant (fabriqué par SSTL – 
Surrey Satellite Technology Limited). Cette première étape a permis à Cisco de crédibiliser une 
solution de routage à bord, et a ouvert la voie au système IRIS (Internet Routing In Space) 
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[46][47][48][115]. Ce système, développé pour le compte du DoD (département de la défense 
américaine), permet d’interconnecter des terminaux satellite via un routeur IP Cisco à bord d’un 
satellite géostationnaire Intelsat (IS-14) fabriqué par SSTL. Bien que novatrice, cette technique est 
très coûteuse car elle demande d’importantes ressources à bord du satellite. De plus, à cause des 
ressources limitées à bord, les débits proposés par ces systèmes restent faibles (de l’ordre de 
250Mb/s [116]).  
Notre objectif est donc de réduire considérablement les ressources nécessaires à bord pour 
effectuer le routage IP. Les sections suivantes décrivent la solution que nous proposons. 
4.2.2 Architecture de routage hybride 
La commutation de niveau IP (réassemblage des paquets IP, lecture de l’en-tête IP, et 
refragmentation) ainsi que la fonction de routage (calcul de route, traitement et émission de 
signalisation) requièrent d’importantes ressources. L’objectif est de permettre une commutation de 
niveau IP à bord du satellite en réduisant les ressources nécessaires à bord. Dans le brevet que nous 
avons déposé, nous proposons de séparer les fonctions de commutation IP (plan de données) et de 
routage IP (plan de contrôle) et de les modifier. D’une part, nous proposons de réaliser la 
commutation IP bord sans réassembler les paquets IP (et donc sans les refragmenter). En effet, 
comme précisé précédemment, ce sont les fonctions de réassemblage et de refragmentation des 
paquets IP qui sont consommatrices de ressources dans la commutation IP. D’autre part, nous 
proposons d’effectuer la fonction de routage IP au sol. Du point de vue des terminaux, tout se passe 
alors comme si un routeur IP classique était à bord du satellite. Dans les faits, le routeur, que nous 
appellerons « routeur IP central » est scindé en deux entités : le satellite en charge de la 
commutation IP bord (sans réassemblage) et le routeur sol en charge de la fonction de routage IP 
(Figure 4-18). Des échanges sont donc nécessaires entre le routeur sol et le satellite. En effet, c’est 
le routeur sol qui, après avoir calculé la table de routage, enverra les informations nécessaires au 
satellite pour qu’il puisse effectuer la commutation IP (Figure 4-18). La commutation IP bord sans 
réassemblage et le déport au sol de la fonction de routage permettent de considérablement réduire 
les ressources requises à bord du satellite. De plus, une telle architecture ne nécessite pas 
d’adressage de niveau IP sur le satellite mais seulement sur le routeur sol. 
 
Figure 4-18: Architecture du routeur IP central 
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4.2.3 Plan de contrôle – Protocole de routage et annonce des routes 
Le protocole de routage est déployé sur les terminaux et le routeur sol. En revanche, le satellite 
n’implante ni protocole de routage, ni fonction de niveau 3 du type ICMP (Internet Control 
Message Protocol) [117], et ne réalise ni réassemblage ni fragmentation. Les fonctions de 
commutation IP du satellite engendrent donc un OBP de complexité équivalente à un OBP de 
niveau 2. Il est important de noter que les propositions que nous faisons, ne sont de ce fait, pas 
dépendantes du protocole de routage considéré, ce qui montre la généricité de notre architecture et 
va dans le sens de la pérennité du système. 
4.2.3.1 Annonces des routes depuis les terminaux vers le routeur central 
Les terminaux annoncent des routes vers le routeur central comme s’il s’agissait d’une seule et 
même entité. En réalité le satellite va simplement commuter les annonces de routes vers le routeur 
sol sans les interpréter. 
4.2.3.2 Calcul de la table de routage par le routeur sol et configuration du satellite 
Le routeur sol intègre alors toutes les informations de routage transmises par les terminaux. Il 
est ensuite en mesure de calculer la table de routage qui en résulte. Il configure alors le satellite 
pour qu’il puisse effectuer la commutation IP. Cette configuration consiste simplement en l’envoi 
par le routeur sol d’informations de commutation de niveau IP au satellite, c'est-à-dire les 
informations contenues dans la table de routage calculée par le routeur sol. Pour le transfert de ces 
informations sensibles, il est nécessaire d’utiliser un protocole fournissant de la fiabilité (détection 
de perte, retransmission). Pour des raisons évidentes de sécurité, il est préférable que ces échanges 
soient chiffrés et authentifiés (pour ne pas trop remonter dans les couches, un chiffrement et une 
authentification de niveau 2 sont préférables). On peut par exemple, définir des extensions du 
niveau 2 pour réaliser ces fonctions. 
4.2.3.3 Annonces des routes depuis le routeur central vers les terminaux 
Le routeur sol envoie ensuite des informations de routage aux terminaux, qui reçoivent ces 
informations comme si elles provenaient d’un routeur IP embarqué sur le satellite. Les terminaux 
satellite mettent alors à jour leur table de routage en fonction des informations qui leur parviennent 
sur l’interface air. Remarquons que cette étape est optionnelle. En effet, l’utilisation d’un routeur IP 
central permet de définir une route par défaut pour les terminaux satellite vers le routeur central. 
L’annonce des routes depuis le routeur central vers les terminaux peut alors être évitée et la taille 
des tables de routage des terminaux est nettement réduite. 
4.2.4 Plan de données – Commutation IP bord sans réassemblage des paquets IP 
4.2.4.1 Principe de la méthode 
Pour pouvoir réaliser cette commutation IP sans réassemblage des paquets IP, il faut que 
l’adresse IP destination (ou au moins une référence à celle-ci) soit présente dans chaque fragment. 
Dans le but de ne pas avoir une taille d’en-tête trop importante au niveau 2, on choisira d’utiliser un 
label de petite taille (e.g. 2 octets) dans chaque fragment pour faire référence à l’adresse IP 
destination, nous le nommerons « label de commutation IP ». En effet, il faudrait 4 octets 
supplémentaires dans le cas IPv4 et 16 octets supplémentaires dans le cas IPv6 pour chaque 
fragment pour mettre explicitement l’adresse IP destination. Le satellite pourra alors faire 
l’association entre ce label et l’adresse IP destination. Le paragraphe suivant détaille l’envoi d’un 
paquet depuis un terminal satellite à destination d’un autre terminal via le satellite. 
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4.2.4.2 Exemple 
Prenons l’exemple d’un paquet IP émis depuis un terminal (terminal source) vers un autre 
terminal (terminal destination) via le satellite. Ce paquet est fragmenté par le niveau 2. On distingue 
classiquement le premier fragment, les fragments intermédiaires et le dernier fragment. Le label de 
commutation IP est placé dans tous les fragments (Figure 4-19). Ce label a la même valeur pour 
tous les fragments de ce paquet. Autrement dit, on met une information de niveau 3 (une référence à 
l’adresse IP destination) dans l’en-tête de niveau 2 (en-tête du fragment). 
 
Figure 4-19: Insertion du label de commutation IP lors de la fragmentation 
 
Envoi du premier fragment :  
Le premier fragment qui contient le label de commutation IP ainsi que l’en-tête du paquet IP (et 
éventuellement une partie des données) est envoyé par le terminal source vers le satellite. Au 
passage de ce fragment, le satellite enregistre l’association entre le label de commutation et 
l’adresse IP destination. Il commute ensuite le fragment vers le terminal destination via les 
informations qui lui ont été fournies par le routeur sol. Remarquons que la taille minimale du 
premier fragment sera donnée par la taille de l’en-tête de niveau 2 en plus de la taille de l’en-tête de 
niveau IP et de la taille du label. 
Envoi des fragments intermédiaires :  
Les fragments intermédiaires sont ensuite envoyés. Au passage des fragments intermédiaires, le 
satellite lit le label de commutation IP et peut donc en déduire l’adresse IP destination (qui n’est pas 
explicitement présente) pour pouvoir commuter correctement ces fragments. 
Envoi du dernier fragment : 
Enfin, au passage du dernier fragment, le satellite commute le fragment et efface l’association 
entre label et adresse IP destination qu’il avait enregistrée. 
Du point de vue des terminaux, tout s’est passé comme si un routeur IP embarqué avait 
réassemblé le paquet IP puis routé celui-ci en fonction de l’adresse IP destination. 
4.2.5 Mise en œuvre dans un système du type DVB-S2/DVB-RCS2 
Dans cette section nous donnons les détails de la mise en œuvre dans un contexte DVB-
S2/DVB-RCS2. Nous illustrerons nos propositions en considérant le déploiement de BGP4 pour 
une interconnexion de systèmes autonomes via un système de communication par satellite. 
4.2.5.1 Gestion du label de commutation IP 
Pour pouvoir effectuer la commutation IP sans réassembler les paquets, un label de 
commutation faisant référence à l’adresse IP destination doit être placé dans chaque fragment du 
paquet. Pour éviter un mécanisme de synchronisation entre les terminaux, le label est une variable 
locale à chaque terminal. Par conséquent, pour pouvoir déduire l’adresse IP destination d’un 
fragment, le satellite devra lire le label et l’adresse source de niveau 2. 
Nous envisageons alors plusieurs façons de transporter ce label. Une première solution consiste 
à placer le label à la place de l’adresse destination de niveau 2. En effet, les fragments émis par les 
terminaux satellite sont nécessairement à destination du satellite et l’adresse de niveau 2 n’est pas 
indispensable. Il est aussi possible de définir une extension d’en-tête des protocoles de niveau 2 
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(GSE pour le lien aller et GSE-Alt pour le lien retour) pour le transport de ce label. Enfin, il est 
possible d’utiliser la couche MPLS [118]. L’en-tête MPLS prévoit 20 bits pour le label, ce qui est 
amplement suffisant pour placer le label de commutation IP. L’avantage de l’utilisation d’une 
extension d’en-tête du protocole de niveau 2 est de permettre d’avoir un label plus court. 
L’avantage d’utiliser MPLS est qu’il permet de facilement mettre en oeuvre des mécanismes de 
QoS ou d’ingénierie de trafic, en revanche, il induit un overhead plus important avec des champs 
d’en-tête potentiellement inutilisés (e.g. le champ TTL – Time To Live et le champ ECN – Explicit 
Congestion Notification). 
4.2.5.2 Tables du routeur sol 
Le routeur sol n’est pas directement impliqué dans les mécanismes permettant de réaliser la 
commutation IP bord sans réassemblage. Cependant, c’est lui qui configure le satellite qui est en 
charge de la commutation IP. Nous donnons ici les informations relatives au routage IP et à la 
commutation IP qui sont stockées dans le routeur sol sous forme de tables. Le routeur sol aura en 
mémoire les 2 tables suivantes : 
• La table ARP – Address Resolution Protocol. Cette table permet de faire les 
correspondances entre les adresses de niveau 2 et celles de niveau 3. Plusieurs solutions existent 
pour réaliser la résolution d’adresse et déterminer l’adresse de niveau 2 correspondante [43][119]. 
Nous ne proposons pas de nouveau mécanisme ici et supposons que cette fonction est correctement 
remplie. 
• La table de routage. Cette table est remplie par le protocole de routage utilisé sur le segment 
satellite. Chaque entrée de la table contient 4 informations : l’adresse IP destination (qui est une 
adresse de machine ou une adresse de réseau), un masque s’il s’agit d’une adresse de réseau, la 
Passerelle (i.e. l’adresse IP du prochain routeur à joindre pour atteindre la destination) et le port de 
sortie (qui sera dans notre contexte un numéro de spot). 
4.2.5.3 Tables du satellite 
Le satellite aura en mémoire les 2 tables suivantes : 
• Une table que nous nommerons table de routage (Tableau 4-2) du satellite mais qui sera en 
fait une fusion des tables de routage et ARP du routeur sol. Pour effectuer la commutation IP, le 
satellite n’aura pas besoin de toutes les informations comprises dans la table de routage stockée 
dans le routeur sol. La table de routage du satellite contiendra l’adresse IP destination (et le masque 
s’il s’agit d’une adresse réseau), le numéro du spot de sortie associé et l’adresse de niveau 2 du 
prochain noeud (mais pas son adresse IP qui n’est en fait utile que pour la redirection dans la table 
ARP). Cette table est remplie en fonction des informations envoyées par le routeur sol. 
Adresse IP 
destination 
Masque réseau Spot de sortie Adresse de niveau 2 
du prochain noeud 
180.14.10.2 255.255.255.255 1 02:A3:BE:12:6B:D3 
168.25.86.0 255.255.255.0 1 02:A3:BE:12:6B:D3 
180.14.10.3 255.255.255.255 2 04:BC:CB:B2:95:28 
142.12.25.0 255.255.255.0 2 04:BC:CB:B2:95:28 
180.14.10.4 255.255.255.255 2 07:1C:7B:BC:A5:B8 
134.57.68.0 255.255.255.0 2 07:1C:7B:BC:A5:B8 
… … … … 
Tableau 4-2 : Table de routage du satellite 
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• Une table que nous nommerons table de commutation IP (Tableau 4-3). Cette table 
contiendra les 4 informations suivantes. Une adresse source de niveau 2 ainsi que le label de 
commutation IP, ce couple d’informations constitue la clé d’entrée de la table. Les données 
obtenues seront le couple d’informations : adresse destination de niveau 2 et port de sortie (c’est-à-
dire le numéro de spot de sortie). 
 
Adresse source de 
niveau 2 
Label de 
commutation IP 
Adresse de niveau 2 
du prochain noeud 
Spot de sortie 
04:BC:CB:B2:95:28 1 02:A3:BE:12:6B:D3 1 
04:BC:CB:B2:95:28 2 07:1C:7B:BC:A5:B8 2 
02:A3:BE:12:6B:D3 1 04:BC:CB:B2:95:28 2 
… … … … 
Tableau 4-3 : Table de commutation IP du satellite 
Lorsqu’un satellite devra commuter un fragment (PDU de niveau 2), il lira l’adresse source de 
niveau 2 du fragment ainsi que le label puis consultera sa table de commutation IP pour pouvoir 
commuter le paquet IP sur le bon spot et avec la bonne adresse destination de niveau 2. 
Notons que ces tables sont présentées de cette façon pour en faciliter la compréhension. Il est 
cependant possible d’optimiser l’implantation de ces tables pour réduire l’espace mémoire 
nécessaire en évitant les redondances d’informations (adresses destination de niveau 2, numéro de 
spot de sortie). 
4.2.5.4 Architecture protocolaire 
Les terminaux et le satellite sont impliqués dans le plan de données mais pas le routeur sol. En 
effet, les données ne passent pas par ce dernier. Les piles protocolaires du lien montant et du lien 
descendant du plan de données sont données sur la Figure 4-20. 
 
Figure 4-20: Architecture protocolaire du plan de données 
Pour le plan de contrôle, nous considérons ici uniquement la signalisation de routage. Pour 
celle-ci, interviennent les terminaux (RCSTs) et le routeur sol qui émettent et reçoivent des 
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informations de routage. Le satellite est indirectement impliqué en tant qu’élément de niveau 2 
reliant les terminaux au routeur sol. Il n’émet ni ne gère aucune information de routage. Les piles 
protocolaires pour la signalisation provenant des terminaux à destination du routeur sol et celles du 
routeur sol à destination des terminaux sont données sur la Figure 4-21. 
 
Figure 4-21: Architecture protocolaire du plan de contrôle 
Le plan de gestion se résume aux échanges entre le routeur sol et le satellite nécessaires pour 
configurer la commutation IP du satellite.  
4.2.5.5 Application au déploiement de BGP4 pour l’interconnexion de systèmes autonomes 
Nous illustrons le gain de l’architecture proposée en termes de déploiement d’un protocole de 
routage dans le cas où le système satellite est utilisé pour interconnecter des systèmes autonomes 
via le protocole BGP4. Pour un système avec N terminaux, le nombre de connexions TCP est donc 
réduit à N (une connexion par terminal avec le satellite) au lieu de N(N–1)/2 (N–1 connexions par 
terminal). Chaque terminal aura dans sa table de routage les préfixes des réseaux qu’il dessert et une 
route par défaut vers le satellite pour tous les autres préfixes. Le Tableau 4-4 donne l’application 
numérique pour l’envoi par un terminal d’un message UPDATE contenant une route IPv4 (33 
octets) et le débit nécessaire pour l’envoi d’un message KEEPALIVE (19 octets) toutes les 
secondes dans le cas où NST = 100 et NSPOT = 10 avec un OBP de niveau 2 et avec notre architecture 
(avec et sans route par défaut vers le routeur central). 
Les résultats obtenus montrent que notre architecture de commutation IP bord réduit le volume 
de signalisation engendré par le protocole de routage. Nous remarquons que l’association de 
LRMTP pour le transport de BGP4 et de la commutation IP bord obtient de très bonnes 
performances.  
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  BGP4/TCP BGP4/LRMTP 
Volume de signalisation 
pour l’envoi d’un message 
UPDATE (en kilo octets) 
OBP niveau 2 14,6ko 0,5ko 
Commutation IP bord 
(sans route par défaut) 
14,6ko 0,6ko 
Commutation IP bord 
(avec route par défaut) 
0,15ko 0,09ko 
Débit requis sur le lien 
montant pour l’envoi d’un 
message KEEPALIVE 
toutes les secondes (en 
kilo octets par seconde) 
OBP niveau 2 584ko/s 3ko/s 
Commutation IP bord 11,8ko/s 3ko/s 
Débit requis sur le lien 
descendant pour l’envoi 
d’un message 
KEEPALIVE toutes les 
secondes (en kilo octets 
par seconde) 
OBP niveau 2 584ko/s 30ko/s 
Commutation IP bord 11,8ko/s 3,3ko/s 
Tableau 4-4: Comparaison de l'overhead engendré pour un déploiement de BGP4 
4.3 Conclusion et perspectives sur le routage IP dans les systèmes de 
communication par satellite 
Dans ce chapitre, nous avons étudié l’intégration du routage IP dans les systèmes de 
communication par satellite. Nous avons dans un premier temps déterminé les scénarios nécessitant 
le déploiement d’un EGP. Nous avons ensuite proposé différentes manières de déployer le protocole 
BGP4. Dans une seconde partie, nous avons étudié l’opportunité d’utiliser un routeur IP embarqué 
sur le satellite dans les cas où les systèmes actuels se limitent à des OBP de niveau 2. Devant les 
avantages certains d’un routeur IP embarqué (passage à l’échelle, nombre de connexions pour la 
signalisation de routage, volume de signalisation, réduction à un seul bond pour les communications 
entre deux terminaux sur des réseaux distincts), nous avons breveté une architecture réalisant la 
commutation IP à bord du satellite ne nécessitant ni le réassemblage des paquet IP, ni l’implantation 
d’un protocole de routage à bord, ni un adressage de niveau IP du satellite. Cette architecture limite 
donc la complexité du satellite et les ressources requises à bord. Générique et indépendante du 
protocole de routage IGP ou EGP, cette architecture a été appliquée à un système DVB-S2/DVB-
RCS2 puis nous avons illustré une partie de ses avantages avec le déploiement d’un protocole de 
routage IP en prenant l’exemple de BGP4. 
Le déploiement du routage IP dans les systèmes satellite est une étape importante dans 
l’intégration et l’interconnexion des systèmes de communication par satellite au monde IP. Il serait 
intéressant d’implanter les contributions de ce chapitre dans un émulateur ou dans un système réel, 
notamment pour tester et comparer le déploiement des différents protocoles de routage dans un tel 
système. 
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Conclusion et perspectives 
Les télécommunications par satellite ont longtemps évolué de manière isolée. Un besoin de 
convergence est apparu, c’est-à-dire, d’une part le besoin d’une architecture commune pour tous les 
services fournis par le satellite, et d’autre part le besoin d’une architecture compatible avec le reste 
du monde des télécommunications. Cette architecture de convergence doit permettre une intégration 
aisée de n’importe quel service. Dans le contexte actuel, il était alors nécessaire d’inclure la couche 
IP dans cette architecture pour pouvoir intégrer les systèmes de communication par satellite au 
monde Internet. Cette convergence vers un système « tout IP » s’inscrit dans une disparition 
progressive du mode circuit dans le monde satellite au profit du mode paquet. 
La généricité et l’évolutivité de l’architecture proposée sont assurées par la couche IP. En effet, 
de part sa simplicité et ses faibles hypothèses sur les couches supérieures, le niveau IP autorise un 
déploiement aisé de nouveaux services et une évolution facile des services existants. Un transport 
efficace d’IP sur les systèmes satellite est alors assuré par la couche d’encapsulation GSE sur la 
voie aller. GSE n’ayant pas d’équivalent sur la voie retour, il était alors nécessaire de définir un 
nouveau protocole d’encapsulation. Pour une pérennité et une généricité accrues, ce protocole doit 
être indépendant de tout système et ne pas faire d’hypothèses sur les couches supérieures. Forts 
d’une proposition de standard, qui fournit notamment un mécanisme optimisé de fragmentation, au 
sein du groupe de travail du DVB-RCS, nous avons alors largement contribué à la normalisation de 
l’encapsulation de la seconde génération de voie retour des systèmes de communication par 
satellite, le DVB-RCS2.  
Par ailleurs, pour améliorer et simplifier les mécanismes de qualité de service, il était 
indispensable d’en proposer une intégration efficace. Fonction essentielle de la QoS, le contrôle de 
congestion peut suivre une approche réactive ou proactive. Nous avons alors comparé ces deux 
approches et conclu que l’approche proactive était la plus adaptée au contexte satellite 
principalement car elle est moins sensible au délai de propagation important dans les systèmes 
satellite. Nous avons ensuite amélioré la cohérence entre les gestions de la qualité de service de 
niveau accès et de niveau IP pour permettre une intégration efficace de la QoS dans les systèmes 
satellite. Nous avons alors proposé des algorithmes de gestion des ressources, indépendants de tout 
modèle de trafic, mais prenant en compte les informations disponibles dans les contrats de trafic. 
Cette intégration cohérente de la QoS de niveau 3 autorise une simplification du niveau 2 et une 
réduction des délais d’attente au niveau 3. Outre l’amélioration de la QoS, c’est surtout la garantie 
de pouvoir déployer simplement des mécanismes homogènes et cohérents avec ceux du monde 
terrestre.  
Le système satellite devenant un système IP à part entière, l’intégration du routage IP devient 
une nécessité. Nous avons étudié les besoins en termes de routage externe pour permettre 
l’intégration et l’interconnexion du système satellite avec le monde Internet. Nous avons alors 
défini et breveté une architecture hybride (satellite et sol) de routeur IP au centre du système 
satellite. Elle réalise, à bord du satellite, la commutation IP des paquets sans les réassembler et sans 
implanter de protocole de routage à bord du satellite. La charge utile du satellite n’est alors pas plus 
complexe qu’un OBP de niveau 2 qui n’autorise qu’une commutation de niveau 2 sans lien avec IP. 
Cette architecture facilite et optimise notamment le déploiement des protocoles de routage (EGP et 
IGP) au sein des systèmes satellite. Fort de cette architecture, le satellite devient un nœud IP 
capable de commuter des paquets IP selon des stratégies éventuellement complexes et dynamiques. 
Au travers de cette thèse, nous avons donc défini une architecture de convergence et montré 
comment il était possible de faire converger, vers un système tout IP, les systèmes de 
communication par satellite. Cette convergence permet une intégration efficace et transparente du 
monde satellite au reste du monde des télécommunications dans un objectif d’interopérabilité. Les 
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systèmes de communication par satellite deviennent alors des systèmes IP à part entière et 
l’intégration de tous les services existants et futurs est facilitée. Il s’agit d’un pas important vers une 
utilisation non dédiée des systèmes satellite. De plus, cette thèse s’inscrit dans une volonté générale 
de fédérer l’hétérogénéité des infrastructures afin de bénéficier des mêmes services 
indépendamment de la technologie d’accès.  
Dans ce travail, nous nous sommes focalisés sur les enjeux techniques mais nous n’avons pas 
négligé les enjeux économiques et stratégiques. En effet, l’amélioration de la généricité et de 
l’évolutivité des systèmes satellite est un vecteur de pérennité et de croissance pour les 
télécommunications par satellite. Les solutions, protocoles et mécanismes proposés permettent, 
d’une part d’améliorer et de faciliter le déploiement des services rendus, et d’autre part de simplifier 
les équipements (les terminaux satellite, le satellite, la Passerelle). Dans ce contexte, de nouvelles 
opportunités s’ouvrent alors aux fournisseurs de services et le maintien du satellite sur un marché de 
plus en plus compétitif reste possible. Comme il semble utopique de vouloir concurrencer les autres 
systèmes de communication qui proposent des offres à très bas prix, les systèmes de communication 
par satellite doivent être complémentaires. Au cours des différents chapitres de cette thèse, nous 
avons montré comment les réseaux satellite peuvent s’intégrer et compléter les infrastructures du 
monde terrestre (réseau d’accès à Internet, système de communications maillées, réseau de secours, 
partage de charge et désengorgement des infrastructures terrestres, déploiement de réseaux IP sur 
des zones sinistrées, interconnexion de systèmes autonomes). 
Suite à cette convergence au niveau 3 et à la flexibilité accrue des systèmes satellite qui en 
découle, plusieurs perspectives sont envisageables : de nouveaux services et applications peuvent 
être intégrés, le déploiement de protocoles novateurs pour l’Internet du futur est envisageable, 
l’intégration et l’interconnexion du monde satellite aux nouvelles architectures deviennent possibles 
(e.g. les architecture NGN – Next Generation Networks). Remarquons de plus que les réalisations 
de cette thèse sont assez génériques et évolutives pour être élargies sans difficulté à IPv6. 
Par ailleurs, il serait intéressant d’étudier les besoins en termes de mobilité. Pour cela, 
l’intégration dans le monde satellite des protocoles définis par l’IETF peut s’avérer utile. 
L’intégration des protocoles de niveau réseau ne demanderait alors que peu d’efforts dans des 
systèmes de type « tout IP » comme nous les avons décrits dans cette thèse. Il faudrait cependant 
mener des réflexions sur l’emplacement des différents nœuds pour optimiser le délai subit par les 
messages de signalisation. Nous pouvons citer la solution bien connue Mobile IP ou encore les 
travaux réalisés par les groupes HIPRG (IRTF) [126] et HIP (IETF) [127]. En effet, le protocole 
HIP (Host Identity Protocol) [128][129] permet notamment une gestion efficace du nomadisme 
[130], de la mobilité de niveau IP [131][132] et intègre nativement des mécanismes de sécurité de 
bout en bout (authentification, cryptage, intégrité). 
Une perspective à plus long terme est l’étude de l’intégration des systèmes satellite dans une 
architecture du type NGN (Next Generation Network). Il n’existe pas encore de définition unique du 
terme architecture NGN même si l’ITU-T en propose une [134]. Les objectifs principaux de cette 
architecture sont une convergence vers le mode paquet (IP) du cœur de réseau et l’intégration de 
toutes les technologies d’accès (en particulier les réseaux d’accès sans fil). Pour cela, cette 
architecture sépare les fonctions de transport des services et définit des interfaces standardisées 
entre ces deux strates (transport et service). La référence [134] définit aussi des interfaces entre 
cette architecture et différents types de réseaux. Dans un premier temps il serait nécessaire 
d’interfacer les réseaux d’accès par satellite avec les architectures NGN. Dans un second temps, il 
serait envisageable d’étudier de manière plus générale s’il est possible de respecter une telle 
architecture dans les systèmes de communication par satellite. 
Enfin, d’un point de vue purement économique et commercial, il serait intéressant d’intégrer les 
offres de services par satellite aux abonnements multi-technologies qui commencent à apparaître 
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(notamment avec les FAI virtuels qui fournissent via un même abonnement le « triple play » et la 
téléphonie mobile).  
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