Abstract. For a big class of commutative rings R every continuous R-automorphism of R[[X 1 , . . . , X n ]] with the identity linear part is in the commutator subgroup of Aut(R[[X 1 , . . . , X n ]]). The proof is constructive and it yields explicit bound for the number of involved commutators. A K 0 -analog of this result is also included.
Statement of the main result
Throughout the paper R is a commutative ring and n is a natural number. Let X = (X 1 , . . . , X n ) and denote by GA 2 ) = GL n (R) is split by the natural embedding GL n (R) → GA c n (R) whose image consists of the linear transformations of the X i . Let GI c n (R) and GE c n (R) denote respectively the preimages of the trivial and elementary subgroups: {1} ⊂ E n (R) ⊂ GL n (R).
For a natural number k and a group Γ we let [Γ, Γ] (k) denote the subset
where [x, y] = xyx −1 y −1 . Let p be a prime number ≥ 5. The main result of the paper is (n(n+3)) .
Remark 1.2. (i) Stable version of Theorem 1.1(a) is announced in [G] . The mentioned class of rings includes Q-algebras and rings containing a field of positive transcendence degree over its prime subfield. (ii) The standard 'stabilization' embeddings GE c n (R) ⊂ GE c n+1 (R) and GA c n (R) ⊂ GA c n+1 (R) yield stable limit groups GE c (R) and GA c (R). If R satisfies one of the conditions in Theorem 1.1 then it is easily shown that GE c (R) = [GA c (R), GA c (R)] is a perfect group. The relationship between the homology groups H i (E(R), Z) and H i (GE c (R), Z) for i ≥ 2 is related to what we call infinitesimal non-linear K-theory, not discussed in this paper.
(iii) In the non-complete setting the analogue of Theorem 1.1 is much harder. For partial results see [BC, BW, C1, C2, CW] .
Convention: R
n is thought of as the module of n-columns, U(R) refers to the group of units of R, for a univariate power series f (X) ∈ R[[X]] its m-th coefficient is denoted by f (X) m .
Composite automorphisms
Here we prove Theorem 1.1(a).
While there is no obvious compact multivariate analog of (1) there is some sort of control on composite automorphisms which will play crucial rôle in the sequel.
For a natural number m let S m denote the number ordered partitions of m with nonnegative entries. Arbitrary continuous R-endomorphism α of R[[X]] can be represented as
where α(X) m is an n × S m matrix over R and
refers to the vector of monomials of total degree d whose components are ordered, say, lexicographically with respect to X 1 > · · · > X n .
Next we introduce the pairings Clearly, when l = m = 1 the ⋆ operation becomes the usual matrix product of n × n matrices.
For natural numbers r and m and a system of automorphisms δ 1 , . . . , δ r ∈ GA c n (R) the components of the matrix (δ 1 · · · δ k )(X) m are polynomial functions of the components of the matrices δ 1 (X) s , . . . , δ k (X) s , s = 1, 2, . . ., the latter components being treated as variables in the next lemma.
(a) The components of the matrices (βγα)(X) k and (γβ)(X) k do not depend on the components of the matrices
Proof is straightforward. Below for an element α ∈ GI c n (R) we will consider the equation α = [γ −1 , β −1 ] to be solved for β, γ ∈ GA c n (R). This is equivalent to the infinite system of equations
Proof of Theorem 1.1(a). Let b, c ∈ R be elements such that (b m −1)R+(c m −1)R = R for all natural numbers m. For arbitrary element α ∈ GI c n (R) we want to solve the infinite system (E m ), m ∈ N.
Let β(X) 1 = b · Id n and γ(X) 1 = c · Id n . It follows from Lemma 2.1(a) that whatever matrices β(X) m and γ(X) m , m ≥ 2 we take (of size n × S m ) the equality (E 1 ) is satisfied. More generally, the same proposition implies that for arbitrary natural number m ≥ 2 the validity of (E k ), k < m only depends on the matrices β(X) k and γ(X) k , k < m. Now Lemma 2.1(b) implies that for every natural number m ≥ 2 the equation (E m ) rewrites as
where M m is an n × S m matrix which only depends on the entries of the matrices α(X) k , β(X) k , γ(X) k , k < m. It is, therefore, possible to find successively matrices β(X) m and γ(X) m with the desired properties once the following is shown -for arbitrary natural number m and arbitrary n × S m matrix A there are two matrices B and C of the same size such that
In view of the conditions α(
Finally, the existence of the desired matrices B and C follows from the condition (b
The proof of Theorem 1.1(a) also implies the following useful fact.
Corollary 2.2. Let m be a natural number. If there exist elements
b, c ∈ U(R) such that (b k − 1)R + (c k − 1)R = R for all k = 1, . . . , m − 1 then for arbitrary element α ∈ GI c n (R) there exist elements β, γ ∈ GA c n (R) such that α(X) k = [β, γ](X) k for k = 1, . . . , m.
characteristic ≥ 5: the univariate case
In this section we prove Theorem 1.1(b). The notation (E m ) has the same meaning as in Section 2, only considered in the univariate case.
Let F be a field contained in R, char
Using (1) in Section 2 one easily sees a 2 = 2(b 2 − c 2 ) and a 3 = 4(b 2 − c 2 )
2 . In particular, if b 2 = 1, c 2 = 0 then a 2 = 2 and a 3 = 4. 
Proof. Using (1) and the conditions on m one easily checks that the system (E m , E m+1 ) is independent of b m+1 and c m+1 (although the values of the (m + 1)-coefficients do depend on b m+1 and c m+1 ). Moreover, this system rewrites as the following system of linear equations for c m and b m :
where X and Y are elements of R only depending (polynomially) on b k , c k , k < m. See Remark 3.3 below. Now the determinant of (A) is 2(m − 2)(c 2 − b 2 ) ∈ U(R) and, therefore, the system is (uniquely) solvable for b m and c m . 
Proof. We start with general elements b 2 , c 2 , b 3 , c 3 ∈ F. By multiple applications of (1) Since the matrix of (B) is defined over F it is enough to show that its rank equals 2. By multiplying the first row of the mentioned matrix by a 2 and then subtracting the result from the second row the condition on the rank becomes (m−3)a 2 (b 2 −c 2 ) −4b 2 c 2 + (m−4)(b 3 + c 3 ) = 0. For our specific choice of b 2 , c 2 , b 3 , c 3 this is equivalent to m = 3 mod (p), which is the case as m = 2 mod (p). 
Proof of Theorem 1.1(b).
Let α ∈ GI c 1 (R) be an arbitrary automorphism and ϕ ∈ GA c 1 (R) be the automorphism ϕ(X) = X + 2X 2 + 4X 3 . Since char F ≥ 5 the field F contains an element of order ≥ 4. Then by Corollary 2.2 (and Lemma (2.1)) there exist elements β 0 , γ 0 ∈ GA c 1 (R) such that αϕ
We are done because by Lemmas 3.1 and 3.2 any automorphism ψ ∈ GI c 1 (R) such that ψ(X) 2 = 2 and ψ(X) 3 = 4 belongs to the commutator subgroup [GA
(1) .
characteristic ≥ 5: the multivariate case
In this section we assume n ≥ 2. For a power series g ∈ (X 1 , . . . ,
will be called elementary.
Proof. It is enough to observe that ε
. In fact, we have βε
Proof.
Step 1. First consider the case when f ∈ (X 2 , . . . ,
. In this situation we have αβγ = γβ where the elements β, γ ∈ GA c n (R) are defined by
Step 2. Now assume f = ξX 2 for some ξ ∈ R. Then α 2 γ = γα where the automorphism γ ∈ GA c n (R) is given by
.
where Proof of Theorem 1.1(c, d) . Consider an automorphism
We have the equality α = α 1 α 2 · · · α n for the recursively defined elements α i GA c n (R):
1 (X n + h n ) for i = n. It only remains to notice that each of these automorphisms is (up to enumeration of variables) of the type considered in Lemma 4.3.
Retracts of power series rings
Alg c (R) is the category of augmented R-algebras, complete in the additive topology of the augmentation ideal. Mod(R) is the category of R-modules and P(R) is the full subcategory of finitely generated projective modules. For A ∈ Alg c (R) let I(A) = Ker(A → R). The coproduct of two algebras in Alg c (R) is given by the additive completion of the tensor product:
. We have the functors:
] is an algebra A ∈ Alg c (R) for which there are morphisms
] is of typeŜ(P ) for some P ∈ P(R).
Remark 5.2. Stable version of this result is announced in [G] . In the special case when projective R-modules are free this is proved in [P] in the general context of projective algebras over nilpotent algebraic theories. The general case can also be deduced from [P] . Alternatively, one could invoke Kustin's local-global patching [K] . Here we include Theorem 5.1 -a K 0 -variant of Theorem 1.1, and give its pure commutative algebra proof for the sake of completeness.
] be an R-subalgebra for which there exists an R-algebra
is a homogeneous polynomial of degree k. Let M(π) denote the n × n-matrix whose ith column is (a i1 , . . . , a in ) ⊺ where f
The submodule of R n generated by the columns of M(π) is naturally identified with the module P = ı(A). The latter is a projective R-module: we have the split epimorphism ı(π) : R n → P . Put Q = Ker (ı(π)) and fix an epimorphism ρ : R n → Q split by the embedding Q ⊂ R n . Then we have the following split R-algebra epimorphism 
i + g
i + · · · , i = 1, . . . , n, κ(Y j ) = h 
i , g
i , . . . , g (k) i ∈ R[X], i = 1, . . . , n.
Therefore, (2) follows once it is shown that (3) implies h (k+1) j ∈ R[X], j = 1, . . . , n.
Assume to the contrary that h (k+1) j involves one of the variables Y 1 , . . . , Y n for some index j. But then, in view of (3) and (4), the first appearance of the Y -variables in κ 2 (Y j ) can only be in a homogeneous summand of degree higher than k + 1, contradicting the condition κ 2 = κ.
