Abstract: In this paper, we study deterministic limits of Markov processes having discontinuous drifts. While most results assume that the limiting dynamics is continuous, we show that these conditions are not necessary to prove convergence to a deterministic system. More precisely, we show that under mild assumptions, the stochastic system is a stochastic approximation algorithm with constant step size that converges to a differential inclusion. This differential inclusion is obtained by convexifying the rescaled drift of the Markov chain.
Introduction
The use of ordinary differential equations has proved useful for performance evaluation of computing systems and communication networks. Here are a few striking examples: Fluid limits have been used to prove stability of a large class of queuing systems [12, 11] ; The performance of the wifi protocol 802.11b has been analyzed using a mean field approximation in [6, 7] and distributed algorithms such as work stealing [27, 18] have also been studied using the famed population dynamics approach introduced by Kurtz [23] .
In this paper, we show that both scalings (fluid limit and mean field) can be studied within a common framework, by seeing a Markovian stochastic system as a stochastic approximation of a deterministic differential system driven by the rescaled drift of the initial system. Under classical smoothness assumptions on the drift, there exist general results that show that the limiting system (when the scaling parameter goes to infinity) can be described by a system of deterministic ordinary differential equationsẏ (t) = f (y(t)).
See [23, 4] and the references therein for examples of such convergence results. In most cases, the limiting drift function f in (1) is assumed to have a Lipschitz property. This strong condition restricts the applicability of these results in many practical cases, in particular, for systems exhibiting threshold dynamics or with boundary conditions. The purpose of this paper is to study the limiting behavior of such a system when the drift f is not continuous. Let us consider a simple queuing system with one buffer and N processors that can serve two packets each, per unit of time, on average. If packets arrive at rate N , and if y denotes the number of packets in the queue, then the average decrease of y is one packet per unit of time under a proper rescaling of time) if the queue is non-empty (i.e. y > 0) and the average increase is one if the queue is empty. This leads to a deterministic limit behavior: y(t) = −1 if y(t) > 0 andẏ(t) = 1 if y(t) = 0.
This dynamics is not continuous and therefore not Lipschitz which makes the classical approach inapplicable in this case.
In the case of a non-continuous right-hand side, the differential equation (2) is not well-defined since there exists no function y that is differentiable and that satisfies (2) . The proper way to define solutions of (2) is to use differential inclusions (DI) instead. Equation (1) is replaced by the following equationẏ (t) ∈ F (y(t)),
where F is a set-valued mapping, defined as the convex hull of the accumulation points of the drift. In the above example, if y = 0 then F (y) = {−1} and F (0) = [−1, 1]. Of course a differential inclusion problem may (or may not) have multiple solutions. The main result of the paper is that over any finite time interval, the trajectory of the initial system converges to one element in the set of the solutions of the differential inclusion, when the scaling parameter N goes to infinity, (Theorem 1). This result is rather general and does not require any Lipschitz property on the function F . In particular, it shows that when (3) has a unique solution, the behavior of the system converges to it. Moreover, we also show that when F satisfies a one-sided Lipschitz condition (7), we can bound the difference with the limiting dynamics with explicit bounds (Theorem 4). This generic result is put to practice in several applications. First (in Section 3), we show how it can be used to compute the fluid limit of a system and to provide sufficient conditions for the stability of the system. Several well-known papers have established that the stability of the fluid limit implies the stability of the initial stochastic system, and this result has been used extensively to prove stability of many stochastic systems where the main difficulty has often been to characterize the fluid limit. Our approach has two advantages: It provides a generic way of constructing the limit even with non-continuous drifts, and this construction is explicit enough so that it can be used to give stability conditions in closed form. We illustrate this by establishing the stability condition of opportunistic scheduling policies whose original proofs are rather involved.
The second application concerns mean field limits (in Section 4). We show that a stochastic system composed of N indistinguishable objects with a non-continuous drift can be seen as a stochastic approximation of a differential inclusion. This result is used to compute the mean field approximation of several systems that could not be studied this way before. We illustrate this by two examples where discontinuities arise naturally: a parallel server system in which a centralized controller tries to improve load balancing and a volunteer computing system with boundary constraints.
Stochastic Approximations and differential inclusions
This section presents a generic result that will be used as the methodological basis for the rest of the paper. We first show that a family of Markov chains with a vanishing drift can be seen as a stochastic approximation with a constant step size of a differential inclusion and we state the main convergence result ( §2.1). A more precise convergence result is established when the limit differential inclusion has the one-sided Lipschitz property ( §2.2). The result is also extended to the important case of continuous time Markov chains ( §2.3).
Construction of the stochastic approximation algorithm and main result
Let us consider a discrete time Markov chain Y N (k) with values in R d . The index N is used to denote some scaling parameter of the chain and will have a clear meaning in applications (for example N could be the number of objects forming the system). The expected difference between Y N (k + 1) and Y N (k) is called the drift of the chain and is denoted g N :
The main feature of the chains studied here, concerns their scaling with N . This translates as one essential assumption on the drift: we assume that the drift vanishes at speed γ N as N goes to infinity. More precisely, this means that we assume that there exists a sequence γ N , called the intensity of the chain, such that lim N →∞ γ N = 0 and such that for all y: g N (y) ≤ c(1 + y ) · γ N , for some constant c. We also denote by f N (y) the drift rescaled by γ N :
Using these definitions, one can write the evolution of the Markov chain Y N (k) as a stochastic approximation algorithm with constant step size γ N :
where
is a zero mean process that captures the random innovation of the chain between steps k and k+1. U N is a martingale difference sequence with respect to the filtration F k associated with the process Y N (k). In particular, it has zero mean conditionally to Y N (k): by the Markov property, E(U
Under mild conditions on U N , when f N converges uniformly to a Lipschitz continuous function f , the behavior of Y N (t/γ N ) is known to converge to the solution of an ODE dy/dt = f (y) as N goes to infinity. However, when f is not continuous, this result does not hold and this differential system cannot be defined properly. To deal with the general case, we introduce a set-valued function F to replace f and the ODE is replaced by the differential inclusion dy/dt ∈ F (y) (see A for a brief introduction on differential inclusions). The set-valued function F associated with the rescaled drift f N , at point y, is defined as the convex closure of the set of the accumulation points of f N (y N ) as N goes to infinity, for all sequences y N converging to y:
where acc N →∞ x N denotes the set of accumulation points of the sequence x N as N goes to infinity and conv(A) is the convex hull of set A. The construction of F from f N is illustrated in Figure N . This example is taken from the fluid limit of two queues with priority, developed in Section 3.2 with parameters λ 1 = λ 2 = 0.1 and
is independent of N and is discontinuous in
is the convex closure of (−0.2, +0.1) and (+0.1, −0.2).
We are now ready to state the main theorem of this section. Let us define the continuous functionȲ N (t) as the piecewise-linear interpolation of {Y N (k)} k∈N whose time has been accelerated by 1 
Let us denote by S T (y 0 ) the set of the solutions of the differential inclusion (DI)
where a solution of the DI (6) is an absolutely continuous function y such thatẏ(t) ∈ F (y(t)) almost everywhere. Starting from y 0 , we can show thatȲ N (.) converges (in probability) to S T (y 0 ). More precisely, the following theorem holds.
The drift g N vanishes with speed γ N : there exists a sequence γ N and a constant c such that
U N is a martingale difference sequence which is uniformly integrable 1 :
If Y N (0) P − → y 0 (convergence in probability), then for all T > 0:
where S T (y 0 ) is the set of solutions of the DI (6) and F is defined by (5).
1 The uniform integrability can be obtained by assuming that the second moment is bounded: if there exists b
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Proof. The proof is given in B.1.
This theorem shows that if N is large enough, the trajectory of the stochastic systemȲ N on T /γ N steps is close to a solution of the differential inclusion (6) over [0, T ]. This theorem does not assume any regularity condition on the drift function f N and only requires that the drift vanishes as N grows. In particular, it does not assume that f N converges uniformly to a function f . It also provides a constructive definition of the set-valued drift F .
The price to be paid for this generality is that a differential inclusion may have multiple solutions. In that case,Ȳ N may converge to any solution of the DI, depending on its random innovations, making this result rather inefficient for performance evaluation. This result is of greater interest if the DI starting from y 0 has a unique solution: S T (y 0 ) = {y}. In that case, as a direct corollary of the preceding result,Ȳ N converges in probability to y.
Corollary 2.
Under the conditions of Theorem 1 and if the DI (6) has a unique solution y on
In many cases, the limiting differential inclusion clearly has a unique solution which makes the preceding corollary directly applicable. In particular, this is the case for all the examples presented in this paper except for the example §3.4.
Speed of convergence under OSL condition
The main drawback of the previous theorem is that it does not give any insight in the speed of convergence of the stochastic system toward its limit. In fact, without further conditions, the convergence may be arbitrarily slow. This limitation can be overcome when the function F satisfies the one-sided Lipschitz (OSL) condition.
The one-sided Lipschitz (OSL) condition
A set-valued function F is said to be OSL if there exists a constant L such that for all points y, y ∈ R d and z ∈ F (y), z ∈ F (y ):
where x, y denotes the classical inner product on R d . OSL conditions are commonly assumed in the non-smooth system literature [10, 24] , mainly because it ensures the uniqueness of the solution of a DIẏ(t) ∈ F (y(t)), y(0) = y 0 .
It should be clear that if F is a single-valued Lipschitz function of constant L, F is also OSL with constant L. The term one-sided Lipschitz comes from the fact that a Lipschitz function F would satisfy
is a single-valued function and F be the convex set-valued function associated with f , defined by F (y) = conv(acc z→y f (z)), then F is OSL with constant L iff f is OSL with constant L. Finally, the sum of two OSL functions with constant L 1 and L 2 , is OSL with constant L 1 + L 2 , where
Although OSL can be seen as a natural condition that extends Lipschitz continuity to set-valued dynamics, several examples presented in this paper will not satisfy the OSL conditions, while others will. In the fluid case, the DI derived in the examples of Sections 3.2 and 3.3 do not satisfy the OSL condition but can be transformed into DI with the OSL property by using a change of variables. However, in Section 3.4, the DI cannot be made OSL because it has several solutions.
As for the mean field examples, the DI of Section 4.3 is not OSL but has a unique solution. For a range of parameter, we were able to find a change of variable that makes the dynamics OSL but not in the general case. Similarly, the example in §4.4 is not OSL and we could not find any transformation into an OSL DI even though it has a unique solution.
Explicit bound on the stochastic approximation
The set-valued function F , defined by (5) represents a limit of the functions f N as N goes to infinity. To be able to bound the quality of the approximation of the DIẏ ∈ F (y), we need a bound on the speed of convergence of f N to F . For that purpose, we define the distance d(f, F ) between a function f N and a set-valued function F by:
The next lemma shows that, by construction of F , d(f N , F ) converges to 0.
Lemma 3. Let F be defined by Equation (5). Then, there exists a sequence δ N such that
Proof. This result is a direct consequence of Lemma 15, given in B.1. Although δ N is not explicit in the lemma, it can be computed very easily in many cases. In particular, if f N converges uniformly to a function f at speed δ N , the same sequence 
then the DI (6) has a unique solution y and there exist constants A T , B T , C T depending only on T, L and c such that for all ε:
Proof. The proof is given in B.2.
The constants A T , B T , C T and the sequence δ N are given in B.2. These constants are of a similar order as bounds that can be obtained in the case where f is Lipschitz (see [19] ). However, the convergence speed with respect to N is O( γ N ) (compared with O(γ N ) in the Lipschitz case).
Density Dependent Population Processes
In this section, we show that our results can be adapted to the case of continuous time Markov chains and in particular to the well-known model of density dependent population processes of Kurtz [23] . interval dt is f (y)dt where f (y) is the drift of the system, defined by f (y) = ∈L β (y) . If f is Lipschitz, it is well-known that D N (.) goes to the solution of the ODEẏ = f (y) as N grows [23] . Under these assumptions, the continuous time Markov chain D N (t) can be seen as a composition of a Poisson counting process Λ N (t) whose rate is N τ with a discrete time Markov chain Y N :
. This is called the uniformization of the Markov chain. Using Theorems 1 and 4, we show that this convergence still holds for general drifts, replacing f by its set-valued counterpart F , defined in (5).
where S T (y 0 ) is the set of solutions of the DI (6) starting in y 0 . Moreover, if F is OSL of constant L and sup y ∈L 2 sup y β (y) ≤ b then the differential inclusion (6) has a unique solution d and there exist constants A T , B T , C T depending only on T, L and c such that for all ε:
Proof. The proof is based on uniformization of the Markov chain D (a sampling technique for continuous-time Markov processes with bounded jump rates): We construct a discrete time Markov chain Y N that satisfies the assumptions of Theorem 1. A detailed proof is given in B.3.
The constant A T is the same as in Theorem 4. The constant C T is given in B.3.
Application 1: Fluid limits and Stability Issues
Fluid limits have become an important tool for studying stochastic stability of queuing networks. For a large class of queuing networks, when the initial state of the system is rescaled by a factor N → ∞ and the time is accelerated by the same factor N , the system is shown to satisfy a system of deterministic equations, called the fluid limit model. The link between stability of fluid limit and stochastic stability has a long history of research. The results obtained can be mainly categorized in two types. On the one hand, many people have studied specific queuing models with general arrival process and service rate and constructed explicitly the fluid model equations corresponding to these systems, see [12, 11] and the references therein. More recently, structural properties have been studied but only for continuous drifts [17] . Theorem 7 makes the link between the two approaches by showing that generic results can be obtained even for non-continuous dynamics. In §3.1, we define the fluid limit model of a system and show that the fluid limit model satisfies a differential inclusion. We further show that stability of this differential inclusion implies stability of the stochastic system. These results are illustrated in §3.2 and §3.3 to study the stability of opportunistic scheduling policies. We conclude by some limitations of the approach in §3.4.
Definition of fluid limits and stability
Let X(.) be a discrete time 2 Markov chain in R d . For any y 0 ∈ R d and N > 0, we consider the rescaled processȲ N for which the state has been scaled by a factor 1/N and the time accelerated by N :Ȳ
The next result shows that fluid limits are solutions of a differential inclusion that can be constructed directly from the drift. We say that a set E of functions from R + to R d contains the fluid limits of Y N if for all T > 0:
Such a set E is a superset of the limiting behaviors of X N /N when the initial condition and the time are rescaled by a factor N . This definition is in accordance with classical definitions of fluid limits in the literature. For example in [17] , a fluid limit is defined as a weak limit of the process Y N . The support of such a measure contains the fluid limits according to our definition.
The following theorem shows that the differential inclusion corresponding to (10) describes a superset of the limiting behavior ofȲ N .
Then, the set of solutions S T (y 0 ) of the differential inclusionẏ ∈ F (y) starting in x contains the fluid limits of Y N (in the sense of (9)).
Proof. This result is a direct consequence of Theorem 1. To fit into the framework of The-
The function F defined by Equation (10) is the same as in Equation (5). As f is bounded, f N is bounded. Moreover, the assumption implies that X(t + 1) − X(t) is uniformly integrable. This shows that Y N satisfies assumptions of Theorem 1.
This theorem does not require any continuity assumption on f and provides a characterization of the fluid limit in term of differential inclusions. This theorem can be viewed as a generalization of Proposition 1.5 of [17] that assumes that f N goes to some continuous function f . If the differential inclusion has a unique solution y on [0; T ], then y is called the fluid limit of Y N and Proposition 6 implies thatȲ N converges to y:
In turn, this result can be viewed as a generalization of Theorem 1.6 of [17] . There are several ways to define the stability of the fluid limit model. We follow the definition of [30, 17] and say that the differential inclusionẏ ∈ F (y) is stable if there exists T > 0 and ρ < 1 such that:
For any y solution ofẏ ∈ F (y) with y(0) = 1 : inf
As expressed by the next proposition, stability of the fluid limit in the sense of (11) implies the stability of the stochastic model. Before stating the main theorem, we recall the definitions of ϕ-irreducibility and petite set that are useful to show stability of a Markovian process on a non-countable set. We refer to [26] for a more detailed presentation of these notions.
A discrete time Markov chain X on R d is said to be ϕ-irreducible if there exists a σ-finite measure ϕ such that for any set
Moreover, a set A ⊂ R d is said to be petite if for some fixed probability measure a on Z + and some non-trivial measure ν on
Finally, X is said to be positive Harris recurrent if X has a unique stationary probability distribution π and P k (x, .) converges to π. In particular, if the state space of X is included in Z d and if X is irreducible and aperiodic, then X is ϕ-irreducible and all compact sets are petite.
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Theorem 7. Assume that X is an aperiodic, ϕ-irreducible Markov chain such that all compact sets are petite. Assume that the drift f (x) = E (X(t + 1) − X(t) | X(t) = x) is bounded and that lim R→∞ E( X(t + 1) − X(t) 1 X(t+1)−X(t)≥R | X(t) = x) = 0 and let F be defined as in Equation (10):
If the differential inclusionẏ ∈ F (y) is stable in the sense of Equation (11), then X is positive Harris recurrent.
Proof. Theorem 1.4 of [17] shows that if all functions y of a set containing the fluid limits ofȲ N are stable in the sense inf 0≤t≤T y(t) ≤ ρ, then the process X is Harris recurrent. Proposition 6 shows that the solutions of the differential inclusionẏ ∈ F (y) contains the fluid limits. Therefore, the stability of the DI given by Equation (11) implies the Harris recurrence of X.
This theorem shows that the constructive definition of F allows one to obtain sufficient conditions for stability. In the following, we illustrate this result with some examples. When the DI has a unique solution, the stability conditions obtained by Theorem 7 are generally also necessary. However, when the DI has multiple solutions, the DI may describe a superset of the fluid limits and stability conditions obtained may be too strong, as in the example of §3.4.
Fluid limit of a system of parallel queues with static priority.
We consider a time-slotted model of a queuing system composed of one server serving multiple classes of users. There are K classes of customers. At time step t, A k (t) customers of class k
be the number of customers of class k in the system at time t. For k < k , customers of class k have preemptive priority over customers of class k . When the system serves a customer of class k, it leaves the system in the same time slot with probability µ k . This means that if there are one or more customers of class 1 present in the system, a customer of class 1 leaves the system with probability µ 1 and no other customer departs in the same time slot. When there are no customer of class 1 . . . k − 1 and one or more customers of class k, a customer of class k departs with probability µ k . This model with two classes of customers is depicted in Figure 2 (a) where each queue corresponds to a class of customers. The drift of the system is easy to compute:
For example, when λ 1 = λ 2 = 0.1 and
This drift is depicted in Figure 2 (b). As shown on Figure 2 (b), the drift is constant for all x 1 > 0 but is discontinuous for x 1 = 0. Because of this discontinuity, there is no function x differentiable almost everywhere such thatẋ(t) = f (x): the axis x 1 = 0 both attracts the trajectories from x 1 > 0 and repulses the trajectories starting from x 1 = 0. It should be clear that the model satisfies all the assumptions of Proposition 6. Let us compute the set-valued function F corresponding to the drift f defined as in Equation (10) . For all k,
. When x 1 > 0, all points x in a small neighborhood of x are such that x 1 > 0. Thus, f is locally constant and F (x) is single-valued: F (x) = {u 1 }. Because of the discontinuity at x 1 = 0, when x 2 > 0, in a neighborhood of (0, x 2 , x 3 . . . ), there are points x with x 1 > 0 and points x with x 1 = 0 (and x 2 > 0). Thus, F (0, x 2 , x 3 . . . ) is the convex hull of the vectors {u 1 , u 2 }. In the two class case, this convex hull corresponds to the dashed line of Figure 3(a) . Thus, the drift has the expression:
Let us assume that k λ k /µ k < 1 and let us show that the differential inclusion associated with F has a unique solution when starting from x = (x 1 . . . x K ). The function F is not OSL. To show that, let x = (ε/µ 1 , 3ε/µ 2 , 0 . . . 0) and x = (0, /µ 2 , 0 . . . , 0), then:
which implies that g is an OSL function. Thus, its associated set-valued function G is OSL. Therefore, the differential inclusionẏ ∈ G(y) has a unique solution, given by:ẏ
Since the change of variable from x to y is a bijection, the differential inclusion x ∈ F (x) also has a unique solution. Equation (14), along with the condition k λ k /µ k < 1 shows that there exists a sequence 0
If the condition k λ k /µ k < 1 were not verified, then let k be the minimal k such that i≤k λ i /µ i > 1. In that case, the fluid limit would diverge to an infinite number of customers of type k . . . K while the number of customers of type 1 . . . k − 1 would remain zero for the fluid limit. This trajectory is depicted in Figure 3(b) . Moreover, the solution of the differential inclusion goes to 0 in finite time and this system satisfies the assumptions of Theorem 7. This shows that the system is stable. Although this result can be shown directly, our framework provides an easy way to construct the fluid limit and prove the convergence of the original process.
Stability of opportunistic scheduling policies in wireless networks
In this section, we show how Proposition 6 and Theorem 7 can be used to characterize the stability of opportunistic scheduling policies in a wireless setting with flow-level dynamics. The stability of such policies has been first studied in [2, 34] . Because of the discontinuity of the dynamics, generic approaches such as the ones introduced in [17] fail and ad-hoc methods have been developed. Our framework shows that a systematic generic approach can also be used in that case to compute easily the limiting dynamics and show stability.
We consider the model studied in [2] . Transmissions occur in a time-slotted channel. There are K classes of users. At time slot t, A k (t) new users of type k arrive in the system. The A k (t) are
The condition of the channel is varying over time and at time slot t, a user of type k has condition i ∈ {1 . . . I k } with probability q k,i = 0. The channel condition of a user is independent of other users and of the channel history. At each time slot, a server observes the channel condition of all users and chooses to serve one user. If this user is of type k and has a channel condition i, this user leaves the system with probability µ k,i . Without loss of generality, we may assume µ k,1 > µ k,2 . . . The quantity µ k,i represents the rate at which at user k with condition i is served. At best, a user of type k is served at rate µ
The design of an efficient policy for scheduling the users has received a considerable attention in the past (see [2, 34] and the reference therein). When building efficient policies for such system, a first requirement is that this policy stabilizes the system, i.e. such that the number of users in each class is a positive recurrent Markov chain. We next show how our framework can be used to prove the following results (originally proved in [2] by ad-hoc arguments).
Proposition 8 (Theorem 5.2 of [2]
). There exists a scheduling policy that stabilizes the system if and only if
Proof. It should be clear that (15) is a necessary condition for stability. Therefore, we only show that (15) is a sufficient condition and we assume that (15) holds. Let us consider the following policy (called "Best Rate" policy in [2] ):
if there are n users u 1 . . . u n of class k 1 ≤ · · · ≤ k n that are in their best channel condition, serve the user with the smallest class (i.e. user u 1 ).
if there are no users in their best channel condition, serve a user at random.
For all k, let X k (t) be the number of users in class k at time t when applying this policy. Since the channel conditions are independent, the process X(.) is a Markov chain.
Let us compute the set-value function F at point y = (0, . . . 0, y , . . . y K ), with y > 0. For that, we must study the limit of the sequence f
is the drift of the system. Let
be the probability that there are no user of class i in its best state when the number of users in each class is N y N . Notice that if y i > 0, this quantity goes to 0 as N goes to infinity.
If the server is serving a user of type i which is in its best state, the drift of the system is u i = (λ 1 , . . . , λ i−1 , λ i − µ max i , λ i+1 , . . . , λ K ). This occurs if there is a user of class i in its best state but no user of class 1 . . . i − 1 in its best state, which occurs with probability p
Therefore, the value of the drift at N y N is equal to
This shows that lim
is the distance defined by Eq. (8) and F is the following set-valued function:
However, notice that when y N i goes to zero as N goes to infinity, the sequence p N i does not necessarily converge as N goes to infinity. This implies that the rescaled drift f N does not converge to any single-valued function (continuous or not) in that case.
Equation (16) is the same as (13) . Therefore, up to a change of variable, F is OSL and the differential inclusion has a unique solution that goes to 0 in finite time under condition (15) . This shows that (15) implies the stability of the stochastic system.
Limitations of the differential inclusion approach
In many cases, the differential inclusion approach allows one to characterize exactly what will be the fluid limits of a stochastic system. In particular, this is the case when the differential inclusion has a unique solution. However, in other cases, the construction of the set-valued function F by convexification leads to a super-set of the fluid limits, so that the stability conditions provided by this approach are only sufficient but not necessary.
Let us consider the example of three weakly coupled queues, presented in §5.1 of [9] . The system is composed of 3 queues. Customers arrive at queue i with rate λ i . If x i , x j , x k are the numbers of customers present in queues i = j = k ∈ {1, 2, 3}, a customer of queue i is served with rate ψ i (x):
). Let us compute the solutions of the corresponding differential inclusion starting from a point (x 1 , x 2 , x 3 ) with x 1 , x 2 , x 3 > 0. Let x(.) be a solution of the differential inclusion. For t small enough, the derivative of x isẋ(t) = (λ 1 − 1, λ 2 − 1, λ 3 − 1). Let us assume (w.l.o.g.) that
and that x 1 (t) reaches 0 before x 2 (t) and x 3 (t). Let T 1 be the time when x 1 (t) reaches 0. For t > T 1 and as long as x 2 (t) > 0 and x 3 (t) > 0, using the convex closure of the drift of the system implies that there exists 0 ≤ θ ≤ 1 such thaṫ
One of the two components of this drift has to be negative for the system to be stable. Thus, we may assume w.l.o.g. that
and that x 2 (t) reaches 0 before x 3 (t).
When x 2 (t) reaches 0, F is the convex closure of 4 vectors u 0 , u 1 , u 2 , u 12 corresponding respectively to the drift when (
In general, there are multiple triplets (θ 0 , θ 1 , θ 2 ) such that (19) (20) (19) (20) , (21) is positive, then the fluid limit is unstable. However, in general, one cannot compute the stability condition of the fluid system only using Equations (19-20-21) since the sign of (21) may depend on (θ 0 , θ 1 , θ 2 ).
In [9] , the exact stability conditions are given. Equations (17) (18) are similar while the conditions on θ (19) (20) are expressed as a function of the stationary distribution of X 1 , X 2 conditioned by the fact that X 3 > 0. However, the proof of this result is much more involved and these equations cannot be solved in closed form whereas the present approach gives upper bounds in closed form. In [21] , a simpler approximation method is also applied to the same problem. However, this leads to looser bounds than ours.
Application 2: Mean Field Limits
In this section, we show how our framework allows one to extend the expressive power of mean field models to study models with discontinuous dynamics. Although there is no commonly admitted definition of what is exactly a mean field model, they all share the same principle. The main idea is to study the behavior of a system composed by a large number N of objects evolving in a common environment. When N is finite, the behavior of each object depends on its interactions with others. However, as N goes to infinity, one can show that in many cases, objects become independent and interact only through aggregate quantities.
Convergence results for mean field models have received considerable attention in the past. Many results concern the convergence of the occupancy measure (see Eq. (22) for a more formal definition). This is often done by showing that it asymptotically satisfies a deterministic differential equation as N goes to infinity [23, 13, 4] . This can be used to obtain both transient and steady-state dynamics of the proportion of objects in a given state [4] or to prove propagation of chaos [31] : under some conditions, the steady-state distribution of objects has asymptotically a product form (e.g. Corollary 2 of [4] ).
A powerful extension of these results is to study asymptotic properties of the trajectories of the objects. It many cases, it can be shown that objects become asymptotically independent as N grows and that their behavior only depends on the occupancy measure [20, 7] . This allows one to get an efficient simulation of the behavior of an object. These results are stronger that convergence of the occupancy measure and they imply the later. However, proving the convergence is usually quite challenging and although there exists generic convergence results, the assumptions are not easy to verify [8] . In the rest of this section, we will only focus on the convergence of the occupancy measure since it suffices for our results. An extension of our results to study the individual behavior of objects would be useful but is left for future work.
The stochastic approximation framework is a powerful tool to show these types of convergence results. However, except in particular cases where ad-hoc proofs are presented, convergence results for mean field models in the literature [23, 4, 13] always assume the Lipschitz continuity of the drift. Our framework shows that these models can be extended to characterize the limiting behavior of systems with discontinuous dynamics and therefore simplify their study. This section is organized as follows. We first present a generic mean field model and show how our framework can be adapted in §4.1. Then, we show how our result can be used to characterize the steady state distribution in §4.2. Then, we focus on two examples. In the first, we compare the gain obtained by taking centralized decisions in parallel servers. This example shows how to handle discontinuities that arise because of centralized actions. The second one shows a more realistic example that illustrates discontinuities that arise because of buffers.
Mean field model and its convergence
We consider of system composed of N objects evolving in a finite state space S = {1 . . . d}. Time is discrete and the state of object n at time step k is denoted by X 
The system (Y N (k)) k is assumed to be a Markov chain. In particular, this is true if the objects all have a Markovian dynamics and if the law of the whole system is invariant by any permutation of the N objects. The state space of this Markov chain is included in R d . To match the notation introduced in Section 2, we denote by f N the rescaled drift of Y N and by F the convex hull of its accumulation points.
There are multiple situations in which assumptions of Theorem 1 are satisfied, for example, if the number of objects that perform a transition at each time slot is bounded by a deterministic constant c, the intensity is This model can be modified to study continuous time dynamics, following §2.3. It can also be easily extended if objects evolve in a common environment, called the context C(t) ∈ R d . An example will be provided in §4.4 where the context represents a shared buffer in which packets are stored. In that case, the quantity of interest is (Y N (t), C(t)) ∈ R d+d . If the number of objects that perform a transition during one time slot is bounded and if the evolution of the context is deterministic and there exists a constant k 1 such that for all y, c, f N (y, c) ≤ k 1 , then the assumptions of Theorem 1 still hold.
Stationary regime and steady state distribution
Mean field limits also provide a way to compute an approximation of the stationary distribution. When the drift f is continuous, it can be shown that if all trajectories of the differential equatioṅ y = f (y) converges to a point y * , then the stationary distribution of the system of size N concentrates on y * as N grows. In this section, we show the analog of this results for discontinuous dynamics, under the condition that the differential inclusion has a unique solution.
Let us assume that for any starting point y(0), the differential inclusion y ∈ F (y) has a unique solution on [0; ∞). We denote this solution t → φ t (y). We define the Birkhoff center of φ by: Computing the set R is often a hard problem, even for a differential equation. R contains all fixed points {y : 0 ∈ F (y)} but may also contains limit cycles or chaotic behavior. This result is of particular interest when the DI has a unique point to which all trajectories converge: Corollary 10. If moreover Π N is tight and there is a unique point y * to which all trajectory converge, then R = {y * } and Π N converges weakly to the Dirac measure in y * : lim N →∞ Π N = δ y * .
Proof. Let us assume that from any starting point y ∈ R d , the differential inclusionẏ ∈ F (y) has a unique solution on [0; ∞), denoted by t → φ t (y). φ is clearly a semi-flow. Moreover, because of the first assumption of Theorem 1, F (y(t)) is bounded for t ∈ [0; T ], hence, φ t is continuous in t. Moreover, let y n be a sequence that converges to some y ∈ R d and z(t) be a limit point of φ t (y n ) for t ∈ [0 : T ]. Then, similarly to the end of the proof of Theorem 1, it can be shown that z is the solution of a differential inclusion which shows that lim n→∞ φ t (y n ) = φ t (y). This shows that the deterministic process φ is a semi-flow continuous in t and y. Theorem 1 of [5] shows that any limit point of Π N is an invariant probability for φ. Since φ is a continuous semi-flow, the Poincaré's recurrence theorem [25] shows that the invariant probabilities of φ have support in R.
This result is the exact analog of Theorem 3 in [4] for continuous dynamics. It is similar to the decreasing step size case (when the step size γ N depends on t instead of N ), although in the latter, the stochastic system converges with probability one to R [16, 3] .
In the next section, we show how this result can be applied to compare the steady-state performance of two load balancing strategies in server farms.
Comparison of push and pull strategies in server farms
The goal of our first example is to show how our framework can help the study of discontinuities due to centralized decisions. We consider a model of a server farm depicted on Figure 4 . The system is composed of N identical servers. Jobs arrive in a system according to a Poisson process of rate N λ ∈ [0; 1) and have a size exponentially distributed of mean 1. Each server can buffer up to B jobs 4 . If all processors process jobs at rate 1 and jobs are routed uniformly at random, the average waiting time would be 1/(1 − λ), independently of N . To reduce the waiting time, we consider two strategies that improve load balancing:
(a) pull strategy -we add a centralized server that serves jobs at rate N p. It chooses to serve jobs from the longest queue first (LQF). To provide a fair comparison, we consider that the total computing capacity remains N , i.e. the new speed of the N servers is set to 1 − p. This model is depicted on Figure 4 (a). It is similar to the model studied in [32] .
(b) push strategy -with probability q, a job is pushed to the server with the shortest queue (JSQ). With probability 1 − q, it is routed to a server at random (uniformly). This model is depicted on Figure 4 (b).
Since these two strategies require costly synchronizations, our goal is to compare them when p and q are small. We will consider three cases: case (a) with p = 5%, q = 0% case (b) with p = 0%, q = 5% and a mix of both strategies with p = q = 2%. The system is composed of N objects. Each object is a queue and can have a state in {0 . . . B}. We denote by Y In both cases, the load of the system is λ. We compare a system with an additional fast centralized server that serves jobs from the longest queue (Figure 4(a) ) and a system where a small fraction of jobs is routed to the server with the shortest queue ( Figure 4(b) ). To simplify the notation, let s i be the proportion of servers having i jobs or more. By definition, we have s 0 = 1, s i is decreasing and s B+1 = 0. Let s be a state and i ∈ {1 . . . B − 1}. The drift of the system of size N can be computed directly using Table 1 . It is independent of N and its projection on the ith coordinate is:
where g pull and g push are defined by:
The drift when i = B is similar except that the term λs i should be removed. The drift for i = 0 is zero. The first two terms of Eq. (23) are due to randomly routed arrivals and non-centralized departures of jobs. The two terms g push and g pull are due to the centralized actions. The first two terms are continuous in s while the last two are discontinuous. Because of the discontinuity of g, the differential equationṡ = f (s) has no solutions in general.
The only discontinuities of f comes from the functions g pull and g push . Let us compute G pull be the set-valued function corresponding to g pull , defined by Eq. (5). Let s be a state of the system and i ∈ {1 . . . B − 1}. We distinguish two cases. If s i+1 > 0, then the function g pull i is locally continuous in s and is equal to 0 and we have G pull i (s) = {0}. If s i+1 = 0, then for all neighborhoods of s, there are both points s such that s i+1 > 0 and other points such that s i+1 = 0 and s i > 0. In that case the drift g pull i can be either 0 or p. This shows that the set-valued G pull is the convex hull of the vectors {pe i | i s.t. s i+1 > 0}. The computation of the set-valued function G push corresponding to g push is similar. Combined with Eq. (23), this shows that the set-valued drift F is defined by:
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Again, the term for i = B is not written but is similar except that the term λs i should be removed and the term for i = 0 is zero.
The function F is not OSL. If p = 0, a change of variable w i = j≤i s j makes the dynamics OSL. If q = 0, the change of variable v i = j≤i s j makes the dynamics OSL. If both p and q are positive, then none of these changes of variable makes the dynamics OSL. Nevertheless, one can show that the DI has a unique solution. Let i < B is such that s i−1 > 0 and s i = 0. Combining Eq. (23) and Eq. (24), we get:
In particular, this shows that pu i = p(1 − u i−1 ) = min(p, λ(1 − q)s i−1 ). Similarly, if j > 0 is such that s j = 1 and s j+1 < 1, then pu j = p(1 − u j+1 ) = min(λq, (1 − p)(s i − 1)). Therefore, the differential inclusionṡ ∈ F (s) has a unique solution. Moreover, a direct computation shows that if λ > p, the Eq. (24) has a unique fixed point s, given by, for i ∈ {1, . . . , B}:
where α and β are constants that can be computed using that λ(1 − s B ) = s 1 (1 − p) + p and
If λ ≤ p, the fixed point is s i = 0 for i ≥ 1. Moreover, this point is a global attractor of all trajectories. This fact is technical and can be shown by a careful examination of the differential inclusion corresponding to Eq. (24), using similar techniques as in Section 7.3 of [33] . Therefore, Theorem 9 shows that the stationary measure of the system concentrates on the fixed point given by Equation (25) .
These results allow us to easily compare the gain obtained by using a centralized pulling system versus a centralized pushing system. A numerical evaluation of the fixed point is reported on Figure 5 on which we compare four situations: a scenario with no centralization at all, the scenario with a centralized server at speed pN = .05N , a scenario in which q = 5% of the jobs are routed to the shortest queue and a scenario with p = q = 2%. To avoid the dependence in B, the computation are done with B = 10 5 which is equivalent to B = ∞ in practice. Figure 5(a) shows the average number of jobs per server as a function of the load λ. As pointed out in [32] , when q = 0, the average number of jobs goes from λ/(1 − λ) to O(log(1/(1 − λ)) which provides a large gain in term of waiting time, even for p = 5%. When p = 0 and B = ∞, Equation (25) shows that for i ≥ 1, s i = (λ (1 − q) ) i−1 . Thus, the average number of jobs is λ/ (1 − λ(1 − q) ) which is bounded by 1/q regardless of the load. This shows that when the load is high, a judicious routing of the packets decreases the average response time more efficiently than adding a centralized server.
On Figure 5 (b) is reported the distribution s i as a function of i for a highly loaded system λ = .99. When p > 0 and B = ∞, the constant β of Eq. (25) (−β/α) such that the probability for a server to have more than i * jobs goes to zero as N goes to infinity. For example, Figure 5 (b) shows that when λ = .99 and (p, q) = (.05, 0) (or p = q = 2%), then i * = 40 (or i * = 41): there are almost no queues with more than i * jobs. However, when p = 0, β ≥ 0 and s i > 0 for all i. This shows that to avoid big queues, adding a centralized server helps more. Both figures show that adding both a centralized server and a judicious routing, even for the very small values p = q = 2% allows one to get the better of the two worlds: a low response time and a tail distribution equal to zero.
Volunteer Computing and boundary constraints
Here, we consider a model of a volunteer computing system, such as BOINC http://boinc. berkeley.edu/. This model is less schematic than the previous one and show how our framework can be used to accelerate the numerical simulation of such system: at the limit, we only have to integrate numerically a differential inclusion, which can be done very efficiently [1] .
The system is composed of a single buffer and N desktop machines, offered by their owners (volunteers), that serve the packets of this buffer. However, as soon as the owner of a processor wants to use it, she preempts it and the processor becomes unavailable for the computing system. As for the incoming packets, they are assumed to arrive in the buffer according to a Poisson process at rate λ. These kinds of systems are often called push/pull models: The distributed applications push jobs to a central server that stores them in a buffer and whenever a processor becomes available, it pulls a job from the buffer and executes it.
Such systems fit into our density dependent population process framework. The context C(t) represents the size of the buffer while the N objects represent both the applications sending jobs and the hosts executing them. The state of a host is its availability and its idleness (whether it is executing a job or not). The non-smooth part of the dynamics comes from the buffer size. When C(t) > 0, if a host asks for a job, it gets it with probability one while when C(t) = 0, a host asking for a job will get nothing. In that case, one can show that this dynamics satisfies the conditions of Theorem 5 that can be used to study the limiting behavior of the system when the number of hosts and applications grows.
In the simplest case, the intensity of the system is γ N = 1/N and an application sends a job to the system at rate λ while jobs are completed at rate µ by each server. To represent the communication delays, every host gets jobs at rate γ. It becomes unavailable with rate p u , and available with rate p a if C(t) > 0 and 0 otherwise. If b, a, u denote respectively the proportion of busy, available and unavailable hosts, the limiting system is described by a DI:
The formal DI is obtained by replacing a(t)1 C(t)>0 by the singleton {γa(t)} if C(t) > 0 and the interval [0; γa(t)] when C(t) = 0.
The behavior of the system is represented in Figure 6 (a). At time t = 0, we consider that the size of the buffer is C(0) = .2 and that all processors are available and are serving a job. One can see that there is a point of non-differentiability in the behavior of the system when the size of the buffer reaches 0. For this example, we used a forward Euler discretization of the differential inclusion for numerical integration , which is very simple but also very accurate in this case. In more complex examples, other solutions exist to improve the accuracy of numercial integration of differential inclusions [1] . One of the main limitation of our method is that it cannot be applied to study the behavior of one resource. For example, the proportion of time when a server is busy can be easily derived from b(t) but our analysis does not allow us to compute the length of a busy period. This limitation could be overcome by studying limiting properties of the individual behavior of objects, (e.g. following Sec 4.4 of [13] ). Figure 6 (b) depicts a simulation of a model with two identical time-homogeneous volunteer systems. Each time a packet arrives, it is routed to the system with the smallest number of packets. Here, the scheduling of packets introduces a new cause of non-smoothness: there is a threshold in the dynamics of the system when both backlogs are equal. Figure 6 (b) shows the behavior of the limit differential inclusion. Once again, the limit behavior is unique once the initial condition is given. As expected, new non-differential points appear when both buffers are equal.
Remark on the OSL condition
f were OSL, this would be less than L y −ȳ 2 . However, when b −b is small enough and positive, this expression is of order γa(b −b) which is greater than L y −ȳ 2 = L(|b −b| 2 + C 2 ). In fact, there are two types of non-smoothness in these equations. The first one is that the dynamics of C depends on C in a discontinuous manner but in a OSL way. The second type of discontinuity is that the dynamics of b depends on C in a discontinuous manner. This latter discontinuity leads to a term of order (b −b) which is greater than L b −b 2 whenever b −b is small enough.
Conclusion and future work
In this paper, we studied the asymptotic properties of a family of Markov processes Y N evolving on subset of R d . We showed that if their drift f N vanishes as N goes to infinity, then the behavior of Y N converges to the set of solutions of a deterministic differential inclusionẏ ∈ F (y). In particular, this result holds even if f N does not converge to a single-valued function f as N grows. Using this result, we developed two applications. We first show how to prove stability results using a fluid approximation described by a differential inclusion. Then, we show how to handle discontinuities that arise in mean field models due to centralized actions or boundary conditions. The examples provided illustrate that one can easily retrieve results from the literature ( §3.3 or §3.4), but also extend existing models ( §4.3) or develop new examples ( §4.4).
Several perspectives remain open. First, a natural extension of the mean field model would be to obtain properties on the individual behavior of objects. We believe similar results as the ones of Sec 4.4 of [13] could be adapted to our case to show that if differential inclusion has a unique solution y, the behavior of a collection k objects is asymptotically a continuous time inhomogeneous Markov chain with k independent components with kernel at time t depending on y(t). A second important question concerns the quality of the approximation of the steady-state distribution. Theorem 9 shows that if the differential inclusion has unique attractor, then the stationary distribution concentrates on this point, it does not provide a bound on the speed of convergence. Simulations on our examples indicates that this convergence occurs at rate 1/ √ N but this remains a conjecture. Finally, checking the applicability of the OSL condition is an open issue. In all our examples, the original drift is not OSL but for most of them, we were able to find a change of variable in which the dynamics was OSL. It would be helpful to find a more direct way to show if a dynamic can be transformed in an OSL dynamics or a simpler condition to check to guarantee the speed of convergence.
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A Differential inclusions
In this appendix, we recall the main concepts on differential inclusions. For a more complete description, the reader is referred to [1] . In all that follows, x, y denotes the classical inner-product on R d and x = x, x (L 2 norm) and for a set A ⊂ R d , A = sup x∈A x .
Definition 11. Consider a differential inclusion problem:
where F is a set-valued function mapping each point y ∈ R d to a set F (y) ⊂ R d . Let I ⊂ R be an interval with 0 ∈ I. A function y : I → R d is a solution of the DIẏ ∈ F (y) with initial condition y(0) = y 0 if there exists a function ϕ : I → R d such that:
(i) for all t ∈ I: y(t) = y 0 + t 0 ϕ(s)ds;
(ii) for almost every (a.e.) t ∈ I: ϕ(t) ∈ F (y(t)).
In particular, (i) is equivalent to saying that y is absolutely continuous. (i) and (ii) imply that y is differentiable at almost every t ∈ I withẏ(t) ∈ F (y(t)). Definition 13 (One-Sided Lipschitz (OSL)). A set-valued function F is one-sided Lipschitz (OSL) with constant L if for all y,ȳ ∈ R d and for all u ∈ F (y)ū ∈ F (ȳ):
These two definitions give sufficient conditions for the existence (resp. uniqueness) of solutions for the differential inclusion. We recall the following results. 
B Proofs of Theorem 1 and Theorem 4
This section is devoted to the proof of Theorems 1 and 4. We first recall some notation of Section 2 before jumping into the proofs.
Let us recall that Y N is defined by
This equation can be seen as an Euler discretization of the DIẏ ∈ F (y) plus two error terms:
A random error term caused by U N (k + 1) which is such that E U N (k + 1) Y N (k) = 0 and is either uniformly integrable (Theorem 1) or bounded in second moment (Theorem 4).
A "deterministic" error term coming from the fact that f N (y) is not necessarily in F (y) but converges to F in the sense of Equation (5) (see also Lemma 15) :
Equation (26) is called a stochastic approximation algorithm with constant step size associated with the DI (6). The term constant step size comes from the fact that γ N does not vary with time. Both proofs of Theorem 1 and Theorem 4 are based on the convergence of such stochastic approximation (26) as N goes to infinity. However, the two proofs are radically different. The first one is based on compactness argument while the second one focuses on computing explicit error terms.
B.1 Proof of Theorem 1
The classical approach to prove convergence of a stochastic approximation to the solution of the associated differential system uses Gronwall's lemma [14] . Here, we use a different approach, based on compactness properties of the trajectories of the stochastic system. This proof is inspired by several results on differential inclusions, in particular the proof of Theorem 2.2.1 of [22] . However, it is different from Theorem 4.2 of [3] since we need to deal with constant step sizes instead of vanishing step sizes (often easier) and we are interested in the convergence over a finite time-horizon. Also, we do not need any a priori assumption on the boundedness of the stochastic process.
The idea of the proof is to show that for any sub-sequence ofȲ N , there exists a sub-sequencē Y σ(N ) (of this sub-sequence) such that the distance betweenȲ σ(N ) and the set of solution of the differential inclusion S T (y 0 )) goes to 0 almost surely. In all that follows, letȲ σ(N ) be a subsequence ofȲ N . In order to simplify the notations and because we will take several sub-sequences of sub-sequences, we omit the σ in the notation and we denote all sub-sequences byȲ N . In the first part of the proof, we consider the problem from a probabilistic point of view to make sure that the random part of the process goes almost surely to 0. Then we consider the problem from a trajectorial point of view using analytic arguments.
We first start with two technical lemmas that show that f N converges to F uniformly on all compact:
Lemma 15. Let f N be such that f N (y) ≤ c(1 + y ). Let F be defined by Equation (5) and for all ε > 0, define F ε by:
Then:
(i) for all compact K ⊂ R d , there exists a sequence δ N → 0 such that, for all N ≥ N 0 and for
(ii) F is USC, i.e., for all y: ε>0 F ε (y) ⊂ F (y).
Proof. We prove (i) by contradiction. Assume that (i) does not hold. Then, there exists a compact K and ε > 0 such that for all N 0 , there exists N > N 0 with y N ∈ K and y N ∈ F ε (y N ). Since K is compact, there exists a sub-sequence of y N that converges to some y. This implies that for N large enough, y N − y ≤ ε. Since we assumed that f N (y N ) ∈ F ε (y N ) and by definition of
This contradicts the definition of F (y) which contains the set of limit points of f N (y N ). Proof of (ii). Let v ∈ ε>0 F ε (y). This implies that there exists a sequence y k → y with v k ∈ F (y k ) and v k → v. By definition of F , v k is a convex combination of points {w k, } with f N (y Lemma 16. Let (U N (.)) k≥0 be a uniformly integrable martingale difference sequence with respect to a filtration {F k } and let γ N be a sequence with γ N → 0. Then for all T > 0,
Proof. Let ε, ν > 0 and let
We prove that for N large enough, we have
Applying Kolmogorov's inequality for martingales, we get:
Therefore, for all N ≥ 32R 2 /(ε 2 ν), this quantity is less than ν.
Developing the recurrence (4), the value of Y N (k + 1) is equal to:
We define two functions Z N (t), and V N (t) to be piecewise linear functions such that for all t = kγ N ,
. By Lemma 16, since U N is a martingale difference sequence uniformly integrable, sup 0≤t≤T V N (t) converges in probability to 0. Therefore, there exists a sub-sequence of V N such that sup t≤T V N (t) converges almost surely to 0.
We now reason from a trajectorial point of view. Let us now consider a trajectory ω ∈ Ω of the system such that sup t≤T V N (t) converges to 0. In particular, this implies that V N (t) is bounded for all N and t: sup N,0≤t≤T V N (t) ≤ d < ∞. Using (28) and since f N (y) ≤ c(1+ y ), for all k ≤ T /γ N , Y N (k + 1) can be bounded by:
where we used the discrete Gronwall's lemma and the fact that kγ N ≤ T . Once we know that sup N,0≤t≤T Y N (t) is bounded, the rest of the proof can be adapted from classical results on the convergence of the Euler approximation for differential inclusions, see [22] for example. There exists e > 0 such that sup N,0≤t≤T Y N (t) ≤ e. Thus f (Y N (k)) < c(1+e) < ∞. This shows that the functions Z N are Lipschitz with constant c(1 + e). Thus the sequence of functions (Z N ) N are equicontinuous and bounded. Therefore by the Arzéla-Ascoli theorem, for all sub-sequences of (Z N ) N , there exists a sub-sequence that converges to some z :
In the following, we will show that z is a solution of (3) which shows that the distance between Z N and the set of solutions S T (y 0 )) goes to 0 as N goes to infinity. As Z N − Y N = V N → 0, this implies that the distance between Y N and S T (y 0 ) goes to 0. To prove this, we will construct a function ϕ such that:
(ii) for almost every t: ϕ(t) ∈ F (z(t)).
Let ϕ N (t) be a step function, constant on the intervals [kγ N , (k + 1)γ N ) and such that for 
As this is true for all ξ ∈ R d , this shows that z is absolutely continuous: z(t) = t 0 ϕ(s)ds. It remains to show that for a.e. t, ϕ(t) ∈ F (z(t)). Let t N denote the greater multiple of
and that z N converges uniformly to y, for all δ > 0, there exists N 0 such that N ≥ N 0 implies z(t) − Y N (t N ) ≤ δ. By Lemma 15(i), this shows that for N large enough, ϕ N (t) ∈ F 2δ (z(t)). Since F is convex and z bounded, {α ∈ L 2 : α(t) ∈ F δ (z(t))} is convex and closed. This shows that this set is weakly closed (see [28] , Theorem 3.12). Therefore, for all t, ϕ(t) ∈ F δ (t). As this is true for all δ and because of Lemma 15(ii), this shows ϕ(t) ∈ ∩ δ>0 F δ (t) = F (z(t)). Thus, z is a solution of the DI.
B.2 Proof of Theorem 4
The constants A T , B T and C T of Theorem 4 are given by: 
Let us define two random sequences Z and V by:
We first start with two lemmas. The first one shows that V (k) is small while the second one computes bounds on the growth of Y N and the solution of the DI y.
Lemma 17. For all T and all ε > 0,
Proof. Since Therefore, by the discrete Gronwall's lemma, we have Y N (k) ≤ ( Y N (0) + (cT + ε)e cT /c for k ≤ T /γ N . The proof for y is similar, replacing the discrete Gronwall's inequality by the continuous Gronwall's inequality.
Let T > 0 and ε > 0. Assume that V N (k) ≤ ε for all k ≤ T /γ N and let K T be defined as in Lemma 18. Since F is OSL, there exists a unique solution y of the DIẏ ∈ F (y) with y(0) = y 0 . Therefore, y(t) = y(0) + t 0 f (s)ds with f (s) ∈ F (y(s)) a.e. Let k ≤ T /γ N and denote t N = kγ N . 
Finally, u − y(t N + s) 2 can be bounded by:
This shows that 
Therefore, γ N 2 4M If a sequence a k satisfies a k+1 ≤ (1 + 2γ N L)a k + b with L = 0, one has:
If L = 0 and a k satisfies the recurrence, then a k ≤ a 0 + kb. This concludes the proof of the theorem.
B.3 Proof of Theorem 5
Since τ < ∞, the rate of transition of D N (.) is bounded by N τ . Using uniformization of continuous time Markov chain (see [29] 
By Theorem 1, for all ε > 0, for all N large enough, there exists a solution y of the DI such that the first term of the last inequality is less than ε. 
