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DYNAMICS ON NETWORKS I. COMBINATORIAL CATEGORIES OF
MODULAR CONTINUOUS-TIME SYSTEMS
R. E. LEE DEVILLE AND EUGENE LERMAN
Abstract. We develop a new framework for the study of complex continuous time dynamical
systems based on viewing them as collections of interacting control modules. This framework is
inspired by and builds upon the groupoid formalism of Golubitsky, Stewart and their collaborators.
Our approach uses the tools and—more importantly—the stance of category theory. This enables
us to put the groupoid formalism in a coordinate-free setting and to extend it from ordinary
differential equations to vector fields on manifolds. In particular, we construct combinatorial models
for categories of modular continuous time dynamical systems. Each such model, as a category, is a
fibration over an appropriate category of labeled directed graphs. This makes precise the relation
between dynamical systems living on networks and the combinatorial structure of the underlying
directed graphs, allowing us to exploit the relation in new and interesting ways.
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1. Introduction
1.1. Background. The goal of this paper is to develop a new framework for dynamics on networks
using the techniques and methods of category theory. Networks, and the dynamical systems defined
on them, are ubiquitous in science, engineering and the social sciences; understanding dynamics on
networks constitutes a major scientific challenge with applications across a variety of fields. For
example, the mathematical study of dynamics on networks plays an important role in the study
and design of communications networks [1]; in cognitive science, computational neuroscience, and
robotics (see, for example [2–7]); in the study of gene regulatory networks [8–10] and more general
complex biochemical networks [11]; and finally in complex active media [12–16]. Current approaches
to understanding dynamics on networks include ideas from statistical physics and random graph
theory (see [17–24] and the many references therein).
We propose to develop a new approach to this problem which is inspired by and builds upon the
groupoid formalism of Golubitsky, Stewart and their collaborators [25–51] and references therein).
The key idea of the groupoid formalism is this: many networks are modular, and the modes of
interaction between pieces of the network are repeated across the network. This repetition is
Supported in part by NSF grants.
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a symmetry in a very broad sense of the word. In the case of network dynamics modeled by
ordinary differential equations (ODEs), Golubitsky et al. found a mathematical formulation of this
symmetry as a groupoid symmetry of the governing equations. We follow their lead and develop
a new framework for the groupoid formalism using the tools and, perhaps more pertinently, the
stance of category theory [52].1
In this first paper in a series we put the groupoid formalism of Golubitsky et al. in a coordinate-
free framework and then extend it from ordinary differential equations to vector fields on manifolds.
In particular we construct combinatorial models for categories of modular continuous-time dynamical
systems. Discrete time systems, groupoid-compatible numerical methods, and stochastic dynamical
systems defined on networks will all be taken up in subsequent papers [53,54].
To explain what our work is about we start with an example. Consider an ODE in (Rn)3 of the
form
(1.1.1) x˙1 = f(x2), x˙2 = f(x1), x˙3 = f(x2)
for some smooth function f : Rn → Rn. That is, consider the flow of the vector field
F : (Rn)3 → (Rn)3, F (x1, x2, x3) = (f(x2), f(x1), f(x2)).
It is easy to check that F is tangent to the diagonal
R
n ≃ ∆ = {(x1, x2, x3) ∈ (R
n)3 | x1 = x2 = x3}
and that the restriction of the flow of F to ∆ is the flow of the ODE
u˙ = f(u).
One can also see another invariant submanifold of F :
(Rn)2 ≃ ∆′ = {(x1, x2, x3) ∈ (R
n)3 | x1 = x3}.
On ∆′ the flow of F is the flow of the ODE
v˙1 = f(v2), v˙2 = f(v1).
Moreover the projection
π : (Rn)3 → ∆′, π(x1, x2, x3) = (x1, x2, x1)
intertwines the flows of F on (Rn)3 and on ∆′. We have thus observed two subsystems of ((Rn)3, F )
and three maps between the three dynamical systems:
(1.1.2) (∆, F |∆) ((Rn)3, F ) (∆′, F |∆′)
  // ? _oo
π
//
Where do these subsystems and maps come from? There is no obvious symmetry of (Rn)3 that
preserves the vector field F and fixes the diagonal ∆ and thus could account for the existence of
this invariant submanifold. Nor is there any F -preserving symmetry that fixes ∆′. In fact the
vector field F doesn’t seem to have any symmetry. The graph Γ recording the interdependence of
the variables (x1, x2, x3) in the ODE (1.1.1) has three vertices and three arrows:
Γ = ?>=<89:;1 ?>=<89:;2 ?>=<89:;399 //
yy
The graph has no non-trivial symmetries. Nonetheless, the existence of the subsystems (∆, F |∆),
(∆′, F |∆′) and the whole diagram of the dynamical systems (1.1.2) can be deduced from certain
properties of the graph Γ. There are two surjective maps of graphs:
ϕ : Γ→  ||
1The elements of category theory that are used in this paper are reviewed in Appendix A.
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and
ψ : Γ→ ?>=<89:;a ?>=<89:;b::
yy
,
with ψ defined on the vertices by ψ(2) = b, ψ(1) = a = ψ(3), and one embedding
τ : ?>=<89:;a ?>=<89:;b::
zz
→֒ ?>=<89:;1 ?>=<89:;2 ?>=<89:;3:: //
zz
.
We can collect all of these maps into one diagram
(1.1.3)  || ?>=<89:;1 ?>=<89:;2 ?>=<89:;3:: //
zz ?>=<89:;a ?>=<89:;b;;
zzϕoo
τoo
ψ
//
A comparison of (1.1.2) and (1.1.3) evokes a pattern: for every map which intertwines dynamical
systems in (1.1.2), there is a corresponding map of graphs in (1.1.3) with the arrows reversed, and
vice versa.
The same pattern holds when we replace the vector space Rn by an arbitrary manifold M . Given
a pair of manifolds U and N , we think of a map X : U ×N → TN with X(u, n) ∈ TnN as a control
system with the points of U controlling the the dynamics on N . Now consider a vector field
F :M3 → T (M3) = TM × TM × TM
of the form
F (x1, x2, x3) = (f(x2, x1), f(x1, x2), f(x2, x3))
for some control system
f : M ×M → TM, with f(u, v) ∈ TvM.
Then once again the three maps of graphs in the diagram (1.1.3) give rise to maps of dynamical
systems
(1.1.4) (∆M , F |∆M ) (M
3, F ) (∆
′
M , F |∆′M )
  // ? _oo
π
//
What accounts for the patterns we have seen? Notice that the dynamical systems (1.1.4) are
constructed out of one control system f : N ×N → TN . At the same time, in each of the graphs
in (1.1.3), every vertex has exactly one incoming arc. This is not a coincidence. The rough idea for
the technology which generalizes this example is this: if we have a dynamical system made up of
repeated control system modules whose couplings are encoded in graphs, then the appropriate maps
of graphs lift to maps of dynamical systems. Making this precise requires a number of constructions
and theorems; these make up the bulk of this paper.
The first construction that we need is that of a phase space functor P that consistently assigns to
the sets of vertices of our graphs products of manifolds. It turns out to be naturally contravariant:
P : Graphop → Man.
Here Graph denotes the category of finite directed graphs andMan the category of finite dimensional
smooth manifolds.
Associated to each node a of a directed graph Γ there is a set of edges of Γ with target a.
These edges form the “input tree” I(a) of a, which is itself a directed graph. With the help of the
phase space functor P, one can associate—to each such input tree I(a)—a vector space Ctrl(I(a))
of control systems. These control systems are easy to describe; namely, the manifold assigned to
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the leaves (which is itself a product of the individual manifolds associated to each leaf) controls
the dynamics on the manifold assigned to the root.
The collection of input trees and their isomorphisms of a given graph Γ form a groupoid G(Γ).
This groupoid acts on the vector spaces of control systems attached to the input trees of the graph.
We thus have a groupoid representation
CtrlΓ : G(Γ)→ Vect,
where Vect is the category of (not necessarily finite-dimensional) real vector spaces and linear maps.
It is natural to think of the limit of the functor Ctrl as the space VΓ of invariants of the represen-
tation. We think of VΓ as the collection of virtual groupoid-invariant vector fields on the phase
space P(Γ). (We’ll explain the meaning of the word “virtual” shortly.) It is not hard to check that
the graphs in (1.1.3) produce the dynamical systems in (1.1.4). The story with the maps is a bit
more complicated.
To extend the assignment Γ 7→ VΓ to a functor we need to restrict ourselves to those morphisms
of graphs that preserve the input trees. We call such maps of graphs e´tale2. We have a subcategory
Graphet of the category of directed graphs and a contravariant functor
V : (Graphet)
op → Vect.
which extends the assignment Γ→ VΓ to a contravariant functor on Graphet.
The elements of V(Γ) are not, strictly speaking, vector fields. But for each graph Γ there is a
linear map
S = SΓ : V(Γ)→ χ(P(Γ)),
where χ(P(Γ)) denotes the space of vector fields on the manifold P(Γ). One may think of the image
of S as the space of G(Γ) invariant vector fields on P(Γ). In general the map S need not be injective.
We are now in position to state the first result that explains the maps in (1.1.4):
Theorem. The functor V and the collection of maps {S : V(Γ) → χ(P(Γ))} are compatible: for
any virtual groupoid invariant vector field w ∈ V(Γ′) and any e´tale map of graphs ϕ : Γ → Γ′ we
have a map of dynamical systems
Pϕ : (P(Γ′), S(w)) → (P(Γ), S((V(ϕ)w)).
In short, given any e´tale map between two colored graphs (e.g. the graph maps given in (1.1.3)),
there is a gadget which intertwines all dynamical systems on the phase spaces associated to these
graphs (the maps intertwining the dynamical systems in (1.1.4)).
Finally, the compatibility of V and S can be expressed succinctly as follows. Let V denote the
category of elements of the functor V. The objects of V are pairs (Γ, w) where Γ is a graph and
w ∈ VΓ is a virtual groupoid invariant vector field. We have a fibration of categories π : V →
(Graphet)
op. The assignment S extends to a functor S : V → DynSys, and the diagram
(1.1.5) V
S //
π

DynSys
U

(Graphet)
op P // Man
2Equivalently a map ϕ : Γ→ Γ′ of directed graphs is e´tale if for any vertex a of Γ and any edge e′ of Γ′ ending at
ϕ(a) there is a unique edge e of Γ ending at a with ϕ(e) = e′.
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commutes. The objects of the category DynSys are pairs (M,X) consisting of a manifold M and a
vector field X on M . The functor U is the functor that forgets the vector field: U(M,X) =M .
One final comment: the story above is not complete, since it treats all the nodes of the graphs,
and all the arcs of the graphs, as being the same. In general one would want to consider the case
where different vertices in the graph could correspond to different manifolds, and additionally, not
all controls should be interchangeable. This is taken care of by passing to a relative version of
the theory outlined above. More concretely, we fix a graph C of “colors”, choose an assignment
of (possibly) different manifolds to different nodes of C, and an assignment of (possibly) different
control systems to different edges of C. The category Graphet is then replaced by the slice category
(Graph/C)
et
. We give a concrete example of the kind of dynamical system which requires such
colors in Example 2.2.5.
1.2. Structure of paper. The paper is organized as follows. In Section 2 we develop the relevant
mathematics under the assumptions that all of the manifolds are Euclidean (i.e. linear) spaces and
the maps are smooth, i.e., the setting we consider are modular ODEs defined on copies of Rn. This
assumption allows for a direct comparison of our results with the results of Golubitsky et al. [49].
It will also be used in a subsequent paper on groupoid-compatible numerical methods. In Section 3
we specialize the results of Section 2 to the case where all the vector fields and maps are linear. We
plan to use the results of this section in our subsequent work on stochastic systems. In Section 4
we generalize the theory of Section 2 to allow our phase spaces to be manifolds. In Section 5 we
study groupoid invariant vector fields in the case where the underlying graph has nontrivial group
symmetries and prove that the space of groupoid invariant vector fields is contained in the space of
group-invariant vector fields. Section 6 contains several technical results about categorical limits.
Finally in the Appendix we review the minimal amount of category theory that we need in this
paper.
Acknowledgments. We thank Charles Rezk, Bertrand Guillou, and Matthew Ando for a number
of useful conversations.
2. Groupoid invariant vector fields on Euclidean spaces
2.1. Introduction.
In this section we present the theory sketched in the introduction in the setting of ordinary differ-
ential equations, that is, of vector fields on Euclidean spaces. As we mentioned in the introduction,
we tackle Euclidean spaces first to ease a comparison of our results with those of Golubitsky et
al. [49], and to allow us to build a setting for developing groupoid-compatible numerical methods
among other reasons.
2.1.1. Any finite dimensional vector space V has a canonical structure of a second countable Haus-
dorff manifold. We will refer to this manifold as the Euclidean space V . Consequently it makes
sense to talk about smooth vector fields on V . Moreover, there is a canonical trivialization of the
tangent bundle TV of V :
V × V → TV, (x, v) 7→
d
dt
∣∣∣∣
0
(x+ tv),
which allows us to identify the space of smooth maps C∞(V, V ) from V to itself with the space
χ(V ) of vector fields on V . Explicitly
C∞(V, V ) ∋ f 7→ Xf ∈ χ(V ), Xf (v) =
(
v,
d
dt
∣∣∣∣
0
(v + tf(v))
)
.
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If V and W are two different vector spaces, then a map from V to W is not (cannot be naturally
identified with) a vector field on W , but it can be identified with a control system on W .
2.1.2. Definition. A control system on a manifold M is a pair (p : Q→M,F : Q→ TM), where
(1) p : Q→M is a surjective submersion and
(2) F : Q→ TM is a smooth map with F (q) ∈ Tp(q)M for all q ∈ Q.
(cf., for example, [55]). In particular, the following diagram
Q TM
M
p
?
??
??
??
??
F //
π

commutes, where π is the canonical projection from the tangent bundle to its base.
2.1.3. Example. Let Q = U ×M for some manifold U , and p be the projection onto the second
factor. In this case, the control system consists of the phase space M and the controls U ; the
function F : Q = U ×M → TM defines a nonautonomous ODE of the form
x˙ = F (u, x), (u, x) ∈ U ×M.
2.1.4. Remark. Any vector field X : M → TM is a control system (id : M → M,X : M → TM)
— the system with trivial controls.
2.1.5. Remark. For a fixed surjective submersion p : Q→M , the space
CT(p : Q→M) := {F : Q→ TM | F (q) ∈ Tp(q)M for all q ∈M}
of all smooth control systems supported on p is an infinite dimensional vector space.
2.1.6. Notation. We identify a smooth map f : V → W between two Euclidean spaces with the
control system (pr2 : V ×W →W,F : V ×W → TW ) where
(1) pr2 : V ×W →W is the projection on the second factor and
(2) F : V ×W →W is defined by
F (v,w) = (w, f(v)) ∈ TwW ⊂ TW =W ×W.
In other words given two Euclidean spaces V and W we have a canonical embedding
(2.1.7) HomEuc(V,W ) →֒ CT(V ×W
pr2
→ W ), f 7→ (pr2, F )
where, as above, CT(V × W
pr2
→ W ) denotes the space of all control systems supported by the
projection pr2 : V ×W →W , and HomEuc(V,W ) = C
∞(V,W ) is the space of infinitely differentiable
maps from V to W .
2.1.8. Definition (Maps of control systems). Let {pi : Qi → Mi, Fi : Qi → TMi}, i = 1, 2, be a
pair of control systems. A morphism of control systems from {p1 : Q1 → M1, F1 : Q1 → TM1} to
{p2 : Q2 → M2, F2 : Q2 → TM2} is a pair of smooth maps ϕ : Q1 → Q2, φ : M1 → M2 such that
the two diagrams
Q1
ϕ //
p1

Q2
p2

M1
φ
// M2
and Q1
ϕ //
F1

Q2
F2

TM1
dφ
// TM2
commute.
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Note that if the two control systems in question are vector fields Xi : Mi → TMi (i.e. have trivial
controls), then the morphism from the first to the second is a single map φ : M1 →M2 with
dφ ◦X1 = X2 ◦ φ.
That is, X1 and X2 are φ-related.
Now suppose we have a smooth map (X1, · · · ,Xn) : V1× . . .×Vn → V1× . . .×Vn from a product
of Euclidean spaces V1, . . . , Vn to itself thought of as a vector field. Then for each index j the pair
(pj : V1 × · · · × Vn → Vj , Xj : V1 × . . .× Vn → Vj)
is a control system. In other words the product V1 × . . .× Vn controls the dynamics on each factor
Vj by way of the components Xj of the vector field X. Alternatively we can view X = (X1, . . . Xn)
as a collection of interacting control systems.
Suppose we know a priori that the dynamics on a factor Vj is controlled not by the full product∏
Vi but by some subproduct Qj := Vi1 × · · ·Vik (the number k and the indices i1, . . . ik depend
on j). That is, suppose we can factor Xj :
∏
Vi → Vj through the natural projection
∏
Vi →
Vi1 × · · · Vik . Then we can encode these facts—literally, which submodule controls which—by way
of a directed graph (q.v. 2.2.1). Given a collection X = (X1, . . . ,Xn) of interacting control systems
on V1 × · · ·Vn, we encode the dependence by a directed graph Γ in a natural way: the dynamics
on the Euclidean space Vj depends only on the product Vi1 × · · · Vik if and only if the graph Γ has
arrows i1 → j, . . . , ik → j.
Next suppose we know a priori that some control systems Xj above are “the same.” That is, the
“control modules” are repeated through the system. Suppose further that some of the factors Viℓ in
the control/state Euclidean spaces Qj = Vi1×· · ·Vik are repeated and that Xj ’s are invariant under
the permutation of the repeated factors. What structure (in addition to the directed graph Γ) do
we need to encode these assumptions? And what is the resulting spaces of these interacting control
systems on
∏
Vi with the “symmetric modularity” described above? Our answer is a reworking
and a substantial extension of ideas of Golubitsky et al. [46], [48].
The construction we are about to present requires a number of ingredients, which we develop
throughout the rest of Section 2. The remainder of this section is broken up into two themes: in
Subsections 2.2—2.8 we define the structure we study; in Subsections 2.9—2.12 we state and prove
the main theorems justifying the construction and exhibiting the utility of this formalism. In more
detail:
(1) Construction of objects of study:
(a) Colored graphs, Subsection 2.2;
(b) Phase space functors P, Subsection 2.3;
(c) The groupoid of colored trees FinTree/C, Subsection 2.4;
(d) The control functor Ctrl : FinTree/C → Vect, Subsection 2.5;
(e) Input trees of a colored graph Γ forming a groupoid G(Γ) ⊂ FinTree/C, Subsection 2.6;
(f) The space of groupoid-invariant vector fields V(Γ) as a limit of Ctrl|G(Γ), Subsection 2.7;
(g) The relation of V(Γ) to vector fields on the phase space PΓ0, Subsection 2.8.
(2) Results:
(a) Group-invariant versus groupoid-invariant vector fields∗ (this section may be skipped
on the first reading), Subsection 2.9;
(b) The assignment Γ 7→ V(Γ) extends to a contravariant functor V : (FinGraph/C)et
op →
Vect, Subsection 2.10;
(c) Virtual groupoid invariant vector fields and dynamics on Euclidean spaces, Subsec-
tion 2.11;
(d) The category of elements of the functor V as a combinatorial category of groupoid
invariant vector fields, Subsection 2.12.
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Finally, we end the section with an extended example in Subsection 2.13. We now take them up
one at a time.
2.2. Colored graphs.
We start by fixing the definition of a directed graph and of morphisms (maps) of directed graphs.
2.2.1. Definition. A directed graph (or, in this manuscript, graph) Γ consists of two sets Γ1 (of
arrows, or edges), Γ0 (of nodes, or vertices) and two maps s, t : Γ1 → Γ0 (source, target):
Γ = {s, t : Γ1 → Γ0}.
We allow the possibility of Γ1 being empty. We do not assume that Γ0 is finite. We write Γ =
{Γ1 ⇒ Γ0}. A graph Γ = {Γ1 ⇒ Γ0} is finite if the sets Γ0,Γ1 of its nodes and edges are finite.
A map of graphs ϕ : Γ → Γ′ is a pair of maps of sets ϕ1 : Γ1 → Γ
′
1 and ϕ0 : Γ0 → Γ
′
0 so that the
diagram
Γ1
ϕ1 //
(s,t)

Γ′1
(s,t)

Γ0 × Γ0
(ϕ0,ϕ0)
// Γ′0 × Γ
′
0
commutes.
In order to keep track of various types of Euclidean spaces associated to the nodes and of the
types of interactions we want our graph Γ “colored.” We note that the “colored” graphs defined
below are not the standard colored graphs of the graph theory literature. Rather they are a variant
of the colored graphs of Golubitsky et al. ( op. cit.) who define a coloring of a graph Γ = {Γ1 ⇒ Γ0}
to be a pair of compatible equivalence relations on the spaces Γ1 of arrows and Γ0 of nodes of the
graph. But an equivalence relation ∼ on a set X is the same thing as the quotient map X → X/ ∼.
We find thinking in terms of maps rather than equivalence relations more natural, powerful and
flexible. In particular it allows us to think of all compatibly colored graphs as a category. Thus
our definition is:
2.2.2. Definition. Fix a directed graph C (“colors”). A graph colored by C is a map of graphs
ϕ : Γ→ C. A map of colored graphs f : (ϕ : Γ→ C)→ (ϕ′ : Γ′ → C) is a map of graphs f : Γ→ Γ′
with ϕ′ ◦ f = ϕ. That is, we have a commuting triangle:
Γ Γ′
C
ϕ 2
22
2
f //
ϕ′
 .
2.2.3. Remark. Given a node x ∈ Γ we think of ϕ(x) ∈ C0 as the color of x. Given an edge γ in
Γ we think of ϕ(γ) as the color of γ. Since ϕ is a map of graphs, the colors of edges and nodes are
automatically compatible (q.v. Definition 2.2.1). Note that our colored graphs are colored graphs
in the sense of Definition 5.1(f) in [49].
2.2.4. Remark. The category of graphs colored by a graph C is the slice category Graph/C (see
Definition A.1.21 in the Appendix). In the discussion that follows the color graph C is fixed. We
often write Γ for an element of the slice category Graph/C and f : Γ → Γ′ for a morphism in
Graph/C (with all the maps to C suppressed in the notation).
2.2.5. Example. Imagine that we wanted to consider the vector field on (Rn)4 given by
x′1 = f(x2), x
′
2 = g(x1), x
′
3 = f(x2), x
′
4 = g(x3),
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where f, g : Rn → Rn are smooth functions. We want to encode the dependencies of different
variables on one another, but also encode the fact that there are two types of control systems. We
then encode these in the graph
?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;488ks +3 // ,
so that the double arrow corresponds to the f control and the single arrow to the g control. One
potentially misleading aspect of all of this is illustrated in the next example. If we now consider
the vector fields on (Rn)4 encoded by the graph
?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;488 ::ks +3 // ,
then this corresponds to vector fields of the form
x′1 = f(x2), x
′
2 = g(x1), x
′
3 = h(x1, x2), x
′
4 = g(x3),
where we assume no relationship between the function h and the functions f, g. We find that this
can be misleading, since intuitively the inputs to vertex 3 are given by two arrows which singly
correspond to controls f and g, that the control from two vertices should somehow be related to
f and g, but in the current formalism they are not. (We will consider formalisms the context of
stochastic dynamical systems [54] where we assume some relationship between the controls encoded
by collections of arrows and those encoded by the individual arrows in that collection, but not here.)
2.3. Phase space functors.
We need a consistent way of assigning phase spaces to nodes and to collections of nodes of various
graphs colored by a graph C = {C1 ⇒ C0}. Thus we need a functor from “colored sets” to
Euclidean spaces. We construct such a functor P in two steps. But first we need some notation.
2.3.1. Notation. The symbol FinSet denotes the category of finite sets and maps of finite sets. The
symbol FinSet/C0 denotes the slice category (q.v. Definition A.1.21) whose objects are maps of sets
α : X → C0, where C0 is a fixed not necessarily finite set, X is a finite set and the morphisms are
commuting triangles
X Y
C0
α 2
22
2
f //
β
 .
2.3.2. Notation. The symbol Euc denotes the category of Euclidean spaces: the objects are finite
dimensional vector spaces thought of as smooth manifolds (q.v. 2.1.1) and morphisms are infinitely
differentiable (C∞) maps.
Step 1. We choose a function P : C0 → Euc0 from the set of colors of nodes C0 to the collection
Euc0 of objects of the category Euc of Euclidean spaces. If we think of C0 as a discrete category
(q.v. Example A.1.8) then P is a functor from C0 to Euc. We refer to P as the phase space function.
Step 2. We use our choice of P : C0 → Euc to define a contravariant phase space functor
(2.3.3) P : (FinSet/C0)
op → Euc
as follows. On objects of FinSet/C0 we set
PX ≡ P(X
α
→ C0) :=
∏
x∈X
P(α(x)),
the categorical product of the family {P(α(x))}x∈X of the Euclidean spaces (q.v. Definition A.2.4).
Note that since the set X is finite, the product
∏
x∈X P(α(x)) is a finite dimensional Euclidean
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space and thus an object of the category Euc of Euclidean spaces. In particular if X = {1, 2, . . . , n},
then
PX = P(α(1)) × · · · × P(α(n)),
the Cartesian product of n Euclidean spaces.
Given a morphism
(2.3.4)
Y X
C0
α

f //
β 2
22
2
in the slice category FinSet/C0, we construct Pf : PX → PY using the universal property of prod-
ucts: let px : P(X) → P(α(x)), x ∈ X, and qy : P(Y ) → P(β(y)), y ∈ Y , denote the canonical
projections. Then for any y ∈ Y we have a map pf(y) : PX → P(α(f(y))) = P(β(y)). Therefore,
by the universal property of product PY (q.v. A.2.4) there is a unique map Pf : PX → PY making
the diagram
(2.3.5)
PX PY
P(α(f(y))) P(β(y))
pf(y)

qy

Pf //________
commute.
2.3.6. Example. Suppose C0 is a the two element set {c1, c2}, P(c1) is a Euclidean space V , P(c2)
is a Euclidean space W , X = {x1, x2}, Y = {y1, y2}, α(xi) = ci, i = 1, 2, β(yi) = c1 for all i and
f(y1) = f(y2) = x1. Then
PX = P(α(x1))× P(α(x2)) = V ×W,
PY = P(β(y1))× P(β(y2)) = V × V,
pf(y1) = pf(y2) = px1 , which is the canonical projection V ×W → V , while qy1 : V × V → V is the
projection on the first factor and qy2 : V × V → V is the projection on the second. Consequently
Pf : V ×W → V × V is the unique map with qy1 ◦ Pf(v,w) = v and qy2 ◦ Pf(v,w) = v. That is
Pf(v,w) = (v, v).
2.3.7. Example. More generally, suppose C0 is the set of natural numbers N, X = {1, . . . , N},
Y = {1, . . . ,M}, and α : X → C0, β : Y → C0 and f : Y → X are three maps with α ◦ f = β.
Then for any sequence {P(i)}i∈N of Euclidean spaces we have
PY = P(β(1)) × · · · × P(β(M)), PX = P(α(1)) × · · · × P(α(N)),
qj : PY → P(β(j)) is given by
qj(w1, . . . , wM ) = wj ,
pi : PX → P(α(i))) is given by
pi(v1, . . . , vN ) = vi,
and Pf : PX → PY is defined by (2.3.5), that is by
qj(Pf (v)) = pf(j)(v) = vf(j).
Hence
(2.3.8) Pf(v1, . . . , vN ) = (vf(1), . . . , vf(N)).
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2.3.9. Remark. (1) Suppose X
α
→ C0, Y
β
→ C0 ∈ FinSet/C0 are singletons: X = {x}, Y = {y}.
Then any morphism f : Y → X in FinSet/C0 has to map the unique element y of Y to the
unique element x ofX and we must have α(f(y)) = β(y). Then PX = P(α(x)) = P(β(y)) =
PY and Pf is forced to be the identity map idPX .
(2) If X ∈ FinSet/C0 is empty then PX is the one point Euclidean space {0} (q.v. A.2.6).
(3) It is not hard to check that if X = Y and f is the identity map idX then P(idX) = idPX
(note that if f is idX then α = β). Also, using the universal property of categorical products
it is easy to check that if
Z Y X
C
α||yy
yy
yy
y
g //
β

f //
γ ""E
EE
EE
EE
E
is a pair of composable morphisms in FinSet/C0, then
P(f ◦ g) = Pg ◦ Pf.
In other words P is a contravariant functor
(2.3.10) P : (FinSet/C0)
op → Euc.
2.3.11. Remark. It follows from Example 2.3.7 (in particular from (2.3.8)) that for any map
f : Y → X of finite sets over C0 the map
Pf : PX → PY
of Euclidean spaces is actually linear.
2.3.12. Remark. The only property of the category Euc of Euclidean spaces that we used in
construction the functor P is that Euc has finite products. Therefore the same construction works
for the categories FinVect of finite dimensional vector spaces and linear maps and Man of manifolds.
Thus given a choice of a functor P : C0 → FinVect (again we think of C0 as a discrete category) we
get a contravariant functor
P : (FinSet/C0)
op → FinVect;
given a choice of a functor P : C0 → Man we get a a contravariant functor
P : (FinSet/C0)
op → Man.
We will use these maps in Sections 3 and 4, respectively.
2.3.13. Notation. Fix a directed graph C = {C1 ⇒ C0}. The symbol FinGraph/C denotes the full
subcategory of the slice category Graph/C whose objects are (f : Γ → C) ∈ (Graph/C)0 with Γ a
finite graph.
2.3.14. Remark. There is an evident forgetful functor
F : FinGraph/C → FinSet/C0, F (Γ→ C) := (Γ0 → C0),
which forgets the arrows of a graph Γ → C. Following F by the phase space functor P gives us a
contravariant functor (FinGraph/C)op → Euc. We will abuse the notation and denote the composite
P ◦ F by P. Thus
P(Γ
h
←− Γ′) = PΓ
Ph
−→ PΓ′ ≡ PΓ0
Ph
−→ PΓ′0
for any morphism h : Γ′ → Γ in FinGraph/C.
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2.4. The groupoid of finite colored trees FinTree/C.
2.4.1. Definition. A path in a directed graph Γ is a sequence of edges with the matching sources
and targets:
a0
e1← a1
e2← · · · · · ·
en← an.
That is, ai ∈ Γ0 are vertices, ai−1
ei← ai ∈ Γ1 are edges and, additionally, s(ei) = ai = t(ei+1).
Paths of length zero are by definition vertices of Γ.
2.4.2. Definition (Finite tree). A finite directed graph T is a tree if there is exactly one path
between any two distinct vertices of T . The root of a tree T is the unique vertex with no outgoing
edges. A vertex of T that has no incoming edges and which is not a root is called a leaf of T . We
denote the singleton set consisting of the root of T by rtT . We denote the set of leaves of a tree T
by lv T .
2.4.3. Remark. Note that by our definition a graph T consisting of a single vertex a and no edges
(that is, T = {∅ ⇒ {a}}) is a tree. The root of this tree is the vertex a and the set of leaves is
empty.
2.4.4. Definition (The category of finite colored trees). Fix a graph C of colors. The category
FinTree/C of finite colored trees over C is defined by
(FinTree/C)0 = finite trees colored by C = {T → C | T finite tree},
HomFinTree/C(T, T
′) =


T T ′
C
α 2
22
2
σ //
β

∣∣∣∣∣∣∣∣
σ is an isomorphism of graphs over C


.
Note that by definition the category FinTree/C is a groupoid (q.v. Definition A.1.16).
2.5. Control systems functor.
2.5.1. Definition (The space of control systems associated to a tree). Once again we fix a graph C
and a function P : C0 → Euc. Let T→C be a finite tree over C. We define the infinite-dimensional
vector space of control systems associated to the tree T → C by
Ctrl(T ) := HomEuc(P lv T,P rtT ) ≡ C
∞(P lv T,P rtT ).
That is, Ctrl(T ) is the space of all smooth maps from the Euclidean space P lv T to the Euclidean
space rtT .
2.5.2. Remark. (1) By the identification in Notation 2.1.6, each map f ∈ HomEuc(P lv T,P rtT )
defines a control system (P lv T × P rtT → P rtT,P lv T × P rtT → TP rtT )
(2) If the space of leaves lv T is empty (so that T consists of a single vertex) then P lv T = {0}
and Ctrl(T ) = HomEuc(P lv T,P rtT ) = HomEuc({0},P rt T ) = {0}, the zero dimensional
vector space.
(3) Our definition only considers the top and bottom generations of the tree and ignores ev-
erything in the middle. We will in fact only consider one-generation trees below, so this
restriction will not be important.
The assignment T 7→ Ctrl(T ) extends to a functor Ctrl : FinTree/C → Vect, from the category of
finite trees over C to the category of infinite dimensional vector spaces as follows. Let
T T ′
C
α 2
22
2
σ //
β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be an isomorphism of trees. Then we have two isomorphisms of finite sets over C0:
σ|lv T : lv T → lv T
′ and σ|rt T : rtT → rtT
′.
Applying the phase space functor P we get two diffeomorphisms:
P(σ|lv T ) : P lv T
′ → P lv T, P(σ|rtT ) : P rtT
′ → P rtT.
Note that the second diffeomorphism is the identity map by Remark 2.3.9. Consequently we obtain
the map
(2.5.3) Ctrl(σ) : Ctrl(T )→ Ctrl(T ′)
given by
(2.5.4) Ctrl(σ)X : = X ◦ P(σ|lv T ) : P lv T
′ → P rtT = P rtT ′
for any (X : P lv T → P rtT ) ∈ Ctrl(T ) = HomEuc(P lv T,P rtT ), so that the following diagram
commutes:
P lv T P rtT
P lv T ′ P rtT ′
X //
P(σ|lv T )
OO
P(σ|rt T )=id
Ctrl(σ)X
//_______
We leave it to the reader to check that Ctrl preserves the composition of morphisms and thus a
functor.
2.6. Input trees of colored graphs.
2.6.1. Definition (Input tree). Given a vertex a of a graph Γ we define the input tree I(a) to be
the following graph:
• the vertices I(a)0 of I(a) is the set
I(a)0 := {a} ⊔
∐
t−1(a),
where t−1(a) is the set of arrows in Γ with target a;
• the edges I(a)1 of I(a) is the set of pairs
I(a)1 := {(a, γ) | t(γ) = a},
• the source and target maps I(a)1 ⇒ I(a)0 are defined by
s(a, γ) = γ and t(a, γ) = a.
In pictures
γ• •a
(a,γ)
**
.
It is easy to see that the graph I(a) is a tree with
rt I(a) = {a}, lv I(a) = t−1(a)
2.6.2. Remark. We have a natural map of graphs ξ : I(a) → Γ given on arrows by ξ(a, γ) = γ.
Thus if Γ → C is a graph over C then so are its input trees I(a) for each vertex a ∈ Γ0, and the
composite I(a)
ξ
→ Γ
c
→ C makes I(a) into a graph over C.
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2.6.3. Definition (The groupoid G(Γ)). Given a graph Γ → C over C we define its symmetry
groupoid G(Γ) to be the groupoid with the set of objects G(Γ)0 equal to the set of the input trees
of Γ:
G(Γ)0 = {I(a) | a ∈ Γ0};
and the sets of morphisms
HomG(Γ)(I(a), I(b)) := {σ : I(a)→ I(b) | σ is an isomorphism of graphs over C}.
In other words G(Γ) is the full subcategory of FinTree/C with the set of objects {I(a)}a∈Γ0 .
2.7. Virtual groupoid invariant vector fields.
Given the groupoid of input trees G(Γ) of a graph Γ we restrict the functor Ctrl to G(Γ) and get a
functor
CtrlΓ = Ctrl|G(Γ) : G(Γ)→ Vect.
2.7.1. Remark. For an input tree I(a) of a graph Γ → C the space Ctrl(I(a)) is the space of all
smooth maps from the phase space P lv I(a) of leaves to the phase space of the root P{a}. Chasing
through the definitions we see that P lv I(a) is a finite product of Euclidean spaces, one Euclidean
space for each arrow pointing into the node a. If all the arrows with target a have distinct sources,
then P lv I(a) is the same as the product of the appropriate vector spaces indexed by these sources,
which is the definition of Golubitsky–Pivato–Stewart in [46]. However, note that if there is a
node b of Γ which is connected to a by multiple arrows then our definition is different from the
Golubitsky–Stewart–To¨ro¨k definition [48]. The difference can be seen in the Example 2.7.4 below.
2.7.2. Definition (Virtual groupoid invariant vector fields). Fix the graph of colors C = {C1 ⇒
C0} and a phase space function P : C0 → Euc. Given a graph Γ over C we define the vector
space of virtual groupoid invariant vector fields V(Γ) to be the limit of the functor CtrlΓ (q.v.
Definition A.2.12 and the subsequent discussion):
V(Γ) := lim(CtrlΓ : G(Γ)→ Vect).
Note that since V(Γ) is a limit, it comes with a family of the canonical projections
{̟a : V(Γ)→ Ctrl(I(a))}a∈Γ0 .
2.7.3.Remark. The vector space V(Γ) has the following concrete description. Consider the product∏
a∈Γ0
Ctrl(I(a)) with its canonical projections pb :
∏
a∈Γ0
Ctrl(I(a)) → Ctrl(I(b)), b ∈ Γ0. For a
vector X ∈
∏
a∈Γ0
Ctrl(I(a)) we denote the a-th component pa(X) of X by Xa. Then
V(Γ) =

X ∈
∏
a∈Γ0
Ctrl(I(a))
∣∣∣∣∣∣ Ctrl(σ)Xa = Xb for all arrows I(a)
σ
→ I(b) in the groupoid G(Γ)


with the canonical projections ̟a : V(Γ) → Ctrl(I(a)) given by restrictions pa|V(Γ). To check that
the collection {̟a : V(Γ) → Ctrl(I(a))}a∈G0 is in fact a limit of CtrlΓ it is enough to check its
universal properties, which we leave to the reader.
2.7.4. Example. Let C be a graph with one vertex v and one edge: C =  || . Then any graph Γ
is canonically a graph over C and the category of finite graphs over C is isomorphic to the category
of finite graphs. Let P : C0 = {◦} → Euc be given by P(◦) = V for some Euclidean space V . Let
Γ be the graph with two nodes and two arrows:
Γ = ?>=<89:;1 ?>=<89:;2
β
88
α
&&
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We have Γ0 = {1, 2} and PΓ0 = V × V . The input trees of the two nodes are
I(1) = ?>=<89:;1 , I(2) =
{α}
{β}
?>=<89:;2
α
++WWWW
WWWW
β
33gggggggg
.
Since lv(I(1)) = ∅, we have Ctrl(I(1)) = {0}. The set of leaves of the input tree I(2) has two
elements: lv(I(2)) = {α, β}. Through the map ξ (q.v. Remark 2.6.2) the leaves of I(2) inherit
the colors of their sources. Hence P lv(2) = V × V . Therefore Ctrl(I(2)) = HomEuc(V × V, V ) =
C∞(V × V, V ).
The groupoid G(Γ) has two objects: I(1) and I(2). The only nontrivial morphism of G(Γ) is the
map σ : I(2)→ I(2) which exchanges α and β:
G(Γ) : I(1)
``
I(2) σ
Consequently
(Ctrl(σ)f)(v,w) = f(w, v)
for any f ∈ Ctrl(I(2)) and any (v,w) ∈ P lv I(2). We conclude that
V(Γ) = {0} ⊕ C∞(V × V, V )Z2 ≃ C∞(V × V, V )Z2 ,
where Z2 denotes the two-element group. Now consider the graph Γ
′:
Γ′ =
GFED@ABC1a
GFED@ABC1b
?>=<89:;2
α
++WWWW
WWWW
β
33gggggggg
The groupoid G(Γ′) has three objects: the trees I(1a), I(1b) and I(2). It has three nontrivial
arrows:
G(Γ′) =
I(1a)
I(1b)

WW
``
I(2) σ
A calculation similar to the one above shows that
V(Γ′) = {0} ⊕ {0} ⊕ C∞(V × V, V )Z2 .
2.8. The relation of V(Γ) to vector fields on the phase space PΓ0.
2.8.1. Recall that the space of vector fields χ(W ) on a Euclidean space W is canonically isomorphic
to HomEuc(W,W ) ≡ C
∞(W,W ) (q.v. 2.1.1).
Given a finite graph Γ over a graph of colors C and the phase space function P : C0 → Euc, the
functor P assigns a phase space PΓ0 to the set Γ0 of vertices of Γ. There exists a canonical linear
map SΓ from the space of virtual groupoid-invariant vector fields V(Γ) to the vector space χ(PΓ0)
of vector fields on PΓ0, which we now define.
Since χ(PΓ0) = HomEuc(PΓ0,PΓ0) = HomEuc(PΓ0,
∏
a∈Γ0
P{a}) (q.v. Remark A.2.8), the space
of vector fields on PΓ0 is canonically the product
χ(PΓ0) =
∏
a∈Γ0
HomEuc(PΓ0,P{a}).
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To define the map into a product, it is enough to define a map into its factors. Thus we need maps
V(Γ)→ HomEuc(PΓ0,P{a}) for each vertex a of the graph Γ.
For each input tree I(a) we have a map of graphs ξ : I(a) → Γ (q.v. Remark 2.6.2). Therefore
we have a map ξ|lv I(a) : lv I(a)→ Γ0 of finite sets over C0. Applying the phase space functor P we
get maps
P(ξ|lv I(a)) : PΓ0 → P lv I(a).
The pullback by P(ξ|lv I(a)) gives
(P(ξ|lv I(a)))
∗ : Ctrl(I(a))→ HomEuc(PΓ0,P{a}), F 7→ F ◦ P(ξ|lv I(a)).
By the universal properties of the product χ(PΓ0) there a unique canonical map SΓ : V(Γ)→ χ(PΓ0)
making the diagram
(2.8.2)
V(Γ) χ(PΓ0)
Ctrl(I(a)) HomEuc(PΓ0,P{a})
∃!SΓ //__________
̟a

pa

(P(ξ|lv I(a)))
∗
//
commute (see Definition A.2.1). Here, as before,
(2.8.3) ̟a : VΓ→ Ctrl(I(a))
and
(2.8.4) pa : χ(PΓ0) =
∏
a′∈Γ0
HomEuc(PΓ0,P{a
′})→ HomEuc(PΓ0,P{a})
denote the canonical projections.
2.8.5. Example. We return to the graphs Γ and Γ′ of Example 2.7.4 and the phase space function
P(◦) = V . The space χ(PΓ0) of vector fields on PΓ0 is C
∞(V 2, V 2) and χ(PΓ′0) = C
∞(V 3, V 3).
Unraveling the definitions we see that
SΓ : V(Γ) = C
∞(V × V, V )Z2 → C∞(V 2, V 2) = χ(PΓ0)
is given by
(SΓ(f))(v1, v2) = (0, f(v1, v1))
for all (v1, v2) ∈ V × V . This is because ξ|lv I(2) is the map sending both nodes of lv I(2) to ?>=<89:;1 .
In the case of Γ′
SΓ′ : V(Γ
′) = C∞(V × V, V )Z2 → C∞(V 3, V 3) = χ(PΓ′0)
is given by
(SΓ′(f))(v1a, v1b, v2) = (0, 0, f(v1a, v1b)).
Note that SΓ′ is injective, while SΓ is not: SΓ vanishes on all the functions f whose restriction to
the diagonal ∆V ⊂ V × V is zero.
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2.9. Group-invariant versus groupoid-invariant vector fields. 3
In laying out the main themes of the survey article [49] Golubitsky and Stewart list a number of
questions “raised by the groupoid point of view.” In particular they ask (op. cit., p. 309):
“What are the analogies with the group case? When do these analogies fail and
why?”
In this subsection we provide a partial answer and suggest an approach to answering this question
more fully. In the previous subsections we constructed the space of virtual groupoid-invariant
vector fields as “fixed points” of a groupoid representation. Just as in the case of groups, there is a
notion of a groupoid action that is more general than that of a groupoid representation. To recall
the relevant definition we need more notation.
2.9.1. Notation. Given maps of sets f : X → Z and g : Y → Z the fiber product X ×f,Z,g Y is the
set
X ×f,Z,g Y := {(x, y) ∈ X × Y | f(x) = g(y)}.
(Note that the fiber product of f and g together with the canonical projections pX : X×f,Z,gY → X,
pY : X ×f,Z,g Y → Y is the limit of a functor from the category • −→ • ←− • with 3 elements
and 2 non-identity maps to the category Set of sets which sends the non-identity arrows to f and
g respectively; q.v. A.2.1.)
2.9.2. Definition. A action of a groupoid G = {G1 ⇒ G0} on a set X is a pair of maps an : X → G0
(anchor) and a : G1 ×s,G0,an X → X (action; s : G1 → G0 denotes the source map) so that
(1) an(a(g, x)) = t(g) for all (g, x) ∈ G1 ×s,G0,an X,
(2) a(1
an(x), x) = x for all x ∈ X and
(3) a(g2g1, x) = a(g2, a(g1, x)) for all composable arrows (g2, g1) ∈ G1 ×s,G0,t G1 (t : G1 → G0
is the target map) and all x ∈ X with an(x) = s(g1).
It is not hard to see that a functor ρ : G→ Vect from a (small) groupoid G to the category Vect
of vector spaces defines an action of G on the set X =
⊔
c∈G0
ρ(c). The anchor an : X → G0 is
defined by an(ρ(c)) = c. The action a is given by
a(g, v) = ρ(g)v.
There is, however, one crucial difference between groupoid-invariant vector fields and group-invariant
vector fields as they are studied in, for example, [30] or [56]. In the case of the group-invariant
vector fields on a phase space M (M is a Euclidean space or, more generally, a manifold) the action
of a group H on the space of vector fields is induced by an action of H on M :
(h · v)(m) := (DhM )m(v(h
−1
M (m)))
for all group elements h ∈ H, points m ∈ M and vector fields v ∈ χ(M). Here hM : M → M
denotes the diffeomorphism defined by the action of h on M :
hM (m) = h ·m.
In the case of groupoid-invariant vector fields (q.v. 2.7.2) the action of a groupoid G(Γ) on the
set of the associated control systems
⊔
a∈Γ0
Ctrl(I(a)) is not induced by any action of the groupoid
G(Γ) on the phase space PΓ0. Consequently, the intuition acquired in the studies of group-invariant
dynamical systems can be as much of a hindrance as of help in thinking about groupoid invariant
dynamical systems.
We speculate that to fully answer the question of Golubitsky and Stewart quoted above one would
need, on one hand, to understand dynamical systems with group-invariant vector fields where the
3This subsection may be skipped on the first reading
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group action in not induced by an action of the group on the phase space, and, on the other hand,
to study groupoid invariant vector fields where the action of the groupoid on the vector fields is
induced by the action of the groupoid on the phase space.
2.10. The assignment Γ 7→ VΓ extends to a functor.
A map ϕ : Γ → Γ′ of graphs over a fixed graph C induces, for each node a ∈ Γ0 a map of input
trees
ϕa : I(a)→ I(ϕ(a)),
on arrows
(2.10.1) ϕa(a, γ) = (ϕ(a), ϕ(γ)).
However, it does not, in general, induce a map from the groupoid G(Γ) to the groupoid G(Γ′) let
alone a map between the spaces of virtual invariant vector fields V(Γ) and V(Γ′).
2.10.2. Definition. A map ϕ : Γ → Γ′ of graphs over a graph C of colors is e´tale (or a local
isomorphism) if, for each node a of the graph Γ, the induced map
ϕa : I(a)→ I(ϕ(a))
of input trees defined by (2.10.1) is an isomorphism of graphs over C.
Note that the outgoing edges play no role in the definition of an e´tale map.
2.10.3. Remark. The notion of an e´tale map of directed graphs is not new and goes by many
different names [57,58]. Calling it a “local isomorphism” could be misleading, since we only consider
incoming arrows, and it might better be termed “local in-isomorphism” as in [57,58]. In Higgins [59]
it is called a covering map, but since local isomorphisms of graphs are not necessary surjective on
nodes, calling it a “covering map” may give a wrong impression. Calling them “e´tale” is a lot
shorter than calling them “local isomorphisms.” See [60] for an extensive discussion of the history
of the notion and various contexts in which it arouse.
2.10.4. Remark. If a morphism ϕ : Γ→ Γ′ in Graph/C is e´tale than for each node a of Γ and each
edge γ′ in Γ′ with t(γ′) = ϕ(a) there exists a unique edge γ in Γ with ϕ(γ) = γ′. Consequently
given any path in Γ′ with the end node f(a) there is a unique lift of this path to a path in Γ with
the end node a (q.v. footnote 2 on p. 4). We will not use the unique lifting property of paths in
this paper, but it will play an important role in the subsequent paper on the groupoid-invariant
discrete-time dynamics on networks.
2.10.5. Remark. Finite graphs over a fixed graph C, along with e´tale maps, form a subcategory
of the category FinGraph/C of finite graphs over C, since the composition of e´tale maps is e´tale.
We call this subcategory (FinGraph/C)
et
.
2.10.6. Theorem. The map V that assigns to each finite graph Γ over C the vector space of G(Γ)-
invariant virtual vector fields on PΓ0 extends to a contravariant functor
V : (FinGraph/C)
et
op → Vect.
We first prove
2.10.7. Lemma. An e´tale map ϕ : Γ → Γ′ of graphs over C induces a fully faithful functor (q.v.
Definition A.1.28)
G(ϕ) : G(Γ)→ G(Γ′)
between the corresponding groupoids.
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Proof. We define the functor G(ϕ) on objects by: G(ϕ)(I(a)) = I(ϕ(a)). Given an arrow I(a)
σ
→
I(b) in G(Γ) we define G(ϕ)(σ) : I(ϕ(a))→ I(ϕ(b)) by
(2.10.8) G(ϕ)σ := ϕb ◦ σ ◦ ϕ
−1
a ,
so that the diagram
(2.10.9) I(a)
σ //
ϕa

I(b)
ϕb

I(ϕ(a))
G(ϕ)σ
// I(ϕ(b))
commutes.4 Moreover, the inverse of G(ϕ) : Hom(I(a), I(b)) → Hom(I(ϕ(a)), I(ϕ(b))) is given by
G(ϕ)−1τ = ϕ−1b ◦ τ ◦ ϕa,
so G(ϕ) is fully faithful. 
2.10.10. Remark. If ⊲⊳ is a balanced equivalence relation (see [48]) on a colored graph Γ → C
then the quotient map π : Γ→ Γ/ ⊲⊳ is e´tale. Moreover the induced map of groupoids G(π) is not
only faithful but also surjective on objects, hence an equivalence of categories by Theorem 2.10.15
below.
Proof of Theorem 2.10.6. Consider an e´tale map of graphs over C:
Γ Γ′
C
α 2
22
2
ϕ //
β
 ,
that is, a morphism in the category (FinGraph/C)et. Given an arrow I(a)
σ
−→ I(b) in the groupoid
G(Γ) we have a commuting diagram (2.10.9) in the category of finite trees over C. Applying the
control functor Ctrl gives us a commuting diagram in the category Vect of vector spaces:
(2.10.11) Ctrl(I(a))
Ctrl(σ) //
Ctrl(ϕa)

Ctrl(I(b))
Ctrl(ϕb)

Ctrl(I(ϕ(a))
Ctrl(G(ϕ)σ)
// Ctrl(I(ϕ(b)).
Now, for any arrow I(a)
σ
→ I(b) ∈ G(Γ) we have the following diagram:
V(Γ′)
CtrlΓ′(ϕ(a))
CtrlΓ′(ϕ(b))
CtrlΓ(a)
CtrlΓ(b)
V(Γ)
̟ϕ(a) 99rrrrrrr
̟ϕ(b)
%%LL
LL
LL
L
Ctrl(ϕa)−1 //
Ctrl(ϕb)
−1
//
̟a
eeLLLLLLL
̟byyrrr
rr
rr
Ctrl(G(ϕ)σ)

Ctrl(σ)

,
4 Note that our definition of G(ϕ)σ only makes sense if ϕa is an isomorphism, i.e., only if ϕ is e´tale.
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where CtrlΓ(a) is an abbreviation for Ctrl(I(a)), etc. Consequently for any arrow I(a)
σ
→ I(b) ∈ G(Γ)
the diagram
CtrlΓ(a) CtrlΓ(b)
V(Γ′)
̟φ(a)◦Ctrl(φa)
−1
}}||
||
||
||
||
|
Ctrl(σ) //
̟φ(b)◦Ctrl(φb)
−1
!!B
BB
BB
BB
BB
BB
commutes. By the universal property of the limit V(Γ) there exists a unique linear map V(ϕ) : V(Γ′)→
V(Γ) making the diagram
(2.10.12) V(Γ′)
CtrlΓ′(ϕ(a))
CtrlΓ′(ϕ(b))
CtrlΓ(a)
CtrlΓ(b)
V(Γ)
̟ϕ(a) 99rrrrrrr
̟ϕ(b)
%%LL
LLL
LL
Ctrl(ϕa)−1 //
Ctrl(ϕb)
−1
//
̟a
eeLLLLLLL
̟byyrrr
rr
rr
V(ϕ) // .
commute for all arrows I(a)
σ
→ I(b) ∈ G(Γ). We leave it to the reader to to check that
V(ψ ◦ ϕ) = V(ϕ) ◦ V(ψ)
for any composable pair of e´tale maps of graphs Γ
ϕ
→ Γ′
ψ
→ Γ′′ over C, that is, that V is a
contravariant functor (c.f. the proof of Proposition 6.1.3). 
2.10.13. Example. Consider the graphs Γ, Γ′ and the phase space function of Examples 2.7.4 and
2.8.5. There is an evident e´tale map of graphs ϕ : Γ′ → Γ,
Γ′ =
GFED@ABC1a
GFED@ABC1b
?>=<89:;2
α
++WWWW
WWWW
β
33gggggggg
ϕ
−→ Γ = ?>=<89:;1 ?>=<89:;2
β
88
α
&&
,
defined on the nodes by
ϕ(1a) = ϕ(1b) = 1, ϕ(2) = 2.
The induced map of groupoids G(ϕ) : G(Γ′) → G(Γ) sends I(1a), I(1b) to I(1), I(2) to I(2), the
isomorphism I(1a)→ I(1b) to the identity arrow on I(1) and the non-trivial arrow σ : I(2)→ I(2)
to σ : I(2) → I(2). In particular G(ϕ) is surjective on objects. Since G(ϕ) is always fully faithful
(q.v. Lemma 2.10.7), it is, in this case, an equivalence of categories. Hence by Theorem 2.10.15,
V(ϕ) : V(Γ)→ V(Γ′)
is an isomorphism of vector spaces. This is not hard to check by hand: under the identifications
V(Γ) ≃ C∞(V × V, V )Z2 and V(Γ′) ≃ C∞(V × V, V )Z2 , the map V(ϕ) is the identity map:
V(ϕ)f = f
for all f ∈ C∞(V × V, V )Z2 .
2.10.14. Remark. Our construction of the functor V (Definition 2.7.2 and Theorem 2.10.6) that
assigns to each finite graph a space of virtual groupoid-invariant vector fields is analogous to our
construction of the phase space functor P. In both cases we have a fixed category D with finite
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limits and a collection of categories U ; we then form a new category U with objects of the form
U
f
→ D, where U ∈ U and f a functor, and show that the assignment
U0 → D0, (U
f
→ D) 7→ lim(U
f
→ D)
extends to a functor.
In the case of P, we took D = Euc, the category of Euclidean spaces and smooth maps, and U as
the collection of all finite sets over a fixed set C0. In the case of V, we took D = Vect, the category
of vector spaces and linear maps, and U as the collection of all groupoids of the form G(Γ) with Γ
a finite graph over the fixed graph of colors C.
The essential difference between the two constructions is that while in the case of the phase space
functor P the morphisms of U are, roughly, commuting triangles
X Y
D
α 2
22
2
f //
β
 ,
in the case of the construction of the functor V the morphisms are more complicated: the triangles
of the form
G(Γ) G(Γ′)
Vect
Ctrl|G(Γ) 6
66
66
6
G(ϕ) //
Ctrl|G(Γ′)


no longer strictly commute. Instead they “2-commute”— there is a natural isomorphism
Ctrl|G(Γ)
φ
⇒ Ctrl|G(Γ′) ◦G(ϕ)
— this is the content of (2.10.11): the components of φ are linear isomorphisms Ctrl(ϕa)
−1. A
standard notation for such a 2-commutative diagram is:
G(Γ) G(Γ′)
Vect
Ctrl|G(Γ)
3
33
33
33
3
G(ϕ) //
Ctrl|G(Γ′)



φ
v~ tt
tttt
tt
.
A category-theoretic framework that encompasses both constructions is discussed in section 6. Two
interesting results that follow from this framework are:
2.10.15. Theorem. Suppose the map G(ϕ) : G(Γ) → G(Γ′) induced by an e´tale map ϕ : Γ→ Γ′ of
graphs over C is essentially surjective. Then the map
V(ϕ) : V(Γ′)→ V(Γ)
is an isomorphism.
In particular, if ⊲⊳ is a balanced equivalence relation [49] on Γ and π : Γ → Γ/⊲⊳ is the quotient
map (q.v. Remark 2.10.10), then
V(π) : V(Γ/⊲⊳)→ V(Γ)
is an isomorphism.5
5In the language of [48] the graphs Γ and Γ/⊲⊳ are “ODE equivalent.”
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2.10.16. For an input tree I(a) of a graph Γ over C let
Aut(I(a)) = HomGraph/C(I(a), I(a)),
the group of isomorphisms of a colored tree I(a). Then the skeleton of a groupoid G(Γ) (q.v. A.1.35)
is a disjoint union of groups of the form
Aut(I(a1)) ⊔ . . . ⊔Aut(I(ak))
for some nodes a1, ..., ak of Γ.
2.10.17. Theorem. For any colored graph Γ→ C the space of virtual invariant vector fields V(Γ)
is a product of invariants of groups. In particular let
Aut(I(a1)) ⊔ . . . ⊔Aut(I(ak))
be a skeleton of the groupoid G(Γ). Then
V(Γ) ≃
k∏
i=1
Ctrl(I(ai))
Aut(I(ai)).
The proofs of 2.10.15 and 2.10.17 are given in Section 6.
2.10.18. Remark. Note that while the spaces V(Γ), V(Γ′) of virtual groupoid-invariant vector fields
in the Example 2.10.13 above are naturally isomorphic, there is no evident natural isomorphism
between their images SΓ(V(Γ)) and SΓ′(V(Γ
′)) in the spaces of vector fields χ(PΓ0) and χ(PΓ
′
0)
respectively. Indeed, as we computed in Example 2.8.5,
SΓ(V(Γ)) = {(0, g) ∈ C
∞(V 2, V 2) | g(v1, v2) = f(v1, v1) for some f ∈ C
∞(V × V, V )Z2}
while
SΓ′(V(Γ
′)) = {(0, 0, g) ∈ C∞(V 3, V 3) | g(v1a, v1b, v2) = f(v1a, v1b) for some f ∈ C
∞(V × V, V )Z2}.
As we have seen in Example 2.8.5, SΓ′ is injective. So its image is isomorphic to C
∞(V × V, V )Z2 :
SΓ′(V(Γ
′)) ≃ C∞(V × V, V )Z2 .
On the other hand the map
C∞(V × V, V )Z2 → C∞(V, V ), f 7→ (g(v) = f(v, v))
is surjective. Indeed for any g ∈ C∞(V, V )
g(v) = f(v, v)
where f(u,w) = 12(g(u) + g(w)). Consequently
SΓ(V(Γ)) ≃ C
∞(V, V ),
and there is no natural isomorphism between C∞(V, V ) and C∞(V × V, V )Z2 . For this reason we
are confused by the definition of the pullback map β∗ on p. 332 of [49]. Consequently we do not
fully understand Definition 6.1 (op. cit.) of G-admissible vector fields.
While there are no natural geometric or combinatorial maps between the images SΓ(V(Γ)) and
SΓ′(V(Γ
′)) for any e´tale map of graphs ϕ : Γ′ → Γ there is a very interesting relationship between
the maps V(ϕ), Pϕ, SΓ and SΓ′ . This relationship is the subject of the next two subsections.
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2.11. Virtual groupoid invariant vector fields and dynamics on Euclidean spaces.
Let ϕ : Γ → Γ′ be an e´tale map of finite graphs over our graph of colors C. Let w ∈ V(Γ′) be a
groupoid-invariant virtual vector field on the phase space PΓ′0. Then SΓ′w is an actual vector field
on PΓ′0. Since the phase space functor is contravariant, we have a smooth map of phase spaces
Pϕ : PΓ′0 → PΓ0. Since the functor V is contravariant, we have a virtual vector field V(ϕ)w ∈ V(Γ),
which gives us an actual vector field SΓ(V(ϕ)w) on PΓ0. Remarkably the vector fields SΓ′w and
SΓ(V(ϕ)w) are Pϕ-related, which is the content of the Theorem 2.11.2 below.
2.11.1. Remark. Note that if Γ′ is the quotient of the graph Γ by a balanced equivalence relation
and ϕ is the quotient map, then Pϕ identifies PΓ′ with a “polydiagonal” subspace of PΓ. The
fact that the vector fields SΓ′w and SΓ(V(ϕ)w) are Pϕ-related translates into: “the restriction of
SΓ(V(ϕ)w) to the polydiagonal is SΓ′w.” Thus Theorem 2.11.2 generalizes the synchrony results
of [46] and [48] from quotient maps of colored graphs to arbitrary e´tale maps of colored graphs.
2.11.2. Theorem. Let w ∈ V(Γ′) be a virtual dynamical system on PΓ0. For each e´tale map of
graphs
ϕ : Γ→ Γ′,
the diagram
(2.11.3) P(Γ′0)
DPϕ // P(Γ0)
P(Γ′0)
Pϕ //
SΓ′(w)
OO
P(Γ0)
SΓ(V(ϕ)w)
OO
commutes: for any point x ∈ P(Γ′0)
(2.11.4) DPϕ(x) (SΓ′(w) (x)) = SΓ(V(ϕ)w) (Pϕ(x)).
In other words,
P(ϕ) : (P(Γ′), SΓ′(w))→ (P(Γ), SΓ(V(ϕ)w))
is a map of dynamical systems.
2.11.5. Remark. Since the map Pϕ above is linear (q.v. 2.3.11), DPϕ(x) = Pϕ for all x ∈ P(Γ′0).
Therefore (2.11.4) amounts to:
(2.11.6) Pϕ (SΓ′(w) (x)) = SΓ(V(ϕ)w) (Pϕ(x)) for any point x ∈ P(Γ
′
0).
Proof of Theorem 2.11.2. Recall that for each node a of a graph Γ over the graph of colors C we
have a canonical map ξ : I(a) → Γ from the input tree I(a) of the node a ∈ Γ0 to the graph Γ
(q.v. 2.6.2; we use the same letter ξ for all nodes of Γ and for all graphs over C suppressing both
dependencies and trusting that lighter notation will cause no confusion).
If ϕ : Γ→ Γ′ is an e´tale map of graphs over C, then by the definition of “e´tale”, for each node a
of Γ, we have an induced isomorphism of graphs over C:
ϕa : I(a)→ I(ϕ(a))
defined by (2.10.1). Note that ϕa necessarily sends the root a of I(a) to the root ϕ(a) of I(ϕ(a))
and the leaves lv I(a) bijectively to the leaves lv I(ϕ(a)) of I(ϕ(a)). Moreover, the diagram of
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graphs over C
(2.11.7)
I(a) Γ
I(ϕ(a)) Γ′
ξ //
ϕa

ϕ

ξ
//
commutes. Hence we have a commuting diagram
(2.11.8)
lv I(a) Γ0
lv I(ϕ(a)) Γ′0
ξ //
ϕa

ϕ

ξ
//
of finite sets over C0 and consequently, since P is a functor, the commuting diagram
(2.11.9)
P lv I(a) PΓ0
P lv I(ϕ(a)) PΓ′0
Pξoo
Pϕa
OO
Pϕ
OO
Pξoo
in our category Euc of Euclidean phase spaces. Let
(2.11.10) κa : {a} →֒ Γ0
denote the canonical inclusion in the category FinSet/C0 of finite sets over C0. We then have a
commuting diagram in FinSet/C0
(2.11.11)
{a} Γ0
{ϕ(a)} Γ′0,
  κa //
ϕa|{a}=ϕ|{a}

ϕ

 
κϕ(a)
//
hence a commuting diagram in Euc:
(2.11.12)
P{a} PΓ0
P{ϕ(a)} PΓ′0,
Pκaoooo
P(ϕ|{a})
OO
Pϕ
OO
Pκϕ(a)
oooo
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Differentiating (2.11.12) we get the commuting diagram
(2.11.13)
TP{a} TPΓ0
TP{ϕ(a)} TPΓ′0,
DPκaoooo
DP(ϕ|{a})
OO
DPϕ
OO
DPκϕ(a)
oooo
of tangent bundles. Recall that the projection
pa : χ(PΓ0)→ HomEuc(PΓ0,P{a})
from (2.8.4) is given by
(2.11.14) pa(X) = D(Pκa) ◦X.
By definition of the maps SΓ and SΓ′ (q.v. (2.8.2)) we have
(2.11.15) DPκa ◦ SΓ(v) = ̟a(v) ◦ P(ξ|lv I(a)) for any a ∈ Γ0 and any v ∈ V(Γ)
and
(2.11.16) DPκϕ(a) ◦ SΓ′(v
′) = ̟ϕ(a)(v
′) ◦ Pξ|lv I(ϕ(a)) for any a ∈ Γ0 and any v
′ ∈ V(Γ′).
By definition (2.10.12) of Vϕ
(2.11.17) ̟a(V(ϕ)w) = Ctrl(ϕa)
−1(̟ϕ(a)w)
for any virtual invariant vector field w ∈ V(Γ′) and any node a ∈ Γ0. By definition of Ctrl(ϕa) (q.v.
(2.5.3), (2.5.4))
Ctrl(ϕa)
−1u = u ◦ (Pϕa)
−1 for any u ∈ Ctrl(I(ϕ(a))).
Hence
̟a(V(ϕ)w) = (̟ϕ(a)w) ◦ (Pϕa)
−1.
Consequently
(2.11.18) ̟a(V(ϕ)w) ◦ Pϕa = ̟ϕ(a)w.
Since the vector space of vector fields χ(PΓ0) is the product
χ(PΓ0) =
∏
a∈Γ0
HomEuc(PΓ0,P{a}),
the diagram (2.11.3) commutes if and only if
pa(SΓ(V(ϕ)w) ◦ Pϕ) = pa(DPϕ ◦ SΓ′(w))
for every a ∈ Γ0. We now compute:
pa(SΓ(V(ϕ)w) ◦ Pϕ) = DPκa ◦ SΓ(V(ϕ)w) ◦ Pϕ, by (2.11.14)
=
(
̟a(V(ϕ)w) ◦ P(ξ|lv I(a))
)
◦ Pϕ, by (2.11.15)
= ̟a(V(ϕ)w) ◦
(
P(ξ|lv I(a)) ◦ Pϕ
)
= ̟a(V(ϕ)w) ◦ Pϕa ◦ P(ξ|lv I(ϕ(a))) by (2.11.9)
= ̟ϕ(a)w ◦ P(ξ|lv I(ϕ(a))), by (2.11.18)
= DPκϕ(a) ◦ SΓ′(w) by (2.11.16)
= DP(ϕ|{a}) ◦DPκϕ(a) ◦ SΓ′(w) since DP(ϕ|{a}) = D(idP{a}) = id
= DPκa ◦DPϕ ◦ SΓ′(w), since (2.11.13) commutes
= pa(DPϕ(SΓ′(w))).
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And we are done. 
2.11.19. Example. Here we revisit Examples 2.7.4, 2.8.5 and 2.10.13. Recall that we have an e´tale
map of (mono-colored) graphs ϕ : Γ′ → Γ:
Γ′ =
GFED@ABC1a
GFED@ABC1b
?>=<89:;2
α
++WWWW
WWWW
β
33gggggggg
ϕ
−→ Γ = ?>=<89:;1 ?>=<89:;2
β
88
α
&&
,
and the phase space function P(◦) = V . Then PΓ0 = V × V =: V
2, P(Γ′0) = V × V × V =: V
3 and
Pϕ : V 2 → V 3 is given by
(Pϕ)(v1, v2) = (v1, v1, v2)
(cf. Examples 2.3.6 and 2.3.7). Recall that V(Γ) ≃ C∞(V × V, V )Z2 ≃ V(Γ′) and that under these
identifications
V(ϕ) : V(Γ)→ V(Γ′)
is the identity map. Recall also that for any f ∈ C∞(V 2, V )Z2
SΓ(f)(v1, v2) = (0, f(v1, v1))
while
SΓ′(f)(v1a, v1b, v2) = (0, f(v1a, v1b)).
Consequently
((Pϕ) ◦ (SΓf)) (v1, v2) = (0, 0, f(v1, v1)) = ((SΓ′f) ◦ (Pϕ)) (v1, v2),
which is precisely the assertion of Theorem 2.11.2. Thus the “polydiagonal” Pϕ(V 2) ⊂ V 3 is an
invariant submanifold for any “groupoid-invariant” vector field v ∈ SΓ′(V(Γ
′)) ⊂ χ(V 3).
2.12. The combinatorial category VEuc of dynamical systems.
Having constructed a contravariant functor V : (FinGraph/C)
et
op → Vect that assigns to each C-
colored graph Γ the vector space of virtual groupoid-invariant vector fields on the phase space PΓ0,
we now construct a category VEuc whose set of objects is the collection of all groupoid-invariant
vector fields
⊔
Γ∈FinGraph/C V(Γ). This construction is, incidentally, an example of the construction
of the category of elements of a presheaf.
2.12.1. Definition (The combinatorial category VEuc of dynamical systems). Fix a graph of colors
C = {C1 ⇒ C0} and a phase space function P : C0 → Euc. Let P : FinSet/C0 → Euc be the
associated phase space functor (2.3.3) and V : (FinGraph/C)
et
op → Vect the corresponding virtual
vector fields functor.
(1) The collection of objects (VEuc)0 is the collection of pairs
(VEuc)0 := {(v,Γ) | Γ ∈ (FinGraph/C)0, v ∈ V(Γ)} =
⊔
Γ∈(FinGraph/C)0
V(Γ).
(2) For any two objects (v,Γ), (v′,Γ′) ∈ VEuc0, the set of morphisms HomVEuc((v,Γ), (v
′,Γ′)) is
given by
HomVEuc((v,Γ), (v
′,Γ′)) :=
{
(h, (v,Γ), (v′,Γ′)) ∈ Hom(FinGraph/C)et(Γ,Γ
′)× (VEuc)0 × (V
Euc)0 | V(h)v = v
′
}
.
Composition in VEuc is defined by
(g, (v′,Γ′), (v′′,Γ′′)) ◦ (h, (v,Γ), (v′ ,Γ′)) = (hg, (v,Γ), (v′′ ,Γ′′))
for all Γ
h
← Γ′
g
← Γ′′ and v ∈ VΓ, v′ ∈ VΓ′, v′′ ∈ Γ′′ with V(g)v′ = v′′ and V(h)v = v′.
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2.12.2. Remark. There is an evident functor π : VEuc → (FinGraph/C)
et
op. On objects π(v,Γ) = Γ
and on morphisms
π
(
(v,Γ)
(h,(v,Γ),(v′ ,Γ′))
−−−−−−−−−→ (v′,Γ′)
)
= Γ
h
← Γ′ ∈ Hom(FinGraph/C)et
op(Γ,Γ′).
As we mention in the introduction, there is a category DynamicalSystems whose objects are pairs
(M,X) where M is a manifold and X a vector field on M . A morphism ϕ : (M,X)→ (M ′,X ′) in
Dynamical Systems is a smooth map of manifolds ϕ : M →M ′ with
dϕ ◦X = X ′ ◦ ϕ,
that is, a map of control systems (q.v. 2.1.8). There is an evident functor
U : Dynamical Systems→ Man
from the category of dynamical systems to the category of manifolds that forgets the vector fields.
The category Dynamical Systems has a full subcategory Dynamical SystemsEuc whose objects are
pairs (W,X) where W is a Euclidean space. By construction
U(Dynamical SystemsEuc) = Euc.
Theorem 2.11.2 allows us to reinterpret the collection of maps {SΓ : VΓ → χ(PΓ0)}Γ∈(FinGraph/C)0
as a functor
S : VEuc → Dynamical SystemsEuc.
Indeed, given an object (v,Γ) ∈ VEuc we define
S(v,Γ) = (PΓ0, SΓ(v)),
where, as before, P denotes the phase space functor and SΓ : V(Γ) → χ(PΓ0) is defined by (2.8.2)
(see also 2.8.1). Given a morphism (h, (v,Γ), (v′,Γ′)) ∈ VEuc we define
S(h, (v,Γ), (v′ ,Γ′)) = (PΓ0, SΓ(v))
Ph
→ (PΓ′, SΓ′(v)).
By Theorem 2.11.2
DPh (SΓ(v))) = SΓ′(v
′) ◦ Ph.
Therefore
Ph : (PΓ0, SΓ(v))→ (PΓ
′
0, SΓ′(v
′))
is a morphism of dynamical systems. We have thus proved:
2.12.3. Theorem. Let VEuc denote the category of virtual groupoid-invariant dynamical systems
constructed above, π : VEuc → (FinGraph/C)
et
op the canonical projection, U : Dynamical SystemsEuc →
Euc the forgetful functor, and P the phase space functor extended to finite graphs (q.v. 2.3.14). There
exists a functor S : VEuc → Dynamical SystemsEuc making the diagram
(2.12.4) VEuc
S //
π

Dynamical SystemsEuc
U

(FinGraph/C)
et
op P // Euc
commute. On objects
S(v,Γ) = (PΓ0, SΓ(v));
on arrows
S(h, (v,Γ), (v′ ,Γ′)) = (PΓ0, SΓ(v))
Ph
→ (PΓ′, SΓ′(v)).
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2.13. An example.
Let us consider the two graphs Γ,Γ′ over the graph of colors C =  || depicted in (2.13.1) below,
along with the maps r : Γ→ Γ′, ı : Γ′ → Γ given on nodes by
r(1, 2, 3, 4, 5, 6) = (a, b, c, a, b, c), ı(a, b, c) = (1, 2, 3).
Clearly both r and ı are e´tale, r is surjective and ı is injective, and r ◦ ı = idΓ′ .
(2.13.1)
Γ = ?>=<89:;1 ?>=<89:;2 ?>=<89:;3 ?>=<89:;4 ?>=<89:;5 ?>=<89:;6// // // // //ww
Γ′ = ?>=<89:;a ?>=<89:;b ?>=<89:;c// //ww
r
 ?
ı
OO
Let Euclidean space V be the value of the space function P on the only node of the graph C of
colors:
V = P(◦).
Then the phase space associate to any node of Γ and Γ′ is V .
We first consider the graph Γ. Define the function ℓ : [6]→ [6] by ℓ(1, 2, 3, 4, 5, 6) = (3, 1, 2, 3, 4, 5),
i.e. ℓ(i) is the number of the node which precedes the node i in the graph Γ. We label the unique
arrow of Γ whose target is the node i by γℓ(i),i. Consequently each input tree of Γ is of the form
I(i) = {γℓ(i),i}?>=<89:;i
γℓ(i),ioo .
Thus Ctrl(I(i)) = C∞(V, V ). We next consider the groupoid G(Γ). For any nodes i, j of Γ, the
map σij : I(i) → I(j), defined by σij : (i 7→ j, γℓ(i),i 7→ γℓ(j),j) is an isomorphism of input trees.
Since σij |lv I(i) is the unique map sending the one point set {ℓ(i)} to the one point set {ℓ(j)},
P(σij|lv I(i)) : P lv I(j)→ P lv I(i) is the identity map for all nodes i, j. Consequently
Ctrl(σij) : Ctrl(I(i)) → Ctrl(I(j)),
which is defined by
Ctrl(σij)(f) = id ◦ f ◦ Pσij
for any f ∈ Ctrl(I(i)) = C∞(P lv I(i),P{i}) = C∞(V, V ), is the identity map. Informally speaking
the jth component of the groupoid invariant vector field f on PΓ0 depends on P{ℓ(i)} = P lv I(i)
in the same way that the ith component of f depends on P{ℓ(i)} = P lv I(i). More formally by
Theorem 2.10.17
V(Γ) ≃ C∞(V, V ).
Moreover it is not hard to see that SΓ : V(Γ)→ χ(PΓ0) = χ(V
6) is given by
SΓ(f)(v1, . . . , v6) = (f(v3), f(v1), f(v2), f(v3), f(v4), f(v5))
for all f ∈ C∞(V, V ). Similarly, P(Γ′0) = V
3,
V(Γ′) ≃ C∞(V, V ).
and SΓ′ : V(Γ
′)→ χ(PΓ′0) = χ(V
3) is given by
(2.13.2) SΓ′(g)(va, vb, vc) = (g(xc), g(xa), g(xb))
Using (2.3.8) we see that
Pr : V 3 = PΓ′0 → PΓ = V
6
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is an embedding given by
Pr(va, vb, vc) = (va, vb, vc, va, vb, vc),
and Pı : V 6 → V 3 is the projection given by
Pı(v1, v2, v3, v4, v5, v6) = (v1, v2, v3)
Note also that
P(ı ◦ r) = Pr ◦ Pı : V 6 → V 6
is the submersion onto the diagonal ∆V 3 ⊂ V
3 × V 3 ≃ V 6 given by
P(ı ◦ r) (v1, v2, v3, v4, v5, v6) = (v1, v2, v3, v1, v2, v3).
We now turn to the maps V(r) and V(ı) between the spaces of virtual groupoid invariant vector
fields. For any node i of Γ the map
ri : I(i)→ I(r(i))
is an isomorphism inducing the identity map
Ctrl(ri) : C
∞(V, V ) = Ctrl(I(i))→ Ctrl(I(r(i)) = C∞(V, V ).
It follows from the construction of the functor V on arrows (q.v. (2.10.12), (2.11.17)) that
V(r) : V(Γ′)→ V(Γ)
is the identity map on C∞(V, V ). Similarly V(ı) is the identity map as well.
By Theorem 2.11.2 for any virtual groupoid invariant vector field f ∈ V(Γ)) we have
(2.13.3) DP(ı ◦ r)SΓ(f) = SΓ(V(ı ◦ r)f) ◦ P(ı ◦ r)
Recall that for any map ϕ of graphs over C the map of Euclidean spaces P(ϕ) is linear and
consequently DPϕ = Pϕ (q.v. 2.11.5). Therefore (2.13.3) amounts to
P(ı ◦ r)SΓ(f) = SΓ(V(ı ◦ r)f) ◦ P(ı ◦ r),
c.f. (2.11.6), or, in this case,
P(ı ◦ r) ◦ SΓ(f) = SΓ(f) ◦ P(ı ◦ r).
Therefore the diagonal ∆V 3 ⊂ PΓ0 is an invariant submanifold for any groupoid invariant vector
field F ∈ SΓ(V(Γ)). Moreover, P(ı ◦ r) projects the dynamics of F on PΓ0 onto the dynamics of
F |∆
V 3
. Thus for an equilibrium x ∈ ∆V 3 of F |∆V 3 , the set (P(ı◦r))
−1(x) is an invariant submanifold
of F . To see this, if we have SΓ(f)x = 0 and P(ı ◦ r)y = x, then
P(ı ◦ r)SΓ(f)y = SΓ(f)P(ı ◦ r)y = SΓ(f)x = 0,
so that SΓ(f) must be tangent to the diagonal ∆V 3 . Similarly, for a periodic orbit O of F |∆V 3 , the
set (P(ı ◦ r))−1(O) is a “relative periodic orbit” of F , and so on.
By Theorem 2.11.2 again, a dynamical system of the form (∆V 3 , F |∆V 3 , F ∈ SΓ(V(Γ)) is an
isomorphic image (under P(r)) of a dynamical system of the form (P(Γ′0), G), G ∈ SΓ′(V(Γ
′)). By
Theorem 5.1.5 and Example 5.1.6 any groupoid invariant vector fieldG ∈ SΓ′(V(Γ
′)) is also invariant
under the action of the cyclic group Z3. This can also be seen directly from (2.13.2). Thus we can
use the machinery of equivariant dynamical systems to study the dynamics of groupoid invariant
vector fields on ∆V3 and thereby on PΓ0.
Finally note that the “color” maps c : Γ → C =  || and c′ : Γ′ → C are both e´tale. Then by
Theorem 2.11.2 the maps Pc : V = PC0 → PΓ0 and Pc
′ : V → PΓ′0 define invariant subsystems for
any groupoid invariant vector fields F ∈ SΓ(V(Γ)) and G ∈ SΓ′(V(Γ
′)), respectively.
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3. Linear groupoid invariant vector fields
3.1.
The functor V : (FinGraph/C)
et
op → Vect constructed in the previous section associates to each
finite colored graph Γ → C the space of C∞ (infinitely differentiable) groupoid invariant vector
fields V(Γ) and subsequently SΓ(V(Γ)) is a subspace of C
∞ vector fields on the Euclidean phase
space PΓ0. It is not hard to modify our construction to associate a different class of vector fields,
such as linear or analytic. All one has to do is to replace the category Euc by an appropriate
subcategory. Here is a description of what such a replacement entails in the case of linear vector
fields.
We replace the category Euc of Euclidean spaces and C∞ maps with the category FinVect of finite
dimensional vector spaces over the reals and linear maps. As before, we fix a graph C = {C1 ⇒ C0}
of colors and a phase space function P : C0 → FinVect. These choices give rise to a phase space
functor
(3.1.1) P : (FinSet/C0)
op → FinVect.
On objects the functor P is defined as a categorical product (q.v. A.2.4):
PX ≡ P(X
α
→ C0) :=
∏
x∈X
P(α(x)).
Note that while we use exactly the same notation as before, the product in question is now a
product in FinVect and not in Euc. Given a morphism
Y X
C0
α

f //
β 2
22
2
in the slice category FinSet/C0
we obtain
Pf : PY → PX
using the universal property of products (q.v. (2.3.5)). We have already constructed the groupoid of
finite colored trees FinTree/C, so we recycle the construction. The definition of the control functor
CtrlFV : FinTree/C → Vect looks almost the same as Ctrl : FinTree/C → Euc (q.v. 2.5): for a colored
tree (T → C) ∈ FinTree/C we set
CtrlFV(T ) := HomFV(P lv T,P rtT ).
Note that now HomFV(P lv T,P rtT ) is the finite dimensional vector space of linear maps from the
vector space P lv T to the vector space P rtT (in fact, dimCtrlFV(T ) = dim(P lv T ) dim(P rtT )).
Given an isomorphism
T T ′
C
α 2
22
2
σ //
β
 of trees over C, we define
CtrlFV(σ) : CtrlFV(T )→ CtrlFV(T
′)
by the same formula as in (2.5.4):
CtrlFV(σ)X := X ◦ P(σ|lv T ) : P lv T
′ → P rtT = P rtT ′
for any (X : P lv T → P rtT ) ∈ Ctrl(T ) = HomFV(P lv T,P rtT ). Note that the image of CtrlFV lands
in the subcategory FinVect of Vect.
We do not need to change the definitions of input trees (Definition 2.6.1) or of the groupoids
G(Γ) associated to colored graphs Γ→ C (Definition 2.6.3). We thus define the (finite-dimensional)
vector space VFV(Γ) of virtual groupoid-invariant linear vector fields by
VFV(Γ) := lim(CtrlFV|G(Γ) : G(Γ)→ FinVect).
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3.2. The relation of VFV(Γ) to vector fields on the phase space PΓ0.
Given a finite dimensional vector space W the space of linear vector fields on W is (naturally
isomorphic to) the space of linear maps HomFV(W,W ). Given a finite graph Γ over a graph of
colors C and the phase space function P : C0 → FinVect, the functor P assigns to the set Γ0 of
vertices of Γ a phase space PΓ0, which is now a finite dimensional vector space. In complete
analogy with Section 2.8, there exists a canonical linear map SΓ from the space of virtual groupoid-
invariant vector fields VFV(Γ) to the vector space HomFV(PΓ0,PΓ0) of linear vector fields on PΓ0.
It is defined as follows.
Since HomFV(PΓ0,PΓ0) = HomFV(PΓ0,
∏
a∈Γ0
P{a}) (q.v. Remark A.2.8), the space of linear
vector fields on PΓ0 is canonically the product
HomFV(PΓ0,PΓ0) =
∏
a∈Γ0
HomFV(PΓ0,P{a}).
To define the map into a product, it is enough to define a map into its factors. Thus we need maps
VFV(Γ)→ HomFV(PΓ0,P{a}) for each vertex a of the graph Γ.
For each input tree I(a) we have a map of graphs ξ : I(a) → Γ (q.v. Remark 2.6.2). Therefore
we have a map ξ|lv I(a) : lv I(a)→ Γ0 of finite sets over C0. Applying the phase space functor P we
obtain the maps
P(ξ|lv I(a)) : PΓ0 → P lv I(a).
The pullback by P(ξ|lv I(a)) gives
(P(ξ|lv I(a)))
∗ : Ctrl(I(a))→ HomFV(PΓ0,P{a}).
By the universal properties of the product χ(PΓ0) there a canonical unique map SΓ : V(Γ) →
HomFinVect(PΓ0,PΓ0) making the diagram
(3.2.1)
V(Γ) HomFV(PΓ0,PΓ0)
Ctrl(I(a)) HomFV(PΓ0,P{a})
∃!SΓ //________
̟a

pa

(P(ξ|lv I(a)))
∗
//
commute. Here, as before,
̟a : VFVΓ→ CtrlFV(PI(a))
and
pa : HomFV(PΓ0,PΓ0) =
∏
a′∈Γ0
HomFV(PΓ0,P{a
′})→ HomFV(PΓ0,P{a})
denote the canonical projections.
3.3. The assignment Γ 7→ VFVΓ extends to a functor.
Just as for C∞ vector fields on Euclidean spaces we have
3.3.1. Theorem. The map VFV that assigns to each finite graph Γ over C the vector space of
G(Γ)-invariant virtual linear vector fields on PΓ0 extends to a contravariant functor
VFinVect : (FinGraph/C)et
op → Vect.
Proof. Consider an e´tale map of graphs over C:
Γ Γ′
C
α 2
22
2
ϕ //
β
 ,
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that is, a morphism in the category (FinGraph/C)
et
. Given an arrow I(a)
σ
−→ I(b) in the groupoid
G(Γ) we have a commuting diagram (2.10.9)
I(a)
σ //
ϕa

I(b)
ϕb

I(ϕ(a))
G(ϕ)σ
// I(ϕ(b))
in the category of finite trees over C. Applying the control functor CtrlFV gives us a commuting
diagram in the category of vector spaces (q.v. (2.10.11)):
(3.3.2)
CtrlFV(I(a)) CtrlFV(I(b))
CtrlFV(I(φ(a))) CtrlFV(I(φ(b)))
CtrlFV(σ) //
CtrlFV(ϕa)

CtrlFV(ϕb)

CtrlFV(G(ϕ)σ)
//
We now could mimic the rest of the proof of 2.10.6. However, we choose to proceed in a more
functorial fashion. Diagram (3.3.2) gives us the 2-commutative diagram
G(Γ) G(Γ′)
Vect
CtrlFV|G(Γ)
3
33
33
33
3
G(ϕ) //
CtrlFV|G(Γ′)



φ
v~ tt
tt
,
q.v. Remark 2.10.14. This 2-commuting triangle is a morphism in Cat/Vect (see 6.1.2). It is not
hard to check that the assignment
G : (FinGraph/C)
et
→ Cat/Vect,
Γ Γ′
C
α 2
22
2
ϕ //
β
 7→
G(Γ) G(Γ′)
Vect
CtrlFV|G(Γ)
3
33
33
33
3
G(ϕ) //
CtrlFV|G(Γ′)



φ
v~ tt
tttt
tt
preserves the composition of morphisms and thus is a functor. Composing the functor G with the
contravariant functor L : Cat/Vectop → Vect (see 6.1.3) gives us the desired contravariant functor
VFV = G ◦ L : (FinGraph/C)et
op → Vect.

3.4. The combinatorial category VFV of linear dynamical systems.
Associated to the functor VFV we have the category of elements V
FV and a functor VFV →
(FinGraph/C)
et
op. As in the case of VEuc the objects of VFV are pairs of the form (Γ, v) with
Γ a finite graph over C and v ∈ VFV(Γ). The morphisms in V
FV are the tuples of the form
(h, (v,Γ), (v′ ,Γ′)) with h : Γ′ → Γ a morphism in FinGraph/C and VFinGraph(h)v = v
′.
As in the case of C∞ vector fields on Euclidean spaces the maps
{SΓ : VFV(Γ)→ HomFV(PΓ0,PΓ0)}Γ∈(FinGraph/C)0
assemble into a functor S from the category of elements VFV to the category LinDyn of linear
dynamical systems. The key technical result in proving that S is a functor is the analogue of
Theorem 2.11.2:
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3.4.1. Theorem. Let w ∈ VFV(Γ
′) be a virtual linear dynamical system on P(Γ). For each e´tale
map of graphs
ϕ : Γ→ Γ′
the diagram
(3.4.2) P(Γ′0)
Pϕ // P(Γ0)
P(Γ′0)
Pϕ //
SΓ′(w)
OO
P(Γ0)
SΓ(V(ϕ)w)
OO
commutes. In other words,
P(ϕ) : (P(Γ′), SΓ′(w))→ (P(Γ), SΓ(V(ϕ)w))
is a map of linear dynamical systems.
Since the proof of 3.4.1 is completely analogous to the proof of 2.11.2 we omit it. We conclude the
section by stating the analogue of Theorem 2.12.3:
3.4.3. Theorem. Let VFV denote the category of virtual groupoid-invariant dynamical systems con-
structed above, π : VFV → (FinGraph/C)et
op denote the canonical projection, U : LinDyn → FinVect
the forgetful functor, and P the phase space functor extended to finite graphs (q.v. 2.3.14). There
exists a functor S : VFV → LinDyn making the diagram
(3.4.4) VFV
S //
π

LinDyn
U

(FinGraph/C)
et
op P // FinVect
commute. On objects
S(v,Γ) = (PΓ0, SΓ(v));
on arrows
S(h, (v,Γ), (v′ ,Γ′)) = (PΓ0, SΓ(v))
Ph
→ (PΓ′, SΓ′(v)).
3.4.5. Remark. If ϕ : Γ → Γ′ is an isomorphism of graphs, then Pϕ and Vϕ are isomorphisms of
vector spaces, since P and V are functors. Therefore (3.4.2) is a similarity of linear transformations.
It is not hard to see, however, that the only similarities we can obtain in this matter are permu-
tations of blocks of identities (see (2.3.8)). In any case, SΓ(w) and SΓ′(V(ϕ)w) have precisely the
same spectrum when thought of as linear transformations. If ϕ is not an isomorphism, then even
though (3.4.2) is in the form of a similarity transformation, the relationship between the spectra of
SΓ(w) and SΓ′(V(ϕ)w) is a complicated question, q.v. [61,62]. A partial resolution of this question
will be useful for an application which we will present in [54].
4. Groupoid invariant vector fields on manifolds
We now extend the results of Section 2 from the category Euc of Euclidean spaces to the category
Man of (Hausdorff paracompact finite dimensional C∞) manifolds. Since the constructions in
Section 2 are functorial and, in particular, do not use coordinates, such an extension is not difficult.
However, we do need to modify our definition of the control functor Ctrl.
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4.1. Control systems functor.
Recall the construction
Ctrl : FinTree/C → Vect
in the case of Euclidean spaces. First, a choice of a phase space function P : C0 → Euc gives rise
to a phase space functor
P : (FinSet/C0)
op → Euc.
Then given a finite tree T over a graph C of colors we defined the space of control systems Ctrl(T )
by
Ctrl(T ) := HomEuc(P lv T,P rtT ),
which is canonically a subspace of the space of control systems CT(P lv T × P rtT → P rtT ) (q.v.
2.1.6 and 2.5.2).
Suppose we mimic this definition in the case of manifolds. As remarked in Section 2.3, just as in
the case of Euclidean spaces, a choice of a phase space function P : C0 → Man gives rise to a phase
space functor
P : (FinSet/C0)
op → Man.
On objects
PX ≡ P(X
α
→ C0) :=
∏
x∈X
P(α(x)),
where now the product is in the category Man. Since Man has finite products, P is well-defined
on objects. Implicit in this definition is a choice of a manifold
∏
x∈X P(α(x)) and a family of
submersions {px :
∏
x′∈X P(α(x
′))→ P(α(x))}x∈X . By the universal property of products for any
morphism
Y X
C0
α

f //
β 2
22
2
in the slice category FinSet/C0, we get a map of manifolds Pf : PX → PY
satisfying
PX PY
P(α(f(y))) P(β(y))
pf(y)

qy

Pf //________
,
q.v. 2.3.12. However, the embedding (2.1.7)
HomEuc(V,W ) →֒ CT(V ×W → W ), f 7→ (pr2, F )
has no analogue in the category of manifolds. Indeed what makes the embedding work is that the
tangent space TW of a Euclidean space W is canonically isomorphic to W ×W : TW
≃
→ W ×W .
Thus defining the control functor CtrlMan on trees by
CtrlMan(T ) = HomMan(P lv T,P rtT ) = C
∞(P lv T,P rtT )
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does not make sense for a general manifold.6 However, given a finite tree T over C and a phase
space functor P : (FinSet/C)op → Man we do have a canonical projection
pr2 : P lv T × P rtT → P rtT,
which is a surjective submersion. Consequently we can talk about the space CT(pr2 : P lv T ×
P rtT → P rtT ) of all control systems supported on pr2, see 2.1.5. Therefore,
4.1.1. Definition (The space of control systems associated to a tree). Given a finite tree T over
a graph C of colors and a phase space functor P : (FinSet/C)op → Man, we define the infinite
dimensional vector space of control systems associated to the tree T → C by
CtrlMan(T ) :=
{F : P lv T × P rtT → TP rtT | F (u,m) ∈ Tm(P rtT ) for all (u,m) ∈ P lv T × P rtT}
≡ CT(pr2 : P lv T × P rtT → P rtT ).
4.1.2. Remark. If the space of leaves lv T is empty (so that T consists of a single vertex) then
P lv T is a point and CtrlMan(T ) is simply the space of all vector fields on the phase space P rtT
(q.v. Remark 2.1.4).
The assignment T 7→ CtrlMan(T ) extends to a functor CtrlMan : FinTree/C → Vect, from the
category of finite trees over C to the category of infinite dimensional vector spaces as follows. Let
T T ′
C
α 2
22
2
σ //
β

be an isomorphism of trees. Then we have two isomorphisms of finite sets over C0:
σ|lv T : lv T → lv T
′ and σ|rt T : rtT → rtT
′.
Applying the phase space functor P we get two diffeomorphisms of manifolds
P(σ|lv T ) : P lv T
′ → P lv T, P(σ|rtT ) : P rtT
′ → P rtT.
Note that the second diffeomorphism is the identity map, see 2.3.9. In other words the square
P lv T ′ × P rtT ′
P(σ|lv T )×P(σ|rt T ) //
pr2

P lv T × P rtT
pr2

P rtT ′
P(σ|rt T )=idP(rt T )
// P rtT
commutes. Consequently we get a map
(4.1.3) CtrlMan(σ) : CtrlMan(T )→ CtrlMan(T
′)
which is the pull-back by P(σ|lv T )× P(σ|rtT ) = P(σ|lv T )× idP rtT composed with the pushforward
by d(Pσ|rt T ):
(4.1.4) CtrlMan(σ)X := d(Pσ|rtT ) ◦X ◦ (P(σ|lv T )× P(σ|rtT )) : P lv T
′ × P rtT ′ → TP rtT ′
6One can try and salvage this approach by restricting the definition of the Ctrl functor to a subcategory of
canonically parallelizable manifolds (e.g., the category of abelian Lie groups and smooth maps) and setting
CtrlMan(T ) := C
∞(P lv T, Tx(P rtT ))
for some arbitrary point x ∈ P rtT . Any trivialization of the fiber bundle T (P rtT ) ≃ P rtT × Tx(P rtT ) would then
give an embedding C∞(V,W ) →֒ CT(V ×W → W ). We do not pursue this idea further here, but see Golubitsky,
Josic´, and Shea-Brown [50] for a beautiful application.
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for any (X : P lv T × P rtT → TP rtT ) ∈ CtrlMan(T ). Once again we leave it to the reader to check
that CtrlMan preserves the composition of morphisms, that is, that CtrlMan is a functor.
4.1.5. Remark. Suppose the phase space function P : C0 → Man happens to take its values in the
Euclidean spaces. The the functors Ctrl = CtrlEuc and CtrlMan are quite different:
Given a tree T , we defined CtrlEuc(T ) = C
∞(P lv T,P rtT ), and identified it with a space of
control system by mapping a function f ∈ CtrlEuc(T ) to the control system F : P lv T × P rtT →
TP rtT by F (v,w) = (w, f(v)). In particular F so defined does not depend on the points of the
Euclidean space P rtT . On the other hand we defined CtrlMan(T ) as the space of all smooth maps
F : P lv T ×P rtT → TP rtT with F (u,m) ∈ Tm(P rtT ). So such a control system F does in general
depend on the points of the Euclidean space P rtT .
As a consequence the spaces of virtual groupoid invariant vector fields V(Γ) and VMan(Γ) and
their respective images SΓ(V(Γ)), SΓ(VMan(Γ)) are different even if the phase space function P is
the same (the official definitions of VMan(Γ) and SΓ : VMan(Γ)→ χ(PΓ0) are given in the next two
subsections). For example, for the graph
Γ = ?>=<89:;1 ?>=<89:;2ff
"*
,
(this is a graph colored by a graph C with one vertex and two distinct edges) the vector fields in
SΓ(V(Γ)) are of the form
x˙1 = f(x2), x˙2 = g(x1),
whereas the vector fields in SΓ(VMan(Γ)) are of the form
x˙1 = k(x2, x1), x˙2 = h(x1, x2).
4.2. Virtual groupoid invariant vector fields on manifolds.
In complete analogy with Definition 2.7.2 we now have:
4.2.1. Definition (Virtual groupoid invariant vector fields on manifolds). Fix the graph of colors
C = {C1 ⇒ C0} and a phase space function P : C0 → Man. Given a graph Γ over C we define the
vector space of virtual groupoid invariant vector fields VMan(Γ) to be the limit of the restriction of
the functor CtrlMan to the groupoid G(Γ):
VMan(Γ) := lim(CtrlMan|G(Γ) : G(Γ)→ Vect).
Note that since VMan(Γ) is a limit, it comes with a family of the canonical projections
{̟a : VMan(Γ)→ CtrlMan(I(a))}a∈Γ0 .
Immediately we have the analogue of Remark 2.7.3:
4.2.2. Remark. The vector space VMan(Γ) has the following concrete description. Consider the
product
∏
a∈Γ0
CtrlMan(I(a)) with its canonical projections pb :
∏
a∈Γ0
CtrlMan(I(a))→ CtrlMan(I(b)),
b ∈ Γ0. For a vector X ∈
∏
a∈Γ0
CtrlMan(I(a)), denote the a-th component pa(X) of X by Xa. Then
VMan(Γ) = {X ∈
∏
a∈Γ0
CtrlMan(I(a)) | CtrlMan(σ)Xa = Xb for all arrows I(a)
σ
→ I(b) ∈ G(Γ)}
with the canonical projections ̟a : VMan(Γ)→ CtrlMan(I(a)) given by restrictions pa|VMan(Γ).
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4.3. The relation of VMan(Γ) to vector fields on the phase space PΓ0.
Given a product M =M1× . . .×Mk of manifolds, the space of C
∞ vector fields χ(M) is naturally
a product of control systems
χ(M1 × . . .×Mk) =
k∏
i=1
CT(pi : M1 × . . .×Mk →Mi).
Therefore, given a phase space functor P : (FinGraph/C)op → Man for each graph Γ over the graph
of colors C we have
χ(PΓ0) =
∏
a∈Γ0
CT(Pκa : PΓ0 → P{a})
where κa : {a} →֒ Γ0 is the canonical inclusion of a vertex {a} into the set of vertices of the graph
Γ. Note that the canonical projections
(4.3.1) πa :
∏
a′∈Γ0
CT(Pκa′ : PΓ0 → P{a
′})→ CT(Pκa : PΓ0 → P{a})
are given by push-forwards:
(4.3.2) πa(X) = dPκa ◦X ≡ (dPκa)∗X.
Since VMan(Γ) is a limit, for each node a we also have a canonical projection
̟a : VManΓ→ CtrlMan(I(a)).
Recall that by definition CtrlMan(I(a)) is the space of all control systems supported by the surjective
submersion P lv I(a)× P rt I(a)
pr2
−−→ P rt I(a):
CtrlMan(I(a)) = CT(pr2 : P lv I(a)× P rt I(a)→ P rt I(a)).
Since the set I(a)0 of nodes of the input tree I(a) is simply the union of the leaves lv I(a) and the
root rt I(a) = {a} we have
(4.3.3) CtrlMan(I(a)) = CT(PI(a)0 → P{a}).
Recall that for each input tree I(a) of a graph Γ we have a map of graphs ξ : I(a)→ Γ (q.v. 2.6.2),
hence a map
ξ : I(a)0 → Γ0
of finite sets over the set of colors C0. Applying the phase space functor P we obtain canonical
maps of manifolds
P(ξ) : PΓ0 → PI(a)0.
The pullback by P(ξ) gives
P(ξ)∗ : CtrlMan(I(a)) = CT(PI(a)0 → P{a})→ CT(PΓ0 → P{a}).
By the universal properties of the product
{πa : χ(PΓ0)→ CT(PΓ0 → P{a})}a∈Γ0
there a unique canonical map SΓ : VMan(Γ)→ χ(PΓ0) making the diagram
(4.3.4)
VManΓ χ(PΓ0)
CtrlMan(I(a)) CT(PΓ0,P{a})
∃!SΓ //__________
̟a

πa

P(ξ)∗
//
commute.
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4.4. The assignment Γ 7→ VMan(Γ) extends to a functor.
As in the case of groupoid invariant smooth vector fields on Euclidean spaces and in the case of
groupoid invariant linear vector fields we have
4.4.1. Theorem. The map VMan that assigns to each finite graph Γ over C the vector space of G(Γ)
invariant virtual vector fields on PΓ0 extends to a contravariant functor
VMan : (FinGraph/C)et
op → Vect.
Proof. We mimic the proof of Theorem 3.3.1: Consider an e´tale map of graphs over C:
Γ Γ′
C
α 2
22
2
ϕ //
β
 ,
that is, a morphism in the category (FinGraph/C)
et
. Given an arrow I(a)
σ
−→ I(b) in the groupoid
G(Γ) we have a commuting diagram (2.10.9)
I(a)
σ //
ϕa

I(b)
ϕb

I(ϕ(a))
G(ϕ)σ
// I(ϕ(b))
in the category of finite trees over C. Applying the control functor CtrlMan gives us a commuting
diagram in the category of vector spaces (q.v. (2.10.11) and (3.3.2)):
(4.4.2) CtrlMan(I(a))
CtrlMan(σ) //
CtrlMan(ϕa)

CtrlMan(I(b))
CtrlMan(ϕb)

CtrlMan(I(ϕ(a))
CtrlMan(G(ϕ)σ)
// CtrlMan(I(ϕ(b)),
which, in turn, gives us the 2-commutative diagram
G(Γ) G(Γ′)
Vect
CtrlMan|G(Γ)
3
33
33
33
3
G(ϕ) //
CtrlMan|G(Γ′)



φ
v~ tt
tttt
tt
,
q.v. Remark 2.10.14. This 2-commuting triangle is a morphism in Cat/Vect (see 6.1.2). It is not
hard to check that the assignment
G : (FinGraph/C)et → Cat/Vect,
Γ Γ′
C
α 2
22
2
ϕ //
β
 7→
G(Γ) G(Γ′)
Vect
CtrlMan|G(Γ)
3
33
33
33
3
G(ϕ) //
CtrlMan|G(Γ′)



φ
v~ tt
ttt
preserves the composition of morphisms and thus is a functor. Composing the functor G with the
contravariant functor L : Cat/Vectop → Vect (see 6.1.3) gives us the desired contravariant functor
VMan = G ◦ L : (FinGraph/C)et
op → Vect.

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4.4.3. Remark. Unraveling the definition of VMan we see that for any e´tale map of graphs ϕ : Γ→
Γ′, any node a of Γ and any virtual groupoid invariant vector field w ∈ VMan(Γ
′) we have
(4.4.4) ̟a(V(ϕ)w) = CtrlMan(ϕa)
−1(̟ϕ(a)w)
Compare with (2.11.17) and (2.10.12).
4.5. The combinatorial category VMan of dynamical systems on manifolds.
Associated to the functor VMan we have the category of elements V
Man and a functor VMan →
(FinGraph/C)et
op. As in the case of VEuc the objects of VMan are pairs of the form (Γ, v) with
Γ a finite graph over C and v ∈ VMan(Γ). The morphism in V
Man are the tuples of the form
(h, (v,Γ), (v′ ,Γ′)) with h : Γ′ → Γ a morphism in FinGraph/C and VFinGraph(h)v = v
′. As in the
case of C∞ vector fields on Euclidean spaces the maps
{SΓ : VMan(Γ)→ χ(PΓ0,PΓ0)}Γ∈(FinGraph/C)0
assemble into a functor S from the category of elements VMan to the category Dynamical Systems
of dynamical systems. The key technical result in proving that S is a functor is the analogue of
Theorem 2.11.2:
4.5.1. Theorem. Let w ∈ VMan(Γ
′) be a virtual dynamical system on PΓ0. For each e´tale map of
graphs
ϕ : Γ→ Γ′
the diagram
(4.5.2) P(Γ′0)
dPϕ // P(Γ0)
P(Γ′0)
Pϕ //
SΓ′(w)
OO
P(Γ0)
SΓ(V(ϕ)w)
OO
commutes: for any point x ∈ P(Γ′0)
(4.5.3) (dPϕ)x (SΓ′(w) (x)) = SΓ(V(ϕ)w) (Pϕ(x)).
In other words,
P(ϕ) : (P(Γ′), SΓ′(w))→ (P(Γ), SΓ(V(ϕ)w))
is a map of dynamical systems.
Proof. We modify the proof of Theorem 2.11.2 to take into account the difference between the
functors Ctrl = CtrlEuc and CtrlMan. As before, for each node a of a graph Γ over the graph of colors
C we have a canonical map ξ : I(a)→ Γ from the input tree I(a) to the graph Γ. As above we use
the same letter ξ for all nodes of Γ and for all graphs over C suppressing both dependencies.
If ϕ : Γ→ Γ′ is an e´tale map of graphs over C, then by definition of “e´tale” for each node a of Γ
we have an induced isomorphism of graphs over C:
ϕa : I(a)→ I(ϕ(a)).
Moreover, the diagram of graphs over C
(4.5.4)
I(a) Γ
I(ϕ(a)) Γ′
ξ //
ϕa

ϕ

ξ
//
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commutes. Hence we have a commuting diagram
(4.5.5)
PI(a)0 PΓ0
PI(ϕ(a))0 PΓ
′
0
Pξoo
Pϕa
OO
Pϕ
OO
Pξoo
in our category Man of phase spaces. As before let
κa : {a} →֒ Γ0
denote the canonical inclusion in the category of finite sets over C0. We then have a commuting
diagram in FinSet/C0
(4.5.6)
{a} Γ0
{ϕ(a)} Γ′0,
  κa //
ϕa|{a}=ϕ|{a}

ϕ

 
κϕ(a)
//
hence a commuting diagram in Man:
(4.5.7)
P{a} PΓ0
P{ϕ(a)} PΓ′0,
Pκaoooo
P(ϕ|{a})
OO
Pϕ
OO
Pκϕ(a)
oooo
Differentiating (4.5.7) we get the commuting diagram
(4.5.8)
TP{a} TPΓ0
TP{ϕ(a)} TPΓ′0,
dPκaoooo
dP(ϕ|{a})
OO
dPϕ
OO
dPκϕ(a)
oooo
of tangent bundles. Recall that the projection
πa : χ(PΓ0)→ CT(PΓ0 → P{a})
is given by
πa(X) = d(Pκa) ◦X,
(q.v. (4.3.2)). By definition of the maps SΓ (q.v. (2.8.2)) we have
(4.5.9) dPκa ◦ SΓ(v) = ̟a(v) ◦ P(ξ) for any a ∈ Γ0 and any v ∈ V(Γ).
Similarly for Γ′ we have
(4.5.10) dPκϕ(a) ◦ SΓ′(v
′) = ̟ϕ(a)(v
′) ◦ P(ξ) for any a ∈ Γ0 and any v
′ ∈ V(Γ′).
Recall that the definition of VMan(ϕ) implies that
(4.5.11) ̟a(V(ϕ)w) = Ctrl(ϕa)
−1(̟ϕ(a)w)
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(q.v. Remark 4.4.3). Since the set of nodes of the input tree I(a) is the union of its root and its
leaves (4.1.4) and (4.5.11) imply that
(4.5.12) ̟a(V(ϕ)w) ◦ Pϕa = d(Pϕ|{a}) ◦̟ϕ(a)w
for any node a of Γ and any w ∈ V(Γ′).
Since the vector space of vector fields χ(PΓ0) is the product
χ(PΓ0) =
∏
a∈Γ0
CT (PΓ0 → P{a})
the diagram (4.5.2) commutes if and only if
πa(SΓ(VMan(ϕ)w) ◦ Pϕ) = πa(dPϕ ◦ SΓ′(w))
for every a ∈ Γ0. We now compute:
πa(SΓ(V(ϕ)w) ◦ Pϕ) = dPκa ◦ SΓ(V(ϕ)w) ◦ Pϕ
= (̟a(V(ϕ)w) ◦ Pξ) ◦ Pϕ, by (4.5.9)
= ̟a(V(ϕ)w) ◦ (Pξ ◦ Pϕ)
= ̟a(V(ϕ)w) ◦ Pϕa ◦ Pξ since (4.5.5) commutes
= d(Pϕ|{a}) ◦̟ϕ(a)w ◦ Pξ, by (4.5.12)
= dP(ϕ|{a}) ◦ dPκϕ(a) ◦ SΓ′(w) by (4.5.10)
= dPκa ◦ dPϕ ◦ SΓ′(w) since (4.5.8) commutes
= πa(dPϕ(SΓ′(w))).

Consequently we have (cf. Sections 2.12 and 3.4)
4.5.13. Theorem. Let VMan denote the category of virtual groupoid-invariant dynamical systems
constructed above, π : VMan → (FinGraph/C)
et
op the canonical projection, U : Dynamical Systems→
Man the forgetful functor, and P the phase space functor extended to finite graphs (q.v. Remark 2.3.14).
There exists a functor S : VMan → Dynamical Systems making the diagram
(4.5.14) VMan
S //
π

Dynamical Systems
U

(FinGraph/C)
et
op P // Man
commute. On objects
S(v,Γ) = (PΓ0, SΓ(v));
on arrows
S(h, (v,Γ), (v′ ,Γ′)) = (PΓ0, SΓ(v))
Ph
→ (PΓ′, SΓ′(v)).
5. Groupoid invariance versus group invariance
5.1.
Suppose the group of symmetries Ha colored graph Γ→ C,
H = {ϕ : Γ→ Γ | ϕ is an isomorphism of graphs over C},
is nontrivial. Then given a phase function P : C0 → Euc we can associate to the graph Γ two kinds
of invariant vector fields on the phase space PΓ0: the space virtual groupoid invariant vector fields
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V(Γ) and the space χ(PΓ0)
H of H-invariant vector fields. In this section we show that the image
of the map
SΓ : V(Γ)→ χ(PΓ0)
always lands inside the space of H-invariant vector fields. In other words groupoid invariant vector
fields are always group invariant. However, it is easy enough to construct examples (and we do
so in this section) where the inclusion SΓ(V(Γ)) ⊂ χ(PΓ0)
H is strict. Consequently there may be
many more group invariant vector fields than there are groupoid invariant vector fields, and what
may be generic for group invariant vector fields need not be generic for groupoid invariant vector
fields.
5.1.1. Remark. The same results with the essentially the same proofs hold in the category of
manifolds (when P takes values in Man) and in the category of finite dimensional vector spaces
(when P takes values in FinVect).
5.1.2. Proposition. Let ϕ : Γ→ Γ be an isomorphism of graphs over C. Then V(ϕ) : VΓ→ VΓ is
the identity map.
Proof. Since ϕ is an isomorphism of graphs, it is e´tale. By definition (2.10.12) of Vϕ, it is the
unique linear map so that
(5.1.3) ̟a ◦Vϕ = Ctrl(ϕa)
−1 ◦̟ϕ(a)
for all vertices a of the graph Γ. But ϕa : I(a)→ I(ϕ(a)) is an arrow in the groupoid G(Γ), hence,
by definition of VΓ,
Ctrl(ϕa) ◦̟a = ̟ϕ(a).
Consequently
(5.1.4) ̟a ◦ idVΓ = Ctrl(ϕa)
−1 ◦̟ϕ(a)
Comparing (5.1.4) and (5.1.3) we see that Vϕ must be idVΓ. 
5.1.5. Theorem. Let H be the group of automorphisms of a colored graph Γ→ C. Then the image
SΓ(VΓ) of virtual groupoid invariant vector fields is a subspace of H-invariant vector fields χ(PΓ)
H .
Proof. By Theorem 2.11.2, for any virtual vector field f ∈ V(Γ), the vector fields SΓ(f) and
SΓ(V(h)f) are Ph-related for any isomorphism H ∋ h : Γ → Γ. By Proposition 5.1.2, V(h)f = f .
Hence SΓ(f) is Ph related to itself for any h ∈ H, i.e., is H-invariant. 
5.1.6. Example. Let C be a graph with one vertex v and one edge: C =  || and let P : C0 =
{◦} → Euc be given by P(◦) = R. Let Γ be a directed triangle:
?>=<89:;1
?>=<89:;2
?>=<89:;3
DD






 4
44
44
44
oo .
Then PΓ = R3. The cyclic group of order 3 generated by
τ :
?>=<89:;1
?>=<89:;2
?>=<89:;3
DD






 4
44
44
44
oo
7→
?>=<89:;3
?>=<89:;1
?>=<89:;2
DD






 4
44
44
44
oo
is the group H of automorphisms of the graph Γ. Then Pτ : R3 → R3 is given by
Pτ(x1, x2, x3) = (x3, x1, x2).
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As before we identify the vector fields χ(R3) with smooth maps C∞(R3,R3). Then a vector field
F (x) = (F1(x), F2(x), F3(x)) is τ -invariant (and hence H-invariant) if and only if
F (Pτ(x)) = Pτ(F (x)).
Hence
F1(x2, x3, x1) = F2(x1, x2, x3)
F2(x2, x3, x1) = F3(x1, x2, x3).
Therefore the space χ(PΓ0)
H of H-invariant vector fields is isomorphic to C∞(R3,R). The isomor-
phism is given by
C∞(R3,R) → C∞(R3,R3)H = χ(PΓ)H
h(x) 7→ (h(x), h(Pτx), h((Pτ)2x).
On the other hand, all the input trees of Γ are of the form
/.-,()*+ /.-,()*+//
and are all isomorphic to each other. We conclude two things: for any vertex a of Γ, Ctrl(I(a)) ≃
C∞(R,R) and the groupoid G(Γ) is equivalent to the trivial category with one object and one arrow.
Hence by Theorem 2.10.17 the space V(Γ) can be identified with the vector space C∞(R,R). Tracing
through the identifications we see that SΓ : VΓ→ χ(PΓ) is given by the injective map
SΓ : VΓ ≃ C
∞(R,R) → C∞(R3,R) ≃ χ(PΓ)H
f(u) 7→ (f(x3), f(x1), f(x2)).
Clearly the space of groupoid-invariant vector fields VΓ is much smaller than the space of group-
invariant vector fields χ(PΓ)H .
6. Functoriality of limits
6.1.
The goal of this section is to set up the category theoretic framework alluded to in 2.10.14 and
prove 2.10.15 and 2.10.17.
6.1.1. Notation. The symbol Cat denotes the collection of all small categories.
6.1.2. It is not too wrong to think of Cat as a category whose objects are small categories and
morphisms are functors. But it is also not completely accurate since there are also natural trans-
formations between functors.
Fix a category D. Assume that for any functor f : C→ D, with C small, the limit lim(f : C→ D)
exists in D, that is, assume that D is a complete category (q.v. Definition A.2.3). The category D
itself need not be small. For our applications we want D to be the category Vect of not necessarily
finite dimensional vector spaces, but nothing that we do in this section requires D to be Vect.
Consider the new category Cat/D with objects
(Cat/D)0 = {X
a
→ D | X is a small category, a is a functor}.
A morphism in Cat/D from Y
b
→ D to X
a
→ D) is a pair (f, α) where f : Y → X is a functor and
α : af ⇒ b a natural transformation. We picture morphisms as 2-commutative triangles:
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Y X
D
b
3
33
33
33
3
f //
a



α
v~ tt
tt
.
The composition ∗ of morphisms in D is defined by
(f, α) ∗ (g, β) = (fg, β ◦V (α ◦H g))
for any pair (g, β) : (Z
c
→ D)→ (Y
b
→ D), (f, α) : (Y
b
→ D)→ (X
a
→ D) of composable morphisms of
Cat/D. Here ◦V and ◦H denote the vertical and horizontal compositions (see A.1.32). We picture
the composition ∗ as pasting of two 2-commuting triangles:

Y X
D
b
3
33
33
33
3
f //
a



α
v~ tt
tttt
,
Z Y
D
c
3
33
33
33
3
g //
b




β
v~ tt
tttt


∗
7→
Z Y X
D
c
""E
EE
EE
EE
EE
EE
E
""
g //
b

f //
b
||yy
yy
yy
yy
yy
yyαpx jjjjjjjj
β
w www
w
=
Z X
D
c
3
33
33
33
3
fg //
b




v~ tt
tttt
.
One checks that ∗ is associative and that Cat/D is a category.
.
6.1.3. Proposition. We use the notation above. The assignment
L : (Cat/D)0 → D0, L(X
a
→ D) := lim(X
a
→ D)
extends to a contravariant functor
L : (Cat/D)op → D.
Proof. Consider a morphism
Y X
D
b
3
33
33
33
3
f //
a



α
v~ tt
tttt
tt
in Cat/D. Let px : lim(X
a
→ D) → a(x), x ∈ X0 and
qy : lim(Y
b
→ D) → b(y), y ∈ Y0 denote the canonical projections. For any arrow y
γ
→ y′ in Y we
have a commuting diagram
lim(X
a
→ D)
af(y) af(y′)
lim(Y
b
→ D)
b(y) b(y′)
pf(y) !!C
CC
CC
C pf(y′)
((QQ
QQQ
QQQ
QQ
af(γ)
//
b(γ)//
qy
=={{{{{{ qy′
66mmmmmmmmmm
αy

αy′

.
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By the universal property of {qy : lim(Y
b
→ D)→ b(y)}y∈Y0 we have a unique map L(f, α) : lim(X
a
→
D)→ lim(Y
b
→ D) making the diagram
lim(X
a
→ D)
af(y) af(y′)
lim(Y
b
→ D)
b(y) b(y′)
pf(y) !!C
CC
CC
C pf(y′)
((QQ
QQQ
QQQ
QQ
af(γ)
//
b(γ)//
qy
=={{{{{{ qy′
66mmmmmmmmmm
αy

αy′

∃!L(f,α)

commute. The fact that L preserves the composition of morphisms
Z Y X
D
c
""E
EE
EE
EE
EE
EE
E
g //
b

f //
a
||yy
yy
yy
yy
yy
yyαpx jjjjjjjj
β
w www
w
follows from the commutativity of the diagram below
lim(X
a
→ D)
lim(Y
b
→ D)
lim(Z
c
→ D)
afg(z) afg(z′)
bg(z) bg(z′)
c(z) c(z′)
pfg(z) ?
??
??
??
??
??
pfg(z′)
))RR
RRR
RRR
RRR
RRR
RRR
RRR
R
qg(z)
,,YYYYY
YYYYY
YYYY
qg(z′)
**
rz
??
rz′
55lllllllllllllllllllllll
L(g,β)
,
,,
,,
,
,,
,
,,
,,
,
,,
,
,,
,
,,
,,
,
L((g β)∗(f,α))

L(f,α)









afg(γ) //
 
bg(γ)
//
 c(γ) //
for any arrow z
γ
→ z′ in Z. 
6.1.4. Remark. It follows from the proof above that if a, a′ : X → D is a pair of functors and
α : a⇒ a′ is a natural isomorphism, then L(id, α) : L(X
a
→ D)→ L(X
a′
→ D) is an isomorphism in
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D. Since any 2-commutative triangle
Y X
D
b
3
33
33
33
3
f //
a



α
v~ tt
tttt
tt
can be factored as
Y Y X
D
b
""E
EE
EE
EE
EE
EE
idY //
af

f //
a
||yy
yy
yy
yy
yy
yyidpx jjjjjjjjαw wwww
,
if α is a natural isomorphism then L(f, α) is an isomorphism if and only if L(f, id) is an isomorphism.
We are now ready to state and prove the main result of the section.
6.1.5. Theorem. Let X, Y be small categories and D a category that has all small limits. Suppose
Y
F
→ X is part of an equivalence of categories and α : aF ⇒ b a natural isomorphism. Then
L(F,α) : lim(X
a
→ D)→ lim(Y
b
→ D)
is an isomorphism in D.
Note that by Remark 6.1.4 it is no loss of generality to assume that α is the identity natural
isomorphism, that is, that af = b.
There are several ways to write down the proof of Theorem 6.1.5. We present the proof that uses
nothing more than the universal property of limits. The reader may wish to write down a shorter
proof that uses adjoint functors.
Proof of Theorem 6.1.5. Without loss of generality we assume that α is the identity natural iso-
morphism so that b = af . Let {px : L→ a(x)}x∈X denote a limit of a : X→ D. Then by definition
for any arrow y
f
→ y′ of Y the diagram
L
aF (y) aF (y′)
pF (y)
~~}}
}}
}}
} pF (y′)
  A
AA
AA
AA
aF (f) //
commutes in D. We argue that {pF (y) : L → aF (y)}y∈Y0 is the terminal object in Cone(aF ), that
is, a limit of aF : Y → D. For then the induced map L(F, id) : L→ L is the identity map and the
result follows.
Suppose {µa : d → aF (y)}y∈Y0 is a cone on aF . We need to produce a morphism of cones
µ : (d, {µy}) → (L, {pF (y)}). Since F : Y → X is part of an equivalence of categories there is a
functor
H : X→ Y
and natural isomorphism
τ : FH ⇒ idX, ν : HF ⇒ idY.
For any x ∈ X0 the arrow τx : FH(x) → x is an isomorphism in X. Hence a(τx) : aFH(x) → a(x)
is an isomorphism in D. Consider
ζx : d→ a(x), ζx := a(τx) ◦ µH(x).
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For any arrow x
g
→ x′ in X the square
FH(x)
FH(g)//
τx

FH(x′)
τx′

x
g // x′
commutes in X. Hence
(6.1.6) aFH(x)
aFH(g)//
a(τx)

aFH(x′)
a(τx′ )

a(x)
a(g) // a(x′)
commutes in D. By assumption
(6.1.7)
d
aFH(x) aFH(x′)
µH(x)
~~}}
}}
}}
} µH(x′)
  A
AA
AA
AA
aFH(g) //
commutes in D. Equations (6.1.6) and (6.1.7) together with the definition of ζx imply that
d
a(x) a(x′)
ζx
~~}}
}}
}}
} ζx′
  A
AA
AA
AA
a(g) //
commutes in D, that is, (d, {ζx}) is a cone over a. Since (L, {px}) is terminal in Cone(a), there is
a unique map of cones ζ : (d, {ζx})→ (L, {px}). Hence
(6.1.8)
d L
aF (y)
ζ //
ζF (y) :
::
::
pF (y)


commutes for any object y of Y. However,
ζF (y) = a(τF (y)) ◦ µHF (y),
which is not µy. Indeed, since HF (y)
νy
→ y is an arrow in Y (in fact an isomorphism), the diagram
d
aFHF (y) aF (y))
µHF (y)
~~}}
}}
}}
} µy
  A
AA
AA
AA
aF (νy) //
commutes. Hence
(6.1.9) ζF (y) = a(τF (y)) ◦ aF (ν
−1
y ) ◦ µy
for any y in Y. We therefore can rewrite (6.1.8) as the commuting diagram
(6.1.10)
d L
aF (y) aF (y)
ζ //
µy

pF (y)

oo
κy
,
47
where
κy : =
(
a(τF (y)) ◦ aF (ν
−1
y )
)−1
,
for any object y of Y. Note that since τ and ν are natural isomorphisms, the collection {κy} is a
natural isomorphism from aF to aF . Consequently
(L, {κy ◦ pF (y)}y∈Y0)
is a cone on aF . Moreover the preceding argument shows that for any cone (d, {µy}) on aF there
is a morphism of cones ζ from (d, {µy}) to (L, {κy ◦ pF (y)}. We leave it to the reader to check that
ζ is, in fact, unique.
We conclude that (L, {κy ◦ pF (y) : L→ aF (y)}y∈Y0) is a limit of aF : Y → D, that is, a terminal
object in Cone(aF ). The natural isomorphism κ : aF ⇒ aF induces an isomorphism of categories
Cone(aF )→ Cone(aF ). It follows that since (L, {κy ◦ pF (y) : L→ aF (y)}y∈Y0) is a terminal object
in Cone(aF ), so is (L, {pF (y) : L→ aF (y)}y∈Y0). 
Proof of Theorem 2.10.15. Since G(ϕ) : G(Γ)→ G(Γ′) is always fully faithful by construction, the
assumption that G(ϕ) is essentially surjective implies that G(ϕ) is an equivalence of categories. By
(2.10.11) the diagram
G(Γ) G(Γ′)
Vect
Ctrl|G(Γ)
3
33
33
33
3
G(ϕ) //
Ctrl|G(Γ′)



φ
v~ tt
tttt
tt
.
2-commutes (q.v. Remark 2.10.14). By Theorem 6.1.5 V(ϕ) is an isomorphism. 
Proof of Theorem 2.10.17. Let ϕ :
⊔k
i=1Aut(I(ai)) →֒ G(Γ) denote the canonical inclusion of the
skeleton of the groupoid G(Γ) into the groupoid. By definition of the skeleton, ϕ is an equivalence
of categories. Clearly
⊔k
i=1Aut(I(ai)) G(Γ)
Vect
Ctrl|⊔k
i=1
Aut(I(ai))   A
AA
AA
AA
AA
G(ϕ) //
Ctrl|G(Γ)~~}}
}}
}}
}}
}
strictly commutes. Hence by Theorem 6.1.5
V(ϕ) : V(Γ)→ lim(Ctrl :
k⊔
i=1
Aut(I(ai))→ Vect)
is an isomorphism. But
lim(Ctrl :
k⊔
i=1
Aut(I(ai))→ Vect) =
k∏
i=1
Ctrl(I(ai))
Aut(I(ai))
by A.2.13, and the result follows. 
Appendix A. Elements of category theory
A.1. Basic notions.
We start by recalling the basic definitions of category theory, mostly to fix our notation. This
appendix may be useful to the reader with some background in category theory; the reader with
little to no experience in category theory may wish to consult a textbook such as [63].
A.1.1. Definition (Category). A category A consists
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(1) A collection7 A0 of objects;
(2) For any two objects a, b ∈ A0, a set HomA(a, b) of of morphisms (or arrows);
(3) For any three objects a, b, c ∈ A0, and any two arrows f ∈ HomA(a, b) and g ∈ HomA(b, c), a
composite g◦f ∈ HomA(a, c), i.e., for all triples of objects a, b, c ∈ A0 there is a composition
map
◦ : HomA(b, c) ×HomA(a, b)→ HomA(a, c),
HomA(b, c) ×HomA(a, b) ∋ (g, f) 7→ g ◦ f ∈ HomA(a, c).
This composition operation is associative and has units, that is,
i. for any triple of morphisms f ∈ HomA(a, b), g ∈ HomA(b, c) and h ∈ HomA(c, d) we
have
h ◦ (g ◦ f) = (h ◦ g) ◦ f ;
ii. for any object a ∈ A0, there exists a morphism 1a ∈ HomA(a, a), called the identity,
which is such that for any f ∈ HomA(a, b) we have
f = f ◦ 1a = 1b ◦ f .
We denote the collection of all morphisms of a category A by A1:
A1 =
⊔
a,b∈A0
HomA(a, b).
A.1.2. Remark. The symbol “◦” is customarily suppressed in writing out compositions of two
morphisms. Thus
gf ≡ g ◦ f.
A.1.3. Remark. Given a category A its underlying graph has the collections A0 as nodes, A1 as
edges, and the source and target maps s, t : A1 → A0 are defines so that for any f ∈ HomA(a, b) we
have
s(f) = a, t(f) = b.
In other words, if we forget the composition in a category we are left with a (directed) graph.
A.1.4. Example (Category Set of sets). The collection Set of all sets forms a category. The objects
of Set are sets, the arrows of Set are ordinary maps and the composition of arrows is the composition
of maps.
A.1.5. Example (Category Vect of vector spaces). The collection Vect of all real vector spaces (not
necessarily finite dimensional) forms a category. Its objects are vector spaces and its morphisms
are linear maps. The composition of morphisms is the ordinary composition of linear maps.
A.1.6. Example (Category Graph of directed graphs). The collection Graph of all directed graphs
(Definition 2.2.1) forms a category. Its objects are graphs and its morphisms are maps of graphs.
A.1.7. Example (Category Man of manifolds). The collection of all finite dimensional Hausdorff
paracompact manifolds and smooth maps forms the category Man of manifolds.
A.1.8. Example (Sets as discrete categories). Any set X can be thought of as a category X with
the collection of objects X0 = X and the collection of arrows X1 = {1x}x∈X . The only pairs of
arrows that can be composed are of the form (1x, 1x) and we define their composite to be 1x. One
refers to such categories as discrete categories.
A.1.9. Definition. A subcategory A of a category B is a collection of some objects A0 and some
arrows A1 of B such that:
7A collection may be too big to be a set. While for many constructions in category theory the size of A0 and A1
is important, it will play only a limited role in this paper. Thus we will mostly ignore the usual set-theoretic issues.
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• For each object a ∈ A0, the identity 1a is in A1;
• For each arrow f ∈ A1 its source and target s(f), t(f) are in A0;
• for each pair (f, g) ∈ A0 × A0 of composable arrows a
f
→ a′
g
→ a′′ the composite g ◦ f is in
A1 as well.
A.1.10. Remark. Naturally a subcategory is a category in its own right.
A.1.11. Example. The collection FinSet of all finite sets and all maps between them is a subcategory
of Set hence a category.
The collection FinGraph of finite directed graphs (that is graphs whose collections of nodes and
edges are finite sets) and maps of graphs between them is a subcategory of Graph.
The collection FinVect of real finite dimensional vector spaces and linear maps is a subcategory
of Vect.
A.1.12. Example (The category Euc of Euclidean spaces). The collection of all finite dimensional
real vector spaces is a collection of objects for two different categories:
(1) It is the collection of objects of FinVect.
(2) Since every finite dimensional vector space is canonically a Hausdorff second countable
manifold, we also have the category Euc (“Euclidean spaces”) with the same objects as
FinVect but with morphisms defined to be all smooth maps.
The category FinVect can be thought of as a subcategory of the category Euc of Euclidean spaces.
The category of Euclidean spaces is naturally a subcategory of the category Man of manifolds.
A.1.13. Example (Groups are categories). In contrast with sets, which are categories with many
objects and almost no morphisms, a group G can be viewed as a category G with one object as
follows: the set of objects of G is a set with one element: G0 = {∗}. The set of arrows G1 is the set
of elements of the group G: G1 = G. The composition of arrows in G is multiplication in the group
G.
A.1.14. Example (Disjoint union of groups as a category). Let {Gα}α∈A be a family of groups
index by a set A. The disjoint union
⊔
α∈AGα is not a group, since we cannot multiply elements
of two different groups, but it can be thought of as a category A. Here are the details.
The set of objects of the category A is the set A: A0 = A. The set of morphisms A1 is the
disjoint union
⊔
α∈AGα with HomA(α,α
′) = ∅ if α 6= α′ and HomA(α,α) = Gα. The composition
in HomA(α,α) is the multiplication in Gα.
Elsewhere in the paper we abuse the notation and write
⊔
α∈AGα when we mean the category
A.
A.1.15. Definition (isomorphism). An arrow f ∈ HomA(a, b) in a category A is an isomorphism if
there is an arrow g ∈ HomA(b, a) with g ◦ f = 1a and f ◦ g = 1b. We think of f and g as inverses
of each other and may write g = f−1. Clearly g = f−1 is also an isomorphism.
Two objects a, b ∈ A0 are isomorphic if there is an isomorphism f ∈ HomA(a, b). We will also
say that a is isomorphic to b.
A.1.16. Definition (Groupoid). A groupoid is a category in which every arrow is an isomorphism.8
A.1.17. Example. Sets (thought of as discrete categories), groups (thought of as categories with
just one object), and disjoint unions of groups A.1.14 are all groupoids.
A.1.18. Definition. A category X is small if its collections X0 of objects and X1 of morphisms are
both sets.
8Readers uneasy about the issues of size may further restrict the definition of a groupoid by requiring that its
collection of objects is a set.
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A.1.19. Example. Any group thought of as a category is a small category. Any set thought of as
a discrete category is a small category. However, the categories Set, FinSet, Vect, Euc, and Man are
not small.
A.1.20. Definition (Opposite category). Given a category A, the opposite category Aop has the
same objects as A and the arrows are reversed. That is (Aop)0 = A0 and for any two objects
a, b ∈ A0 = (A
op)0 the set of morphisms is defined by
HomAop(a, b) = HomA(b, a),
The composition
◦op : HomAop(b, c) ×HomAop(a, b)→ HomAop(a, c)
in Aop is defined by
HomAop(b, c) ×HomAop(a, b)(= HomA(c, b) ×HomA(b, a)) ∋ (g, f) 7→ g◦
opf := f ◦ g.
A.1.21. Definition (Slice category). Given a subcategory A of a category B and an object b ∈ B0
we can form a new category, A/b. The objects of A/b are arrows of B of the form x
α
→ b with
x ∈ A0. A morphism from x
α
→ b to y
β
→ b is defined to be a commuting triangle
x y
b
α ?
??
?
β


h //
in B (cf. Mac Lane [52, p. 45]). The category A/b is called the slice category and the comma
category. In this paper we will often abbreviate the commuting triangle above as h : x → y with
the rest of the triangle understood.
A.1.22. Remark. The two slice categories that are important for us in this paper are FinSet/C0
where C0 is a set, which is not necessarily finite, and FinGraph/C where C is a directed graph,
again, not necessarily finite.
A.1.23. Definition (Functor). A (covariant) functor F : A → B from a category A to a category
B is a map on the objects and arrows of A such that every object a ∈ A0 is assigned an object
Fa ∈ B0, every arrow f ∈ HomA(a, b) is assigned an arrow Ff ∈ HomB(Fa, Fb), and such that
composition and identities are preserved, namely
F (f ◦ g) = Ff ◦ Fg, F1a = 1Fa.
A contravariant functor from A to B is a covariant functor G : Aop → B. This amounts to:
G(f ◦ g) = G(g) ◦G(f)
for all composable pairs of arrows f, g of A.
A.1.24. Example. Given a category A there is the identity functor 1A : A→ A which is the identity
on objects and arrows.
A.1.25. Example. If A is a subcategory of B then the natural inclusion i : A→ B is a functor.
A.1.26. Remark. Since functors are maps, functors can be composed.
A.1.27. Remark. A functor F : X→ A from a discrete category X to a category A is a map F from
the set X of objects of X to the collection of objects of A: F : X → A0.
A.1.28. Definition. A functor F : A→ B is
(1) full if F : HomA(a, a
′)→ HomB(Fa, Fa
′) is surjective for all pairs of objects a, a′ ∈ A0;
(2) faithful if F : HomA(a, a
′)→ HomB(Fa, Fa
′) is injective for all pairs of objects a, a′ ∈ A0
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(3) fully faithful if F : HomA(a, a
′) → HomB(Fa, Fa
′) is a bijection for all pairs of objects
a, a′ ∈ A0;
(4) essentially surjective if for any object b ∈ B0 there is an object a ∈ A0 and an isomorphism
f ∈ HomB(F (a), b). That is, for any object b of B there is an object a of A so that b and
F (a) are isomorphic.
A.1.29. Example. The inclusion i : Euc →֒ Man is fully faithful. It is not essentially surjective
since not every manifold is diffeomorphic to a vector space.
The “inclusion” FinVect →֒ Euc is faithful but not full since not every smooth map is linear. It
is essentially surjective since FinVect and Euc have the “same” objects.
A.1.30. Definition. A subcategory A of a category B is full if the inclusion functor i : A →֒ B is
full (it is faithful by definition of what it means to be a subcategory). That is, for any two objects
a, a′ of A,
HomA(a, a
′) = HomB(a, a
′).
A.1.31. Definition (Natural Transformation). Let F,G : A → B be a pair of functors. A natural
transformation τ : F ⇒ G is a family of {τa : Fa→ Ga}a∈A0 of morphisms in B, one for each object
a of A, such that, for any f ∈ HomA(a, a
′), the following diagram commutes:
Fa Fb
Ga Gb
Ff //
τb

τa
 Fg //
If each τa is an isomorphism, we say that τ is a natural isomorphism (an older term is natural
equivalence).
A.1.32. Definition. Natural transformations and functors can be composed in several distinct
ways. We will need two.
If f, g, h : Y → X are functors and α : f ⇒ g, β : g ⇒ h are natural transformations, then their
vertical composition β ◦V α : f ⇒ h is defined by
(β ◦V α)y := βy ◦ αy
for all y ∈ Y0. The composition ◦ on the right is the composition of arrows in X.
If k : Z → Y, f, g : Y → X are functors and α : f ⇒ g a natural transformation, we define the
horizontal composition α ◦H k : fk⇒ gk by
(α ◦H k)z := αk(z)
for all z ∈ Z0.
A.1.33. Definition (Equivalence of categories). An equivalence of categories consists of a pair of
functors
F : A→ B, E : B→ A
and a pair of natural isomorphisms
α : 1A ⇒ E ◦ F β : 1B ⇒ F ◦ E.
In this situation the functor F is called the pseudo-inverse or the homotopy inverse of E. The
categories A and B are then said to be equivalent.
A.1.34. Proposition. A functor F : A → B is (part of) an equivalence of categories if and only if
it is fully faithful and essentially surjective.
Proof. See [63, Proposition 7.25] 
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A.1.35. Example (Any groupoid is equivalent to a disjoint union of groups). 9 Suppose a cat-
egory B is a groupoid. Then either two objects b, b′ of B are isomorphic or HomB(b, b
′) is empty.
Thus “being isomorphic” is an equivalence relation on the collection of objects B0 of B. Pick one
representative for each equivalence class of objects of B and call this collection A. For every a ∈ A,
HomB(a, a) is a group; call it Ga. We have a natural inclusion functor i :
⊔
a∈AGa → B. The
functor i is fully faithful by construction. It is essentially surjective since any object b ∈ B0 is iso-
morphic to some object a ∈ (
⊔
a∈AGa)0 = A by construction of A. By Proposition A.1.34 above, i
is an equivalence of categories.
We will refer to the disjoint union
⊔
a∈AGa as a skeleton of the groupoid B.
A.2. Limits.
A.2.1.Definition (Limit). A limit limF ≡ lim(F : A→ B) of a functor F : A→ B (if it exists!) is an
object limF of B together with a collection of arrows {pa : limF → F (a)}a∈A0 (called projections)
so that
(1) for any arrow a
f
→ a′ in A the diagram
limF
F (a) F (a′)
pa
||yy
yy
yy
yy
yy
pa′
""E
EE
EE
EE
EE
E
F (f) //
commutes;
(2) Given an object b of B and a family of arrows {ξa : b→ F (a)}a∈A0 so that
b
F (a) F (a′)
ξa
~~}}
}}
}}
}
ξa′
  A
AA
AA
AA
F (f) //
commutes for any arrow f ∈ HomA(a, a
′), there is a unique arrow ξ : b→ limF making the
diagram
limF b
F (a) F (a′)
pa

pa′
((QQ
QQQ
QQQ
QQQ
QQQ
QQ
ξa
vvmmm
mmm
mmm
mmm
mmm
mmm
ξa′

ξoo_ _ _ _ _ _ _ _ _
F (f)
//
commute.
A.2.2. Remark (“Uniqueness” of limits). It is not hard to show using property (2) of the defini-
tion of a limit, that while limits are not unique, any two limits of the same functor F are isomorphic
by way of a unique isomorphism. One says that limits are unique up to a unique isomorphism.
We will occasionally gloss over this fine point and talk about “the limit” of a functor F .
A.2.3. Definition. A category D is complete if for any small category X and any functor f : X→ D
the limit lim(f : X→ D) exists in D.
It is known that the categories Set of sets and the category Vect of vector spaces are complete
[52], [63]. The category of manifolds Man is not complete.
A categorical product is a special kind of a limit. We will first define categorical products, then
give examples and then explain why they (products) are limits.
9This is a special case of the fact that any category is equivalent to its skeleton [52, p. 93]
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A.2.4. Definition (Categorical product). A categorical product of a family {Fx}x∈X of objects of
a category B indexed by the elements of a set X is an object
∏
x∈X Fx of B together with a set of
arrows {px :
∏
y∈X Fy → Fx}x∈X of B enjoying the following universal property: for any object b
of B and any set of maps {ξx : b→ Fx} there is a unique map ξ : b→
∏
x∈X Fx making the diagram
∏
y∈X Fy b
Fx
px

ξx
||yy
yy
yy
yy
yy
y
∃!ξoo_ _ _
commute.
A.2.5. Remark. It is easy to show using the universal property of categorical products that cate-
gorical products (if they exist) are unique up to a unique isomorphisms. Again, we will gloss over
non-uniqueness of products and talk about “the product” of a family {Fx}x∈X . See also A.2.7
below and Remark A.2.2 above.
A.2.6. Example. If B = Set , the category of sets,and {F1, F2} is a family of two sets then both
Cartesian products F1 ×F2 and F2 × F1 (together with the projection onto the factors F1, F2) are
categorical products of {F1, F2}. The unique isomorphism F1 × F2 → F2 × F1 swaps the elements
of the ordered pairs.
If B is the category Vect of vector spaces over the reals and then the categorical product of
{Fx}x∈X is the product vector space
∏
x∈X Fx. If X is finite, it is also the direct sum
⊕
x∈X Fx. If
X is empty then the zero vector space {0} has the right universal property and is considered the
(categorical) product of {Fx}x∈∅: ∏
x∈∅
Fx = {0}.
If X is infinite and B = FinVect then the categorical product
∏
x∈X Fx does not exist in FinVect,
since the product of infinitely many vector spaces it is not a finite dimensional vector space (the
Cartesian product
∏
x∈∅ Fx is a vector space, but it is not finite dimensional).
If B is the category Euc of Euclidean spaces and smooth maps and X is a finite set then the
Cartesian product
∏
x∈X Fx of Euclidean spaces is a Euclidean space. Hence finite categorical
products exist in Euc. If X is infinite then the categorical product
∏
x∈X Fx does not exist in Euc.
If X is empty then the
∏
x∈∅ Fx is the one point Euclidean space {0}.
If B is the category Man of finite dimensional manifolds and smooth maps and X is a finite
set then the categorical product
∏
x∈X Fx is the Cartesian product of manifolds. Just as for the
categories of finite dimensional vector spaces and Euclidean spaces, if the set X is infinite then the
categorical product
∏
x∈X Fx does not exist in Man.
A.2.7 (Categorical products are limits). To see that categorical products are limits think of a family
of objects {Fx}x∈X in a category B as a functor F : X → B, F (x) = Fx, from the corresponding
discrete category X (q.v. Remark A.1.27). Then lim(F : X→ B) has exactly the universal properties
of the categorical product
∏
x∈X Fx.
A.2.8. Remark (The set of maps into a product is a product). Suppose we have a family of objects
{Fx}x∈X in a category B and its product
∏
x∈X Fx exists in B. Let {px :
∏
x′∈X Fx′ → Fx} denote
the family of the canonical projections. For any morphism f : Y →
∏
x∈X Fx in B and any x ∈ X
we have a morphism px ◦ f : Y → Fx. This defines a map
px : HomB(Y,
∏
x∈X
Fx)→ HomB(Y, Fx), px(f) := px ◦ f ≡ (px)∗f.
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On the other hand, since arbitrary products exist in the category Set of sets, we have the product∏
x∈X HomB(Y, Fx). Denote its family of the canonical projections by {πx :
∏
x′∈X HomB(Y, Fx′)→
HomB(Y, Fx)}. By the universal property of the product
∏
x∈X HomB(Y, Fx) the maps {px}x∈X
define a unique map
p : HomB(Y,
∏
x∈X
Fx)→
∏
x∈X
HomB(Y, Fx).
Informally speaking the map p sends a map f to the tuple of maps (px◦f)x∈X ∈
∏
x∈X HomB(Y, Fx).
By the universal property of the product {px :
∏
x′∈X Fx′ → Fx} the map p is a bijection.
There is an even better way to think of about the universal property of the family {px : HomB(Y,
∏
x′∈X F
′
x)→
HomB(Y, Fx)}x∈X . Namely, HomB(Y,
∏
x∈X Fx) together with the family {px}x∈X is a product of
the family of sets {HomB(Y, Fx)}x∈X :
HomB(Y,
∏
x∈X
Fx) =
∏
x∈X
HomB(Y, Fx).
Compare with A.2.4.
A.2.9 (Invariants are limits). Let ρ : G→ GL(V ) be a representation of a group G. Recall that the
space of invariants, the space of G-fixed vectors, is
V G := {v ∈ V | ρ(g)v = v for all g ∈ G}.
We now interpret V G together with its inclusion V G →֒ V as a limit of functor. View the group G
as a category G with one object (see Example A.1.13 above). Then the representation ρ defines a
functor ρ : G→ Vect. The functor ρ sends the unique object ∗ of G to V and an arrow g ∈ G1 = G
to ρ(g) ∈ HomVect(V, V ) = HomVect(ρ(∗), ρ(∗)). By definition of a limit, the limit of ρ : G→ Vect is
a vector space U together with a map p : U → ρ(∗) = V with the following universal property: any
linear map T : W → V with
(A.2.10) ρ(g) ◦ T = T
for all g ∈ G should factor through p : U → V . Now (A.2.10) implies that for any w ∈W
ρ(g)T (w) = T (w) for all g ∈ G.
Thus T always factors through the inclusion V G →֒ V and therefore lim(ρ : G→ Vect) = V G.
A.2.11. Definition. Let A be a groupoid whose collection of objects A0 is a set. A representation
F of A is a functor from A to the category of vector spaces Vect:
F : A→ Vect
A.2.12. Definition. The space of invariants of a representation F : A → Vect of a groupoid A is
the limit limF .
A.2.13. Remark. The space of invariants of F : A → Vect has the following concrete description:
consider the product
∏
a∈A0
F (a) together with its canonical projections pb :
∏
a∈A0
F (a) → F (b).
Then
U := {v ∈
∏
a∈A0
F (a) | F (σ)pa(v) = pb(v) for all arrows a
σ
→ b ∈ A1}
together with the projections ̟a = pa|U : U → F (a). To check this assertion just check the
universal properties of the family {̟a : U → F (a)}a∈A0 .
If the groupoid A is a disjoint union of groups
⊔
a∈AGa then a representation F : A→ Vect is a
family of representations {ρa : Ga → Va}a∈A, where ρa = F |Ga and Va = F (a). It is not hard to
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check that the product
∏
a∈A V
Ga
a together with the canonical maps {
∏
a∈A V
Ga
a → Va}a∈A has the
universal property of the limit limF . Thus in this case
lim(F :
⊔
a
Ga → Vect) =
∏
a∈A
V Gaa ,
i.e., it is the product of the invariants of constituent representations.
A.2.14. Remark. Since any groupoid A is equivalent to disjoint union of groups (Example A.1.35),
it follows from Theorem 6.1.5 that the space of invariants of a representation of a groupoid is always
the product of invariants of representations of groups. C.f. 2.10.17 and its proof.
We end the appendix by restating the definition of a limit of a functor in terms of cones and
terminal objects. We will use the restatement in Section 6.
A.2.15. Definition (Cones). Let F : A→ B be a functor. A cone over F is an object b of B together
with a collection of arrows {ξa : b→ F (a)}a∈A0 so that
b
F (a) F (a′)
ξa
~~}}
}}
}}
}
ξa′
  A
AA
AA
AA
F (f) //
commutes for any arrow f ∈ HomA(a, a
′).
A morphism υ : (b, {ξa}) → (b
′, {ξ′a}) of cones over F is an arrow υ : b → b
′ in B making the
triangle
b b′
F (a)
υ //
ξa :
::
::
ξ′a


commute.
We have an evident category Cone(F ) of cones over a functor F .
A.2.16. Note that if υ : (b, {ξa})→ (b
′, {ξ′a}) is a morphism of cones over F then the diagram
b b
F (a) F (a′)
ξa

ξa′
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
Q
ξ′a
vvmmm
mmm
mmm
mmm
mmm
mmm
ξ′
a′

υ //
F (f)
//
automatically commutes.
A.2.17. Definition (Terminal object). An object τ of a category C is terminal if for any object c
of C there is a unique arrow x : c→ τ .
A.2.18. Example. Any one point set {∗} is terminal in the category Set of sets: given a set X
there is a unique function f : X → {∗} that sends every element of X to ∗.
A.2.19. Definition (Limit, restated). A limit limF of a functor F : A→ B is a terminal object in
the category Cone(F ) of cones over F .
A.2.20. Remark. Terminal objects need not exist in a given category. But any two terminal objects
τ , τ ′ of a category C are necessarily isomorphic. That is, terminal objects are unique up to a unique
isomorphism. We leave a proof of this fact as an easy and standard exercise. Consequently limits
are unique up to a unique isomorphism (compare A.2.2).
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