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Introduction 49
Decomposition of plant residues and soil organic matter is a fundamental process of 50 regenerating compounds that can be used by plants and microbes. Carbon dioxide release by 51 decomposition is integral to biosphere-atmosphere interactions in the Earth system. Exoenzymes 52 influence this decomposition process by catalyzing substrate transformations (e.g., Sinsabaugh et 53 al. 2008) , although a variety of non-microbial processes can also contribute (Wang et al. 2017) . 54
Because enzymes are responsible for substrate degradation, an intuitive question thus arises: what 55 is the relationship between organic matter decomposition rate and enzyme concentration? This 56 kinetic relationship is critical for modeling decomposition rates and fluxes of carbon and nutrients 57 between the biosphere and atmosphere. 58
Studies relating decomposition of organic matter/plant detritus to many environmental 59 factors have a long history since the early 1930s (see reviews of Manzoni and Porporato 2009; 60 Campbell and Paustian 2015; and Wieder et al. 2015) . However, an integration of enzymes into 61 the quantitative representation of decomposition did not exist until the early 1990s. Until then, 62 first-order equations were used with relatively little attention to microbial activity and enzymes 63
[but see Parnas (1975) ]. Even in the early stages of accounting for enzymes, first-order equations 64 derived from empirical relationships of decay versus enzyme activity were used (e.g., Sinsabaugh 65 et al. 1992 Sinsabaugh 65 et al. , 1994 ; Moorhead et al. 1996) . 66 A more mechanistic description was borrowed from the enzymatic chemistry field as 67 proposed by Michaelis and Menten (1913) : 68 7
Modelling setup and experiments 136
We set up DEMENT with only one bacterial taxon (simplifying the kinetic analysis from 137 disturbances including ecological interactions) and specified an occupancy probability of 0.01 in 138 each grid box of the 100´100 spatial grid. Following random placement of bacterial cells, 109 grid 139 boxes were occupied by the taxon which produced a maximum of 30 different enzymes. Substrates 140 (12 types in total including dead microbes and inactivated enzymes; see Table A2 in the Appendix 141 for their initial amounts) were initialized homogeneously on the spatial grid to be decomposed by 142 the taxon with different enzymes. 143
With the setup of DEMENT as described above, a series of enzyme manipulation 144 simulations were conducted. Because enzyme production rates can vary across ecosystems, 145 microbial taxa, and environmental conditions, we tested the model sensitivity to varying rates of 146 constitutive and inducible enzyme production (expressed by parameters of EnzProdConstit and 147 EnzProdInduce in the model, respectively; see Table A3 in the Appendix for a list of simulated 148 rates). All simulations with differing enzyme production rates were driven by a constant 149 temperature of 15 °C without water stress for 300 days (long enough to see dramatic system 150 changes in substrate and enzyme concentrations). All other parameter values are listed in Table  151 A1 in the Appendix. 152 153
Data analyses 154
Using the simulation outputs, we analyzed substrate degradation rates as a function of 155 substrate and/or enzyme concentration. Note that different substrates were targeted by different 156 enzymes but showed qualitatively similar spatial and temporal patterns of degradation. Also, 157 different enzyme production rates did not alter the qualitative patterns of substrate degradation. 158 8 Therefore, we selected cellulose dynamics at an intermediate enzyme production rate (15´10 -5 mg 159 C mg -1 day -1 for both constitutive and inducible production) for comprehensive analyses of enzyme 160 kinetic relationships. 161
To determine how well enzyme kinetic equations captured substrate degradation rates at 162 the whole grid scale, simulation data from every grid box on three different days (140, 160, and 163 200; chosen to capture the temporal variation) were extracted to examine relationships between 164 degradation rate and both substrate and enzyme concentration by fitting the forward equation 165 (Eq.1), the reverse equation (Eq.2), or the ECA equation (Eq.3). To further examine the overall 166 performance of the different equations, a 'time-for-space' substitution approach was applied by 167 plotting all points together from 5 different days (40, 80, 120, 160, and 200, each representing a 168 different stage in the successional trajectory of substrate decay) to examine the relationship 169 between degradation rate and both substrate and enzyme concentrations. Lastly, cellulose 170 degradation rate and substrate and enzyme concentrations averaged over the spatial grid on each 171 day were used to examine the degradation rate as a function of both substrate and enzyme 172 concentrations (summed over the 3 enzymes shown in Table A4 in the Appendix). These data 173 were fitted with the ECA equation (Eq.3). 174
All non-linear regression analyses in this study were completed by obtaining the best fit 175 between DEMENT output data and corresponding models (Eq.1-3) using a nonlinear least-squares 176 approach with the Gauss-Newton algorithm of the nls() function in the R programming language. 177
We calculated RMSE (root mean squared error) to quantify model fit. concentrations averaged over the spatial grid, as well as the trajectory of mean microbial biomass 185 density, over 300 days with enzyme production rates of 15´10 -5 mg C mg -1 day -1 for both 186 constitutive and inducible production. Spatial distributions are shown for day 140 (B, C) and day 187 200 (D, E). Note three different enzymes are responsible for the degradation of cellulose in the 188 simulation (see kinetic parameters in Table A4 in the Appendix). 189 190 191
Results 192
Spatial pattern and temporal dynamics of substrate and enzymes 193
Cellulose-our example substrate-declined gradually until around day 120 when its 194 concentration started to decline sharply before nearly disappearing over the next 80 days ( Fig.1A) . 195 In contrast, enzyme concentrations lagged behind biomass to reach a peak value of ~ 0.5 mg C cm -196 3 on day 200, after which the enzyme concentrations started to decline (Fig.1A) . The enzyme peak 197 lags the biomass peak because high inducible enzyme production happens after increased 198 monomer uptake from the biomass-driven peak in constitutive enzyme production. On day 140, 199 the cellulose concentration varied from <40 to ~140 mg C cm -3 , whereas the enzyme concentration 200 ranged from zero to as high as ~0.5 mg C cm -3 ( Fig 
Relationships between rates and enzyme/substrate concentrations over the spatial grid 223
To test the applicability of the forward and reverse equations, the relationships between 224 degradation rate and both enzyme and substrate concentrations over the spatial grid were analyzed 225 13 on selected days by fitting the forward equation ( Fig.2A ,C,E) or reverse equation (Fig.2B,D, F) . 226
On day 140, the reverse equation provided a good fit to substrate degradation rates ( Fig.2B) , 227
whereas the forward equation did not ( Fig.2A ). By day 160, the reverse equation fit the degradation 228 rate to some extent ( Fig.2D ), while the forward equation apparently did not (Fig.2C ). By day 200, 229 the forward equation fit the substrate degradation rate ( Fig.2E ), whereas the reverse equation did 230 not ( Fig.2F ). 231
When spatial data were combined across time from four selected days ( Fig.3) , most of the 232 data points clustered around areas with high substrate concentrations (nearly 150 mgC cm -3 ) and 233 near-zero rate (from early in the simulation) or around areas of fairly low substrate concentration 234 and rate (from late in the simulation) (see Fig.A1A for the density of these data points). For rate 235 versus enzyme, most of the data points clustered around areas with low enzyme concentrations 236 and decay rates (from the early stage of the simulation) or around areas with moderate enzyme 237 concentration (around 0.6 mgC cm -3 ) and zero degradation rates (later in the simulation) (see 238
Fig.A1B
for the density of these data points). With these combined data from multiple days, both 239 the reverse and forward equations failed to capture most of the spatial variation across the grid or 240 even the daily grid averages (Fig.3A,B) . Specifically, the reverse equation failed to capture the 241 low average degradation rate on day 200, and the forward equation failed to capture low average 242 values early in the simulation (days 40-120). In contrast, the ECA equation performed very well 243 in capturing spatial and temporal variation in the degradation rate ( Fig.3C,D) . of both substrate and enzyme concentration (Fig.4) . The fit of the ECA was robust to variation in 264 the enzyme production rate (Fig.A2 in the Appendix). The ECA fit was also robust across 265 substrates ( Fig. A3 and Table A5 in the Appendix). substrate concentrations are assumed to be well-mixed and at steady state. However, at the grid 287 16 scale and across time steps, these assumptions do not hold (Fig.2) . When new substrates are 288 introduced to an ecosystem, microbial population sizes and enzyme concentrations are low. 289
Microbial cells and enzymes are spatially separated from substrate patches; many patches with 290 high substrate concentrations have zero rates because no enzymes are present locally. Later in the 291 decomposition process, substrate concentrations can decline rapidly, particularly where microbes 292 secrete enzymes and grow rapidly. Within these substrate "holes", the degradation rate per volume 293 or area declines. Therefore the mathematical formulation and parameters used at the scale of a grid 294 box, or applied in a laboratory assays, should not be expected to apply at whole-grid or ecosystem 295
scales. 296
Still, under certain conditions, emergent kinetics at the grid scale appear to follow the 297 forward or reverse Michaelis-Menten relationships. Early in the decomposition process ( Fig. 2B) , 298 the degradation rate follows a pseudo-linear increase with enzyme concentration across grid boxes. 299
But as enzyme concentrations increase further, enzymes become locally limited by substrate 300 availability which causes the degradation rate to level off (Fig.2D ). The reverse equation emerges 301 from the local forward kinetics during the early stages of decomposition before substrates become 302 locally depleted. In our simulations, low-enzyme, high substrate conditions persisted for 100-150 303 days, consistent with a lag in bacterial population growth. Such lags also occur in microcosm 304 experiments during the establishment of pure cultures on sterile, complex substrates (Taylor et al. 305 1989) . In the DEMENT model, lag periods decline as enzyme production rates increase (Fig.A2) . 306
It is noteworthy that this spatial mechanism of rate saturation with enzyme is different from Later in decomposition, steep declines in substrate concentrations and higher enzyme 314 concentrations (Fig.1) lead to an emergent forward Michaelis-Menten relationship driven by 315 spatial variation ( Fig.2E ). This apparent relationship arises because substrate locally limits 316 microbial activity and enzyme production. Substrate 'holes' have been established long enough 317 for local cell populations to crash and enzyme concentrations to decline. Patches of remaining 318 substrate support higher levels of enzyme production and decay. The timing of emergence for the 319 forward Michaelis-Menten relationship along with the apparent parameters likely depend on 320 enzyme turnover rates (Table A1 ). In DEMENT, these rates are based on empirical data (Allison 321 2006) . 322 323
ECA captures kinetics emergent from spatial and temporal variation 324
Our results show that neither the forward nor the reverse equation can fully describe 325 enzymatic degradation rates in soils (Fig.2,3) , whereas the ECA equation is capable of capturing 326 the patterns in substrate degradation over time and space (Fig.3,4) Our study might be generalizable beyond soil systems. Applications of the Menten equation are ubiquitous [e.g., see Table 1 in Wong et al. (2018) ], and scaling up the 361 associated processes is a common concern in heterogeneous systems. For example, microbe-driven 362 element cycling in marine systems faces a similar problem of heterogeneity (e.g., Follows et al. Table A5 ECA parameter values of different substrates based on the simulation with enzyme production rates of 15.0×10 -5 mg C mg -1 day -1 (both constitutive and inducible). 
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