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Abstrat
We onsider nondereasing entropy solutions to 1-d salar onservation laws and
show that the spatial derivatives of suh solutions satisfy a ontration property
with respet to the Wasserstein distane of any order. This result extends the L1-
ontration property shown by Kruzˇkov.
Existene and uniqueness of solutions to salar onservation laws in one spae dimen-
sion have been established by Kruzˇkov in the framework of entropy solutions (see [4℄ for
instane), and among the properties satised by these solutions it is known that the L1
norm between any two of them is a non-inreasing funtion of time.
In this work we shall fous on a lass of entropy solutions suh that a ertain distane
between the spae derivatives of any two suh solutions is also noninreasing in time. On
this lass of solutions this result extends the L1 norm ontration property.
More preisely we onsider as initial data nondereasing funtions on R with limits 0
and 1 at −∞ and +∞ respetively. These properties are preserved by the onservation
law, and orresponding solutions have been shown in [2℄ to arise in some models of pres-
sureless gases, obtained as a ontinuous limit of systems of stiky partiles. Notiing that
the distributional spae derivative of these funtions are probability measures, we may
onsider the Wasserstein distane between the spae derivatives of any two suh solutions,
and we shall prove in this paper that this distane is a noninreasing funtion of time,
onstant in the ase of lassial solutions.
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1 Introdution to the results
Given a loally Lipshitz real-valued funtion f on R, alled a ux, we onsider the
salar onservation law{
ut + f(u)x = 0 , t > 0, x ∈ R,
u(0, .) = u0,
(1)
with unknown u = u(t, x) ∈ R and initial datum u0 ∈ L∞(R), and where the subsripts
stand for derivation.
We shall onsider solutions that are alled entropy solutions (see [5℄ for instane) and
are dened as follows: a funtion u = u(t, x) ∈ L∞([0,+∞[×R) is said to be an entropy
solution of (1) on [0,+∞[×R if the entropy inequality
E(u)t + F (u)x ≤ 0(2)
holds in the sense of distributions for all onvex Lipshitz funtion E on R, and with
assoiated ux F dened by
(3) F (u) =
∫ u
0
f ′(v)E ′(v) dv.
This means that
∫ +∞
0
∫
R
(
E(u)ϕt + F (u)ϕx
)
dt dx +
∫
R
E(u0(x))ϕ(0, x) dx ≥ 0
for all nonnegative ϕ in the spae C∞c ([0,+∞[×R) of C∞ funtions on [0,+∞[×R with
ompat support.
We shall also onsider lassial solutions, that is, funtions u = u(t, x) in C1(]0,+∞[×R)∩
C([0,+∞[×R) satisfying (1) pointwise.
In partiular any lassial solution to (1) satises (2), i.e. is an entropy solution, and
onversely any entropy solution satises (1) in the distribution sense.
For entropy solutions, the following result is due to Kruzˇkov (see [4℄):
Theorem 1.1 For every u0 ∈ L∞(R), there exists a unique entropy solution u to (1) in
L∞([0,+∞[×R) ∩ C([0,+∞[, L1loc(R)).
Moreover for lassial solutions, we have (see [5℄ for instane):
Theorem 1.2 Given a C2 ux f and a C1 bounded initial datum u0 suh that f ′ ◦ u0 is
nondereasing on R, the unique entropy solution u to (1) is a lassial solution.
In this work we shall onsider initial data in the subset U of L∞(R) dened by
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Denition 1.3 A funtion v : R→ R belongs to U if it is nondereasing, right-ontinuous,
and has limits 0 and 1 at −∞ and +∞ respetively.
The following proposition expresses that this set is preserved by the onservation law
(1):
Proposition 1.4 Given an initial datum u0 ∈ U , the entropy solution u given by Theorem
1.1 is suh that u(t, .) belongs to U for all t ≥ 0.
More preisely, given any t ≥ 0, the L∞(R) funtion u(t, .) is a.e. equal to an element
of the set U , whih on the other hand is haraterized by
Proposition 1.5 The distributional derivative vx of any v ∈ U is a Borel probability
measure on R, and for any x ∈ R,
v(x) = vx(]−∞, x]).
Conversely, if µ is a probability measure on R, then v dened on R as
v(x) = µ(]−∞, x])
belongs to U , and vx = µ.
Consequently the map v 7→ vx is one-to-one from U onto the set P of probability
measures on R (and U an be seen as the set of repartition funtions of real-valued
random variables).
Propositions 1.4 and 1.5 allow us to haraterize at any time the distane between
two solutions (with initial datum in U) in terms of their spae derivatives, in partiular
by means of the Wasserstein distanes: given any real number p ≥ 1, the Wasserstein
distane of order p is dened on the set of probability measures on R by
Wp(µ, µ˜) = inf
pi
(∫
R2
|x− y|p dpi(x, y)
)1/p
where pi runs over the set of probability measures on R2 with marginals µ and µ˜; these
distanes are onsidered here in a broad sense with possibly innite values.
This paper aims at proving that the Wasserstein distanes between the spae deriva-
tives of any two suh entropy solutions is a noninreasing funtion of time:
Theorem 1.6 Given a loally Lipshitz real-valued funtion f on R and two initial data
u0 and u˜0 in U , let u and u˜ be the assoiated entropy solutions to (1). Then, for any t ≥ 0
and p ≥ 1, we have (with possibly innite values)
Wp(ux(t, .), u˜x(t, .)) ≤ Wp(u0x, u˜0x).
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We shall see in Setion 2 that for p = 1 the distane W1 satises
W1(vx, v˜x) = ‖v − v˜‖L1(R)
for all v, v˜ ∈ U . Hene Theorem 1.6 reads in the ase p = 1:
‖u(t, .)− u˜(t, .)‖L1(R) ≤ ‖u0 − u˜0‖L1(R).
Thus, for initial proles in U , we reover the L1-ontration property given by Kruzˇkov.
In the ase of lassial solutions, the result of Theorem 1.6 is improved, sine the
Wasserstein distane between two solutions is onserved:
Theorem 1.7 Given a C1 real-valued funtion f on R, let u0 and u˜0 in U be two initial
data suh that the assoiated entropy solutions u and u˜ to (1) are lassial solutions,
inreasing in x for all t ≥ 0. Then for any t ≥ 0 and p ≥ 1 we have (with possibly innite
values)
Wp(ux(t, .), u˜x(t, .)) = Wp(u
0
x, u˜
0
x).
>From these general results an be indued some orollaries in the ase of initial data
in the subsets Up of U dened as:
Denition 1.8 Let p ≥ 1. A funtion v in U belongs to Up if its distributional derivative
vx has nite moment of order p, that is, if
∫
R
|x|p dvx(x) is nite.
As in Proposition 1.5 the map v 7→ vx is one-to-one from Up onto the set Pp of
probability measures on R with nite moment of order p. But we shall note in Setion
2 that the map Wp on Pp × Pp denes a distane on Pp. Then the real-valued map dp
dened on Up × Up by
dp(v, v˜) = Wp(vx, v˜x)
indues a distane on Up, and for the assoiated topology we have
Corollary 1.9 Given a loally Lipshitz funtion f on R, p ≥ 1 and u0 ∈ Up, the entropy
solution u to (1) belongs to C([0,+∞[,Up).
In partiular for p = 1
d1(v, v˜) = W1(vx, v˜x) = ‖v − v˜‖L1(R),
and the previous result an be preised by
Corollary 1.10 Given a loally Lipshitz funtion f on R and u0 ∈ U1, the entropy
solution u to (1) is suh that
‖u(t, .)− u(s, .)‖L1(R) ≤ |t− s| ‖f ′‖L∞([0,1]).
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This known result holds under weaker assumptions (for u0 with bounded variation, see
[5℄), but in our ase it will be reovered in a straightforward way.
Finally Theorem 1.7 an be preised in the Up framework in the following way:
Corollary 1.11 Given a C2 onvex ux f and two C1 inreasing initial data u0 and u˜0
in Up for some p ≥ 1, the following three properties hold:
1. the assoiated entropy solutions u and u˜ are lassial solutions;
2. u(t, .) and u˜(t, .) belong to Up and are inreasing for all t ≥ 0;
3. for all t ≥ 0, we have (with nite values)
Wp(ux(t, .), u˜x(t, .)) = Wp(u
0
x, u˜
0
x).
The paper is organized as follows. The denition and some properties of Wasserstein
distanes are disussed in greater detail in Setion 2. In Setion 3 we onsider the ase
of lassial solutions, proving Theorem 1.7 and Corollary 1.11. Then the general ase of
entropy solutions is studied in Setions 4 and 5: more preisely in Setion 4 we introdue
a time-disretized sheme, show theWp ontration property for this disretized evolution
and prove the onvergene of the orresponding approximate solution toward the entropy
solution; Theorem 1.6 and its orollaries follow from this in Setion 5. In Setion 6 we
shall nally see how suh results extend to visous onservation laws.
2 Wasserstein distanes
In this setion p is a real number with p ≥ 1, P (resp. Pp) stands for the set of
probability measures on R (resp. with nite moment of order p) and dx for the Lebesgue
measure on R.
The Wasserstein distane of order p, valued in R ∪ {+∞}, is dened on P × P by
Wp(µ, µ˜) = inf
pi
(∫
R2
|x− y|p dpi(x, y)
)1/p
(4)
where pi runs over the set of probability measures on R2 with marginals µ and µ˜. It is
equivalently dened by
Wp(µ, µ˜) = inf
Xµ,Xµ˜
(∫ 1
0
|Xµ(w)−Xµ˜(w)|p dw
)1/p
(5)
where the inmum is taken over all random variables Xµ and Xµ˜ on the probability spae
(]0, 1[, dw) with respetive laws µ and µ˜. It takes nite values on Pp × Pp and indeed
denes a distane on Pp.
For omplete referenes about the Wasserstein distanes and related topis the reader
an refer to [6℄. We only mention that both inma in (4) and (5) are ahieved, and for
the seond denition we shall preise some random variables that ahieve the inmum.
For this purpose we introdue the notion of generalized inverse:
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Denition 2.1 Let v belong to U . Then its generalized inverse is the funtion v−1 dened
on ]0, 1[ by
v−1(w) = inf{x ∈ R; v(x) > w}.
Then v−1 is a nondereasing random variable on (]0, 1[, dw) by denition, with law vx
sine ∫ 1
0
f(v−1(w)) dw =
∫ 1
0
(∫
R
f ′(s)1{s≤v−1(w)} ds
)
dw
=
∫
R
(∫ 1
0
f ′(s)1{v(s)≤w} dw
)
ds
=
∫
R
f ′(s)(1− v(s)) ds
=
∫
R
f(s) dvx(s)
for all f in C1c (R). In partiular its repartition funtion is v.
Moreover this generalized inverse ahieves the inmum in (5):
Proposition 2.2 Let v and v˜ in U . Then we have (with possibly innite values)
Wp(vx, v˜x) =
(∫ 1
0
|v−1(w)− v˜−1(w)|p dw
)1/p
for all p ≥ 1. In partiular for p = 1 we also have
W1(vx, v˜x) = ‖v − v˜‖L1(R).
Proof. The general result is proved in [6℄. The result spei to the ase p = 1 follows
by introduing, for a given v ∈ U , the map dened on R×]0, 1[ by
jv(x, w) =
{
1 if v(x) > w
0 if v(x) ≤ w,
for whih we have
|v−1 − v˜−1|(w) =
∫
R
|jv − jv˜|(x, w) dx
for almost every w ∈ ]0, 1[, and
∫ 1
0
|jv − jv˜|(x, w) dw = |v − v˜|(x)
for almost every x ∈ R. Integrating the rst equality on w in ]0, 1[ and the seond one on
x in R, we dedue ∫ 1
0
|v−1 − v˜−1|(w) dw =
∫
R
|v − v˜|(x) dx.
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
Given v ∈ U , its generalized inverse v−1 is atually the a.e. unique nondereasing
random variable on (]0, 1[, dw) with law vx. Given any other random variable X on
(]0, 1[, dw) with law vx, v
−1
is alled the (a.e. unique) nondereasing rearrangement of X
(see [6℄).
We onlude this setion realling a result relative to the onvergene of probability
measures. A sequene (µn) of probability measures on R is said to onverge weakly toward
a probability measure µ if, as n goes to +∞,
∫
R
ϕdµn tends to
∫
R
ϕdµ for all bounded
ontinuous real-valued funtions ϕ on R (or equivalently for all C∞ funtions ϕ with
ompat support, that is, if µn onverges to µ in the distribution sense). Given p ≥ 1 this
onvergene is metrized on Pp by the distane Wp as shown by the following proposition
(see [6℄):
Proposition 2.3 Let p ≥ 1, (µn) a sequene of probability measures in Pp and µ ∈ P.
Then the following statements are equivalent:
i) (Wp(µn, µ)) onverges to 0;
ii) (µn) onverges weakly to µ and sup
n
∫
|x|≥R
|x|p dµn(x) tends to 0 as R goes to innity.
In this proposition we do not a priori assume that µ belongs to Pp, but it an be noted
that this property is atually indued by any of both hypotheses i) and ii).
For measures in P we have the weaker result:
Proposition 2.4 Let p ≥ 1, (µn) and (νn) two sequenes in P onverging weakly to µ
and ν in P respetively. Then (with possibly innite values)
Wp(µ, ν) ≤ lim inf
n→+∞
Wp(µn, νn).
3 The ase of lassial solutions: Theorem 1.7 and orol-
lary
3.1 Proof of Theorem 1.7
We onsider two lassial solutions u and u˜ to (1) suh that u(t, .) and u˜(t, .) belong
to U and are inreasing for all t ≥ 0, and we shall prove that
Wp(ux(t, .), u˜x(t, .)) = Wp(u
0
x, u˜
0
x)
as a onsequene of Proposition 2.2.
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The map u0 is inreasing from 0 to 1, so has a (true) inverse X(0, .) dened on ]0, 1[
by
u0(X(0, w)) = w.
Then, given w ∈ ]0, 1[, we onsider a harateristi urve t 7→ X(t, w) solution of
(6) Xt(t, w) = f
′
(
u(t, X(t, w))
)
for t ≥ 0, and taking value X(0, w) at t = 0. Sine f is C1 and u is bounded there exists a
(non neessarily unique) solution X(., w) to (6) by Peano Theorem (see [3℄ for instane);
moreover by a lassial omputation from (1) it is known to satisfy
(7) u(t, X(t, w)) = w
for all t ≥ 0, from whih it follows that
Xt(t, w)
(
= f ′(u(t, X(t, w)))
)
= f ′(w)
and hene
(8) X(t, w) = X(0, w) + tf ′(w).
In partiular there exists a unique solution X(., w) to (6). Now given t ≥ 0, X(t, .) is the
(true) inverse of the inreasing funtion u(t, .) (by (7)), and Proposition 2.2 writes
Wp(ux(t, .), u˜x(t, .)) =
(∫ 1
0
|X(t, w)− X˜(t, w)|p dw
)1/p
.
But from (8) we obtain
(9) X(t, w) − X˜(t, w) = X(0, w) − X˜(0, w).
This result ensures in partiular that Wp(ux(t, .), u˜x(t, .)) remains onstant in time, may
its initial value be nite or not; note however that (9) is atually muh stronger that
Theorem 1.7.
3.2 Proof of Corollary 1.11
We assume that f is a C2 onvex funtion on R, and u0 is a C1 inreasing initial prole
in Up.
First of all we note that the assoiated entropy solutions u is a lassial solution in
view of Theorem 1.2: this result is proved in [5℄ for instane, and its proof also ensures
that u(t, .) is inreasing for all t ≥ 0.
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Then we hek that the moment property is preserved by the onservation law, that
is, that u(t, .) also belongs to Up for any t ≥ 0. Indeed, given t ≥ 0, we have by the hange
of variable w = [u(t, .)](x):
∫
R
|x|p ux(t, x) dx =
∫ 1
0
|X(t, w)|p dw
=
∫ 1
0
|X(0, w) + tf ′(w)|p dw
≤ 2p−1
[∫ 1
0
|X(0, w)|p dw + tp‖f ′‖pL∞(]0,1[)
]
whih is nite sine ∫ 1
0
|X(0, w)|p dw =
∫
R
|x|p u0x(x) dx
is nite by assumption. This ends the proof of Corollary 1.11. 
4 Time disretization of the onservation law
In the previous setion we have seen that the lassial solutions are obtained through
the method of harateristis, that we now summarize in our ase: given an initial prole
u0 in U suh that the orresponding solution u is C1 and inreasing in x for all t ≥ 0, let
X(0, .) be its inverse, dened by
u0(X(0, w)) = w
for all w ∈ ]0, 1[. Let then X(0, w) evolve into
(10) X(t, w) = X(0, w) + tf ′(w)
for all t ≥ 0 and w ∈ ]0, 1[ (see (8)). The solution u(t, .) is then the inverse of the inreasing
map X(t, .), that is, is the unique solution of
X(t, u(t, x)) = x.
In the general ase, dening X(0, .) in some similar way, there is no hope for the
funtion X(t, .) dened by (10) to be inreasing for t > 0; inverting it would thus lead to
a multivalued funtion, and no more to the entropy solution of the onservation law, as
in the partiular ase disussed above.
However, averaging (or "ollapsing") this multivalued funtion into a single-valued
funtion, Y. Brenier showed in [1℄ how to build an approximate solution to the onservation
law.
We now preisely desribe this so-alled Transport-Collapse method in our ase.
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4.1 Denition and Wp ontration property of the disretized so-
lution
Let u0 ∈ U be some xed initial prole, with generalized inverse X(0, .) given as in
Denition 2.1 by
X(0, w) = inf{x ∈ R; u0(x) > w}
for all w ∈ ]0, 1[. X(0, .) an be seen as a random variable on the probability spae ]0, 1[
equipped with the Lebesgue measure dw; its law is u0x, as pointed out after Denition 2.1.
We let then X(0, .) evolve aording to the method of harateristis, denoting
X(h, w) = X(0, w) + hf ′(w)
for all h ≥ 0 and almost every w ∈ ]0, 1[. Again, given h ≥ 0, X(h, .) an be seen
as a random variable on ]0, 1[; let then Thu
0
be its repartition funtion, that is, the
funtion belonging to U and dened at any x ∈ R as the Lebesgue measure of the set
{w ∈ ]0, 1[; X(h, w) ≤ x}. It is given by
Thu
0(x) =
∫ 1
0
1{X(h,w)≤x}(w) dw.
We summarize this onstrution in the following denition:
Denition 4.1 Let v ∈ U with generalized inverse X(0, .) dened on ]0, 1[ by
X(0, w) = inf{x ∈ R; v(x) > w}.
Then, given h ≥ 0, and letting
X(h, w) = X(0, w) + hf ′(w)
for almost every w ∈ ]0, 1[, we dene the U funtion Thv on R by
Thv(x) =
∫ 1
0
1{X(h,w)≤x}(w) dw.
In the ase of Setion 3 (see (8)), it turns out that X(h, .) is the (true) inverse of Thu
0,
and (h, x) 7→ Thu0(x) is exatly the entropy solution to equation (1) with initial datum
u0 in U . This does not hold anymore in the general ase, but will allow us to build an
approximate solution Shu
0
by iterating the operator Th. Let us rst give two important
properties of Th:
Proposition 4.2 Let h ≥ 0, Th dened as above and p ≥ 1. Then
i) Thv belongs to Up if so does v.
ii) For any v and v˜ in U we have (with possibly innite values unless v and v˜ ∈ Up)
Wp([Thv]x, [Thv˜]x) ≤ Wp(vx, v˜x).
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Proof. It is really similar to what has been done in Setion 3 as for Corollary 1.11.
i) Thv belongs to U as a repartition funtion of a random variable, and we have
∫
R
|x|p d[Thv]x(x) =
∫ 1
0
|X(h, w)|p dw
=
∫ 1
0
|X(0, w) + hf ′(w)|p dw
≤ 2p−1
∫ 1
0
|X(0, w)|p + |hf ′(w)|p dw
≤ 2p−1
[∫
R
|x|p dvx(x) + hp‖f ′‖pL∞(]0,1[)
]
,
whih ensures that [Thv]x has nite moment of order p if so does vx.
ii) On one hand the generalized inverses X(0, .) and X˜(0, .) of v and v˜ respetively
satisfy
(11) Wp(vx, v˜x) =
(∫ 1
0
|X(0, w)− X˜(0, w)|p dw
)1/p
by Proposition 2.2 (with nite values if both v and v˜ belong to Up, and possibly innite
otherwise). On the other hand X(h, .) and X˜(h, .) have respetive law [Thv]x and [Thv˜]x,
so
(12) Wp([Thu
0]x, [Thu˜
0]x) ≤
(∫ 1
0
|X(h, w)− X˜(h, w)|p dw
)1/p
by denition of the Wasserstein distane. But
X(h, w)− X˜(h, w) = X(0, w) − X˜(0, w)
for almost every w ∈ ]0, 1[ by denition, whih onludes the argument by (11) and (12).
Note again that (12) holds only as an inequality sine X(h, .) and X˜(h, .) are not
neessarily nondereasing, whih was the ase in the example disussed in Setion 3. 
We now use the operator Th dened above to build an approximate solution Shu
0
to
the onservation law (1):
Denition 4.3 Let h be some positive number and v ∈ U . For any t ≥ 0 deomposed as
t = (N + s)h with N ∈ N and 0 ≤ s < 1, we let
Shv(t, .) = (1− s) TNh v(.) + s TN+1h v(.)
where T 0hv = v and T
N+1
h v = Th(T
N
h v).
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These iterations make sense beause Thv ∈ U if v ∈ U , Shv(t, .) ∈ U (resp. Up) for any
h, t ≥ 0 and v ∈ U (resp. Up).
We now prove two ontrations properties on these approximate solutions. We rst
have the L1(R) ontration property:
Proposition 4.4 Let h be some xed positive number and Sh dened as above. Then,
for any v ∈ U and s, t ≥ 0 we have
‖Shv(t, .)− Shv(s, .)‖L1(R) ≤ |t− s| ‖f ′‖L∞([0,1]).
Proof. As in [1℄ we rst observe that ‖ThV − V ‖L1(R) ≤ h‖f ′‖L∞(]0,1[) for any V ∈ U ,
then let t = (M + µ)h and s = (N + ν)h with M,N ∈ N and 0 ≤ µ, ν < 1, and, for
instane assuming that M > N , prove the proposition by applying this rst bound to
V = Shv(kh, .) = T
k
h v for k = N + 1, . . . ,M − 1. 
Then we have the Wp ontration property:
Proposition 4.5 Let h be some xed positive number and Sh dened as above. Then,
given v and v˜ in U , we have for any t ≥ 0:
Wp([Shv]x(t, .), [Shv˜]x(t, .)) ≤ Wp(vx, v˜x).
Proof. It follows from Proposition 4.2 (about Th) and to the onvexity of the Wp
distane to the power p, in the sense that
W pp (αµ1 + (1− α)µ2, αν1 + (1− α)ν2) ≤ αW pp (µ1, ν1) + (1− α)W pp (µ2, ν2)
for all real number α ∈ [0, 1] and probability measures µ1, µ2, ν1 and ν2 (see [6℄ for in-
stane). 
We shall now reall the onvergene of the sheme toward the entropy solution of the
onservation law.
4.2 Convergene of the sheme in the L1loc(R) sense
In this setion we onsider the spae C([0,+∞[, L1loc(R)) equipped with the topology
dened by the semi-norms
qnm(f) = sup
t∈[0,n]
∫ m
−m
|f(x)| dx
for any integers n and m and f ∈ C([0,+∞[, L1loc(R)). Then we have
Proposition 4.6 Let u0 ∈ U . Then, as h goes to 0, the funtion Shu0 onverges in
C([0,+∞[, L1loc(R)) to the entropy solution of (1) with initial datum u0.
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We briey give the steps of the proof, whih follows the one of Brenier in [1℄, adapted
to funtions of U instead of L1(R).
We rst prove that the family (Shu
0)h is relatively ompat in C([0,+∞[, L1loc(R)) by
means of Proposition 4.4, and Helly and Asoli-Arzela Theorems. Then we hek that the
limit of any sequene of (Shu
0)h onverging in C([0,+∞[, L1loc(R)) is an entropy solution
to the onservation law (1) with initial datum u0. By the uniqueness of this solution
ensured by Theorem 1.1, this onludes the proof of Proposition 4.6.
4.3 Convergene of the sheme in Wp distane sense
We rst prove a uniform equiintegrability result on the approximate solutions:
Proposition 4.7 Let Sh be dened as above, v ∈ Up and T ≥ 0. Then
sup
0≤h≤T
sup
0≤t≤T
∫
|x|≥R
|x|pd[Shv]x(t, x)
tends to 0 as R goes to innity.
Proof. We again denote M = ‖f ′‖L∞(]0,1[), and rst onsider Th itself, writing
∫
|x|≥R
|x|pd[Thv]x(x) =
∫ 1
0
|v−1(w) + hf ′(w)|p 1{|v−1(w)+hf ′(w)|≥R} dw
≤
∫
R
(|x|+ hM)p1{|x|+hM≥R} dvx(x)
≤
(
1 +
hM
R− hM
)p ∫
|x|≥R−hM
|x|p dvx(x)
for R > hM . From this omputation we dedue by iteration
∫
|x|≥R
|x|pd[TNh v]x(x) ≤
N∏
j=1
(
1 +
hM
R− jhM
)p ∫
|x|≥R−NhM
|x|p dvx(x)
for R > NhM , with
N∏
j=1
(
1 +
hM
R− jhM
)
≤
(
1 +
hM
R−NhM
)N
≤ exp
(
NhM
R−NhM
)
.
Thus ∫
|x|≥R
|x|pd[Shv]x(Nh, x) ≤ exp
(
pTM
R − TM
)∫
|x|≥R−TM
|x|p dvx(x)
for any N and h suh that Nh ≤ T .
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>From this we get for instane
∫
|x|≥R
|x|pd[Shv]x(t, x) ≤ exp
(
2pTM
R− 2TM
)∫
|x|≥R−2TM
|x|p dvx(x)
for any t and h smaller than T . This onludes the argument sine the last integral tends
to 0 as R goes to innity. 
>From this we dedue the onvergene of the sheme in Wp distane sense:
Proposition 4.8 Let u0 ∈ Up and u be the entropy solution to (1) with initial datum u0.
Then, for any t ≥ 0, Wp([Shu0]x(t, .), ux(t, .)) onverges to 0 as h goes to 0.
Proof. Given t ≥ 0, Shu0(t, .) onverges to u(t, .) in L1loc(R) as h goes to 0 (by
Proposition 4.6), so [Shu]x(t, .) onverges to the probability measure ux(t, .), rst in the
distribution sense, then in the weak sense of probability measures, and nally in Wp
distane by Propositions 4.7 and 2.3.
Note in partiular that ux(t, .) has nite moment of order p for any t ≥ 0, that is,
u(t, .) belongs to Up. 
5 The general ase of entropy solutions: Theorem 1.6
and orollaries
5.1 Proof of Theorem 1.6
We let p ≥ 1 and onsider two initial data u0 and u˜0 in U with assoiated entropy
solutions u and u˜.
Given t ≥ 0, Proposition 4.6 yields again the onvergene of [Shu0]x(t, .) to ux(t, .) in
the weak sense of probability measures. Sine this holds also for u˜0, we obtain
Wp(ux(t, .), u˜x(t, .)) ≤ lim inf
h→0
Wp([Shu
0]x(t, .), [Shu˜
0]x(t, .))
by Proposition 2.4. But, for eah h,
Wp([Shu
0]x(t, .), [Shu˜
0]x(t, .)) ≤ Wp(u0x, u˜0x)
by Proposition 4.5, so nally
Wp(ux(t, .), u˜x(t, .)) ≤ Wp(u0x, u˜0x).
This onludes the argument.
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5.2 Proof of Corollary 1.9
We reall that in the introdution we have dened a distane on eah Up by letting
dp(u, u˜) = Wp(ux, u˜x),
and we now prove that, given p ≥ 1 and u0 ∈ Up, the entropy solution u to the onservation
law (1) belongs to C([0,+∞[,Up).
We rst note, in view of the proof of Proposition 4.8, that u(t, .) indeed belongs to Up
for all t ≥ 0.
Then, given s ≥ 0, we need to prove that dp(u(t, .), u(s, .)) (= Wp(ux(t, .), ux(s, .)))
tends to 0 as t goes to s. Indeed, on one hand u(t, .) tends to u(s, .) in L1loc(R) by
Theorem 1.1, so ux(t, .) tends to ux(s, .), rst in the distribution sense, then in the weak
sense of probability measures.
On the other hand, given T > s, we now prove that sup
0≤t≤T
∫
|x|≥R
|x|p dux(t, x) goes to
0 as R goes to innity. For this, given ε > 0, let R suh that
sup
0≤h≤T
sup
0≤t≤T
∫
|x|≥R
|x|p d[Shu0]x(t, x) ≤ ε
by Proposition 4.7. Let then ϕ ∈ C∞c (R) suh that 0 ≤ ϕ ≤ 1 and ϕ(x) = 0 if |x| ≤ R.
On one hand ∫
R
ϕ(x)|x|p d[Shu0]x(t, x) →
∫
R
ϕ(x)|x|p dux(t, x)
as h goes to 0 sine ϕ(x)|x|p ∈ C∞c (R) and [Shu0]x(t, .) tends to ux(t, .) in distribution
sense. On the other hand ∫
R
ϕ(x)|x|p d[Shu0]x(t, x) ≤ ε
for all 0 ≤ h, t ≤ T . Hene at the limit
∫
R
ϕ(x)|x|p dux(t, x) ≤ ε
for all t ≤ T , from whih it follows that
sup
0≤t≤T
∫
|x|≥R
|x|p dux(t, x) ≤ ε,
whih means that indeed sup
0≤t≤T
∫
|x|≥R
|x|p dux(t, x) goes to 0 as R goes to innity.
From these two results we dedue the ontinuity result by Proposition 2.3.
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5.3 Proof of Corollary 1.10
Given t ≥ 0, Shu0(t, .) onverges to u(t, .) in L1loc(R) by Proposition 4.6, so for all
s, t, n ≥ 0 we have
‖u(t, .)− u(s, .)‖L1([−n,n]) = lim
h→0
‖Shu0(t, .)− Shu0(s, .)‖L1([−n,n]).
But
‖Shu0(t, .)− Shu0(s, .)‖L1([−n,n]) ≤ ‖Shu0(t, .)− Shu0(s, .)‖L1(R) ≤ |t− s| ‖f ′‖L∞(R)
for all h ≥ 0 by Proposition 4.4, so letting h go to 0 we get
‖u(t, .)− u(s, .)‖L1([−n,n]) ≤ |t− s| ‖f ′‖L∞(R).
Sine this holds for all n ≥ 0, we obtain Corollary 1.10.
6 Extension to visous onservation laws
In this setion we let ν be a positive number and onsider the visous onservation
law
(13) ut + f(u)x = ν uxx t > 0, x ∈ R
with initial datum u0 ∈ L∞(R).
Assuming that f is a loally Lipshitz real-valued funtion on R, and alling solution
a funtion u in L∞([0,+∞[×R) suh that (13) holds in the sense of distributions, it is
known that, given u0 ∈ L∞(R), there exists a unique solution u to (13). If moreover
u0 ∈ U , then u(t, .) also belongs to U for all t ≥ 0, and the Wp ontration property
stated in Theorem 1.6 in the invisid ase ν = 0 still holds:
Theorem 6.1 Given a loally Lipshitz real-valued funtion f on R and two initial data
u0 and u˜0 in U , let u and u˜ be the assoiated solutions to (13). Then, for any t ≥ 0 and
p ≥ 1, we have (with possibly innite values)
Wp(ux(t, .), u˜x(t, .)) ≤ Wp(u0x, u˜0x).
We briey mention how this ontration property for the visous onservation law
allows to reover the same property for the invisid equation, given in Theorem 1.6.
Given some initial datum u0 in U and ν > 0, let indeed uν be the orresponding solution
to the visous equation (13). Then it is known (see [5℄ for instane) that uν(t, .) onverges
in L1loc(R) to the solution u(t, .) to the invisid onservation law (1) with initial datum
u0. From this the argument already used in Setion 5.1 (with Shu
0(t, .) intead of uν(t, .))
enables to reover Theorem 1.6.
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The proof of Theorem 6.1 follows the lines of Setions 4 and 5 and makes use of a time-
disretization of equation (13) based on the disretization of the invisid onservation law
previously disussed. More preisely, given a time step h > 0, we rst map u0 ∈ U to
Thu
0
as in setion 4.1, and then let Thu
0
evolve along the heat equation on a time interval
h, that is, map it to
Thu0 = Kh ∗ Thu0
where Kh is the heat kernel dened on R by
Kh(z) =
1√
4pih
e−
z2
4h .
Then, dening an approximate solution Shu0 by iterating the Th operator as in Denition
4.3, we prove that Propositions 4.2 and 4.5 still hold for the new Th and Sh operators (Note
that the onvolution with the heat kernel is a ontration for the Wasserstein distane of
any nite order).
Proposition 4.4 only holds assuming that v is twie derivable with v′′ in L1(R): it more
preisely reads
‖Shv(t, .)− Shv(s, .)‖L1(R) ≤ |t− s| [‖f ′‖L∞(]0,1[) + ‖v′′‖L1(R)].
As in Setion 4.2, this enables to prove that, given u0 in U , twie derivable with (u0)′′
in L1(R), the family (Shu0)h onverges in C([0,+∞[, L1loc(R)) to the solution of (13) with
initial datum u0.
With this onvergene result in hand we follow the lines of Setion 5.1 to prove The-
orem 6.1 in the ase of twie derivable initial data, with L1 seond derivative, while the
general ase follows by a density argument.
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