We propose a stochastic frontier model with random coefficients having a flexible distribution. The distribution is modelled non-parametrically. It is shown that maximum likelihood estimation reduces to a fixed-point problem. A fixed-point iteration is proposed and we show that there is a unique regular fixed point. The fixed-point iteration is used in the context of MCMC to perform inferences for all unknown parameters including the optimal support of the distribution of random coefficients.
Introduction
Consider the stochastic production frontier model: iid i u u σ In this model, v i is usual measurement error or noise, and u i represents technical inefficiency. To deal with heterogeneity, one typical assumption is that the coefficients β i follow a multivariate normal distribution (Tsionas, 2002 ; see also Greene, 2005) . In applications, the researcher is rarely, if ever, in a position to specify the distribution and in many cases, (s)he may not even be certain that the distribution is unimodal or symmetric. The distribution of y i has density [e.g., Kumbhakar and Lovell, (2000) where Y = [y, X] is the observed data, and ε i = y i − β′x i , for all i = 1,…,n. In many instances, a random coefficient model is appropriate to capture heterogeneity in the data (Tsionas, 2002) . Suppose [ , , ] 
and the likelihood function is:
Flexible distribution
We use the following flexible approximation to the true distribution: the support Θ consists of points: { , 1, , },
with point masses {W r , r = 1, R β } 1 . The approximation is flexible, more precisely non-parametric, in the sense that the non-parametric maximum likelihood estimator of a mixing distribution is discrete with at most n points (Lindsay, 1983) . In this sense the only remaining question is how to select the points of the support and, of course, their number.
This yields the approximation:
We may allow the parameters ω and λ to be also randomly varying across decision making units. Denote the grids by { , 1, ,
.
A typical element of the grid is denoted by ( ) , , , 1, ,dim( ).
The likelihood function above can be maximised numerically with respect to the parameters W (r) subject to the constraints: W (r) ≥ 0 and In what follows we can replace the multi-index (r) with a new index (r) = 1,…,R* = R β R λ R ω without the risk of confusion as this is a simple re-labelling of the index. We use r and (r) interchangeably from now on.
The parametric likelihood in this case is:
Given that λ and ω are now random variables, suppose G(λ, ω|γ) is their joint distribution.
Clearly, ( , | ) ( , , | ) .
β Then the densities of inefficiency and noise components are: 
, , .
This is a series approximation to the unknown density f u|γ (u|γ) where the basis function is ( , , ) .
Results in Andrews (1991) help to establish consistency of the approximation as R tends to infinity. The flexible log likelihood has the following simple form:
where i n is the unit vector in R n , and B = [b ir ] is an n × R matrix whose elements are
which are completely known.
Estimation by maximum likelihood
Derivatives of the log likelihood for numerical maximisation have a straightforward form. Indeed, ), for every 1, , .
The first order conditions can be solved easily by iteration. Clearly if
then also W (j+1) + ∈ S, so we do not have to impose the non-negativity constraints explicitly. Next, we provide propositions that ensure a unique solution and regularity of the problem. , and .
Subtracting the two equations, after some algebraic manipulation we get: and ,
is both negative and non-negative, a contradiction. □
Proposition 2:
The matrix H R is negative definite.
Proof: Consider any h ∈ R 0 . Then, we have:
The practical implication of Propositions 1 and 2, is that the fixed-point iteration in (2) will converge to the unique maximum Ŵ of the approximate random-coefficient likelihood function.
Features of the unknown distribution and inefficiency estimation
Given ML estimates ˆr W of W r , it is a simple matter to approximate expectations of the random coefficients. For example:
where h(β) is an arbitrary function of the parameters. This includes, as special cases, approximation of first and second moments of β, or other parameters. For example:
where ,λ j W is the estimated probability that , 
It is also possible to assign a specific parameter to each decision unit. The estimated 'posterior probability' that decision making unit i is of 'type' r is:
Then, the parameter of that unit can be estimated as where the b ir s are known and independent of W. The optimal weights can be computed using the fixed-point iteration in (2), which is quite simple and can be easily implemented in practice. It is important to point out that this computation is no more demanding than iterative maximum likelihood estimation of the parameters of a traditional stochastic frontier model.
Computational issues

Choice of R for equispaced grid points on a given interval
In many cases, for example estimation of Cobb-Douglas or translog production and cost functions, the range of all or at least some of the coefficients is known based on economic theory or prior considerations from other studies. Estimates of Cobb-Douglas cost function price elasticities are known to be in the interval [0, 1] while the output cost elasticity is usually close to 1. Similar restrictions hold for the translog once log outputs are expressed as deviations from their means (in which case the estimates should be positive and we know that their sum is equal to average output cost elasticity in the sample). Of course, second order coefficients for the translog do not admit a structural interpretation but in practice one can always find a compact set K which is a superset of the actual support K*. From another viewpoint suppose , 
Using the Cholesky decomposition ∑ = C′C, where C is a k × k lower triangular matrix, it is easy to compute numerically ML estimates for β and ∑, along with σ v and σ u . In turn, we can construct the grid so that it is centred around β and extends over
. The grid for σ v and σ u , which they were assumed fixed in the approximation above can be constructed similarly using the standard errors obtained from the information matrix. This procedure has been found to work well as we report in Sections 5.3 and 5.4. However, it leaves unanswered the question of how to choose a value for R, an issue that we will also take up below.
Performance of the estimators
We consider two experiments to study the performance of the proposed estimators. In both experiments only the distribution of β is considered unknown and approximated using the techniques developed in the previous sections.
We consider the following model: 
Here, β i is k × 1 with k = 3. The first element of x i is always unity and the other two elements are draws from independent standard normal distributions. We consider two experiments for the random coefficients. In Experiment 1, we have: In Figure 1 , we report the exact density along with its estimates using R points equally distributed in [-2.5, 2.5] k . We provide the density and its approximations only for β i2 since approximations for the other coefficients were quite similar. In Table 1 we report values of
is the estimate of W i (i = 1,…,R) using R grid points. From Table 1 it is easy to see that one can choose the value of R which corresponds to D less than a specified constant, for example 10 and examine whether they have converged to a common value. Another way to select the value of R is through Schwarz's BIC criterion. In our application the BIC favoured R = 17 but the Akaike criterion favoured R = 20, the value that we finally chose. Both criteria are easy to compute.
Optimal grids
It is possible, if desired, to select the grid optimally. First, we mention that given a compact set K ⊇ K*, that is given a rough idea about the support of the random coefficients, we can choose their number, R, given equispaced grids, by minimising the determinant of the covariance matrix of the ML estimator. The likelihood function can be modified to include a penalty term of the form 2 , 2 h R − where h > 0 measures the extent of the penalty (higher values correspond to larger penalties). This procedure is expected to behave as the BIC criterion for specific values of h, since it is essentially a Bayesian procedure which places a
Second, the really interesting question is whether we can choose a grid of the form (β (1) ,…,β (R+1) } for a specific parameter β without necessarily having to assume that the points are equispaced or R is known in advance. Suppose that, based on the assumption K ⊇ K*, it is possible to specify the endpoints β (1) and β (R+1) , using the approximate ML estimator we described before. Since For any given h ∈ S we can easily recover the support points, {β (1) ,…,β (R+1) } and use our fixed-point iteration to compute efficiently the weights, denoted by λ σ σ = assuming for simplicity that these parameters do not vary across observations.
To update the parameters , h for a given value of R, we use a hit-and-run algorithm (Belisle et al., 1993) . To update the grid it is possible to use reversible jump MCMC (Green and Hastie, 2009) . A somewhat simpler procedure is to compute the log-posterior at a range of values for R, obtain the draws for , h σ, and λ, and invert the conditional posterior cumulative distribution to obtain a draw for R, a procedure known as griddy sampling (Ritter and Tanner, 1992) .
The hit-and-run algorithm works as follows , this is revised to
, u is a random direction on the surface of the d-dimensional ball, and λ is a random draw from the distribution whose kernel density is:
, assuming parameterisations are in place so that x + λ ▪ u is acceptable for any x, λ, u. The draw for λ is obtained by locating an approximate mode of f(λ), then scaling λ so that the numerical distribution function contains 99.9% of the mass in an interval [ , ] , λ λ and then inverting the distribution function.
Our parameterisations are: σ = exp(ξ 1 ), λ = exp(ξ 2 ), where ξ 1 and ξ 2 are unrestricted,
,…,R, and ζ 1 ,…,ζ R-1 are unrestricted. In practice we reject all draws for which R ≤ 3 for computational simplicity. Locating the mode of f(λ) and the associated interval [ , ] λ λ is easy after a few preliminary runs since convergence of the MCMC scheme is fast and the interval does not change much across iterations. If the conditional distribution function does not include 99.9% of the mass we simply rescale the endpoints, initially by 0.80 and 1.20 respectively, and we repeat until this requirement is satisfied.
We have found that in experiments 1 and 2, 120,000 iterations are enough for convergence 4 , assuming the first 20,000 of them are discarded to mitigate the impact of start-up effects. Here, we report only results from experiment 1 as experiment 2 behaved quite similarly. The results are reported in Figure 2 . To reduce autocorrelation the MCMC draws are thinned every 10th draw to finally produce a total of 10,000 draws for all parameters. Figure 1 . Therefore, in practice, the MCMC procedures seem to work quite well.
Unknown distribution for all parameters
When all parameters θ = [β′, λ, σ]′ have unknown distributions, we need to set up a grid as in (1). With as few as ten points in grids for β, λ and σ we end up with 1,000 points in total. With 100 points we would end up with a million points. Given modern computing capabilities this is not excessive -because we keep the same number of points for the vector β and the number of parameters does not change with multiple regressors.
As an additional simulation, we consider n = 1,000 observations generated from:
( ) The regressors x ij are generated from a uniform distribution in the interval [1, 10] . Our interest focuses on how well we can approximate the unknown distribution of all parameters β, λ and σ. We implement our estimator using 1,000 Monte Carlo replications of the process for fixed values of R as shown in Table 2 , where we report mean-squared errors of the posterior mean, the posterior standard deviations as well as the 10% and 90% percentiles of the distribution of β, λ and σ. Evidently, R = 5 does not perform well but R = 20 is satisfactory as it tracks the unknown marginal distributions rather well. Roughly, the percentiles and the posterior mean are approximated to the same degree of accuracy despite the fact that the marginal distributions are, apparently, very different.
Conclusions
In this paper we have provided a flexible formulation of the stochastic frontier model. The model can be estimated using ML and computation is no more demanding than standard iterative estimation of the parameters of a traditional stochastic frontier model. A fixed-point iteration is proposed and we show that there is a unique regular fixed point. The fixed-point iteration is used in the context of MCMC to perform inferences for all unknown parameters including the optimal support of the distribution of random coefficients and the optimal number of their base points. The hit-and-run algorithm is used and the proposed procedures were found to perform excellently in artificial data.
