Factors that Impact the Cloud Portability of Legacy Web Applications by Costa Silva, Gabriel
Factors that Impact the Cloud
Portability of Legacy Web
Applications
Gabriel Costa Silva
Doctor of Philosophy
University of York
Computer Science
September 2016

Abstract
The technological dependency of products or services provided by a par-
ticular cloud platform or provider (i.e. cloud vendor lock-in) leaves cloud
users unprotected against service failures and providers going out of busi-
ness, and unable to modernise their software applications by exploiting new
technologies and cheaper services from alternative clouds. High portability
is key to ensure a smooth migration of software applications between clouds,
reducing the risk of vendor lock-in. This research identifies and models key
factors that impact the portability of legacy web applications in cloud com-
puting. Unlike existing cloud portability studies, we use a combination of
techniques from empirical software engineering, software quality and areas
related to cloud, including service-oriented computing and distributed sys-
tems, to carry out a rigorous experimental study of four factors impacting on
cloud application portability. In addition, we exploit established methods
for software effort prediction to build regression models for predicting the
effort required to increase cloud application portability. Our results show
that software coupling, authentication technology, cloud platform and ser-
vice are statistically significant and scientifically relevant factors for cloud
application portability in the experiments undertaken. Furthermore, the ex-
perimental data enabled the development of fair (mean magnitude of relative
error, MMRE, between 0.493 and 0.875), good (MMRE between 0.386 and
0.493) and excellent (MMRE not exceeding 0.368) regression models for pre-
dicting the effort of increasing the portability of legacy cloud applications.
By providing empirical evidence of factors that impact cloud application
portability and building effort prediction models, our research contributes
to improving decision making when migrating legacy applications between
clouds, and to mitigating the risks associated with cloud vendor lock-in.
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Chapter 1
Introduction
1.1 Motivation
The National Institute of Standards and Technology (NIST) defines cloud computing as
“a model for enabling ubiquitous, convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications, and
services) that can be rapidly provisioned and released with minimal management effort
or service provider interaction” [155]. Cloud computing has long been regarded as a
key technology, disruptive to both IT and business. For instance, cloud computing has
featured among the top 10 strategic technologies listed by 2008-2013 Gartner reports1.
Practitioners surveys suggest an ever increasing adoption of cloud computing in public
and private sectors [47, 77, 169]. Academics have also shown much interest in cloud
computing, which has been the subject of multiple systematic literature reviews [31, 79,
107, 144].
However, cloud computing still faces significant challenges, such as ensuring data
confidentiality and privacy [252, 253, 264], other security aspects [109, 261] and high
service availability [22, 63]. Very important among these challenges is overcoming the
vendor lock-in [22, 44, 77, 109, 163, 253]. In cloud computing, vendor lock-in (or cloud
lock-in) is the technological dependency of products or services provided by a particular
cloud platform or provider [4, 59, 173, 202].
Although vendor lock-in is not a new issue in computer science [59, 253], it is critical
in cloud computing because it renders cloud users unprotected against service failures
[251] and providers going out of business [22], and unable to modernise their software
1http://www.gartner.com/technology/research/top-10-technology-trends/
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systems [216, 238] and to reduce costs by exploiting new technologies [66] and cheaper
services [202] from alternative clouds. High portability is key to ensuring a smooth
migration of software applications between clouds [173, 185], thus reducing the risk of
vendor lock-in. Portability is defined by the ISO/IEC 250101 as the “degree of effective-
ness and efficiency with which a system, product or component can be transferred from
one hardware, software or other operational or usage environment to another.”
The differences among the APIs [138, 197], semantics [147], and technologies [157,
235, 260] adopted by different cloud platforms and providers have been widely regarded
as responsible for vendor lock-in, as they hinder the migration between clouds and reduce
the portability of cloud resources. Cloud resources include, but are not limited to, data
[35, 146, 191, 208], applications [35, 98, 146, 191, 208, 257], components [2, 114, 186],
workloads [176], VMs [98, 148], configurations [176], and live deployments [176]. Overall,
what is considered as a cloud resource varies according to the cloud service [211]. For
instance, for Google Docs, documents (e.g., a spreadsheet) are considered as resources
whereas for DropBox, files are considered as resources.
The portability of cloud resources, or simply cloud portability (Section 2.4), has been
addressed by several solutions that aim to mitigating differences in APIs, semantics and
technologies used by cloud platforms and providers [210]. However, these solutions do
not provide the means to fully understand the cloud portability phenomenon. Whereas
most studies for cloud portability concentrate on proposing technological and standard-
isation products (e.g., methods and tools), this thesis concentrates on (i) investigating
factors that impact cloud application portability as a means to mitigate risks associated
to vendor lock-in, and (ii) using these factors to support informed decision making on
cloud application migration. To do so, we combine and exploit sound techniques from
empirical software engineering, software quality and software effort prediction. In ad-
dition, we identify established strategies for dealing with portability issues in related
areas including service-oriented computing and distributed systems, and we extend the
applicability of these strategies to the cloud computing domain.
1.2 Research Overview
We conducted this research project using Wazlawick’s framework for research in com-
puter science [250]. We chose this research framework due to its comprehensive cover-
age of all aspects of a research project and its focus on computer science research. The
1http://iso25000.com/index.php/en/iso-25000-standards/iso-25010
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terms highlighted in the following description of our research are taken from Wazlawick’s
framework, which is summarised in Appendix A.1.
The issue addressed in this research is the migration of legacy web applications
between clouds. The migration addressed in this research does not focus on a partic-
ular service model (Section 2.1.2). This issue is part of the cloud portability subject
in the cloud computing area. Through a literature review (Section 2.2), we identify
that application migration in cloud is hindered by the vendor lock-in, which creates
a technological dependence of cloud users on a particular cloud platform due to the
different semantics, technologies and APIs adopted by these platforms. To enable the
migration of resources (e.g., applications, data, virtual machines) between clouds, re-
searchers, practitioners, standardisation bodies and European projects have proposed
several technical solutions for new applications, mainly focusing on means that abstract
cloud differences.
Our literature review identifies four major gaps in the existing cloud portability
research (Sections 2.2.5 and 2.3). First, the existing cloud portability literature lacks
empirical evidence. Second, existing research disregard existing solutions to similar
problems from related areas (e.g., distributed computing) and socio-technical and busi-
ness challenges. Next, solutions for cloud portability mainly focus on the transference
of resources from one cloud to another although this is only one of several phases in
the migration process. Finally, although real experiences on software migration show
that the engineering effort to carry out a resource migration vary significantly (which
impact on the total migration cost), the migration effort is often overlooked in cloud
portability research.
Our literature review underpinned the definition of the general objective of this
research: to investigate challenges associated with increasing the portability of legacy
web applications in the cloud (i.e., the cloud application portability), focusing on the
migration analysis phase.
By investigating the literature on software migration (Section 2.3), software quality
(Section 2.4), software effort prediction (Appendix C) and the literature on cloud-related
fields (i.e., distributed systems, service-oriented computing and outsourcing) (Section
2.1.3), we defined the following hypothesis:
“Design properties and technologies adopted by an application, along with en-
vironmental aspects, impact cloud application portability and can be used as
indicators for predicting the effort of improving the cloud application porta-
bility.”
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Starting from this hypothesis, we refined our general objective into specific objectives
as follows:
1. To identify factors that impact on cloud application portability; and
2. To devise prediction models for the effort of increasing the cloud portability of
legacy web applications.
As any research, our hypothesis has a well-defined scope (limitations). Firstly,
the only design property investigated is software coupling. Secondly, the technologies
investigated consist of two security authentication mechanisms. Thirdly, cloud platform
and service are the two factors investigated as environmental aspects. Due to the limited
time to conduct this doctoral research, the selection of the four factors investigated in
this research was driven by convenience – they were the first four factors suggesting
some impact on cloud portability that we could identify in the literature.
Our research scope also includes the size of legacy web applications covered in the
research – medium-sized (900 to 40,000 lines of code according to Feigenspan et al. [82])
legacy web information systems. Next, four activities for cloud application migration
are considered: (i) message queuing adoption; (ii) single sign-on adoption; (iii) cloud
service configuration; and (iv) application deployment. The rationale for these activities
are detailed in Chapters 3, 4 and 5. The approach used for building effort prediction
models is point prediction linear regression. Finally, the migration effort is measured in
terms of engineering time.
To achieve the specific objective 1, we carried out four rigorous experiments. It is
important to note that each experiment was carried out within a limited scope due to
research interests and time and budget limitations.
To test the first part of our hypothesis and achieve the specific objective 1, we adopted
the Research Onion methodology1. We summarise this methodology in Appendix A.2.
The Research Onion methodology defines several layers representing different methods
and stances for scientific research. Our research adopts positivism as its philosophical
stance. According to Easterbrook et al. [71], positivism advocates “logical inference from
a set of basic observable facts,” and is often associated with controlled experiments. This
is the dominant stance in computer science [203].
Our investigation uses a deductive approach. According to Sjøberg et al. [213],
in a deductive approach a theory is devised in the theoretical realm, and then oper-
1http://onion.derby.ac.uk
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ationalised in a practical environment, e.g. through experimentation. As we try to
identify causal relationships between cloud application portability and a set of factors,
we use experimentation as our research strategy. According to Wohlin et al. [256],
experimentation is an empirical method “that manipulates one factor or variable of the
studied setting.” Appendix B provides details about the experimentation framework
used in this research.
Our research is monomethod, as it uses only quantitative methods. According to
Sjøberg, Dybå and Jørgensen [212], quantitative methods “collect numerical data and
analyse it using statistical methods.” From a time horizon viewpoint, our work is cross-
sectional research, which means that our experiments considered participant groups at
a single point in time [126].
Finally, our techniques and procedures for data collection and analysis vary accord-
ing to the experiment carried out, but we mainly used forms for data collection and
non-parametric statistics for data analysis. The rationale for the data analysis choice is
that (i) non-parametric statistics are less sensitive to outliers and (ii) non-parametric
tests make no assumption about the data distribution. Foundation for statistical tests
used in this research can be found in [84, 113, 256].
The methodology for tackling the second part of our hypothesis and achieving the
specific objective 2 is driven by established approaches to software effort prediction that
consist of using a data set, a prediction approach, and an evaluation method. These
approaches are presented in Appendix C.
This research contributes to (expected outcomes): (i) supporting informed decisions
regarding the cloud migration of software applications, and (ii) mitigating the risks
associated to vendor lock-in. The two major contributions of this research are the
empirical identification of four factors that impact cloud application portability and a set
of regression models for predicting the effort of increasing cloud application portability.
These contributions are important because they increase our understanding of cloud
portability and provide an essential tool to analyse the technical and financial feasibility
of a software migration in the cloud.
1.3 Ethics and Ethical Consent
To conduct the experiments presented in Chapters 3, 4 and 5, we followed the University
of York guidance on ethics in research [1]. In particular, we (i) gave participants auton-
omy to make decisions regarding the experiment, including the option not to participate;
(ii) informed participants about any known risk of harm from their participation; (iii)
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made clear the purpose and expected benefits of our experiments; and (iv) ensured
the confidentiality of the experimental data and personal information. Appendix D
presents the template form used for collecting participant’s consent to participate in
experiments.
1.4 Thesis Structure
The remainder of the thesis is structured as follows. Chapter 2 reviews cloud computing,
vendor lock-in, software migration, and cloud portability concepts and terminology that
are key to understanding this thesis.
Chapter 3 empirically investigates the impact of software coupling on cloud appli-
cation portability in the context of re-engineering legacy three-tier web applications
to decouple application components by adopting a message queuing mechanism. We
exploit the results of this investigation by building prediction models to support de-
cision makers in their analysis of the effort required to increase the cloud portability
of their applications. Additionally, this chapter complements our literature review by
motivating the use and explaining the main concepts of software coupling and message
queuing.
Chapter 4 empirically investigates the impact of the choice of security systems on
cloud application portability. This work is carried out in the context of modifying the
security system of legacy three-tier web applications to enable the use of single sign-on
by adopting implementations of the OpenID protocol. We exploit the results of this
investigation by building prediction models to support decision makers in their analysis
of the effort required to increase the cloud portability of their applications.
Chapter 5 empirically investigates the impact of the cloud platforms and services on
cloud application portability, in the context of configuring cloud services and deploying
cloud applications. Unlike previous chapters, this investigation required two experi-
ments. We use the results of both investigations to devise prediction models supporting
decision makers in their analysis of the engineering effort required to configure cloud
services and deploy cloud applications.
Chapter 6 concludes the thesis by summarising the main contributions of this re-
search and outlining directions for future work.
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Background
This chapter reviews key concepts and terminology needed for understanding this thesis.
Firstly, we present aspects of cloud computing that contribute to vendor lock-in and
briefly introduce existing results from cloud-related areas of computer science that con-
tributes to understanding and tackling vendor lock-in (Section 2.1). Next, we explore
the literature on vendor lock-in in cloud computing to identify its consequences, causes
and current solutions (Section 2.2). Then, we investigate reports of real experiences
on migration to understand the migration process (Section 2.3). Finally, we narrow
down to our perspective on cloud portability, which takes the use of sound techniques
from software quality and cloud-related literature into consideration to improve the
portability of legacy cloud applications in hybrid environments (Section 2.4).
2.1 Cloud Computing
This section surveys concepts of cloud computing and their impact on the subject in-
vestigated in this research. Firstly, we present five essential cloud characteristics (Sec-
tion 2.1.1). We highlight that although these characteristics lead to benefits for cloud
adopters, legacy web applications need re-engineering to take full advantage of these
benefits. Next, we show two classifications for cloud services - service and deployment
models - that pose challenges for resource migration to or between clouds (Section 2.1.2).
Finally, we summarise relevant results from three areas related to cloud computing -
distributed systems, service-oriented computing and outsourcing. These areas share
several characteristics with cloud computing, and therefore support the understanding
of certain cloud aspects relevant for our research (Section 2.1.3).
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2.1.1 Essential Cloud Characteristics
NIST [155] presents five essential characteristics of cloud computing. On-demand re-
source provisioning means that cloud resources are available to the cloud user whenever
they are required. This characteristic enables cloud users to acquire and release com-
puting resources like public utilities [44, 261]. For example, water is available just by
opening a tap, and the amount of water varies as the tap is open. This characteristic
leads to benefits such as reduced upfront investment [22, 125, 232], variable cost [63],
and reduced time-to-market [154].
Broad network access is the cornerstone to access cloud resources [147, 193] since
they may be distributed across different data centres [251, 261] and possibly geographical
locations [45]. Two benefits of this characteristic are ubiquity and universal access
through different devices [63, 261]. Ubiquity means that cloud resources are available
anywhere since they are offered through the Internet [89, 261]. For example, a cloud
user can access their resources from the closest datacentre. On the other hand, the
heavy network dependency introduces challenges, such as bandwidth limits [253], cost
to transfer data [109], and data security [264]. In addition, as we discuss in Section 2.4.5
and address in Chapters 3 and 4, distributing resources across the Internet requires some
adaptations to enable legacy web applications to take full advantage of cloud benefits.
Resource pooling is an intrinsic characteristic of cloud. To provide resources to
cloud users, the cloud provider maintains a very large infrastructure of hardware and
virtualization technologies, resulting in a pool of resources [253]. These resources are
shared among cloud users using a multi-tenant model [15]. Cloud platforms and under-
lying technologies, such as hypervisors, are responsible for managing and provisioning
resources to cloud users [261]. This characteristic benefits cloud providers in three
different ways. Firstly, it reduces IT spending [163], and maximise and optimise re-
sources [66] by using idle resources [241]. Secondly, it enables cloud providers to take
advantage of the economy of scale [89]. Finally, virtualization technologies facilitate the
management and maintenance of physical resources [45, 261].
Rapid elasticity allows cloud resources to scale up (e.g., by providing a larger CPU for
a VM) and out (e.g., by increasing the number of web containers serving user requests)
according to the cloud user needs [22, 155]. Elasticity may also refer to costs. Since the
pay-as-you-go model is widely adopted in cloud as the standard billing model [44], the
bill increases with the resource usage. The pay-as-you-go billing model, along with on-
demand provisioning, reduce upfront investments [261], turning fixed costs into variable
costs [63]. Although rapid elasticity is particularly interesting for small and start-up
28
2.1 Cloud Computing
companies [186], legacy applications require re-engineering to exploit it [15, 52, 125].
Measured services is a characteristic that enables resource usage monitoring. A
benefit of this characteristic is resource control and optimisation, such as monitoring
unexpected consumption peaks [44, 124], and reducing cloud resource consumption
[54, 114].
2.1.2 Service and Deployment Models
Cloud platforms offer a plethora of services, ranging from web deployment containers to
ready-to-use software systems. These services are grouped into categories called service
models [155, 261] based on the resource provided to the cloud user [240]. NIST defines
three main service models [155]:
• Infrastructure-as-a-Service (IaaS) consists of fundamental computing resources,
such as storage [63];
• Platform-as-a-Service (PaaS) consists of software platforms where cloud applica-
tions run on, such as application servers for web applications [240]; and
• Software-as-a-Service (SaaS) consists of on ready-to-use applications, such as
email (e.g., Gmail1) or CRM (e.g., Sales Cloud2) [261].
Like a conventional computing system which comprises multiple interacting levels,
cloud service models may also support each other [261]. For example, an email service
(SaaS) might be deployed in an application server service (PaaS), which in turn is hosted
by a VM (IaaS). The service stack may be in the same cloud platform or not.
Whereas cloud service models classify the type of cloud service, the deployment
model distinguishes between different types of users that are the target of these cloud
services [155]. The three most common deployment models are [66, 261]: (i) public,
which targets the general public (e.g., Amazon3); (ii) private, which targets a single
organisation; and (iii) hybrid, which consists of a composition of the previous two de-
ployment models. Although hybrid deployments are a growing trend4, cloud platforms
might be heterogeneous [18, 86, 124, 221]. In this context, heterogeneity means that
cloud platforms may differ, mainly, regarding their underpinning APIs, technologies
1http://www.gmail.com
2http://www.salesforce.com/sales-cloud/overview/
3http://aws.amazon.com
4http://www.northbridge.com/2013-cloud-computing-survey
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and semantics. Cloud platform heterogeneity complicates the management of multiple
clouds, and contributes to the vendor lock-in (Section 2.2).
It is important to note that different service and deployment models pose different
challenges when moving applications to the cloud [15] or between clouds [184]. As we
explain in Sections 2.3 and 2.4.5, migration requirements vary according to the source
or target service and deployment model, and to the resource that is being migrated.
2.1.3 Cloud-Related Research Areas
Cloud computing inherits characteristics and uses techniques from different areas of
computing. Distributed systems, service-oriented computing, and outsourcing are three
cloud-related areas particularly relevant for this research.
According to Tanenbaum & van Steen [228], a distributed system is “a collection
of independent computers that appears to its users as a single coherent system.” Grid
computing is a type of distributed system [227] that shares several characteristics with
cloud [89, 252], such as large scale, geographical distribution, heterogeneity, and resource
sharing. Even some challenges are similar, such as the need for migrating legacy systems
[51], interoperability [259], security [88] and resource management [41, 76]. As in grid
[42, 236, 247], cloud services and applications rely on middleware for their integration
and management. In addition, the resource decentralisation requires specific security
techniques [228]. The use of middleware and specific security techniques is summarised
in Sections 2.4.5, 3.2 and 4.1.
Service-oriented computing is a paradigm whereby services represent the building
blocks for composing complex applications [175, 177]. In this paradigm, a service is a
self-contained, low coupled and language independent software unit that implements a
business function [9, 175], such as placing an order in an e-commerce system. These
service characteristics enable smooth and transparent interoperation of heterogeneous
systems [178]. Although the composition of cloud services is expected to work like the
service composition in service-oriented computing [251], the heterogeneous semantics
[147], technologies [196] and interfaces [197] adopted by cloud platforms complicate this
integration. Section 2.2.5 summarises a review of existing solutions for mitigating these
differences in cloud.
Outsourcing is “a situation in which a company employs another organisation to do
some of its work, rather than using its own employees to do it.”1 Clemons [59] describes
cloud computing as an extreme form of IT outsourcing. According to Armbrust et al.
1http://dictionary.cambridge.org/dictionary/english/outsourcing
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[22], in this form of IT outsourcing, maintenance and risks related to infrastructure and
provided services are transferred to the cloud provider. On the one hand, outsourcing IT
assets by adopting cloud computing provides cloud users with benefits such as [44, 63,
77, 154]: focus on core business, cost reduction, quick access to hardware and software
resources, low barrier to innovation, service scalability, reduced upfront investment, and
freedom to select their resource provider. On the other hand, as a type of outsourcing,
cloud computing inherits a known outsourcing risk - the vendor lock-in [59].
2.2 Vendor Lock-in
One of the expected outcomes of this research is mitigating the risks of vendor lock-in
by improving the portability of legacy cloud applications. This section delves into the
vendor lock-in issue, explaining its definition and identifying its main characteristics
(Section 2.2.1), identifying its consequences for the cloud field (Section 2.2.2), sum-
marising its main causes (Section 2.2.3), and underlining its impact on cloud users and
providers (Section 2.2.4). We conclude the section by summarising the findings of a
systematic mapping carried out early in this research to establish the existing solutions
for vendor lock-in in cloud computing (Section 2.2.5).
2.2.1 Vendor Lock-in Definition
Lewis [141] explains that “vendor lock-in refers to a situation in which, once an organ-
isation has selected a cloud provider, either it cannot move to another provider or it
can change providers but only at great cost.” In this thesis, we use the term “vendor
lock-in in cloud computing” to mean the technological dependence of cloud users on a
particular cloud platform or provider.
Weiss [253] observes that vendor dependency was a “significant consideration in the
mainframe era.” Indeed, several studies of legacy systems migration indicate vendor
dependency as a motivation to switch to another technology [23, 136, 216]. In summary,
we could identify several recurring characteristics [6, 18, 22, 35, 48, 61, 66, 67, 86, 103,
105, 109, 141, 186, 191, 192, 202, 253, 257]:
• makes the cloud user dependent of their cloud platform or provider;
• hinders resource migration;
• requires some changes, or deep modifications on the when the migrate resource is
an application;
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• has a negative effect on the cloud user, usually related to high costs;
• may have a positive effect on the cloud provider.
We discuss these characteristics in more detail the next sections.
2.2.2 Consequences of Vendor Lock-in for Cloud Computing
Although vendor dependency is a recurrent problem in Computer Science [35], it is crit-
ical in cloud computing. Firstly, vendor lock-in has inhibited cloud adoption [98, 103,
141, 169, 180, 191, 202] as potential cloud users are concerned about (i) being unable to
undertake countermeasures against service failures [251] and (ii) losing their data [22],
for example. Secondly, vendor lock-in limits the cloud user freedom to exploit services
from other platforms [67], which negatively affects resource optimisation [66] and im-
pedes the use of new technologies [48]. Next, vendor lock-in creates cloud silos [176, 184].
In this context, a silo is a situation in which the resource (e.g., VM, application) is iso-
lated, restraining its interaction with another application [109] or infrastructure [163],
or preventing resource sharing [68].
Finally, vendor lock-in negatively impacts the overall cost of cloud services. Lewis
[141] notes that the negotiation power of a cloud user is reduced due to the vendor
lock-in. Furthermore, Hamdaqa, Livogiannis & Tahvildari [103] conclude that vendor
lock-in is a challenge to cost reduction.
2.2.3 Causes of Vendor Lock-in
Several arguments have been made to explain the causes of vendor lock-in in cloud
computing. Some authors argue that the lack of standards is responsible for cloud
vendor lock-in [61, 186, 192]. Others attribute vendor lock-in to the heterogeneity of
the cloud regarding service models [191], functions [83, 101, 176], environments [13, 192],
billing strategies [6, 207], and architecture [189, 208]. However, as we explain in the next
paragraphs, the use of different APIs, semantics, and technologies by cloud platforms
and providers has been widely accepted as the main cause of cloud vendor lock-in.
APIs play an important role for the programmatic management of cloud services [77].
Therefore, they have a strong influence on vendor lock-in [138, 197]. Even though some
cloud platforms offer APIs based on open standards [197], such as WSDL, or REST, they
lack a single interface [61, 229]. The lack of a single interface is further complicated
by property rights of APIs that prevent cloud providers to adopt homogeneous call
formats [4, 59]. The use of different APIs prevents a smooth application migration to
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another platform [73, 199, 260]. API incompatibility arises even between supposedly
compatible platforms. Flores, Srirama & Paniagua [85] report incompatibilities in their
experience on creating a mobile application to access storage services on both Amazon
S3 and Eucalyptus, although these platforms claim API compatibility. Similarly, Souza
et al. [221] demonstrated incompatibilities between the Amazon Web Services (AWS)
and the OpenStack, Eucalyptus and OpenNebula APIs for computing service. Hill &
Humphrey [108] observe that these differences in APIs are not only the result of syntax
and semantics differences, but also a result of the different service models and services
provided [167].
Loutas, Kamateri & Tarabanis [149] conclude that API compatibility is not enough
to enable data migration, which also requires semantic interoperability. Semantics refers
to the way in which a cloud platform describes characteristics and components of its
services [147, 164] (e.g., security mechanism, resources, geographical location), mainly
including the entity model [149] and entity names [152]. Analysing semantic differences
among storage platforms, Kotecha, Bhise & Chaudhary [135] conclude that “Migration
of an application to another cloud requires an application to be re-written and database
to be restructured according to the newly identified cloud service provider’s datastore.”
Loutas et al. [147] explain that this problem is not limited to data stores, but it is
present in IaaS, PaaS, and SaaS. Hill & Humphrey [108] note that semantic differences
force the cloud user to choose one specific platform. The same position is advocated
by Kotecha, Bhise & Chaudhary [135], Nelson & Uma [164], and Fortis, Munteanu &
Negru [86].
Finally, cloud providers use different technologies to internally manage their re-
sources and support their services, including hypervisors and VMs, web containers,
and cloud platforms. These technologies also significantly contribute to vendor lock-in
[157, 235, 260]. Rochwerger et al. [196] observe that cloud technologies were not de-
veloped to be interoperable. Galán et al. [92] emphasise the same idea highlighting
the differences between the Amazon EC2 and GoGrid VM image format. The use of
platform-specific technology is a relevant aspect of vendor lock-in [18, 86] that is more
evident in the packaging technology used by IaaS providers [73, 219]. Different technolo-
gies were also a critical issue to enable interoperability in grid computing [119, 249, 259],
an area related to cloud. The differences in technologies also hinder interaction between
different paradigms, such as grid and cloud [157].
Additionally, current development practices and technologies used for application
development may also contribute to the vendor lock-in. Common hindering features
are an application design based on proprietary technologies [191], and a monolithic
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application architecture [106]. Of course, it would be impossible to develop an appli-
cation without any commitment to a particular technology, such as a programming
language. However, the major issue is the development without paying attention to
important concerns, such as portability. Migration cases reported in [23, 216, 230] re-
veal the need for changes to adapt a legacy system to a new technology. In an extreme
case, Lancia, Puccinelli & Lombardi [136] report the need for entirely re-developing a
Cobol/mainframe-based system to take advantage of a new technology. Similar prob-
lems occur in grid computing since applications are hard-coded to use a specific grid
middleware [157, 237, 249].
To illustrate this problem in application development, take into consideration the
case of the PetStore application1 – a reference application developed to demonstrate the
features of JEE technology. In this particular case, the application is entirely developed
to use a specific technology, limiting its deployment on some cloud platforms. However,
there is a more critical aspect: although the application uses the traditional three-
layered application architecture, the hard-coding of mechanisms used to ensure data
persistence and other common functionality makes difficult and expensive any attempt
to migrate it to a PaaS provider, for instance. The problem affects not only legacy
applications, but also applications specifically developed for the cloud (cloud-native)
[191] and applications migrated to the cloud (cloud-enabled) [15]. In [263], Zhou reports
the need for re-designing the application architecture to comply with a specific cloud
platform. A similar experience was reported in [232] and [52]. These experiences are
evidence that even applications recently migrated to the cloud do not consider flexibility,
portability, and interoperability.
On the other hand, van der Linden [238] emphasises the ease of migrating an ap-
plication designed to be highly portable. Based on their experience with migrating
an application to a cloud platform, Chauhan & Babar [52] conclude that applications
based on stateless RESTful components are easier to migrate than applications based
on other technologies. The authors also highlight the simplicity of migrating persistence
components when the database is used only to store data instead of both data and busi-
ness logic. Finally, the authors advocate, “it is more convenient and cost effective to
evolve an SOA based system to SaaS targeting IaaS clouds as compared to PaaS clouds
for which components need to be re-factored according to the API provided by the PaaS
provider.” In addition, Andrikopoulos et al. [15] observe that the migration cost is
associated to the type of migrated components.
1http://www.oracle.com/technetwork/articles/javaee/petstore-137013.html
34
2.2 Vendor Lock-in
2.2.4 Impact of Vendor Lock-in for Cloud Users and Providers
Vendor lock-in affects both cloud user and cloud provider, although in different ways.
For the cloud user, although cloud providers advertise service availabilities very close
to 100% [83], they can suffer outages [202] – and the literature is full of cases1. The
(temporary) unavailability of a cloud provider’s services gives rise to a cascading effect,
affecting cloud users and their customers (application users), and potentially resulting
in business losses for cloud users2,3,4.
Secondly, the cloud market is still maturing; in this process some cloud providers
might go out of business [97]. Gonidis, Paraskakis & Kourtesis [97] note the case of
Coghead, a company which offered cloud-based services between 2006 and 2009, and
suddenly announced its closure in February 2009. In a similar case reported by Armbust
et al. [22], the storage service The Linkup went out of business after losing 45% of their
customer data, leaving its 20,000 users in a tricky situation. Finally, another risk to the
cloud user is the violation of Service Level Agreements (SLA) [202], causing problems,
such as data loss [22].
Another effect of vendor lock-in on the cloud user is the increase in the cost asso-
ciated with resource migration [48]. Here, costs refer not only to money, but also to
time and effort. From this perspective, migrating a resource between providers does not
differ from resource migration in more established computing paradigms. Nfila, Dintwe
& Rao [166] and Wilson [254] report two processes of migrating a library system to
a new one (before the cloud era) that took one, and one and half years, respectively.
These experiences can be compared with migrating between SaaS providers since the
application is entirely replaced, and only the data is migrated [97]. Taking this long to
complete a migration would be prohibitive in the case of a provider going out of business.
Even when time is not a problem, the effort to migrate can exceed the expectations.
Satzger et al. [202] analyse, “once an application has been developed based on one par-
ticular provider’s cloud services and using its specific API, that application is bound to
that provider; deploying it on another cloud would usually require completely redesign-
ing and rewriting it.” In addition, migration processes are not free from unexpected
problems. Even with a well-structured process and an experienced team, Teppe [230]
1http://www.crn.com/slide-shows/cloud/240153188/6-devastating-cloud-outages-over-the-last-6-
months.htm
2http://www.computerworld.com/article/2495766/social-business/
google-drive-hit-by-three-outages-this-week.html
3http://www.reuters.com/article/net-us-companies-netflix-idUSBRE8BO06H20121226
4http://www.bloomberg.com/news/articles/2012-12-31/amazon-apologizes-for-christmas-eve-
disruption-affecting-netflix
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reports problems during code migration. Both time and effort impact on the financial
cost [6, 103].
Finally, although the cloud user is still responsible for their resources, the IT control
is partially transferred to the cloud provider [109], which introduces challenges [105],
such as integration and resource optimisation [66]. Without the flexibility to switch
provider, the cloud user must agree with business, technological, and socio-technical
decisions taken by a third-party. Another critical aspect of such shared control refers
to the data security, privacy and trust [91]. Furthermore, as the control is partially
transferred to the cloud provider, responsibilities for the service reliability are also
shared. Armbrust et al. [22] cite the case of The Linkup (cloud user) and Nirvanix
(cloud provider), in which a failure in the cloud user service led to a dispute between the
cloud user and the provider to determine the responsibility for the problem. Since new
cloud services have been built on the already complex infrastructure of cloud providers
(e.g., Dropbox, Netflix, and Foursquare on Amazon Web Services), control and division
of responsibility tend to become critical concerns for large companies.
From an economic perspective, vendor lock-in may bring benefits to the cloud
provider [22]. Firstly, vendor lock-in retains users [184, 192], ensuring a permanent
customer base and enabling the cloud provider to predict both the usage of resources
and the revenue. Secondly, the cloud provider has some flexibility to take decisions,
such as raising prices1. Even though the flexibility to change the price is somewhat
limited (otherwise cloud users could abandon the provider despite the migration costs),
the cloud market is different from public utilities, in which governments can control,
pressure, or, at least, question companies about their price increases. In the cloud mar-
ket, big customers can pressure cloud providers [184]; however, the flexibility to decide,
and any concessions that may be available for some of them lies in the cloud provider’s
hands.
Finally, exclusive services (i.e., heterogeneous and provider-specific) may be used
to attract new customers [184]. For example, Amazon maintains a page dedicated to
report success cases of customers that use their exclusive services2. Since the problems
between user and provider are rarely disclosed, new customers might be attracted by
the promised advantage of a service.
On the other hand, cloud providers can also suffer because of their heterogeneity –
one of the causes of vendor lock-in. In [2], the authors highlight the case of hybrid clouds,
in which heterogeneity is a problem. In a hybrid cloud, multiple clouds work together
1http://bits.blogs.nytimes.com/2012/10/09/open-vs-closed-the-cloud-wars/?_r=0
2https://aws.amazon.com/solutions/case-studies/
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coordinated by a broker. To realise such an integration, the authors identified several
requirements, such as common formats for VMs and APIs. Additionally, in [3], the
authors present several scenarios in which seamless integration among cloud providers
could be beneficial, such as bursting, and availability in case of disaster recovery. In
a bursting scenario, a cloud provider can temporarily transfer resources to a cloud
partner in order to deal with an unexpected workload increase [155]. Extra requests for
resources from cloud users are redirected to the partner, balancing the workload and
ensuring SLAs.
2.2.5 Existing Solutions for Cloud Lock-in
This section summarises a systematic mapping we carried out early in the project to
identify and analyse the existing solutions for cloud lock-in (i.e., the vendor lock-in in
cloud computing). A systematic mapping is a rigorous method for classifying research
results published in a field of interest [188]. Previously published in [210], our review
is based on a systematic literature mapping of 721 primary studies that describe the
state-of-the-art in managing cloud lock-in, portability and interoperability.
Portability and interoperability are two characteristics of software applications that
are often associated with cloud lock-in [173]. According to Petcu [184], “interoperability
is a property referring to the ability of diverse systems and organisations to work together
(inter-operate). In computer world, this property has the concrete meaning of exchanging
information and use of the information that has been exchanged between two or more
systems or components.” We selected 78 of these primary studies for a thorough analysis
of cloud standards, commercial products and academic work related to cloud lock-in.
This review shows that most solutions proposed so far are platforms, APIs or ar-
chitectures addressing infrastructure-as-a-service (IaaS) interoperability. The focus on
these solutions may be driven by the cloud market, which has shown interest in these
topics [77]. The research presented in this thesis addresses three issues identified in this
review: (i) exploiting established solutions from areas that are closely related to cloud
computing; (ii) obtaining rigorous empirical evidence to raise the confidence in existing
solutions; and (iii) addressing socio-technical and business challenges associated with
cloud lock-in (Section 1.2).
2.2.5.1 Review Findings
Solution Identification, Analysis & Classification From a total of 721 research
papers, white papers and project websites retrieved, 78 (11%) were identified as provid-
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Figure 2.1: Sources and addressed problem areas for the 78 cloud lock-in solutions.
ing solutions to problems related to vendor lock-in, portability and/or interoperability
in the cloud. From these solutions, 55 (71%) were published in peer-reviewed jour-
nals and conference proceedings, and 23 (29%) were obtained from alternative sources
such as web sites and white papers. Figure 2.1 shows the partition of solutions across
different types of sources, and the problem areas targeted by these solutions.
Each solution proposes a way to address one or more issues of vendor lock-in, porta-
bility or interoperability. Solutions were grouped according to their similarities, result-
ing in 26 different kinds of solutions (Figure 2.2). The most common type of solution
are platforms, followed by APIs and architectures.
It is important to highlight that, unlike similar reviews [98, 148, 184], we focus on
classifying solutions according to the type of artefact that they propose instead of the
nature of the solution (standard, commercial, and so forth). Thus, although Figure 2.2
does not show an entry for standards, they are present, such as the interfaces SNIA
CDMI1 and UCI2, the packaging format DMTF OVF3, and the specification OCCI4.
Similarly, relevant research projects were also present in our review, such as MODA-
Clouds [18], mOSAIC [186], Cloud4SOA5, TOSCA [33], RESERVOIR [196], and 4CaaSt6.
We highlight relevant research projects and standards in our analysis when it is appro-
priate.
Some types of solution address a combination of portability, interoperability and
vendor lock-in issues. For instance, the solution in [157] focuses on interoperability,
1http://www.snia.org/cdmi
2https://groups.google.com/forum/#!forum/unifiedcloud
3https://www.dmtf.org/standards/ovf
4http://occi-wg.org
5http://www.cloud4soa.eu
6http://www.4caast.eu
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Figure 2.2: Types of solution for cloud lock-in, and their occurrences.
whereas the solution proposed in [186] focuses on portability, and Apache Nuvem1
focuses on vendor lock-in, although all of them are APIs. Although some solutions were
grouped because they propose the same type of solution, they can deal with different
parts of a problem. For Architectures, for instance, the solutions in [86] and [45] are
general architectures aiming to support interoperability, whereas the solutions in [219],
[119], and [235] also propose architectures, but have more specific goals, such as devising
an architecture for a broker that supports interoperability. In contrast to some solutions
that can be directly understood in context, such as an API or a proxy, other solutions
are unclear, such as a framework or an approach. This is the case with the RESERVOIR
project [196], which is presented on its official website as a framework. Unless the report
that presents the solution makes absolutely clear the type of solution proposed, we used
the name proposed by its author.
Whereas 47 solutions (60%) present a developed artefact, 15 solutions (19%) do not
present any artefact. Some kind of evaluation is carried out only in 16 solutions (21%).
In general, solutions proposed by community, industry and consortiums offer functional
versions of their product although they may be experimental versions.
1https://wiki.apache.org/incubator/Nuvem
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Table 2.1: The common sources of primary studies of solutions for avoiding cloud lock-in.
Name # Studies
IEEE International Conference on Cloud Computing
Technology and Science 5
International Conference on Cloud Computing and Services Science 5
Lecture Notes in Computer Science (Journal) 4
IEEE Intl. Conference on Cloud Computing 3
Intl. Conf. on Recent Trends In IT 2
Future Generation Computer Systems (Journal) 2
Most evaluations analyse the performance of the solution, e.g. by measuring through-
put and latency [186], inference and query time [164], schedule time [219], overhead in
a translation process [73], and time to responds to user requests [257]. We also found
solutions for which the cost to the cloud user is being evaluated, namely [182], [45] and
[6]. The most common form of evaluation involves using prototypes, or simulations.
Regarding industrial usage, 5 solutions (6%) are commercial, 11 (14%) have industrial
partners or received support from industry, 8 (10%) have one or more authors from in-
dustry, and 5 (6%) reported having their product running in a company. The remaining
49 solutions (63%) do not clearly state their relation with industry.
Regarding the service model, 26 solutions (33%) are intended for IaaS, whereas 7
(9%) for PaaS and 1 (1%) for SaaS. There are also 12 solutions (15%) that target more
than one of these three service models, and 8 solutions (10%) which target other service
models, such as Data-as-a-Service. It is worth noting that 24 solutions (31%) do not
specify a target service model. Some solutions, such as [85] and [229], show examples
related to SaaS and IaaS (respectively), but the authors did not make clear if this is
the target. Other solutions, such as [86] and [18], have some relation with well-known
solutions. However, we cannot infer the intended service model from the description
of the solution. One interpretation might be that these solutions aim to be generic
approaches that target all service models.
Identification and Analysis of Research Area It is critical to any researcher in a
new area to identify the most relevant sources of material. In addition, writing and pub-
lishing results are commons task in research. To support these activities, we show in the
Table 2.1 the journals and conferences most targeted by researchers from this area. We
also analysed the relationships between studies, by examining their citations. Our anal-
ysis allows us to reason about the impact of a solution. The OCCI project, for example,
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Table 2.2: The most cited solutions for avoiding cloud lock-in in our systematic mapping.
Name # Citations
Eucalyptus1 22
Open Virtualization Format2 18
Open Cloud Computing Interface3 17
OpenNebula4 15
Reservoir Project [196] 9
Nimbus5 8
Libcloud6 7
Delta-Cloud7 7
InterCloud [110] 7
OpenStack8 6
is cited as a related work [147], [73], as an example [186] and as a part of a solution
[199]. Table 2.2 shows the most cited solutions. Building on well-established solutions
is a potentially promising approach to devising a sound new solution, as evidenced by
recent work [244].
Gap Analysis To assist in identifying gaps in existing work, the solutions were clas-
sified within a Computer Science area, according to the devised artefact, using the 10 of
the 12 categories of the first level of the ACM Computing Classification System (Table
2.3). Two general categories have been disregarded: General and reference and Proper
nouns. Existing solutions cover most of the ACM categories, except for areas such as
Applied Computing and Theory of computation.
2.2.5.2 Discussion
By performing a thorough analysis of the solutions identified in our systematic review,
we made three key observations. Firstly, regardless of the solution, a common ap-
proach is to create an abstraction layer that seeks to hide the differences between cloud
providers. In turn, adapters are used to support the interaction between the abstraction
layer and the target cloud.
Secondly, existing solutions provide alternative ways of tackling the same issue(s).
This is the case for APIs and ontologies, for instance. A prerequisite for proposing an
API is the identification of entities that the API will deal with [186]. Likewise, design-
ing an architecture is a precondition to propose a platform in [179] and [257]. However,
reusing or extending existing solutions is not common practice, although we have iden-
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Table 2.3: Distribution of cloud lock-in solutions according to CS area.
Computer Science Area (%)
Software and its engineering 72%
Information systems 18%
Computing methodologies 5%
Social and professional topics 3%
Human-centered computing 1%
Security and privacy 1%
tified a strong relation between some approaches. An exception is the use of standards.
For example, the OCCI standard is used by other solutions (e.g., OpenNebula1 and
Eucalyptus2).
Finally, solutions of the same type are very similar, with only slight differences.
For example, analysing three platforms for cloud management (i.e., OpenNebula, Eu-
calyptus, and OpenStack3), we could not identify any particular difference which could
recommend one over another. The main difference in APIs, used to programmatically
access cloud services, is the technology supported: Java (jclouds4), Python (Libcloud5),
and REST (Deltacloud6).
From a research point of view, existing solutions on cloud lock-in lack empirical
methods to conduct their studies and empirical evaluation. Empirical evidence is critical
to evidencing the problem as well as to supporting the solution. From the 55 solutions
published in peer-reviewed journals and conferences, only one study [6] presents an
explicit research question and no studies present the method for conducting the study.
This statistic considers only research papers as such information is expected from this
kind of document. In addition, less than one third of the studies included any form of
evaluation. It is common that a solution is proposed based on hypothetical scenarios
or requirements derived from a brief analysis of current cloud providers.
Cloud computing is built on established concepts, such as distributed computing
and virtualization. However, we found that solutions do not take advantage of ap-
proaches previously devised in areas related to cloud computing. Analysing the issues
and solutions for vendor lock-in, portability, and interoperability in areas related to
1http://opennebula.org
2http://www8.hp.com/us/en/cloud/helion-eucalyptus.html
3https://www.openstack.org
4http://jclouds.apache.org
5http://libcloud.apache.org
6https://deltacloud.apache.org
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cloud computing might save time and effort, and also support the cloud solutions by
providing a sound foundation for cloud lock-in solutions.
Considering that cloud providers, such as Amazon and Microsoft, are also concerned
about portability and interoperability, much may be gained by increasing collaboration
with industry. In our systematic review, we have identified that 37% of all proposed
solutions have some relation with the industry. IBM and HP have demonstrated their
concerns by recently announcing their support for OpenStack, whereas Amazon and
Microsoft have developed their own strategies for enabling virtual machine portability.
Finally, a further challenge is that solutions should reflect – and be adaptable to – the
social and technical contexts in which they are applied. When migrating applications
(not necessarily to make use of cloud), companies conduct a series of activities, such as
analysis, test, and training (Section 2.3). The process is cumbersome, usually taking
a long time to be completed. We believe that the migration process is similar when
migrating applications to the cloud, or migrating cloud applications to a different cloud
platform. Thus, we argue that there is a need for solutions to portability, interoperability
and vendor lock-in issues to also address socio-technical and business challenges.
2.3 Software Migration for the Cloud
Vendor lock-in affects the application migration in cloud [173]. Therefore, by improving
the portability of cloud applications (i.e., the degree of effectiveness and efficiency of a
migration) we can reduce the risks of cloud lock-in. This section clarifies some decisions
made in this research by analysing reports of real experiences of application, infrastruc-
ture and technology migration in scenarios that involve migration related or not related
to the cloud. In addition, our analysis considers recent studies that provide guidelines
for migration to the cloud.
To select relevant literature, we searched digital libraries covered by the ACM, IEEE,
and Web of Science search engines. From 132 papers retrieved, nine primary studies
reported real software migration experiences. In addition, we analysed the references
of these nine primary studies to select further material. Finally, other relevant studies
identified during this research were also selected for analysis, resulting in a total of 21
primary studies, of which 15 report real software migration experiences and six offer
some guidelines for migration. Our analysis considers five critical issues emphasised in
the primary studies: (i) migration process (Section 2.3.1); (ii) motivation to migrate
(Section 2.3.2); (iii) effort (Section 2.3.3); (iv) involved stakeholders (Section 2.3.4);
and (v) the need for re-engineering (Section 2.3.5). Each of the following sections
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presents our findings regarding non-cloud migration studies first, and then studies on
the migration to the cloud.
2.3.1 Migration Process
We identified four main phases for the application migration process in the primary
studies (Figure 2.3): (i) analysis; (ii) pre-migration; (iii) migration; and (iv) post-
migration. The analysis phase is the only phase that is reported in all studies. This
phase involves the analysis of the current application, its requirements, and the migra-
tion target. As different studies report different types of software migration, we use
the terms “source” and “target” to refer to the application, infrastructure, platform or
technology being migrated, prior and after the migration, respectively. In one migra-
tion, a committee was set up to carry out the analysis [166]. The requirement analysis
comprises both functional [254] and non-functional [23, 230] requirements. Most stud-
ies [23, 166, 216, 230, 238, 254] emphasise the analysis of the migration target, which
suggests that this is essential in this phase.
In the pre-migration phase (Figure 2.3, 2), organisations conduct activities such
as contract establishment [254], migration planning [230], and responsibility division
among the stakeholders [254]. Although only two studies report this phase, migration
planning is cited as a success factor for migration [230]. In fact, Suvorov et al. [225]
identified planning and stakeholder engagement as critical factors for success in the mi-
gration of building systems in open source software projects. In addition, developing an
implementation plan is a common activity when migrating software systems to modern
systems in libraries [102]. Hallmark & Garcia [102] point out that contracts play a
key role in both supporting the relationship between the organisation and its software
provider, and ensuring that the expectations of all parties will be met. These activities
prepare the organisation to conduct the migration in the next phase.
During the migration phase, the application is transferred from its source to its
target. The primary studies provide little information about activities carried out in
this phase. However, three activities are noted (Figure 2.3, 3): (i) data conversion
[166, 254]; (ii) modifications in the application or business process [166, 216]; and (iii)
testing [23, 230, 238]. Data conversion is a common activity when migrating from one
system to another, such as in experiences reported by Wilson [254] and Nfila, Dintwe
& Rao [166], and in the migration of legacy systems to new platforms, such as in
experiences described by Teppe [230] and Sneed & Erdoes [216]. Three experiences
[166, 216, 254] report data conversion as a problematic issue, which suggests that it is a
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Figure 2.3: Non-Cloud general migration process.
critical activity. Modification refers to any changes necessary to perform the migration.
Sneed & Erdoes [216] report their experience refactoring the code before starting a
legacy system migration. However, modifications do not refer only to technical, but
also to business aspects. Nfila, Dintwe & Rao [166] report a library system replacement,
whereby some changes in the library process were required.
Tests are reported by three studies that involved: (i) a platform change [23]; (ii)
a legacy system migration [230]; and (iii) an architecture change [238]. Suvorov et al.
[225] underline several problems faced by the KDE1 team, a community of free software
developers, when adopting a new build system, suggesting that they failed due to the
lack of testing before adopting a new technology.
Post-migration is the last phase identified. Although this phase typically comprises
only one activity, staff training, studies point out several other potential post-migration
activities (Figure 2.3, 4): the migration of related systems [136], improvements or ad-
justments of components [23], and relationship management with vendors [102]. In
addition, in other areas, such as electronic contract [17], electronic negotiation [57]
and service acquisition [218], contract monitoring is a common post-migration activity.
Nfila, Dintwe & Rao [166] identify adequate training as a success factor for the migra-
tion. Indeed, training is central to supporting system-to-system migration [102], and
legacy system migration [230]. Hallmark & Garcia [102] highlight the importance of
training, advising its inclusion as a clause in the contract. Staff training is also impor-
tant before the migration phase. For Aversano et al. [23], having experienced staff is a
success factor for the migration.
The migration process to the cloud differs from non-cloud migration in that the
former focuses on the entities involved in the migration whereas the latter concentrates
1http://www.kde.org
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Figure 2.4: Entities in the process of migration to the cloud.
on the migration activities. Studies on the migration to the cloud highlight three main
entities involved in the migration (Figure 2.4): organisation, cloud provider, and appli-
cation.
Most studies on migration to the cloud focus on the analysis phase [16, 32, 53, 125,
232, 232, 263]. The emphasis of these studies on the analysis phase suggests that this is
as critical for cloud migration as it is for the non-cloud. The pre-migration phase plays
a key role for the migration to the cloud, especially for studies reported in [19] and
[232]. The purpose of the activities in this phase is to adapt systems and prepare their
users prior to the migration [19]. However, some activities are not mentioned, such as
the contract establishment. This is surprising since the first step to use a cloud provider
is signing a service contract. As Gagliardi & Muscella [91] point out, issues regarding
the data deployed on a cloud must be addressed in a contract.
Beserra et al. [32], Zhou [263], and Chauhan & Babar [53] describe the migration
phase as a single activity. In contrast, Tran et al. [232] present three activities: (i) code
modification, which concentrates on making the required adjustments to the software
to adapt it to the target cloud platform; (ii) migration, which involves system and data
migration; and (iii) testing, which considers integration tests between the application
and the database system, and application functionality tests. Like the non-cloud studies,
little information is provided about this phase. Finally, the last phase, post-migration, is
an evident gap left by the primary studies on migration to the cloud since no information
is provided about any activity after the migration phase.
2.3.2 Motivation to Migrate
The non-cloud migration reports present a short motivation list. The need for mod-
ernisation is the most cited reason, which is typically due to the benefits of a modern
target [216, 238], or to the deterioration of current technology [230]. The need for imple-
menting new requirements or achieving more flexibility is the second most cited reason,
whereas vendor independence and cost reduction are also often cited. Achieving vendor
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independence to reduce costs is a common goal for old technologies (e.g., COBOL and
mainframe based systems) [23, 136, 216].
In contrast to the non-cloud motivation list, the cloud literature lists multiple reasons
for migrating an application to the cloud, including cost reduction, rapid scalability,
and on-demand resource provisioning. Indeed, analysing the cloud literature, it would
be easy to compile a long list of benefits to move to the cloud (see [47] and [169]).
These benefits apply to multiple cloud stakeholders, including cloud users [52], cloud
providers [19], and application users [263]. For example, Khajeh-Hosseini, Greenwood
& Sommerville [123] calculated that their system infrastructure would have cost 37%
less over a five-year period if it had been migrated to the cloud. In fact, cost reduction
is constantly cited in the cloud literature as a benefit for both cloud users and cloud
providers [44, 261].
2.3.3 Migration Effort
The effort to perform non-cloud software migration varies from six weeks [238] to two
years [136]. System replacement (i.e., an old system is replaced by a new one) took
slightly more than one year to complete [166, 254]. The longest migration process, a
platform migration reported by Lancia, Puccinelli & Lombardi [136], took two years.
Reports present different strategies to speed up the migration process, such as wrapping
old components [23] and partial re-implementation [238]. We could identify a correlation
between the number of activities (i.e., the process size) and the migration effort in the
primary studies. In addition, unexpected issues during the migration also increase the
effort [166, 254].
Apart from Tran et al. [232], studies on migration to the cloud do not report the
migration effort. Tran et al. [232] took 22.5 hours to prepare a reference application
for migration from an on-premises infrastructure to Windows Azure Cloud Services
(PaaS). In addition, the authors underline that they took extra 36.5 hours to conduct
the migration. However, their experience did not consider any activity in the analysis
phase. Moreover, they migrated a relatively small application (PetShop, amounting to
118 adjusted function points).
2.3.4 Stakeholders Involved in a Software Migration
Non-cloud migration reports show that the migration involves more than one person [23,
166, 230, 254]. The organisation’s staff play roles on strategy implementation [230, 254],
training [166], and system re-engineering [23]. Staff engagement is an important success
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factor [166, 225, 230]. Keeping staff well informed during the process is also important.
In [166], a successful migration experience, the authors underline, “It was important to
inform staff at every stage of the process since they were going to be the implementers
of the system.” Hallmark & Garcia [102] identify different strategies to keep the staff
aware of the process status, including the use of newsletters, verbal communication and
meetings.
In addition to company staff engagement, support and training from third-party
experts also contribute to making the migration process more efficient [23, 166, 230, 254].
Software users were also involved in the process as they were affected by the changes
[23, 254]. For example, Nfila, Dintwe & Rao [166] report the dissatisfaction of users with
the old system (TINLIB). In addition, the authors report that the committee responsible
for the migration analysis carried out interviews with system users, collecting opinions
and suggestions. Finally, to manage people and tasks, companies established managers
[230], a coordinator [23], or dedicated committees [166].
Reports on the migration to the cloud provide little or no information regarding ex-
ternal stakeholders. This may be due to the fact that the reported experiences have been
carried out by researchers as early experiments [52, 263]. The process proposed in [32]
suggests that migration involves developers, responsible for making technical decisions,
and business and financial analysts, liable for defining and evaluating organisational
constraints. Tran et al. [232] indicate that the capabilities of a team – including their
existing knowledge of and experience with cloud providers and technologies – is a factor
that influences the cost of migration. Finally, recent surveys [47, 169] have identified
that decisions related to cloud adoption are not restricted to the IT department, but
reaches other departments, with significant participation from business stakeholders.
2.3.5 Re-engineering to Migrate
Apart from Nfila, Dintwe & Rao [166], and Wilson [254], who report a system re-
placement rather than a system modification, re-engineering is a common activity for
non-cloud migration experiences. Teppe [230] constantly highlights serious concerns
about changing the functionality of software during migration, and assigns the project
success to the decision of avoiding non-planned software changes.
Migration experiences revealed different re-engineering strategies, such as wrapping
business components [23] and partial re-engineering [238]. Re-engineering activities
were also undertaken in different stages, such as prior to and during the migration
[216, 230]. Several problems are reported during the re-engineering, such as software
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incompatibility [23] and strong component dependencies [216]. Finally, re-engineering
a software architecture is reported as a problematic activity [106]. Re-implementation
might be a better alternative when the migration target is a new technology [136].
Andrikopoulos et al. [15] conclude that migration to the cloud involves different
re-engineering levels depending on the migration type. Tran et al. [232] describe mod-
ifications to adapt the application according to the operating system and back-end
applications (e.g., database and programming language) offered by the cloud provider,
whereas Zhou [263] changed the application to adapt to the cloud provider architecture.
Chauhan & Babar [52] carried out two main modifications: the creation of a persistence
layer, and a controller to manage multiple VM instances.
2.4 Cloud Portability
Unlike previous studies [98, 148, 184, 210], our research addresses cloud portability
from the perspective of software quality (SQ). We consider portability as a quality
attribute (QA) of cloud resources. We took this stance after analysing existing research
on portability in general. We understood that portability concepts and challenges are
similar regardless of the area where portability is required. Therefore, we hypothesised
that our research objectives could be achieved by using accumulated knowledge and
applying established SQ techniques for investigating QAs to cloud computing.
This section reviews concepts of SQ, portability and cloud portability. Firstly, we
highlight the importance of non-functional requirements and explain their relationship
with SQ (Section 2.4.1). Secondly, we present the role of quality models in defining,
assessing and predicting QAs (Section 2.4.2). Next, we provide a definition for porta-
bility and underline the importance of portability as a QA (Section 2.4.3). Then, we
present our definition of cloud applications and list critical activities for application
migration in the cloud (Section 2.4.4). Finally, we present a motivation scenario used
in this research and its requirements (Section 2.4.5).
2.4.1 Portability as a Software Quality Attribute
According to Sommerville [220], software quality management is concerned with “en-
suring that the required level of quality is achieved in a software product.” Sommerville
also adds “quality, simplistically, means that a product should meet its specification.”
Still according to Sommerville, the software specification can refer to functional or non-
functional (NFR) requirements. NFRs are “constraints on the services or functions
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offered by the system” [220], such as performance and usability. Because NFRs affect
the whole system [12], they are often considered more important than functional re-
quirements [220]. This research focuses on a technical NFR of cloud applications –
portability.
A survey of 12 organisations shows that performance, usability and security are
considered the most important NFRs for software architects [12]. In this survey, porta-
bility is one of the less cited NFRs, along with scalability, modularity and monitoring.
Surprisingly, these less cited NFRs are critical for cloud computing (Sections 2.1.1 and
2.2). The lack of portability, scalability, modularity and monitoring in legacy applica-
tions explains why legacy applications often require re-engineering to take advantage of
cloud benefits [15, 52, 125, 186].
Dealing with NFRs is a challenge [12] because NFRs impact software architecture
[29] and adopted technologies [11]. In addition, NFRs conflict not only with each
other [29, 93], but also with functional requirements [220]. Furthermore, as Galster &
Bucherer [93] explain, dealing with NFRs in highly distributed environments is even
more challenging due to the influences of different services and stakeholders. For exam-
ple, ensuring performance is complicated as the overall performance of a task might be
compromised by an external service that suffers from unknown performance issues.
Note that although a NFR typically places a constraint on a QA (e.g., an NFR may
read: “the response time (a QA) must not exceed 500ms”), NFRs and QAs are often
used interchangeably [11, 12, 29, 93, 220]. This thesis adopts only the term QA from
this point onward.
2.4.2 Quality Models
Quality Models (QMs) are used to (i) define, (ii) assess and (iii) predict QAs [246]. The
most common definitional QM is the ISO/IEC 91261 [174], recently replaced by the
ISO/IEC 250102. Adopting a definitional QM is essential when working with QAs as
they are often subjective [93] and different stakeholders may have different views for
the same QA [12]. A prediction model is another type of QM [246] that is discussed in
detail in Appendix C.
To evaluate a QA, an assessment model can be used. Evaluating QAs is critical to
ensure that the application achieves the desired quality level [29]. Assessment models
extend quality definition models (e.g., ISO 25010) by proposing metrics that evaluate
1http://www.iso.org/iso/catalogue_detail.htm?csnumber=22749
2http://iso25000.com/index.php/en/iso-25000-standards/iso-25010
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QAs [246]. However, a common approach to evaluate QAs is not by using quality def-
inition models, but by testing causal or correlational relationships [40] (i) between the
QA and software characteristics, such as software design properties [201] and develop-
ment paradigm [145], or (ii) between the QA and its related process, such as a software
development or maintenance process task (e.g., testing, fixing bugs) [90].
However, evaluating QAs is difficult because they depend on multiple environmen-
tal factors [62], which substantially increases the set of variables to be analysed. As
an example, software performance cannot be measured without first quantifying the
processor and memory attributes of the computer on which the experiments are carried
out. One strategy to isolate variables and measure the causal relationship between the
variable of interest and the QA is by using experimentation [40].
This strategy has enabled the study of QAs such as maintainability and changeabil-
ity, improving the understanding of the software characteristic under study [21, 112],
and allowing its measurement and prediction [129, 194]. Testing causal relationships
by experimentation is extensively used in Chapters 3, 4 and 5 to identify factors that
impact cloud application portability. For the interested reader, Appendix B summarises
basic concepts of experimentation in software engineering.
2.4.3 Portability Overview
Portability is an important QA of software systems [29] defined by the ISO/IEC 25010
as the “degree of effectiveness and efficiency with which a system, product or component
can be transferred from one hardware, software or other operational or usage environ-
ment to another.” In line with the real software migration experiences analysed in
Section 2.3, this definition shows three elements that must be considered to ensure the
success of a software migration1: the software to be migrated, and the source and target
environments.
Focusing on code portability, Spinellis [223] points out four main benefits of high
portability:
• Flexibility to select technologies based on quality and price rather than based on
constraints imposed by vendors;
• Ability to modernise software projects by migrating to new technologies;
• Freedom to negotiate for a better price and service with different vendors;
1The term migration is broadly used in the literature of software, APIs and component migration.
Therefore, we prefer this term rather than transfer.
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• Reduced risks due to little dependency of proprietary technologies.
It is important to note that these benefits are key to prevent vendor lock-in (Section
2.2). According to Bass, Clements & Kasman [29], software portability can be achieved
by “minimising platform dependencies in the software, isolating dependencies to well-
identified locations, and writing the software to run on a ‘virtual machine’ that encap-
sulates all the platform dependencies within.” In addition, the use of widely adopted
standards can increase portability [36].
Despite its importance and benefits, portability is often overlooked by software archi-
tects [12]. Improving portability quite often requires re-engineering [46, 226]. According
to Chikofsky & Cross [56], re-engineering is the “examination and alteration of a subject
system to reconstitute it in a new form and the subsequent implementation of the new
form.” Re-engineering involves several risks, such as failing to attain quality goals and
performance loss [217]. Furthermore, re-engineering is a difficult process [243] whose
whereby the overall cost depends on the type of changes [220].
However, improving portability is not just a matter of re-engineering. Like most
QAs, portability might conflict with other QAs [93]. In particular, portability often
conflicts with performance [29]. For example, although adding layers is a common
strategy to improve portability [29], a recent study identified a higher latency when
using this type of solution for cloud portability [111]. Therefore, it is critical to analyse
in advance the benefits and trade-offs of improving portability in order to ensure that
its costs pay off.
Despite an extensive search of the research literature, we have found no empirical
studies on portability. To the best of our knowledge, the empirical studies reported in
Chapters 3, 4 and 5 are the first empirical work addressing portability. To support this
research, we based our studies on portability-related QAs, including changeability [21]
and maintainability [183, 194, 200]. In addition, we could find preliminary theoreti-
cal work on portability, such as the work of Dhama [65], which correlates portability
with cohesion and coupling, and the work of Bass, Clements & Kasman [29], which
investigates QAs, including portability, from the perspective of software architecture.
2.4.4 Cloud Application Portability
Cloud portability is a QA that measures the portability of cloud resources. As pre-
sented in Section 1.1, examples of cloud resources are data, applications, components,
workloads, VMs, configurations, and live deployments. The management of this QA is
critical in overcoming cloud vendor lock-in. To investigate cloud portability, one should
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take into consideration [2, 15, 97, 184, 186]: (i) the migrated resource, (ii) migration
goals, and (iii) the source and target environments. In this section we concentrate
on defining cloud applications, presenting a high-level set of activities to migrate cloud
applications and highlighting requirements for the scenario investigated in this research.
We analysed 86 research papers that explicitly deal with cloud applications in our
reference database, but we could not find a clear definition for cloud application. There-
fore, for the purpose of this research, and based on the study of these 86 research papers,
we define a cloud application as a “software system that uses cloud services by interact-
ing with them directly (e.g., by using cloud APIs to retrieve some files from a storage
service) or indirectly (e.g., by being deployed in a VM running within a computing ser-
vice). These systems might be cloud-native or not, and recently developed or legacy.”
Based on this definition, legacy web applications deployed in cloud services are cloud
applications.
As presented in Section 2.3, migration activities might vary. We could identify the
following critical activities for the migration of cloud applications [15, 53, 97, 134, 185,
242]:
• Application re-engineering;
• Re-creation of resources;
• Re-configuration of resources; and
• Re-deployment.
It is important to emphasise that some of these activities are not always required
as they vary according to the migration goals.
2.4.5 Application Migration Scenarios and Their Requirements
Focusing on legacy cloud applications, this section presents two deployment scenarios
and discusses requirements to reduce the cloud migration effort by improving cloud
portability. Improving portability of legacy cloud applications when migrating an ap-
plication between the two scenarios is the type of migration investigated in this research.
Figure 2.5 illustrates the two deployment scenarios (A and B), which are based
on Amazon Web Service reference architectures1 and Cloud Computing Use Cases [2].
According to Andrikopoulos et al. [15], scenario A represents a common deployment
1http://aws.amazon.com/architecture/?nc1=f_cc
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Figure 2.5: Cloud application deployment scenarios.
for cloud applications. Each VM instance consists of the entire application stack, which
may or may not include the data tier. A cloud monitoring service is responsible for
checking the health of VM instances, which is used by the load balancing service to
redirect user requests to healthy instances.
Taking into account the architecture of scenario A as both source and target of
a cloud application migration between clouds, the migration effort can be reduced by
using solutions for resource [199] and service configuration [33] portability rather than
application portability. A portable VM image enables the smooth migration of the entire
stack application to another cloud platform. Analogously, a portable cloud service con-
figuration enables the creation of similar cloud resources on the target cloud platform
with minimal effort, but manual or automatic application re-deployment is required for
this case. Some standards, like OVF1 and TOSCA2, can be used to increase porta-
bility (i.e., reduce the migration effort) of this migration [184]. Additionally, either
cloud-specific [83, 199] or general-purpose [170, 222] (DevOps) tools can be used to
automatically re-deploy the application stack on the target platform.
1http://www.dmtf.org/standards/ovf
2https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=tosca
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The need for higher application portability arises when a cloud user wants to take
advantage of specialised cloud services from multiple cloud platforms [186], e.g., when
migrating an application from scenario A to B (Figure 2.5). In the deployment scenario
B, application components are deployed in different services on public and private cloud
platforms. Although the use of multiple cloud platforms (as in scenario B) is a current
trend for cloud users [77], migrating a legacy three-tier web application from scenario A
to B requires the decoupling of its components [101, 114, 161, 186, 242]. To carry out the
migration from scenario A to B, the cloud user must be able to migrate a subset of their
application components (rather than the entire application stack) from their current
platform and service to another (possibly multiple) cloud platform and service, which
might include different deployment and service models. Without decoupling application
components, OVF, TOSCA, and most existing standards and technical tools cannot
support this migration.
Unlike recent developed applications that use microservices to decompose applica-
tions into independent and collaborative components that ease portability in hybrid de-
ployments [25, 80, 205], improving the cloud application portability of legacy three-tier
web applications for a scenario with multiple cloud platforms and/or services requires
the adoption of some middleware to decouple application components [156] and man-
age their interaction [245]. According to Alonso et al. [9], “middleware facilitates the
interaction between applications across heterogeneous computing platforms.”
Although cloud platforms offer their proprietary middleware (exposed by their cloud
APIs) as the main mechanism to interact with their own cloud services [138], these cloud
APIs are not suitable for integrating legacy web applications in the cloud (Section 3.2).
2.5 Summary
In this chapter, we reviewed concepts, terminologies and principles of cloud computing,
vendor lock-in, software migration, and cloud portability that are key to understanding
the work presented in the rest of this thesis. In summary:
• We described the characteristics, and the service and deployment models of cloud
computing, and we highlighted their impact on legacy applications and on appli-
cation migration. Thus, we can understand that legacy web applications migrated
to the cloud make limited use of cloud features. We also briefly introduced three
cloud-related areas from which the cloud inherits concepts and trade-offs. These
areas provide useful techniques for supporting cloud portability.
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• We discussed that the difference in the APIs, semantics, and technologies adopted
by cloud platforms and providers have been widely accepted as the main causes
of vendor lock-in, although current development practices and technologies also
contribute to cloud vendor lock-in significantly. This discussion, along with real
migration experiences supported the definition of our hypothesis.
• We analysed existing solutions for avoiding cloud lock-in and identified two gaps
addressed in this research: (i) the existing cloud portability literature lacks empir-
ical evidence; (ii) existing research disregard existing solutions to similar problems
from related areas (e.g., distributed computing); and (iii) socio-technical and busi-
ness challenges.
• We examined real migration experiences from which we learnt that the engineer-
ing effort to carry out a resource migration vary significantly (which impact on
the total migration cost). Contrasting these experiences with cloud lock-in so-
lutions, we identified two gaps addressed in this research: (i) solutions for cloud
portability mainly focus on the transference of resources from one cloud to an-
other although planning this transference is also important; and (ii) although real
experiences on software migration show that the engineering effort to carry out a
resource migration vary significantly (which impact on the total migration cost),
the migration effort is often overlooked in cloud portability research.
• We presented concepts of software quality, important activities for migrating cloud
applications and the migration scenario investigated in this research. These con-
cepts, activities and the migration scenario supported the definition of our hy-
pothesis and guided our work.
In the next three chapters, we present a set of experiments carried out to iden-
tify factors that impact on cloud application portability. We use data produced in
these experiments to build prediction models for the effort to improve cloud application
portability. Each of the three chapter starts with its own short background that clarifies
additional concepts used only in the chapter.
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Chapter 3
Investigating the Impact of
Software Coupling on Cloud
Application Portability
Most information systems developed to run on the web (before cloud) use a three-tier
architecture [58, 95, 186, 228, 262]. Unlike recent developed applications that use mi-
croservices to decompose applications into independent and collaborative components
that ease portability in hybrid deployments [25, 80, 205], legacy three-tier web applica-
tions were not designed for integration across the Internet [9]. Therefore, the portability
of this ubiquitous class of legacy applications in hybrid deployments represents a ma-
jor challenge [186]. In the software architecture [29, 43, 58] and distributed systems
[9, 175] literature, portability is achieved by decoupling application components, which
is facilitated by loosely coupled components. In addition, theoretical analyses suggest
that coupling may affect portability in general [24, 65], and recent empirical studies
have established causal relationships between coupling and portability-related software
characteristics including changeability [21] and maintainability [183, 194, 200].
Tanenbaum & van Steen [228] observe that a middleware should be introduced to
enable interapplication communication when decoupling application components of dis-
tributed information systems. Message-Oriented Middleware (MOM) is a type of mid-
dleware that has already been broadly used for integration in service-oriented computing
[9, 175]. Furthermore, MOM is presented by Tanenbaum & van Steen as a solution for
avoiding the tight coupling imposed by other types of middlewares [228]. Moreover,
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message queuing, an abstraction of MOM, is advocated in the cloud literature as an
optimal solution to decouple application components and ensure their communication
in distributed environments [186].
However, replacing traditional message calls with message queuing in legacy three-
tier web applications requires substantial architectural re-engineering [122]. Although
re-engineering is a common process to add new quality attributes into software systems
[46, 226], Sommerville [220] points out that distributing centralised systems is difficult
from a technical perspective. Therefore, it is important to investigate whether the
common assumption that low coupling facilitates portability [29, 43, 58] holds true for
cloud application portability when replacing message calls with message queuing for
decoupling application components.
This chapter empirically investigates the impact of coupling on cloud application
portability in the context of re-engineering legacy three-tier web applications to decouple
application components by adopting a message queuing mechanism (Section 3.3). We
explore the outcomes of this investigation by building prediction models to support
decision makers when analysing the required effort to increase the cloud portability of
their applications (Section 3.4). Additionally, this chapter complements our literature
review by motivating the use and explaining the main concepts of software coupling
(Section 3.1) and message queuing (Section 3.2).
3.1 Review of Software Coupling
At the most general level, software coupling is defined as “the degree of interdependence
between parts of a design”; “two objects are coupled if and only if at least one of them
acts upon the other” [55]. Coupling has been shown to influence external QAs such as
maintainability [183], changeability [21] and modifiability [38]. The use of low-coupled
classes reduces the complexity and increases the efficiency of software [43].
To account for the different uses of software coupling, a plethora of coupling measures
has been proposed over the past two decades, e.g. by [37, 39, 55, 65, 201]. Given the
large number of coupling measures available, we chose a suitable coupling measure for
our study based on the unified framework for coupling measurement introduced in [37].
This framework supports “the comparison and selection of existing coupling measures
with respect to a particular measurement goal” using the following six criteria:
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1. Type of connection considered by the coupling measure;
2. Locus of impact, i.e., whether class c1 uses class c2 (client or import coupling) or
c1 is used by c2 (server or export coupling);
3. Granularity of measure, comprising the domain of the measure (i.e., attribute,
method, class, set of classes or system) and the method used to count the con-
nections from c1 to c2 (e.g., counting separately or only once similar connections
such as the invocation of the same c2 method from c1);
4. Stability of server, which distinguishes between classes that are subject to modi-
fication (unstable) and classes whose development was completed (stable);
5. Direct or indirect coupling, i.e., whether the coupling measure counts only direct
connections (e.g., a method m2 of c2 invoked by a method m1 of c1) or it also
counts indirect connections (e.g., methods invoked by m2);
6. Inheritance, i.e., whether coupling through inheritance, polymorphism, etc. are
taken into consideration or not.
As recommended in [37], we use these six criteria to analyse existing coupling mea-
sures and to select a measure appropriate for our study. We present this analysis in
Section 3.3.1.2. In the next section, we motivate the use and explain the main concepts
of message queuing (Section 3.2), which is investigated in this chapter as a means to
decouple application components of legacy three-tier web applications.
3.2 Review of Message Queuing
As presented in Section 2.4.5, the use of middleware is key to enabling the interaction
of software applications in heterogeneous environments. Although cloud APIs have
been widely used as a middleware for integrating cloud services [77], integrating cloud
application components requires another type of middleware, such as a Message-Oriented
Middleware (MOM) [156]. A MOM enables the asynchronous interaction of application
components, which substantially increases the fault-tolerance since messages are not
lost if a consumer/producer service is not available [9, 156]. Asynchronicity is a key
characteristic for highly distributed and heterogeneous environments [9]. In addition,
MOM has already been broadly used for integration in service-oriented computing [9,
175], which is an area from which cloud inherits key concepts (Section 2.1.3).
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Message queuing (MQ) is the most common abstraction of MOM [9]. MQ systems
enable that application components exchange data by sending and receiving messages
from specific queues [228]. As Goel, Sharda & Taniar [95] explain, MQs consist of four
main entities:
• Queue is a recipient that temporarily stores messages sent to one or more con-
sumers;
• Messages encapsulate the user data;
• Producers originally own the data, create and sendmessages to a particular queue;
• Consumers represent the target component in an one-to-one or one-to-many com-
ponent interaction. Consumers monitor one or more queues, receive theirmessages
and use or forward the data encapsulated in them.
Producer and consumer are roles that can be played by the same component in a
distributed environment [228]. Java Message Service (JMS) is a widely used standard for
MQ that is implemented by JEE-compliant application servers [266], such as Glassfish1
and JBoss2. However, there are several other implementations of MQs, such as Apache
ActiveMQ3, RabbitMQ4 and more recently, cloud implementations such as Amazon
Simple Queue Service5 and stormmq6.
3.3 Empirical Investigation
The goal of this experiment is to analyse coupling for the purpose of evaluation with
respect to its impact on the effort to increase cloud application portability from the point
of view of the software engineers in the context of undergraduate students reengineering
legacy three-tier web applications by replacing method calls with message queuing.
We start this section by detailing the experiment protocol and its execution (Section
3.3.1). Next, we show the main results of our experiment (Section 3.3.2). Then, we
analyse the impact of our results in our proposed hypothesis, and discuss the implica-
tions of our findings (Section 3.3.3). Finally, we examine major threats to the validity
of our findings (Section 3.3.4).
1http://glassfish.java.net/
2http://www.redhat.com/en/technologies/jboss-middleware/application-platform
3http://activemq.apache.org/
4http://www.rabbitmq.com/
5http://aws.amazon.com/sqs
6http://stormmq.com/
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Figure 3.1: Tasks performed by participants to replace method calls (MC) with message
queuing.
3.3.1 Experiment Plan and Execution
As explained in Section 1.2, we used guidelines provided in [256] to prepare and conduct
this experiment. The next sections correspond to elements of the experimentation
framework, detailing the protocol for the experiment, and its execution. Terminology
associated with the experimentation framework is highlighted in the main text; this
terminology is explained in Appendix B.
3.3.1.1 Task
Replacing method calls with message queuing requires a set of tasks for each Java class
that is re-engineered (Figure 3.1). In the first and second steps, participants identified
the method calls and objects related to these method calls. This can be achieved by
investigating the source code. The programming environment offers mechanisms to
support this task. In the third step, participants commented out the actual method
calls and their related objects. We encouraged participants to comment out source
code instead of deleting it (so that they could refer to the original code more easily).
Next, participants should create code related to the message producer and consumer.
In a method call, classes can assume the role of a sender and/or a receiver. Message
queuing mechanisms work in the same way, but the sender is called a producer, and
the receiver is called a consumer. Both producer and consumer code might be created
in different ways. For example, new classes can be created to accommodate the new
code or auxiliary methods can be created in the original classes. During the training
sessions, participants were taught these alternatives.
Finally, the new code should be integrated with the rest of the system. This in-
volves replacing method calls with code related to producers and consumers, importing
libraries and instantiating objects. Although the activity diagram in Figure 3.1 implies
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a sequence, participants could perform tasks in any appropriate order. No automation
tool was provided to participants other than the development IDE.
Participants were randomly assigned to work on one of two small commercial infor-
mation systems (Section 3.3.1.3). Within each system, participants selected (at random)
pairs of Java classes to re-engineer. Coupling varied over the pairs of Java classes for
each of the two systems. Participants were asked to change several pairs of classes
while recording the time taken to complete the activity. The time required to set up
the environment and analyse the classes was not considered as part of the activity. All
participants were able to complete the activity within the allotted time.
3.3.1.2 Selection of Variables
Dependent variable Effort is the dependent variable in this experiment. Effort is
measured as the time taken T, in minutes, to replace method calls with message queuing
for each Java class. This variable is measured on a ratio scale, whereby values vary from
0 to the total number of minutes taken to change a given Java class.
Independent variable Coupling is the independent variable in this experiment. There
are several measures of coupling in the literature (Section 3.1). As there is no empirical
work on linking any software design property with cloud portability, we investigated the
set of 30 measures presented in [37], and measures adopted in studies that use coupling
to evaluate changeability [21], modifiability [262] and maintainability [183].
As a single coupling measure is all that is needed for a preliminary demonstra-
tion that coupling can impact on cloud portability, this experiment focuses on a single
coupling measure. To select an appropriate coupling measure, we adopted the unified
framework for coupling measurement, presented in Section 3.1.
Table 3.1 lists the six criteria of the unified coupling framework, shows the values
we selected for this experiment, and summarises reasons underpinning our selection.
The Others Method-Method Import Coupling (OMMIC) metric [39] was the coupling
measure used in this experiment because it is the only measure that addresses all values
we selected in the unified coupling framework, in Table 3.1.
OMMIC measures the number of invocations (i.e., ratio scale) that a method mc,
from a class c, makes to a public method md from a class d, given that c and d only
have visibility of each other’s public interface (i.e., c and d are not the same class, are
not part of the same inheritance hierarchy, and – in Java – are not in the same package).
Thus, the coupling, represented by the OMMIC value, between a class c and a class d,
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is the sum of all public method invocations that are made by methods in the class c to
methods in the class d.
Table 3.1: Criteria for selecting a coupling measure defined in [37], values adopted for
this experiment and reasons underpinning their selection.
Criterion Value Reason
Type of connec-
tion
Method The activity addressed in this experiment is
the replacement of method calls with mes-
sage queuing.
Locus of impact Import coupling When replacing a method call, the change
is made in the class acting as a client.
Granularity Class level,
count individual
connections
Classes are the underlying element of sub-
systems or layers. Each connection is re-
placed with message queuing.
Stability of server Unstable classes We are only interested in classes in which
changes are made.
Direct or indirect
coupling
Direct A method call involves two directly related
classes.
Inheritance Non-inheritance
coupling
Our focus lies only on classes that are im-
pacted by a change, i.e. the super class.
Although we adopt OMMIC as a coupling measure for this experiment, possible
values for the independent variable are defined in a categorical scale for the hypothesis
testing, varying between low and high coupled classes. This strategy is preferred because
literature related to software development usually adopts a categorical scale when refer-
ring to coupling. For instance, literature on architectural patterns [43], object-oriented
design [137] and modifiability [24] recommends keeping coupling as low as possible,
without making any reference to what is considered low or high.
3.3.1.3 Instrumentation
This section details the instruments used to support the execution of the experiment.
In particular, we present the two software systems that were changed, and the cloud
service used to enable the message queuing implementation.
Software system Two commercial legacy web-based information systems were used
in this experiment, namely Siget and GSCloud. As these are commercial systems, their
code are not available to the general public1. Developed by students as their final
1Their documentation can be provided under request to: claudete@unipar.br
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project to graduate as Bachelors in Information Systems, these systems are currently
deployed in small companies1. The two systems differ in purpose and size. Whereas
Siget enables sales management of tractor parts, GSCloud enables service management
of a web service provider. Table 3.2 summarises both systems.
Table 3.2: Characteristics of software systems used in the experiment.
Size Metric Siget GSCloud
Classes 84 43
Methods 623 287
Method Invocations 952 315
Configuration Files 12 13
Web pages 60 40
Lines of Code 4,793 1,917
Although there are many open source systems that could be used in this experiment,
they often adopt a set of technologies that are not well understood by participants.
Therefore, they could complicate the experiment. Siget and GSCloud were implemented
using JSP and Servlets only – technologies well-known by participants of the experiment.
In addition, Siget and GSCloud are small and self-contained applications, rather than
large legacy systems that would be difficult for our participants to modify.
The participants were not required to re-engineer the entire system, which would
have required substantially more time than was available for the experiment. Instead,
participants changed only classes within the Control subsystem (source) that called
methods in (i.e., were coupled with) the Business subsystem (target). The rationale for
this choice is that methods that implement associations between these two subsystems
are small and have a well defined purpose, such as adding a new user to the system,
thus minimising the complexity of modifications necessary to the application code. No
refactoring was applied to any of the selected classes.
As shown in Table 3.3, participants had different options for class selection depend-
ing on the software system they were assigned.
Message queuing Adopting message queuing requires a commitment to a particular
technology [245]. There is a variety of technologies providing the message queue mecha-
nism, such as application servers and enterprise service buses [9]. In this experiment, we
adopted a cloud-based technology. Specifically, we adopted the Amazon SQS2 cloud ser-
1Six employees each, according to the software documentation.
2http://aws.amazon.com/sqs/
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Table 3.3: Candidate Java classes for each software system.
System OMMIC values # of Java classes in the “Control” subsystem
Siget
3 11
4 3
5 1
7 2
8 1
GSCloud
3 2
4 4
5 3
vice, and its API that enables the programmatic management of messages and queues.
Two reasons prompted this choice. Firstly, traditional message queuing technologies
require installing and configuring a software stack, which would complicate this experi-
ment. Secondly, some message queuing technologies are incompatible with some service
models, such as Platform-as-a-Service (PaaS). SQS requires no prior configuration or
software installation other than the SQS API, which is used for sending and receiving
messages, and requires only a few lines of code to be implemented.
3.3.1.4 Participant Selection
A group of nine third-year undergraduate students in computer science took part in this
experiment. They were enrolled at the Universidade Tecnológica Federal do Paraná -
Campo Moura˜o, Brazil. The student selection was driven by convenience, according
to the student interest in participating. Due to the characteristic of the two software
systems used as instruments in this experiment (Section 3.3.1.3), knowledge of Java
programming was the only mandatory criterion to select students. Students had the
freedom to choose whether or not to participate, without any risk of penalty to their
undergraduate course. Each participant received a gift worth £10 and a certificate of
participation.
3.3.1.5 Definition of Hypotheses
To test whether low coupled classes require less effort to modify for the adoption of a
message queuing mechanism, we compared the coupling of pairs of Java classes. We
identified one pair with high coupled (HC) and another pair with low coupled (LC).
Thus, HC and LC represents the two treatments considered in this experiment. To
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formulate a formal hypothesis, we let T be the time, in minutes, taken to re-engineer
the application. Our hypotheses (Table 3.4) compare the time taken to complete the
migration tasks for HC (x˜THC) and LC (x˜TLC) classes. The alternative hypothesis
is based on the assumption that high coupling might lead to code complexity and
modification inefficiency.
Table 3.4: Formal definition of hypotheses.
Null hypothesis
(H0)
x˜THC = x˜TLC
Alternative hypothesis
(H1)
x˜THC > x˜TLC
3.3.1.6 Experiment Design
The experiment consists of one factor (coupling), and two treatments (HC and LC
classes). To assign participants to the different treatments, we adopted a completely
randomised design. The two software systems, adopted as instruments, were randomly
assigned to participants. To perform the activity defined in Section 3.3.1.1, participants
randomly selected classes from the software system assigned to them by choosing classes
from a list. This random selection of classes led to an unbalanced design. Therefore, it
was impossible to define, a priori, the exact number of HC and LC classes that would
constitute the resulting sample (n).
3.3.1.7 Data Analysis
As explained in Section 1.2, we adopted only non-parametric statistics in this exper-
iment, as summarised in Table 3.6 whereas cutoffs we used for inferential tests are
summarised in Table 3.5.
Table 3.5: Cutoff values defined for evaluating the hypotheses, adapted from [70].
Unknown true state of nature
H0: x˜TTC = x˜TLC H1: x˜TTC >x˜TLC
0.95 0.64
Statistical Accept H0 1 - α: Correct β: Type II error
Conclusion (Confidence level)
0.05 0.36
Reject H0 α: Type I error 1 - β: Correct
(Significance criterion) (Statistical power)
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Table 3.6: Summary of statistics and statistical tests in the experiment.
Statistic Type Statistic/Test Definition/Config. Purpose
Descriptive
Median and
quartiles
25%, 50%, 75%,
100%
To identify the middle
value and categorise oc-
currences into quartiles ac-
cording to their values.
Range Maximum - Mini-mum
To quantify the data dis-
persion.
Inferential
Shapiro-Wilk Two-tailed, α =0.1
To test the assumption
that the data is normally
distributed.
Wilcoxon
rank-sum One-tailed
To test the statistical sig-
nificance of differences be-
tween two medians.
Jonckheere-
Terpstra One-tailed
To test the assumption
that the higher coupling,
the higher the time spent.
Kruskal-Wallis One-tailed
To test the statistical sig-
nificance of differences be-
tween several medians.
3.3.1.8 Experiment Execution
The experimental design was refined after a pilot study involving an independent set of
participants enrolled at a different university, UNIPAR - Paranavaí.
The experiment was carried out in two parts: training and experimentation. Each
part was divided into two four-hour sessions. The first training session focused on
cloud and message queuing concepts and technologies. The second training session
prepared participants to perform the class modification required for this experiment.
A prototype application was used during the training sessions. Both the training and
experimentation sessions were carried out in the same classroom, using Linux desktop
computers, Java EE and Netbeans IDE.
In the first meeting, participants were informed of the purpose of the experiment,
the activities they were to perform, and the benefits of participating. We also required
each participant to complete a consent form and the participant characterisation form
in order for us to determine the participants’ background (such as Java expertise). Data
collected from participants was anonymised. Participants were asked to record the time
taken to complete activities (not including any breaks).
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During the experiment, participants were free to create new code and update ex-
isting code. No guidelines or reference materials were given to support participants in
the reengineering activity. The experimenter and a monitor observed the experiment
without interfering in tasks performed by participants. It was necessary further expla-
nations to participants during the experiment session due to their lack of experience
with cloud services and message queuing. Participants were strongly advised to not
copy and paste any code, as doing so could significantly reduce the modification time.
Participants completed a feedback form at the end of the experiment, and received
vouchers and participation certificates a few weeks later. For information on ethics in
this experiment, refer to Section 1.3.
3.3.2 Results
In this section, we present the results of the experiment to test the hypothesis that
coupling impacts on the effort to increase cloud portability.
3.3.2.1 Sample Distribution
Participants were able to change 63 classes (sample size) representing four out of five
OMMIC values present in the classes changed. Table 3.7 summarises the number of
classes (data points) for each OMMIC value. Classes were not homogeneously selected
by participants. Some participants changed more classes than others. Classes with low
OMMIC values were those that participants most selected. This preference might be due
to the greater number of classes with low OMMIC values, and by the ease of modifying
these classes when compared with classes with high OMMIC values. As each OMMIC
value represents a treatment group in this experiment, we tested the data normality
for each group by applying the Shapiro-Wilk normality test. Whereas for groups 1 and
2 the p-value indicates non-normal distributions (p-value<0.1), for groups 3 and 4 it
indicates normal distributions. As noted in Section 3.3.1.7, we therefore chose to adopt
only non-parametric measures for data analysis.
Figure 3.2 shows the data point distribution along axis of OMMIC value and effort.
The chart shows some possible outliers. For example, a class with OMMIC value of 4
took nearly 85 minutes to change. Some extreme values might be explained by the order
in which classes were selected. Analysing the data set, we note that the first classes
changed took participants longer regardless of the OMMIC value. This is likely to be
because participants take some time to find the optimal way to implement changes. As
we had not planned a data reduction strategy, we opted to retain outlier data points.
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Table 3.7: Normality test for the four treatment groups.
Group OMMIC values Data points Normality testW p-value
1 3 28 0.8814 0.0043
2 4 20 0.6955 <0.001
3 5 11 0.9295 0.4058
4 7 04 0.8836 0.3541
Table 3.8: Descriptive statistics. Values represent the effort, in minutes.
Measures OMMIC Group3 4 5 7
Min 6.0 6.0 9.0 9.0
1st Quartile 10.8 13.8 25.5 28.5
Median 11.0 16.5 29.0 42.5
Mean 14.5 22.3 36.6 36.8
3nd Quartile 18.5 21.0 44.5 50.8
Max 32.0 84.0 80.0 53.0
Std. Deviation 7.1 17.9 21.2 20.1
Skewness 1.0 2.3 0.8 -0.7
Kurtosis 3.2 8.2 2.7 1.9
3.3.2.2 Descriptive Statistics
The boxplot in Figure 3.3 enables the analysis of the median time to change classes
taking the four OMMIC values into consideration. Here, the high variation observed
in Figure 3.2 is quantified. The boxplot also contains six outliers. We can observe
an increasing trend in the medians across OMMIC values, suggesting a relationship
between coupling and effort. Table 3.8 summarises the descriptive statistics illustrated
by the boxplot.
The median time varies across the OMMIC values. An unexpected result is that the
maximum effort for OMMIC groups 4 and 5 is far greater than the maximum effort for
the other groups. Following further scrutiny of the data, this is probably caused by two
participants who started the experiment by selecting their first classes with OMMIC
values of 4 and 5. As noted before, the first classes that participants re-engineered took
more time to be changed than later classes.
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Figure 3.2: Data point distribution. Some possible outliers can be observed.
Table 3.9: Results of the Kruskal-Wallis test. P -value is less than the α, indicating a
statistically significant difference between OMMIC groups.
Chi-squared Degrees of Freedom P-value
15.1799 3 0.001669
3.3.2.3 Inferential Statistics
We started our analysis by applying the Kruskal-Wallis test to identify whether there
is a statistically significant difference of effort between OMMIC groups. Table 3.9
summarises the results. As the p-value is less than the significance criterion set up
as the cutoff for this experiment (α = 0.05), the test shows that there is a statistically
significant difference between OMMIC groups. However, this test does not show whether
there is a trend of increasing effort in line with increasing OMMIC values. Therefore,
we applied the Jonckheere-Terpstra test. The result showed a JT = 971, and a p-value
<0.001, which confirms the trend observed in Figure 3.3.
Although Jonckheere-Terpstra tests the increasing trend across OMMIC groups, it
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Figure 3.3: Boxplot shows an increasing trend in the medians across OMMIC values.
does not show independent group comparisons. Therefore, we applied Wilcoxon to test
the statistical significance of differences between group pairs. The OMMIC group with
value equals to 7 was excluded from this comparison as its sample size (i.e., 4) was
below the cutoff defined in Section 3.3.1.7 for an acceptable statistical power. Table
3.10 presents the result of OMMIC group comparisons.
As discussed in Section 3.3.1.2, we grouped OMMIC values into groups of two,
representing low and high coupled classes. This resulted in three comparisons. The
sample size (n) corresponds to the sum of data points in each OMMIC group. The
p-value calculated for each group is less than the adjusted α (see Section 3.3.1.7),
supporting the rejection of the null hypothesis. The γ is higher than that defined in
the a priori analysis for all groups, and the post hoc power is above the average for SE
experiments[70] for all comparisons.
3.3.3 Discussion
This section discusses the major implications of the results presented in the previous sec-
tion. We examine the hypotheses and the research question defined for this experiment.
We also discuss a way in which these findings can contribute to building theories.
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Table 3.10: Comparison of low and high coupled classes. The rejection of the null
hypothesis is supported by p-values less than the adjusted α.
# Coupling N Wilcoxon Test Adjusted α γ PowerLow High W P-value
1 3 4 48 185 0.0230 0.05 0.32 0.65
2 4 5 31 161 0.0175 0.03 0.42 0.52
3 3 5 39 265 0.0002 0.01 0.58 0.99
3.3.3.1 Hypothesis Testing
In Section 3.3.1.5, we defined the two hypotheses tested in this experiment. Whereas
the null hypothesis states that the time to perform re-engineering to increase cloud
portability does not change, regardless of coupling, the alternative hypothesis states
that the higher the coupling, the higher the time to perform re-engineering. When
different OMMIC values are grouped into low and high coupling, the Wilcoxon test
confirms that there is a statistically significant difference between the median effort of
groups (Group 1: p-value = 0.023, α = 0.05, one-sided; Group 2: p-value = 0.0175,
α = 0.03, one-sided; Group 3: p-value <0.001, α = 0.01, one-sided). These tests
confirm a statistical difference between median time (Table 3.8). The results support
the rejection of the null hypothesis and the acceptance of the alternative hypothesis.
A common assumption in the software development literature is that lower coupling
is better for portability. We empirically tested whether this assumption could be ob-
served in cloud application portability. Table 3.8 shows that classes with lower OMMIC
values took less time to modify than higher ones. The Kruskal-Wallis test confirms
that there is a statistically significant difference between medians of effort for different
OMMIC values (p-value = 0.001, α = 0.05) whereas Jonckheere-Terpstra test confirms
an increasing trend of medians across increasing OMMIC values (p-value <0.001, α
= 0.05, one-sided). For this experiment, the results confirm the assumption that low
coupling is better for cloud application portability.
Finally, an important aspect of any statistical result is the effect size of statistical
tests. As Kampenes, Dybå & Sjøberg [120] underline, the effect size can be interpreted
by comparison to (i) similar experiments, (ii) results from the research field as a whole,
or (iii) standard conventions. Due to the lack of effect size information in similar
experiments [112, 129, 194, 200], we compare our results with experiments in SE and
Cohen definitions as shown in [70] and [120], respectively.
Kampenes, Dybå & Sjøberg [120] calculated the effect size for 429 tests performed
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in 92 SE experiments published between 1993 and 2002 in high impact conferences
and journals. Based on their calculations, they created a classification similar to that
proposed by Cohen. This classification supports the comparison of effect size in SE
experiments by comparing the obtained values in a given experiment with the values
that [120] calculated. The result of this comparison, is a classification into one of the
three possible values: small, medium or large. Table 3.11 shows the effect size calculated
for this experiment and its classification according to common values in the research
field ([120]) and standard convention (Cohen).
Table 3.11: Classifying γ obtained in the experiment according to the software engineering
research field and standard convention (Cohen’s).
Coupling Pair Obtained values of γ Effect Size ClassificationSE experiments Std convention
1 0.32 Medium Medium
2 0.42 Medium Medium
3 0.58 Large Large
Table 3.11 shows the three pairs of coupling, as previously defined in Table 3.10.
The coupling pairs were defined by taking pairs of different OMMIC values. The second
column shows γ values obtained in this experiment, and third and fourth columns show
their classification when compared with the research field and standard convention.
The γ calculated for coupling groups 1 and 2 are considered as medium for both SE
experiments (0.193 ≤ γ <0.456) and standard convention (0.30 ≤ γ<0.50). Similarly,
the γ calculated for coupling group 3 is considered large for both SE experiments (0.456
≤ γ <0.868) and standard convention (γ ≥ 0.50).
3.3.3.2 Research Question
The research question investigated in this experiment is whether software coupling im-
pact cloud application portability. To answer this research question, this experiment
took into consideration one out of several activities necessary to increase cloud porta-
bility. The rationale is that if the effort for performing the activity investigated in this
experiment varies with the coupling, then coupling impacts on cloud portability.
As shown in Table 3.8, descriptive statistics show significant differences between
different coupling values. In addition, inferential statistics confirm the statistical sig-
nificance of coupling differences between low and high coupled classes (Table 3.10).
Thus, we can conclude that coupling does impact cloud application portability. Hence,
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coupling, represented by the OMMIC measure, is an indicator of cloud portability.
3.3.3.3 Devising Theories for Cloud Portability
Supporting the development of theories for cloud portability is one key contribution
of this experiment. A theory explains how and why a phenomenon occurs and en-
ables conceptual predictions of the phenomenon under study [104]. Understanding the
phenomenon brings benefits to both academia and industry [213]. For example, the
development of sound and effective solutions for application migration between clouds
is a benefit of understanding the cloud portability phenomenon.
For example, we advocate that a benefit of understanding cloud portability is .
Shull & Feldmann [209] underline that even a single empirical study can be the first
step towards building theories. Sjøberg et al. [213] present a conceptual framework for
devising theories in SE. The framework consists of four elements:
• Constructs define basic elements, such as actor, technology, activity and software
system;
• Propositions determine the interaction amongst constructs;
• Explanations provide the rationale for propositions; and
• Scope limits the universe in which the theory is applicable.
Although building a theory is beyond the scope of our objectives, this experiment
provides all of the elements for building a theory for cloud portability. For example,
coupling and time are two constructs. The design of this experiment provides the
proposition whereas the result provides the explanation. Finally, the scope can be defined
by the context of cloud computing, software systems used and activity performed.
3.3.4 Threats to Validity
This section presents some threats to the validity of the results of the experiment.
3.3.4.1 Internal
Internal threats impact on the cause-effect relationship. These threats might lead to an
alternative cause for the effect (known as confound) [215]. In this section, we identify
three internal threats.
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Maturation validity threats refer to the reaction of participants as time passes.
As our experiment was longer than many software engineering experiments [215], the
participants might have experienced boredom [132] leading to the use of disallowed
techniques such as copying and pasting code. To mitigate the effects of maturation, we
used participants who showed high commitment to our study, and we carried out the
experiment over two sessions organised on two consecutive days.
Participant selection threats are related to the use of participants with different
background or level of experience. Although our use of undergraduate students with
similar Java programming skills reduced the participant heterogeneity [256], we could
not ensure that all participants had the same characteristics. However, the most impor-
tant skills for the experiment were acquired during training sessions we organized before
the experiment. During these sessions, we constantly checked that all participants un-
derstood and could achieve similar progress with the re-engineering tasks subsequently
evaluated by the experiment.
Another threat is the use of the effort required to modify inter-component commu-
nication to message queuing as a measure of cloud application portability. Previous
studies confirm that this architectural change: (a) is essential for exploiting the key ca-
pability of cloud platforms to support scalability; and (b) represents a major and costly
re-engineering task. However, we could not rule out the possibility that higher software
coupling eases other major re-engineering tasks that also improve the effectiveness and
efficiency with which applications can be transferred across cloud platforms.
3.3.4.2 External
External threats to validity restrict the result generalisation beyond the scope of the
study [256]. In this section, we identify three external threats.
First, our conclusions may be affected by using time as a measure of effort as in
many other software engineering experiments [64, 168, 183] might affect the validity of
our conclusions since re-engineering time depends on participant capabilities such as
programming skills, ability to understand existing code and typing speed.
Second, the selection of objects for our study might impact its generality. Thus,
we used only two small commercial information systems and a single cloud queuing
mechanism in our experiment. To reduce the likelihood of this threat, we chose systems
that share key characteristics with a wide range of applications that can benefit from
the change investigated in the experiment, including multi-tier architecture, web-based
front tier, and need for high availability. Also, we used the Amazon SQS service, which
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is functionally representative of many cloud-based message queuing mechanisms.
Finally, the use of students as participants due to time, budget and partnership
constrains—although similar to many software engineering experiments [215]—may
make our results not generalisable to the target population for this experiment (i.e.,
software engineers).
Pickard, Kitchenham & Jones [190] emphasise that generalisation cannot be achieved
by a single experiment, but by result replication and aggregation across multiple exper-
iments. This is true for our results, which need to be replicated through experiments
conducted with developers and software engineers in an industrial setting, and using ad-
ditional real applications. Nevertheless, our study represents an important step towards
understanding cloud portability and its underpinning factors.
3.4 Building Prediction Models
This section details the exploratory process of building regression models for predicting
the effort of increasing cloud application portability by re-engineering legacy three-tier
web applications to decouple application components by adopting a message queuing
mechanism. By using concepts and techniques explained in Appendix C and results
from the experiment reported in Section 3.3, we built a set of simple and multiple linear
regression models using OLS and, alternatively, robust regression methods. Leave-one-
out cross-validation (LOO-CV) was used to evaluate prediction models. The prediction
model accuracy was assessed by using the MMRE summary measure. Additionally, we
compared the accuracy of our models with maintainability prediction models reported
in Section C.4. The rationale for techniques used in this section is detailed in Appendix
C.
3.4.1 Simple OLS Linear Regression Model
The experiment reported in Section 3.3 suggests that OMMIC can be used as an indica-
tor of cloud portability when replacing method calls with message queuing. Therefore,
we built a simple linear regression model by using OMMIC as a single predictor. Fig-
ure 3.4 shows a jitter plot with all 63 observations and a model line representing the
prediction model. As the plot shows, the data set consists of only a few observations
for OMMIC = 5 and OMMIC = 7, which might compromise the model.
Table 3.13 summarises the accuracy results obtained with LOO-CV, and the good-
ness of fit for this simple model. According to the classification presented in Section C.4
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Figure 3.4: Simple effort prediction model line using OMMIC as a single predictor.
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Table 3.12: Identification of possible outliers in the simple effort prediction model.
Variables Observations14 42 43 44
Participant 4 8 1 1
System GsCloud Siget GsCloud GsCloud
Class Size
(LoC) 58 124 99 108
Class CidadeControle OsNovaControle CompraControle ContratoControle
OMMIC 4 7 5 5
Effort
(Min) 84 9 80 65
Cook’s
Statistics 0.134 0.548 0.181 0.088
Residuals 4.075 -2.564 3.345 2.337
for maintainability prediction models, the simple model #1 achieved a fair accuracy
(0.49 < MMRE ≤ 0.88). Yet according to the accuracy classification, the Pred(0.37)
shows that 41.3% of predictions using this model could be classified as excellent. The
goodness of fit, as measured by the R2, is relatively low (R2 = 0.224), however.
3.4.1.1 Outlier analysis
As outliers influence the model, we tried to identify possible outliers and quantify their
impact on the model. The plot in Figure 3.4 suggests three outlier candidates with
Effort ≥ 65 min (Observations 14, 43 and 44). In addition, observation 42 presented an
extremely low effort for OMMIC = 7. In addition to the jitter plot, we also used the
Cook’s distance to identify outlier candidates. As Figure 3.5 shows, only observation
42 was above the cutoff for Cook’s distance (0.190) though observations 14, 43 and 44
are borderline.
We analysed these four observations to check whether they were influential cases for
the model (Table 3.12). All four observations were heterogeneous when compared to
similar observations in the data set (i.e., same participants, OMMIC values, and so on).
Therefore, we concluded that they were real outliers, and we decided to remove these
four observations. Figure 3.7 shows the resulting model line.
We can observe a lower intercept (dashed line) and a narrower confidence interval
(green shade), suggesting some improvements in the model fit. Indeed, as Table 3.13
summarises, all accuracy and goodness of fit indicators improved considerably (model
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Table 3.13: Accuracy and goodness of fit for effort prediction models built. Variables are identified according to Table 3.14
# Prediction Model (Variables) Accuracy Measures Goodness of fitMMRE MAR Pred(0.25) Pred(0.30) Pred(0.37) R2 RSE
1 Simple model (#1) 0.631 10.601 0.270 0.349 0.413 0.224 15.130
2 Simple model (#1) w/out outliers 0.477 7.470 0.424 0.492 0.593 0.405 9.396
3 Simple Robust model (#1) 0.412 7.227 0.390 0.458 0.576 0.162 6.388
4 Multiple model (#1+#2) 0.486 7.644 0.254 0.475 0.576 0.407 9.463
5 Multiple model (#1+#3) 0.477 7.611 0.322 0.356 0.576 0.418 9.377
6 Multiple model (#1+#4) 0.476 7.505 0.339 0.441 0.593 0.428 9.292
7 Multiple model (#1+#4+#2) 0.484 7.652 0.339 0.424 0.559 0.431 9.356
8 Multiple model (#1+#4+#3) 0.475 7.616 0.305 0.407 0.576 0.443 9.256
9 Multiple model (#1+#4+#3 +participant.experience.reeng) 0.469 7.611 0.339 0.441 0.610 0.447 9.304
10 Multiple model (#1+#4+#3 + sys-tem.id) 0.483 7.748 0.305 0.407 0.559 0.444 9.335
11
Multiple robust model
(#1+#4+#3 + partici-
pant.experience.reeng)
0.451 7.841 0.390 0.475 0.542 0.824 8.388
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Figure 3.5: Cook’s distance plot of data points. Only one observation is acknowledged as an outlier though other three are possible
candidates.
80
3.4 Building Prediction Models
#2). For instance, MMRE was reduced in 24.4% and RSE in 37.8% when compared to
the previous model. This change makes model #2 be classified as good, according to the
classification presented in Section C.4. Removing outliers also significantly increased
the percentage of predictions classified as excellent (Pred(0.37) = 0.593).
3.4.1.2 Simple Model Diagnostics
As explained in Section C.5, meeting some underlying assumptions is a pre-condition to
accurately generalise a model beyond its data set. We tested the extent to which model
#2 meets seven underlying assumptions for simple linear regression models based on
the OLS method. Figure 3.6 shows four plots to visually support the diagnostics.
Sample size. In total, four observations were removed from the original sample, re-
sulting in a reduced sample with 59 observations. As model #2 is based on a single
predictor, the sample-predictor rate is within the acceptable range (i.e., ≥ 10).
Linearity. Figure 3.6 (a) shows the plot for residuals and fitted values of model #2.
Data points are scattered along the red line (middle), suggesting a homogeneous distri-
bution. The blue line, which supports the recognition of patterns, slightly deviates from
the middle, but we cannot observe any significant pattern. The Rainbow test confirmed
that the linearity assumption was met (Rain = 0.913, p = 0.596).
Independent residual terms (errors). We tested the lack of autocorrelation for
residual terms by using Durbin-Watson test (DW = 1.821, p = 0.205). The DW statis-
tics is close to 2, meaning that errors are independent. The p-value is not significant
for α = 0.05, confirming that model #2 meets this assumption.
Homoscedasticity. To meet this assumption, the variance of residual terms should
be homogeneous. Figure 3.6 (b) helps to identify the homogeneity of the variance. The
two dashed lines suggest a funnel pattern, which could mean a violation of homoscedas-
ticity (i.e., the presence of heteroscedasticity). However, we should consider that the
sample size is small for OMMIC = 5 and 7, which might contribute to this perspective.
Furthermore, we can observe a homogeneous distribution of data points around the
middle (red line). Finally, the Goldfeld-Quandt test confirmed that model #2 meets
this assumption for α = 0.05 (GQ = 2.494, p = 0.009).
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Figure 3.6: Diagnostics plots for effort prediction model #2
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Figure 3.7: Simple model line for effort prediction model #1 (continuous line) and #2 (dashed line).
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Low leverage. The plot in Figure 3.6 (c) suggests no major leverage issues as data
points are centred around zero (y-axis). In addition, only three data points had Hat
values greater than three times the leverage average (0.10). These three data points
correspond to the OMMIC = 7.
No perfect multicollinearity. As Model #2 has only one predictor, there is no risk
of multicollinearity.
Normality. The density plot in Figure 3.6 (d) shows a positive skew, which sug-
gests deviation from normality. Indeed, as the Shapiro-Wilk test confirmed, model #2
violated the normality assumption (W = 0.936, p = 0.004).
3.4.1.3 Alternative Simple Robust Regression Model
Robust regression is a method less sensitive to outliers and make no assumption regard-
ing the distribution type (Section C.5). This section uses this method to test whether it
can improve the prediction accuracy of our regression model. Additionally, the robust
regression is an alternative to overcome the lack of normality for the simple model #2.
Table 3.13 shows the accuracy and goodness of fit for the simple robust model #3.
Compared to model #2, the robust regression improved the model in -13.6% (MMRE
= 0.412) though all pred measures decreased. Regarding the goodness of fit, we can
observe an improvement of -32% in the RSE measure (6.388), but a considerable decrease
(60%) in the R2 (0.162).
3.4.2 Multiple OLS Linear Regression Model
A multiple linear regression model is similar to a simple model, but it includes more
than one predictor. We built a set of multiple linear models to investigate whether
other variables in our data set could improve the prediction accuracy of our simple
model. Firstly, we analysed possible predictor candidates. Secondly, we applied the
forward stepwise method to identify the impact of predictor candidates in our model.
Next, we analysed the existence of outliers. Then, we checked whether the best multiple
linear model meets underlying assumptions for multiple linear regression models based
on OLS. Finally, a multiple robust regression model was built to evaluate the impact of
this method in the prediction accuracy.
84
3.4 Building Prediction Models
Table 3.14: Ratio variables in our data set and their correlation with effort.
# Ratio variables rho S p
1 OMMIC 0.503 16979 <0.001
2 system.class.method.return 0.416 19969 0.001
3 system.class.loc 0.349 22244 0.006
4 participant.java.knowledge -0.296 44356 0.022
5 system.class.method.void 0.117 30188 0.374
3.4.2.1 Analysis of Predictor Candidates
As the literature recommends [84, 206], we quantified the correlation between ratio
variables in our data set and our dependent variable (effort) to identify predictor can-
didates. As Table 3.14 shows, rho values vary from 0.117 (lowest) to 0.503 (highest),
disregarding the signal. To be considered as a predictor candidate, we set rho = 0.193 as
the minimum cutoff. This value represents the minimum value for medium correlations
in SE experiments [120]. Apart from variable #5 that did not meet our cutoff, all other
variables were considered as possible predictors for the forward stepwise method.
3.4.2.2 Forward Stepwise Method
This method was used to define whether a predictor candidate should enter the mul-
tiple regression model. The entry condition was a MMRE <0.477, which was the best
accuracy achieved by the simple OLS regression model. The stepwise method consists
of several iterations. For each iteration, (i) one predictor candidate is added to the
model, (ii) the model accuracy is re-evaluated by applying LOO-CV, and (iii) the entry
criterion is applied to decide whether the predictor candidate should be kept in the
model. As OMMIC is already in the model, we omitted this step and started with the
second predictor candidate (variable #2, according to Table 3.14).
Iteration 1 In the first iteration, a second predictor was added to the simple model
#2 as an attempt to improve its prediction accuracy. As Table 3.13 shows, model
#4 (MMRE = 0.486) achieved a slightly worse (1.9%) prediction accuracy than model
#2 (MMER = 0.477). Thus, variable #2 was removed from the model and a second
iteration was performed.
Iteration 2 For the second iteration, the predictor candidate variable #3 was added
to the simple model #2, resulting in the model #5 (Table 3.13). Although the prediction
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accuracy did not change, we can observe some improvement in the goodness of fit.
Iteration 3 As variable #3 did not satisfy the criterion for inclusion in the model, it
was removed and a new iteration was performed with the last predictor candidate in our
list, variable #4. Model #6 (Table 3.13) resulted in a slightly better model (MMER =
0.476) when compared to the model #2 (MMER = 0.477). Although we can observe
a significant improvement in the goodness of fit, some measures of accuracy decreased,
such as Pred(0.25) and Pred(0.30). As the entry condition was met, this variable was
kept in the model and a new iteration was performed.
Iteration 4 and 5 We tried to add a third variable to the model, resulting in models
#7 and #8. As Table 3.13 shows, model #8 resulted in a better accuracy and goodness
of fit. Therefore, variables #1, #4 and #3 were kept in the model.
Iteration 6 and 7 For these iterations, we forced the entry of two categorical vari-
ables. As Table 3.13 shows, the variable that measured whether participants had pre-
vious experience reengineering legacy applications (participant.experience.reeng),
included in model #9, improved the model accuracy in -1.7% (MMRE = 0.469) when
compared to model #2 (MMRE = 0.477). We can note that this variable also improved
the Pred(0.37) measure. Therefore, this variable was kept in the model. The other
categorical variable (system.id) that controlled the system used in the experiment did
not result in a better model.
3.4.2.3 Outlier analysis
This section tries to identify possible outliers and quantify their impact on the multiple
model #9. As there are multiple predictors in the model, it is no longer possible to
infer outliers just by inspecting the jitter plot. Therefore, we used the Cook’s distance
to identify possible outliers.
Using default values for the cutoff of Cook’s distance, we could not identify any
outlier candidate (Figure 3.8). We investigated observations 18, 23 and 54 because they
significantly differ from others, but we could not find any evidence that make them
outlier candidates. For instance, observation 23 is one out of the three observations for
the class br.com.siget.controle.CompraControle. The effort for this observation was
53 min, whereas the other two observations took 35 and 50 min. Thus, we concluded
that model #9 was the best model we could find for this data set using OLS multiple
linear regression.
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Figure 3.8: Cook’s distance plot for the multiple effort prediction model #9.
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3.4.2.4 Multiple Model Diagnostics
As for the simple model, we carried out a set of tests to identify the extent to which the
best multiple model meets seven underlying assumptions for multiple linear regression
models based on the OLS method. As a reference, we used model #9, as it obtained
the best accuracy amongst all multiple models built (Table 3.13). Figure 3.9 shows four
plots to visually support the diagnostics.
Sample size. Unlike the simple model, the multiple model #9 consists of four predic-
tors. For our reduced sample with 59 observations the sample-predictor rate is 14.75,
which is still greater than the minimum cutoff of 10. Therefore, model #9 meets this
assumption.
Linearity. Figure 3.9 (a) shows the jitter plot for residuals and fitted values of multiple
model #9. Data points are scattered across the plot around the red line (middle), and
the blue line suggests no pattern at all. To test the assumption that the model has no
linearity issues, we applied the Rainbow test that confirmed that the model met the
linearity assumption (Rain = 1.503, p = 0.154).
Independent residual terms (errors). We tested the lack of autocorrelation for
residual terms by using Durbin-Watson test (DW = 1.742, p = 0.097). Like in the
simple model, the DW statistics is close to 2, meaning that errors are independent. The
p-value is not significant for α = 0.05, confirming that model #9 meets this assumption.
Homoscedasticity. To meet this assumption, the variance of residual terms should
be homogeneous. Figure 3.9 (b) helps to identify the homogeneity of the variance. Like
for the simple model (Figure 3.6 (b)) the two dashed lines suggest a funnel pattern,
which could indicate the presence of heteroscedasticity. Although we can observe a
homogeneous distribution of data points along the middle (red line), we applied the
Goldfeld-Quandt to test whether the homoscedasticity assumption was met. The test
result (GQ = 3.095, p = 0.003) is significant for α = 0.05, which confirms that the
assumption is met.
Low leverage. The plot in Figure 3.9 (c) suggests no major leverage issues as data
points are centred around zero (y-axis). The average leverage for this model is 0.084.
Therefore, the cutoff for analysis is three times this average (0.254). Examining the
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Figure 3.9: Diagnostics plots for effort prediction model #9
plot, we cannot observe any data point above the cutoff. Therefore, we considered that
model #9 meets the low leverage assumption.
No perfect multicollinearity. Unlike simple model #2, multiple model #9 might
violate the multicollinearity assumption as it has multiple predictors. To test this
assumption, we checked the variance inflation factor (VIF) that indicates whether a
predictor has strong relationship with other predictors. Table 3.15 shows that the VIF
calculated for all four predictors does not represent major concerns as they are lower
than 10, as recommended in the literature [84]. Furthermore, we also calculated the
tolerance statistics. As Table 3.15 shows, the tolerance is greater than 0.2, which does
not represent an issue. Thus, we considered that the model #9 meets this assumption.
Normality. As for the simple model #2, the density plot in Figure 3.9 (d) suggests
a positive skew. As confirmed by the Shapiro-Wilk test, model #9 also deviates from
normality (W = 0.942, p = 0.007).
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Table 3.15: VIF and tolerance analysis.
# Predictor VIF Tolerance
1 ommic 4.654 0.214
2 participant.java.knowledge 1.876 0.533
3 system.class.loc 4.610 0.216
4 participant.experience.reeng 1.877 0.532
3.4.2.5 Alternative Multiple Robust Regression Model
As Table 3.13 shows, the goodness of fit improved significantly for the multiple robust
regression model #11 (R2 = 0.824, RSE = 8.388) when compared to the best multiple
model (#9). In addition, the accuracy also improved -3.8% (MMRE = 0.451). However,
it is important to highlight that model #11 does not outperform the accuracy of simple
robust regression model #3 (MMRE = 0.412).
3.4.3 Discussion
From 11 prediction models built in Sections 3.4.1 and 3.4.2, the simple robust model #3
achieved the best accuracy as measured by the MMRE summary measure (MMRE =
0.412). This model consists of one single predictor, the OMMIC variable (representing
coupling). Although multiple models based on the OLS method presented an improved
accuracy than the simple OLS model, this result did not hold for the robust method.
According to the accuracy classification presented in Section C.4, model #3 achieved
a good accuracy. In addition, nearly 60% of predictions made by this model achieved
an excellent accuracy (Pred(0.37) = 0.576). Finally, this model is robust to the lack
of normality, presented by the simple OLS model, and meets all other assumptions for
the generalisation of linear regression models. Therefore, we conclude that this model
can be used to predict the effort of increasing cloud application portability within the
context defined in Section 3.3
3.5 Summary
This chapter represents the first step towards addressing the objectives defined in Sec-
tion 1.2. We empirically investigated a software design property, coupling, to identify
whether it impacts cloud application portability. The result of the experiment in Sec-
tion 3.3 confirmed our hypothesis - coupling does impact cloud application portability
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within the context defined for the experiment. Moreover, the experiment achieved at
least a medium effect size and a considerably high statistical power for all comparisons
made, when taking into consideration SE experiments. Additionally, we used the data
set produced in the experiment to build 11 prediction models by using two different pre-
diction methods for linear regression. Our best model achieved a good accuracy when
compared to other prediction models reported in the related literature (Section C.4).
Moreover, nearly 60% of model predictions could be classified as excellent. Our best
model meets seven common assumptions for linear regression models, which enables
its generalisation beyond this data set. Together, these results are aligned with the
outcomes envisaged for this research.
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Chapter 4
Investigating the Impact of Security
Systems on Cloud Application
Portability
Unlike the previous chapter that investigated a design property, this chapter investigates
the hypothesis that technologies adopted by cloud applications impact cloud application
portability. This hypothesis was inspired by the literature on software migration, grid
computing and migration to the cloud, which suggests that technologies adopted by
software applications can also impact on portability (Section 2.2.3).
To select a particular technology to investigate, we took into account two aspects.
Firstly, security has been as a top concern for cloud adoption according to both surveys
with practitioners [47, 77, 169] and the cloud literature [31]. Thus, it makes sense to
investigate technologies that implement security principles. Secondly, the migration
scenario addressed in this research (Figure 2.5) requires re-engineering legacy three-tier
web applications to enable them as a Distributed System (DS) (Sections 2.1.3 and 2.4.5).
Ideally in a DS, security systems that implement Identity & Access (I&A) management
(i.e., authentication and authorisation, respectively) should enable application users to
authenticate only once and gain access to multiple application components without the
need for re-typing their password (single sign-on) for each component accessed during
a session [50]. Thus, we investigate whether the effort to enable single sign-on varies
with the security system. Security system is a generic term used in this chapter to
refer to a framework (e.g., Spring Security) or a software module (e.g., the container
93
4. IMPACT OF SECURITY SYSTEMS ON CLOUD PORTABILITY
security in Glassfish application server1) that implements security mechanisms, such as
authentication and authorisation.
In particular, this chapter empirically investigates the impact of the choice of security
systems on cloud application portability in the context of modifying the security system
of legacy three-tier web applications to enable the use of single sign-on by adopting
implementations of the OpenID protocol (Section 4.2). We explore the outcomes of this
investigation by building prediction models to support decision makers when analysing
the required effort to increase the cloud portability of their applications (Section 4.3).
Before presenting these results, we start the chapter by introducing key concepts of
authentication for DS in Section 4.1.
4.1 Review of Authentication in Distributed Systems
Identity & Access are principles of DSs that are mainly enforced by two mechanisms
[228]:
• Authentication is the process of confirming that users are who they claim to be.
This is the first step to grant a user access to protected resources; and
• Authorisation is the process of granting an authenticated user access only to
resources over which they have access right.
Both authentication and authorisation are mechanisms implemented by security
systems [228], such as security services provided by JEE containers2 (Container-based
security) or the Spring Security Framework3. Due to time and scope limitations, this
research focus only on authentication.
One way to authenticate users in DSs is by adopting Federated Identity (FI) man-
agement systems [50, 139, 228], such as Kerberos4 and Shibboleth5. As Chadwick [50]
explains, a FI system enables users to use their “credentials (authentication and au-
thorisation) from one or more identity providers to gain access to other sites (service
providers) within the federation.” A benefit of FI is the single sign-on (SSO) capability
[50], which enables users to “log-in once and gain access to multiple websites without the
hassle of repeatedly typing their passwords” [248].
1http://glassfish.java.net
2http://docs.oracle.com/javaee/7/tutorial/security-intro002.htm
3http://projects.spring.io/spring-security/
4http://web.mit.edu/kerberos/
5http://shibboleth.net/
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Although FI systems have been there for a long time, SSO has recently gained
popularity thanks to cloud applications [172, 248]. With the proliferation of services
provided through the internet, the website-specific password-based authentication used
by traditional web applications became unfeasible [81, 139, 150]. SSO has not only
become a requirement of service users [96], but it is also key to a seamless user experience
in cloud [150, 172]. Therefore, adopting SSO legacy web applications are not only
becoming more cloud portable, but they are also becoming more cloud-like [172].
OpenID Connect1 is a SSO protocol that has been supported by large organisations,
such as Google and Yahoo [30, 150]. The OpenID protocol consists of the following
entities [30]:
• End user represents the entity (person or machine) that wants to access a cloud
application or service;
• Identity provider is a third-party entity responsible for authenticating the end
user ;
• Relying party is the security system implemented by the cloud application or
service that receives the authentication response from the identity provider ;
The OpenID foundation maintains a list of certified identity providers2, which in-
cludes Google and PayPal, for instance. These identity providers implement the OpenID
Connect specification, and therefore can be seamlessly used to authenticate end users
[150]. The OpenID Connect specification must be also implemented by the cloud ap-
plication or service (relying party) to enable that end users are acknowledged as au-
thenticated users [30]. To support relying parties to implement the OpenID Connect
protocol, several libraries, services and tools are currently available3. One interested in
using SSO can adopt one of these libraries, services and tools to enable OpenID Connect
authentication.
4.2 Empirical Investigation
The goal of this experiment is to analyse two security systems commonly adopted by
legacy web applications. We aim to evaluate these security systems with respect to
their impact on the effort to increase cloud application portability from the point of
1http://openid.net/connect/
2http://openid.net/certification/
3http://openid.net/developers/libraries/
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view of the software developers. This evaluation is performed in the context of software
developers modifying configurations and code related to the implementation of security
systems in legacy web applications. The modification aims to enable the use of SSO by
adopting implementations of the OpenID Connect protocol.
We start this section by detailing the experiment protocol and its execution (Section
4.2.1). Secondly, we present characteristics of participants of this experiment (Section
4.2.2). Next, we show the main results of our experiment (Section 4.2.3). Then, we
analyse the impact of these results in our proposed hypothesis, and discuss the impli-
cations of our findings (Section 4.2.4). Finally, we examine the main threats to the
validity of our findings (Section 4.2.5).
4.2.1 Experiment Plan and Execution
As explained in Section 1.2, we used guidelines provided in [256] to prepare and conduct
this experiment. In addition, this experiment followed recommendations put forward
by Sjøberg et al. [214] to increase the realism of experiments in terms of participants,
tasks and environment. Next subsections correspond to elements of the experimentation
framework, detailing the protocol for the experiment, and its execution. Terminology
associated with the experimentation framework is highlighted in the main text; this
terminology is explained in Appendix B.
4.2.1.1 Participant Selection and Study Design
To increase both realism and external validity of this experiment [214], we recruited
professional software developers to take part in this experiment. The recruitment and
selection followed guidelines proposed in [131], and basically consist of:
1. Setting up the population of interest. Our focus is software developers that are
responsible for maintaining the application code. In addition, we focused on small
and medium Brazilian software development companies;
2. Defining inclusion criteria. The four inclusion criteria are: (i) more than one-year
of professional experience, (ii) previous experience changing third-party code, (iii)
Java programming skills equals to or more than level 2 in the self-evaluation test,
and (iv) some knowledge on security mechanisms addressed in the experiment;
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3. Identifying sources for participant selection. All participants work for a Brazilian
company which we established partnership with for this experiment. Possible
threats to the validity raised by this sample is discussed in Section 4.2.5;
4. Defining compensation for participants. We surveyed local companies to identify
the current hourly rate paid for software developers. The hourly rate varies from
R$ 12.00 to R$ 25.001, varying according to the developer experience. Therefore,
we decided to pay the intermediary amount of R$ 18.00, which is equivalent to
US$ 4.50. In addition to the payment, all participants received certificates for the
concepts addressed in this experiment;
5. Performing the recruitment and selection. Once the partnership with the Brazilian
company was established, we contacted the project manager, who took care of
advertising the experiment to their developers. With the inclusion criteria in
mind, the project manager pre-selected those interested in taking part in this
experiment, which resulted in six participants.
Due to the limited number of participants, we decided for a within-subject design for
this experiment. In practice, it means that all six participants worked on both control
(CG) and treatment (TG) groups. Although we hired these six developers, we gave
them the chance to decide whether or not to participate. Hence, they could resign from
the experiment if they wanted to. No participant gave up (drop-out = 0 ).
4.2.1.2 Instrumentation
Software systems, APIs, identity provider, and experiment materials are instruments
used in this experiment, as follows.
Software systems Three Java-based web applications are used in this experiment.
All three applications implement Spring Security Framework. The web applications
consist of one prototype and two commercial information systems. The prototype was
developed for the pretest (Section 4.2.1.6) and consists of a web application that au-
thenticates the user and grants access to a welcome page. The two commercial infor-
mation systems (Siget and NisseiNet) were originally developed by students as their
final project to graduate as Bachelors in Information Systems. As these are commercial
systems, their code and documentation are not available to the general public. These
1Real (R$) is the Brazilian currency. For the time this document was written, one Real was
equivalent to US$ 0.25.
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Table 4.1: Measures of size for software applications used in the experiment.
Size Metric Siget NisseiNet
Classes 84 69
Methods 623 530
Configuration Files 12 12
Web pages 60 57
Lines of Code 4,793 3,237
systems are currently deployed in small Brazilian companies. The main reason to select
these systems is that they are small and self-contained, as opposed to large legacy sys-
tems that would increase the complexity for our participants. Table 4.1 presents size
measures for the two information systems. Possible threats to validity raised by this
selection are discussed in Section 4.2.5.
To enable the effort comparison of Container-based security (Container) and Spring
Security Framework (Spring) - the two security systems investigated in this experiment
- the author of this thesis re-engineered the two applications to create versions of these
applications that implement Container-based security. This re-engineering was neces-
sary to ensure that objects manipulated in this experiment (i.e., applications) are alike,
and therefore, the only difference is the security system implemented. Possible threats
to validity raised by this approach are discussed in Section 4.2.5.
As a within-subject experiment, participants are randomly assigned to all objects.
The exception is the prototype application. As the purpose of prototype is to be used
as pretest, all participants received the prototype as their first application - though we
randomised the version. Table 4.2 shows the order in which participants received their
objects. This experiment had 24 observations1 (sample size) since six participants mod-
ified two versions of the two commercial information systems (recall that the prototype
was a pretest and therefore, it is not part of our hypothesis testing).
APIs The OpenID Connect protocol is implemented by several APIs2. We investi-
gated some of these APIs to find one that could be applied for security systems adopted
in this experiment, and that offered minimal complexity for learning and using. Two
APIs were used: Scribe3 for Container, and MITREid Connect4 for Spring. Using
1This number disregards observations produced for the Prototype application.
2http://openid.net/developers/libraries/
3http://github.com/scribejava/scribejava
4http://kit.mit.edu/projects/mitreid-connect
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Table 4.2: Participants were randomly assigned to objects, apart from the Prototype
application (pretest).
Participant Prototype Siget NisseiNetContainer Spring Container Spring Container Spring
1 2 1 6 5 3 4
2 2 1 5 6 3 4
3 1 2 6 5 3 4
4 1 2 3 4 5 6
5 1 2 5 6 3 4
6 1 2 4 3 5 6
two different APIs might raise some concerns regarding the validity of this experiment.
These concerns are discussed in Section 4.2.5.
Identity provider As explained in Section 4.1, the OpenID Connect protocol re-
lies on an identity provider. The OpenID Connect website maintains a list of certified
providers. For this experiment, Google was used as identity provider because it pro-
vides detailed documentation and examples on how to implement its authentication
mechanism (Google Sign-in).
Experiment materials Training material, collection forms and guidelines for per-
forming this experiment were carefully prepared by the experimenter and validated by
two experienced researchers.
4.2.1.3 Task
The task performed in this experiment consists of modifying application code and con-
figuration related to the security system to implement SSO by using OpenID Connect
protocol implementations and Google as an OpenID identity provider. The procedure
for modifying the application slightly differs between security systems, and can be per-
formed in different ways even for the same system. Hence, this task can be considered
as non-deterministic, as the randomness involved in how the task is performed might
affect the result of effort, e.g. by using additional libraries.
In summary, the task consists of performing the following steps:
1. Importing the application into the IDE;
2. Adding/updating libraries;
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3. Analysing application architecture;
4. Modifying application/security system to deal with the OpenID Connect authen-
tication flow;
5. Modifying the login page to support Google Sign-in;
6. Testing the application and correcting possible problems.
Step 4 represents a major difference between Container and Spring because Con-
tainer requires mainly code modification whereas Spring requires only configuration.
This difference is due to the Spring implementation chosen for this experiment.
Spring provides two implementations1: XML-based (Security Namespace Config-
uration) and code-based (Java Configuration). We opted for using the XML-based
implementation because the two commercial systems used in this experiment use the
XML-based implementation of Spring. Possible threats for the validity of this experi-
ment raised by this choice are discussed in Section 4.2.5.
We did not consider authentication configuration on the Google service as part of the
task investigated in this experiment. The experimenter configured the Google service
for each of the six applications used as objects in this experiment. This Google service
configuration is necessary to make the Google service recognise the application as a
relying party. This configuration was not included as part of the task to reduce the
complexity and save time in the experiment execution. Moreover, this configuration is
the same regardless of the security system adopted.
To control the time spent (effort) for changing each application, participants regis-
tered the start and end time on data collection form, along with the step they had to
perform. We classified participants’ steps into four categories (subtasks):
• Environment preparation, which includes importing the project into the IDE and
adding libraries into the project;
• Code analysis, which consists of getting familiar with the application;
• Change, which represents the necessary changes to fulfil the required task; and
• Test & corrections, which consists of testing the application to check the effective-
ness of changes and making any necessary correction.
This classification enabled us to investigate whether there is any difference across
different subtasks (Section 4.2.3.3).
1http://docs.spring.io/spring-security/site/docs/4.0.3.RELEASE/reference/htmlsingle/
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Table 4.3: Formal definition of hypotheses.
Null hypothesis(H0) x˜T Spring = x˜TContainer
Alternative hypothesis(H1) x˜T Spring > x˜TContainer
4.2.1.4 Selection of Variables and Definition of Hypotheses
Security systems represent the independent variable, or factor, evaluated in this exper-
iment. Container and Spring are the two possible values (treatments), measured on a
categorical scale. These two security systems have several versions. For the Container,
we used the Servlet API version 3.0.1 whereas for the Spring we used the Spring Security
Framework version 4.0.1.
The effort is the dependent variable, measured in the number of minutes1 (ratio
scale) to perform the task presented in Section 4.2.1.3.
Two hypotheses were defined for this experiment, as formalised in Table 4.3. T
is the number of minutes spent to modify an application. Thus, the null hypothesis
states that the median time is the same regardless of the security system whereas the
alternative hypothesis states that Spring takes more time than Container. We chose
this alternative hypothesis rather than different time because our preliminary analysis
indicated that Spring takes more time than Container.
4.2.1.5 Data Analysis
As explained in Section 1.2, we adopted only non-parametric statistics in this exper-
iment, as summarised in Table 4.4 whereas cutoffs we used for inferential tests are
summarised in Table 4.5.
4.2.1.6 Experiment Execution
A pilot experiment was performed by the author of this document to check the task
complexity, materials for training and experiment, and time required for performing the
task. The result of this pilot prompted some changes in the experiment protocol. In
addition, it provided preliminary guesses on the results. The experiment was undertaken
in five steps: (i) participant selection; (ii) training; (iii) pretest; (iv) experimentation;
and (v) feedback.
1. Participant selection. The process for participant selection was previously de-
scribed in Section 4.2.1.1. After selection, participants received an introduction
1We use the terms effort and time interchangeably throughout this document.
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Table 4.4: Summary of statistics and statistical tests in the experiment.
Statistic Type Statistic/Test Definition/Config. Purpose
Descriptive
Median and
quartiles
25%, 50%, 75%,
100%
To identify the middle
value and categorise oc-
currences into quartiles ac-
cording to their values.
Range Maximum - Mini-mum
To quantify the data dis-
persion.
Inferential
Shapiro-Wilk Two-tailed, α =0.1
To test the assumption
that the data is normally
distributed.
Wilcoxon
rank-sum One-tailed
To test the statistical sig-
nificance of differences be-
tween two medians.
Spearman’s
correlation Two-tailed
To test the strength of a re-
lationship between two nu-
merical variables.
Kruskal-Wallis Two-tailed
To test the statistical sig-
nificance of differences be-
tween several medians.
Table 4.5: Cutoff values for evaluating the hypotheses. Table adapted from [70].
Unknown true state of nature
H0: x˜T Spring = x˜TContainer H1: x˜T Spring >x˜TContainer
0.90 0.24
Statistical Accept H0 1 - α: Correct β: Type II error
Conclusion (Confidence level)
0.10 0.76
Reject H0 α: Type I error 1 - β: Correct
(Significance level) (Statistical power)
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script. This script provided an overview for the experiment, highlighting its pur-
pose, the task that participants should perform, and benefits of taking part in this
experiment. Those who accepted taking part in the training session were asked to
fill out the participant characterisation form. This form collected information re-
garding the participants’ background, such as professional experience. Questions
on this form were based on guidelines proposed in [82];
2. Training. Although selected participants fulfilled the basic selection criteria, they
had limited knowledge on some topics addressed in this experiment (Section 4.2.2).
The training session covered concepts related to cloud, security systems, and the
OpenID Connect protocol. Moreover, it prepared participants to perform the task
evaluated in this experiment. The total training time was two hours;
3. Pretest. The first application assigned to participants was a pretest (the prototype
described in Section 4.2.1.2). This strategy aimed to reduce the learning effect. It
is common in experiments that participants take more time to perform the first
task as they are getting familiar with the experiment [131]. However, participants
were not informed about the pretest to prevent that they behave differently as
that application would not be analysed;
4. Experimentation. The participants were allowed to take short breaks, which were
excluded from the time spent on the tasks. The experimenter observed the exper-
iment execution without interfering in tasks performed by participants. Partici-
pants were strongly advised to not copy and paste any code as it could bias the
result. The experiment was performed in two four-hours sessions; and
5. Feedback. When the experiment had finished, participants were asked to fill a
feedback form, assessing their experience in this experiment. Participants received
their participation certificates a few weeks after submitting the feedback form.
Both training and experiment sessions were performed in the company where the
participants work, using their usual computers and tools. This is an important aspect
to increase the realism of this experiment [214]. For information on ethics in this
experiment, refer to Section 1.3.
4.2.2 Characterisation and Feedback of Participants
This section examines responses from the participation characterisation form (Section
4.2.1.6). We have classified responses into four groups related to participants’ back-
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Table 4.6: Summary of software development background of participants.
# Question AnswersYears/# Languages/Grade N (%)
1 - 2 1 17
6 - 10 4 671 How long have you been program-ming? >10 1 17
2 2 33
3 1 172 How many programming languagesdo you have experience with? >3 3 50
2 1 17
3 3 503 How would you grade your currentdevelopment skills in Java? 4 2 33
2 1 17
3 2 334
How would you grade your experi-
ence on Github or any other repos-
itory based on Git? 4 3 50
2 1 17
3 3 505 How would you grade your skills
with Maven? 4 2 33
ground regarding: personal, software development (Table 4.6), professional (Table 4.7)
and experiment-related skills (Table 4.8). Responses for self-evaluation questions vary
from zero (lowest) to five (highest).
Regarding the group of personal questions, we identified that participants were 21
(n = 1), 25 (n = 1), 27 (n = 2), 33 (n = 1), 40 (n = 1) years old. All participants hold
a graduate degree, and two of them are postgraduate. All participants are male.
Table 4.6 summarises responses for the group of software development questions,
which aim to identify participants’ development skills. In this group, participants were
asked about their programming background and to evaluate their development skills
and knowledge on common software development tools. Most participants program
computers for more than 6 years (question 1), are skilled in more than one programming
language (question 2), has medium to high Java skills (question 3), and has some
experience in common development tools (questions 4 and 5). It is worth to note that
questions 2, 3 and 5 are used to infer the overall professional level of our participants. For
instance, Maven and Git are tools often used by software professionals [153]. Similarly,
experienced professionals tend to know more programming languages due to the variety
of projects they worked on [82].
104
4.2 Empirical Investigation
Table 4.7: Summary of professional background of participants.
# Question AnswersSize/ Years/ Grade N (%)
Medium (900-40,000 LoC) 5 836 Usually, how large are the projectsthat you take part in? Large (>40,000 LoC) 1 17
1 - 2 1 17
3 - 5 3 50
6 - 10 1 177
How long have you been developing
software professionally?
>10 1 17
1 1 17
2 1 17
3 1 178
How would you grade your current
development skills when compared
to the most experienced developer
you have worked with? 4 3 50
2 1 17
3 1 17
4 3 509
How would you grade your current
development skills when compared
to your colleagues? 5 1 17
Table 4.7 summarises responses for the group of professional questions, which aim
to identify important aspects of the professional background of participants. Regarding
the size of projects they are involved in, most participants take part in medium projects
(n = 5). When asked to compare their development skills with experienced developers
(question 8) and their colleagues (question 9), we can observe a slight variation in their
evaluation compared with their skills in Java (question 3).
For question 8, participants 1, 4 and 5 kept the same grade as in the question 3
whereas participants 3 and 6 decreased their grades in one point. Only participant 2
increased his grade from 3 to 4. For question 9, half group kept the same grade as
question 3 (Participants 1, 3 and 6) whereas the other half increased one point. When
compared with question 8, only participants 1 and 2 kept their grades for question 9,
all others increased their grades in one point. This self-evaluation suggests that most
of them consider themselves in a stable position when compared with their workmates.
Table 4.8 summarises responses for the group of experiment-related skills questions,
which aim to identify participants’ level on skills for this experiment. All participants
had experience changing third-party applications (question 10). Although one par-
ticipant did not have any experience implementing security systems in an application
(question 11, Participant 6), all participants had some skills on both security systems
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Table 4.8: Summary of experiment-related skills of participants.
# Question AnswersGrade/ Answer N (%)
Yes 6 10010 Have you ever changed an application devel-oped by a third party? No 0 0
Yes 5 8311 Have you ever partially implemented any secu-rity system in an application? No 1 17
1 2 33
2 3 5012 How would you grade your current skills onSpring security framework? 4 1 17
1 4 6713 How would you grade your current skills oncontainer-based security? 4 2 33
0 3 50
1 1 1714 How would you grade your current knowledgeon OpenID? 3 2 33
investigated in this experiment (questions 12 and 13). Half of participants did not have
any knowledge on OpenID (question 14, Participants 2, 3 and 6).
Responses for questions 11 to 14 show some gaps that could negatively impact this
experiment. Therefore, a training session was performed (Section 4.2.1.6). We eval-
uated the effectiveness of training session by asking some questions with the feedback
form (Section 4.2.1.6). Table 4.9 summarises how participants evaluated their skill-
s/knowledge before and after the training session regarding the three main concepts
addressed in this experiment. We can observe that the training was effective to provide
participants the knowledge/skill necessary for the experiment. Moreover, another ques-
tion asked participants to evaluate to what extent the training session provided what
they needed for the experiment. Five out of six participants evaluated this question
with 5, and one participant with 4.
Table 4.10 summarises further responses for questions asked in the feedback form.
We did our best to increase the realism of this experiment by hiring real developers,
performing the experiment in their usual environment, and giving participants a real
task (Section 4.2.1). As question 15 shows, all participants evaluated the task reality
from medium to high. However, we can note that the task easiness was perceived
differently across participants (question 16). Participants 2 and 3 evaluated this question
with 5 (very easy) whereas participants 1 and 4 evaluated with 2 (not too easy).
Finally, we asked participants to select which security system was easier to work
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Table 4.9: Comparison of participant’s skills before an after training session.
Participant
How would you grade your current (..)
(..) skills on Spring
security framework?
(..) skills on
container-based
security?
(..) knowledge on
OpenID?
Before After Before After Before After
1 2 3 4 5 1 3
2 2 3 1 3 0 4
3 1 3 1 4 0 4
4 2 3 1 3 3 3
5 4 4 4 4 3 4
6 1 2 1 3 0 2
Table 4.10: Participant’s responses for the feedback form.
# Question AnswersGrade/ Mechanism N (%)
3 1 17
4 4 6615 How much do you agree that the activityperformed in this experiment is realistic? 5 1 17
2 2 33
3 1 17
4 1 1716
In your perspective, how easy was per-
forming activities required by this exper-
iment? 5 2 33
Container 4 6717 In your perspective, which security sys-
tem was easier to work with? Spring 2 33
Container 1 1718 Which security system would you preferadopting in your applications? Spring 5 83
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Table 4.11: Descriptive statistics for treatments. Spring-based applications require more
effort for all statistics analysed.
Statistics Container Spring Difference (%)
Min 10.00 17.00 70.0
1st Quartile 14.75 19.75 33.9
Median 23.00 32.50 41.3
Mean 26.33 46.08 75.0
3rd Quartile 35.00 55.75 59.3
Max 50.00 129.00 158.0
Range 40.00 112.00 180.0
with (question 17). Four out of six participants agreed that the Container system was
easier than Spring. This result is in line with results presented in Section 4.2.3. The two
disagreements came from participants 1 and 5 - the two experts. On the other hand,
most participants would prefer Spring than Container in their applications (question
18). Participant 3 was the only one to select Container for this question.
4.2.3 Results
This section reports the experiment results. We start by examining the effort required
by the two security systems. Then, we analyse whether these results hold for individ-
ual applications. Next, we investigate the distribution of effort for different subtasks.
Finally, we examine results by skills of participants.
4.2.3.1 Security System Effort Analysis
Table 4.11 shows that changing Spring-based applications (x˜ = 32.5 min) took 41.3%
longer than Container-based ones (x˜ = 23.0 min). The Wilcoxon test reveals that this
difference is statistically significant at α = 0.10 (p = 0.007, V = 70.5). In practice, it
means that the probability that the difference between treatments was achieved only by
chance is discarded for this experiment. Moreover, the large effect size (γ = 0.54) and
high statistical power (Power = 0.89) suggest that the difference between treatments is
significant. Implications of this finding are discussed in Section 4.2.4.
The difference between treatments is not limited to medians, but it spans across
other descriptive statistics. For example, the minimum effort for changing Spring-
based applications (17 min) is 70% greater than that for Container-based applications
(10 min). Similarly, the range effort for Spring-based applications (112 min) is 180%
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Table 4.12: Descriptive statistics for the three applications. Results suggest that the
application also impacts the effort.
Statistics NisseiNet Prototype Siget
x˜ Container 23.50 44.00 23.00
x˜ Spring 41.50 37.00 22.50
x˜ difference (%) 76.60 -15.90 -2.20
p-value 0.01 0.41 0.10
Wilcoxon V 21 12 17
Effect Size (γ) 0.68 -0.23 -0.46
Range - Container 36.00 38.00 38.00
Range - Spring 86.00 56.00 112.00
greater than that for Container-based applications (40 min). These differences support
the hypothesis that Spring requires more effort than Container to modify.
4.2.3.2 Effort Analysis by Applications
Table 4.12 shows that the difference between medians of the two security systems differ
across the three applications used in this experiment. Note that, for this analysis, we
take the Prototype application (used for pretest) into consideration as we are interested
in observing the extent to which the pretest differs from other applications. Median dif-
ferences between Container and Spring vary from -15.9% to 76.6%. Only the Prototype
difference was not found statistically significant, though Siget is borderline (α = 0.10).
NisseiNet had the largest effect size (γ = 0.68), followed by Siget (γ = -0.46) and
Prototype (γ = -0.23). Effect sizes for Siget and Prototype are negative due to the
order of the comparison, i.e., Container >Spring effort. Regarding the range, effort
keeps larger for Spring than Container regardless of the application. These results
suggest that the application has a fundamental role in the effort. In fact, this was noted
by one of our participants as a comment in the data collection form.
One could argue that these differences are due to the different application sizes
(Table 4.1). However, the task investigated in this experiment does not require major
architectural modifications that would be influenced by size. Perhaps, the application
size could influence in the time to analyse the code but, as Section 4.2.3.3 shows, the
median time for analysis does not present any difference regarding the two treatments.
Therefore, we do not believe that the size alone is the major responsible for these
differences. Investigating security rules in the configuration file, we found that Prototype
had the smallest number of rules, followed by NisseiNet and Siget (largest). Perhaps,
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Figure 4.1: Division of effort amongst four subtasks for security system modification.
the difference is motivated by a combination of application and configuration size, but
this is a question that needs further investigation.
4.2.3.3 Effort Analysis by Subtask
The effort share chart in Figure 4.1 shows that Change was by far the most time consum-
ing subtask (54.7%) when compared with all others. Test & corrections also consumed
a considerable time percentage in this experiment (26.6%). It is interesting to note that
this subtask nearly had a rate of 1:2 compared with Change. Although this result does
not differ from the maintenance literature [168], it might suggest that participants took
a considerable amount of time correcting errors. The other two subtasks, Code analysis
(8.2%) and Environment preparation (10.6%) took similar time share.
We also analysed the difference between the two treatments for each subtask (Table
4.13). For Change and Environment preparation, Table 4.13 shows difference in medi-
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Table 4.13: Effort comparison by modification subtask.
Statistics EnvironmentPreparation Code Analysis Change
Test & Correc-
tions
x˜ Container 3.00 2.00 12.50 3.50
x˜ Spring 4.00 2.00 21.00 3.50
x˜ difference (%) 33.33 0.00 68.00 0.00
Range - Container 9.00 10.00 17.00 20.00
Range - Spring 4.00 10.00 45.00 73.00
ans whereas for the other two substasks, medians are alike. For the first time in this
experiment, we could observe a range (Environment preparation) for Container (9 min)
greater than Spring (4 min). It suggests a major variance for preparing the environment
for Container-based applications. This is a surprising result, as Spring required more
libraries and preliminary configuration than Container.
For Test & corrections subtask, we can also observe a large range difference (265%)
between Container (20 min) and Spring (73 min). This significant difference suggests
that participants struggled more for testing and correcting errors in Spring-based ap-
plications than in Container-based. This might be result of the learning effect as Table
4.9 shows that the sum of skills (after training) for Container (22) is 22% greater than
Spring (18). Possible implications of this result on the validity of this experiment are
discussed in Section 4.2.5.
4.2.3.4 Effort Analysis by Participant
As we had few participants, we could easily analyse individual results (Figure 4.2). Pos-
sible implications of the small sample in the validity of this experiment are discussed in
Section 4.2.5. Apart from participant 5 (Container = 31.5 min, Spring = 28.5 min, Dif-
ference = -9.5%), Spring took more time than Container to modify for all participants.
Regarding participant 5, he is: an expert among participants, found Spring-based ap-
plications easier to change than Container-based ones, and evaluated his skills (after
training) with a 4 for Spring, Container and OpenID. However, this participant noted
in the data collection form that he found a bug while changing two Container-based
applications. He noted that he unsuccessfully tried to solve this bug. Therefore, he did
a workaround and kept working on the experiment. Unfortunately, we could not isolate
this case as the participant did not identify on the data collection form the time he
spent working on this bug. No other participant reported something alike.
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Figure 4.2: Effort comparison by participant. Note that the scale differs across boxplots.
Participant 3 had the greatest effort difference between Spring and Container amongst
all participants (137.7%). He also took longer than others to change both Container-
(49 min) and Spring-based (116.5 min) applications. This participant is not the least
or most experienced (Java skills = 3, Skills compared with experienced developer = 2,
Skills compared with their colleagues = 3), but he evaluated his skills (before training)
for Container and Spring with grade 1. Although this participant declared a significant
improvement in his skills after the training (Table 4.9), this result suggests that the
training might not have been so effective for him as he declared. Possible implications
of this result in the validity of this experiment are discussed in Section 4.2.5.
In fact, the size of differences across participants suggest that their background had
also some impact on the total effort. For example, participant 6 was the less experienced
(youngest, little time as professional, little time programming, few skills in Java). On
the other hand, participant 1 was one of the two most experienced participants. When
we compared both, we observe that the effort difference between Spring and Container
is far greater for participant 6 (116%) than participant 1 (5.7%).
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Figure 4.3: Impact analysis of skills on security system modification effort.
4.2.3.5 Effort Analysis by Skill
To investigate the impact of participants’ development skills on the effort, we grouped
results according to participants’ Java skills (Figure 4.3). It is important to note that
grades for Java skills and time developing as a professional include the same participants.
Therefore, the result of our analysis would be exactly the same if we had considered the
time developing as a professional rather than Java skills.
Figure 4.3 shows a clear decreasing trend of effort in function of skills when consid-
ering only Spring-based applications. However, we cannot observe the same trend when
considering only Container-based applications. We applied Spearman’s correlation to
test the correlation between effort and skills. Whereas the correlation was both large
and statistically significant for Spring (rho = -0.67, p = 0.007), it was negligible and no
statistically significant for Container (rho = -0.04, p = 0.43). In addition, we applied
Kruskal-Wallis to test for a statistically significant difference amongst effort medians
for the three skill levels in each treatment. Results confirmed a statistically significant
difference for medians in the Spring group (p = 0.07, chi-squared = 5.26), but not in
the Container group (p = 0.977, chi-squared = 0.04). The causes for these differences
need further investigation.
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4.2.4 Discussion
This section discusses the impact of our results on the hypothesis testing and on the
research question. We also discuss practical implications of our results.
4.2.4.1 Hypothesis Testing
The null hypothesis investigated in this experiment states that the median time to
modify how the application authenticates the user is the same regardless of the security
system adopted (Section 4.2.1.4). From the previous section, we can observe that the
median time vary with the security system (Difference = 41.3%, p = 0.007, γ = 0.54,
Power = 0.89).
As the p-value is significant at α = 0.10, we reject the null hypothesis and accept
the alternative hypothesis that states that the median time is greater for Spring than
Container. It is important to highlight that even a smaller α, like α = 0.05 or α = 0.01,
would not change the null hypothesis rejection for this experiment.
To analyse the relevance of this result, we compare its effect size and power with
that obtained by Software Engineering (SE) experiments. According to the classification
proposed by Kampenes et al. [120], the effect size for this experiment can be considered
large (0.456 <γ <0.868). Moreover, only 30% of experiments in SE achieved such a
large effect (x¯ = 0.34).
For the statistical power, we consider the classification proposed by Dybå, Kampenes
& Sjøberg [70]. For a large γ, like in this experiment, the statistical power achieved in
this experiment is greater than the mean achieved by experiments in SE that used the
Wilcoxon test (x¯ = 0.74). Moreover, when compared with all experiments analysed in
[70], only 16% of experiments achieved such a high statistical power (x¯ = 0.63).
4.2.4.2 Research Question
Our research question is whether security systems impact on cloud application porta-
bility. The rejection of the null hypothesis and acceptance of the alternative hypothesis
support the conclusion that, for this experiment, Container-based take less time than
Spring-based applications to be modified. Thus, we can suggest that a cloud migration
that requires similar modification to that performed in this experiment will be more
efficient if the application’s security system is based on Container rather than Spring.
Hence, a Container-based is more portable than a Spring-based application, which an-
swers our research question: security system impacts cloud application portability.
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4.2.4.3 Implications
Once confirmed by independent replications, our results have two main implications.
Numerous researchers from industry and academia have sought solutions that enable
or increase cloud portability, typically based on the claim that lock-in is due to the use
of cloud platforms with different semantics, technologies and interfaces [210]. Although
these claims make sense from a practical perspective [211], they lack empirical evidence.
This experiment provides an empirical evidence that the application technology impacts
cloud portability too. This finding shows the need for studies investigating techniques
to make applications more portable in cloud rather than only proposing new solutions
for abstracting cloud differences.
Another practical implication of our findings bears on the recruitment of technical
staff for performing migration activities. Taking into consideration the result reported
in Section 4.2.3.5, a company could save some money by hiring technical staff with
specific characteristics. For instance, for Spring-based applications, the company should
hire experienced developers, as they took one-third of the time (18.5 min) that less
experienced developers (58.5 min), as long as they do not cost three times more. On the
other hand, for Container-based applications, the company should hire less experienced
developers as their effort does not differ significantly from experienced developers.
4.2.5 Threats to Validity
This section discusses the main internal and external threats to the validity of this
experiment.
4.2.5.1 Internal
Internal threats impact on the cause-effect relationship. These threats might lead to an
alternative cause for the effect (known as confound) [215]. In this section, we identify
four internal threats.
As Section 4.2.3.2 shows, the software application impacts the effort. As one of the
researchers involved in this study re-engineered the applications for adopting a different
security system, it might have biased our results. To mitigate this threat, we followed
common conventions for adopting the Container security system1, and we were careful to
translate security rules from Spring into Container to keep exactly the same semantics.
1http://docs.oracle.com/javaee/7/tutorial/partsecurity.htm
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Adopting two different APIs for implementing OpenID Connect protocol might have
introduced some bias in our results as one API could require more effort than other
(Section 4.2.1.6). However, this was a necessary risk. The Container API would require
critical and very complex modifications in order to be adopted by Spring, whereas the
Spring-API could not be adopted by Container-based applications as they are specific
for Spring. This might be a confound variable for this experiment, and the complexity
of these APIs should be evaluated in isolation to identify its confounding effect.
Using one XML-based (Spring) and another code-based (Container) security system
is a possible threat because some participants could be more skilled in one technology
than another. In addition, this heterogeneity in our variables can be a confounding
factor. As explained in Section 4.2.1.3, it was necessary due to the version of applications
and the Spring version used. Like the use of different OpenID Connect APIs, this might
be a confound variable that should be evaluated in isolation to identify its confounding
effect in future studies.
As Section 4.2.3.3 shows, the training session and the pretest might not have been
enough to prepare participants and rule out all learning effects. Although some partic-
ipants had some knowledge on OpenID, no one had experience in OpenID implementa-
tions. Therefore, we can assume that all participants learnt at the same time, but we
cannot guarantee that all of them acquired similar skills after training.
Finally, the small sample size could also affect our conclusions. However, it is impor-
tant to emphasise that the experiment achieved a large effect size and a high statistical
power when compared to experiments in Software Engineering (Section 4.2.4.1). More-
over, Section 4.2.3.5 shows that results do not differ across participants, apart from one
participant. Nevertheless, more participants should be considered for future replications
of the experiment.
4.2.5.2 External
External threats restrict the result generalisation beyond the scope of the study [256].
In this section, we identify two external threats.
Applications used in this experiment are a very small sample of the target objects for
this experiment (Section 4.2.1.2). This decision was necessary to keep the experiment
simple and possible to execute in the limited amount of time. These applications are
small information systems, and therefore, they limit the generalisation of this result
beyond this category.
However, it is worth to note that these are real commercial applications. Future
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replications of this experiment should increase the number and type of applications
analysed to enable wide generalisations.
Using participants from the same company might affect our power to generalise our
results. Although it is not uncommon to limit studies to a single group [94, 195], we
recognise that it can restrict our generalisation. However, from our work experience
with SMEs, we believe that these participants are a good representative of developers
employed by Brazilian software development companies.
4.3 Building Prediction Models
This section details the exploratory process of building regression models for predicting
the effort of increasing cloud application portability by modifying the security system
of legacy three-tier web applications to enable the use of single sign-on by adopting
implementations of the OpenID Connect protocol. By using concepts and techniques
explained in Appendix C and results from the experiment reported in Section 4.2, we
built a set of simple and multiple linear regression models using OLS and, alternatively,
robust regression methods. Leave-one-out cross-validation (LOO-CV) was used to eval-
uate the prediction models. The prediction model accuracy was assessed by using the
MMRE summary measure. Additionally, we compared the accuracy of our models with
maintainability prediction models reported in Section C.4. The rationale for techniques
used in this section is detailed in Appendix C.
4.3.1 Simple OLS Linear Regression Model
The experiment reported in Section 4.2 shows that security system can be used as an
indicator of cloud portability when adoping SSO by using OpenID Connect implementa-
tions. Therefore, we built a simple linear regression model by using the security system
as a single predictor. Figure 4.4 shows a jitter plot with all 24 observations and a model
line representing the prediction model. Unlike the prediction model reported in Section
3.4.1, the single predictor is a categorical variable with only two values representing the
two security systems evaluated in our experiment.
Table 4.14 summarises the accuracy obtained with LOO-CV, and the goodness of
fit for this simple model. According to the classification presented in Section C.4 for
maintainability prediction models, the simple model #1 achieved a fair accuracy (0.49
< MMRE ≤ 0.88). Similar to the simple model in Section 3.4, the Pred(0.37) shows
that 41.7% of predictions using this model could be classified as excellent.
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Figure 4.4: Effort prediction model line using security system as a single predictor.
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Figure 4.5: Cook’s distance plot of data points. No observation is acknowledged as an
outlier though two observations differ from the rest.
However, the goodness of fit (R2 = 0.122; RSE = 27.600) is significantly lower than
that for the simple model in Section 3.4 (R2 = 0.224; RSE = 15.130).
4.3.1.1 Outlier analysis
As outliers can influence the model, we tried to identify possible outliers and quantify
their impact on the model. The plot in Figure 4.4 suggests two outlier candidates with
Effort >100 min (Observations 10 and 12). In addition to the jitter plot, we also used
the Cook’s distance to identify outlier candidates. As Figure 4.5 shows, no observation
is above the cuttoff for Cook’s distance (0.5) though observations 10 and 12 differ from
most observations.
We analysed observations 10 and 12 to check whether they were influential cases for
the model. These two observations came from participant 3 when modifying the Spring
security system for the two applications used in the experiment. This participant took
the highest amount of effort for Spring applications amongst all participants (Section
4.2.3). Therefore, these two observations were not considered as outliers.
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Table 4.14: Accuracy and goodness of fit for effort prediction models built. Variables are identified according to Table 4.15
# Prediction Model (Variables) Accuracy Measures Goodness of fitMMRE MAR Pred(0.25) Pred(0.30) Pred(0.37) R2 RSE
1 Simple model (Security System) 0.733 21.000 0.250 0.292 0.417 0.122 27.600
2 Simple robust model (Security Sys-tem) 0.581 19.685 0.167 0.250 0.375 0.021 17.190
3 Multiple model (Security System +#1) 0.728 20.191 0.125 0.250 0.417 0.289 25.420
4 Multiple model (Security System +#2) 0.758 21.147 0.208 0.333 0.333 0.272 25.730
5 Multiple model (Security System +#3) 0.719 20.534 0.292 0.333 0.375 0.193 27.090
6 Multiple model (Security System +#4) 0.767 21.141 0.292 0.292 0.333 0.216 26.700
7 Multiple model (Security System +#3 + #1) 0.738 20.754 0.250 0.292 0.417 0.294 25.970
8 Multiple model (Security System +#3 + #2) 0.804 22.098 0.208 0.292 0.292 0.272 26.360
9 Multiple model (Security System +#3 + #4) 0.787 21.750 0.250 0.292 0.292 0.216 27.360
10 Multiple model (Security System +#3 + app.name) 0.756 21.613 0.250 0.292 0.333 0.193 27.750
11 Multiple model (Security System +#3 + time.p.dev) 0.787 21.750 0.250 0.292 0.292 0.216 27.360
12 Multiple robust model (SecuritySystem + #3) 0.561 19.014 0.167 0.250 0.250 0.100 20.970
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4.3.1.2 Simple Model Diagnostics
As explained in Section C.5, meeting some underlying assumptions is a pre-condition
to accurately generalise a model beyond its data set. We tested the extent to which
model #1 meet seven underlying assumptions for simple linear regression models based
on the OLS method. Figure 4.6 shows four plots to visually support the diagnostics.
Sample size. No observation was removed from the original sample. Therefore, the
simple model was based on the full sample that consists of 24 observations. As only
one predictor was used for building the model, the sample-predictor rate is within the
acceptable range (i.e., ≥ 10).
Linearity. Figure 4.6 (a) shows the jitter plot for residuals and fitted values of the
simple model. Data points are scattered across the plot around the red line (middle),
suggesting a homogeneous distribution. The blue line, which supports the recognition
of patterns, overlaps the red line in the middle. Additionally, the Rainbow test confirms
the linearity assumption fulfilment (Rain = 0.324, p = 0.965).
Independent residual terms (errors). We tested the lack of autocorrelation for
residual terms by using Durbin-Watson test (DW = 1.172, p = 0.008). The DW statis-
tics is within a critical region, suggesting that errors are not independent. Furthermore,
the p-value is significant for α = 0.05, confirming that the simple model #1 does not
meet this assumption.
Homoscedasticity. To meet the homoscedasticity assumption, the variance of resid-
ual terms should be homogeneous. Figure 4.6 (b) helps to identify the homogeneity
of the variance. The two dashed lines suggest a funnel pattern, which could mean a
violation of homoscedasticity (i.e., the presence of heteroscedasticity). However, we can
observe a homogeneous distribution of data points around the middle (red line). Finally,
the Goldfeld-Quandt test confirms that the simple model meet this assumption for α =
0.05 (GQ = 7.403, p = 0.001).
Low leverage. The plot in Figure 4.6 (c) suggests no major leverage issues as data
points are centred around zero (y-axis) and concentrated below the leverage cutoff
(0.25). Therefore, we considered that the simple model meet this assumption.
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Figure 4.6: Diagnostics plots for effort prediction model #1
No perfect multicollinearity. As the simple model has only one predictor, there is
no risk of multicollinearity.
Normality. The density plot in Figure 4.6 (d) shows a positive skew, which suggests
deviation from normality. Indeed, as the Shapiro-Wilk test confirms, the simple model
violated the normality assumption (W = 0.851, p = 0.002).
4.3.1.3 Alternative Simple Robust Regression Model
As explained in Section C.5, robust regression is a method less sensitive to outliers and
make no assumption regarding the distribution type. This section uses this method to
test whether it can improve the prediction accuracy of our regression model. Addition-
ally, for the simple model #1, the robust regression is an alternative to overcome the
lack of normality. Table 4.14 shows the accuracy and goodness of fit for the simple
robust model #2.
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Table 4.15: Ratio variables in our data set and their correlation with effort.
# Ratio variables rho S p
1 participant.openid.knowledge -0.502 3456.8 0.012
2 participant.spring.skills -0.496 3441.5 0.013
3 participant.java.skills -0.349 3104.1 0.094
4 participant.container.skills -0.300 2990.8 0.153
Although we can observe a significant improvement in the MMRE accuracy (-20.7%)
and RSE goodness of fit (-37.7%) when compared to model #1, Pred measures got worse
as well as the R2.
4.3.2 Multiple OLS Linear Regression Model
A multiple linear regression model is similar to a simple model, but it includes more
than one predictor. We built a set of multiple linear models to investigate whether
other variables in our data set could improve the prediction accuracy of our simple
model. Firstly, we analysed possible predictor candidates. Secondly, we applied the
forward stepwise method to identify the impact of predictor candidates in our model.
Next, we analysed the existence of outliers. Then, we checked whether the best multiple
linear model meet underlying assumptions for multiple linear regression models based
on OLS. Finally, a multiple robust regression model was built to evaluate the impact of
this method in the prediction accuracy.
4.3.2.1 Analysis of Predictor Candidates
As the literature recommends [84, 206], we quantified the correlation between ratio
variables in our data set and our dependent variable (effort) to identify predictor candi-
dates. As Table 4.15 shows, rho values vary from -0.300 (lowest) to -0.502 (highest). To
be considered as a predictor candidate, we set rho = 0.193 as the minimum cutoff. This
value represents the minimum value for medium correlations in SE experiments [120].
As all variables are above the cutoff, all of them were considered as possible predictors
for the forward stepwise method.
4.3.2.2 Forward Stepwise Method
This method was used to define whether a predictor candidate should enter the mul-
tiple regression model. The entry condition was a MMRE <0.733, which was the best
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accuracy achieved by the simple OLS regression model. The stepwise method consists
of several iterations. For each iteration, (i) one predictor candidate is added to the
model, (ii) the model accuracy is re-evaluated, and (iii) the entry criterion is applied to
decide whether the predictor candidate should be kept in the model. As the variable
that represents the security system is already in the model, we omitted this step and
started with the second predictor candidate (variable #1 in Table 4.15).
Iterations 1, 2, 3 and 4 Prediction models #3–#6 were built in these four iterations
as an attempt to find a second predictor that could improve the accuracy of our simple
model #1. As Table 4.14 shows, model #5 (MMRE = 0.719) achieved the best accuracy
amongst all models built in these iterations (-1.9% better than model #1). Thus,
variable #3, which was used to produce model #5, was kept in the model and a new
set of iterations was performed.
Iterations 5, 6 and 7 For the second round of iterations (models #7–#9), we tried
to find a third predictor to improve the prediction accuracy of our model. As Table
4.14 shows, no variable could achieve this goal although models in this round presented
a far better R2.
Iterations 8 and 9 The experiment presented in Section 4.2 shows that the Web
application used in the experiment has some impact on the effort for changing the
security system. The Web application is represented by a categorical variable in our
data set. Therefore, for this set of iterations, we forced the entry of two categorical
variables as an attempt to improve the accuracy. However, models #10 and #11,
produced in these iterations, did not improve the accuracy (Table 4.14).
4.3.2.3 Outlier analysis
This section tries to identify possible outliers and quantify their impact on the multiple
model #5. As there are multiple predictors in the model, it is no longer possible to
infer outliers just by inspecting the jitter plot. Therefore, we used the Cook’s distance
to identify possible outliers.
The result of Cook’s distance analysis (Figure 4.7) does not differ from that of the
simple model (Figure 4.5). As no observation was removed from the data set, the cutoff
for Cook’s distance remains the same. No observation was found above the cutoff, and
observations 10 and 12 still differ from most observations. As previously explained in
Section 4.3.1.1, these are not outliers.
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Figure 4.7: Cook’s distance plot for the multiple effort prediction model #5.
As a matter of investigation, we removed observations 10 and 12 and re-built model
#5. We noted a significant improvement (-23.7%) in the accuracy (MMRE = 0.548).
We also observed an improvement in the goodness of fit (R2 = 0.209, RSE = 14.020).
However, removing these two observations would result in a major change in our data
set as they represent the real effort that one of our participants took to perform the
experiment task. This change would also unbalance the distribution of observations
since these two observations refer to the Spring security system. Therefore, we decided
for keeping these observations in the data set.
4.3.2.4 Multiple Model Diagnostics
As for the simple model, we carried out a set of tests to identify the extent to which the
best multiple model meet seven underlying assumptions for multiple linear regression
models based on the OLS method. As a reference, we used model #5, as it obtained
the best accuracy amongst all models built (Table 4.14). Figure 4.8 shows four plots to
support the diagnostics.
Sample size. The multiple model #5 consists of two predictors. Our original sample
consists of 24 observations, which means a sample-predictor rate of 12. As this is greater
than the minimum cutoff of 10, the model #5 meet this assumption.
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Figure 4.8: Diagnostics plots for effort prediction model #5
Linearity. Figure 4.8 (a) shows the jitter plot for residuals and fitted values of the
multiple model #5. Data points are scattered across the plot around the red line
(middle) although the blue line suggests a pattern of ups and downs. To test the
assumption that the model has no linearity issues, we applied the Rainbow test that
confirms that model #5 meet the linearity assumption (Rain = 0.278, p = 0.978).
Independent residual terms (errors). We tested the lack of autocorrelation for
residual terms by using Durbin-Watson test (DW = 1.289, p = 0.018). Like in the
simple model, the multiple model also does not meet this assumption.
Homoscedasticity. To meet the homoscedasticity assumption, the variance of resid-
ual terms should be homogeneous. Figure 4.8 (b) helps to identify the homogeneity of
the variance. Like for the simple model (Figure 4.6 (b)) the two dashed lines suggest
a funnel pattern, which could indicate the presence of heteroscedasticity. Although we
can observe a homogeneous distribution of data points around the middle (red line), we
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applied the Goldfeld-Quandt to test whether the homoscedasticity assumption is met.
The test result (GQ = 6.271, p = 0.005) is significant for α = 0.05, which confirms the
assumption fulfilment.
Low leverage. The average leverage for this model is 0.125. Therefore, the cutoff
for analysis is three times this average (0.375). The plot in Figure 4.8 (c) suggests no
major leverage issues as data points are centred around zero (y-axis) and we can observe
no data point above the cutoff. Therefore, we considered that model #5 meet the low
leverage assumption.
No perfect multicollinearity. Unlike the simple model #1, the multiple model
#5 might violate the multicollinearity assumption as it has 2 predictors. To test this
assumption, we checked the variance inflation factor (VIF) that indicates whether a
predictor has strong relationship with other predictors. The VIF calculated for both
predictors was equals to 1. Consequently, the tolerance (1/VIF) was also equals to 1.
As the values for the VIF are lower than 10 and the tolerance is greater than 0.2, we
considered that the model #5 meet this assumption.
Normality. As for the simple model #1, the density plot in Figure 4.8 (d) suggests
a positive skew. As confirmed by the Shapiro-Wilk test, model #5 also deviates from
normality (W = 0.830, p < 0.001).
4.3.2.5 Alternative Multiple Robust Regression Model
As model #12 in Table 4.14 shows, the accuracy of our robust model improved -21.6%
when compared to the multiple model #5, reducing the MMRE to 0.561. However, all
Pred measures decreased as well as the R2. It is important to note that the multiple
robust model produced a better accuracy than the simple robust model (MMRE =
0.581), unlike that reported in Section 3.4.2.5.
4.3.3 Discussion
From 12 prediction models built in Sections 4.3.1 and 4.3.2, the multiple robust model
#12 achieved the best accuracy as measured by the MMRE summary measure (MMRE
= 0.561). This model consists of two predictors, the variable that represents security
systems and the Java skills of participants. Although the goodness of fit improved
nearly four times (R2 = 0.1) when compared to the simple robust model (R2 = 0.021),
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it is surprisingly low when compared to the multiple robust model built in the previous
chapter (R2 = 0.824).
According to the classification presented in Section C.4, model #12 achieved a fair
accuracy (0.49 < MMRE ≤ 0.88), a bit lower than that achieved by the best model in
the previous chapter (MMRE = 0.412). In addition, only a quarter of predictions made
by model #12 could be classified as excellent. This result is one-third lower than the
result of multiple OLS model #5, which has the same predictors.
Although model #12 can be used to predict the effort of increasing cloud application
portability within the context defined in Section 4.2, its generalisation beyond this data
set is limited. The robust model is less sensitive to the lack of normality, present in
the multiple OLS models, but it is not robust to the violation of independent errors.
In future studies, machine learning approaches that are robust to this type of violation
can be used to enable the model generalisation beyond this data set.
4.4 Summary
This chapter represents the second step to addressing the objectives defined in Section
1.2. We empirically investigated a technology, I&A security systems, to assess whether
it impacts cloud application portability. The result of the experiment in Section 4.2
confirmed our hypothesis - security system does impact cloud application portability
within the context defined for the experiment. In addition, the experiment achieved an
effect size and a statistical power that are among the highest of the SE experiments in the
literature. Moreover, the use of software developers working on their usual environment
and using their usual tools increased significantly the realism of our experiment.
However, this experiment was conducted within a scope and different results could
be obtained if authorisation was used instead of authentication. Similarly, using a tech-
nology other than security systems could lead to different results although we strongly
believe that most technologies would produce similar results. Increasing the generalisa-
tion of our findings is an important future work (Section 6.3).
Additionally, we used the data set produced in the experiment to build 12 prediction
models by using two different prediction methods for linear regression. Our best model
achieved a fair accuracy when compared to other prediction models reported in the
related literature (Section C.4). However, the ability to generalise our prediction models
beyond this data set is limited due to the violation of independent errors assumption.
Nevertheless, results presented in this chapter can potentially contribute to the outcomes
envisaged for this research.
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Chapter 5
Investigating the Impact of Cloud
Platforms and Services on Cloud
Application Portability
Cloud platforms and services are two key factors of a cloud migration since they repre-
sent the target environment (Sections 2.3 and 2.4). In addition, as presented in Section
2.2.3, semantics, technologies and APIs used by cloud platforms have been regarded as
the main causes for cloud lock-in, which, in turn, hinders cloud portability. Moreover,
three out of four activities in the cloud migration process involve the cloud platform and
service (Section 2.4.4). Therefore, it makes sense to investigate these two key factors.
This chapter empirically investigates the impact of cloud platforms and services
on cloud application portability in the context of configuring cloud services (Section
5.2) and deploying cloud applications (Section 5.3). Unlike previous chapters, this
investigation required two experiments to be carried out. Therefore, we present in
Sections 5.1 and 5.4 common aspects of both experiments. We explore the outcomes
of both investigations by building prediction models to support decision makers when
analysing the required effort to configure cloud services (Section 5.5) and deploy cloud
applications (Section 5.6).
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5.1 Empirical Investigations
As explained in Section 1.2, we used guidelines provided in [256] to prepare and conduct
the two experiments. This section details aspects that are common for both experiments
undertaken. Sections 5.2 and 5.3 provide further information regarding protocol and
results of each experiment. Terminology associated with the experimentation framework
is highlighted in the main text; this terminology is explained in Appendix B.
5.1.1 Experiment Plan and Execution
5.1.1.1 Participant Selection and Study Design
Fourth-year undergraduate students of two different universities were invited to take
part in our experiments. Their acceptance was the only criterion considered for their
participation (convenience sampling). The first group of students was enrolled in the
Information Systems course at UNIPAR - Paranavaí (UNIPAR) whereas the second
group was enrolled in the Computer Science course at the University of York (UoY).
The former is a Brazilian university whereas the latter is a British university. Partici-
pants were rewarded with vouchers in the equivalent value of £10.00 for the time they
dedicated to this study (about five hours, see Section 5.1.1.3).
The first group was the control group (CG) whereas the second group was the treat-
ment group (TG). Both groups initially consisted of 12 participants. Therefore, we had
a balanced between-subject design. However, throughout training and experimentation
sessions, some participants gave up taking part in the activities (drop-outs). We ended
up with nine participants in the CG. For the TG, the number of participants varied ac-
cording to the experiment. Whereas for the experiment reported in Section 5.2, the TG
consisted of four participants, six participants took part in the experiment in Section
5.3. These drop-outs impacted on the design, leading us to adopt an unbalanced design.
The impact of drop-outs and sample size on results are discussed in Section 5.4.2.
5.1.1.2 Data Analysis
As explained in Section 1.2, we adopted only non-parametric statistics in this experiment
as summarised in Table 5.1 whereas cutoffs we used for inferential tests are summarised
in Table 5.2.
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Table 5.1: Summary of statistics and statistical tests adopted in this study.
Statistic
Type
Statistic/Test Configuration Purpose
Descriptive Median and quar-tiles
25%, 50%,
75%, 100%
To identify the middle value
and categorise occurrences
into quartiles according to
their values.
Range Maximum -
Minimum
To quantify the data disper-
sion.
Kolmogorov -
Smirnov
Two-tailed To test if two distributions
come from the same popula-
tion.
Shapiro-Wilk Two-tailed,
α = 0.1
To test the assumption that
the data is normally dis-
tributed.
Inferential Wilcoxon rank-
sum
Two-tailed,
one-tailed
To test the statistical signif-
icance of differences between
two medians.
Fisher’s Exact Test Two-tailed To test the relationship be-
tween two categorical vari-
ables.
Spearman’s corre-
lation
Two-tailed To test the strength of a rela-
tionship between two numeri-
cal variables.
5.1.1.3 Execution of Experiments
This study was carried out in two parts: training and experimentation. The training
session covered cloud concepts and prepared participants to perform the task required
for each experiment. The total training time was three hours. Subsequently, each
experiment required about 1 hour to be completed.
In our first meeting with the participants, an introduction script was handed out
to all of them. This script provided an overview of each experiment, highlighting their
purpose, the task that participants should perform, and benefits of taking part in this
experiment. Those who accepted taking part in the training session were asked to fill
out the participant characterisation form. This form collected information regarding the
participants’ background, such as previous knowledge on cloud computing. Questions
were based on guidelines proposed in [82].
Just before starting the first experimentation session, participants were asked to sign
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Table 5.2: Cutoff values for evaluating the hypotheses. Table adapted from [70].
Unknown true state of nature
H0 H1
0.95 0.70
Statistical Accept H0 1 - α: Correct β: Type II error
Conclusion (Confidence level)
0.05 0.30
Reject H0 α: Type I error 1 - β: Correct
(Significance level) (Statistical power)
a participant consent form. Next, each participant received a unique ID that was used
to identify them throughout the experiment. This ID bound participants and objects.
During the experiment execution, participants were free to get in and out of the
room, e.g. go to the toilet, as long as this time off was not counted as part of the
task performed in the experiment. The experimenter observed the experiment execu-
tion without interfering in tasks performed by participants. Participants were strongly
advised to not copy and paste any data as it could bias the result.
When the experiment finished, participants were asked to fill a feedback form, re-
porting their experience in this experiment. Participants received their vouchers and
participation certificates in a few weeks. Room and materials used for training and
experiment sessions were prepared by the experimenter before each session. Materials
consisted of computers with Internet connection, slides used during training sessions,
forms used during the experiment and guidelines for performing the experiment. For
information on ethics in this experiment, refer to Section 1.3.
5.1.2 Characterisation of Participants
This section examines the results of participation characterisation form (Section 5.1.1.3).
We have separated responses into two groups: one relating to self-evaluation and one
relating to prior experience. Tables 5.3 and 5.4 show the frequency of answers for each
question according to the university.
Table 5.3 shows the result of self-evaluation questions. The participants were asked
to evaluate themselves according to three questions. Their evaluation varies from zero
(lowest) to five (highest). Table 5.3 shows that participants vary in their knowledge of
Java, Java for Web and cloud.
Table 5.4 shows how participants answered questions about their prior experience.
Most participants had neither professional (questions 6 and 10) nor practical experience
132
5.2 Empirical Investigation - Cloud Platform
Table 5.3: Summary of participants’ knowledge on programming and cloud computing.
# Evaluation Question UNIPAR UoY0 1 2 3 4 5 0 1 2 3 4 5
1
How would you grade
your current knowl-
edge about Java pro-
gramming?
0 0 1 5 3 0 0 0 2 0 4 0
2
How would you grade
your current knowl-
edge about software
development for the
Web with Java?
0 0 1 6 2 0 5 1 0 0 0 0
3
How would you
grade your knowl-
edge about cloud
computing BEFORE
this training?
1 1 5 1 1 0 1 1 2 1 1 0
with cloud APIs (question 8) and deployment (question 9). On the other hand, most
of them had used some cloud services (question 7).
These differences between participants from the two universities could raise some
questions about the validity of our design, described in Section 5.1.1.1. Therefore, we
checked the homogeneity of participants by applying Fisher’s Exact Test. In the context
of this study, a relationship between questions and universities means that participants
are heterogeneous (i.e., their profile varies according to the university).
Apart from questions two and three, the test shows an independent relationship be-
tween answers and universities (p >0.05), suggesting that participants are homogeneous
regarding the aspects investigated by questions. Note that questions two and three were
not essential for any conclusion in this study since this study involved no programming
activity and required no previous development knowledge other than that taught during
their undergraduate course.
5.2 Empirical Investigation - Cloud Platform
The goal of this experiment is to analyse two cloud platforms for the purpose of evalu-
ation with respect to their impact on the effort to increase cloud application portabil-
ity from the point of view of the software developers in the context of undergraduate
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Table 5.4: Summary of participants’ practical experience on programming, cloud and
maintenance.
# Experience Question UNIPAR UoYNo Yes No Yes
6
Considering any programming language,
have you ever developed an application
professionally?
8 1 4 2
7 Have you ever used any cloud service? 0 9 2 4
8 Have you ever used any cloud API? 9 0 6 0
9 Have you ever deployed any application ina cloud service? 8 1 4 2
10 Have you ever changed an application de-veloped by a third party? 3 6 5 1
students configuring a cloud service by creating message queues in two public cloud
platforms. In the next sections, we detail the experiment protocol (Section 5.2.1) and
show the main results of our experiment (Section 5.2.2).
5.2.1 Experiment Plan
This section details specific aspects of this experiment, such as instruments, task, vari-
ables and hypotheses.
5.2.1.1 Instrumentation
In this experiment, two cloud platforms are investigated (treatments): Amazon Web
Services (AWS) and Microsoft Azure (Azure). Participants within the CG were assigned
to AWS and participants within the TG were assigned to Azure. Both platforms provide
types of services that are functionally equivalent, such as VM, storage and message
queuing. A cloud service was used as the object since it is not possible to evaluate
the cloud platform directly [142]. The type of service selected for this experiment is
the message queuing service (object). As explained in Section 2.4.5, adopting message
queuing is essential to decouple application components so as to enable their individual
scalability and portability within and across cloud platforms. In addition, the current
focus of our research provided the rationale for this choice (Section 1.2). The two services
used were Amazon Simple Queue Service1 for AWS, and Service Bus2 for Azure.
1http://aws.amazon.com/sqs/
2http://azure.microsoft.com/en-us/services/service-bus/
134
5.2 Empirical Investigation - Cloud Platform
5.2.1.2 Task
The task performed in this experiment consists of configuring a cloud service by creating
message queues. As explained in Sections 2.4 and 3.2, message queues are critical
to integrate components of distributed systems. The procedure for creating message
queues is slightly different for each service, and can be performed in different ways even
for the same service. Hence, this task can be considered as non-deterministic, as the
randomness involved in how the task is performed might affect the result of effort, e.g.
by using shortcuts provided by the platforms.
In summary, the task consists of performing the following steps:
1. Signing in to the platform;
2. Accessing the service;
3. Creating a single queue by providing a unique name. This step is performed a
number of times;
4. Signing out of the platform.
For the Azure platform, an additional step was required: the creation of a namespace
for a set of queues. This step can be done before or during the third step. Note that
no preferred region or additional configuration was required, such as the size of queues.
Participants registered the start and end time on an online form just before starting the
first step, and after completing the last step. Four trials were performed, each of them
consisted of a set of queues as presented in Table 5.5.
Our previous experience re-engineering applications to adopt message queuing pro-
vided the rationale for the number of queues considered, as follows. A single entity,
like a Customer in a sales management system, needs at least five queues. Each queue
is responsible for the communication of one CRUD1 operation. The exception is the
Read operation that requires two queues - one to provide the request and another to
the response. In practice, this number of queues cover small applications varying from
5 to 20 entities. This number is a balance between what we found in small companies,
and what we believed participants would be able to do within the available time.
5.2.1.3 Selection of Variables and Definition of Hypotheses
The cloud platform represents the independent variable, or factor, evaluated in this
experiment. AWS and Azure are the two possible values (treatments), measured on
1Create, Read, Update and Delete
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Table 5.5: Trials performed and # of queues considered in this experiment. The # of
queues was randomly assigned to trials.
Trial Number of Queues per PlatformAWS Azure
1 25 100
2 50 25
3 100 75
4 75 50
a categorical scale. The effort is the dependent variable, measured in the number of
minutes1 (ratio scale) to perform the task presented in Section 5.2.1.2.
Two hypothesis were defined for this experiment, as formalised in Table 5.6. T is
the number of minutes spent to create message queues in each trial. Thus, the null
hypothesis states that the median time is the same regardless of the platform whereas
the alternative hypothesis states the contrary.
Table 5.6: Formal definition of hypotheses.
Null hypothesis
(H0)
x˜TAWS = x˜TAzure
Alternative hypothesis
(H1)
x˜TAWS 6= x˜TAzure
5.2.2 Results
5.2.2.1 Analysis of Individual Platforms
Figures 5.1 and 5.2 show the effort distribution across different groups of queues con-
sidered in this experiment. For the AWS platform (Figure 5.1), apart from a single
group of queues (# queues = 75), we can note an increasing trend in the data distri-
bution across the occurrences of different treatments. This difference might have been
motivated by the last trial/task effect [20], which means that participants could be in
a hurry to finish the task, or competing against them to be the first to finish. It could
have motivated participants to apply more effort in this last trial. This is a possible
threat to validity that is addressed in Section 5.4.2.
We can also observe an overlap of several data points from different treatments in
1We use the terms effort and time interchangeably throughout this study.
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Figure 5.1: Data point distribution for the AWS platform. Increasing trend across group
of queues and overlap of data points in the y-axis.
the y-axis, in the range from 10 to 14 minutes. This overlap comprises all four treat-
ments, suggesting a non-uniform distribution of effort among treatments. In practice,
it suggests that the effort is not directly related to the number of queues.
Similar to the AWS, the Azure platform (Figure 5.2) shows an increasing trend of
effort across occurrences of the four treatments. However, unlike the AWS platform,
the data distribution for Azure does not present any overlap between treatments, apart
from two data points in the y-axis, in the range from 10 to 15 minutes. Although we
can note some differences between AWS and Azure graphs, the Kolmogorov-Smirnov
test indicates that both distributions are similar (p = 0.39, D = 0.27).
By analysing the scatter plots, we can also observe the frequency of data distribu-
tions. For example, we can note that effort varies from 7 to 22 minutes (range = 15
min) for the AWS platform. In contrast, the Azure platform had a larger range, varying
from 4 to 30 minutes (range = 26 min). It shows that, considering all treatments, the
effort varied more for Azure than for AWS.
To test whether the data distribution is normal, we applied the Shapiro-Wilk test
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Figure 5.2: Data point distribution for the Azure platform. There is an apparent linear
increase across group of queues and nearly no overlap.
for each treatment for both platforms, as each treatment is an independent distribution.
Table 5.7 presents W and p values of normality tests. For the AWS platform, apart
from one treatment (# queues = 25), all treatments present normal distributions (p
>0.10). For the Azure platform, all treatments presented normal distributions. Thus,
both parametric and non-parametric tests could be applied to test most data collected.
As defined in Section 5.1.1.2, we concentrate only on non-parametric statistics, however.
Figures 5.3 and 5.4 show medians and quartiles for each treatment, for both plat-
forms. These boxplots quantify data points shown in Figures 5.1 and 5.2. For the AWS
platform, apart from one treatment (# queues = 75), the boxplot shows an increasing
trend of medians, suggesting that the effort varies according to the # of queues. We
can also observe an overlap between lower and upper quartiles among three treatments
(# queues = 25, 50 and 100).
Unlike the AWS platform, the Azure boxplot shows an increasing trend across all
treatments and no overlap among them. Another difference between platforms is that
variances are larger for the AWS than for the Azure when considering treatments in-
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Table 5.7: Data normality test for both platforms. Apart from one distribution for AWS
platform, all distributions are considered normal.
# Queues AWS AzureW p W p
25 0.77892 0.0117 0.89495 0.4064
50 0.92393 0.4257 0.8397 0.1945
75 0.8798 0.1563 0.97137 0.85
100 0.96663 0.8645 0.9202 0.5381
dependently. This result is the opposite of the result obtained when analysing all
treatments together. For example, the effort for the first group of queues (# queues =
25) varies from 11 to 18 for AWS platform (range = 7 min) whereas it varies from 4 to
7 for Azure (range = 3 min).
To test the correlation between effort and number of queues, we used the Spearman’s
correlation coefficient (rho). The Spearman’s correlation test indicates a large significant
correlation between effort and the number of queues for both data sets (rho >0.5, p
<0.001). However, the Azure platform (rho = 0.96) achieved a correlation far larger
than AWS (rho = 0.53). In practice, it shows that for both platforms, increasing the
number of queues also increases the effort, but this is more evident for Azure than for
AWS platform.
5.2.2.2 Comparison of Platforms
Figure 5.5 summarises medians and quartiles for the four trials performed in this ex-
periment. The first boxplot (25, top-left) shows medians and quartiles for the first
group of queues (# queues = 25). The boxplot shows that the AWS median effort
(x˜ = 8.0) is 33.3% greater than the effort for Azure (x˜ = 6.0). In addition, we can
observe that there is no overlap between medians and quartiles from the two platforms.
The Wilcoxon test confirms a significant difference between medians (p = 0.01) and the
effect size test shows a large effect size (γ = -0.68). Analogously, the post hoc power of
the test is also large (Power = 0.63).
The second boxplot (50, top-right) shows medians and quartiles for the second group
of queues (# queues = 50). Similar to the first group, the boxplot shows the Azure
effort (x˜ = 9.0) outperforming AWS (x˜ = 15.0). In this trial, the AWS median time was
66.6% greater than Azure. Neither the boxes nor the whiskers from the two platforms
overlap. The Wilcoxon test indicates a significant difference between medians (p =
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Figure 5.3: Medians and quartiles for AWS platform. Upper and lower quartiles overlap.
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Figure 5.4: Medians and quartiles for Azure platform. Increasing trend across treatments.
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Figure 5.5: Effort comparison for different treatments. Surprising pattern change between
the first and last two treatments.
0.01). The effect size is similar to the first group of queues (γ = -0.66), and the power
is even higher (Power = 0.88).
Unlike the first two trials, the boxplot of the third group (# queues = 75) shows an
inversion of results (75, bottom-left). Azure and AWS swap positions when compared
with previous trials. The boxplot shows AWS (x˜ = 11.0) outperforming Azure (x˜ =
14.5). In this trial, Azure median time was 31.8% longer than AWS. Likened to the first
two trials, there is no overlap between either boxes or whiskers from the two platforms.
TheWilcoxon test confirms that there is a significant difference between the two medians
(p = 0.04). Similar to previous trials, the effect size is large (γ = 0.56), and the post
hoc power test presents a value similar to the first group of queues (Power = 0.62).
Like the previous trial, the boxplot of the last trial (# queues = 100) shows that
the median effort for Azure (x˜ = 25.0) is 38.8% greater than that calculated for AWS
(x˜ = 18.0), as observed in Figure 5.5 (100, bottom-right). Following on the same result
of previous trials, boxes and whiskers from the two platforms do not overlap. The
difference between medians is significant (p = 0.006). In addition, this group has the
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highest effect size (γ = 0.74) and power (Power = 0.96) among all four groups of queues.
Table 5.9 summarises the descriptive statistics presented in this section.
It is important to note that the sample size in this experiment is relatively small.
Therefore, we also calculated the confidence intervals of medians using the bootstrap
technique (Table 5.8). This technique can be used to increase the confidence by resam-
pling data [258]. Apart from the third trial (# queues = 75), there is no overlap between
confidence intervals. This result suggests that medians were calculated from different
populations, confirming previous results from Wilcoxon tests. For the third trial (#
queues = 75), the AWS upper limit (12) overlaps the Azure lower limit. Nevertheless,
it is not enough to conclude that medians come from the same population, given the
effect size and power of previously applied statistical tests for this trial.
Table 5.8: 95% confidence intervals calculated by using the bootstrap technique. The
lack of overlap confirms the Wilcoxon test.
Treatment Platform Lower limit Median Upper limit
# Queues = 25 AWS 7.0 8.0 12.0Azure 4.0 6.0 6.0
# Queues = 50 AWS 11.0 15.0 16.0Azure 8.0 9.0 9.0
# Queues = 75 AWS 10.0 11.0 12.0Azure 12.0 14.5 15.5
# Queues = 100 AWS 14.0 18.0 20.0Azure 23.0 25.0 28.0
5.2.2.3 Hypothesis Testing
The null hypothesis investigated in this experiment states that the median time to
create message queues is the same regardless of the cloud platform adopted. From the
previous section, we can observe that medians of time vary with platform. For two
trials (# queues = 25 and 50), the AWS platform required more effort than Azure to
create message queues. For other two remaining trials (# queues = 75 and 100), the
Azure platform required more effort than AWS. For all four comparisons, the inferential
statistics confirmed significant differences at α = 0.05. In addition, the effect size
calculated for this experiment can be considered large according to values observed
in Software Engineering (SE) studies, and standard conventions [120], as well as the
statistical power [70]. In addition, 95% confidence interval does not present any major
142
5.2
E
m
p
irical
Investigation
-
C
lou
d
P
latform
Table 5.9: Summary of descriptive statistics for each trial.
Treatment Platform Min 1st Quartile Median Mean 3rd Quartile Max
# Queues = 25 AWS 7.0 7.0 8.0 9.4 12.0 13.0
Azure 4.0 5.5 6.0 5.8 6.3 7.0
(%) Variance -42 -21 -25 -38 -47 -46
# Queues = 50
AWS 11.0 13.0 15.0 14.4 16.0 18.0
Azure 8.0 8.8 9.0 9.5 9.8 12.0
(%) Variance -27 -32 -40 -34 -38 -33
# Queues = 75 AWS 8.0 10.0 11.0 11.1 12.0 16.0
Azure 12.0 13.5 14.5 14.3 15.3 16.0
(%) Variance 50 35 31 28 27 0
# Queues = 100
AWS 12.0 16.0 18.0 17.6 20.0 22.0
Azure 23.0 23.8 25.0 25.8 27.0 30.0
(%) Variance 91 48 38 46 35 36
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overlap, confirming the inferential tests. Therefore, for this experiment, taking into
account the experimental design set up, we reject the null hypothesis and accept the
alternative hypothesis that states that the median time to create message queues varies
according to the targeted cloud platform.
5.3 Empirical Investigation - Cloud Service
The goal of this experiment is to analyse cloud services. We aim to evaluate cloud
services with respect to their impact on the effort to increase cloud application porta-
bility from the point of view of the software developers. This evaluation is performed
in the context of undergraduate students deploying cloud applications. To deploy these
applications, our participants used two purpose-equivalent cloud services offered by a
single cloud platform (AWS). In the next sections, we detail the experiment protocol
(Section 5.3.1) and show the main results of our experiment (Section 5.3.2).
5.3.1 Experiment Plan
This section details specific aspects of this experiment, such as instruments, task, vari-
ables and hypotheses.
5.3.1.1 Instrumentation
The AWS platform was the platform used in this experiment. AWS was chosen because
it is one of the most prominent public cloud platforms [140]. Two purpose-equivalent
services were considered (treatments): Container and Virtual Machine (VM). Whereas
the container service provides limited access to underlying configurations, such as pa-
rameters of the application server, the VM service provides wider access to a range of
different configurations, including operating system parameters.
In this experiment, the container service is represented by Amazon Beanstalk1
whereas the VM is represented by Amazon EC22 service. Participants in the CG were
assigned to the container service whereas participants in the TG were assigned to the
VM service. A single war file was used as the object in this experiment. This file rep-
resents the application deployed in the cloud service. The application is a simple web
application that prints a welcome message.
1http://aws.amazon.com/elasticbeanstalk
2http://aws.amazon.com/ec2/
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5.3.1.2 Task
As explained in Section 2.3, tasks in the software migration process vary significantly
in the literature although an overall process can be identified. The software migra-
tion consists of transferring software components from one cloud to another, therefore,
requiring the re-deployment of original, modified and possibly new application compo-
nents (Section 2.4.4). Therefore, re-deployment is a critical task to realise the scenario
target of this research, as presented in Section 2.4.4.
The task consists of deploying a small application (object), representing application
components, a number of times (trials) by using the cloud service. The steps to deploy
the application are:
1. Signing in to the platform;
2. Accessing the service;
3. Configuring an instance of the service;
4. Uploading and deploying the war file;
5. Signing out of the platform.
It is important to note that steps three and four vary substantially depending on
the targeted cloud service. For example, for the container service, a new project (Ap-
plication, in the AWS vocabulary) and environment need to be defined. In addition,
uploading and deploying the application is done as a single step. For the VM service,
configuring an instance of the service consists of starting a new VM. It requires that a
set of configurations is defined. In addition, uploading and deploying the application is
done in two separate steps1. As in the first experiment, the aforementioned steps might
vary even for the same service (i.e., the process is non-deterministic).
Participants registered the start and end time on an online form just before start-
ing the first step, and after completing the last step. Note that participants did not
wait until the deployment has finished, i.e., the time the platform took to deploy the
application was not taken into consideration for measuring the deployment effort. Each
participant deployed the same application four times (trials).
1This process might be addressed in different ways. For example, a tool can be used to upload
and deploy at once. However, our experience with small companies show that these steps are often
addressed as two separated activities, as in this experiment.
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5.3.1.3 Selection of Variables and Definition of Hypotheses
The cloud service is the independent variable, or factor, evaluated in this experiment.
Container and VM, represented by Amazon Beanstalk and Amazon EC2 services re-
spectively, are the two possible values (treatments), measured in a categorical scale.
The effort is the dependent variable, measured in the number of minutes (ratio scale)
to deploy the application in the cloud service.
Two hypothesis were defined for this experiment, as formalised in Table 5.10. T
is the number of minutes spent to deploy the application for each trial. The null
hypothesis states that the median time to deploy the application is the same regardless
of the cloud service. Unlike the first experiment, the alternative hypothesis does not
state the contrary, but that the median time for deploying by using the VM service
is greater than that by using the container service. This assumption is based on our
previous experience working with both services.
Table 5.10: Formal definition of hypotheses.
Null hypothesis
(H0)
x˜TVM = x˜TContainer
Alternative hypothesis
(H1)
x˜TVM > x˜TContainer
5.3.2 Results
5.3.2.1 Analysis of Individual Services
Figures 5.6 and 5.7 show the distribution of deployment effort for container and VM
services, respectively. Data points are scattered across occurrences; some patterns can
be observed. For example, the VM service chart shows a sequence of ups and downs,
varying from 3 to 7 minutes. Investigating the data set, we identified that these oc-
currences are linked to the first occurrences of each participant, which are often longer
than others. We assign this fact to the learning effect. It is common in experiments that
participants take more time to perform the first task as they are getting familiar with
the experiment [131]. This is a possible threat to validity that is addressed in Section
5.4.2.
Scatter plots suggest that the range of effort for occurrences is similar for both
VM-based and containter-based deployments - most occurrences took <6 minutes. It
is important to note that the sample size differs between two services (n(container) =
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Figure 5.6: Deployment effort for the container service. Data points are scattered.
36, n(VM) = 24). This difference is due to the unexpected drop-outs (Section 5.1.1.1).
Some outliers can also be observed. For example, for the container service, four
deployments took 9 minutes or more whereas for the VM service, three deployments
took more than 10 minutes. Two aspects might have contributed for these outliers.
Firstly, sometimes, we observed an abnormal response time from the cloud platform.
Secondly, boredom or tiredness might have influenced participants in these few cases.
These threats are addressed in more detail in Section 5.4.2.
Figures 5.8 and 5.9 show the frequency of deployment distribution for both con-
tainer and VM service. Histograms show that most container-based deployments (75%)
took less than 5 minutes. In contrast with container-based, only 42% of VM-based
deployments took less than 5 minutes. It suggests that container service was faster to
participants to deploy than VM. In addition, for the container service, the two most
common occurrences of effort were three minutes (n = 11), followed by one minute (n =
8). For the VM service, the two most common occurrences of effort were four minutes (n
= 7), followed by five minutes (n = 5). These two most common occurrences represent
nearly half-percent of all occurrences for both container-based (53%) and VM-based
(50%) deployments.
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Figure 5.7: Deployment effort for the VM service. First occurrences took more time than
others due to the learning effect.
Both histograms present long right tails, suggesting a non-normal distribution (pos-
itive skewness). We checked the data normality by applying Shapiro-Wilk test (Table
5.11). Both distributions are considered non-normal according to the test (p <0.1).
Table 5.11: Normality test for container-based and VM-based deployments. Both distri-
butions are considered non-normal.
Service Type W p
Container-based 0.7951 <0.0001
VM-based 0.64083 <0.0001
5.3.2.2 Comparison of Services
Figure 5.10 shows medians and quartiles for container and VM services. The boxplot
shows that the median effort for VM-based deployments (x˜ = 5 min) is 66.6% greater
than that calculated for the container-based (x˜ = 3 min). In addition, we can observe an
overlap between the half-percent higher values of container-based and half-percent lower
values of VM-based deployments. This overlap indicates that VM-based deployments
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Figure 5.8: Histogram for container service. Most occurrences took less than 5 minutes
(75%).
took considerably more time than container-based. For example, whereas 4 minutes
was considered high effort for container service (3rd quartile), for the VM service it was
considered low effort (1st quartile). Table 5.12 summarises further descriptive statistics.
Figures show that the median effort for VM-based deployments was 66% greater
than container-based. However, this difference is not homogeneously distributed across
quartiles. For example, in the first quartile, the VM service was 100% slower than the
container service. In addition, the range of effort also varies across services.
The range of effort for VM-based deployments (range = 21) is significantly larger
than that calculated for the container-based (range = 12). This larger variation can
be explained by longer human procedures to deploy an application by using the VM
service. These longer procedures are human-dependent, therefore, subject to greater
variance.
We tested the statistical significance of the difference between medians of both data
sets by applying Wilcoxon test. As presented in Section 5.3.1, this was a one-tailed test.
The test confirmed that the difference is significant at α = 0.05 (W = 675, p = 0.0001).
Moreover, the effect size and power of this test is high (γ = 0.50, Power = 0.90).
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Figure 5.9: VM service histogram. Most occurrences took less than 9 minutes (83%).
Table 5.12: Summary of descriptive statistics for both cloud services.
Service Min 1st Quartile Median Mean 3rd Quartile Max
Container-based 1.0 2.0 3.0 3.63 4.25 13.0
VM-based 3.0 4.0 5.0 6.75 7.0 24.0
(%) Variance 200 100 66 87 64 84
5.3.2.3 Hypothesis Testing
The null hypothesis states that the median time to deploy an application into a cloud
service is the same regardless of the cloud service adopted. From the previous section,
we can observe that medians of time vary according to the service. In particular, the VM
service took 66% more time to deploy the application than the container service. This
difference was confirmed by a significant difference at α = 0.05. In addition, both the
effect size and statistical power calculated for this experiment can be considered large
according to values observed in SE studies, and standard conventions [120]. Therefore,
for this experiment, taking into account the experimental design set up, we reject the
null hypothesis and accept the alternative hypothesis that states that the median time
to deploy an application by using a VM service is longer than a container service.
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Figure 5.10: Comparison of medians between two treatments. VM-based deployments
are 66% longer than container-based (p = 0.0001, γ = 0.50, Pwr = 0.59).
5.4 Discussion & Threats to the Validity of Empirical In-
vestigations
5.4.1 Discussion
5.4.1.1 Research Question
This chapter investigates whether cloud platform and service impact cloud portability.
To do so, two experiments were carried out (Sections 5.2 and 5.3). In both experiments,
the hypothesis testing supported the rejection of the null hypothesis and acceptance of
the alternative hypothesis. This means that, for those tasks evaluated in these two
experiments, the effort differs between treatments. This difference of effort suggests
that cloud platform and service impact on cloud portability.
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5.4.1.2 The Role of Automation
Service configuration and application deployment were the two tasks investigated in this
chapter. There are some tools available to support these activities. These tools might
be either cloud-specific [83, 199] or general-purpose [170, 222] tools.
The use of tools can dramatically reduce the effort to configure cloud services and
deploy applications in cloud services [222]. On the other hand, they often require some
time for learning how to use and configure, and they might introduce changes in the
software development process (for examples, see [187] and [83]).
In this study, we opted for manual activities because our practice with small compa-
nies shows that these companies often configure cloud services and deploy applications
manually. However, we believe that benefits and trade-offs of using automated tools to
support these tasks as well as their impact on cloud portability should be investigated.
In this regard, [134] takes a very first step by carrying out a set of automated migrations
and measuring the required steps for each cloud platform.
5.4.2 Threats to Validity
This section discusses the main threats to validity of this study. These threats are
classified into internal and external.
5.4.2.1 Internal
Internal threats impact on the cause-effect relationship. These threats might lead to an
alternative cause for the effect (known as confound) [215]. In this section, we identify
four internal threats.
Outliers and different patterns in the data sets We can observe outliers in both
experiments carried out. An outlier is an observation that is somehow inconsistent with
most of observations in a data set [26]. For example, in Section 5.3.2.1, we assigned
outliers, in the scatter plots in Figures 5.6 and 5.7, to the learning effect [131]. Some un-
expected data patterns were also observed. For instance, in Section 5.2.2.1, we assigned
a different pattern observed in Figure 5.1 to the last trial/task effect [20].
These possible causes for outliers and different data patterns could be prevented by
adopting pre-task [131] and data reduction [256] techniques. We did not perform any
post hoc data reduction because the size of our sample was small. Removing outliers
could decrease the statistical power of both experiments. However, we must highlight
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that outliers not always have a negative impact on data analysis [204]. Nevertheless,
adopting pre-tasks and defining clear procedures for data reduction should be adopted
in future replications of this study.
Different background of participants Participants from two different universities
took part in this study in an unbalanced between-subject design (Section 5.1.1.1). Al-
though this is a valid design for experiments in SE [121] and the statistical analysis
in Section 5.1.2 shows that participants did not differ regarding the group of questions
used to characterise them, we recognise that it might raise questions about the validity
of findings. For example, a student from a top ranked university could perform the
tasks more efficiently than another student from a non-top ranked university. Whereas
in future replications students in the CG and TG from the same university should be
considered for the matter of comparison, for this study we believe that this fact is ir-
relevant. Tasks performed by participants were very simple and required no previous
knowledge or special skills to be performed, other than those taught in training sessions.
The response time of cloud platform The response time of cloud platforms might
have impacted results of the experiment presented in Section 5.2.2. For two trials,
AWS required more effort than Azure. In contrast, for other two trials, Azure platform
required more effort than AWS. It is essential to underline that the number of queues
to be created was randomly assigned to trials (Section 5.2.1). During the experiment,
participants reported delays in the Azure platform when the number of queues were
higher than 50. No participant reported a similar issue for the AWS platform. However,
it is important to highlight that the effect size was large even for the first two trials.
Therefore, even if the last two trials are disregarded, the acceptance of the alternative
hypothesis remains.
Fatigue The tasks performed in both experiments were repetitive. Therefore, a pos-
sible threat is the fatigue resulting from constant repetition. This can impact on the
time to perform the tasks in different ways. For instance, a bored participant could
copy and paste content to finish the task quicker. To reduce this threat, experimental
tasks were performed in different periods of the day. A training session was performed
between the execution of each experimental task. In addition, we restrained ourselves
to a few trials to keep the experiment execution within about an hour.
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5.4.2.2 External
External threats restrict the result generalisation beyond the scope of the study [256].
In this section, we identify three external threats.
The use of students as participants A major threat of using students in this study,
rather than developers with experience in cloud platforms and services, is that students
depended exclusively on the training session to learn how to perform the tasks. In
addition, their lack of expertise could have contributed to increasing the average time
to undertake the tasks. Although it reduces our ability to generalise our findings, it
is acceptable for this study as our aim is to obtain early evidence of the phenomenon
under study [49].
Cloud service used for evaluating cloud platforms The experiment in Section
5.2 evaluates the impact of cloud platform on cloud portability by using a cloud service
that is less common than VM or storage services - the most prominent services in the
cloud literature [44]. This might lead to the misleading assumption that the result of
this experiment is not valid because top used cloud services should be considered.
It is important to point out that the experiment in Section 5.2 evaluated the cloud
platform, not the cloud service. The cloud service was used as an object as cloud
platforms are not evaluated directly [142]. Both AWS and Azure are leader cloud
platforms that have driven the innovation in the cloud market [140]. However, we
acknowledge that using only one cloud service to evaluate two cloud platforms restricts
any generalisation beyond this type of cloud service. Different cloud services should be
used as objects in future replications to test whether generalisations are possible.
Sample size In this study, 15 participants took part in two experiments. Compared
with the subset of SE experiments that accounts only for undergraduate students, this is
less than the average (x˜ = 43), but greater than the minimum (n = 10) [215]. The small
sample reduces the statistical power of inferential tests, and limits its generalisation.
Although the bootstrap technique was used to mitigate the effect of a small sample,
future replications of this experiment should consider more participants.
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5.5 Building Prediction Models - Cloud Platform
This section details the exploratory process of building regression models for predicting
the effort of increasing cloud application portability when configuring cloud services in
different platforms. By using concepts and techniques explained in Appendix C and
results from the experiment reported in Section 5.2, we built a set of simple and mul-
tiple linear regression models using OLS and, alternatively, robust regression methods.
Leave-one-out cross-validation (LOO-CV) was used to evaluate prediction models. The
prediction model accuracy was assessed by using the MMRE summary measure. Ad-
ditionally, we compared the accuracy of our models with maintainability prediction
models reported in Section C.4. The rationale for techniques used in this section is
detailed in Appendix C.
5.5.1 Simple OLS Linear Regression Model
The experiment reported in Section 5.2 shows that cloud platform can be used as an
indicator of cloud application portability when configuring cloud services in different
platforms. Therefore, we built a simple linear regression model by using the cloud
platform as a single predictor. Figure 5.11 shows a jitter plot with all 52 observations
and a model line representing the prediction model.
Table 5.13 summarises the accuracy results obtained with LOO-CV, and the good-
ness of fit for this simple model. According to the classification presented in Section C.4
for maintainability prediction models, the simple model #1 (MMRE = 0.415) achieved
a good accuracy (0.37 < MMRE ≤ 0.49). Yet according to the accuracy classification,
the Pred(0.37) shows that 63.5% of predictions using this model could be classified as
excellent. The goodness of fit, as measured by the R2, is very low when compared to
prediction models in previous chapters (R2 = 0.003), however.
5.5.1.1 Outlier analysis
As outliers can influence the model, we tried to identify possible outliers and quantify
their impact on the model. The plot in Figure 5.11 suggests four outlier candidates for
Azure platform with effort >20 min (Observations 40, 44, 48 and 52). The plot also
suggests another six outlier candidates (Observations 1, 5, 9, 17, 25 and 35) for AWS
platform (Effort <10 min).
In addition to the jitter plot, we also used the Cook’s distance to identify outlier
candidates. As Figure 5.12 shows, only observation 48 was above the cuttoff for Cook’s
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Figure 5.11: Simple effort prediction model line using the cloud platform as a single predictor.
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Table 5.13: Accuracy and goodness of fit for effort prediction models built.
# Prediction Model (Variables) Accuracy Measures Goodness of fitMMRE MAR Pred(0.25) Pred(0.30) Pred(0.37) R2 RSE
1 Simple model 0.415 4.481 0.500 0.538 0.635 0.003 5.562
2 Simple robust model 0.379 4.493 0.462 0.538 0.654 0.016 5.274
3 Multiple model (Platform + configload) 0.284 3.381 0.500 0.596 0.750 0.500 3.976
4 Multiple robust model (Platform +config load) 0.278 3.397 0.500 0.596 0.769 0.399 4.020
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Figure 5.12: Cook’s distance plot of data points. Only one observation is acknowledged as an outlier though several others are
possible candidates.
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distance (0.23) though several other observations are possible outlier candidates.
We analysed 11 observations (1, 5, 9, 17, 25, 35, 37, 40, 44, 48, 52) to check whether
they were influential cases for the model. Ten participants were responsible for these
11 observations. We identified that four observations with extreme high effort values
for Azure platform (Observations 40, 44, 48 and 52) came from the queue size = 100.
Therefore, they could not be considered as outliers.
Five out of six extreme low effort values for AWS platform were result of the queue
size = 25 and they did not differ significantly from other observations with the same
queue size. Therefore, these five observations (1, 5, 9, 17 and 25) could not be charac-
terised as outliers. Finally, although observation 35 differs from other observations for
queue size = 75, we noted that removing this observation brought no improvement to
the model (MMRE = 0.414; R2 = 0.002). Therefore, the original data set was kept.
5.5.1.2 Simple Model Diagnostics
As explained in Section C.5, meeting some underlying assumptions is a pre-condition to
accurately generalise a model beyond its data set. We tested the extent to which model
#1 meets seven underlying assumptions for simple linear regression models based on
the OLS method. Figure 5.13 shows four plots to visually support the diagnostics.
Sample size. No observation was removed from the original sample. Therefore, the
simple model was based on the full sample that consists of 52 observations. As model
#1 is based on a single predictor, the sample-predictor rate is within the acceptable
range (i.e., ≥ 10).
Linearity. Figure 5.13 (a) shows the jitter plot for residuals and fitted values of model
#1. The plot suggests two clusters grouping data points - one for fitted values below
13.5 and another for values above it. In fact, the Rainbow test confirmed that the
linearity assumption is not met (Rain = 3.044, p = 0.003).
Independent residual terms (errors). We tested the lack of autocorrelation for
residual terms by using Durbin-Watson test (DW = 2.424, p = 0.921). The DW statis-
tics is close to 2, meaning that errors are independent. The p-value is not significant
for α = 0.05, confirming that model #1 meets this assumption.
Homoscedasticity. To meet this assumption, the variance of residual terms should
be homogeneous. Figure 5.13 (b) helps to identify the homogeneity of the variance. The
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Figure 5.13: Diagnostics plots for effort prediction model #1
two dashed lines suggest a funnel pattern, which could mean a violation of homoscedas-
ticity (i.e., the presence of heteroscedasticity). However, we should consider that our
single variable is dichotomous, which might contribute to this perspective. Furthermore,
we can observe a homogeneous distribution of data points around the middle (red line).
Finally, the Goldfeld-Quandt test confirmed that model #2 meets this assumption for
α = 0.05 (GQ = 2.223, p = 0.027).
Low leverage. The plot in Figure 5.13 (c) suggests no major leverage issues as data
points are centred around zero (y-axis). The average leverage for this model is 1.019,
therefore the cutoff is three times this value (3.057). As we can observe in Figure 5.13
(c), no observation is above this cutoff. Thus, the model meets this assumption.
No perfect multicollinearity. As Model #1 has only one predictor, there is no risk
of multicollinearity.
160
5.5 Building Prediction Models - Cloud Platform
Normality. The density plot in Figure 5.13 (d) shows a slightly positive skew, which
suggests deviation from normality. Indeed, as the Shapiro-Wilk test confirmed, model
#1 violated the normality assumption for α = 0.1 (W = 0.960, p = 0.085).
5.5.1.3 Alternative Simple Robust Regression Model
As explained in Section C.5, robust regression is a method less sensitive to outliers and
make no assumption regarding the distribution type. This section uses this method to
test whether it can improve the prediction accuracy of our regression model. Addition-
ally, for the simple model #1, the robust regression is an alternative to overcome the
lack of normality
Table 5.13 shows the accuracy and goodness of fit for the simple robust model #2.
Compared to model #1, the robust regression improved the model in -8.6% (MMRE
= 0.379) though all Pred measures decreased. Regarding the goodness of fit, we can
observe a slight improvement of both measures.
5.5.2 Multiple OLS Linear Regression Model
A multiple linear regression model is similar to a simple model, but it includes more
than one predictor. In addition to the variable that defines the cloud platform used,
our data set also has another variable to define the number of queues that was created
during the service configuration in each cloud platform (i.e., the configuration load).
Unlike previous chapters, we used the forced entry method to build a multiple linear
model and investigate whether this variable could improve the prediction accuracy of
our simple model.
We applied the forced entry method to identify the impact of the configuration load
(i.e., the additional variable) in our model. Next, we analysed the existence of outliers.
Then, we checked whether the multiple linear model meets underlying assumptions for
multiple linear regression models based on OLS. Finally, a multiple robust regression
model was built to evaluate the impact of this method in the prediction accuracy.
5.5.2.1 Forced Entry Method
As we had only one additional variable, this method was used rather than the forward
stepwise method. As result, model #3 consists of two variables. As Table 5.13 shows,
the second variable significantly improved the model (MMRE = 0.284) when compared
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to the simple OLS model (-31.5%) and also the simple robust model (-25%). The
goodness of fit also increased considerably (R2 = 0.5; RSE = 3.976).
5.5.2.2 Outlier analysis
This section tries to identify possible outliers and quantify their impact on the multiple
model #3. As there are multiple predictors in the model, it is no longer possible to
infer outliers just by inspecting the jitter plot. Therefore, we used the Cook’s distance
to identify possible outliers.
Using default values for the cutoff of Cook’s distance, the plot in Figure 5.14 high-
lights the same observation presented in the simple model (48). As discussed in Section
5.5.1.1, this is not an outlier. Therefore, no change was made to the original data set.
5.5.2.3 Multiple Model Diagnostics
As for the simple model, we carried out a set of tests to identify the extent to which
the best multiple model #3 meets seven underlying assumptions for multiple linear
regression models based on the OLS method. Figure 5.15 shows four plots to visually
support the diagnostics.
Sample size. Unlike the simple model, the multiple model #3 consists of two pre-
dictors. As no observation was removed from the original sample, the sample-predictor
rate is 26, which is still greater than the minimum cutoff of 10. Therefore, model #3
meets this assumption.
Linearity. Figure 5.15 (a) shows the jitter plot for residuals and fitted values of mul-
tiple model #3. The blue line suggests that data points follow a pattern. To test the
assumption that the model has no linearity issues, we applied the Rainbow test that
confirmed that the model meets the linearity assumption (Rain = 1.618, p = 0.123).
Independent residual terms (errors). We tested the lack of autocorrelation for
residual terms by using Durbin-Watson test (DW = 2.057, p = 0.532). Like in the
simple model, the DW statistics is close to 2, meaning that errors are independent. The
p-value is not significant for α = 0.05, confirming that model #3 meets this assumption.
Homoscedasticity. To meet this assumption, the variance of residual terms should be
homogeneous. Like for the simple model (Figure 5.13 (b)) the two dashed lines in Figure
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Figure 5.14: Cook’s distance plot of data points for the multiple effort prediction model #3.
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5.15 (b) suggest a funnel pattern, which could indicate the presence of heteroscedasticity.
As the Goldfeld-Quandt test confirms (GQ = 1.857; p = 0.072), the homoscedasticity
assumption is not met for α = 0.05.
Low leverage. The average leverage for this model is 2.019, therefore the cutoff is
three times this value (6.057). As we can observe in Figure 5.13 (c), no observation lies
above this cutoff. In fact, the largest Hat value is 0.10. Thus, we considered that the
model #3 meets this assumption.
No perfect multicollinearity. Unlike simple model #1, multiple model #3 might
violate the multicollinearity assumption as it has multiple predictors. To test this
assumption, we checked the variance inflation factor (VIF) that indicates whether a
predictor has strong relationship with other predictors. The VIF calculated for both
predictors was equals to 1. Consequently, the tolerance (1/VIF) was also equals to 1.
As the values for the VIF are lower than 10 and the tolerance is greater than 0.2, we
considered that the model #3 meets this assumption.
Normality. As for the simple model #1, the density plot in Figure 5.15 (d) suggests
a slightly positive skew, which might means deviation from normality. However, as
confirmed by the Shapiro-Wilk test, model #3 meets the normality assumption for α
= 0.1 (W = 0.966, p = 0.150).
5.5.2.4 Alternative Multiple Robust Regression Model
As Table 5.13 shows, the robust method improved the multiple model in -2.1% (MMRE
= 0.278). This is also the best accuracy achieved amongst all four prediction models
built. Additionally, the Pred(0.37) shows that 76.9% of predictions made by this model
achieved an excellent accuracy, according to the classification presented in Section C.4.
5.5.3 Discussion
From 4 prediction models built in Sections 5.5.1 and 5.5.2, the multiple robust model
#4 achieved the best accuracy as measured by the MMRE summary measure (MMRE
= 0.278). This was the best accuracy obtained so far for all prediction models reported
in this document. Taking into consideration the accuracy classification proposed in
Section C.4, this prediction model achieved an excellent prediction (MMRE ≤ 0.368).
Moreover, only one quarter of predictions made by this model could not be classified
164
5.5
B
u
ild
in
g
P
red
iction
M
od
els
-
C
lou
d
P
latform
−5
0
5
10
7.5 10.0 12.5 15.0 17.5
Fitted values
R
e
s
i
d
u
a
l
s
(a) Linearity
−5
0
5
10
7.5 10.0 12.5 15.0 17.5
Fitted values
R
e
s
i
d
u
a
l
s
(b) Homoscedasticity
−2
−1
0
1
2
3
0.04 0.06 0.08 0.10
Hat values
S
t
a
n
d
a
r
d
i
z
e
d
 
R
e
s
i
d
u
a
l
s
(c) Low Leverage
0.0
0.1
0.2
0.3
−2 −1 0 1 2 3
Studentized Residuals
D
e
n
s
i
t
y
(d) Normality
Figure 5.15: Diagnostics plots for effort prediction model #3
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as excellent (Pred(0.37) = 0.769). The goodness of fit (R2 = 0.399) is better than that
obtained by the best multiple robust model built in Section 4.3, but it is still lower
than that achieved by the best model in Section 3.4. Finally, as the robust method
is less sensitive to the heteroscedasticity presented by the multiple OLS model #3, we
conclude that this model can be used to predict the effort of increasing cloud application
portability within the context defined in Section 5.2
5.6 Building Prediction Models - Cloud Service
This section details the exploratory process of building regression models for predicting
the effort of increasing cloud application portability when deploying cloud applications
in a cloud service. Unlike prediction models built in previous chapters, our data set
consisted of one single variable - the cloud service used. Therefore, we were able to
build only simple models. By using concepts and techniques explained in Appendix C
and results from the experiment reported in Section 5.3, we built a set of simple linear
regression models using OLS and, alternatively, robust regression methods. Leave-one-
out cross-validation (LOO-CV) was used to evaluate prediction models. The prediction
model accuracy was assessed by using the MMRE summary measure. Additionally, we
compared the accuracy of our models with maintainability prediction models reported
in Section C.4. The rationale for techniques used in this section is detailed in Appendix
C.
5.6.1 Simple OLS Linear Regression Model
The experiment reported in Section 5.3 shows that the cloud service can be used as
an indicator of cloud application portability when deploying cloud applications during
a cloud migration. Therefore, we built a simple linear regression model by using the
deployment service (i.e., container or VM) as a single predictor.
Figure 5.16 shows a plot with all 60 observations and a model line representing the
prediction model. As the plot suggests, the model line is influenced by outlier candidates
for the VM service (Effort >10 min), which might have impacted the model fit.
Table 5.14 summarises the accuracy results obtained with LOO-CV, and the good-
ness of fit for this simple model. According to the classification presented in Section C.4
for maintainability prediction models, the simple model #1 (MMRE = 0.755) achieved
a fair accuracy (0.49 < MMRE ≤ 0.88). Yet according to the accuracy classification,
the Pred(0.37) shows that half of predictions using this model could be classified as
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Figure 5.16: Simple effort prediction model line using the cloud service as a single pre-
dictor.
excellent (Pred(0.37) = 0.517). The goodness of fit, as measured by the R2, is relatively
low (R2 = 0.132), however.
5.6.1.1 Outlier analysis
As outliers can influence the model, we tried to identify possible outliers and quantify
their impact on the model. The plot in Figure 5.16 suggests three outlier candidates
with Effort >10 min for the VM service (Observations 53, 55 and 57). Additionally,
observations 1 and 29 presented an extreme high effort for Container service (Effort ≥
10 min). In addition to the jitter plot, we also used the Cook’s distance to identify
outlier candidates. As Figure 5.17 shows, observations 53 and 57 were above the cuttoff
for Cook’s distance (0.2). We can also observe that the Cook’s distance statistics for
data points 1, 29 and 55 differ from most observations.
We analysed these six observations identified in the jitter and Cook’s distance plot
to check whether they were influential cases for the model. Four participants were
responsible for the six outlier candidates. We identified that most of these observations
were result of the first attempt to deploy the application. Therefore, they might have
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Table 5.14: Accuracy and goodness of fit for effort prediction models built.
# Prediction Model (Variables) Accuracy Measures Goodness of fitMMRE MAR Pred(0.25) Pred(0.30) Pred(0.37) R2 RSE
1 Simple model 0.755 2.607 0.333 0.433 0.517 0.132 3.967
2 Simple model w/out outliers 0.561 1.398 0.400 0.564 0.564 0.189 1.868
3 Simple robust model 0.527 2.263 0.300 0.417 0.517 0.856 1.813
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Figure 5.17: Cook’s distance plot of data points.
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been impacted by the learning effect (Section 5.3.2.1).
As result, we concluded that these six observations were real outliers, and we decided
to remove them from our data set. Table 5.14 shows the resulting model #2. The
accuracy of the model #2 (MMRE = 0.561) improved -25% when compared to the
previous model. We can also observe some improvement in all other accuracy and
goodness of fit measures.
5.6.1.2 Simple Model Diagnostics
As explained in Section C.5, meeting some underlying assumptions is a pre-condition to
accurately generalise a model beyond its data set. We tested the extent to which model
#2 meets seven underlying assumptions for simple linear regression models based on
the OLS method. Figure 5.18 shows four plots to visually support the diagnostics.
Sample size. In total, six observations were removed from the original sample, re-
sulting in a reduced sample with 54 observations. As model #2 is based on a single
predictor, the sample-predictor rate is within the acceptable range (i.e., ≥ 10).
Linearity. Figure 5.18 (a) shows the jitter plot for residuals and fitted values of model
#2. Data points are scattered across the plot around the red line (middle), suggesting
a homogeneous distribution. The blue line is straight, supporting the assumption that
residuals follow no pattern. The Rainbow test confirmed that the linearity assumption
was met (Rain = 0.758, p = 0.761).
Independent residual terms (errors). We tested the lack of autocorrelation for
residual terms by using Durbin-Watson test (DW = 1.482, p = 0.017). The DW statis-
tics is close to 1, meaning that errors are not independent. The p-value is significant
for α = 0.05, confirming that model #2 does not meet this assumption.
Homoscedasticity. To meet this assumption, the variance of residual terms should be
homogeneous. The two dashed lines in Figure 5.18 (b) suggest no pattern. Additionally,
we can observe a homogeneous distribution of data points around the middle (red line).
However, the Goldfeld-Quandt test shows that model #2 does not meet this assumption
for α = 0.05 (GQ = 0.455, p = 0.974).
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Figure 5.18: Diagnostics plots for effort prediction model #2
Low leverage. The plot in Figure 5.18 (c) suggests no major leverage issues as data
points are centred around zero (y-axis). The average leverage for this model is 1.018,
therefore the cutoff is three times this value (3.055). As we can observe in Figure 5.13
(c), no observation is above this cutoff. Thus, we considered that the model #2 meets
this assumption.
No perfect multicollinearity. As Model #2 has only one predictor, there is no risk
of multicollinearity.
Normality. The density plot in Figure 5.18 (d) shows a positive skew, which sug-
gests deviation from normality. Indeed, as the Shapiro-Wilk test confirmed, model #2
violated the normality assumption (W = 0.881, p <0.001).
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5.6.1.3 Alternative Simple Robust Regression Model
As explained in Section C.5, robust regression is a method less sensitive to outliers and
make no assumption regarding the distribution type. This section uses this method
to test whether it can increase the prediction accuracy of our regression model. Addi-
tionally, for the simple model #2, the robust regression is an alternative to the lack of
normality and heteroscedasticity.
Table 5.14 shows the accuracy and goodness of fit for the simple robust model
#3. Compared to model #2, the robust regression slightly improved (-6%) the model
(MMRE = 0.527) though all Pred measures decreased. Regarding the goodness of fit,
the R2 of model #3 (0.856) increased more than 3 times the value of model #2 (0.189).
5.6.2 Discussion
From 3 prediction models built in Section 5.6.1, the simple robust model #3 achieved
the best accuracy as measured by the MMRE summary measure (MMRE = 0.527).
This model consists of one predictor – the variable that represents the cloud service
used for deployment. The robust method also significantly improved the goodness of fit
(R2 = 0.856) when compared to the OLS models.
According to the classification presented in Section C.4 for maintainability prediction
models, model #3 achieved a fair accuracy (0.49 < MMRE ≤ 0.88), which is within
the accuracy range obtained by most models presented in this document. In addition,
half of predictions made by model #3 could be classified as excellent.
Although model #3 can be used to predict the effort of increasing cloud application
portability within the context defined in Section 5.3, its generalisation beyond this
data set is limited. The robust model is less sensitive to the lack of normality and
heteroscedasticity, but it is not robust to the violation of independent errors. In future
studies, machine learning approaches that are robust to this type of violation can be
used to enable the model generalisation beyond this data set.
5.7 Summary
This chapter describes our final contributions to the objectives defined in Section 1.2.
We empirically investigated environmental aspects of cloud migration, cloud platforms
and services, to identify whether they impact cloud application portability. The result
of the two experiments in Sections 5.2 and 5.3 confirmed our hypothesis - cloud platform
and service do impact cloud application portability within the context defined for the
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experiments. In addition, both experiments achieved a large effect size and a high
statistical power when taking into consideration SE experiments.
Prediction models built in this chapter achieved excellent (MMRE = 0.278) and
fair (MMRE = 0.527) prediction accuracy when compared to other prediction models
reported in the related literature (Section C.4). The model built for predicting the
effort of configuring cloud services in different platforms meet assumptions required for
regression model generalisation, whereas the model built for predicting the effort of
deploying cloud applications in a cloud service does not.
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Chapter 6
Conclusion and Future Directions
This research (i) establishes four important factors that impact cloud portability as a
means to mitigate risk associated to vendor lock-in, and (ii) uses the experimental results
from assessment of these factors to devise prediction models for the effort to increase the
cloud portability of legacy web applications. To do so, we combined and exploited sound
techniques from empirical software engineering, software quality and software effort
prediction. In addition, we identified established strategies for dealing with portability
issues in related areas including service-oriented computing and distributed systems,
and we extended the applicability of these strategies to the cloud computing domain.
The first part of the hypothesis examined in this thesis (Section 1.2) states, “de-
sign properties and technologies adopted by the application, along with environmental
aspects, impact cloud application portability (...).” Software coupling (design property),
security systems (technology), and cloud platform and service (environmental aspects)
were found statistically significant and scientifically relevant factors that impact cloud
application portability in experiments presented in Sections 3.3, 4.2, 5.2 and 5.3. Within
the limitations of our experiments, these findings provide empirical evidence to accept
the first part of our hypothesis.
The second part of the hypothesis examined in this thesis (Section 1.2) states, “(...)
and [design properties and technologies adopted by the application, along with environ-
mental aspects] can be used as indicators for predicting the effort of improving the cloud
application portability.” Using results from experiments in Sections 3.3, 4.2, 5.2 and
5.3, we built 30 regression models (Sections 3.4, 4.3, 5.5 and 5.6) to predict the effort
of improving cloud application portability regarding (i) application re-engineering to
replace method calls with message queuing, (ii) application re-engineering to modify
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configuration and code related to security systems to enable single sign-on by using
implementations of OpenID Connect protocol, (iii) cloud configuration to create mes-
sage queues in public cloud platforms, and (iv) application deployment to deploy cloud
applications by using purpose-equivalent cloud services.
Regression models were evaluated using MRE, the “de facto” standard measure for
prediction models, and leave-one-out cross-validation, a widely used evaluation proce-
dure. To assess the accuracy of our regression models and test the second part of our
hypothesis, we carried out a systematic literature review to identify the accuracy of
prediction models for maintainability. Maintainability was chosen because we could not
find any prediction model for portability in the literature, and because maintainability
is a quality attribute closely related to portability.
Comparing the accuracy of our prediction models with the accuracy of prediction
models for maintainability, our prediction models produced excellent (MMRE ≤ 0.368),
good (0.368 <MMRE ≤ 0.493) and fair (0.493 <MMRE ≤ 0.875) predictions. There-
fore, we accept the second part of our hypothesis as we conclude that factors identified
in experiments reported in Sections 3.3, 4.2, 5.2 and 5.3 can be used as indicators for
predicting the effort of improving cloud application portability.
The next sections summarise this thesis.
6.1 Research Objective
As presented in Section 1.2, the research presented in this thesis investigates challenges
associated with increasing the portability of legacy web applications in cloud, focusing
on the migration analysis phase. Increasing application portability is important to
mitigating the risks of vendor lock-in, such as service failures and providers going out
of business. The rationale is that a highly portable cloud application (or a subset of
its components) can be migrated between clouds with minimal effort whenever it is
needed. Therefore, the cloud user is less dependent on the cloud platform or provider.
As vendor lock-in is an inhibitor of cloud adoption, mitigating its risks contributes to
increase the cloud adoption.
Unlike recently developed applications that use microservices to decompose applica-
tions into independent and collaborative components to enable deployment in multiple
clouds, service and deployment models, legacy web applications (that were migrated to
the cloud) were not developed to be distributed across the Internet. Therefore, migrat-
ing these important applications to another cloud requires a major effort in terms of
engineering time and financial cost. It is important to increase the cloud portability of
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legacy web applications so as to reduce the effort of future migrations not only to other
clouds, but also to other environments.
A well-managed application migration starts with an analysis, in which the cloud
users explore the migration feasibility. We focus on this analysis as it is regarded as
critical in real software migration experiences reported in the literature. In contrast,
the cloud portability literature focuses on proposing technical solutions and standards
as means for supporting the migration phase. It is important to focus on the analysis to
provide instruments that support the decision making process regarding the cloud ap-
plication migration before starting the process of transferring resources between clouds.
6.2 Contributions of the Research
The two major contributions of this research are the empirical identification of four
factors that impact cloud application portability and the rigorous development of a set
of regression models for predicting the effort of increasing cloud application portability.
These contributions are important because they increase our understanding of cloud
portability in general. For instance, our findings make clear the importance of the
application in reducing the migration effort. Whereas cloud portability solutions offer
a rapid, possibly short-term, solution for mitigating differences in APIs, semantics and
technologies adopted by cloud platforms and providers as a means of increasing or
enabling cloud portability, our findings enable the development of theories that can
support long-term and evidence-based decisions.
Furthermore, the research contributions of this thesis address four gaps in the ex-
isting cloud portability research by (i) providing empirical evidence for the importance
of different factors of portability; (ii) showing that established techniques from other
areas can significantly contribute to cloud portability research; (iii) providing predic-
tion models to analyse the technical and financial feasibility of a software migration in
the cloud; and (iv) identifying measurable factors that impact on the migration effort.
Together, our contributions support informed decisions regarding the cloud migration
of software applications, and mitigate the risks associated with vendor lock-in.
The novelty of our contributions can be explained from the perspective of both cloud
portability and software quality. From the perspective of cloud portability, we adopt
a different stance by understanding cloud portability as a quality attribute of cloud
applications (Novelty 1). This unique stance enabled us to use established techniques
from software quality and empirical software engineering to investigate cloud applica-
tion portability. Second, we carry out rigorous empirical investigations rather than a
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solution development (Novelty 2). These empirical investigations significantly increase
the understanding of cloud portability. Unlike most existing studies on cloud porta-
bility that propose solutions which mitigate differences between APIs, semantics and
technologies adopted by cloud providers and platforms, we provide empirical evidence
showing that cloud portability can be achieved by increasing the application portability
(Novelty 3). This finding shifts the focus from cloud platforms and providers to cloud
applications and enable cloud users to become active agents in mitigating the risks of
vendor lock-in.
The novelty of this thesis spans beyond cloud portability and covers also software
quality. To the best of our knowledge, this thesis provides the first empirical evidence
of factors that impact any type of portability (Novelty 4). Our findings confirm the
common assumption that coupling impacts portability. Additionally, by analysing our
empirical findings and empirical studies in the software quality literature, we observe
that similar factors impact both maintainability and portability. This shows the close
relationship between maintainability and portability, opening the opportunity for the
use of results from maintainability studies in portability research. This include, for
instance, studies on software architectural differences [20] and on the use of quality
guidelines for object-oriented applications [38].
6.3 Directions for Future Research
Our experiments provide empirical evidence that design properties, technologies and
environmental aspects impact cloud application portability. However, the scope of
empirical work is necessarily limited [250]. As is typical with empirical studies, our
experiments reported in Sections 3.3, 4.2, 5.2 and 5.3 constitute a single piece of evi-
dence rather than a definitive proof [209]. It would be unrealistic to expect that a single
experiment could enable wide generalisations [28]. Therefore, independent replications
are necessary to increase the confidence in these results and enable their generalisation
[159] beyond the scope of this research.
On the other hand, single studies have been used as the first step to build theories
[209] and estimation models [7, 94], and to shed light on possible trade-offs of even widely
adopted technologies [111] and methods [20, 38]. Although we consider our findings as
preliminary, the rigorous methodology we applied, along with the statistically significant
and scientifically relevant results we obtained are sufficient to generalise our findings to
similar scenarios.
We tested the generalisation of regression models reported in Sections 3.4, 4.3, 5.5
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and 5.6 by checking seven assumptions for OLS-based regression models. Taking into
account only models with the best accuracy, two models meet all assumptions (reported
in Sections 3.4 and 5.5) whereas two other models do not (reported in Sections 4.3 and
5.6). These two models that do not meet all assumptions might yield incorrect results
when applied to other data sets.
Increasing the generalisation of our findings, using them to developing supportive
tools for cloud migration, and testing different techniques for effort prediction represent
important directions of future work. Firstly, our experiments need to be rigorously and
independently replicated to increase the confidence in our findings. In particular, finding
contradictory results would shed light on the importance of possible threats that our
experiments did not cover. These experiments would enable the use of meta-analysis to
synthesise results and obtain more consistent conclusions.
Secondly, other factors related to software design properties and technologies, and
environmental aspects need to be investigated. This would enable the generalisation
of our findings to a wide range of factors. Next, our empirical findings can be used
to build tools that support cloud application portability. These tools can be used
to decrease application coupling, for instance. Diagnostic tools can give a preview
of costs on increasing portability whereas model-based tools can automate code re-
engineering. Different machine learning techniques, such as neural networks and fuzzy
systems, can be used in an effort to improve our predictions of the effort to increase
cloud portability. These techniques have a track record of successful application in
predicting the effort associated with other software engineering tasks [8, 10, 75, 231].
Finally, decision support systems could be developed to facilitate the use of prediction
models by non-experts.
Two other topics that deserve attention in future research are the current trend
towards the use of microservices, and the adoption of cloud standards. Microservices
is an architecture whereby business functions are implemented in small code units,
packaged and deployed as self-contained software units, including their own independent
database [165]. In addition, microservices can be combined with unikernels to isolate
the software unit in a portable sandbox. Unikernels are small virtual machines with no
division between user and kernel memory spaces [181]. Thus, these software units can
be deployed in different cloud platforms and moved from one cloud platform to another
with minimal effort [25, 72].
Indeed, based on the results of our experiments in this thesis, we could easily argue
that microservices may be the definitive solution for cloud portability because it lowers
the coupling between application components and reduces technological dependencies,
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e.g., by creating one database for each software unit. Whereas new applications can
benefit from using microservices, legacy applications still need re-engineering to adopt
this new architecture, however. Because architectural re-engineering costs are often high
[220], future research should evaluate current techniques for architectural migration and
their feasibility when migrating legacy systems to microservices. Furthermore, future
research should also devise techniques and tools to predict and reduce migration costs,
including automated migration tools.
Finally, although several standards have been proposed for cloud over the past few
years [98], only a few have been considered really useful [78]. TOSCA1 is a promising
standard for cloud application portability [33] that consists of an language for specifying
cloud application components and their dependencies with cloud services, and a run-
time platform [34]. The runtime platform receives the specification and the packaged
application as inputs to deploy the cloud application and to provision cloud resources
in the target cloud platform. This is also the goal of some DevOps tools, like puppet2
and chef3. DevOps is a set of practices and tools that aim to integrate development
and operation teams [72]. Although TOSCA could be a way to standardise DevOps
tools [5], it is essential to investigate the extent with which TOSCA cover functionalities
implemented by leader DevOps tools and the effort necessary to adopt TOSCA.
1https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=tosca
2http://puppet.com
3http://www.chef.io
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Appendix A
Research Framework and
Methodology
This appendix briefly summarises Wazlawick’s research framework [250] and the re-
search onion methodology1. Whereas the former was used to structure the research
presented in this thesis, the latter was used to structure the investigation of factors
impacting on cloud application portability.
A.1 Research Framework
Figure A.1 uses the UML class notation to show a conceptual model comprising entities
and their relationship as covered by the Wazlawick’s framework. A research is concen-
trated on a particular Area, such as cloud computing or software engineering. An Area
consists of several Subjects, such as configuration management and agile methods. For
each Subject there might be several open Issues, such as vendor lock-in.
A Literature Review identifies open Issues and covers Related Work addressing the
same Issue. The research Objective addresses the Issue and improves the current state-
of-the-art, represented by the Related Work. The Objective is specialised in General
and Specific. Whereas the former represents the research overall contribution, the latter
represents sub-products yielded as part of the general solution, such as a tool.
Since the Objective is achieved, some benefits should be expected (Expected Out-
comes), such as “increasing the adoption of cloud computing in small companies.” The
1http://onion.derby.ac.uk
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Figure A.1: The conceptual model of Wazlawick’s research framework.
Objective has a Justification that consists of some Evidence, such as Literature Review
and Empirical Study. The Objective covers or is based on a Hypothesis. For example,
for the Objective “reducing the effort to develop web applications”, a possible Hypothesis
could be “Model-Driven Engineering reduces the effort to develop web applications by
automating the generation of artefacts.”
The Hypothesis has a set of Justification and Limitation. A Limitation might be
related to time, budget, or research interest, for instance. Both Objective and Hypoth-
esis are achieved through a Methodology that is a set of methods addressing different
aspects of a research, such as philosophical stance and research techniques. Finally, the
identification of each entity in the framework is guided by research questions.
A.2 The Research Onion Methodology
The research onion methodology defines several layers representing different methods
and stances for scientific research1. The first layer is the philosophical stance. Defining
1http://onion.derby.ac.uk
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a philosophical stance at the beginning of a research is important to explicit what is
considered as acceptable evidence [71]. Examples of philosophical stances are positivism,
realism and constructivism. The second layer is the approach used to devise a theory,
which might be from practice to theory (inductive) or the opposite (deductive) [213].
The third layer refers to the strategy to investigate the hypothesis. Several empirical
methods can be used, such as experiment, survey and case study [212]. It is important
that the strategy choice is driven by the research objective and other research onion
layers [71]. For instance, experiments are the common strategy for positivism using a
deductive approach. The fourth layer is the choice regarding the methods to be used.
Whereas quantitative methods use numerical data and statistical methods to analyse
findings, qualitative methods use raw data (e.g., text and images) and do not rely on
precise measures to draw conclusions [212].
The next layer refers to time horizons. They vary according to time of study,
which might be short-term (cross-sectional) or long (longitudinal). Whereas in the
former groups are evaluated at the same point in time, in the latter different groups are
evaluated along the time [126]. Finally, the sixth layer covers techniques and procedures
for data collection (e.g., forms) and analysis (e.g., non-parametric statistics). These
techniques and procedures vary significantly according to the previous choices [256].
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Appendix B
Experimentation in Software
Engineering
This appendix briefly summarises fundamental concepts of experimentation in Software
Engineering (SE). These concepts are extensively used in Chapters 3, 4 and 5 to ad-
dress the research objectives presented in Section 1.2. A (controlled) experiment is
an empirical method to determine whether a cause-effect relationship exists [71]. A
quasi-experiment is an experiment whereby treatments are not randomly assigned to
participants [121]. As Section 2.4.1 explains, experimentation is a common strategy
to identify factors that impact a particular QA [7, 21, 38, 40, 112]. Therefore, this
is the strategy used in this research to identify factors impacting on cloud application
portability.
There are several guidelines for conducting and reporting experiments in SE [118,
128, 131, 214]. This research used the framework proposed by Wohlin et al. [256] as it
covers the experiment preparation, execution and result analysis in the depth required
by this research. In addition, we use the Goal/Question/Metric (GQM) template of
Basili & Rombach [27] to define the goal of each experiment. Figure B.1 illustrates the
main elements of the experimentation framework of Wohlin et al..
An experiment investigates a Hypothesis that defines a causal relationship between
Dependent and Independent variables. Usually, an independent variable (also called
Factor) consists of two or more values, called Treatments. For example, stating that
a Java application (Treatment 1) is easier to debug (Dependent variable) than a C++
application (Treatment 2) is a valid Hypothesis.
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Figure B.1: SE experimentation framework of Wohlin et al. [256].
A Variable must be measurable. There are different types of measures, but the most
common are categorical and ratio. In our example, our Independent variable is measured
in a categorical scale since we have two possible values: Java and C++. Although the
Dependent variable is informally specified (“easier to debug”), at some point it must be
formally specified. For instance, let’s assume that the ease of debugging an application
is measured in terms of the amount of time that a developer takes to debug a particular
problem. “Amount of time” is a data type that varies from zero to a number, which
means that this is a ratio variable. Thus, one can objectively compare the time for
debugging the two applications.
A Hypothesis can be classified into Null or Alternative. Usually, the Null Hypothesis
states that there is no difference between Treatments whereas the Alternative Hypothesis
states that there is some difference. For instance, the Null Hypothesis could state that
the amount of time that a developer takes to debug a Java application is equals to a C++
application whereas the Alternative Hypothesis could state that the Java application
takes less time. Note that the Alternative Hypothesis is what we are trying to show,
according to the initial hypothesis defined in the previous paragraph. This is the case
in most experiments.
Some Data Analysis techniques are used to evaluate the Null Hypothesis and define
whether it should be rejected or accepted. In the case of the Null Hypothesis rejection,
the Alternative Hypothesis is accepted as truth. The Data Analysis uses Data produced
during the execution of a Task. The Task is used to test the Null Hypothesis. For
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instance, identifying the causes of incorrect results in an classification algorithm is an
example of debugging task that can be used to test the anecdotal hypothesis introduced
in this section. In this case, the Data could be the time that each Participant took to
debug Java and C++ applications.
Participant is the individual that perform a Task in an experiment. Along with the
Task, Participant is an important element to increase the realism of SE experiments
[214]. For instance, using professional software developers rather than students could
increase the realism of the debugging experiment although using students is quite com-
mon in SE experiments [215]. Participant uses some Instruments to perform a particular
Task, such as tools for software debugging. Training material and data analysis tools
can also be considered as Instruments. Finally, Object is manipulated by Participant
during the Task execution. For instance, the Java and C++ application used in our
anecdotal experiment are example of Objects.
B.1 Experiment Preparation and Execution
Ideally, an experiment is carried out in four steps [118, 128, 214, 256]. Firstly, a protocol
that details the experiment plan and execution is written. Secondly, the experiment is
executed and data is collected. Thirdly, data is analysed and conclusions are drawn.
Finally, results are reported and made available to the research community.
Preparing an experimental protocol consists of:
• Devising research questions and hypotheses;
• Identifying treatments;
• Identifying, investigating and selecting instruments and objects;
• Defining the strategy for recruiting participants;
• Preparing training and experimental material;
• Carrying out a pilot experiment to test assumptions and experiment material;
and,
• Writing down the protocol.
The experiment execution consists of instantiating decisions defined in the experi-
mental protocol. Ko, LaToza & Burnett [131] define eight steps for executing an exper-
iment in SE. They can be summarised into:
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• Recruiting, selecting, informing and characterising participants;
• Assigning participants to treatments;
• Training participants;
• Performing experiment tasks; and
• Debriefing, receiving feedback and compensating participants.
B.2 Data Analysis
Descriptive and inferential statistics are used for data analysis of experiment results.
Descriptive statistics describe and present measures of a data set, such as median,
minimum and range, whereas inferential statistics are used for drawing conclusions
based on the comparison of descriptive statistics [198, 256]. Additionally, charts such
as boxplots, scatterplots and histograms can be used to support data analysis and
visualisation [84].
Statistics can be classified into parametric or non-parametric. Whereas the former
is based on some assumptions, such as a normally distributed population, the latter is
relaxed regarding these assumptions and less sensitive to outliers [256]. Outliers are ob-
servations that significantly differ from the others [204]. Identifying and understanding
outliers is important to prevent misleading conclusions [84].
Experiment design and research goals must be taken into consideration to select a set
of appropriate descriptive and inferential statistics and prevent misleading conclusions
[198]. Guidelines and frameworks proposed by Andrews et al. [14], Wohlin et al. [256]
and Field, Miles & Field [84] are broadly used in this research to select appropriate
statistics.
For drawing conclusions using inferential statistics, some cutoffs must be set, as
exemplified in Table B.1. The type I error, also known as significance level (α), is
the probability of falsely rejecting the null hypothesis [256]. The traditional α value is
0.05 [158], which leads to a confidence level of 0.95 when accepting the null hypothesis.
Setting up the type II error (β) and the statistical power require some further analysis.
The statistical power is the probability of correctly rejecting the null hypothesis
[256]. The statistical power is influenced by the α, the sample size and the effect size
(γ) [70]. Usually, the sample size is well-defined at the beginning of the experiment.
However, determining the γ requires investigating similar experiments [120].
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Table B.1: Traditional cutoff values for evaluating hypotheses. Table adapted from [70].
Unknown true state of nature
H0: Null Hypothesis H1: Alternative Hypothesis
0.95 0.30
Statistical Accept H0 1 - α: Correct β: Type II error
Conclusion (Confidence level)
0.05 0.70
Reject H0 α: Type I error 1 - β: Correct
(Significance level) (Statistical power)
The γ is important because it measures the presence of a phenomenon in the pop-
ulation and indicates the scientific importance of empirical findings [160]. However,
similar experiments are not always available. Therefore, an alternative is using com-
mon conventions, such as those calculated by Kampenes et al. for SE experiments
[120].
Once that the value of γ is defined, one can calculate the statistical power by fol-
lowing guidelines provided by Dybå et al. [70]. The last cutoff to define is the type II
error. The type II error (β) is the probability of falsely accepting the null hypothesis
[256]. It is related to the statistical power (1−β). Therefore, given the statistical power
set up in Table B.1 (0.70), the value for the type II error is 0.30.
Additionally, one can calculate the relative seriousness of type I to type II error
(β/α) [160]. For example, a relative seriousness of 6 (30/0.05) means that the false
rejection of the null hypothesis is about 6 times “more serious than erroneously accepting
it.”
Several statistical software packages can be used for automating the calculation of
descriptive and inferential statistics, such as Matlab and Octave. This research uses the
R statistical software1 for performing data analysis. R is an open source and powerful
environment that provides libraries to address analyses required for this research.
B.3 Use of Experimental Results
An experiment constitutes a single piece of evidence rather than a definitive proof
[209]. It would be unrealistic to expect that a single experiment could enable wide
generalisations [28]. As Dybå, Sjøberg & Cruzes [69] explain, the context of an empirical
study (i.e., participants, environment, tools and tasks) is key to define whom, where,
1http://www.r-project.org
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when and why the research result aim to. Therefore, independent replications are
necessary to increase the confidence in empirical results and enable their generalisation
beyond their initial context [159].
On the other hand, as Shull, Singer & Sjøberg [209] advocate, even a single empirical
study can be used as the first step to building theories. In addition, single studies have
been used to build estimation models [7, 94] and shed some light on possible trade-offs
of even widely adopted technologies [111] and methods [20, 38].
B.4 Threats to Validity
Results of an experiment must be valid to the population of interest [256]. Although
mitigating threats is important to increase the validity of empirical results, it is not al-
ways possible [215]. Nevertheless, identifying and discussing possible threats to validity
when reporting an experiment is important to highlight its limitations [128].
Threats can be classified into internal or external. Internal threats impact the
cause-effect relationship. These threats might lead to an alternative cause for the effect
(confound variable) [215], such as systematic differences between treatments, different
instruments used for tasks, and participants with different knowledge levels. External
threats restrict the result generalisation [256]. Examples of external threats include the
use of students when the target population is professionals and the use of sample sizes
that are not representative of all sizes encountered in practice.
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Software Effort Prediction
Effort prediction is key to deliver software on schedule and within the budget [234]. Poor
predictions can lead to severe consequences, such as business opportunity losses and
increased risk of project failure [100, 116]. As Myrtveit, Stensrud & Shepperd [162] and
Mair & Shepperd [151] explain, a prediction approach is used to create prediction models
that predict the effort of some software maintenance or development task. Prediction
models have an effort factor, such as time, and one or more predictors that influence the
effort factor, such as developer skill level or project size. The prediction model accuracy
is measured using accuracy measures, and evaluated using a measuring procedure, such
as cross-validation.
The emphasis in the text above represent elementary concepts of software effort pre-
diction that are presented and discussed in this chapter. Firstly, we present an overview
of literature on prediction approaches and show results of empirical work investigating
the myth of the best prediction approach (Section C.1). Secondly, we present results of
an empirical study on using cross-company data sets for effort prediction, and briefly
discuss two common problems in software engineering data sets: outliers and small sam-
ple size (Section C.2). Next, we explain the evaluation process of a prediction model
(Section C.3). Section C.4 shows preliminary results of a systematic literature review
we carried out to identify the accuracy of prediction models for software maintainabil-
ity. Finally, we introduce the regression approach, which is used in this research for
predicting the effort of increasing cloud application portability (Section C.5).
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C.1 Prediction Approaches
As Trendowicz, Münch & Jeffery [234] summarise, prediction approaches mainly differ
in the input (e.g., data sets or personal experience) they require and the output (i.e.,
prediction model) they produce. For instance, regression approaches are data-intensive
whereas expert judgement does not require any data as input. In a systematic literature
review, Jørgensen & Shepperd identify more than 11 prediction approaches in 304 papers
published from 1989 to 2004 in 76 high quality journals [117]. The top 3 prediction
approaches they identified (and the frequency they appear) are:
1. Regression (49%) is a simple and easy approach whereby data is fitted to a pre-
specified model consisting of dependent and independent variables [151];
2. Function point (22%) is an approach that measures system functionalities [233];
3. Expert judgement (15%) is an approach performed by an (set of) expert(s) on a
task; most of the prediction process is based on intuition [115].
Other common approaches that Jørgensen & Shepperd identified are analogy (10%),
neural networks (7%) and bayesian (2%). The top 3 approaches identified by Jørgensen
& Shepperd slightly differs from a survey of most used approaches by practitioners
performed by Trendowicz, Münch & Jeffery [234], whereby expert judgement appears at
the first position (80%), followed by regression (70%). It is worth to note that the survey
was performed from 2005 and 2008 with 10 companies mainly focused on developing
applications for the finance sector. Although these studies reveal approaches more
investigated by academics or more used by practitioners, Trendowicz, Münch & Jeffery
[234] highlight that no prediction approach comply with all requirements expected by
companies for prediction approaches, such as flexibility, robustness, comprehensiveness
and reliability.
Many studies about prediction approaches aim to identify “the best” approach [116],
such as [8, 74, 143, 231, 239, 265]. These studies often present contradictory results
[115, 151]. Low study quality, small sample size, and flawed measurement process
are pointed out by Myrtveit, Stensrud & Shepperd [162] as reasons for contradictory
results. Jørgensen [116] concludes that there is no such “best” prediction approach or
model, and Gray & MacDonell [99] explain that modelling capabilities of prediction
approaches should be taken into account when selecting a prediction approach. Finally,
Mair & Shepperd [151] suggest using more than one approach to reduce risks.
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C.2 Data Sets, Outliers and Sample Size
Usually, data sets, used by data-intensive approaches to build prediction models, consist
of observations from an experiment [94], historical data from past projects [116], or open
available industrial data sets [204, 224]. One question that arises when using data sets
from other companies (cross-company) rather than within-company projects is whether
the source of the data set impacts the accuracy of prediction models.
To investigate this question, Kitchenham, Mendes & Travassos [130] carried out a
systematic literature review whereby they analyse ten studies that empirically compare
the prediction accuracy of prediction models using cross-company and within-company
data sets. Kitchenham, Mendes & Travassos conclude that their review is inconclusive
since (i) only seven out of ten studies were independently undertaken, (ii) three studies
show significant difference between models with different data sets whereas four studies
show that cross-company models lead to worse predictions than within-models, and (iii)
Kitchenham, Mendes & Travassos observed some trends in these studies that might have
biased conclusions drawn by experimenters.
Software engineering data sets often suffer from several problems [99], such as out-
liers and small sample size. Barret & Lewis [26] define outlier as “a data point that
appears to be inconsistent with the rest of the data set.” When detecting an outlier, it is
important to investigate whether it really is an inconsistency [84]. Several methods for
outlier elimination exist [204], such as boxplots and Cook’s distance. Whereas boxplots
visually highlight hidden patterns, Cook’s distance measures the extent with which an
observation (outlier) impacts the residuals of a regression equation [84].
Although the presence of outliers in a data set might affect the prediction accuracy,
Seo & Bae [204] found no significant difference of prediction accuracy between data sets
with and without outliers in their empirical study. Nevertheless, Seo & Bae strongly rec-
ommend removing outliers before carrying out any analysis. Robust methods for effort
prediction are less sensitive to outliers [84]. Therefore, they are a feasible alternative
on the suspicious of outliers in a data set [99].
The number of data points in a data set (i.e., sample size) is also important for
the prediction model accuracy although software engineering data sets quite often are
small [99, 130, 162]. Indeed, some data sets broadly used in the literature consists
of less than 40 data points [8, 94, 143, 224]. In an empirical study, Stensrud et al.
[224] identified a negative correlation between project size and accuracy for the MRE
accuracy measure. Therefore, large data sets could lead to better accuracy as MRE is
the most used accuracy measure [127].
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C.3 Prediction Model Evaluation
As Myrtveit, Stensrud & Shepperd [162] explain, a common design for evaluating a pre-
diction model is using a data set, an accuracy measure and a cross-validation technique.
There are several accuracy measures [87], such as Magnitude of Relative Error (MRE)
and Balanced Relative Error (BRE). The accuracy measure is computed for each data
point in a data set. As data sets consist of several data points, the statistic produced
by the accuracy measure is summarised by using mean or median, which leads to the
mean of MRE (MMRE) or median of MRE (MdMRE), for example [162].
MRE is the most used accuracy measure in the literature, along with Pred(m)
measures [87, 127, 224]. Whereas MRE is defined as the absolute value of the difference
between actual and predicted effort, divided by the actual effort, Pred(m) is defined as
the percentage of predictions with MRE ≤ m.
However, several concerns have been raised regarding the use of MRE. For instance,
Foss et al. [87] found that MRE is unreliable, tending to underestimate the actual value
whereas Stensrud et al. [224] found that MRE is dependent of project size. Whereas
reporting more than one accuracy measure is a common alternative to mitigate risks
[162], Foss et al. [87] concludes, “at present, we do not have any universal replacement
for MRE.”
Cross-validation is a measuring procedure used to evaluate the prediction model
accuracy [162]. The cross-validation procedure splits the data set into n groups that
are used to train and test the prediction model [133]. As James et al. [113] explain,
Leave-One-Out (LOO-CV) is a cross-validation technique whereby one data point is
removed from the data set to be used as a test set. Remaining data points in the data
set are used for training (i.e., building) the prediction model. Then, the test set is
used to test the accuracy of the prediction model by using an accuracy measure (e.g.
MRE). This entire process is repeated for each data point in the data set. The summary
statistic of all predictions (e.g., MMRE) represents the prediction model accuracy.
Although there are different cross-validation techniques, Kocaguneli & Menzies [133]
recommend using LOO-CV for increasing reproducibility. In addition, Myrtveit, Sten-
srud & Shepperd [162] explains that LOO-CV is a technique close to a realistic situation
whereby a data set of previous projects is used for predicting a single new project.
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C.4 Accuracy of Prediction Models for Software Maintain-
ability
Conte, Dunsmore & Shen [60] recommend MMRE ≤ 0.25 and Pred(0.25) ≥ 0.75 as
accuracy references for a good prediction model. Although these references are broadly
used in the literature of software effort prediction [127, 204], they date back to 1986, and
several researchers have emphasised that they are far from achievable [8, 74, 171, 239,
265]. Using recent and achievable accuracy references is central to support researchers
and practitioners when evaluating the efficiency of their prediction models regarding
prediction accuracy.
This section reports preliminary results of a systematic literature review carried
out to synthesise the accuracy of prediction models for software maintainability. This
research focus on software portability, but the literature review concentrates on software
maintainability because: (i) we could not identify any prediction model for software
portability in the literature; (ii) software maintainability is a quality attribute closely
related to portability; and (iii) prediction models for software maintainability have been
widely studied in the literature.
Our literature review consists of 16 primary studies published between 1993 and
2015, reporting 252 maintainability prediction models. To find relevant studies, we
used the snowballing method [255] that uses a set of primary studies as source for
identifying additional studies. References (backward snowballing) and citations (for-
ward snowballing) of included studies are investigated to find additional studies. This
procedure is repeated till no additional study is identified.
Our review found eight measures used to evaluate the accuracy of maintainability
prediction models (Table C.1). The number of studies adopting these eight measures
varies from 1 to 8. Table C.1 shows that researchers used different variations of measures
to evaluate the accuracy of their models, such as MMRE (mean of MRE) and Mdn AR
(median of AR). Pred(0.30) (n = 8), Pred(0.25) (n = 7), and MRE (n = 6) were the
most used accuracy measures. Although MRE lies in the third position in the rank of
most used accuracy measures, it is the underlying measure to calculate both Pred(0.30)
and Pred(0.25), which highlights its importance in the field. In fact, MRE is the de
facto standard for measuring the accuracy of software prediction models [162].
Table C.2 summarises statistics for 17 variations of measures used to evaluate the
accuracy of 252 maintainability prediction models found in our review. This summary
provides a rigorous way to evaluate the accuracy efficiency of maintainability prediction
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Table C.1: Measures and their variations used in studies. MRE is the de facto standard
measure as it is the basis for Pre(0.30) and Pred(0.25).
# Name Variations # of Occurrencies
1 Pred (0.30) 8
2 Pred (0.25) 7
3 Magnitude of Relative Error (MRE)
First/Second
quartile of
MRE, Max
MRE, MdMRE,
MMRE,
StdMRE
6
4 Absolute Residual (AR) MAR, Mdn AR,Sum AR 4
5 R-squared
Adjusted r-
squared, r-
squared
3
6 Correlation (actual-prediction) Spearman’s cor-relation 3
7 Mean Square Error (MSE) MSE, NRMSE 2
8 Standard Error of Mean (SEM) 1
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Table C.2: Summary of statistics calculated for accuracy measures used in the 252 prediction models found in our review.
# Name n Min 25th Percentile Median 75th Percentile Max
1 MSE 132 0.015 0.027 0.031 0.043 0.064
2 MMRE 79 0.00007 0.368 0.493 0.875 4.950
3 Pred (0.30) 54 0.100 0.285 0.455 0.590 0.958
4 Pred (0.25) 43 0.100 0.275 0.370 0.515 0.862
5 NRMSE 30 0.007 0.131 0.192 0.399 0.886
6 Correlation 28 0.059 0.544 0.664 0.713 0.858
7 MdMRE 21 0.079 0.170 0.313 0.420 0.680
8 Max MRE 19 0.000014 1.970 4.820 12.260 24.570
9 SdAR 19 8.418 20.080 46.650 54.390 63.470
10 Sum AR 19 22.0 520.1 1153.0 1548.0 2397.0
11 MdAR 18 9.260 11.630 16.210 17.520 29.540
12 StdMRE 14 0.320 0.582 1.565 2.305 4.430
13 1st Quartile MRE 9 0.048 0.060 0.080 0.192 0.240
14 R-squared 9 0.471 0.560 0.630 0.711 0.740
15 2nd Quartile MRE 9 0.189 0.192 0.220 0.630 0.876
16 SEM 8 0.013 0.018 0.023 0.031 0.052
17 MAR 8 0.083 0.127 0.133 0.149 0.155
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Table C.3: Accuracy classification system for MMRE.
# Classification Range
1 Excellent MMRE ≤ 0.368
2 Good 0.368 <MMRE ≤ 0.493
3 Fair 0.493 <MMRE ≤ 0.875
4 Negligible MMRE >0.875
models. When using this summary to compare the efficiency of accuracy of prediction
models, it is important to take two aspects into consideration. First, the number of
models used to calculate the summary in Table C.2 varies. Second, the number of
studies using a particular type of measure also varies (Table C.1).
Therefore, combining the results of these two tables might increse the confidence for a
comparison. For example, Table C.2 shows that MMRE was calculated for 79 prediction
models (31.3%). In addition, Table C.1 shows that this measure was used in 6 different
studies (37.5%). On the other hand, MSE was calculated for 132 models (52.3%), but
this measure was present in only two studies (12.5%). It shows that although MSE was
used in a greater number of models, using its summary is less reliable than MMRE that
was used by a greater number of independent researchers.
To give a reference for accuracy of prediction models built in this research, we
created an accuracy classification system as presented in Table C.3. We used the 25th
percentile in Table C.2 as the reference for the best classification (excellent). Accuracy
values between the 25th percentile and median are considered good whereas accuracy
values between median and the 75th percentile are considered fair. Finally, any MMRE
value greater than the 75th percentile is considered negligible.
C.5 The Regression Approach
Regression is recognised as the “de facto” approach for software effort prediction [99, 117,
151]. As Field, Miles & Field [84] explain, “Regression analysis is a way of predicting
an outcome variable from one predictor variable (simple regression) or several predictor
variables (multiple regression).” The regression model is based on a line that best fits the
data set [113]. As a result, the regression model accuracy is evaluated by the goodness
with which the line fits the data set. Usually, the goodness of fit is measured by the R2
or Residual Standard Error (RSE) measures [84, 113]. However, it is worth to note that
these measures are specific to regression models and therefore they are not appropriate
198
C.5 The Regression Approach
for comparing prediction models built with different approaches.
To find the best line, several lines are drawn trying to minimise the distance between
data points and lines [84]. The most common method to fit a line to the data (i.e., build
the regression model) is the ordinary least squares (OLS). Robust regression is another
method to fit a line to the data set that is more resilient to outlying data points [258].
Gray & MacDonell [99] advocate the use of robust regression as software data sets very
often are small and subject to outliers.
A data set might include several predictor variables. The literature recommends
to quantify the correlation between predictor variables and dependent variable (effort
factor) to identify predictor candidates [84, 206]. Forward stepwise is a method to
add predictor candidates to a model. An entry condition is defined and several iter-
ations are performed. For each iteration, (i) one predictor candidate is added to the
model, (ii) the model accuracy is re-evaluated by applying an evaluation method (e.g.,
cross-validation), and (iii) the entry criterion is applied to decide whether the predic-
tor candidate should be kept in the model [113]. Forced entry is another method that
simply add predictors direct to the model [84].
Gray & MacDonell [99] highlight that generalisability is an important concern when
building prediction models. A high generalisable model enables that conclusions are
drawn to the entire population from which the data was collected [84]. Generalisability
of OLS-based regression models depends on the fulfilment of the following assumptions
[84, 113]:
• Sample size impacts on the strength of the relationship one want to measure.
Ideally, the sample size should be between 10 to 20 data points per predictor on
average. Thus, for a model with 3 predictors, the data set should have between
30 to 60 data points in total;
• Linearity is a requirement of regression models as the prediction model is based on
a line that best fits the model. Therefore the relationship between predictor and
effort factor must be linear. Linearity might be evaluated using jitter/scatter plots
and statistical tests, such as the Rainbow test. The Rainbow test evaluates the
hypothesis that the relationship between variables is linear. Therefore, a p-value
less than 0.05 means that the model does not meet the linearity assumption;
• Independence of residual terms (errors) or lack of autocorrelation is important to
achieve accurate confidence and prediction intervals. A common way to test for
this assumption is using the Durbin-Watson test that evaluates the null hypothesis
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that there is no autocorrelation. The Durbin-Watson test statistics varies from 0
to 4, whereby a value close to 2 means that the independence of residual terms is
met. Field, Miles & Field [84] point out that values less than 1 and greater than
3 are real reason for concern;
• Homoscedasticity means an homogeneous variance of residual terms. Homoscedas-
ticity might be evaluated using charts and statistical tests, such as Goldfeld-
Quandt. The Goldfeld-Quandt test evaluates the null hypothesis that there is
heteroscedasticity (i.e., the homoscedasticity assumption is not met);
• Low leverage means that data points do not have unusual values in the x-axis.
High leverage data points are those that present a hat value greater than a cutoff.
An usual cutoff is three times the average leverage for the data set, calculated
as: 3(k+1)/n, in which k is the number of predictors and n is the number of
observations;
• No perfect multicollinearity means that there is no perfect linear relationship be-
tween predictors. To test this assumption, the variance inflation factor (VIF)
might be used. A VIF value greater than 10 is an indication for multicollinear-
ity to be present. Another measure to test for multicollinearity is the tolerance
(1/VIF) that should be greater than 0.1 to consider that the assumption of no
multicollinearity is met;
• Normality is expected for the distribution of residuals. Normality can be evaluated
by a density plot or statistical tests, such as Shapiro-Wilk. The Shapiro-Wilk test
evaluates the null hypothesis that the distribution is normally distributed.
Field, Miles & Field [84] highlight that a regression model can be used to drawn
conclusions even if assumptions are violated. However, when assumptions are violated,
conclusions are limited to the data set only.
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Consent Form
Your participation in this experiment is entirely voluntary. You will get paid for the
total of X hours, including training and experiment sessions. The payment is not
associated to your performance in this experiment, but to the completion of tasks. All
data gathered from the experiment will be treated in a confidential fashion: It will be
archived in a secure location and will be interpreted only for purposes of this evaluation.
When your data are reported or described, all identifying information will be removed.
There are no known risks to participation in this experiment. Please feel free to ask the
researcher if you have any other questions; otherwise, if you are willing to participate,
please sign this consent form and proceed with the experiment.
Date:
Signature:
Researcher’s contact details:
Name: Gabriel Costa Silva
Address: RCH/207, Ron Cook Hub, Heslington East, University of York, York, UK
Email : gabriel@cs.york.ac.uk
Supervisors’ contact details:
Name: Louis Rose
Address: RCH/102A, Ron Cook Hub, Heslington East, University of York, York, UK
Email: louis.rose@york.ac.uk
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D. CONSENT FORM
Name: Radu Calinescu
Address: RCH/102B, Ron Cook Hub, Heslington East, University of York, York, UK
Email: radu.calinescu@york.ac.uk
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