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Abstrat
An innite word x is said to be quasiperiodi if there exists a nite word q suh that
x is overed by ourrenes of q (suh a q is alled a quasiperiod of x). Using the
notion of derivation, we show that this denition is not suient to imply any sym-
metry in an innite word. Therefore we introdue multi-sale quasiperiodi words,
i.e. quasiperiodi words that admit an innite number of quasiperiods. Suh words
are uniformly reurrent, this allows us to study the subshift they generate. We
prove that multi-sale quasiperiodi subshifts are uniquely ergodi and have zero
topologial entropy as well as zero Kolmogorov omplexity. Sturmian subshifts are
shown to be multi-sale quasiperiodi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1 Introdution and notations
1.1 Bakground: quasiperiodiity and symmetry
The general onept of symmetry is entral in the study of innite words, and many
notions are devoted to measure it, like word omplexity, reurrene, Kolmogorov's om-
plexity, entropy, . . . . Those notions are more or less linked and in any ase the most
symmetri words are the periodi ones.
In [Mar1℄, the seond author introdued a new notion to desribe symmetri words:
quasiperiodiity. This notion is an extension of the notion of quasiperiodiity for nite
words that was introdued in [ApoEhr℄ and has also roots in dierent ontexts like mu-
siology [CrIlRa℄ and moleular biology [KMGL℄ [MilJur℄.
Let A be a nite set (alled alphabet). Let x = x0x1x2 . . . in A
N
be an innite word. We
will say that x is quasiperiodi if there exists a nite word q in A∗ suh that x is overed
by the ourenes of q (A∗ denotes the set of nite words on the alphabet A). Suh a q
is alled a quasiperiod of x ; it is a prex of x.
More preisely, let (in)n∈N be the inreasing sequene whose image is the set {i ∈
N | xi→i+l(q)−1 = q}, where l(q) denotes the length of q, and xi→j denotes xixi+1xi+2 . . . xj
(for 0 ≤ i ≤ j). The word q is a quasiperiod of x whenever (in) is a well dened innite
sequene suh that i0 = 0 and in+1 − in ≤ l(q) for any integer n.
For example, the innite word x = ababaabaabaababababaabababaabaabaababaaba. . . is
quasiperiodi with aba as a quasiperiod and the innite quasiperiodi words that admit
aba as a quasiperiod are preisely the words over the alphabet {a, b} beginning with the
word ab and in whih the words aaa and bb do not appear.
The seond author was then looking for relations with other notions of symmetry. In
[Mar1℄ and [LevRi1℄, it is shown that there is no suh relation. Let us introdue a basi
tool that will unify those results and allow us to understand this lak of tting between
quasiperiodiity and other notions: the derivation.
1.2 The derivation: a hange of sale
1.2.1 Derivation
Let x = x0x1x2 . . . be a quasiperiodi word, and q be a quasiperiod of x. Let (in)n∈N be
the sequene as dened before. We an dene
∂x
∂q
to be the innite word on the alphabet
{0, . . . , l(q)− 1} whose kth letter is l(q)− ik+1 + ik (k ≥ 0).
In other terms, the kth letter of ∂x
∂q
is the length of the overlap between the kth and the
(k + 1)th ourrene of q in x.
For example, if x = ababaabaabaababababaabababaabaabaababaaba. . . is quasiperiodi
with aba as a quasiperiod, then ∂x
∂aba
= 100011101100010. . . .
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1.2.2 Integration
In some sense, the
∂
∂q
operator removes exatly the information ontained in q sine the
knowledge of
∂x
∂q
and q is suient to reonstrut x.
Indeed, we an onsider the reverse operation : the integration. If x is an innite word on
a nite alphabet A ⊂ N and if w is a nite word whose length is greater than maxA, then
we an dene the word
∫
w
x as the image of x under the substitution σw that replaes
the ourenes of i ∈ A by the l(w)− i rst letters of w.
For example, if x = 01121010201... and w = aabcaa,
then
∫
w
x = aabcaaaabcaaabcaaabcaabcaaabcaaaabcaaabcaaaabcaabcaaaabcaaabcaa....
If w is suh that for eah n in A, w is a prex of σw(n).w, then
∫
w
x is quasiperiodi
with w as a quasiperiod, no matter how x is random. This is the ase for example if
A ⊂ {0, . . . , n} and w = anban (n ≥ 0).
1.2.3 Quasiperiodiity is spread everywhere
Reurrene An innite word x is said to be reurrent if any nite word u appearing in
x appears innitely often in x. It is said to be uniformly reurrent if moreover for
eah nite word u appearing in x, the gap between two onseutive ourenes of
u in x is bounded.
To onstrut a non reurrent quasiperiodi word, just take a non reurrent word x
on the alphabet {0, 1} and onsider
∫
aba
x. Do the same to onstrut a uniformly
reurrent quasiperiodi word.
Minimality is the analogue of uniform reurrene in the voabulary of topologial
dynamial systems (see setion 2).
Complexity For any innite word x and any integer n, Ln(x) denotes the nite words
of length n that our in x and we dene L(x)
def
=
⋃
n∈N Ln(x).
The funtion that sends an integer n to pn(x)
def
= ard(Ln(x)) is alled the word
omplexity of x.
We an dene an equivalene relation on the set of innite words through the
asymptoti behaviour of their omplexity funtion: two words x and y are said
to be omplexity equivalent if there exists a positive integer K suh that for all
n ≥ 1, pn(x) ≤ KpKn(y) and pn(y) ≤ KpKn(x). Hene, bounded, linear, quadrati,
polynomial or exponential growths are preserved under omplexity equivalene.
Theorem 1. There are quasiperiodi words in any lass of omplexity equivalene.
Proof: Let x be an innite word on an alphabet A. There is no restrition to
suppose that A = {0, . . . , k}. Let y
def
=
∫
akbak
x. We hek that y is a quasiperiodi
word in the lass of omplexity equivalene of x. 
The non ultimately periodi words with the smallest word omplexity are the stur-
mian words: an innite word is said to be sturmian if for any integer n, pn(x) = n+1.
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In [LevRi1℄, Florene Levé and Gwénaël Rihomme proved that there exists stur-
mian words that are not quasiperiodi.
Entropy is the exponent of the omplexity funtion in the voabulary of topologial
dynamial systems (see setion 3).
Frequenies If u and v are nite words, let #(u, v) denotes the number of ourenes
of u in v. An innite word x is said to have frequenies if for any nite word w,
1
n
#(w, x0→n−1) admits a limit when n tends to innity.
By integration, there exists quasiperiodi words that do not have frequenies: if x
is an innite word suh that 0 does not appear with frequenies, then
∫
aba
x is a
quasiperiodi word suh that bab does not appear with frequenies.
Unique ergodiity is a strong analogue of having frequenies in the voabulary of
topologial dynamial systems (see setion 4).
Hene the notion of quasiperioiity does not insert well among other notions of symmetry.
1.3 Multi-sale quasiperiodi words
We have to notie that all lassial notions of symmetry are invariant under suh a renor-
malization proedure (derivation orresponds to indution if we are studying dynamial
properties like entropy [Abr℄). Therefore, if we want that a notion says something about
symmetry, we should ensure that it is stable under suh a hange of sale. As we saw
with the derivation proedure, the existene of a quasiperiod q in a word x just imposes
rigidity at the sale around l(q) but does not impose anything at larger sales.
This leads to the following denition : an innite word is said to be multi-sale quasiperi-
odi if the set Q(x) of its quasiperiods is innite.
The easiest non-periodi multi-sale quasiperiodi words we an onstrut, are the xed
points for some partiular integration operators. For example, the xed point of
∫
010
is
multi-sale quasiperiodi, it is known as the Fibonai word (a preise desription of the
quasiperiods of this word an be found in [LevRi1℄). There exists muh wilder multi-
sale quasiperiodi words (see Theorem 4 in setion 3).
In the next setion we will prove that multi-sale quasiperiodi words are uniformly reur-
rent. This will allow us to study the subshift generated by them (setion 2). Conerning
the omplexity, we will prove that multi-sale quasiperiodi subshifts have zero topolog-
ial entropy as well as zero Kolmogorov omplexity (setion 3). We will also prove that
sturmian subshifts are multi-sale quasiperiodi (setion 5). Conerning frequenies, we
will prove that multi-sale quasiperiodi subshifts are uniquely ergodi (setion 4).
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2 Uniform reurrene and minimality
An innite word x ∈ AN is said to be uniformly reurrent if any nite word u ∈ L(x)
ours innitely many times in x and the gap between two onseutive ourrenes of u
in x is bounded, equivalently
∀u ∈ L(x) ∃n ≥ 1 ∀v ∈ Ln(x) #(u, v) ≥ 1
Theorem 2. Any multi-sale quasiperiodi word x is uniformly reurrent.
Proof: Let u be a nite word that ours in x. Sine every quasiperiod of x is a prex of
x, one of them must ontain an ourrene of u (they have unbounded length). Let q be
suh a quasiperiod. Any word in L2l(q) ontains at least an ourrene of q and therefore
at least an ourrene of u. 
This property of multi-sale quasiperiodi words allows us to deal with the dynamial
system generated by a multi-sale quasiperiodi word as follows:
We endow A with the disrete topology and AN with the produt topology. This makes
AN a metrisable ompat spae.
We note
S
def
=
(
AN −→ AN
x = x0x1 . . . xn . . . 7−→ x1x2 . . . xn+1 . . .
)
for the shift. It is a ontinuous map.
If x is a multi-sale quasiperiodi word, we dene
X
def
= {Sk(x) | k ∈ N}
and we still note S for the restrition of S to X , making (X,S) a topologial dynamial
system.
Theorem 2 is equivalent to say that (X,S) is a minimal subshift i.e. X is a nonempty
losed subset of AN stable under S and that is minimal for those properties.
A minimal subshift generated by a multi-sale quasiperiodi word is alled a multi-sale
quasiperiodi subshift.
If u is a nite word, we dene the ylinder
[u]
def
= {x ∈ X | (∀i ≤ n− 1)(xi = ui)} (u = u0 . . . un−1 ∈ A
n (n ∈ N))
We an notie that the derivation of a multisaled quasiperiodi word over the quasiperiod
q orresponds to the indution of the subshift (X,S) on the ylinder [q].
We extend the notion of language and omplexity to minimal subshifts:
Ln(X)
def
= {u ∈ An | [u] 6= ∅} and pn(X) = ard(Ln(X)) (n ∈ N)
L(X)
def
=
⋃
n∈N
Ln(X)
If y is in X , we have L(y) = L(X) and p.(y) = p.(X).
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3 Complexity and topologial entropy
3.1 Word omplexity
Theorem 3. Let x be a multi-sale quasiperiodi word. Then
lim inf
n→∞
pn(x)
n2
≤ 1 <∞
Proof: Let q ∈ Q(x) and u ∈ Ll(q)(x). Sine q is a quasiperiod of x, u is a subword of
some v.q where v is nonempty prex of q. u is determined by the hoie of v and his
position in v.q. There are l(q) prexes of q and for suh a prex v, there are l(v) ≤ l(q)
available positions for u (we do not ount q several times). Finally, there are only l(q)2
possibilities for u and pl(q)(x) ≤ l(q)
2
. The result follows sine {l(q) | q ∈ Q(x)} is not
bounded. 
Theorem 4. For eah positive funtion f : N → R∗+ that onverges to zero, there exists
a multi-sale quasiperiodi subshift (X,S) suh that 1
n
log(pn(X)) ≥ f(n) for innitely
many n. In partiular, we an ask to pn(X) to grow faster than any polynomial on a
subsequene.
Proof: Let ϕ : N → N∗ be an inreasing sequene suh that 2nf(2nϕ(n)) ≤ 1 for any n.
Let A = {0, 1} be the alphabet. For n ≥ 1, let wn be a nite word on A suh that
• wn begins and ends with the letter 0,
• every word w of length 2n suh that #(0, w) = #(1, w) = n appears as a subword
of wn.
Now, let us dene by indution a sequene of nite words over A:
• u0 = 010
• un+1 =
∫
un
wϕ(l(un))
whih is well dened sine for any n, un begins and ends with the letter 0.
Sine un =
∫
un
0, un is a prex of un+1: let x be the unique innite word over A suh
that un is a prex of x for any n.
If k ≤ l, ul is overed by ourenes of uk, so all the un are quasiperiods of x and x is
multi-sale quasiperiodi. Let (X,S) denote the assoiated minimal subshift
Let n be a positive integer. un+1 and therefore x ontain an ourene of
∫
un
w, where w is
any word of length 2ϕ(l(un)) suh that #(0, w) = #(1, w) = ϕ(l(un)). There are at least
2ϕ(l(un)) suh dierent words and eah of them has length ϕ(l(un))(l(un) + (l(un)− 1)).
Hene,
p2ϕ(l(un))l(un)(X) ≥ pϕ(l(un))(l(un)+(l(un)−1))(X) ≥ 2
ϕ(l(un))
So,
1
2ϕ(l(un))l(un)
log(p2ϕ(l(un))l(un)(X)) ≥
ϕ(l(un))
2ϕ(l(un))l(un)
=
1
2l(un)
≥ f(2ϕ(l(un))l(un))

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We an notie that for the innite words onstruted here, the sales ontrolled by the
quasiperiods are very sparse.
3.2 Topologial entropy
If (X,S) is a minimal subshift, then the limit
htop(X)
def
= lim
n→∞
1
n
log(pn(X))
exists and is named the topologial entropy of X .
Corollary 1. Any multi-sale quasiperiodi subshift has zero topologial entropy.
3.3 Kolmogorov omplexity
Let U be a xed universal Turing mahine and for eah nite word u ∈ A∗, let KU(u)
denotes the Kolmogorov omplexity assoiated to u, i.e. the length of the shortest binary
word p suh that U(p) = u (see [Bru℄). For a minimal subshift (X,S), we an dene
K(X)
def
= sup
x∈X
lim sup
n→∞
KU(x1→n)
n
(this number is independant of the hoie of U sine if U ′ is another universal Turing
mahine, there is a onstant C suh that for any nite word u, KU(u)− C ≤ KU ′(u) ≤
KU(u) + C).
Corollary 2. For any multi-sale quasiperiodi subshift (X,S), K(X) = 0.
Indeed, [Bru℄ Theorem 3.1 asserts that K(X) ≤ htop(X).
But we an also give a more diret argument : if q is a xed quasiperiod of a multi-sale
quasiperiodi subshift (X,S) and if x is in X , then lim supn→∞
KU (x1→n)
n
≤ 4 log(l(q))
l(q)
. To
prove this, it sues to remark that the integration algorithm an be oded in O(1).
Then, if n is bigger than 4l(q), there exists three nite words u, w and v suh that
x1→n = u.w.v, the lengths of u and v are uniformly bounded by l(q), and w begins and
ends with q (and an therefore be derivated).
The remaining problem is the ontrol of the length of ∂w/∂q: if the ourenes of q
overlap eah other deeply, ∂w/∂q an be rather long. To solve this, we deide to replae
reursively an ourene of n1.n2 in ∂w/∂q by n1 + n2 if n1 and n2 are smaller than n/2.
This operation onsists in omitting some useless ourenes of q in x1→n. Then at least
half of the numbers appearing in the new form of ∂w/∂q are bigger than l(q)/2, so the
length of this new ∂w/∂q will be less than 4n/l(q).
Sine the oding of eah letter of ∂w/∂q osts log(l(q)), we have a total ost less than
a onstant (to ode the integration algorithm, q, u and v) plus log(l(q))4n/l(q) (to ode
the new form of ∂w/∂q).
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4 Unique ergodiity and frequenies
For a multi-sale quasiperiodi subshift (X,S), we will now study the set M(X,S) of
Borel probability measures on X that are invariant under S. This set an be identi-
ed with a nonempty ompat onvex subset of C0(X,R)′ endowed with the weak-star
topology.
A S-invariant measure µ ∈ M(X,S) is said to be ergodi if the only Borel sets A ⊂ X
suh that S−1(A) = A have measure µ(A) = 0 or 1. Suh measures are the extremal
points of M(X,S) and satises Birkho's theorem :
∀f ∈ L1(X,R)
1
n
n−1∑
k=0
f ◦ Sk
µ−a.e.
−−−→
n→∞
∫
X
fdµ
A minimal subshift is said to be uniquely ergodi if ard(M(X,S)) = 1.
One interest of suh a situation is that, the unique invariant measure µ is ergodi, more-
over the onvergene in Birkho's theorem is uniform for ontinuous funtions.
Theorem 5. Any multi-sale quasiperiodi subshift (X,S) is uniquely ergodi.
Proof:
We will rst onstrut a S-invariant probability measure on X and then prove that it is
the only one.
Step 1: We onstrut a andidate to be the unique measure. For this, we will approxi-
mate X by periodi subshifts generated by the qω = qqq . . . for q ∈ Q(X).
For q in Q(X), let
µq
def
=
1
l(q)
l(q)−1∑
k=0
δSk(qω)
(δ stands for the one-point Dira's measure).
µq is the only element ofM(A
N, S) that gives mesure 1 to the periodi subshift generated
by the periodi word qω. By ompaity we an nd an innite subset Q′ ⊂ Q(X) suh
that
µq −−−−→
l(q)→∞
q∈Q′
µ
for some µ in M(AN, S).
Note that if X is aperiodi the µq's give measure 0 to X . However µ will give stritly
positive measure to X (as we will see in Step 2) : it shouldn't be surprising sine the
harateristi funtion of X is not ontinuous.
Step 2: Let us show that µ(X) = 1. Sine X is losed, we have the following approxi-
mation by lopen sets:
X = X =
⋂
n≥1
⋃
u∈Ln(X)
[u].
Let n ≥ 1 and let q ∈ Q′ suh that l(q) ≥ n. For i ∈ {0, . . . , l(q) − n}, we have
qωi→i+n−1 ∈ Ln(X) (as a subword of q). Hene µq(
⋃
u∈Ln(X)
[u]) ≥ (l(q)− n+ 1)/l(q).
Letting l(q) tending to innity, sine the arateristi funtion of
⋃
u∈Ln(X)
[u] is ontin-
uous, we have µ(
⋃
u∈Ln(X)
[u]) = 1. By ountable intersetion (n is arbitrary), we have
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µ(X) = 1. Hene, we an still denote by µ for the restrition of µ to X .
Step 3: Let ν be an ergodi measure on X . We will show that ν = µ
By Birkho's theorem, there is x in X suh that for u ∈ L(X),
ν([u]) = lim
n→∞
1
n
#(u, x0→n+l(u)−2) = lim
n→∞
1
n
#(u, x0→n−1)
Let q in Q′ suh that l(q) ≥ l(u). We deompose x into bloks of length 2l(q): x =
B0.B1.B2.B3.B4. . . with Bi = x2l(q)i→2l(q)(i+1)−1. Sine eah Bi is in L2l(q)(X), it ontains
at least one ourene of q, hene #(u,B0.B1.B2.· · ·.Bi) ≥ (i+1)#(u, q) for eah i in N
∗
.
We have
ν([u]) = lim
i→∞
1
2l(q)i
#(u,B0.B1.B2.· · ·.Bi) ≥ lim
i→∞
i+ 1
2l(q)(i+ 1)
#(u, q) =
1
2l(q)
#(u, q)
Moreover, we an ontrol the frequeny of ourrenes of u in qω by estimating the
ourrenes of u in q and bounding the number of ourrenes of u that appear between
two onseutive ourenes of q in qω:
µq([u]) = lim
n→∞
1
n
#(u, qw0→n+l(u)−2) ≤
1
l(q)
(#(u, q) + l(u)) =
1
l(q)
#(u, q) +
l(u)
l(q)
Therefore,
µq([u]) ≤
1
l(q)
#(u, q) +
l(u)
l(q)
≤ 2ν([u]) +
l(u)
l(q)
Letting l(q) tend to innity, we have µ([u]) ≤ 2ν([u]). So, µ is absolutely ontinuous
relatively to ν. It is well known that this implies µ = ν, but for sake of ompleteness,
we inlude a short proof here. There exists a measurable funtion f ∈ L1(X,R+) suh
that for eah borel set A ⊂ X , µ(A) =
∫
A
fdν. Sine µ is S-invariant, we have
∫
A
fdµ =∫
S−1A
fdµ for eah borel set A ⊂ X .
Let us show that f is onstant almost everywhere. Assume by ontradition that the
measure of set A
def
= {x ∈ X/f(x) ≥
∫
X
fdν} is in ]0, 1[ . Sine ν is S-ergodi, A is not
S-invariant, so ν(S−1(A) \ A) = ν(A \ S−1(A)) > 0.
Hene ν(A \ S−1(A))
∫
X
fdν ≤
∫
A\S−1(A)
fdν =
∫
A
fdν −
∫
A∩S−1(A)
fdν =
∫
S−1(A)
fdν −∫
A∩S−1(A)
fdν =
∫
S−1(A)\A
fdν < ν(A \ S−1(A))
∫
X
fdν whih is absurd.
Hene f is onstant with value ν(X) = 1, so µ = ν and µ is the only S-invariant measure.

Corollary 3. Let x be a multi-sale quasiperiodi word. Then eah nite word u ouring
in x has frequenies i.e. 1
n
#(u, x0→n−1) onverges when n→∞.
Proof: Let µ be the unique S-invariant measure for the assoiated subshift (X,S). The
arateristi funtion χ[u] of [u] is ontinuous, so we have a uniform and therefore a
pointwise onvergene in Birkho's theorem :
1
n
#(u, x0→n−1) =
1
n
n−1∑
k=0
χ[u](S
k(x)) −−−→
n→∞
µ([u])

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We an remark that this proof has the same avour as the the main result of [Bos℄ that
asserts that every subshift with subane omplexity has only a nite number of ergodi
measures. In fat, Theorem 5 and Boshernitzan's result an both be dedued from a more
general statement that involves the geometry of Rauzy graphs assoiated to a minimal
subshift:
To eah minimal subshift (X,S) we an assoiate a sequene (Gn)n≥1 of oriented graphs
as follows: the verties of Gn is Ln(X) and there is an edge from u to v if and only if
there exists w in Ln+1(X) suh that u is a prex of w and v is a sux of w.
Those graphs are named the Rauzy graphs assoiated to (X,S).
If K ≥ 1, (X,S) is said to be K-deonnetable if there exists an extration α ∈ ↑(N∗,N∗)
and a onstant K ′ ≥ 1 suh that for all n ≥ 1 there exists a subset Dα(n) ⊂ Lα(n)(X) of
at most K verties suh that every path in Gα(n)(X) \Dα(n) is of length at most K
′α(n)
(in partiular it do not ontains any yle). This means that, up to extration, we an
disonnet (in a spei way) the Rauzy graphs by removing at most K verties.
Theorem 6 ([Mon℄). A K-deonnetable minimal subshift has at most K S-invariant
ergodi measures.
This result implies Boshernitzan's one, by taking for Dn the set of right speial fators
(i.e. the set of verties having outgoing degree stritly greater than one). It also implies
Theorem 5 sine every multi-sale quasiperiodi subshift is 1-deonnetable. Indeed, if q
is in Q(X), Gl(q)(X) \ {q} does not ontain any path of length greater than l(q).
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5 Sturmian subshifts are multi-sale quasiperiodi
In [LevRi1℄, Florene Levé and Gwénaël Rihomme proved that there exists sturmian
words that are not quasiperiodi. In terms of omplexity, sturmian words are the more
symmetri words after periodi ones, so this result do not omrm that quasiperiodiity
ts well with other notions of symmetry.
The dynamial point of view will allow us to solve the problem:
Theorem 7. Sturmian subshifts are multi-sale quasiperiodi.
Proof: Let (X,S) be a sturmian subshift. Sine p1(X) = 2, we an onsider that X is
dened on the alphabet {a, b}.
A word u ∈ LnX is said to be left speial if au and bu are in Ln+1(X). Sine pn+1(X)−
pn(X) = 1, there exists exatly one left speial word ln of length n (n ≥ 0). A prex of
a left speial word is still a left speial word, so ln+1 begins with ln: let us denotes by
x the innite word that begins by ln for any integer n. Sine L(x) ⊂ L(X), x is in X
(remember that X is losed). We will prove that x is multi-sale quasiperiodi.
The evolution of the Rauzy graphs of sturmian subshifts is desribed by Rauzy (see
[ArnRau℄): for innitely many n (named bursts), the Rauzy graph Gn(X) is eight
shaped i.e. Gn(X) is the union of two disjoints loops from ln to ln. By minimality, the
minimal size of the two loops tends to innity with n, in partiular, it is positive for n
big enough. Sine the sum of the lengths of the two loops is equal to pn(X) = n+1, then
eah loop has size less or equal than n.
So, for innitely many n, any path in Gn(X) of length n starting from ln has to meet ln
again i.e. ln is a quasiperiod of x (x an be viewed as an innite path in Gn(X) starting
from ln). Therefore, (X,S) is a multi-sale quasiperiodi subshift.

Reently, Florene Levé and Gwénaël Rihomme gave a preise desription of the quasiperi-
odi sturmian words ([LevRi2℄).
11
6 Conlusion
The gain of tting with other symmetry lasses obtained by onsidering multi-sale
quasiperiodi subshifts instead of quasiperiodi words an be sumarized as follow :
PSfrag replaements
log(pn(.))
n
→ 0uniformly reurrent
quasiperiodi
periodi
sturmian
frequenies
random
Figure 1: Quasiperiodi words among other words.
PSfrag replaements
htop(.) = 0minimal
multi-sale
quasiperiodi
periodi
sturmian
uniquely ergodi
random
Figure 2: multi-sale quasiperiodi subshifts among other subshifts.
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