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Abstract. We present a novel fully-automated generative ischemic stroke
lesion segmentation method that can be applied to individual patient im-
ages without need for a training data set. An Expectation Maximization-
approach is used for estimating intensity models for both normal and
pathological tissue. The segmentation is represented by a level-set that
is iteratively updated to label voxels as either normal or pathological,
based on which intensity model explains the voxels’ intensity the best. A
convex level-set formulation is adopted, that eliminates the need for man-
ual initialization of the the level-set. The performance of the method for
segmenting the ischemic stroke is summarized by an average Dice score
of 0.78 and 0.51 for the SPES and SISS 2015 training set respectively.
1 Introduction
The MICCAI Ischemic Stroke Lesion Segmentation (ISLES) challenge comprises
the automatic segmentation of ischemic stroke lesions acquired in the sub-acute
stroke development stage (SISS) and automatic segmentation of acute ischemic
stroke lesions for stroke outcome prediction (SPES).
Discriminative segmentation methods require a set of manually annotated
training images from which the appearance of the brain structures of interest
is implicitly learned by the algorithm. Generative models on the other hand
do not require a set of annotated training images. Explicit prior knowledge of
anatomy or intensity appearance is directly incorporated into the algorithm [1].
In clinical practice the availability of annotated training data may be limited
or non-existent, such that a generative method that does not rely on training
data may be preferred. We present a novel fully-automated generative ischemic
stroke segmentation method that only makes use of a probabilistic atlas of white
matter (WM), grey matter (GM) and cerebrospinal fluid (CSF) and for which no
manual initialization is needed. The probabilistic prior guides the global search
for voxel outliers that cannot be explained by the normal tissue model. The lesion
boundary is represented as a level-set that spatially regularizes the segmentation.
2 Method
Classification is based on an Expectation Maximization (EM)-estimation of nor-
mal and pathological intensity models. An evolving level-set determines which
of both intensity models applies to what regions in the image (Fig. 1).
49
WM GM CSF
Expectation-Maximization
Normal model Lesion model
Level-set update
(a)
(b)
Fig. 1. (a) Spatial priors are non-rigidly registered to the patient image. (b) A full
EM-estimation of the normal and pathological intensity models is done, after which a
level-set is updated. This process is repeated until convergence.
Prior Registration Spatial priors of WM, GM and CSF are non-rigidly registered
to the patient image. Although registration of a healthy atlas to a patient image
is still an active field of research, this problem is ignored for now and standard
non-rigid registration methods are used. The prior information is relaxed by
smoothing the spatial priors with a Gaussian kernel.
Intensity models and the Expectation-Maximization algorithm Normal and patho-
logical tissue intensities are modeled separately. Let GΣj be a zero-mean multi-
variate Gaussian with covariance matrix Σj, then normal and pathological tissue
are both modeled by a Gaussian mixture model
p(yi|θ) =
K∑
j
GΣj(yi − μj)p(Γi = j), (1)
with yi = (yi1 , . . . , yiN ) the intensity of voxel i and Γi = {j|j = 1 . . .K} the
tissue class. The intensity model parameters θ = {(μj,Σj)|j ∈ 1 . . .K} are it-
eratively updated using an EM-approach [1]. For normal tissue, K = 3 and
p(Γ = j) = πj are the spatial priors for WM, GM and CSF.
Convex level-set formulation The image I is subdivided into regions labeled
Ωin (pathological tissue) and Ωout (normal tissue) for which the intensities are
modeled by the probability distributions described in the previous paragraph
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[2]. The regions are separated by a boundary ∂Ω that is implicitly represented
by a level-set function. The boundary and intensity model parameters are found
by minimizing the energy functional
argmin
θin,θout,∂Ω
λ1
∫
Ωin
−log pin(I|Ωin, θin) dx+λ2
∫
Ωout
−log pout(I|Ωout, θout) dx+κL(∂Ω),
(2)
where L(.) is the length. The first two terms penalize the negative loglikelihood
of the image I evaluated in respectively the pathological and normal region.
The third term penalizes the length of the boundary. Parameters λ1, λ2 and
κ determine the relative importance of the energy terms. For each iteration to
update the level-set, a full EM-estimation of the parameters θin and θout is done.
The energy functional is non-convex and the gradient flow finds a solution
that depends on a manual initialization of the level-set. This initialization typi-
cally has significant impact on the segmentation result. In this work, this problem
is overcome by using a convex level-set formulation that performs a global search
over the image and makes a manual initialization superfluous. A global minimum
is guaranteed by replacing the gradient flow by another gradient flow with the
same steady-state solution and by restricting the level-set to lie in a finite inter-
val [3]. The problem is thus reformulated as an L1-minimization problem that is
solved by the Split Bregman-numerical scheme [3]. It is important to note that,
by using spatial priors of WM, GM and CSF, the global optimum coincides with
the clinically meaningful notion of normal and pathological regions.
3 Experiments and Results
The SPES and SISS training data are already skull-stripped and registered intra-
patient. No further pre-processing is done. Prior registration is based on the
T1-weighted MNI-Colin27 atlas (2008) that is registered to the patient volume
with a cross-correlation similarity measure (radius 4 voxels) by the Advanced
Normalization Tools (ANTs) toolbox [4]. The spatial priors are relaxed by a
Gaussian kernel with σ = 3 voxels. For segmentation of the SPES data, we
use the T2-weighted and TTP-weighted MR images and for SISS the diffusion
weighted and FLAIR-weighted MR images. For SPES, the modalities are used
in a completely multivariate way, i.e. with bivariate Gaussian models. For SISS,
the modalities are segmented separately and a voxel is only labeled as lesion if it
is a lesion in both modalities. The number of Gaussians for modeling the lesion
intensities is set to 1. The energy functional hyperparameters are λ1 = λ2 = 1e1
and κ = 1e1. Performance of the algorithm for both SPES and SISS is evaluated
by means of the ASSD, Dice overlap coefficient, Hausdorff distance and precision
and recall (Table 1). The median Dice scores for the SPES and SISS training
sets are 0.79 and 0.60 respectively (Fig. 2).
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Table 1. Performance of the presented method on the SPES and SISS training set
ASSD Dice Hausdorff Precision Recall
avg std avg std avg std avg std avg std
SPES 3.51 2.13 0.78 0.08 46.31 25.17 0.78 0.11 0.80 0.12
SISS 14.43 25.88 0.53 0.26 69.67 30.77 0.62 0.31 0.56 0.29
Fig. 2. Left: Boxplots for the SPES and SISS Dice scores. Right: T2- and TTP-
weighted MR example image from SPES and FlAIR- and diffusion weighted MR ex-
ample image from SISS with ground truth segmentations (red) and the resulting seg-
mentations (green) for a typical segmentation (Dice score 0.79 and 0.50 for SPES and
SISS).
4 Discussion and Conclusion
In plenty of clinical settings only a handful of patient images needs to be pro-
cessed without the availability of an annotated training set. Generative methods
have therefore an enormous practical value. We have presented a generative
method for segmenting the ischemic stroke lesion in the SPES and SISS training
set. The method is abundantly flexible to detect any intensity abnormality, and
therefore also suitable to detect other lesions like tumor or MS.
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