






In  their  constructive  reviews,  Frances  Egan,  Randy  Gallistel  and  Steven  Gross  have  
raised  some  important  problems  for  the  account  of  content  advanced  by 
Nicholas Shea  in  Representation  in  Cognitive Science  (2018,  OUP).  Here  the  author 
addresses their   main  challenges   as  follows.   Egan  argues  that  the  account  
includes  an  unrecognised   pragmatic   element;   and   that   it   makes   contents  
explanatorily   otiose.  Gallistel  raises  questions  about  homomorphism  and 
correlational information. Gross puts  the  account  to  work  to  resolve  the  dispute  
about  probabilistic  contents  in  perception,  but  argues  that  a  question  remains 
about  whether  probabilities  are  found  in  the  content  or  instead  in  the manner  of 
representation. 
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Frances  Egan  diagnoses  a  pragmatic  element  in   my  accounts  
of  content  determination, based as they are partly on causal explanation. Secondly, 
she  argues  that  the  content‐fixing  properties  I  advert  to  can  explain  behaviour 
without  having  to  appeal  to  representational  contents.  Randy  Gallistel  
contributes  a  welcome  perspective from  psychology.  Amongst  much agreement 
about   the   basics,  I  note   a  potential  difference  in  the  way  we  rely  on 
homomorphisms.  I  also explain why my accounts can make do with a very spare form of 
correlation  (probability  raising),  while  recognizing  that  measures  of  mutual  
information  and  efficient  coding  have  an  important  role  to  play  in  a  wider 
explanatory  project.  Steven  Gross  puts my  account  to  work,  applying  it  to  the  
debate  about  whether  probabilities  are  represented  in  perception.  He  also  gets 
down  into  the  details  of  my  view  and  raises  a  penetrating  question  about  the  





physical  vehicles  which  interact  in  virtue  of  non‐semantic  properties.  Theories  of 
content then face the problem that local factors look set to capture everything that 
goes on with a system. Frances Egan has a carefully worked‐out account of content 
that  grapples with  this  issue  (Egan 2010,  2014).  She  concludes  that  computational 
properties, local to the system, are objective, but the representational content carried 
by  computational  vehicles  is merely  a pragmatic  gloss.  Examining my account,  she 
diagnoses a pragmatic element at work there too. 
 
My  account  invites  this  reaction,  since  it  makes  a  central  appeal  to  explanation. 





that  there  are  too many  such  objective  relations  that  could  be  relied  on  in  fixing 
content. My account chooses between them and, Egan argues, it necessarily does so 































stabilised.  C2  and  C3  are  not.  C2  could  be  mentioned  in  a  causal  explanation  of 
stabilisation, but only  if  that explanation were supplemented with  the  information 
that  C2  makes  C1  likely;  the  same  for  C3.  Only  C1  features  in  an  unmediated 
explanation of stabilisation. 
 











We  can  put  these  considerations  to  work  in  the  case  against  which  previous 
teleosemantic theories have been so extensively tested, the frog’s tongue dart reflex. 
We  can  suppose  that  the  case  is  supplemented,  if  necessary,  to  meet  my  more 
stringent  conditions  on  content  determination.  The  case  generates  firm  intuitions, 
which is unhelpful as I think intuitions about content have almost no probative value 
in this context. Furthermore, even in subpersonal cases, such an early signal is usually 
used  for several purposes, which would push  in  the direction of contents  like  little 
black thing rather than fly. But as the case is described philosophically, there is a direct 
throughput connection between circumstances, representation, behavioural output 





its  tongue  to a particular  location,  there  is a  fly  there,  the  frog  ingests  it, and  that 
whole behavioural disposition is stabilised as a result. This is just a biological‐causal 
story. Various conditions are causes of the behaviour  leading to stabilisation (here: 
leading  to  survival  and  reproduction).  That  includes  there  being  a  fly  at  a  certain 
location.  It’s being black  is not a cause of survival. An explanation of survival could 






















case  in question  this was  the  condition C which  features  causally  in  stabilising  the 
behaviour in question (through learning). The organism’s behavioural disposition to 
reach to such‐and‐such location was reinforced because there was an object moving 
in  such‐and‐such  direction.  What  of  the  conditions  concerning  colour  and  local 
motion? They do not appear in the causal explanation of stabilisation at all. They show 
up  in  a  different  place:  in  a  causal  explanation  of  how  it  is  that  R  correlates with 
condition C. Tokening of vehicle R is caused by tokening of vehicles of types R1 and R2 
in such a way that, given that R1 correlates with local surface colour and R2 correlates 







Cn  which  together  raise  the  probability  of  C.  More  carefully:  there  is  an  internal 
algorithm by which tokening of R1 to Rn in a certain sequence with a certain timing 
causes R to be tokened; each raises the probability of a corresponding condition C1 to 
Cn  such  that  the obtaining of  conditions C1 to Cn  in  a  corresponding  sequence and 
timing  is  the causal basis  for the probabilistic connection between R and C (i.e.  for 
P(C|R)).  This  complex  collection  of  causal  facts  underpins  an  unmediated  causal 
explanation of the system’s performance of  its  task functions. That  is what  it  is  for 
exploitable correlational information carried by the states R1 to Rn to figure, through 
implementing  an  algorithm,  in  an  unmediated  explanation  of  the  system’s 
performance of task functions (i.e. to meet the definition of UE information). 
 









the  very many  conditions  with  which  they  respectively  correlate  we  need  to  find 
  5 
conditions C1 to Cn such that the obtaining of those conditions together (in a certain 
sequence,  with  a  certain  timing) makes  C more  likely,  and  does  so  in  a  way  that 
marches in step with the way R1 to Rn cause R to be tokened, thereby underpinning 
the correlation between R and C. That is a demanding constraint. And it is a matter of 













which  I  argue  underpins  the  abundance  of  representation‐using  systems  and  the 
corresponding  utility  of  representational  explanation  (§3.2).  It  is  a  more  specific 
cluster  of  properties  that  gives  content  its  explanatory  bite.  Accordingly,  robust 
correlations do not take us all the way to explaining successful behaviour. They can 
sometimes explain how an organism manages to produce a certain outcome robustly. 
They  don’t  tell  us,  however,  why  some  robustly‐produced  outcomes  rather  than 
others should count as successes (§6.4a). 
 


















manipulations performed on  the  symbols must make  sense given  [their]  referents’ 






of  a  computation  are  homomorphic  to  the  properties  of  the  world  to  which  the 
symbols operated on may be assigned referents …’ [p. 9]. The computational process 






the  structures  on which  computations  take  place.  It  applies  to  a  broadly map‐like 
structure where the relations between the elements are themselves vehicles, that is, 
they  affect  how  downstream  computations  unfold.  My  account  of  structural 




mentioned  idea  that  the  computations  performed  on  representations  must  make 
sense  in  the  light  of  their  content.  On  the  other  hand,  when  he  contrasts  spatial 
representation  with  the  colour  representation  system,  he  highlights  a  structural 
feature in the latter sense. Relations between representations in the colour space are 
not  used  computationally,  whereas  relations  between  representations  of  spatial 
locations  are  so  used  [m/s  p.  10].  I  argue  that  it  is  only when  a  relation  between 
representations is used computationally that it is a candidate to be part of a structural 





in  which  something  called  a  ‘structure’  is  relevant  to  content:  ‘computational 











and  argues  that,  if  I  do,  I will  run  into  considerable  difficulties with  specifying  the 
strength of a correlation [m/s p. 2]. There are problems with formulating correlation 
strength in terms of a correlation coefficient, flowing from the well‐known difficulties 























constitute  its content,  the mutual  information carried by the set of possible neural 
states  from which  it derives does not  tell us  in any  straightforward way. A natural 
move  is  to  consider  how much  that  particular  pattern  of  neural  firing  affects  the 
probability  of  possible  world  states  Ci  (Skyrms  2010;  Shea,  Godfrey‐Smith  &  Cao 


























2018),  and  considerations  of  efficient  coding  are  often  enlightening  (Martínez, 
forthcoming). Epistemically, considering what a system is good at coding may help us 
to work out what it is representing. However, the efficient coding hypothesis is not a 
good  basis  for  the  metaphysics  of  content  determination.  What  is  represented 







&  Flombaum  2017,  Block  2018).  He  argues  that  my  theory  overcomes  the  ‘mere 




mode or manner with which a non‐probabilistic content  is  represented,  something 
like a degree of belief that C obtains. This is a subtle and interesting question.5 I won’t 
be able  to do  it  justice here.  I’m  largely  in agreement with what Gross  says,  so  I’ll 
simply raise a few further points. 
 
With  conceptual  representations  the  issue  turns  on  whether  the  thinker  deploys 
probabilistic concepts. With non‐conceptual representations it is harder to see what 
the  distinction  consists  in.  Representations  are  getting  their  content  through  a 







My account does not  in  fact  fix  content by considering which content‐assignments 
explain behaviour (e.g. considering which representational explanation works best). 
Instead, we look at how and why behavioural outputs were stabilised, and consider 
the  role of  exploitable  correlations with external  conditions,  and  the  role of  those 
conditions in causing robust outcomes and stabilisation. So probabilistic contents arise 
when  a  vehicle  carries  fine‐grained  exploitable  correlational  information,  and  its  




visual  field.  Across  the  occasions  when  a  vehicle  of  type  R  was  tokened  during 
stabilisation,  the  object  encountered  was moving  at  various  speeds,  falling  into  a 
                                                      





corresponding  to  other  internal  states  R’,  R’’,  etc.  to  generate  actions  that  were 






automatic  – whether  probabilities will  always  end  up  figuring  in  the  content.  One 
central issue here is whether the degree of match between represented and actual 
probabilities plausibly plays a role in explaining success and failure of behaviour. In my 
example  the  system  was  stabilised  partly  because  R  set  up  a  certain  probability 
distribution over object speeds. Suppose now that something about the environment 
has changed so that the actual distribution of speeds when R is tokened is different. 
Perhaps  the  object  is  now  on  average  moving  at  95  degrees  per  second,  with  a 
standard deviation of  15 degrees  per  second.  The  resulting  behaviour will  now go 
wrong a proportion of the time, depending on how R is computed with. The distance 
between the represented distribution and the actual distribution should explain how 








and  manner,  since  sensitivity  is  a  matter  of  functional  role  and  manner  of 




of  a  representation’s  tokening  can  affect  downstream  processing  without  having 
computational  significance.  A  fortiori,  mere  sensitivity  to  a  probabilistic  feature 
(carrying what I called fine‐grained exploitable correlations) need not determine the 




Nevertheless,  we  are  thinking  about  cases  where  probabilistic  information  has  a 
computationally‐significant  effect  and  asking,  in  respect  of  those,  whether  the 


















My  discussion  of  manner  of  representation  in  chapter  7  seems  to  suggest  that  a 
necessary  condition  for  treating  manner  separately  from  content  is  for  the  same 
representational vehicle (same content, on the narrow conception) be reused in more 
than one functional  role, with different consequences. For example, at  the  level of 
conceptual  representation,  the  same mental  sentence  can  be  used  to  express  an 
occurrent  belief  or  an occurrent  desire, with  the  two operating  in  reasoning quite 






content.  I  agree with Gross  that, were  different  aspects  of  a  representation  to  be 











has  a  probabilistic  content  or  whether  it  represents  a  categorical  content  in  a 
probabilistic manner. 
 
I hope we may move towards a resolution by  looking closely at whether  there  is a 
probabilistic content whose degree of accuracy explains behaviour. There does not 
seem  to  be  any  requirement  in  a  calculus  of  credences,  updated  by  Bayesian 
principles,  that  the  subjective  probabilities  assigned  at  each  stage  align  with 
                                                      
7   Stocker & Simoncelli  (2008) analysed an experiment  in which participants had to  judge the 
overall direction of motion of an array of moving dots. They  found evidence  that different 
probabilities were represented for different portions of the array (some of which were thrown 
















proves  to  be  tenable,  it  would  furnish  a  test  that  is  applicable  to  non‐conceptual 
representations. 
 











other  hand,  there  is  often  good  reason  to  treat  uncertainty  as  a  second  order 
probabilistic content about one’s own psychological states (Shea & Frith 2019). In this 














subpersonal  systems  in  cognitive  science  raise  issues  about  the  nature  of  content 
which are both tractable and philosophically interesting. 
                                                      







Frances  Egan,  offered  constructive  criticism  at  an  author‐meets‐critics  session 
organised  by  Steven Gross  at  the  2019 APA  Eastern meeting.  Thanks  also  to  John 
Morrison, Michael Rescorla and colleagues at the Institute of Philosophy for help with 
formulating my  reply.  This work has  received  funding  from  the European Research 
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