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ABSTRACT 
The steady state and transient behavior of an isothermal laminar flow 
chemical reactor was studied experimentally and analytically using the 
liquid phase reaction of ammonium hydroxide and formaldehyde to form 
hexamethylenetetramine. Since the mechanism of the reaction is unknown 
and the kinetic constant is not well established, the reaction was investi­
gated in a batch reactor. An empirical rate expression of the form, 
2.75 1.25 1.3F * A , where F is the concentration of formaldehyde and A is the 
concentration of ammonium hydroxide, was established at 23.8°C. 
The actual reactor was a one-half inch diameter stainless steel tube 
which was 335 cm. in length. The reactor was fabricated in a rectangular 
loop containing 6-90° horizontal bends. Steady state and transient experi­
ments were carried out for average residence times between 60 and 180 seconds. 
The Reynolds numbers varied between 615 and 205. The measured variable was 
the effluent concentration of formaldehyde and the inlet ratio of reactants 
was used as the distrubance for the transient experiments. 
A mathematical model using ân effective axial dispersion coefficient 
was solved by the method of quasilinearization; a second model using a 
segregated laminar flow profile was solved by the method of characteristics. 
Although the steady state results could be represented equally well by the 
segregated laminar flow model and the axial diffusion model using an axial 
Peclet number of 10, the transient results were not well represented 
indicating that the radial profiles had been considerably flattened. The 
degree of flattening was increased with increased residence time. This 
effect was attributed primarily to natural convection and secondarily to 
the effect of the tubing bends. 
V 
The results suggested a model which was called the velocity profile 
model. This model used a velocity flow profile of the form, v = v^(l-U^) 
where v is the fluid velocity at a dimensionless radial distance and U is the 
fluid velocity at the tube center. When the residence time was 60 seconds, 
a p of 4 fit the experimental data. When the residence time was 120 
seconds, a p of 10 fit the experimental data. 
1 
INTRODUCTION 
Many problems in chemical engineering involve distributed parameter 
systems; i.e., the dependent variables of the process are functions of 
time and spatial coordinates. In addition such processes are frequently 
non-linear. The homogeneous tubular chemical reactor is a typical example 
of a distributed parameter system. If the reaction is other than a simple 
first-order reaction, the process will be non-linear. The correct mathema­
tical description of such a process involves non-linear partial differential 
equations. If the reaction is complex and many chemical species are present, 
each component of the reaction must be described by a separate equation. 
Then one must deal with a system of non-linear partial differential equa­
tions which are, most likely, coupled. If the reactor is operating in the 
laminar flow regime, the radial distribution of velocities and concentrations 
must be considered. 
The analytical solution of such problems is impossible unless many 
simplifying assumptions are made. However, numerical solutions using a 
digital computer are possible. Unfortunately these solutions require an 
inordinate amount of computational time. Therefore, it is of interest to 
investigate approximate solutions which, although too complex for analytical 
solution, can be solved numerically within a reasonable amount of computa­
tional time. Of course, merely solving the theoretical equations is rather 
academic unless one can compare the solutions to actual experimental results. 
The increasing use of sophisticated process control methods has led to 
a demand for better descriptions of such processes. Thus the acquisition of 
data from actual processes is of importance. Of special interest is the 
transient behavior of such processes. A knowledge of the transient behavior 
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is essential for designing effective control algorithms. The transient 
behavior may, in many cases, give additional insight into the steady state 
behavior of such processes. 
The study of the behavior of a laminar flow chemical reactor is an 
example of a non-linear distributed parameter system which has been largely 
neglected. Although there have been studies of the laminar flow of fluids 
without reaction (1,2,7,12,18,19,20), there are only two reported experi­
mental investigations of the behavior of laminar flow chemical reactors (9,23). 
These were steady state investigations; thus, there are no reported studies 
of the actual transient behavior of such systems. In the steady state 
studies, discrepancies between the observed behavior and the results of 
theoretical analyses were observed. These were attributed to the onset of 
natural convection. Thus the investigation of the transient behavior of 
laminar flow reactors might be able to provide additional information about 
the steady state behavior of the reactor. 
The theoretical analyses used partial differential equations having 
two independent variables, radial and axial spatial coordinates. The 
transient forms of these equations would require the inclusion of time as 
an independent variable and the solution would be a function of three indepen­
dent variables. This leads to computer solutions which require an excessive 
amount of computational time. Therefore, it is of interest to develop some 
two-dimensional models for the transient behavior of such systems. The 
experimental data can be used to evaluate the effectiveness of such approxi­
mate theoretical models. 
The overall object of this investigation is to study, experimentally 
and analytically, the transient response of an isothermal laminar flow 
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chemical reactor. The chemical system to be investigated is the liquid 
phase reaction of ammonium hydroxide and formaldehyde to form hexamethy-
lenetetramine, hereafter referred to as HMT. All of the computer simula­
tions were carried out on an IBM Model 360-50 digital computer. Specifically, 
the plan of attack is as follows: 
1. Establish an appropriate rate expression based on batch reactor 
experiments. 
2. Define and solve mathematical models which describe the steady 
state behavior of the tubular reactor. The models must be 
capable of having their transient versions solved. 
3. Determine experimentally the steady state behavior of the reactor 
and compare it with the models. 
4. Define and solve mathematical models which describe the transient 
behavior of the reactor. 
5. Determine experimentally the transient response of the reactor. 
6. Compare the experimental and theoretical results. If there are 
discrepancies, define a better model using the additional 
information gained from the experiments. 
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REVIEW OF LITERATURE 
Laminar Flow without Reaction 
The behavior of non-reacting fluids during laminar flow in pipes has 
been studied by many investigators. The effect of diffusion on laminar 
flow was considered by Bosworth (7). Using a theoretical approach he 
calculated the time required for a component to diffuse radially and compared 
this to the residence time of the component. The effect of a reaction rate 
term was ignored. His derivation assumed the existence of a laminar flow 
velocity profile. He concluded that the effect of radial diffusion may be 
neglected when 
R > IS/Dcu 1 
m 
where R is the pipe radius, D is the molecular diffusion constant, and 
is the residence time of the fluid at the center of the pipe. Longitudinal 
diffusion may be neglected if 
L > 36071300 2 
^ m 
where L is the length of the pipe. 
Taylor (19,20) considered the possibility of representing the laminar 
flow radial distribution by imposing an effective axial dispersion coefficient 
on a plug flow model. He concluded that the effective axial dispersion 
coefficient, D^, is determined as: 
Rv^ 
3 
^ 48D 
where v^ is the average fluid velocity. This result is valid under the 
condition that (4L/R) > (v^R/D). Here the effect of axial molecular diffusion 
was ignored. 
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Aris (2) used a moments approach and included the effect of axial 
diffusion. His analysis showed that the correct formulation for the effective 
axial dispersion constant was 
Rv^ 
°A ~ ° 48D 
Thus, the Aris solution is Taylor's solution plus the diffusion constant. 
For most cases Aris's correction is negligible. The Aris solution was 
derived for an arbitrary geometry; the constant, 48, is valid only for the 
special case of cylindrical coordinates. 
Van Deemter et al. (22) studied the dispersion of napthalene green in 
capillaries. Their experimental results did not agree with Bosworth's 
theoretical predictions. However, they could find no error in Bosworth's 
derivation. They concluded that the discrepancies were caused by density 
differences which disrupted the parabolic velocity profile. Thus the experi­
mental results did not agree with the theoretical results which had been 
derived under the assumption of a parabolic velocity distribution. 
Ananthakrishnan et al. (1) numerically solved the complete equation for 
the laminar flow of a fluid in cylindrical coordinates; axial and radial 
diffusion were included. They investigated a range of Peclet numbers, Pe^^ 
between 1 and 23,000 and a range of dimensionless times, T, between 0.01 and 
2 30 where Pe„ is Rv /D and t is Dt/R . They found that at high Peclet numbers 
R in 
(Pe^ > 500) and large T (T > 0.8) the Taylor-Aris solutions were valid. Even 
when the Peclet number was 100, the results applied for T greater than 0.225. 
Axial molecular diffusion became significant at lower Peclet numbers but the 
effect is a function of T* In general axial diffusion was significant at 
larger Peclet numbers as t decreased, but no single Peclet number could be 
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offered as a criterion for neglecting this effect. 
Reejhsinghani et al. (18) studied the flow of a sky blue dye in capil­
laries having diameters of 1.5 and 5 mm., respectively. Their data were 
compared with the numerical predictions of Ananthakrishnan. The data from 
the smaller diameter capillary agreed with the predictions although there 
were small discrepancies at high values of T and low values of the Peclet 
number. There were significant discrepancies in the larger diameter 
capillary. At high Peclet numbers radial mixing was increased. At low 
Peclet numbers axial mixing was increased. They concluded that this 
phenomena was caused by natural convection. In order to include the effect 
of natural convection, the Grashof number was incorporated in their analysis. 
They attempted to use the ratio, Grashof number ^'^^/Reynolds number, as a 
criterion for the onset of natural convection. Their results were incon­
sistent. Most likely, the inconsistency resulted from the neglect of 
specific dependencies on the tube diameter and 
Kramers et al. (12) studied the effect of tube curvature on laminar 
flow. An electrolyte was replaced by water in a coiled 6 mm. diameter tube. 
The radii of curvature used were 90 and 165 mm.; the tubes were 10 and 20 
meters long. They investigated Reynolds numbers between 100 and 2000. 
Their transient response data showed a rather sharp response at 0.8w^ and 
had a fairly long tail. A clear dependence on the tube length and radius of 
curvature was not found. They found Peclet numbers of 0.03-0.05 at a Reynolds 
number of 100 and 0.015-0.03 at a Reynolds number of 1000. They concluded 
that the curvature flattened the radial velocity profile. 
Thus, the displacement of one fluid by another fluid flowing in a pipe 
under laminar flow conditions can be complicated by natural convection. Nat­
ural convection disturbs the parabolic velocity profile. No satisfactory 
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criterion for the onset of natural convection has been established. It is 
of interest to note that this phenomenon has only recently, i.e. 1956, been 
extensively investigated. 
Laminar Flow with Reaction 
Cleland and Wilhelm (9) investigated the steady state behavior of an 
isothermal first-order reaction in a laminar flow^ tubular reactor. The 
hydrolysis of acetic anhydride was studied. They calculated conversions 
as a function of residence time using radial diffusion as a parameter. They 
assumed that radial diffusion was negligible if the conversion was less than 
one percent different than it would be in the absence of diffusion. Their 
theoretical results shox^ed that radial diffusion may be neglected if 
2 "3 
D'V^/R < 1.95*10 . This agrees with Bosworth's criterion. The experi­
ments were conducted in % and % inch diameter tubes. Their experimental 
results agreed with their theoretical analysis for the % inch diameter 
reactor. HŒfever, their were discrepancies at Iotv flmf rates. These discre­
pancies were attributed to errors in chemical analysis since a large resi­
dence time produced a lower concentration of reactant. 
The % inch reactor experiments gave experimental conversions which 
were consistently greater than the theoretical conversions. The authors 
concluded that this was a results of natural convection. They supported 
their contention by calculating a critical Grashof number above which 
natural convection is initiated. This criterion (Grashof number = 1280) 
was between the Grashof numbers of the % and % inch reactors. This criterion 
was derived using several analogies and is by no means a rigorous result. 
Vignes and Trambouze (23) studied a second-order reaction system, the 
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saponification of ethyl acetate. Experiments were conducted in three 
different diameter tubes - 1.15, 1.52 and 2.54 cm. They calculated the 
theoretical concentrations including radial dispersion. Their experimental 
results gave consistently higher concentrations than their predicted 
concentrations. They used the Cleland and Wilhelm criterion and concluded 
that natural convection occurred. They developed an empirical correlation 
which could be used to predict conversions. They found that they could 
represent their results if an effective radial dispersion coefficient, which 
is ten times the molecular diffusion constant, were used in the calculations. 
Thus, the review of the literature on isothermal laminar flow chemical 
reactors revealed that the area has been almost neglected. The above men­
tioned investigations were concerned entirely with steady state conditions. 
Most likely, natural convection occurred as indicated by the investigators. 
Cleland and Wilhelm's work was excellent. Vignes and Trambouze's was 
marred by their not including all of their data in their empirical correla­
tion. They essentially neglected any data which would not give good results. 
In addition they uncritically accepted Cleland and Wilhelm's criterion for 
the onset of natural convection which is by no means rigorous. 
Kinetics of Hexamethylenetetramine Production 
Baur and Ruetchi (3) studied the reaction of ammonia and formaldehyde 
by titrating ammonium hydroxide with acid. They could not draw any defi­
nite conclusion but suspected that the reaction was third order. Boyd and 
Winkler (8) studied the reaction at 0° and 35°C. They analyzed for ammonia, 
formaldehyde, and HMT. Their results were not consistent, so they could 
not determine the kinetics. 
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Bose (6) used a new analytical technique and analyzed for formalde­
hyde. The reaction mixture was quenched with acetic acid. Previous 
investigators had used mineral acids which hydrolyze the HMT back to 
ammonium hydroxide and formaldehyde. Acetic acid will not hydrolyze HMT; 
however, he found that there was an intermediate complex which was broken 
down to ammonium hydroxide and formaldehyde by the acetic acid. Using 
O.IM ammonium hydroxide and 0.15M formaldehyde at 15° and 20°C, he found 
the reaction to be third-order. An analysis of his reported data (assuming 
second-order formaldehyde and first-order ammonia) gave a kinetic constant 
of 0.167M ^second ^ at 15°C and 0.277M ^second ^at 20°C. 
Ogata and Kawasaki (16) studied the effect of pH on the rate constant. 
Using 0.0254M ammonium hydroxide and 0.0532M formaldehyde gave a third-
order rate constant of 0.584+0.05IM ^second ^at 20°C. They verified that 
the reaction was second-order with respect to formaldehyde and first-order 
with respect to ammonium hydroxide. They also investigated the reaction 
in buffered solutions. The rate constant was found to be a function of pH. 
The rate increased sharply with increasing pH to a maximum between 9 and 10 
and then decreased gradually. They analyzed for formaldehyde without 
breaking down the intermediate complex. Thus their kinetic constant was 
higher than Bose's. 
Kermode and Stevens (11) studied the reaction in a stirred tank reactor 
using 6M formaldehyde and 4M ammonium hydroxide. They assumed a third-order 
reaction, first-order with respect to ammonium hydroxide and second-order 
-2 
with respect to formaldehyde. They found a kinetic constant of 0.0606M 
second ^at 25°C. At these high concentrations the reaction is exothermic; 
therefore, the reactor was equipped with cold water cooling coils. The 
reactor was subjected to the following step changes: inlet reactant 
temperature, cooling water temperature, cooling water flow rate, and total 
reactant flow rate. The results were compared with an analog computer 
simulation. The agreement was good except for the reactant flow rate step 
changes. These discrepancies occurred because the reaction kinetics had 
been determined only for the initial steady state residence time. 
Thus, the mechanism for the formation of HMT is not known. There is 
some disagreement on the value of the kinetic constant. Therefore, before 
this reaction could be used for this study, it was necessary to perform 
batch kinetic experiments in order to determine a valid reaction rate 
expression. 
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PART I. DETERMINATION OF NON-FLOW REACTION KINETICS 
12 
DERIVATION OF BATCH REACTOR EQUATIONS 
The literature review revealed that the reaction was most likely 
third-order. Since the mechanism is unknown and each investigator (6,11,16) 
found a different kinetic constant, it was necessary to develop an applicable 
rate expression. The stoichiometry of the reaction is well known (24) and 
shown as follows: 
6 CH 0 + 4 NH^0H->(CH2)GN^ + 10 H^O 
The equations describing isothermal reaction rates are 
- ^  = kA^F^ 5 
dt 
- = I kA^pf 6 
dt à 
where F = concentration of formaldehyde 
A = concentration of ammonium hydroxide 
k = kinetic constant 
f = formaldehyde reaction order 
a = ammonium hydroxide reaction order 
At steady state the stoichiometry of the reaction is 
3 (A-A^) = 2(F-F^) 7 
where F is the initial concentration of formaldehyde and A is the initial 
o o 
concentration of ammonium hydroxide. Defining as the conversion of 
formaldehyde and defining as the conversion of ammonium hydroxide gives 
F = F^(l-Xp) 8 
A = A^(l-x^) 9 
The initial ratio of reactants, FTOA, is defined as follows: 
FTOA = £2. 10 
Ao 
13 
Combining Equations 7 through 10 yields 
= 0.667FTOA-XJ, 11 
Substituting Equations 8 through 11 into Equation 5 gives 
dx_ kF 
J^ = — (l-x_)t(l-0.667FT0&'x )S 12 
(FTOA) 
where g is the overall reaction rate order, f + a. 
For a stoichiometric ratio of reactants, 2F^ = 3A^; therefore, FTOA. 
is 1.5 and Equation 12 becomes 
^ = kF^8-l(0.667)*(l-Xp)G 13 
Equation 13 can be solved analytically using the initial conditions, that 
Xp is 0 when t is 0. Thus 
k . ^ -1) 14 
or in terms of concentrations, where, when t is t^, F is F^, 
' • esss?'jri -
o 
Equations 14 and 15 are only valid when the initial ratio of reactants is in 
stoichiometric proportions. 
EXPERIMENTAL PROCEDURE 
The conditions and results for the batch experiments are presented 
in Tables 1 and 2. The reactants were prepared and stored in 35 gallon 
stainless steel drums. The first series of runs were made using stoichio­
metric proportions of reactants. A burette was used to measure a known 
amount of formaldehyde into a 150 ml. beaker. A magnetic stirrer was used 
to agitate the reactants. The addition of the ammonium hydroxide proved to 
be troublesome since a method was needed which added a known volume instan­
taneously. For Runs 54 and 55 a volumetric flask was used to deliver a 
50 ml. sample. This required 10 to 12 seconds which was unsatisfactory 
since a large error was introduced into the results. In Runs 56 through 
60 a pipette was used to deliver the ammonium hydroxide. The pipette was 
filledT'to the calibrated mask and emptied by inverting it. The delivery 
time was between 2 and 3 seconds. This time of delivery was satisfactory 
for kinetic runs longer than 100 seconds. 
At known intervals of time a sample of the reaction mixture was 
pipetted into a 250 ml. beaker containing 40 ml. of O.IN acetic acid. The 
flask and acetic acid had been previously weighed. Thus, the amount of 
sample was determined by the difference in weight. Approximately 5 ml. of 
sample was used. The samples were then analyzed for formaldehyde. 
In order to study the reaction at small residence times. Runs 71 and 72 
were performed in 40 ml. sample bottles. A known amount of formaldehyde 
was added from a burette. The ammonium hydroxide was added by inverting 
a 5 ml. pipette which required less than a second. The bottle was corked 
and manually shaken. At the desired residence time the contents of the 
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Table 1. Results of batch experiments at stoichiometry^ 
Run Residence Formaldehyde Formaldehyde 
no. time concentration conversion 
(sec.) (M.) 
56 64.1 0.1608 0.3349 
56 121.8 0.1408 0.4177 
56 180.8 0.1255 0.4810 
56 239.8 0.1162 0.5194 
56 299.8 0.1095 0.5472 
57 30.5 0.1674 0.3077 
57 82.5 0.1464 0.3946 
57 134.5 0.1376 0.4309 
57 186.5 0.1266 0.4764 
57 240.5 0.1218 0.4963 
59 98.5 0.1510 0.3755 
59 304.0 0.1154 0.5228 
59 428.0 0.1010 0.5823 
59 540.0 0.0945 0.6092 
59 662.0 0.0870 0.6402 
60 98.0 0.1463 0.3950 
60 300.0 0.1158 0.5211 
60 427.0 0.0998 0.5873 
60 540.0 0.0963 0.6018 
60 661.5 0.0898 0.6286 
^FTOA = 1.452 F = 0.2418 A = 0.1665 Temp. = 23,8°C 
0 0 
50.0 ml. of 0.322M NH^OH and 49.7 ml. of 0.485M ChgO used from drums 
Table 2. Results of batch experiments at 23.8°C 
Run FTOA Res. Init. Init. Ave. Ave. Number Stan. Vol.^ Vol.^ 
no. time CHgO NH, OH 4 CHgO CHgO of dev. CHgO NH^OH 
(sec.) cone. conc. conv. conv. Samples (%) (ml.) (ml.) 
(M.) (M.) (M.) 
71 1.496 30 0.2351 0.1571 0.1820 0.2259 2 5.75 4.8 5.0 
71 1.496 60 0.2351 0.1571 0.1665 0.2910 3 1.95 4.8 5.0 
71 1.496 90 0.2351 0.1571 0.1512 0.3571 3 2.20 4.8 5.0 
72 1.496 120 0.2351 0.1571 0.1435 0.3897 2 0.50 4.8 5.0 
72 1.496 150 0.2351 0.1571 0.1326 0.4360 2 1.90 4.8 5.0 
72 1.496 180 0.2351 0.1571 0.1369 0.4177 2 1.30 4.8 5.0 
73 0.997 30 0.1873 0.1878 0.1606 0.1426 2 5.60 3.2 5.0 
73 0.997 60 0.1873 0.1878 0.1350 0.2792 2 2.81 3.2 5.0 
73 0.997 90 0.1873 0.1878 0.1259 0.3279 2 0.51 3.2 5.0 
73 0.997 180 0.1873 0.1878 0.0975 0.4795 2 1.85 3.2 5.0 
74 2.334 30 0.2878 0.1233 0.2165 0.2477 2 0.20 5.0 3.34 
74 2.334 60 0.2878 0.1233 0.2039 0.2915 2 0.25 5.0 3.34 
74 2.334 90 0.2878 0.1233 0.1887 0.3443 1 5.0 3.34 
74 2.334 180 0.2878 0.1233 0.1692 0.4121 2 1.05 5.0 3.34 
^Formaldehyde in drum = 0.480M. 
^Ammonia in drum = 0.308M. 
17 
bottle were poured into a previously weighed flask containing 40 ml. 0. 
acetic acid. The amount of sample was determined by the difference in 
weight. The non-stoichiometric runs, 73 and 74, were conducted in the 
same manner. All of the runs were at room temperature, 23.8°C. 
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ANALYTICAL PROCEDURES 
Ammonium Hydroxide Analysis 
A standard solution of O.IN sodium hydroxide was prepared and stan­
dardized using the following procedure: Samples of potassium acid phthalate 
(0.8 grams) were accurately weighed in 250 ml. flasks on a Mettler Analyti­
cal Balance. Water (75 ml.) was added to the flask. The acid was titrated 
with the sodium hydroxide solution using phenolphthalein as the indicator. 
A standard solution of O.IN sulfuric acid was prepared and standardized 
as follows: A 40 ml. sample of sulfuric acid was titrated with the sodium 
hydroxide. Phenolphthalein was used as the indicator. The standard 
deviation of the sulfuric acid analysis was nominally 0.2%. 
A 10 ml. sample of ammonium hydroxide from the storage drum was diluted 
with 100 ml. of water in a 250 ml. beaker. The ammonium hydroxide was 
determined by a potentiometric titration using sulfuric acid. An electric 
mixer with a glass stirring rod provided agitation. A Beckman Model 39030 
combination pH electrode and a Beckman Model 76 expanded-scale pH meter 
were used to determine the pH. The ammonium hydroxide determination had a 
nominal standard deviation of 0.5%. 
Formaldehyde Analysis 
Formaldehyde was determined by the iodiometric method of Romijn (24). 
This procedure is dependent on the oxidation of formaldehyde by hypoiodite 
formed when sodium hydroxide is added to a solution of formaldehyde to 
which a known amount of a standard iodine solution.has been added. The 
iodine consumed is measured by a back titration of the iodine liberated 
when the reaction mixture is acidified. The procedure is as follows: 
A O.IN sodium thiosulfate solution was prepared by dissolving 1.6 grams 
of sodium carbonate and 200 grams of sodium thiosulfate in 8000 ml. of water. 
Approximately 0.15 gram of potassium iodate was accurately weighed in a 250 ml. 
Erlenmeyer flask. Three grams of potassium iodine, 75 ml. of water and 6 ml. 
of 2.ON hydrochloric acid were added. This mixture was titrated with the 
sodium thiosulfate solution. No indicator was needed since iodine has a 
very distinctive yellow-green color which disappears at the end point. 
The standard deviation for the standardization of sodium thiosulfate was 
approximately 0.2%. 
A 0.2N solution of iodine was prepared by dissolving 52 grams of iodine 
and 120 grams of potassium iodide in 2000 ml. of water. A 10 ml. sample 
of the iodine solution was titrated with sodium thiosulfate. The standard 
deviation for the iodine titration was nominally 0.2%. 
A 2 ml. sample of formaldehyde was pipetted into a 250 ml. Erlenmeyer 
flask. Approximately 100 ml. of water were added, and 25.0 ml. of iodine 
solution were pipetted into the flask. Then 10 ml. of 2N sodium hydroxide 
were added, and the mixture was placed in a refrigerator at 10°C for 35 
minutes. Next, 15 ml. of 2N hydrochloric acid were added to the solution, 
and the mixture was titrated with standard sodium thiosulfate until the 
solution turned colorless. 
The molarity of the formaldehyde was calculated by subtracting the 
equivalents of initial iodine added from the equivalents of the iodine 
titrated by the sodium thiosulfate. The standard deviation for the 
formaldehyde analysis was nominally 0.9%. Methyl alcohol and formic acid 
present in commercial formaldehyde solutions do not interfere (24). The 
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formaldehyde concentration of the mixture must be dilute, i.e., less than 
0.05N, before the sodium hydroxide is added or an aldehyde-iodine compound 
will be formed which introduces an error in the result (24). Some prelim­
inary experiments confirmed this. 
Analysis of Formaldehyde in Reaction Mixture 
Romijn's method cannot be used in the presence of ammonium salts since 
the reaction is carried out in alkaline medium and the ammonium hydroxide 
combines with the iodine. However, a modified Nesslers reagent containing 
3% mercuric chloride and 40% potassium iodide completely prevents inter­
ference. The ammonia probably forms a soluble complex with K^Hgl^ in the 
presence of a large excess of potassium iodide (6). HMT does not interfere 
with Romijn's method. 
The reaction mixture to be analyzed (5 to 10 ml.) was quenched in 
40 ml. of O.IN acetic acid. The solution was allowed to stand for one hour 
to decompose the intermediate. Approximately 20 ml. of the Nesslers reagent, 
20 ml. standardized 0.2N iodine and 10 ml. of 2N sodium hydroxide were 
added. The solution was cooled in a refrigerator at 10°C for 35 minutes. 
The solution was acidified with 20 ml. of 2N hydrochloric acid and titrated 
with the standardized sodium thiosulfate. 
The calculation of the formaldehyde concentration followed the same 
procedure as in the formaldehyde analysis. 
DETERMIMTION OF REACTION RATE EXPRESSION 
There are two procedures for analyzing kinetic data, the integral 
method and the derivative method. Each has its advantages and disadvantages. 
The integral method requires that a specific reaction order be assumed. 
Then the applicable differential rate expression is integrated to provide 
an equation relating the instantaneous concentration to the time over 
which the reaction has taken place. If the reaction is complex, the 
calculations are performed by numerically integrating the equation on a 
digital computer. The rate constant can be determined for pairs of 
successive points. If a trend is found among the kinetic constants, another 
reaction order is assumed and the process is repeated until a reaction 
order is found which does not give trends in the constants. Thus, this 
procedure is one of trial and error. 
However, the derivative method can be utilized to narrow the search. 
In the derivative method, the concentration is plotted as a function of time. 
The derivatives of the curve are the differential rates of the reaction. 
If the logarithm of the rate is plotted versus the logarithm of the concen­
tration, the slope will be the reaction order. However, this method is not 
very accurate because of the inherent errors in the differentiating process. 
The two methods, integral and differential, may be used advantageously 
in the following manner. First, use the derivative method to determine an 
approximate reaction order. Then, use the integral method to search the 
neighborhood of the approximate order to determine the best kinetic model. 
Therefore the derivative method was initially used. The data for the stoi­
chiometric runs in Tables 1 and 2 are presented in terms of both conversions 
and concentrations. Thus, two estimates of the reaction order can be made 
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by the derivative method, one using conversions and one using concentra­
tions . 
Equation 13 describes the kinetic model using conversions. Taking the 
logarithms of both sides of Equation 13 gives 
dx -
log(^^) = log(0.667^kF^® ) + g*log(l-XP) 16 
Thus the slope of a log-log plot of dx^/dt versus l-x^, will be the overall 
reaction order, g. The conversions from Runs 56, 57, 58, 60, 71 and 72 
(the stoichiometric runs) were plotted as a function of time in Figure 1. 
A smooth curve was drawn and the derivatives were geometrically determined. 
The measured slopes (dx^/dt) were plotted as a function of the conversion 
(1-Xp) on log-log coordinates as shown in Figure 2. 
A least squares analysis showed that the slope was 3.52. The 95% 
confidence limits were + 0.73 and the 90% confidence limits were + 0.56. 
These confidence limits must be used with caution. They are not rigorously 
accurate since the logarithms of the data were used. This biases the error 
variance. When x^ is 0 in Equation 13, dx^/dt is 0.667^kF^^ In Figure 
2 when x^ is 0, dx^/dt is 7.35-10 The initial concentration of formalde­
hyde is known; thus, for any given g and a, a kinetic constant "can be 
calculated. 
Since the derivative method is not very accurate, a second determination 
was made using concentrations rather than conversions. , At stoichiametry, 
F = 0.667A. Substituting this into Equation 5 and taking the logarithms 
of both sides gives 
log(- = log(0.667^k) + g'logF 17 
o 
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Figure 1. Results of batch kinetic experiments at stoichiometry 
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Figure 2.. Determination of kinetics using conversions 
Figure 3 is the concentration-time curve. Figure 4 is the log-log plot 
of -dF/dt versus F. A least squares analysis showed that the overall 
reaction order (g) is 4.19. The 90% confidence limits are +0.9 and the 
95% confidence limits are + 1.1. Again, one should realize that the 
confidence limits are not rigorous since the logarithms of the data were 
used for the computation. Thus, the derivative method indicates a reaction 
order in the neighborhood of 4. 
Since the range of the total order is known, the integral method can 
be efficiently utilized. Equation 15 was used as the kinetic model. A 
value of 2 was assumed for f. Thus the values of the calculated kinetic 
constants will be incorrect by a constant factor. However, the items of 
interest are the trends in the computed constants. A computer program was 
written which calculated the values of k between the initial point and 
the subsequent readings. Since this placed too much weight on the initial 
point, which has the greatest error, the kinetic constants were also 
calculated for pairs of successive points. Figure 1 supplied the data for 
the calculation. Using a total order of 3.0 and 3.5 gave kinetic constants 
which decreased with time. Total orders of 4.5 and 5.0 gave kinetic constants 
which increased with time. A total order of 4 showed no definite trend with 
time; therefore 4.0 was selected as the total reaction order. 
The data from Runs 73 and 74 (non-stoichiometric runs) were used to 
determine the individual component reaction orders. A trial and error 
search procedure was used. The minimum sum of squares between the theoret­
ical model conversions and experimental conversions was used as the criterion 
for selection. A computer program was written which calculated the sums of 
squares for each case. The theoretical models were calculated using a 
0.225 
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fourth-order Runge-Kutta solution of Equation 12. Table 3 shows the sum of 
squares, using a total reaction order of 4, for several combinations of 
component reaction orders. 
Table 3. Sum of squares analysis for g = 4 at 23.8°C 
(k is calculated from Figure 1) 
Run 73 Run 74 
FTOA = 1.0 FTOA = 2.33 
3.5 0.5 0.2170 0.1002 
3.0 1.0 0.1198 0.07136 
2.5 1.5 0.05846 0.04479 
2.0 2.0 0.02096 0.02368 
1.5 2.5 . 0.004017 0.00862 
1.0 3.0 0.002245 0.002665 
0.5 3.5 0.01149 0.01045 
An f of 3.0 and an a of 1.0 gives the best fit. A computer program was writ­
ten to search for the optimum kinetic constant. Table 4 shows the results. 
Table 4. Kinetic constant search with a = 1 and f =3 at 23.8°C 
Run 73 
FTOA =1.0 
Sum of squares 
Run 74 
FTOA =2.33 
Run 71 and 72 
FTOA =1.5 
1.00 
1.05 
1.10 
1.15 
1 .20  
1.25 
1.30 
0.006441 
0.004594 
0.003231 
0.002301 
0.001761 
0.001571 
0.001694 
0.004429 
0.003536 
0.002965 
0.002677 
0.002633 
0.002814 
0.003184 
0.005390 
0.003591 
0.002237 
0.001284 
0.000690 
0.000414 
0.000423 
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The best k is 1.25. Further examination of Table 3 showed that the 
minimum sum of squares might be between an f of 2.5 and 3.0. Therefore, 
a computer program using an a of 1.25 and an f of 2.75 was run. Kinetic 
constants between 1.05 to 1.55 were tested. Table 5 presents the results. 
Table 5. Kinetic constant search for f = 2.75 and a = 1.25 at 23.8°C 
Sum of squares 
k Run 73 Run 74 Runs 71 and 72 
FTOA =1.0 FTOA = 2.33 FTOA =1.5 
1.05 0.003748 0.010850 0.007773 
1.10 0.002548 0,008870 0.005643 
1.15 0.001789 0.007212 0.003938 
1.20 0.001425 0.005841 0.002612 
1.25 0.001416 0,004729 0.001626 
1.30 0.001726 0.003847 0.000947 
1.35 0.002325 0.003121 0.000543 
1.40 0.003185 0.002682 0.000388 
1.45 0.004279 0.002361 0.000458 
1.50 0.005587 0.002190 0.000731 
1.55 0.007087 0.002158 0.001189 
A kinetic constant of 1.30 gave the best fit. The final selection of 
component reaction orders was done graphically. Figure 5 shows the data 
for Run 73, and Figure 6 shows the data for Run 74. If one gives less 
weight to the 30 second point, then the best model has an a of 1.25 and an 
f of 2.75. Thus, the results of the batch kinetic experiments at 23.8°C 
suggest the following reaction rate based on formaldehyde: 
Rate = -1.30A^*^V*^^ 18 
This is an empirical rate equation. It is valid for non-stoichiometric 
conditions as well as stoichiometric ratios of reactants. The non-integral 
exponents are probably due to the effect of pH on the kinetic constant as 
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reported by Ogata and Kawasaki (16). Now that an applicable kinetic 
expression is known, it is possible to consider some models which describe 
the behavior of the laminar flow reactor. 
33 
PART II. LAMINAR FLOW REACTOR BEHAVIOR 
34 
THEORETICAL LAMINAR FLOW REACTOR MODELS 
The problem under consideration is the transient behavior of an 
isothermal laminar flow chemical reactor in which ammonium hydroxide and 
aqueous formaldehyde react to produce HMT. The stoichiometry is well 
known (24) and shown as follows: 
4 NH^OH + 6 CHgOH->(CHg)gN^ + 10 H^O 
A formaldehyde material balance on the reactor yields 
If -  ^+ Dr (^  + i ||) - (1 - (|) ) II - K(F,A) 19 
and an ammonia material balance on the reactor yields 
fr = "I 4 + H - 0-667 K(F,A) 20 
where A = concentration of ammonium hydroxide 
F = concentration of formaldehyde 
t = time 
X = axial coordinate 
r = radial coordinate 
I 
= axial molecular diffusivity 
I 
= radial molecular diffus ivity 
R = tube radius 
V = maximum velocity, i.e., velocity at center of tube 
m 
K(F,A) = rate of reaction of formaldehyde 
The derivation of Equations 19 and 20 was based on the following 
assumptions. 
1. The system is isothermal. 
2. The diffusivities are independent of time and spatial coordinates. 
3. The radial velocity profile is independent of the axial coordinate. 
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4. A parabolic (laminar flow) velocity profile applies. 
5. The average residence time is constant, i.e., constant mass velocity. 
Previous investigators have shown that it is necessary to define an 
effective dispersion coefficient to replace the actual diffusivities in 
Equations 19 and 20. Although some correlations are available (15), the 
dispersion coefficients usually must be determined experimentally. The 
solution of the complete equations is rather formidable. There are three 
independent variables; such solutions require excessive amounts of computa­
tional time. Therefore, three simplified models were postulated. These 
models are described in the following paragraphs. 
Radial Dispersion Model 
In this model the effect of axial diffusion has been neglected and 
the radial diffusivity replaced with an effective radial dispersion. Thus, 
Equations 19 and 20 become 
I! - :# + i I#) - H 22 
K oU 
where is the effective radial dispersion and U is r/R. 
The appropriate boundary conditions are 
^  = • ^ = 0  U  =  1 ,  f o r  a l l  t  a n d  x  
oU dU 
23 
^  = • ^ = 0  U = 0 ,  f o r  a l l  t  a n d  x  2 4  
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F = X = 0 for ail t 25 
A = A. X = 0 for ail t 26 
m 
In order to use this model, it is necessary to know the effective radial 
dispersion. Vignes and Trambouze (23) suggested that a dispersion coefficient 
of ten times the average diffusivity of the chemical species present was a 
good estimate. This dispersion coefficient probably compensates for the effect 
of natural convection. A dispersion coefficient could be found from steady 
state experiments. However, in this investigation the primary interest is 
the transient behavior of the system. The transient equations have three 
independent variables; thus, the numerical solution would require excessive 
computation time. Therefore, it was not investigated. 
Axial Dispersion Model 
In this model the radial diffusivity and velocity profile are replaced 
by an effective axial dispersion. Thus the effective axial dispersion 
compensates for the radial concentration distribution. Therefore, Equations 
19 and 20 become 
If ' \ ^  " ''p af " " 
t = "A ft - "P H - °-GG7K(F,A) 28 
For first-order, i.e., linear,reaction systems the effective axial 
dispersion for a particular reactor may be measured by non-reacting tracer 
experiments. The axial dispersion coefficient can be used to predict the 
actual reactor behavior. Theoretically, this is not true for higher-order 
reactions. However, Raines and Corrigan (17) have used tracer studies in 
packed-bed reactors to describe the behavior of first-and second-order 
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reaction systems. Their predictions agreed with their experimental reactor 
data. 
The proper boundary conditions for an axial dispersion modelhave been 
debated in the literature. Wehner and Wilhelm (25) validated the 
Danckwerts boundary conditions for first-order reactions. Bishop (5) 
verified them for higher-order reactions. Fan and Bailie (10) presented 
numerical solutions for several reaction orders (%, %, 2 and 3). These 
boundary conditions converge on the limiting cases, i.e., the stirred tank 
and plug flow reactor models. The Danckwerts boundary conditions are 
F = F - ^ at X = 0, t > 0 29 
o Pe 3x 
A = A - at X = 0, t > 0 30 
o Pe ÔX 
•^ = •^=0 at X = L, t > 0 31 
Sx Sx 
where Pe is Lv /D.. P A. 
This model has only two independent variables. Thus, it is amenable to 
a numerical solution by a digital computer. 'However, the values of Pe must 
be determined. These were determined by steady state experiments in the 
actual reactor. 
Segregated Laminar Flow Model 
If the diffusion effects (both radial and axial) are neglected, Equations 
19 and 20 become 
If - 32 
M = _ V (l-U^) ^  - 0.667K(F,A) 
at m Sx 
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The boundary conditions are 
F = F at X = 0 34 
0 
A = A at X = 0 35 
o 
These equations may be solved to yield the concentration as a function 
of time and axial distance. The radial position can be related to an axial 
position (see Equations 39 and 41.) The integral-average concentration,^, 
at any axial distance, x, and time, t, is 
R 
2nT'v(r).F(r)-dr 
? = | 
2nr'v(r)-dr 
o 
2 
where v(r) = v^*(1-U ) 
This value of"9 is a limiting value, i.e., no diffusion. It shows the effect 
of superimposing a parabolic velocity profile on a plug flow reactor. The 
model has the virtues of having only two independent variables and not 
requiring any additional information other than that which can be obtained 
from the batch kinetic experiments. 
Thus, only the axial dispersion model and the segregated laminar flow 
model have solutions which are feasible. Although the segregated laminar 
flow model needs no experimental constants other than the reaction kinetics, 
the axial dispersion model requires knowledge of the axial Peclet number. 
The steady state experiments described in the next section provided this 
information. 
EXPERIMENTAL APPARATUS 
The experimental apparatus consisted of a % inch diameter stainless 
steel tubular reactor, 335 cm. long, and auxiliary equipment for controlling 
and monitoring the reactants. Figure 7 shows the process flow scheme. 
The reactants were fed into the mixing tee which was fabricated from 
a stainless steel block. Each inlet was 0.05 inch in diameter and 0.5 
inch in length. The outlet was 0.07 inch in diameter and 1.0 inch in 
length. Jet mixers have been used to study rapid reactions and a correlation 
of mixing times is available. The correlation predicts that 99% of the mixing 
occurred in 0.05 seconds (21). Thus the fluid left the mixer essentially 
perfectly mixed. A 10 cm. section of 0.5 inch stainless steel tubing 
connected the mixing tee to a Swagelok heat exchanger tee. The tee had a 
0.5 inch diameter branch and run; the other run had a 0.25 inch diameter. 
A Beckman 39030 combination pH electrode was epoxied into the 0.25 inch run. 
The electrode had a 3 mm. diameter probe which extended into the center 
of the flowing stream. The raison d'etre for the pH probes are discussed in 
the concluding paragraphs of this chapter. 
The reactor was a 0.5 inch diameter 316 stainless steel tube with 0.035 
inch walls. The reactor was fabricated in a rectangular loop configuration. 
There were six 90° horizontal bends at the following distances from the heat 
exchanger tee: 27, 41, 78, 86, 119 and 124 inches. This horizontal section 
of the reactor was canted at a vertical angle of 0.87° to prevent air 
pockets from forming. At 124 inches the tubing had a 90° vertical bend 
upward. This led into a Swagelok heat exchanger tee similar to the one 
at the front end of the reactor. A pH electrode was epoxied into the tee. 
The end of the reactor was a 4 inch horizontal run followed by a 90° 
Figure 7. Process flow diagram 
la Ammonium hydroxide storage drum 
2 Bypass line valve 
3 Pump 
4 Flow control valve 
5 Toggle valve 
6 Rotameter 
7 Mixing tee 
8 pH electrode epoxied into Swagelok tee 
9 pH recording equipment 
10 % inch diameter reactor 
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vertical bend with a 2 inch downcomer. The effluent was collected in a 
glass jar. Tygon tubing carried the effluent from the jar to a laboratory 
drain. The total reactor length was 335 cm. and the effluent pH electrode 
was located 317 cm. from the reactor entrance. All of the bends had a 
2-inch radius of curvature. 
The reactants were controlled and monitored in the following fashion: 
Each reactant was stored in a 35 gallon 316 stainless steel drum. In 
order to maintain a continuous non-pulsing flow, the fluid was continuously 
circulated in a bypass line. Two Eastern Industries one-eighth horsepower 
Model D-11 centrifugal pumps were originally used. However, the ammonium 
hydroxide pump developed leaks and was replaced by an Eastern Industries 
Model E-1 centrifugal pump. The bypass line was equipped with a valve 
which controlled the pressure in the main lines. 
Each reactant was pumped from the bypass line into a pair of inlet 
lines. One line had a Nupro metering valve with a micrometer handle 
which controlled the steady state flow rate. The parallel line was equipped 
with a Whitey toggle valve and a Nupro metering valve. The toggle valve 
was used to introduce step changes in the reactant flow rates. Both lines 
fed into a Brooks Model 6-1100-10 Rotameter equipped with a glass float. 
The range of the rotameter was 35 to 300 cc. per minute. The rotameters 
were calibrated by weighing the amount of liquid delivered in a measured 
time interval. 
A similar piping arrangement was used to control and monitor the 
second reactant. All of the piping was % inch 316 stainless steel tubing 
with 0.035-inch walls. All fittings were 316 stainless steel Swagelok tube 
fittings. 
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The pH electrodes were installed as "concentration meters." The 
original intent of this investigation was to use the pH electrodes, as 
measuring devices for on-line control of the reactor. Unfortunately the 
electrodes were found to be unsatisfactory for this purpose. However, 
they were useful for dead-time experiments which are described in the 
latter portion of this dissertation. 
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STEADY STATE BEHAVIOR 
Experimental Procedure 
Twenty runs were made in the reactor to characterize the steady state 
behavior. The operating conditions and results are presented in Table 6. 
The Reynolds numbers were between 205 and 615. The ambient temperature 
for all runs was 23.8°C. The ammonium hydroxide and formaldehyde solutions 
were prepared in the stainless steel drums, and their concentrations were 
determined by the chemical analyses described in Part I. The pumps were 
started and the valves were adjusted to maintain the desired flow rates. 
The reactor was run for twenty-five minutes before the samples were taken. 
The samples were collected in previously weighed Erlenmeyer flasks 
containing 40 ml. of O.IN acetic acid. The concentration of formaldehyde 
in the samples were determined by the chemical analysis previously 
described in Part I. 
Computer Simulation of Steady State Models 
The steady state versions of the segregated laminar flow model and 
the axial diffusion model were solved numerically by a digital computer. 
The solutions are described in the following paragraphs. 
Segregated laminar flow model 
This model is essentially a plug flow model superimposed on a laminar 
flow velocity profile. The method of solution is as follows: A plug 
flow reactor is equivalent to a batch reactor if the time variable, t, in 
the batch reactor is replaced by a residence time, u), which is x/v. 
Table 6. Steady state experimental results 
Run Res. CHgO NH, OH 4 Inlet Inlet FTOA Ave. No. Stand. 
no. time flow flow CHgO NH^OH exit samples dev. 
(sec.) rate rate conc. conc. conc. (%) 
(cc./min.) (cc./min.) (M) (M) (M) 
79 180 65 40 0.3058 0.1312 2.331 0.1822 4 0.67 
80 120 97 60 0.3058 0.1312 2.331 0.2014 4 1.34 
81 90 130 80 0.3058 0.1312 2.331 0.2067 4 0.95 
82 60 195 119 0.3058 0.1312 2.331 0.2295 4 0.59 
83 180 59 46 0.2785 0.1525 1.826 0.1538 4 0.94 
84 120 89 69 0.2785 0.1525 1.826 0.1718 3 3.08 
85 90 118 91 0.2785 0.1525 1.826 0.1850 4 1.30 
86 60 177 137 0.2785 0.1525 1.826 0.1924 4 1.72 
87 180 54 51 0.2526 0.1677 1.506 0.1282 4 3.30 
88 120 80 77 0.2526 0.1677 1.506 0.1474 4 1.97 
89 90 108 102 0.2526 0.1677 1.506 0.1600 4 1.72 
90 60 161 153 0.2526 0.1677 1.506 0.1744 3 1.50 
91 180 48 57 0.2267 0.1867 1.214 0.1180 4 2.53 
92 120 72 85 0.2267 0.1867 1.214 • 0.1288 4 0.35 
93 90 97 120 0.2267 0,1867 1.214 0.1426 4 2.82 
94 60 145 170 0.2267 0.1867 1.214 0.1622 4 1.07 
95 180 43 62 0.2028 0.2025 1.001 0.1119 4 1.41 
96 120 64.5 92.5 0.2028 0.2025 1.001 0.1176 3 1.60 
97 90 86 123 0.2028 0.2025 1.001 0.1291 3 2.01 
98 60 129 185 0.2028 0.2025 1.001 0.1406 3 1.76 
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Therefore, substituting Equations 7 and 18 into Equation 5 and replacing 
t by u) yields 
^ = kF^-75 (O.667(F-F ) + A ) 37 
dto o o 
which is the equation for a plug flow reactor. Equation 37 was solved by 
a fourth-order Runge-Kutta numerical integration using the initial condition 
that F = Fg, when m = 0. An axial increment Aio of one second was used and 
the computation was carried out to 1000 seconds. Thus the axial concentration 
profile is known as a function of the plug flow residence time, cUp-
The reactor was divided into 20 radial elements. Each radial element 
was a concentric layer of fluid which had a residence time of 
For laminar flow 
v_ = 2v (1-U^) 38 
L p 
where v^ is the velocity at any radial distance U. Dividing both sides of 
Equation 38 by x and using the substitutions, UL is x/v and u) is x/v i/ L p p 
gives 
o^L = 39 
2(1-U^) 
Thus, the residence time for any radial layer of fluid is known as a 
function of its radial position. The plug flow residence time, 0)^, is a 
parameter for any given case. The integral-average concentration at any 
plug flow residence time, ou^, is given by Equation 36, the solution which is 
1 
'1 = 4, U.(l-U^)-F(uUj^)-dU 40 
where F(w^) is the point concentration of formaldehyde at a radial distance 
U. 
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w 
Thus F ( U) _ ) = F (  2_) 41 
^ 2(i-r) 
A AU of 0.05 was used and Equation 40 was integrated using Simpson's 
Rule. A typical computer run using the Iowa State University B.P.S. 
compiler calculated the concentration at six different residence times for 
four different initial conditions in 65 seconds computation time. 
Axial dispersion model 
The axial dispersion model, Equation 27, becomes at steady state 
^ 4 - ' f - = 0 42 A ^ 2 p dx 
The following substitutions can be made 
^ ~ L 43 
Lv 
to yield 
Pe = 44 
A 
,2. 
a = 45 
A 
A = 0.667(F - F ) + A 46 
0 0 
^ - Pe ^  - a-F^"^^(0.667(F - F ) + A =0 47 
J 2 dz o o dz 
The boundary conditions. Equations 29 and 31 become 
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Thus the system to be solved is a final value problem. The most common 
method of solution is to guess an initial value of F and integrate down the 
reactor. The initial value of F is adjusted until the final boundary 
condition is met. However, the recently developed method of quasilineari-
zation (4, 14) appeared to be a feasible method of solution. This technique 
uses matrix methods. In order to use matrix methods, which can be performed 
very efficiently by a digital computer, the differential equations must be 
linear. Equation 47 is non-linear; however, by using Newton's approximation 
it may be linearized. This linearized equation can be iterated until it 
converges to a solution. 
The only non-linearity in Equation 47 appears in the reaction rate term. 
It can be linearized by the following expression: 
which is a Taylor series expansion around F^ with second-and higher-order 
terms neglected. Applying Equation 50 to 47 gives 
50 
51 
df(F ) 
= L, = 0.833F. 2.75 (0.667(F^ - F ) + A ) .25 + 52 
2.75 F.(0.667(F -F, )+A)^'^^ k ok o 
Equation 47 now becomes 
53 
49 
Thus, when = F^, Equation 53 reduces to Equation 47. Let the 
reactor be divided into N + 1 increments. This gives N internal mesh points. 
The boundaries are numbered 0 and N + 1. Therefore the axial increment 
size Az is 1/(N + 1). 
The terms in Equation 47 are replaced by the following finite differences. 
54 
55 
56 
57 
58 
The boundary conditions, Equations 48 and 49, become 
at n = 0 59 
at n = N 60 
where p is Pe'Az. 
Substituting Equations 54 to 60 into Equation 47 gives a set of N 
simultaneous equations which in matrix notation is 
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where E is a tridiagonal matrix of order N with elements e., where 
50 
e,, = 2+P 
11 2(l+p) 2 - X (1) 62 
A,(i) = Az -a-Lj^Ci) 
= -2 - \(i) 
i = 1,2,... ,N 
i = 2,3,...,N 
63 
64 
Ê 
^ii+1 ^ " 2 
i = 1,2,...,N-1 65 
ê 
®i+li ^ 2 i = 1,2,...,N-1 66 
and all other e.. = 0. F, ,, is a column matrix of order N with elements ij K+1 
Fj^_l_l(n). D is a column matrix of order N with elements d^ where 
*1 = (1 + §) (Y^-) + Az2.f(F^) 67 
d. = F^(i)-X(i) + Az^-f(F^) i = 2,3,...,N 68 
In Equation 57, F^_^^ is unknown ; the E and D matrices are known from 
previous iterations. F^^^ is obtained by inverting Equation 61. Since the 
E matrix is tri-diagonal, the method of Thomas can be used (13). This is 
an extremely fast method since it is non-iterative. 
The computer program used the value of F^ as an initial approximation 
for F^. The solution converged in four or five iterations. The criterion 
for convergence was 
^k+l < 10 n = 1,2,...,N 69 
A typical computer run, using a Fortran IV E-level compiler, calculated 
the profiles for 99 cases. This required 160 seconds including compilation 
51 
time and print out of all intermediate concentrations. Since approximately 
4.5 iterations were required, each iteration which included inverting a 
25 by 25 tridiagonal matrix required less than 0.3 seconds. 
Comparison of the Experimental 
and Theoretical Steady State Results 
The results of the steady state experimental runs and computer 
analyses are presented in Figures 8 through 12. Although the segregated 
laminar flow and plug flow models are represented by their integral average 
concentration profiles, the axial dispersion model curves are not axial 
concentration profiles. The axial dispersion model curves represent the 
computed effluent concentration at their respective plug flow residence times. 
The experimental data used is that from Table 6. The 95% confidence limits 
of the data are shown. 
Of the 20 data points, 13 agree with only the segregated laminar 
flow model, 7 agree with both the plug flow and segregated laminar flow 
model and 2 agree with neither. The criterion for agreement is that the 
model lie within the 95% confidence limits of the experimental points. 
Thus, the steady state results show the segregated laminar flow model 
represents the data better than the plow flow model. It is difficult to 
determine which axial dispersion model fits best. Therefore a computer 
program was written to calculate the sum of squares for the deviation between 
each model and the experimental data. The results are given in Table 7. 
The results show that the best, i.e., the minimum sum of squares, 
axial dispersion model has a Beclet number of 10. The laminar flow model 
Figure 8. Comparison of steady state experiments with segregated laminar flow, plug flow, and axial 
dispersion models 
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Table 7. Sum of squares deviation for theoretical models 
Peclet number Sum of squares 
1 0.004128 
2 0.002238 
5 0.000601 
10 0.000332 
25 0.000578 
50 0.000805 
00 (PLUG FLOW) 0.001566 
LAMimR FLOW 0.000307 
is better than the plug flow model. Actually, the laminar flow model is 
better than any axial dispersion model. 
The data was also analyzed to determine if residence time had any 
effect on the models. The sum of squares are shown in Table 8. 
Table 8. Sum of squares for effect of residence time on theoretical 
models^  
Residence times (sec.) 
Peclet number 180 120 90 60 
1 1.3820 1.1785 0.7582 0.5558 
2 0.9028 0.6457 0.3762 0.3138 
5 0.2496 0.1762 0.0576 0.1172 
10 0.1065 0.0925 0.0254 0.1082 
25 0.1569 0.1536 0.1046 0.1733 
50 0.2065 0.2145 0.1655 0.2189 
00 PLUG FLOW 0.3087 0.3908 0.3509 0.4056 
LAMINAR FLOW 0.0771 0.0961 0.0249 0.1088 
S^um of squares have been multiplied by a factor of 10^  
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A value of 10 is the best Peclet number for the axial dispersion 
model at any residence time. The laminar flow model still appears to be 
better than the plug flow model for any residence time. However, the 
Peclet number of 10 model and the laminar model are very close. 
64 
TRANSIENT BEHAVIOR 
Experimental Procedure 
The transient response of the effluent formaldehyde concentration to 
step changes in the ratio of reactants was investigated. The conditions 
for the tests are reported in Table 9. Five of the runs had a mass average 
residence time of 60 seconds (Reynolds number 615) and five had a mass 
average residence time of 120 seconds (Reynolds number 308). 
The experiments were conducted in the following manner: The formalde­
hyde and ammonium hydroxide were prepared in the stainless steel drums 
and were chemically analyzed using the analytical procedures described in 
Part I. The pumps were started, and the valves were adjusted to maintain 
the proper flow rates before and after the step change. The reactor was 
operated at the initial steady state for 25 minutes. Then two samples 
were taken. The toggle valves were used to introduce the step change. 
For the 60 second runs, samples were taken at 10 second intervals between 
30 seconds and 120 seconds. Samples were then taken at 30 second intervals 
up to 300 seconds. Samples were then taken at 360 and 420 seconds. For 
the 120 second runs, samples were taken at 10 second intervals between 60 
and 180 seconds. Thirty second intervals were maintained until 240 
seconds. Then 60 second intervals were used to 420 seconds. The samples 
were collected over a period of one second for the 60 second runs and over 
a period of two seconds for the 120 second runs. The samples were analyzed 
for formaldehyde by the modified Romijn method which has been described in 
Part I. 
Table 9. Conditions for transient experiments 
Before step After step 
Run Res. FTOA Inlet Inlet CHgO CHgO NH^ OH NH.OH 4 CHgO CHgO NH^ OH NH^ OH 
no. time step CHgO WH^ OH flow conc. flow conc. flow conc. flow conc. 
(sec.) conc. conc. rate (M.) rate (M.) rate (M.) rate (M.) 
(M.) (M.) (cc./sec.) (cc./sec.) (cc./sec.) (cc./sec.) 
99 60 1.50-2.33 0.485 0.337 160 0.247 154 0.165 194 0.300 120 0.129 
100 60 1.50-.990 0.485 0.337 160 0.247 154 0.165 128 0.198 186 0.199 
101 60 1.50-1.86 0.485 0.337 160 0.247 154 0.165 177 0.273 137 0.147 
102 60 1.50-1.22 0.485 0.337 160 0.247 154 0.165 144 0.222 170 0.182 
103 120 1.46-2.32 0.500 0.339 78 0.248 79 0.170 96 0.306 61 0.132 
104 120 1.46-1.88 0.500 0.339 78 0.248 79 0.:i70 88 0.280 69 0.149 
105 120 1.46-.989 0.500 0.339 78 0.248 79 0.170 63 0.201 94 0.203 
106 120 1.46-1.19 0.500 0.339 78 0.248 79 0.170 70 0.223 87 0.188 
107 120 1.46-2.26 0.500 0.339 78 0.248 79 0.170 95 0.302 62 0.134 
108 60 1.49-2.29 0.500 0.339 158 0.251 156 0.168 191 0.304 123 0.132 
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Computer Simulation of Transient Models 
Segregated laminar flow model 
The segregated laminar flow model, Equations 31 and 32, after substi­
tuting the rate equation. Equation 1% becomes 
, (1 - d2) 
3t m ÔX 70 
^ = - V (1 - U^ ) — - 0.667kF^ '^ \^ *^  ^ 71 
3t m ÔX 
Letting v = (1 - U^ ) 72 
X U) = - 73 
Ry = kF2.75^ 1.25 74 
R. = 0.667R 75 
Equations 70 and 71 become 
Equations 76 and 77 are first-order, non-linear, hyperbolic partial 
differential equations. The method of characteristics is the most efficient 
method of solving this class of equations. The following procedure follows 
that of Lapidus (13). 
Since the concentratiofts of formaldehyde and ammonium hydroxide are 
functions of to and t, their total differentials are: 
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dF = -^  du) + ^  dt 78 
d(U ôt 
dA = ^  d(ju + ^  dt 79 
dU) ôt 
Letting the subscripts ou and t denote differentiation with respect to 
U) and t respectively, Equations 76 and 78 become 
F + F = _ R 80 
t u) F 
2% dt + F Vdcu = dF 81 
t tu 
Equations 77 and 79 become 
A + A = - R 82 
t to A 
A dt + A d(u = dA 83 
t OD 
Equations 80 and 81 form a set of equations in two unknowns, F and F . 
t tu 
Setting the determinant of the coefficient values equal to zero leads to 
0 = I'dtu - I'dt 
or 
4^  =1 for characteristic curve I. 84 
I 
Similarly, Equations 82 and 83 yield 
 ^=1 for characteristic curve II. 85 
II 
Thus, Equations 84 and 85 define the characteristic curves, I and II. Substi­
tuting Equation 84 into 78 yields 
dF = ( ^ + ^  ) dto 86 
dtu ot 
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Substituting Equation 76 into Equation 86 gives 
dF 
dm «P 87 
In an analogous manner using Equations 85, 79 and 77 gives 
^ - R 88 d(u 
Thus the partial differential equations have been transformed into two 
ordinary differential equations, Equations 87 and 88, which must be solved 
along the characteristic curves specified by Equations 84 and 85. These 
characteristic curves are 45°, i.e., diagonal lines. For transient 
response calculations, the boundary conditions are 
F = F  co =  0 ,  t < 0  89  
ss 
F = Pg co = 0,t>0 90 
A = A  uj =  0 ,  t < 0  91  
ss 
A = A  ( j u  =  0 , t > 0  9 2  
o 
The calculations needed to fill the grid are straightforward. For all points 
on the grid where t < o), the equations are solved using Equations 89 and 91. 
When t > tOj the equations are solved using 90 and 92. A fourth-order Runge-
Kutta technique was used with a Aw of 1 second residence time. The computation 
was performed for 1000 increments. 
The plug flow transient response for any residence time is determined by 
the F values at any time t, at the desired residence time cu. The laminar 
flow transient response is determined in the following manner: At any plug 
flow residence time the equivalent radial concentration at U is given by 
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m 
F (m,) = F( 41 
^ 2(i-r) 
Thus, the concentration at any point (U, is determined. The 
integral-average concentration at any time, t, and axial distance 
(residence time, cu^ ) is 
A 
F = 4 U-(l-U^ )'F(cu^ )dU 40 
A AU of .05 was used and Equation 40 was integrated using Simpson's Rule. 
This calculation was performed using the following At increments. 
U) UJ 
At = 7^  when 0 < t < 
6 — — 2 
CO U) 
At =-rr when 77^  < t < 2cju 12 2 — p 
0) 
At = "7^  when ou < t < 7uj 6 p - p 
A typical program which calculated the transient response for ten different 
cases required 165 seconds computation time. A Fortran IV, E level compiler 
was used. 
Axial dispersion model 
The axial dispersion model. Equations 26 and 27, can be put into semi-
dimensionless form as follows: 
M = . M . ^p2.75 1.25 
aT Pe , 2 az ÔZ 
70 
H =  ^ - 0.667 94 
3z 
where 
Lv 
Pe = T—^  95 
z = X 96 
Lk 
Y = V 
P 
tv 
E 
97 
98 
The boundary conditions are 
F = F 
o Pe 3z 
z = 0, T > 0 29 
\ ^ - i; # 
z = 0, T > 0 30 
M = M = 0 
9z 3z 
z = 1, T > 0 31 
Fin = F(:) 0 < z < L, T < 0 99 
A.^  - Hz) 0 < z < L, T < 0 100 
These equations were solved by the method of quasilinearization (4, 14). 
The non-linear rate terms in Equations 93 and 94 can be linearized around 
F^  and with respect to F and A to yield: 
71 
ÔT 101 
102 
where + 1.25F. 
- 3Fk 
2.75. 1.25 103 
Equations 101 and 102 are coupled linear parabolic differential equations. 
It is well known that the proper method of solution involves an implicit 
numerical differencing scheme. The solution by an explicit scheme requires 
an extremely small grid increment to prevent numerical instability. Thus, 
Crank-Nicholson implicit difference operators were used. 
To implement this method, the reactor is divided into N + 1 axial 
increments. This gives N internal mesh points. The boundaries are numbered 
0 and N + 1. Therefore, the axial increment size is 1/(N + 1). The time 
coordinate is divided into m increments of size AT. 
The Crank-Nicholson operators are 
2Az 
(F(m,n+1) - 2"F(m,n) + F(m,n-1) + F^ (^m+l,n+l) 104 
-2-F^ _l_l(mH-l,n) + (nrfl ,n-l)  
105 
106 
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F^ l = j (F^ (nrfl,n) + F(m,n)) 107 
\ " 2 (Fk(m+l,a) + 108 
where F(m,n) represents the value of F at position (n.Az) and time (m*AT). 
Since the values of F at time step m are known, the subscript k+1 which 
denotes the (k+l)st iteration has no meaning for the F's at the m^  ^time 
step. Therefore, there is no k subscript for F(m,n+1), F(m,n) or F(m,n-1). 
A completely analogous set of differences are used for the ammonium 
hydroxide equations. The boundary conditions. Equations 29 through 31, 
can be converted to difference equations by applying Equations 104 through 
108 to yield 
= F^ _|_^ (in+l,o) - ^  (F^ j_^ (nri-l,l) - F(m+l,o)) 109 
= A^ ^^ (mfl,o) - I" (A^ ^^ (m+l,l) - A(nrfl,o)) 110 
F^ (^nrH,N) = F^ ^^ (mfl,N-l) 111 
A^ C^mfl.N) = A^ (^m+1,N-1) 112 
Substituting Equations 104 through 108 into Equations 101 and 102 gives a 
pair of N simultaneous equations which in matrix notation are 
G^ -F^ _^ (^m-l-l) = G2*F(m) + G^ 'A^ C^nrM) + G^ *A(m) + G^  113 
G^ 'I^ W^l) = GyÂ(m) + Gg'F^ W^) + Gg-F(m) + G^ q 114 
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The superscript bar denotes a matrix. These equations are coupled by 
and appearing on the right side. However if these are approximated by 
and respectively, then Equations 113 and 114 in matrix form become 
P'F, _ (nrH) = - Q-F(m) + S 115 
K+i 
B.A^ ^^ (irrfl) = - C-A(m) + H 116 
where P is a tridiagonal matrix of order N with elements p^  ^where 
Pll ' w - Ê - ^ ^ 
F = 2.75'Y.F 118 
L ' k k 
Pii = If - 2 + p - g-Fl i = 2,3,...,N-1 119 
PWN = 1 - *'^ 1 120 
Pii+1 =  ^- P i = 1,2,...,N-1 121 
p.^ .^ = 1 i = 2,3,...,N 122 
and all other p.. = 0 ij 
Q is a tridiagonal matrix of order N with elements q^  ^where 
111 • "ii - ïfe + M 
= Pjii + If i = 2,3,...,N-1 124 
%TK, = P M ""m AT 
+ ^  125 
74 
q..+^  = 1 - P i = 126 
q.+li = 1 i=2,3,...,N 127 
and all other q., = 0 
ij 
S is a column matrix of order N with elements s, where 
1 
s = i = 2,3,...,N 128 
F 
p - F(m,o) 129 
F^ C^m+l) is a column matrix of order N of elements F^ _^ (^m+l,i) where i = 1, 
2,...,N. 
F(m) is a column matrix of order N of elements F(m,i) where i = 1,2,...,N. 
B is a tridiagonal matrix of order N with elements where 
•ll " îV^ - Z# - 2 + P - C'AL 130 
= 0.833'Y'F^ 2.75^ .^25 131 
bi. = - ^  - 1 - a-A^  i = 2,3,...,N-1 132 
% ° S ' ^  ^ 133 
b.._^  ^= 1 - p i = 1,2,...,N-1 134 
75 
= 1 i = 2,3,...,N 135 
and all other b.. = 0 
13 
C is a tridiagonal matrix of order N with elements where 
1^1 " ^11 AT " 1 + p 
Cii = bii + Il i = 2,3,...,N 137 
= 1 - P i = 1,2,...,N-1 138 
=1 i = 2,3,...,N 139 
and all other c.. = 0 ij 
H is a column matrix of order N with elements h^  where 
2 75 1 25 o^^  
h^  = -2.33'Y-F%^ ' -At ' - 140 
h^  = 0.667s^  i = 2,3,...,N 141 
A^ (^iirt-l) is a column matrix of order N with elements A^ _^ (^m+l,i) where 
i = 1,2,...,N. 
A(m) is a column matrix of order N with elements A(m,i) where i = 1,2,...,N. 
Equations 115 and 116 must be solved for N unknowns, (m+l,n) and A^ _^  ^
(m+l,n) for each time step. F^ (mfl,n) and A^ (mrH,n) are known from previous 
iterations. F(m,n) and A(m,n) are known from the previous time step. Since 
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the matrices are tridiagonal, the non-iterative Thomas method of matrix 
inversion may be used. The criterion for convergence was 
< 10"^  n = 1,2,...,N 142 
Twenty-five spatial increments were used, and a variable time increment 
was used as follows: 
AT = 0.05ÏL 0 < T„ < 0.5T„ 
K K K 
AT = 0.02ÏL 0.5T < T_ < 1.5T_ 
K K K K 
AT = O.lTj^  l.ST^  < T^ < 5T^  
where T^  is the normalized residence time. 
At most two iterations per time increment were needed. At long times, 
i.e., greater than 3T^ , only one iteration was required. Using a Fortran IV, 
E level compiler, ten separate cases required 3.74 minutes computational time. 
Comparison of Transient Experiments and Proposed Models 
The transient response of the computer models and experimental data are 
shown in Figures 13 to 20. Table 9 presents the operating conditions for 
each run. In order to aid in evaluating the data, some confidence levels 
were determined. The initial conditions of Runs 99 to 102 (60 seconds 
residence time) were similar; the 95% confidence limits for the 8 data points 
(2 per run) gave a concentration range of 0.1745 + 0.0091. The initial 
conditions of Runs 103 to 107 (120 seconds residence time) were also similar; 
the 95% confidence limits for the 10 points were 0.1455 + 0.0095. 
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flow models 
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laminar flow models 
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Figure 20. Transient response for Run 105 including axial dispersion and segregated 
laminar flow models 
Confidence limits were also found for the final steady states. In 
Run 100 there were six points at times greater than three residence times. 
The first three were compared with the last three using the Students-t 
test. The tests showed that the respective variances were equal, and there 
was no significant difference between the two group means. Therefore, 
the final data points of each run were used to calculate the 95% confidence 
limits at the final steady state. These are shown in the figures. 
In Run 99 the experimental concentrations are consistently greater 
than predicted by the models. However, Run 108, Figure 13, which is a 
duplicate, shows better agreement. All models except the Pe = 5 are 
within the final steady state experimental limits. The laminar flow model 
underestimates the dead time, but it has a better shape than the dispersion 
models. A Pe = 10 model appears to be the best axial dispersion model. 
All of the models in Run 101, Figure 14, predict the steady state 
conditions. The laminar flow model underestimates the dead time. The 
best Peclet number model is Pe = 10. The Run 102, Figure 15, models are 
within the steady state experimental error limits. The laminar flow model 
provides the best fit . The Pe = 10 model provides the best fit among the 
axial dispersion models. In Run 100, Figure 16, all of the models except 
Pe = 5 fit the steady state error limits. The laminar flow model is the 
best fit. The Pe = 10 model provides a good fit also. 
Thus, for the 60 second runs the laminar flow and the Pe = 10 models 
give the best fits. However, when the FTOA ratio was increased. Runs 
101 and 108, the laminar flow model underestimates the dead time. 
In Run 103, Figure 17, the laminar model underestimates the dead time. 
The Pe = 10 model provides a compromise between fitting the earlier and 
later data. In Run 104, Figure 18, the Pe = 5 model is the only one which 
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falls within the experimental limits of the final steady state. The 
laminar flow model underestimates the dead time. The Pe = 5 model is 
the best. In Runs 106 and 105, Figures 19 and 20 respectively, the laminar 
flow model consistently underestimates the dead time. The Pe = 10 model 
provides the best fit. 
Thus, in the 120 second runs the laminar flow model consistently 
underestimates the dead time. The dead time for increased FTOA. steps appears 
to be larger than those for decreased FTOA. steps. Overall the Pe = 10 
model gives the best results. 
Velocity Profile Model 
The preceding results indicated that the laminar flow model does not 
properly predict the dead time, i.e., the maximum velocity at the center 
of the tube. For laminar flow 
v = V (1-U^) 143 
m 
where v is the fluid velocity at radius U. It is well known that for 
laminar flow the maximum velocity is twice the average mass flow velocity. 
The experimental data suggested that the velocity profile may be flatter than 
that for laminar flow. If this is true, then the maximum velocity is lower 
and the minimum residence time, i.e., dead time, will be greater. Therefore, 
it was assumed that a velocity profile of the form: 
V = V (1-U^) 144 
could be used as a model. 
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Then the integral-average velocity is 
1 
2n-v(U)-U-dU 
! 
2nUdU 
145 
Substituting Equation 144 into 145 and integrating gives 
- (1 - 7TT> 146 
Rearranging Equation 146 gives 
P = 
1 -
147 
where e is v /v . 
- p m 
The transient response for this model was calculated by modifying the 
procedure used in computing the segregated laminar flow model. Specifically, 
Equation 41 was replaced by 
e(JU„ 
148 
1 - U" 
and Equation 40 was replaced by 
^ = 2p + 4 
P 
U-(l-U)*F(U)-dU 149 
The transient response for experimental Runs 99 through 108 was calculated 
for p values of 4, 6, and 10. Figures 21 through 24 show the results for the 
60 second residence time experiments. Run 108, Figure 21, shows that a p of 4 
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Figure 24. Transient response for Run 100 including velocity profile models 
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is the best fit. Runs 101 and 100, Figures 22 and 24 respectively, show 
that a p of 4 is the best fit. Run 102, Figure 23 shows that a p of 2 or 
4 gives the best fit. 
Figures 25 through 28 are the results for the 120 second residence 
time experiments. Run 103, Figure 25, is best represented by a p of 6 or 
10 except at the final steady state where all of the models underestimate 
the final concentration. Runs 104 and 106, Figures 26 and 27 respectively, 
suggest a p of 10. Run 105, Figure 28, suggests a p of 10 if the dead time 
is used as a criterion. However, the final steady state could be fit by 
any model. Thus for the 60 second residence time experiments, a p of 4 
is suggested by the data. However, for the 120 second residence time 
experiments, a p of 10 is suggested by the data. 
The pH electrodes in the reactor provided a good method of measuring 
the effect of residence time on g. The electrodes produced a continuous 
signal rather than the intermittent data obtained by sampling and chemically 
analyzing the reactor effluent. Several runs were made using step changes 
in the FTOA ratios. Table 10 shows the experimental results. The data 
show that e increases as the residence time increases. 
The reactor experiments showed that a velocity profile model with a 
p of 4 gave the best fit for the 60 second residence time runs. When p is 
4, Equation 147 gives an e of 0.67. This agrees with the data of Table 10. 
When the residence time is 120 seconds, the velocity profile model with a p 
of 10 gave the best fit. If p is 10, Equation 147 predicts an e of 0.86. 
This agrees with the data of Table 10. In the following paragraphs these 
results are compared with the reported results of previous investigators 
who considered the effect of natural convection. 
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Table 10. Results of dead time experiments using pH electrodes 
Run ' Ave. e FT OA 
No. res. Before After 
time Step Step 
(sec.) 
114-2 55 0.74 00 0 
114-4 55 0.71 00 0 
114-1 60 0.79 0 00 
114-3 63 0.79 0 GO 
114-5 62 0.78 0 oo 
112-2 60 0.75 1.0 2.3 
112-1 62 0.73 1.0 2.3 
112-3 63 0.71 2.3 1.0 
112-4 62 0.68 2.3 1.0 
109-4 110 0.81 00 0 
109-2 110 0.83 oo 0 
109-3 110 0.92 0 CO 
109-1 110 9.90 0 00 
111-2 116 0.83 1.0 2.3 
111-4 117 0.82 1.0 2.3 
111-5 121 0.89 2.3 1.0 
111-3 120 0.90 2.3 1.0 
The transient experiments have an advantage over the steady state 
experiments; they show the dead time. If the flow is laminar, e is 0.5. 
If curvature of the reactor is important, e should be 0.8 as found by 
Kramers, et al. (12). If natural convection is important, radial dispersion 
should be increased and axial dispersion should be decreased. In the region 
where natural convection is important, g should increase with increasing 
residence time, i.e., the longer the fluid remains in the reactor, the 
flatter the concentration profile. The Grashof number is used as a mea­
sure of importance of natural convection. For mass transfer it is 
3 2 ((2r) •g^'Ap/p)/(|-i/p) where g^ is the gravitational acceleration, p is 
density and p is viscosity. For ammonium hydroxide the Ap/p is of the 
order 2*10 . For formaldehyde the Ap/p is of the order 5*10 . Using 
the parameters in this investigation these values give Grashof numbers of 
2000 and 5000 respectively. These are well above the Cleland and Wilhelm 
value of 1280 for the onset of natural convection. 
0.75 Using Gill's criterion of Gr * /Re gives values at the 60 second 
residence time of 0.89 and 2. For the 120 second residence times the values 
are 1.75 and 4. The Gill criterion was calculated for Cleland and Wilhelm's 
data. If one assumes that their discrepancies in the %-inch reactor data 
were due to natural convection, then their results show that they did not 
observe natural convection when Gr^"^^/Re was between 0.29 and 1.15. When 
the value was between 1.15 and 4.75 they observed natural convection. 
Gill's data for non-reacting fluids were not as consistent as these 
calculations. Thus it appears that the factor Gr^'^^/Re is important for 
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determining natural convection, but it cannot be used until it has been 
confirmed and/or modified by a mathematical analysis and additional 
experimentation. 
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CONCLUSIONS 
Although the actual mechanism of the formation of hexamethylenetetramine 
is unknown, the experimentally obtained kinetics of the reaction at 
2.75 1.25 23.8°C can be represented by an empirical reaction rate of 1.3F * A 
This equation applies for non-stoichiometric as well as stoichiometric 
ratios of reactants. 
The steady state behavior was represented by a plug flow model, a 
segregated laminar flow model and an axial dispersion model. The first 
two models are initial value problems which are readily solved. The 
axial dispersion model is a final boundary value problem; such problems 
are not readily solved. It was found, however, that the method of 
quasilinearization, previously used for transient solutions, was an 
extremely efficient method for its solution by a digital computer. 
When compared with the experimental steady state data, the segregated 
laminar flow model was superior to the plug flow model. The axial 
dispersion model gave the best agreement with the experimental data 
when an axial Peclet number of 10 was used. Using a Peclet number 
of 10 gave results essentially equivalent to the laminar flow model. 
The segregated laminar flow model and the axial diffusion model were 
used to represent the transient behavior of the reactor. The method of 
characteristics was found to be a satisfactory method for the solution 
of the segregated laminar flow model. The axial dispersion model was 
solved by the method of quasilinearization. Both methods were found 
to be quite efficient. 
The response of the intergral-average effluent formaldehyde concentration 
to step changes in ratios of reactants was determined experimentally and 
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compared with that predicted by the two models. The segregated laminar 
flow model and the axial dispersion model with a Peclet number of 10 
represented the initial and final values of the formaldehyde concentration 
equally well. Although the shape of the response curve was better 
represented by the segregated laminar flow model, it consistently 
underestimated the dead time. This suggests that the laminar flow 
velocity profile was flattened. This apparent flattening could be 
attributed to, primarily, natural convection and, secondarily, the effect 
of tube curvature, i.e., tube bends. 
6. The previous conclusion suggested that a modified velocity profile model 
could be developed in which the velocity profile would have the form: 
1 - where p is determined experimentally. This model was solved 
numerically by a digital computer. The results showed that when the 
average residence time was 60 seconds, p was 4. When the average 
residence time was 120 seconds, p was 10. This means that an increased 
residence time flattens the velocity profile. This further supports 
the contention that natural convection can be significant. 
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NQMENCIATURE 
English Symbols 
a ammonia reaction order 
A ammonia concentration 
A(m,n) ammonia concentration at time m«AT and axial distance n*Az 
A, (m+1) column matrix for transient calculations with elements 
A(m+l,n) n = 1,2,...,N 
A. initial ammonia concentration profile in 
A initial ammonia concentration at time = 0 
o 
A inlet ammonia concentration before step 
ss 
Aj. ôA/9t 
A ÔA/3cu 
cu 
b.. elements of B matrix defined in Equations 130-135 
B tridiagonal matrix of elements b^^ 
c.. elements of C matrix defined in Equations 136-139 ij 
C tridiagonal matrix of elements c^^ 
d^ elements of D matrix defined in Equations 67 and 68 
D molecular diffusivity 
D column matrix of elements d. 1 
axial dispersion coefficient 
t 
axial diffusivity 
D„ radial dispersion coefficient 
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I 
radial diffusivity 
e.. elements of E matrix defined in Equations 62-66 ij 
E tridiagonal matrix of element e^^ 
f formaldehyde reaction order 
f(Fj^) linearized function of formaldehyde defined in Equation 51 
F formaldehyde concentration 
F integral-average formaldehyde concentration defined in Equation 36 
F( ) point concentration of formaldehyde 
F(n) formaldehyde concentration at axial distance n*Az for steady 
state calculations 
F(m,n) formaldehyde concentration for transient calculations at time 
m"AT and axial distance n*Az 
F, ,, column matrix for steady state calculations with elements F, .,(n) k+1 K+i 
F i n i t i a l  f o r m a l d e h y d e  c o n c e n t r a t i o n  p r o f i l e  
F^ defined in Equation 118 
F initial formaldehyde concentration at t = 0 
o 
F inlet formaldehyde concentration before step change 
ss 
F^ ôF/ôt 
F aF/aw 
U) 
FTOA F /A 
o o 
g total reaction order 
g^ gravitational acceleration 
G. matrices appearing in Equations 113 and 114 
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3 Gr Grashof number, (2R) g-Ap 
p'(p/p)^ 
elements of H matrix defined in Equations 140 and 141 
H column matrix of elements 
k kinetic constant 
K(F,A) reaction rate of formaldehyde 
Kp rate of reaction term defined in Equation 103 
L length of reactor or pipe 
linearized reaction rate defined in Equation 52 
Lj^(n) k*"^ iteration on L at axial distance n'Az 
m time increment index 
M number of time increments 
n axial increment index 
N number of axial increments 
p., element of P matrix defined in Equations 117-122 
p exponent on velocity profile model 
P tridiagonal matrix with elements p^^ 
Pe axial Peclet number 
Pe^^ radial Peclet number 
q^j elements of Q matrix defined in Equations 123-127 
Q tridiagonal matrix with elements q^^ 
r radial coordinate 
R radius 
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rate of reaction of ammonia defined in Equation 75 
rate of reaction of formaldehyde defined in Equation 74 
Reynolds number (2Rpv)/[i 
element of S matrix defined in Equations 128 and 129 
column matrix of elements 
time 
time increment 
dimensionless time, t'V^/L 
dimensionless time increment 
normalized residence time 
dimensionless radial coordinate, r/R 
fluid velocity 
fluid velocity at U and 
maximum velocity, i.e., velocity at tube center 
average or plug flow velocity 
axial coordinate 
conversion of ammonia 
conversion of formaldehyde 
dimensionless axial coordinate, x/L 
dimensionless axial increment 
Greek Symbols 
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P Pe*Az 
Y (L*k)/Vp 
X(i) a'Az^'L^(i) 
[i viscosity 
T D-t/R^ 
p density 
Ap density increment 
a Pe*Az^ 
CD residence time, x/v 
(u, residence time of fluid at eu and U, u) 
L P P 
2(1-U^) 
% minimum residence time 
(Up plug or average residence time L/v^ 
Aou residence time increment 
Subscripts 
k refers to k*"^ iteration 
S t k+1 refers to k+1 iteration 
dummy matrix subscript 
dummy matrix subscript 
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