This paper discusses the generation and subsequent non-linear limiting of magnetic fields by motions in a periodic flow driven by a force whose components are proportional to (sin z, sin x, sin y). This problem was originally studied by Archontis; the purpose of the present work is to remove certain complications present in the original model in order to understand better the underlying physical mechanism which limits the total magnetic energy growth. At high Reynolds numbers the resulting dynamos end up with almost equal total magnetic and kinetic energies, and thus yield fields strong enough to be astrophysically relevant. Until now, the existence of such dynamos has been doubted, so this demonstration of an example appears very important. At least up to Reynolds numbers of 800, these solutions are laminar and attracting.
sustained by filamentary features embedded at key places in the flow geometry. This gives a demonstration that strong-field dynamos can actually exist, albeit in a flow with a very specific and artificial forcing. Amazingly, the final state of the calculation is steady, though depending on the initial conditions the evolution to this state can take many diffusion times. Thus, the equilibration of the dynamo is slow even though its kinematic growth phase is fast. This type of dynamo appears to be possible over a range of ratios of viscous to ohmic diffusivities, stretching at least over values between 0.25 and 4. Whilst Archontis's flow gives the first clear demonstration that this kind of strong-field dynamo is possible, it should be noted that models for the generation of the Earth's magnetic field routinely yield total magnetic energies well in excess of the total kinetic energy (Glatzmaier & Roberts 1995) , though the kinetic and magnetic Reynolds numbers are far lower than that in the astrophysical case (Li, Sato & Kageyama 2002) . Also, Cattaneo (1999) has computed 3D solutions showing magnetoconvective dynamo action in a Boussinesq layer, and finds a total magnetic energy of around 20 per cent of the total kinetic energy, for kinetic and magnetic Reynolds number of around 200 and 1000, respectively. So strongfield dynamos are not unprecedented.
Section 2 sets the scene by describing the formulation of the problem in terms of the specified forcing and the governing equations; everything takes place in a 2π-periodic geometry, so that no scaleseparation effects are taken into account. Section 3 gives detailed descriptions of the results and an interpretation of what they mean. This section includes a truncated expansion model which reproduces some of the Fourier mode amplitudes. Section 4 briefly sketches the way in which we think the structures found in Section 3 are linked to produce this dynamo. A more general theory demonstrating the existence of such dynamos and discussing their stability is presented in Section 5. This is followed by a conclusion which assesses the significance of these results in the general context of astrophysical dynamo theory.
F O R M U L AT I O N O F T H E P RO B L E M
The incompressible forced dynamo problem can be written in the non-dimensional form ∂B ∂t = (B · ∇)U − (U · ∇)B + η∇ 2 B (1)
Here, U and B are the velocity and magnetic fields, η and ν are dimensionless diffusivities, F is the applied driving force and P is sum of the gas pressure and kinetic energy density. The force F is free to be specified, and in this paper we usually take it to be equal to ν(sin z, sin x, sin y). This is similar to the choice made in Archontis (2000) ; see also Dorch & Archontis (2004) and Archontis, Dorch & Nordlund (in preparation) . We assume all other quantities are similarly 2π-periodic in space; thus the possibility of scale separation is not treated in this paper. Archontis (2000) chose this particular forcing because of the result in Galloway & Proctor (1992) that the flow U = (sin z, sin x, sin y), hereafter called the sines flow, seems to be a good candidate for a kinematic fast dynamo. However, it should be noted that the sines flow does not arise from a sines forcing because it has non-zero U × (∇ × U) term; unlike the ABC flows where the idea of forcing was first used (Galloway & Frisch 1987) , the sines flow is not Beltrami and to force it successfully when there is no magnetic field present one must also include an extra contribution which balances this term. If this is actually done, the sines flow does indeed arise, but only at low Reynolds numbers, up to approximately 1/ν = 8. Above this value, the sines flow is unstable, and becomes time-dependent and turbulent. Very surprisingly though, the introduction of a small magnetic field restores the motion to something close to the sines flow, provided one waits long enough.
Whilst ν and η can be thought of in some sense as inverse kinetic and magnetic Reynolds numbers, it is ν, η and the force which are specified in advance, with the velocity and hence the actual values of the Reynolds numbers being determined by the evolution of the system. Where they explicitly appear in what follows, the Reynolds numbers Re and Rm refer to their actual values calculated using the evolved flow.
The force F that we use in this paper is actually a minor variation of the one used by Archontis (2000) . He had a time-dependent scalar which allowed the amplitude of the forcing to change. He adjusted this amplitude to maintain an approximately constant kinetic energy. Additionally, he considered a fully compressible plasma, with an energy equation and equation of state to obtain the pressure. For simplicity and mathematical clarity, we instead specified a constant-amplitude forcing and an incompressible fluid. Despite these differences, both systems evolve to laminar time-independent states, with compressibility playing essentially no role.
When ν = η = 0, all solenoidal fields which have U = ±B are solutions to the momentum and induction equations. They are called Elsässer solutions, and are neutrally stable (Friedlander & Vishik 1995) . On the other hand, Abarbanel & Holm (1987) argue that non-magnetic 3D Euler flows are likely to be unstable. Hence the instability of the non-magnetic sines flow may have little bearing on the stability of the magnetic system. Ideal instability results are notoriously ineffective in providing insight into what happens when small diffusivities are added, but it seems at least a possibility that an appreciable subset of U = B 1 systems could be stable attractors.
The numerical method used to solve the governing equations is straightforward and standard. All variables were expanded in complex Fourier series and time-stepped using a semi-exact Adams-Bashforth scheme with pseudo-spectral treatment of non-linear terms, as described in Peyret (2002) , pp. 208-210. Our code conserves ∇ · B = 0 and ∇ · U = 0, which were monitored to ensure that they did not grow due to roundoff error.
The code was tested in the linear regime against some of the wellstudied growth rates for the ABC fast dynamo, and in the non-linear regime against the results of Galanti et al. (1992) , who used a virtually identical numerical method. We also confirmed the results of Archontis (2000) , who used finite-difference methods and included compressibility.
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R E S U LT S
The following results are all for the case where the force is proportional to the viscosity, so that F = ν(sin z, sin x, sin y). It could be argued that when ohmic losses are an important dissipation mechanism, there should be an extra contribution proportional to η, however since most of our simulations and discussions were for the case where the magnetic Prandtl number p m = ν/η was equal to 1, we used this form of the forcing. We return to this issue briefly in Section 3.4 where we discuss the effect of varying p m . Until then we shall assume η = ν. In all cases, the system eventually evolves into a state with U ≈ B. In the zero-diffusivity limit this becomes exact, and U and B both become equal to something which is almost 0.5(sin z, sin x, sin y) but which differs from it by a quantity which remains finite as ν → 0. Remarkably, this solution is steady for all the Reynolds numbers we have considered.
We first give results where for computational economy we begin with an initial condition U = B = F/ν; in this case the system evolves to the above-mentioned steady state, taking a few diffusion times to get there. This process is shown in Fig. 1 for 1/η = 1/ν = 100, which gives plots of the evolution of total kinetic and magnetic energies. To study scaling behaviour, we use this type of intitial condition with different values of η = ν; later we examine the important question of how the steady state is reached if instead we start with a small seed magnetic field, so that there is a kinematic phase followed by a subsequent dynamical equilibration. This requires a substantially longer calculation. Finally, we show cases with varying magnetic Prandtl number to see whether it makes any difference which diffusivity mechanism is dominant.
First, we take the standard forcing as described above, and perform computations with 1/η = 1/ν = 50, 100, 200, 400 and 800. Our calculations were run with 16-, 32-, 64-, 96-or 128-cubed Fourier modes. After the calculations had approached their equilibria at a given fairly low resolution, a process which often took up to many thousands of dimensionless time units, the resolution was incrementally increased, up to 96-or 128-cubed. At each stage, the code was run for several more diffusive time-scales. This procedure allowed us to reach low values of ν and η at a reasonable computational cost. For all the cases we ran, the energy levels evolved to time-independent levels (see Fig. 1 for an example). The time independence was also checked for various Fourier modes. We call these steady state solutions of (1)-(4) with this forcing, which lie near B = U = 1 2 (sin z, sin x, sin y), the Archontis family of dynamos. We again stress that the asymptotic limit as η = ν → 0 is close to but distinct from this, as we shall soon see.
In Fig. 2 , we plot the equilibrium magnetic and kinetic energies as a function of 1/η = 1/ν. It can be seen that they approach the same level as 1/ν becomes large. The way in which this happens can be seen in the difference between the equilibrium values of the kinetic energy (KE) and magnetic energy (ME) as a function of 1/ν (Fig. 3 ). This last figure shows that the difference between the energies decays, apparently like ν 1.68 ; if this behaviour persists for larger values of 1/ν, then asymptotically U = B. In any case, the difference between the kinetic and magnetic energies can be written as
Since U + B is large, and tends to some time-independent vector field, it is plausible that the variation in the energies comes from U − B. This motivates us to use Elsässer variables Λ − = U − B and Λ + = U + B.
The spatial structures of Λ + and Λ − are partly revealed in Fig 200 and 400. Because at high R m , U and B are close (but not equal!) to 1 2 (sin z, sin x, sin y), and Λ + to (sin z, sin x, sin y), isosurfaces of these quantities are smooth and relatively uninformative. The same applies to several other derived quantities: the current and vorticity are close to 1 2 (cos y, cos z, cos x); the kinetic and magnetic energies and the cross-helicity U · B, are all close to 1 4 (sin 2 z + sin 2 x + sin 2 y); and fluid and current helicities are close to sin z cos y + sin x cos z + sin y cos x. For this reason most of our images will be of Λ − , which is more revealing. Unsigned amplitudes of the Fourier modes of Λ − whose unsigned amplitude exceeds 5 × 10 −3 /800 at 1/η = 1/ν = 100, 200, 400 and 800 are shown. The dashed red curve shows a decay rate ν 1 and the blue curve a decay rate of ν 1.68 . All these modes are decaying, at a rate that appears to be a constant power of ν. Many of the modes appear to decay like ν for large 1/ν. We can gain additional insight into Λ − and Λ + by looking at some of the Fourier modes (see Figs 7-10). The slowest decaying modes of Λ + appear to tend to non-zero constant values for large 1/η = 1/ν, whilst the modes of Λ − decay at rates between ν and 1.707ν for small η = ν. Eventually, the modes which decay faster then ν will become much smaller than the modes which decay like ν, so that asymptotically the largest modes in Λ − will decay like ν. This motivates us to look at the evolution equations for Λ − and Λ + , which are
and ∇ · Λ − = 0 (7) Figure 8 . Similar to Fig. 7 we here show the unsigned amplitudes of the Fourier modes of Λ − . The main difference is that all the curves are now normalized by their values at 1/ν = 800. Only those modes whose unsigned amplitude exceeds 0.01/800. at 1/η = 1/ν = 100, 200, 400 and 800 are shown. Many of the even modes appear to decay like ν (indicated by the dashed red line) for large 1/ν, with one or two decaying more quickly. Figure 9 . Again, as for Fig. 7 except here we look at all modes with an unsigned amplitude at 1/ν = 800 greater than 10 −4 at 1/η = 1/ν = 100, 200, 400 or 800. The selection criteria used in Fig. 7 are possibly biased to detect decaying modes. The current selection criteria are not biased. At low amplitudes the picture is messy, but no modes which grow with 1/ν appear to be present (the presence of any such mode would indicate that the solutions were not asymptotically valid).
These equations have an obvious symmetry, where Λ + and Λ − are swapped. This symmetry corresponds to the fact that the direction of B can be reversed in equations (1)-(4). Hereafter we only discuss solutions where Λ − is close to zero.
Behaviour throughout the bulk of the flow
The above equations are non-linear and very difficult to treat analytically. The numerical solutions give us some exploitable insight into the structure of the solutions. For example we have seen that at small ν, Λ + tends to some non-zero field whereas Λ − decays like ν. We can therefore look for an approximate solution by dropping terms which are of order ν 2 . By further restricting our attention to time-independent solutions, we obtain
These equations apply except in limited regions near the 1D heteroclinic orbits joining different stagnation points, where ∇ 2 Λ − does not go to zero as ν tends to zero (see Section 3.2). We want to find a spatially periodic solution to equations (9)-(12). The problem is still non-linear and difficult. We can further exploit our numerical results by noting that both Λ + and Λ − have the symmetry Λ ± (x, y, z) ·x = Λ ± (y, z, x) ·ŷ = Λ ± (z, x, y) ·ẑ. Even this is not enough to make the system tractable, and we have sought a truncated solution.
For this, we use the fact that in the numerical solution for Λ + there is more than an order of magnitude between the amplitudes of the most energetic mode (sin z, sin x, sin y), and the second-most energetic one. This can be exploited by taking Λ + 0 = (sin z, sin x, sin y) as a zeroth-order approximation. We use this only on the lefthand sides of equations (9)-(12) where Λ + 0 contributes to many Fourier modes through the non-linear terms. This is not true on the right-hand side where Λ + 0 contributes to only one mode of −ν∇ 2 Λ + . Fortunately, we can (in principle) solve equation (10) for Λ − using the approximate value Λ +0 and then use equation (12) to find a better estimate of Λ + .
The problem then becomes
This linear set of PDEs approximates the full non-linear system. It is still too difficult for us to solve. We therefore considered a Fourier series expansion of Λ − and Λ + (implicitly assuming that the solution is periodic). Using the software package MAXIMA, we included all modes with |l| + |m| + |n| < 9 (where l, m and n are wavenumbers in the three directions). To close the resulting system we assumed the coefficients of cos 6x sin y cos z, cos 5 x cos y sin 2z that and sin 5x sin 2y sin z were zero. These closure conditions were taken from the numerical simulation, but possibly reflect underlying symmetries.
The modes with largest amplitude, either in the numerical calculation or in the approximate solution, are given in Tables 1 and 2 . The match appears to be reasonable, especially for the largest few modes. To find the amplitudes of the remaining modes requires a better estimate of Λ + than Λ +0 . The newly found approximation for Λ + would presumably lead to a better match, and the procedure outlined here could be applied iteratively, although whether this would constitute an improvement on a full time-dependent solution is debatable.
Behaviour near the straight heteroclinic orbits
We now consider those regions where ∇ 2 Λ − does not fall to zero as ν → 0 and for which the above analysis does not apply. These regions have been found numerically to be regions immediately surrounding the 1D heteroclinic orbits. Heteroclinic orbits are important topological features, especially in the theory of 3D reconnection (Priest & Forbes 2000) , being streamlines (or field lines) which connect stagnation (or magnetic null) points. In the current case of dynamo action, it is the behaviour of Λ − near the heteroclinic orbits of Λ + which is important. Fig. 11 shows the geometry of some of the heteroclinic orbits of U + B associated with the stagnation point at (π, π, π) for the case 1/η = 1/ν = 400. Fig. 12 shows the geometry of the plane we are about to discuss; which is perpendicular to the linear heteroclinic orbit passing through it. To show the structure of Λ − on this plane we introduce Λ − normal , the component aligned with the heteroclinic orbit, and Λ − plane the projection of Λ − on to the plane. The colourscale in Fig. 12 corresponds to Λ − normal , whilst the arrows give Λ − plane .
A critical feature of this image is the fact that the arrows form tight circles around the heteroclinic orbit. This can be seen better in Fig. 13 where the magnitude of the arrows from Fig. 12 are plotted. Fig. 12 (extended using periodicity) , we show the magnitude of the components of Λ − in the plane.
We immediately see that the magnitude of Λ − plane increases until we are only a small distance away from the heteroclinic orbit and then falls quickly to zero at the orbit itself.
Axisymmetric components
Since the situation very near the heteroclinic orbits is largely axisymmetric we have performed an azimuthal averaging to find the behaviour of Λ − plane as a function of the distance from that orbit. The crosses in Fig. 14 show the result. Also shown are the results for 1/η = 1/ν = 200 (squares) and 1/η = 1/ν = 800 ('+'s). Fig. 15 shows the same results, except we have multiplied the results for 1/η = 1/ν = 800 by 2 and divided the results for 1/η = 1/ν = 200 by 2. We see that the three curves overlap except very near the heteroclinic orbit, indicating that away from the latter Λ − plane scales like ν.
In Fig. 16 , we have multiplied the results for 1/η = 1/ν = 800 by √ 2 and divided the results for 1/η = 1/ν = 200 by √ 2. The curves should now be identical where Λ − plane scales like ν 1/2 . We can see that this scaling holds in a thin boundary layer of radius ν 1/2 , surrounding the heteroclinic orbits. Figure 14 . A plot of |Λ − plane | azimuthally averaged, with the x-axis giving the distance from the heteroclinic orbit. The strength falls to zero very rapidly near the heteroclinic orbit. The rapidness of the fall is explored in the next three figures. Squares are used for 1/η = 1/ν = 200, crosses for 1/η = 1/ν = 400 and '+'s for 1/η = 1/ν = 800. There are two different scalings with ν in this graph, as is better shown in the next two plots. Since Rm scales like ν −1 for these flows, our results indicate a scaling for Λ − of Rm −1/2 in a region of radius Rm −1/2 around the heteroclinic orbit. This implies that |Λ − |, |Λ − |/r , and |∂Λ − plane /∂r| converge uniformly to 0 as ν → 0. In contrast |∂ 2 Λ − plane /∂r 2 | and |Λ − plane /r 2 | tend to constant, non-zero values along the heteroclinic orbits. In this Rm −1/2 neighbourhood, the diffusive term in equation (5) cannot be ignored.
Non-axisymmetric components
Also noticeable in Fig. 13 are the spiral arms which merge to form the axisymmetric structure near the heteroclinic orbit. There are six of these spiral arms (three low intensity, three high) which relates to the six-fold symmetry of the 2D manifolds of the stagnation points: the central stagnation point is connected by pairs of heteroclinic orbits to the stagnation point in the centre of each face of the cube. The relationship between the heteroclinic orbits and Λ − plane can be better seen in Fig. 17 . In this case, where we are looking directly at the unstable manifold, the six-fold symmetry is complete in that there are six bright and six dark spiral arms.
The structure of the 2D stable manifold is itself interesting, particularly since there appear to be exactly two heteroclinic orbits connecting the middle stagnation point with those at the centre of each face. Fig. 18 is an attempt to convey the geometry of the 2D manifold. The main features are consequences of the existence of the pairs of heteroclinic orbits. These structures are almost certainly important for the dynamo action, but why there are precisely two such orbits is an interesting question.
Coupling the large-scale structure to the heteroclinic orbits
As we have seen, very close to the heteroclinic orbits Λ − has a φ component which decays like 1/Rm and falls to zero inside a diffusive boundary layer of thickness Rm −1/2 . Slightly further away things become more complicated. Fig. 13 shows six bright or dark arms which reflect the set of heteroclinic orbits associated with this dynamo.
A full treatment of the whole problem must relate the structure of U and B near the heteroclinic orbits to the large-scale Fourier modes discussed above via a matched asymptotic expansion. This is very difficult (witness Childress & Soward 1985 , who attempted to perform this task for the kinematic ABC dynamo problem), and so far we have made little progress. Our aim here has been to show the type of properties any solution must have if it is to be asymptotic, and to highlight some of the important features associated with dynamo action.
The Archontis forcing with weak-field initial conditions
The previous subsection dealt with the incompressible dynamo equations subject to the Archontis forcing F, with an initial condition U = B = F/ν. We saw that the system evolved towards the Archontis flow. The same state is eventually reached if we begin from a weak seed magnetic field with randomly generated Fourier amplitudes, and take U = (sin z, sin x, sin y) . In this case it takes a Figure 18 . The structure of the 2D manifold. Three segments of the manifold, separated by heteroclinic orbits, have been coloured. Near the middle stagnation point the orange segment separates the green and the red. However, as we approach the stagnation point in the centre of the top face, the orange segment is pulled away from the viewer, and the green and red segments meet. The meeting of course takes place along a straight 1D heteroclinic orbit which is not visible. It is easy to believe this type of structure can efficiently 'stretch, twist and fold' the field. long time for the system to evolve to its equilibrium state, and the solution spends many diffusive time-scales in an apparently turbulent state, as is shown in Fig. 19 for the case with η = ν = 100. Between t = 100 and 1200, both the kinetic and magnetic energies show only small fluctuations which appear to have no systematic structure. The cross-helicity, normalized by the product of the rms speed (|U|) and rms field strength (|B|), shows a systematic increase until its maximum value of nearly 1 is reached. The cross-helicity normalized in this way is a measure of the alignment between the flow and the field, with a value of 1 indicating perfect alignment. Fig. 19 thus indicates that the flow is almost continuously becoming more aligned as the system evolves. The helicity reaches its Figure 19 . Evolution of kinetic and magnetic energies, as well as the cross helicity, as a function of time. The cross-helicity is shown using the logarithmic scale of the right-hand side of the graph whereas the energies use the linear scale on the left-hand side. The cross-helicity is normalized by √ (KE)(ME)/(8π 3 ); the simulation was started with a weak seed magnetic field. Figure 20 . Evolution of the sum of (green), and difference between (red), the kinetic and magnetic energies as a function of time for the case ν = 1/400 and η = 1/100. Note that the sum uses the scale on the left-hand side of the graph, whereas the difference uses that on the right-hand side. equilibrium value around t = 1250, and at this stage the magnetic and velocity fields are almost perfectly aligned, and have most of their energy in the (sin z, sin x, sin y) mode. It takes approximately 400 more time units for the kinetic and magnetic energies to reach their final values.
Behaviour with η = ν
So far, we have restricted our attention to the case where η = ν. Now we describe two additional runs, one with η = 1/400, ν = 1/100 and the other with η = 1/100, ν = 1/400. In both cases we set F = ν (sin z, sin x, sin y), and began from the initial condition U = B = F/ν. The time evolution of the sum of, and difference between, the kinetic and magnetic energies is shown in Fig. 20 . When η = 1/400 and ν = 1/100) the system evolves to a steady state, with Λ + , U 0 and B 0 similar to what is found when η = ν (=1/400 or 1/100), except with less energy. This change is presumably because the driving force which provides the energy scales like ν whereas the ohmic losses scale like η. The case with η = 100 and ν = 400 evolved to a state which was not quite time-independent, with very small irregular oscillations superimposed on a static background field. The oscillations are similar in magnitude to Λ − . The evolution is shown in Fig. 21 ; the energy level is considerably higher than in the cases where ν = η, which relates to the way we have scaled F = ν (sin z, sin x, sin y). We have not investigated whether scaling the force with (ν + η)/2 would make the system time-independent.
FA S T DY NA M O AC T I O N
The actual sinesflow itself is apparently a fast dynamo (Galloway & Proctor 1992; Galloway & O'Brian 1993) . The Archontis flow is not exactly the sines flow, but has similar features. In particular, we have shown that its heteroclinic orbits (Fig. 11) are associated with important boundary layer structures of thickness Rm −1/2 . This is the same region where the cigar-shaped eigenmodes of the fast sines-flow dynamo form. In order to investigate the relevance of fast dynamo action, we performed a kinematic experiment using the velocity field from the equilibrium associated with an Archontis dynamo having η = ν = 1/800. Using this velocity field, we found that the eigenmodes of the kinematic dynamo problem with η = 100 grew rapidly, with eigenfunctions similar to those of the sines flow.
Returning to the fully non-linear Archontis dynamo, we suspect that the essential dynamo action is occurring near the heteroclinic orbits. It is in this region that unsigned flux is being generated. However, the flux does not remain in the cigars but diffuses into the bulk of the plasma. The equilibrium velocity field associated with η = ν = 1/800 needs to transport less flux than the velocity associated with the case η = ν = 1/100, since the flux in the bulk of the volume decays much more rapidly in the latter case. Using the velocity field associated with η = ν = 1/800 in a kinematic calculation with η = ν = 1/100 therefore leads to the observed accumulation of flux in the vicinity of the heteroclinic cigars. In the Archontis dynamo, this flux is transported by advection and diffusion into the bulk of the flow.
We can proceed slightly further by estimating the rate at which such a mechanism can produce unsigned flux. The kinematic cigars have a characteristic radius Rm −1/2 and hence a characteristic crosssectional area Rm −1 . They grow on the turnover time-scale, which implies that the field grows like e σ t , where σ is some positive constant independent of Rm. The total unsigned flux through any plane grows as Rm −1 e σ t , the factor of Rm −1 appearing because it is the area occupied by the strong field. Assuming that the field strength in the vicinity of the heteroclinic orbit is O(1), then the rate of flux generation scales like Rm −1 . In the kinematic sines flow, this flux remains concentrated in an O(Rm −1/2 ) sheath around the heteroclinic orbit, and the dynamo action is fast.
The magnetic field in the bulk of the plasma undergoes ohmic decay, which destroys flux at a rate Rm −1 |B| where |B| is the typical field strength. Since the rate of flux generation and decay both scale like Rm −1 , we have the possibility of generating an O(1) field in the bulk of the fluid.
The basic physical picture we have in mind is similar to the kinematic, rotor dynamos of Herzenberg (1958) . The essential idea of these is that the flow occurs only in small rotating spheres which are embedded in a stationary medium. Given a seed field, each rotor creates an induced field which then diffuses out to the other rotors. This transported field acts as their seed field, and they in turn provide the seed field for the original rotor, closing the loop. The Archontis dynamo apparently operates in a similar way, with the heteroclinic orbits playing the role of the rotors and the transport being via both advection and diffusion. A conceptual sketch of this is shown in Figure 22 . A sketch to indicate how we believe that the large-scale field is generated and maintained by dynamo action localized near the heteroclinic orbits. In reality the dynamo is fully 3D. The idea is similar to that underlying the rotor dynamo of Herzenberg. The velocity in the rotor dynamos is restricted to the rotation of small cylinders embedded in a non-moving fluid. Given a seed magnetic field, each rotor generates magnetic flux which is transported by diffusion to the other rotors where it fulfills the role of the seed field. We suggest that the physical picture is similar for the Archontis dynamo with the heteroclinic orbits playing the role of the rotors and the transport between the heteroclinic orbits occurring via advection and diffusion rather than via diffusion alone. Fig. 22 . The corresponding sketch for the rotor dynamo would be similar except the flux would be entirely diffusive.
The kinematic examples of Herzenberg (1958) , Gibson (1968a,b) , Gailitis (1970) and others are powerful tools for understanding U ∼ B dynamos, a point we will return to in a future paper (Cameron & Galloway, submitted) .
E X I S T E N C E A N D S TA B I L I T Y O F FA M I L I E S O F U ∼ B DY NA M O S
Existence
Suppose that we have some stationary solution (U 0 , B 0 ) of the induction equation with η = η 0 , obtained either with dynamics included or as a marginal solution to the kinematic dynamo problem. This simply means U = U 0 together with B = B 0 is a time-independent solution to equations (1), (3) and (4), and the associated boundary conditions. The symmetries of the induction equation now allow us to find other solutions. In particular, since the induction equation is linear in B, it follows that (U 0 , α B 0 ) is also a solution. Exploiting a different symmetry, ( U 0 , α B 0 ) is a solution for η = η 0 , as this change multiplies both the advective and diffusive terms by . Furthermore, because the component of U in the direction of B plays no role in the induction equation, U = β B 0 + U 0 with B = α B 0 is also a solution for η = η 0 . This solution is valid for all α, β and .
The crucial point is that these stationary solutions will also satisfy the momentum equation provided F is suitably chosen. For each solution to equations (1), (3) and (4) discussed above, the momentum equation can be seen as a defining equation for that F which will produce a stationary solution. This can be done for any value of p m , with the result that
The induction equation implies
This solution can be scaled to give arbitrary ratios of the total magnetic to kinetic energy, at arbitrary values of the diffusivities. The solution asymptotically approaches U = β B 0 and B = α B 0 as → 0. Furthermore, when α = β = 1 and p m = 1, the force is
This result is exact, however its relationship to the Archontis dynamo is only approximate. The force used to drive the Archontis flow is F = ν (sin z, sin x, sin y) which scales with as ν = ν 0 is varied; the second-order terms in equation (20) do not appear in the Archontis forcing. These terms, scaling with 2 , will be small, and are likely to have a role only near the heteroclinic orbits where terms of this order dominate. Even with this limitation, this theory gives us a framework in which some of the properties of the Archontis dynamo solution can be understood. It also leads back to the analysis in Section 3 -to leading order, equation (20) is
This is very similar to equation (10), when we substitute Λ + ≈ 2B 0 and Λ − = U 0 .
Stability
The existence of such solutions is of no astrophysical significance unless they are stable. The numerical solutions also suggest an approach for tackling the stability problem. From an initial condition near the steady state, Λ + = U + B, evolves only slowly (on the diffusive time-scale). Λ − initially has large, fast oscillations which are quickly damped and thereafter also only evolves on the slow time-scale, see Fig. 23 . The central idea of the following analysis is the decoupling of the fast and slow behaviours. We restrict our attention to the case α = β = 1 so that the equilibrium values of Λ + and Λ − are Λ +eq = 2B 0 + U 0 and Λ −eq = U 0 , respectively. We linearize equations (5)-(8) by writing Λ + = Λ +eq +λ + and Λ − = Λ −eq + λ − and ignoring terms which are second order in λ +/− . Equations (5)-(8) then become Here ψ, the pressure perturbation, is determined by the requirement that equations (24) and (25) are satisfied. It follows from this that ψ will be of the same order as the other terms in equation (23), meaning that it will scale like .
This formulation of the problem is consistent with the idea that the expected evolution of λ + will be slow. The evolution of λ − is more complicated. On the fast turnover time of the flow, λ + will be almost fixed and therefore (λ + · ∇) Λ − will be effectively constant in equation (22). This term can be balanced by (Λ + · ∇) λ − in a quasi-static fashion, with λ − only evolving with λ + on the slow time-scale. This motivates the introduction of λ −qs which obeys −(Λ +eq · ∇)λ −qs − (λ + · ∇)Λ −eq − ∇ψ qs = 0,
where ∇ ψ qs is chosen so that ∇ · λ −qs = 0 is satisfied. This allows us to rewrite equation (22):
The left-hand side of this equation is linear in (λ − − λ −qs ) and has constant coefficients. The solutions to the homogeneous equation is of the form of damped (Alfvén) waves. These waves, and a low-amplitude equilibrium solution, are driven by the terms on the right-hand side. As we have seen, the evolution of λ +qs is slow so the magnitude of these terms scales like . Thus, λ − will be driven to its quasi-static value whilst producing only small-amplitude oscillations. When is small these oscillations will not significantly affect the slow evolution of λ + , their effect being of O( 2 ), and we can assume that λ − obeys equation (26). Equation (23) then becomes ∂λ + ∂t = −(Λ −eq · ∇)λ + − (λ −qs · ∇)Λ +eq + ν 0 ∇ 2 λ + − ∇ψ .
Rescaling the evolution of λ + to the slow time-scale using t * = t we derive ∂λ + ∂t * = −(Λ −eq · ∇)λ + − (λ −qs · ∇)Λ +eq + ν 0 ∇ 2 λ + − ∇ψ * ,
where ψ * is again chosen to make ∇ · λ + vanish.
Under the above assumptions, the evolution of λ + is independent of , implying that if the system is stable for some value of it will be stable for all higher values. However, the argument is not rigorous because we have ignored terms which are second order in , and as previously discussed these terms are important near the heteroclinic orbits. We have presented this analysis simply because so far it is the closest we have been able to come to an understanding of the stability.
D I S C U S S I O N
The Archontis dynamo does not fall exactly within the above theory because its forcing lacks the quadratic term for the family of solutions discussed in the last section. It is for this reason that the structure of Λ − in the vicinity of the heteroclinic orbits is seen to change with η = ν. None the less, the Archontis dynamo is closely related, and its features can be partly understood in terms of the theory.
This dynamo is important because it is an example of a laminar dynamo where the non-linear terms govern the equilibrium field strength. Suprisingly, it is also time-independent. It defeats the filamentary scalings put forward in Galloway (2003) , and shows that there are dynamos which fall outside this class. Laminar dynamos exist which saturate with a magnetic energy comparable to the kinetic energy. This behaviour extends over a range of values of Rm and Re and we found no evidence that it is not asymptotic.
The evolution of this dynamo to its steady state is slow, and seems to depend on diffusion acting throughout the bulk of the domain. This prompts us to consider the question of whether dynamos exist where the build-up of the magnetic energy to levels similar to the kinetic energy occurs on the turnover time-scale of the flow. Clearly, such a dynamo must be fast, otherwise the dynamo would take a diffusive time-scale just to leave the kinematic phase. However, being fast implies that it is filamentary (Moffatt & Proctor 1985) . Since the Lorentz force and the magnetic energy density both scale like |B| 2 in the kinematic regime, it follows that the magnetic energy will be comparable to O(Re −1 ) as we leave the kinetic regime (Galloway 2003) . However, the kinetic energy, being unaffected by the magnetic field, will be of order 1. To maintain the fast evolution, the magnetic field must then lose its filamentary form and become space filling. The only apparent way for this to occur is for the dynamo to continually restructure itself on the fast time-scale as the magnetic field grows. The natural extension of the fast dynamo question is thus: at very high Reynolds numbers, can the magnetic field grow to a level comparable with the kinetic energy at a rate which is bounded below by a positive constant? In other words, can laminar flows produce astrophysically relevant field strengths on reasonable time-scales? None of the examples we have considered so far have achieved this, but we intend to adress this issue by considering a range of forcing terms, with various dependencies on ν and η, in the future.
We have shown that steady dynamos exist for all ratios of the total magnetic to kinetic energies, even for large Re and Rm. Not all of these dynamos will be stable but we have found some, including the Archontis dynamo, which are. The latter saturates with its total magnetic energy equal to its kinetic energy in the limit of large Reynolds numbers. However, scaling arguments have been given to show that any ratio of magnetic energy to kinetic energy is possibleone just has to choose the right force.
