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Abstract
In this paper, we describe paraloading, a novel approach to re-
trieving ﬁles from the Internet by establishing parallel connections
with multiple mirror sites. This method contrasts with the conven-
tional download method where the client retrieves data from a sin-
gle source. The advantages of paraloading over single-connection
downloading include improved performance gained from aggregat-
ing the bandwidths of the parallel connections, increased efﬁciency
gained from load balancing download requests among the parallel
connections. and increased resilience against congestion or failures
on any one path, In order for paraloading to work, servers must be
mirrored throughout the Internet. However, as mirror sites become
more widespread and as end users upgrade to higher connection
speeds, we believe that paraloading—if implemented properly—
will offer signiﬁcant performance gain over the traditional single-
source ﬁle accesses.
Paraloading is a subject that has not been extensively studied by
the research community. This paper examines the performance and
the design of a paraloading scheme proposed in [21]. We have de-
veloped a paraloader application in Java that uses HTTP 1.1 for
its range-request and persistent connection features. We have con-
ducted a series of experiments using our paraloader at MIT and at
UC Berkeley, and we have found that the performance gains of par-
aloadingare not asgoodas those claimedin [21]. This suggeststhat
paraloading may not fair well in different network environments.
Nevertheless, we believe that there are a number of enhancements
that can be made to the paraloader to improve its performance in
different network environments. We will outline some of these en-
hancement techniques and discuss some open research issues on
paraloading.
Keywords: Parallel downloading, paraloading, mirror
servers, download performance, Internet measurements.
1 Introduction
The conventionalmethod for downloading a ﬁle from the In-
ternet is to open one or more connections between the client
and a single server. The download performance, the time
to download a ﬁle, is directly inﬂuenced by the load of the
server, the bandwidth of the bottleneck link, and any trafﬁc
ﬂuctuations that may intersect the route between the client
and the server. To help balance load and bring the content
physicallycloser totheclientinthehopeofimprovingdown-
load performance, various organizations have deployed mir-
ror servers in different network domains. Thus, whenever
the users wish to download from the mirror servers, they can
select a mirror site that contains the fastest available path.
Presently, users are seldom given accurate performance
metrics to help them select the fastest server. Most often,
clients use ad hoc mirror selection techniques that yield poor
download performance. Even when the fastest server has
been chosen, throughput can still ﬂuctuate because the traf-
ﬁc patterns may change during a download session. For ex-
ample, intermediate routers can become congested during
a download session. In this case, the transient congestion
forcestheservertodecrease itsofferedload, whichthen low-
ers the client’s observed throughput.
Thus, rather than trying to identify and connect to the
fastest available server, clients could improve download per-
formance more simply and effectively by connecting to two
or more servers containing an exact copy of the document.
Instead of downloadingthe entire document from one server,
clients would download unique parts of the same document
from each of the mirror servers in parallel. Once all the parts
of the documents have been received, the client can recover
the original document by reassembling the pieces. This par-
allel ﬁle access scheme was ﬁrst proposed in [21]. In the rest
of this paper, we will refer to this scheme as “paraloading”.
There are several advantages to employing a paraloading
scheme. First, because a paraloading scheme opens multi-
pleconnectionstodifferentservers,paraloading isinherently
more resilient to route or link failures and trafﬁc ﬂuctuations
than the traditional scheme of downloading from a single
source. Second, the mirror selection process can be elimi-
nated by a paraloading scheme that opens a connection to all
of the available mirrors. In this case, the fastest path will be
among the set of opened parallel connections. Third, aggre-
gating the bandwidth of the individual connections can po-
tentially increase overallthroughput tothe client. Ideally,the
total bandwidth to the client is equivalent to the sum of the
bandwidths from each individual server. Fourth, a paraload-ing scheme allows the client to employ a variety of schedul-
ing algorithms
￿ for assigning download requests. This ﬂexi-
bility enables an intelligent paraloader to perform dynamic
load balancing. For example, a paraloader can choose to
download a bigger proportion of a ﬁle from a faster connec-
tion or drop connections that have become heavily congested
during a download session.
1.1 The Basic Paraloading Scheme
The basic paraloading scheme is conceptually simple. When
a client wishes to obtain a document from a particular site,
the paraloader will ﬁrst obtain a list of mirrors servers as-
soicated with that site. We assume this information can be
obtained easily by querying a directory service. Once the
servers are known, the paraloader will query one of the mir-
rors to obtain the length of the target document. The ﬁle
length is needed for partitioning the ﬁle into multiple block
units and for ensuring that all the blocks have been success-
fullyreceivedbytheclient. Aftertheﬁlehasbeenpartitioned
into the proper block sizes, the paraloader will begin issuing
requests for different blocks to each of the mirror servers.
When a connection ﬁnishes downloading a data block, the
client immediately issues a request for the next block to that
same connection. This scheme continues until all the dif-
ferent blocks of the document have been received. As the
paraloading procedure progresses, it is likely that the client
will receive the data blocks out of order. Therefore, the ﬁnal
step for the paraloader is to recoverthe original document by
reordering and reassembling all the blocks it has received.
Notice that this simple algorithm automatically achieves
load balancing: it is not difﬁcult to see that a faster con-
nection will end up transporting more block requests from
the paraloader. Hence, a faster connection will download a
larger proportion of the ﬁle than a slower connection. How-
ever, a drawback to this algorithm is that connections be-
come idle when they wait for a block to arrive after issueing
a request. This idle time typically spans one round-trip time
(
￿
￿
￿
￿
￿ ),during which no useful data is transmitted and band-
width is wasted.
Conceivably, a paraloader introduces at least three new
kinds of overhead not found in the traditional downloading
schemes. These are the overhead associated with schedul-
ing the block requests, the overhead associated with intro-
ducing request messages into the network, and the overhead
associated with maintaining buffers to receive incoming data
blocks. Hence, a parallel downloading scheme should not
be widely deployed unless it can be proven that paraloading
achieves a measurable performance improvement in today’s
network environment.
To this end, we developed a simple Java paraloader ap-
plication and used it to conduct a series of preliminary ex-
periments at MIT and UC Berkeley. Our experiments are
similar to those conducted by Rodriguez et al. except we
have performed our experiments in two different networks,
using three different sets of mirror servers. In addition, we
have varied different parameters such as the degree of paral-
lelism, the number of open parallel connections, and the data
blocksizes in order toexamine howeach of these parameters
impact paraloading performance.
Our results have shown that paraloading achieves good
download performance in general. This is similar to the re-
sults recently published by Rodriguez et al. However, we
have found that the performance gains of paraloading in our
network environment are not as good as those claimed by
Rodriguez et al. This suggests that paraloading may not fair
well in all network environments. Nevertheless, we believe
that there are a number of enhancements that can be made
to the paraloader to improve its performance. We will at-
tempttooutlinethree enhancementtechniques forimproving
paraloading performance: fast ﬁle length retrieval, pipelined
block requests, and last block download preemption. Finally
we will discuss some open research issues pertaining to fair-
ness and efﬁciency.
2 Related Work
Prior to our research and that conducted by the authors in
[21], there has been a number of techniques developed to im-
prove download performance1. One simple technique used
by web browsers [18] and by some FTP clients [1] involves
the opening of multiple connections to a single server. In
thistechnique, downloadtimeis decreasedbecause theclient
consumes network bandwidth more aggressively [3] when
opening parallel connections to a single server. While this
scheme is simple to implement, the aggressivenesscan cause
an unfair allocation of network resources2. Moreover, paral-
lel connections add extra overhead to the server by requir-
ing the server to maintain multiple connections. Because the
server can only open a limited number of simultaneous con-
nections, the number of distinct clients that the server can
handle will decrease by a factor proportional to the average
number of parallel connections opened per client.
Another technique to reduce download time relies on the
existence of mirror servers that contain exact replicas of the
data that a client wishes to retrieve. Given a set of mirror
servers,aclientcouldminimizedownloadtimebyaccurately
selecting the mirror server with the shortest response time
and highest bandwidth. Different methods of selecting the
best server have been studied. In [6], server performance
is measured dynamically by sending probe packets from the
1While the paraloading scheme is ﬁrst formalized by [21], the earliest
implementation of a paraloading client we found is a Perl script that is
part of the CPAN library called the Parallel User Agent written by Marc
Langheinrich. The PUA is a simple script that allows users to download
multiple ﬁles in parallel from different sources. However, unlike the par-
aloading scheme proposed by Rodriguez, the PUA does not support parallel
access of an individual ﬁle from multiple servers as does the paraloading
scheme.
2Balakrishnan et al. [4] have proposed a technique to solve this unfair
allocation problem by introducing a “Congestion Management” layer be-
tween the application and the transport layer to coordinate parallel ﬂows
connected to a single server.client to each server. In [8], data about servers is maintained
in a resolver that clients can query to obtain the identity of
the best server. Speciﬁcally, servers push information about
their performance to resolvers used in application-layer any-
casting. In addition, probe agents send periodic queries to
servers to determine performance. Another method to se-
lect the best server is based on examining statistical record-
keeping [22].
These methods of selecting the “best” server from a set
of mirror servers have many disadvantages. Using historical
measurements can often lead to gross inaccuracies because
trafﬁc patterns vary over time. On the other hand, while us-
ing probe packets to measure the network conditions can be
more accurate, periodic probing can introduce undesirable
overhead. Moreover, this ﬁle access scheme does not take
advantage of aggregating bandwidth from multiple connec-
tions. Thus, download performance is still limited by the
bottleneck bandwidth of the optimal path.
Rather than trying to tackle the problem of selecting the
optimal server, other researchers have examined the idea of
parallel-access for information dispersal. Rabin’s research
on information dispersal explored the idea of disseminating
a document to a receiver by breaking it into several pieces
and delivering the pieces along multiple network paths [20].
However,the idea of using multiple mirror serversin parallel
to improve download performance is fairly recent.
One novelparallel-accessapproach to minimizedownload
timewas proposedby Byersetal. In[5], theauthorsdescribe
a “feedback-free Tornado solution” to facilitate the delivery
of data in parallel. In their scheme, a ﬁle of size
￿ is encoded
on each mirror server with redundant information. The en-
coded ﬁle consists of
￿
￿
￿
￿
￿
￿
￿
￿
￿ different blocks of size
￿ ,
where
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . When a receiver makes a request for
the ﬁle, each mirror site delivers the
￿ packets continuously
to the receiver3. To minimize the numberof duplicated pack-
ets received at the client, each sender delivers the packets in
a random order. As soon as the receiver collects
￿ distinct
packetsfromthesenders, theoriginal ﬁlecanbeimmediately
decoded and reconstructed. This scheme is “feedback-free”
because once the transmission begins, the receiver is not re-
quired to send any explicit requests to ask for a new packet
nor is the receiver required to send any acknowledgements
back to the sender to conﬁrm the reception of a packet.
While the Tornado code solution greatly simpliﬁes the
mechanism for data packet delivery (and provides an elegant
solution to the multicast implosion problem), there are two
main drawbacks that make it unsuitable for wide-area par-
aloading. First, there is an overhead associated with encod-
ing and decoding the ﬁle, allocating storage space for storing
the redundant information in the encoded ﬁle, and transmit-
ting the extra
￿
￿
￿
￿
￿
￿
￿ bytes of data used to reconstruct the
original ﬁle. Second, the feedback-free scheme can poten-
tially cause congestion collapse due to undeliverable pack-
3In [5], Byers et al. assume that the sending rate is TCP-friendly and
does not introduce aggressive behavior in the network.
ets [10]. Consider when the receiver has received
￿ distinct
packets and wants to terminate all the parallel connections.
When the receiver breaks the connections, all the packets
currently in transit will be dropped and bandwidth is wasted.
This problem is aggravatedwhen the number of parallel con-
nections is large or when the bandwidth-delay product of a
connection is large.
Asmentionedpreviously,theauthorsof [21]proposeady-
namic parallel-access scheme where clients and servers con-
nect via unicast TCP. Application-levelnegotiations are used
to request different parts of a document from mirror servers.
The results presented by Rodriguez et al. have shown good
speedup over single connection downloading.
2.1 Assumptions
For a paraloading scheme to be beneﬁcial, there are a few
assumptions that must hold. First, we assume that the un-
derlying protocol (in our case, HTTP 1.1) transports data re-
liably and implements range requests correctly. Otherwise,
the paraloader needs to perform a ﬁnal checksum to verify
that the reassembled ﬁle is correct.
Second, we assume that the data being fetched is static,
meaning that the ﬁle undergoes no changes on any of the
mirror servers during a paraloading session.
Third, we assume that the paraloader can quickly and
readily obtain the locations of the available mirror servers
without incurring a signiﬁcant overhead in the system. In
the version of the paraloader that we have implemented, the
mirror locations have been hard coded. A better approach is
to have the paraloader obtain this information automatically
from widely deployed network services. For example, we
can enhance the functionality of the Domain Name System
(DNS) server by adding some of the changes proposed in
[14] to provide a list of mirror servers containing the desired
document. Alternatively, a directory or search engine could
be queried to provide the mirror list.
Finally, we assume that the paths to the mirror servers are
bottleneck-disjoint. In other words, the different paths of the
parallel connections from the client to the servers do not in-
tersect at a bottleneck4. Sharing bottlenecks is undesirable
in the following two situations. In the ﬁrst situation, if, at the
bottleneck link, there are no connections other than the ones
originatingfromtheparaloader,theparallelconnectionsmay
“cannibalize” each other’s bandwidth and cancel any gain in
aggregatethroughput. In the second situation, if two or more
paraloader connections share the bottleneck with manyother
connections in the network, then the paraloader connections
will become overlyaggressive[3] and start todominate other
TCP-friendly trafﬁc in the network [10].
4Two or more connections may intersect each other as long as the point
of intersection is not a bottleneck link.3 Theoretical background of par-
aloading
The basic idea behind parallel downloading is that clients
open connections to multiple servers. In doing so, clients
couldexperienceabandwidthequivalenttothesumof thein-
dividual bandwidths. Theoretically, this decreases the over-
all time to download the ﬁle.
Let the set of all servers containing a common document
be
￿ . Deﬁne theserialbandwidthto server
￿ tobe
￿
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is the connection bandwidth that a client experiences when
only opening a single connection. Therefore, the set of serial
bandwidths of all mirror servers can be deﬁned as:
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We deﬁne the ideal bandwidth to be equal to the sum of
the individual serial bandwidths:
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As more mirror servers are introduced, it will be possible to
open more connections. Theoretically, if bottleneck-disjoint
paths are used and the client’s capacity is inﬁnite, opening
more connections will increase the ideal bandwidth and re-
sult in a noticeable decrease in download time.
Given
G , the size of the desired ﬁle, we can calculate the
time to download the ﬁle serially from server
￿ as
H
 
#
"
$
I
￿
G
￿
!
 
#
"
$
￿
H
4
J
+
K
=
M
L
#
N
￿
=
@
?
2
;
 
#
"
$
￿
H
4
O
M
J
4
P
/
P
 
#
"
$
0 (2)
The ﬁrst term in equation (2) represents the transmission
time. In the serial download case, the overhead time
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making a block request and receiving the ﬁrst byte of data.
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$ , is the time to open a serial connec-
tion5 to server
￿ .
To determine the time to download a ﬁle using parallel-
access, we must consider more parameters. When paraload-
ing, not all the servers need to be used. Let
￿
’
U be the set of
mirror servers actually used for paraloading. In other words,
￿
U
W
V
￿ .
X
￿
U
X represents the degree of parallelism.
Another parameter that we can vary is the block size. Be-
fore paraloading, the desired ﬁle is broken into many blocks.
If
￿ is the size of a block and
Y is the number of blocks,
then
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set
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U ,
￿ should be chosen such that
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X. In other
words, a minimum of
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X blocks should be downloaded si-
multaneously. If
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$ is the number of blocks downloaded by
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￿ such that
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5If the underlying protocol uses TCP, this is equivalent to the time it
takes to perform the SYN packet exchange.
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In this equation, the bandwidth to each server is denoted by
￿
Q
￿
"
$ , which represents the realized bandwidth achieved from
server
￿ when all
X
￿
U
X connections are active. Thus,
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Q is the processing overhead for scheduling a re-
quest to connection
￿ . In the ideal case, the processing time
is negligible.
Assuming that mirror server discovery is fast, and that
only a single server performs the initial ﬁle length request,
given equation (3), the time to download a ﬁle from multiple
servers using paraloading is:
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$ is the time required to get the ﬁle
length from some server
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Now, consider the case where
￿
U
￿
z
￿ . Summing the
individualbandwidths
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$ to each server during paraloading
yields the total bandwidth during paraloading6:
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In the forthcoming version of this paper, we will show how
equation (4) can be made equal to (5) when we assume the
overhead is negligible. The result of this will produce a set
of mathematical constraints that an ideal paraloader must
satisfy for achieving optimal performance.
Notice that
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all paths are bottleneck-disjoint, the upper bound on the op-
timal bandwidth is
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local client bandwidth.
As we have shown in the above equations, parallel down-
loading allows clients to experience a gain in total through-
put by aggregating the individual bandwidths. However, the
penalty paid for paraloading is the increased overhead. In
theory, if the overhead can be made small, the performance
of paraloading should be no worse than serial downloading.
In particular, if the fastest mirror server
￿ is included in the
set of
￿
U , then
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6This is equivalent to the deﬁnition of optimum bandwidth as given by
Rodriguez et al.. In theirpaper, the optimumbandwidth is determined based
on the optimum transmission time. “The optimum transmission time is the
transmission time achieved by a parallel-access scheme where all servers
send useful information until the document is fully received and there are
no idle times between reception of two consecutive blocks.”4 Paraloading Parameters
Some of the inefﬁciencies of paraloading can be reduced by
merely increasing the degree of parallelism and the block
size.
Intuitively, as the client increases the degree of paral-
lelism, the total download time decreases because each
added server contributes some bandwidth to the optimal
bandwidth
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Hence, in theory, setting
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thebest possible performance. However
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client’s link is completely saturated by the parallel con-
nections so there is little gain in adding another connec-
tion. Furthermore, practical consequences such as increased
amounts of overhead and adverse interactions among par-
allel connections at the client’s link will likely decrease a
paraloader’s performance. Therefore in practice, one should
choose
￿
U
￿
￿
￿ to achieve maximum performance gain
without wasting network resources.
There are other subtle issues that explain why one would
choosea degreeof parallelismlessthan
X
￿
Z
X. We will discuss
these issues in the Discussion section.
While retrieving a ﬁle using paraloading, bandwidth is
wasted during the idle time between the request for a block
and the arrivalof the requested data block. Typically,the idle
time is at least one
￿
S
￿
T
￿ .
One way to reduce this inefﬁciency is to increase block
sizes and thus decrease the number of blocks and the number
of idle times. Unfortunately, making blocks too large will
reduce the total number of blocks. This in turn reduces the
effectiveness of load balancing the block requests among the
active parallel connections.
In theory, the optimal way to size the blocks is to assign a
different block size for each of the connections so that each
connection downloads one block and all downloads ﬁnish at
the same time. In particular, the size of the block
￿
$ for
server
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Assigning the blocks this way ensures that each connection
ﬁnishes at exactly the same time and only downloads one
block. Clearly, this minimizes the number of requests. In
practice, however, it is difﬁcult to determine both
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A as bandwidths can ﬂuctuate considerably overtime.
5 Optimization Techniques
In order to achieve maximum performance, we want to fully
utilize all of the parallel connections in a paraloader. This
implies that an ideal scheduler for a degree
X
￿
U
X paraloader
will schedule block requests such that a) the ﬁrst
X
￿
U
X block
requests going to each of the mirror servers are made at the
earliest possible time, b) no wasted idle time between suc-
cessive block requests going to each of the mirror servers
exists, and c) none of the connections become idle before
the last block has been fully received. To meet each of the
corresponding requirements listed above,an ideal paraloader
must strive to minimize the initialization delay, the idle time
between requests, and any idle time that arise as a result of a
poorly scheduled request to retrieve the last block. We will
describe how the paraloader can be optimize to meet each of
these goals.
5.1 Minimizing the Initialization Delay
Theinitializationprocessmusttakeplacebefore aparaloader
can begin sending requests. This process affects the initial-
ization delay, which involves retrieving the mirror list and
ﬁle length information and establishing a connection to each
of the mirror servers. While the latter delay depends entirely
on the network characteristics and the underlying protocol,
the former delay can be minimized by caching the required
information in the local system.
We recognize that maintaining an accurate cache contain-
ing information about the characteristics of the network is
not always possible; hence, we assume that such informa-
tion must be fetched from one of the mirror servers. In this
situation, the initialization delay can be minimized by piggy-
backing a data block request onto the mirror-list/ﬁle-length
query that is sent to one of the mirror servers. In this sce-
nario, we assume that the location of at least one server is
given at the start of the paraloader7.
5.2 Minimizing the Idle Time Between Re-
quests
For each request sent to a particular server, a simple par-
aloader must wait at least one
￿
S
￿
T
￿ before it starts to receive
a data block. During this idle time, the link is not utilized and
bandwidth is wasted. In [21], the use of pipelining the re-
quests is proposed as a solution to this problem. In a typical
pipelining scheme, the paraloader will initially send
￿
￿
￿
￿
￿
requests for different blocks to each server. When a con-
nection downloads the ﬁrst byte of data from a data block,
another request is sent to that connection for the next unre-
quested block. There will always be one pending data block
download at the client and
￿
￿
￿
￿
￿ pending data block trans-
mission “in the pipeline” for each connection. It is intuitive
to see that
￿ should be set to 2. By setting
￿ to 2, we min-
imize the number of pending requests that the server must
keep track of. However, this requires that the block size be
at least the bandwidth-delay product of the particular con-
nection that the request is being sent to.
7If all the mirror locations are known ahead of time, then one can further
optimize by sending a unique block and ﬁle length query for the ﬁrst
￿
￿
8
￿
q
￿
different blocksto eachof the
￿
￿
￿
￿ servers. The blocksize canbearbitrarily
set and any error responses returned as a result of requesting out-of-range
data blocks can be ignored.By introducing pipelining, the time due to requesting a
block
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$ ) is eliminated. We believe that this is an ef-
fective optimization especially in situations where the block
size is relatively small compared to the bandwidth-delay
product of the individual connections. Our simulated exper-
imental results agrees with this claim.
5.3 Minimizing the Idle Time in Down-
loading the Last Block
The amount of time spent downloading the last data block
can be signiﬁcant. This is especially true when the block
size is large and the last block download has been scheduled
to a slow connection. As this connection downloads the last
block, other connectionsmay become idle. One way tomini-
mize thiswaste bandwidthis tosetsmallerblocksizes sothat
the wait time for the last block is reduced. However, small
block sizes may be impractical because they will require the
paraloader to send many more request messages to the net-
work. Moreover, small block sizes will increase the total
number of idle gaps when pipelining is not implemented.
Another approach to minimize the last block delay is to
dynamically adjust the block sizes according to (6) so that
the last
X
￿
U
X data blocks ﬁnish downloading at roughly the
same time. However, this will require accurate bandwidth
measurements for each connection at runtime, which may be
difﬁcult to obtain.
Alternatively, the paraloader can send requests to one or
more of the other
X
￿
U
X
q
￿
￿
￿ connections thathavebecome idle
to download the remaining portions of the last block from
the different mirror servers. However, in this case, an idle
time period still exists before the paraloader can identify the
last block. For example, imagine two slow connections that
start to paraload the ﬁnal two blocks of a ﬁle at the same
time. Inthissituation,thelastblockcannotbeidentiﬁeduntil
one of the two blocks ﬁnishes downloading. Because this
wait can still be signiﬁcant, an ideal optimization technique
would assign range requests for the unreceived portions of
each of the last
X
￿
U
X
(
￿
￿
￿ blocks to the connections that have
become idle.
Clearly, the block assignment policy can be varied to
tradeoff performance and the amount of redundant data
transferred. In maximizing performance, it is possible that
redundant data will be received. In both of the previous
cases, redundant data may be received since the paraloader
typically cannot revoke a block request that has already been
sent.
6 Dynamic Paraloading Experi-
ment
The main objective of our experiment was to verify that par-
aloading decreases download time relative to downloading
from a single connection. At the same time, we had several
other objectives:
1. Todetermine whether changing the blocksize or the de-
gree of parallelism could affect download performance.
2. To collect an extensive set of data to show how well
paraloading performs under different network environ-
ments. Toward this goal, we ran experiments at two dif-
ferent client sites paraloading from three different sets
ofmirrorservers. We haveplanstotryparaloadingfrom
additional sites.
3. To compare our results with those obtained in [21] and
to verify that paraloading indeed produces signiﬁcant
speedup over the single connection case.
4. To determine the impact of paraloading performance by
applyingsomeof theoptimizationsdiscussedinthepre-
vious section.
We ﬁrst designed and implemented a paraloader. In
ourimplementation, we wrote a Java application called
jphttp, which stands for Java Parallel HTTP. The pro-
gram’s underlying protocol is HTTP 1.1. We chose this pro-
tocol primarily because it is widely deployed and because
it supports range requests and persistent connections8. The
range request feature is used for fetching a document block
with arbitrary start and ﬁnish offsets from a range-request-
enabled mirror server. The persistent connection feature is
used to enhance the efﬁciency of the paraloader9.
In our paraloader, only two of the optimizations were im-
plemented. We save one round trip time by issuing a GET
message to a random server in order to request for the ﬁle
length and the ﬁrst data block. We also also attempt reduce
the last block delay by selecting the fastest connection10 to
download the unreceived portion of the last block. Requests
are not pipelined in our implementation.
We have ensured that the receiver socket buffer is set large
enough so that it does not create a bottleneck at the client
by advertising a smaller-than-optimal TCP receiver window
value. In our experiments, the receiver socket buffer is set to
32 KB.
8AlthoughHTTP 1.1was chosen in our implementation, the choice ofan
underlying protocol is orthogonal to the idea of paraloading. For example,
one can still implement a paraloading scheme without using range requests
by pre-partitioning the ﬁle at the mirror servers and naming the ﬁles with
the appropriate block numbers.
9Rather than wasting possibly many round-trip times for re-negotiating a
new connection every time the paraloader sends a request to a mirror server,
the persistent connection feature allows the paraloader to send requests by
using the same connection as the one ﬁrst established between the mirror
server and the paraloader.
10We determine the fastest connection to be the connection that down-
loaded the most blocks at the time when the paraloader identiﬁes the last
block.6.1 Experiment Setup
In our experiment, we downloaded a single ﬁle
from three different sets of seven mirror servers
(
￿
￿
￿ ). In particular, data from the mirrors
of the sites http://www.kernel.org (Set 1),
http://mars.jpl.nasa.gov/mgs (Set 2), and
http://www.tucows.com (Set 3) were downloaded.
In addition to paraloading from different sets of mirrors, we
also paraloaded at different client locations; we paraloaded
to hosts at MIT and UC Berkeley.
To examine how the degree of parallelism would affect
the download time, we set the degree of parallelism to one,
three, ﬁve, and seven servers and downloaded the same ﬁle
for each value of
X
￿
’
U
s
X. To examine how performance varies
for different ﬁle sizes
G , we downloaded a 1 MB ﬁle and a
300 KB ﬁle. We ﬁxed the block size to 32 KB.
Because trafﬁc over the Internet can vary over a day and
throughout an entire week, we conducted our experiment for
24 hours over a period of seven days. On day
￿ , at the be-
ginning of every hour, a 1 MB ﬁle and a 300 KB ﬁle was
downloaded from server
￿ . To increase the accuracy of our
samples, we repeated each download ﬁve times. Once the
ﬁle was downloaded serially, the same two ﬁles were down-
loaded from a randomly chosen set of three servers, a ran-
domly chosen set of ﬁve servers, and ﬁnally from all seven
servers. Again, each of these downloadswas performed ﬁves
times. This procedure was repeated for each of the three sets
of mirror servers listed above.
As the downloads proceeded, we tracked various statis-
tics about each connection such as the response time, down-
load time, and the scheduling overhead for each block. The
response time is the time between sending a block request
and receiving the ﬁrst byte of the data block. Typically, this
is the sum of the round trip time and the server processing
overhead. The download time is the time between sending
a block request and receiving the last byte of the data block.
The scheduling overhead is the amount of time that the con-
nection remain idle while waiting for the scheduler to assign
the next block request.
6.2 Results and Analysis
In this section, only the results for the MIT/MARS paraload-
ing experiments are presented. We are still in the process of
gathering and analyzing the results of the other experiments
mentioned in the previous section. We will present these re-
sults in the forthcoming version of this paper.
Before analyzing the data, we ﬁrst averaged the ﬁve trials
per degree of parallelism at each hour. This average formed
a paraload sample per set for that hour. For each degree of
parallelism, we then averaged each paraload sample for each
hour across seven days. This average forms a data point on
the graph for the speciﬁc number of servers used.
In ﬁgure 1, we graph the time to download a 1 MB ﬁle
from each of the servers throughout a single day. In addi-
tion, we determined the average time to download the ﬁle
fromone server,iftheserverwerechosenrandomly from
￿ .
This is done by summing the single-server download times
at each hour and dividing by the total number of servers.
For comparison, we also graph the ideal download time that
would result if a bandwidth of
￿
$
<
;
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A as deﬁned in Equation
1 was used. The value of
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A is calculated by summing
the experimental values of
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$ at each hour.
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Figure1: Averagetimetodownloada 1MBﬁle seriallyfrom
several MARS web mirrors throughout a single day (
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As shown, the download time for the ﬁle varies consid-
erably to some of the servers used throughout the day. For
example, the slowest server (Denmark) takes between 4 and
130 seconds to deliver the ﬁle as the day progresses. How-
ever,the downloadtime for the fast servers seems to be fairly
stable throughout an entire day. For example, the USA2
server downloads the ﬁle consistently in 2 to 4 seconds.
In ﬁgure 2, we graph the time to download a 1 MB ﬁle us-
ing various degrees of parallelism. The servers examined are
again MARS mirrors. The single server case represents the
average of the individual download times of each server. In
addition to graphing the download time for different degrees
of parallelism, we also graphed the download time derived
from
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A and
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A is obtained by summing
the simulated values of
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$ for all
￿ . The value of
￿
l
Q
￿
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$ is
simulated by subtracting the measured scheduling overhead
times and the response times from the total download time
for all blocks in connection
￿ . This number was then divided
into
Y
$
￿
$ , the total number of bytes downloaded from con-
nection
￿ . As shown in ﬁgure 2, the times to download from
parallel connections is clearly less than the time to down-
load from an average server. This means that on average,
paraloading performs better than downloading from a single
server. Moreover, the download time decreases as more mir-
ror servers are added. For example, the average time reduc-0 5 10 15 20 25
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Figure 2: The download time for a 1 MB ﬁle is compared
among different degrees of parallelism (
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tion between the one and three servers case is about 7.93 s.
The average difference between the one and ﬁve server cases
is about 12.3 s. Finally, the average difference between the
one and seven servers case is 13.5 s.
One interesting feature to note is that as
X
￿
U
X increases
from ﬁve to seven, the performance gain is less dramatic.
A possible reason for this behavior is that two slow servers
were added. The servers probably did not contribute in fur-
ther reducing the download time.
Another interesting feature of this graph is that the down-
load time using the optimal bandwidth is near the ideal band-
width. However, this does not provide any knowledge about
the bottleneck-disjointness at the client. We will explain this
in detail in a forthcoming paper.
In ﬁgure 3, we again graph the time to download a 1 MB
ﬁle using various degreesof parallelism. This time, however,
the
X
￿
U
X
I
￿
z
￿ case represents the time to download the ﬁle
from the fastest server (USA2). Again, we also graphed the
download time derived from
￿
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A and
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A . The most
surprising result shown by these graphs is that the download
times when paraloading is actually worse when compared
to the fastest server. This result seems to contradict the re-
sults obtained in [21], where the authors found consistent
performance gain in all their dynamic paraloading experi-
ments. We will attempt to resolve these inconsistencies in
the next section.
In ﬁgures 4 and 5, we show the times to download a 300
KB ﬁle with varying degrees of parallelism and a ﬁxed block
size of 32 KB (same as before). In ﬁgure 4, the
X
￿
U
X
￿
￿
z
￿
case represents the average of the individual download times
from each server. In ﬁgure 5, the
X
￿
U
X
W
￿
￿
￿ case represents
the time to downloadfrom the fastest server(USA2). In gen-
eral, the performance gained over the average case from par-
aloading the small ﬁle is less than the performance gained
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Figure 3: The download time for a 1 MB ﬁle is compared
among different degrees of parallelism where degree 1 is
represented by the fastest server (
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from paraloading the large ﬁle. In some instances (e.g. when
X
￿
’
U
h
X
k
￿
￿
￿ ), the paraloading performance is worse than the
average serial download case. These results are expected
because the effectiveness of load balancing the block as-
signments has decreased due to the reduced total number of
blocks. Hence, we can conclude that paraloading becomes
less effective when it is used for downloading a small ﬁle 11.
6.3 Comparison with Rodriguez et al. re-
sults
Our experimental results have shown that paraloading does
not provide signiﬁcant performance gain over from the best
single server case. This is in contrast to the results reported
in [21]. In this section, we will compare and contrast our
experiment setup against that report by Rodriguez et al. in
an attempt to explain why our results differ.
In our experiment, the ﬁle sizes and block sizes used were
roughly the same size as those in [21]. In addition, the de-
gree of parallelism used was also approximately the same; in
most of their experiments, they use
X
￿
U
X
￿
￿
￿
￿ , while we use
X
￿
U
X
¡
￿
￿
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￿
*
B
￿ . However, our experiments differ in the follow-
ing major ways:
1. The servers used in their experiment were roughly one
order of magnitude (7 times) slower than ours. The av-
erage single source throughput that was reported ranged
11However, we do not rule out the possibility for achieving high perfor-
mance gain by using a paraloader to retrieve many small ﬁles in parallel.
Such a scheme will most deﬁnitely be useful for web browsing applications.
Although Rodriguez has suggested that small ﬁles, such as web objects, be
combined into a larger ﬁle in order to increase paraloading effectiveness,
combining the small ﬁles together will cause excessive delays because the
larger ﬁle might have to be entirely retrieved before the application can ac-
cess any one of the small ﬁles.0 5 10 15 20 25
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Figure 4: The download time for a 300 KB ﬁle is compared
using different degrees of parallelism (
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from 40 to 120 Kbps. In our experiment, the single
source throughput ranged from 210 to 890 Kbps.
2. From their paper, it is likely that their paraloader em-
ployed a different strategy for obtaining the ﬁle length.
More speciﬁcally, they did not implement the optimiza-
tion that combines the ﬁrst block request with the ﬁle
length query.
3. The paraloader used by Rodriguez et al. employs a
different strategy for minimizing the last block delay.
Speciﬁcally, their strategy does not require the idle
connections to wait for the paraloader to identify the
last block, but downloads redundant data for the last
X
￿
U
X
/
￿
￿
￿ blocks.
We now show that these differences can affect the perfor-
mance of the paraloader in the following ways:
1. High speed networks will increase the ratio between re-
quest idle time and data block transfer time. Hence, if
we assume that the round trip times are similar for all
connections in both experiments, our experiment will
suffer from a higher ratio of wasted bandwidth.
2. In analyzing the ﬁle length query optimization, we
found a bug in our paraloader. Ideally, full scale par-
aloading should begin as soon as the ﬁle length infor-
mation is obtained, i.e. when the HTTP header arrives
at the paraloader. However, our paraloader does not be-
gin paraloading until after the entire ﬁrst block has been
received. Thus, the bug adds a total delay of the time
required to download a data block, which can be sig-
niﬁcant if a slow connection were chosen for the ﬁle
length query. To test the effect of this bug, we have
simulated new results by subtracting the data transfer
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Figure 5: The download time for a 300 KB ﬁle is compared
using different degrees of parallelism where degree 1 is rep-
resented by the fastest server (
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time for the ﬁrst block of data from the original results.
The simulated results for paraloading a 1 MB ﬁle from
the MARS mirror servers to MIT are shown in Table 1.
Fortunately for us, there is no signiﬁcant performance
difference between the simulated and original results.
Table 1: The performance impact of a bug introduced in our
paraloader is shown. The time for paraloading a 1 MB ﬁle is
the average of the 24 hour averages. Hence the times in the
ﬁrst column corresponds to theaverages of the 24 data points
for each
X
￿
U
X
§
￿
¤
￿ ) in ﬁgure 2. The times in the second
column corresponds to the same set of averages subtract the
averaged ﬁrst block data transfer time.
'
“
￿
'
Original Simulated Speedup
paraloading paraloading
time, averaged (s) time, averaged (s)
3 11.025 10.466 5.74%
5 6.548 6.114 7.29%
7 5.462 5.134 6.87%
3. It turns out that the difference in the last block opti-
mization (LBO) policy has an enormous impact on par-
aloading performance. We have simulated new results
by subtracting the fastest connection’s wait time from
the total time. The fastest connection’s wait time is the
difference between the time when the fastest connec-
tion becomes idle due to an empty block request queue
and the time when the last block request is assigned to
it. In Table 2, we show the gain realized by simulating
this optimization. While we recognize the simulated re-
sults can report an overly optimistic paraloading perfor-mance, the signiﬁcant time difference between the two
results still gives a good idea of how much bandwidth
was wasted during the fastest connection’s wait period.
Table 2: Compares the performance of a paraloader with
LBO. The same averaging method used in Table 1 was also
used here to construct the table values.
'
“
￿
'
Average time Average time Speedup
without LBO (s) with LBO (s)
3 11.025 10.785 2.08%
5 6.548 5.269 23.05%
7 5.462 3.671 48.13%
We believe that the combination of the three key differ-
ences outlined above have reduced the realized performance
gain in our experiments. Hence, we believe that after resolv-
ing the implementation differences, the performance gain
should match those reported in [21].
One important lesson to be learned is that the implemen-
tation differences among paraloaders can greatly impact the
performance of the paraloader. Because paraloading has
such a large parameter space, the number of possible opti-
mizing designs are numerous.
6.4 Pipelining Simulation
We havealso simulated newresultsfor examiningthe perfor-
mance gained by pipelining block requests. Our paraloader
has kept a record of the response time between sending a
request and receiving the ﬁrst byte of data for each block re-
quested. To simulate the pipelining results, we summed the
total download time and then subtracted the response time
for the individual blocks. This gives us a set of new val-
ues indicating the amount of time each connection had spent
downloading blocks. We then take the maximum over this
set of values to be the new total time for paraloading the en-
tire ﬁle by pipelining requests. Notice this simulation gives
a conservative estimate of the theoretical pipelining case as
there may be a better request assignment among the connec-
tions.
Table 3 shows the simulated results for the different de-
grees of
X
￿
U
X. The average improvement of pipelining
over the non-pipelined case is about 38%. As shown, the
pipelined simulation shows a signiﬁcant performance im-
provement in our experiment. Also, we note that the im-
provements we have obtained in the pipeline simulation is
much greater than the improvements due to pipelining ob-
tained in [21]. We believe that this is caused by the higher
average bandwidths of the network we used. As explained
above, higher bandwidths lead to a higher ratio between idle
time and data transfer time. Since the pipelining optimiza-
tion is designed to eliminate this waste, it is not surprising
Table 3: Compares the performance of a paraloader with the
pipelined request optimization. The same averaging method
used in Table 1 was also used here to construct the table val-
ues.
'
“
￿
'
Average time Average time Speedup
without with
pipelining (s) pipelining (s)
3 11.025 8.320 36.15%
5 6.548 4.787 38.70%
7 5.462 3.948 42.09%
to see a greater performance improvement in our simulated
experiment.
7 Discussion
Up to this point, the paper has focused on performance is-
sues. In this section, we attempt to discuss other issues that
may become important for deploying a complete, efﬁcient
paraloading system.
7.1 Cost of paraloading
While paraloading may signiﬁcantly improve download per-
formance, it does not come without cost. A good paraload-
ing system should consider the cost of its design. Here, we
outline three general types of costs that would appear in any
paraloading scheme:
1. First, as we have seen, there is a processing overhead
at the receiver for scheduling block assignments among
the parallel connections.
2. Second, there is a memory overhead associated with
creating an application buffer large enough to hold data
blocks thatarriveout of order. In our current implemen-
tation, the memory cost is
X
￿
U
X
￿
«
￿
￿ bytes. In addition,
there is also a memory cost associated with opening a
new receiver socket for each parallel connection.
3. Third, there is the cost for the block request messages
to generate extra trafﬁc in the network. The magnitude
of this cost depends greatly on the block size and on the
paraloader’s underlying protocol.
4. Fourth, there is an increase in server resource consump-
tion as paraloaders open multiple connections. Con-
sequently, the maximum number of clients per set of
mirror servers will decrease. We will use the following
algebra to illustrate what we mean. The consequence
of this cost is that the total resources at all the mirror
servers must increase by a factor
‹ (deﬁned below) if
those servers wish to provide service to the same num-
ber of clients as the serial downloading case.Deﬁne
￿ to be number of mirror servers and
› be the
maximum
ﬁ number of simultaneous connections per server.
Let
‹ be the average number of parallel connections per
client where each connection connects to a different server
and
ﬂ be the average number of parallel connections per
client where each connection connects to a single server. Let
￿
be the total number of clients served.
In the serial downloading case,
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7.2 When To Use Paraloading
There are situations where we do not want to start paraload-
ing. An intelligent paraloader must devise heuristics to de-
termine when it should start paraloading or when to revert to
the serial downloadscheme. We outline three such situations
below.
￿ As already shown in our results, paraloading does not
provide much of a performance gain when it is used
to retrieve a single small ﬁle. When the performance
gain is too small, a paraloader should revert to serial
downloading to conserve network resources.
￿ In the case where there are a few outlying connections
with relatively high bandwidths, that is, when all other
connections have very low bandwidths relative to the
outliers, almost all block requests will be assigned to
the outlying connections. In this case, a paraloader may
wish to drop theslow connections to conserveserverre-
sources without signiﬁcantly affecting performance. In
the case where there is only one outlying connection, an
intelligent paraloader should revertto a serial download
from the single outlier in order to save the block request
overheads. Note that this effect can be emulated by in-
creasing the block size dynamically.
￿ Finally, as we already mentioned in the Assumptions
section, we note that paraloading may become overly
aggressivein a congested network and start to dominate
other TCP-friendly ﬂows. An intelligent paraloader
should be conservative and drop connections that are
sharing a bottleneck. However, detecting which set of
connections share a bottleneck is a very difﬁcult prob-
lem12.
7.3 Open Research Issues
Here is a list of open research issues relevant to the design of
a successful paraloading system.
12We believe that the paraloading scheme will provide many interest-
ing ways to attack this or a similar problem. For example, the paraloader
can treat block request messages as “probe” packets to measure the re-
sponse time of the connection. Also, it is not necessary to drop bottleneck-
sharing connections. The paraloader can interleave block requests among
the bottleneck-sharing connections to counter their aggressive behavior.
￿ Detecting shared bottlenecks and minimize the poten-
tial aggressiveness when sharing a bottleneck with ex-
isting connections.
￿ Developing a common API that offers paraloading ser-
vices to a variety of different applications (e.g. ftp,
http).
￿ Determining whether paraloading should be imple-
mented at the application level or at the network level.
￿ Designing a directory service that reports the locations
of all the mirror servers containing the same document.
￿ Determining whether network scope affects throughput
of mirror servers. If we can ﬁnd out how network scope
affects throughput, then a paraloader can open parallel
connections to a speciﬁc set of mirror servers without
relying on explicit network metric information.
￿ Designing a process for a cheap, easy, fast, safe, and se-
curemirrorupdateandreplicationthatcanhandleongo-
ingparaloading sessions. When there is an ongoing par-
aloading session, a ﬁle cannot be updated easily across
all servers. Also, updates should be done cheaply and
easily. A paraloader cannot be widely deployed unless
there is a robust mirroring infrastructure available. Fi-
nally, we need a mechanism to verify the integrity of a
ﬁle that has its various parts downloaded from different
mirror servers.
￿ Determiningand developingsolutions tothesecurity is-
sues related to paraloading.
￿ Determining the implications of the wide-spread use
of paraloading. More speciﬁcally, could paraloading
shift network congestion points closer to the edge (the
clients) of the network? If so, what impact would it
have on the existing network environment?
8 Future Research
Our immediate research goal is to conduct more paraload-
ing experiments on different networks using different sets of
mirror servers. We will attempt to implement as many op-
timizations as we can to see how consistent and how large
the performance gains are. A couple of the optimizations
that we are especially interested in include pipelining and
dynamic block size adjustment.
Since the Internet is driven mainly by web applications
today, we will be especially interested in examining how
paraloading can be optimized to provide performance gain
for retrieving web objects from different mirror servers.
Initially, we plan to conduct a series of experiments with
the non-optimized paraloader to help us design the web-
optimized paraloader.
We also want to explore whether we can incorporate the
application levelframing (ALF)[7] idea into determining theblock size for retrieving web objects. Doing so may give the
paraloader
¶ the ﬂexibility to perform out-of-order delivery for
web applications.
9 Conclusion
In this paper, we have described a simple method of de-
creasing download time. By paraloading, opening parallel
connections to multiple mirrors, download time can be de-
creased. Moreover, because opening multiple connections
provides an aggregation of the individual bandwidths, the
improvement can be signiﬁcant.
In an attempt to explore whether paraloading would per-
form better than traditional downloading, we performed
some paraloading experiments to various mirror servers.
During the course of our experiment, we determined that
the number of servers used (the degree of parallelism) and
the size of blocks a ﬁle is broken into can have great impact
on the download time. Overall, our results show that par-
aloading consistently downloads ﬁles faster than traditional
downloading on the average case. In addition, we simulated
several differentoptimizations using the data collected as the
starting foundation. We discovered that download time can
be further decreased by adding a number of enhancements.
In particular, pipelining requests for blocks and employing
an intelligent policy for downloading the last block can have
tremendous impact on download time.
In conclusion, based on our results, we believe that par-
aloading can be beneﬁcial in any network environment pro-
vided the implementation of the paraloader application is ro-
bust.
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Appendix A
Some Peculiarities of HTTP 1.1 implemen-
tations
During the course of our experiment, we discovered sev-
eral peculiarities with the HTTP 1.1 speciﬁcation that can
cause problems for our paraloader. While the HTTP 1.1
speciﬁcationis designed tohavemorestringent requirements
than HTTP 1.0, implementors of the speciﬁcation still have
a great deal of leeway. As a result, server behavior on certain
types of requests can be unpredictable. The following is a
list of server behavior that we had to pay attention to during
analysis:
￿ Servers are not required to honor every RANGE RE-
QUEST command. The only requirement for servers is
that they must respond with some data that covers the
requested range. This means that the server can send
data exactly in the requested range, some data that in-
cludes and exceeds the requested range, or even the en-
tire ﬁle itself. Clearly, if a server chooses to send more
data than that requested, there will be added overhead
for the paraloader. Furthermore, the efﬁciency of par-
aloading can be dramatically decreased. In the worst
case, if every connection chooses to send the entire ﬁle,
there would be no gain in download performance.
￿ Servers may choose not to honor range requests for
certain types of ﬁles. We discovered that servers may
not allow range requests for HTML ﬁles such as in-
dex.html. However, range requests was allowed for
larger binary ﬁles such as JPEG and GIF ﬁles. Hence,
any implementation of the paraloader must not assume
that range requests are honored for every ﬁle format.
￿ The HTTP 1.1 speciﬁcation does not require all servers
to support persistent connections. Furthermore, for
those servers that do support persistent connections
have the option to close it after any request transac-
tions. Hence, any implementation of the paraloader
must check for this condition carefully and avoid using
HTTP1.1serversthatdonotsupport “persistent”persis-
tent connnections. Otherwise, reopening a connection
on every block request would incur too much overhead,
thus degrading the overall download performance.