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1 Introduction
Minimizing Energy functional has been an active area of search both Nu-
merically and Analytically for centuries. In recent years many numerical and
analytical results have been found [3] This approach has been proven use-
ful also in the field of finding symmetric geometrical objects [4]. In recent
years there is a growth of interest in complex spaces. One of the driving
forces behind this interest is their a applicability to Quantum Mechanics. In
particular there is interest in CP n spaces as wave functions are elements in
CP n.
(Quantum) Random Access Codes - (Q)RAC have been defined by [1].
These codes enable a communicating r bits using s < r (q)bits, the caveat
being that the receiver can retrieve the bits correctly with probability p < 1.
For example it has been shown that there is a QRAC with r=2 and s=1 but
there is no RAC analogue. Yet another result is that QRAC with r=3 is also
possible but there is no QRAC with r=4 and s=1 [2]. It can be noted that
the r=3 code has interesting geometrical properties that will be discussed
later.
In the present work we will discuss solutions for a certain optimization
problem in CP n. We will provide numerical results for a range of parameters.
We will also address analytically some sub-ranges and we will show that in
these cases the numerical results agree with the analytical ones. Moreover
we will claim that the results indicate the existence of geometrical structures
that provide solutions of the optimization problem.
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Let F denote the field R or C. We endow the vector space F n with the
standard inner product and norm given by
〈v, w〉 =
n∑
i=1
viwi, and ||v|| = 〈v, v〉1/2.
We wish to solve the following optimization problem:
Problem 1. Given positive integers n,m, p, find
Mp(m,n) := min
∑
1≤i<j≤m
|〈vi, vj〉|p s.t. ∀ 1 ≤ l ≤ m : vl ∈ F n and ||vl|| = 1.
We think of solutions to this problem as ways to spread out m points
as much as possible in the unit sphere, more precisely, the projective space
FPn−1 i.e. CP n−1 for F = C. For m ≤ n the problem is trivial, as we can set
the vectors to be orthogonal to each other and Mp(m,n) = 0.
2 Numerical Approach
In this section we use a numerical approach to solve problem 1. We applied
a greedy algorithm along the following lines
1. set an initial random configuration of n complex vectors vi, 1 ≤ i ≤
n. The components of each vector vi were m complex numbers such
that both the real and the imaginary parts were chosen with uniform
distribution in [0,1]. Each vector was then normalized using division
by the norm.
2. set initial stepsize - δ
3. Loop until the stepsize δ is small enough or the number of sweeps is
too big -
(a) Choose a random index k, 1 ≤ k ≤ m.
(b) choose a random component l, 1 ≤ l ≤ n.
(c) choose a complex number - z - such that both the real and the
imaginary parts are uniformly distributed in [-1,1].
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(d) add δz to the l’th component of vk.
(e) re-normalize vk.
(f) if Mp(m,n) has decreased accept the the suggested change. oth-
erwise discard it.
(g) if too many changes have been accepted - increase δ.
(h) if too few changes have been accepted - decrease δ.
4. Output the results - the value of Mp(m,n), the value of all the final
vectors vi and the values of | < vi, vj > | for all the pairs i, j.
Clearly this is not the best optimization algorithm, e.g. Newton-Raphson
could be implemented. However it was easily and readily available to us.
For each value of p,m, n we ran the minimization several times and the
resulting optimum Mp(m,n) was stable for p=2 and p=4. For p=6 and
n > 7 the minimum value of Mp(m,n) was stable only up to the first 6
digits. Further investigation for this issue is required. Nevertheless, the final
configuration was in many cases not the same. This indicates that the min-
imal Mp(m,n) is (almost always) unique but the solution space is of higher
dimension. For some values of (m,n,p) the value of |〈vi, vj〉| was unique.
Moreover in some cases |〈vi, vj〉| = C for all i, j where C is a function of
(m,n,p). These cases are actually simplexes in CP n. As can be seen it can
occur that a simplex solution is probably the only solution for (m,n,p) while
being only a point in the solution space for (m,n,p’) p′ 6= p.
The resulting Mp(m,n) are presented in the following tables. Table 1
presents the results for p=2, Table 2 for p=4 and Table 3 for p=6. The
simplex cases are indicated with yellow background. The convergence rate
was dependent on the values of p,m, n in a non-trivial way. We have not
addressed this issue yet.
All the results in table 1 seem very elegant. Indeed in the following section
we will provide analytic solution that coincides with the numerical results.
Moreover some of the results (e.g, M4(5, 10)) are also intriguing.
Visual inspection indicated that the values of the minimal Energy for a
given p and m tend to behave quadratically for large n in p=2, p=4. In
order to check it we provide the approximate second derivative Dp(m,n) as
a function of n.
Dp(m,n) = Mp(m,n+ 1)− 2Mp(m,n) +Mp(m,n− 1)
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n=2 n=3 n=4 n=5 n=6
m=3 0.75000000 0.00000000 0.00000000 0.00000000 0.00000000
m=4 2.00000000 0.66666667 0.00000000 0.00000000 0.00000000
m=5 3.75000000 1.66666667 0.62500000 0.00000000 0.00000000
m=6 6.00000000 3.00000000 1.50000000 0.60000000 0.00000000
m=7 8.75000000 4.66666667 2.62500000 1.40000000 0.58333333
m=8 12.00000000 6.66666667 4.00000000 2.40000000 1.33333333
m=9 15.75000000 9.00000000 5.62500000 3.60000000 2.25000000
m=10 20.00000000 11.66666667 7.50000000 5.00000000 3.33333333
m=11 24.75000000 14.66666667 9.62500000 6.60000000 4.58333333
m=12 30.00000000 18.00000000 12.00000000 8.40000000 6.00000000
Table 1: Minimum value for p=2
The results are shown in tables 4 and 5.
This conjecture is evidently true for p=2 as can be seen from the analytical
results in section 3.1. For p=4 the numerical result is accordance with the
conjecture of equdistribution of vectors for large n as can be seen in 3.2.
For p=6 and n=2 it also seems that the value is purely quadratic not only
asymptotically but starting in finite n. For p=6 and n > 2 the large m limit
might have not been reached yet.
3 Analytic Approach
3.1 p=2 Solution
In order to solve this problem, we introduce a new problem which is in some
way a relaxation of Problem 1.
Problem 2. Given positive integers n < m, find
P (m,n) := min
∑
1≤i,j≤m
|〈vi, vj〉|2 s.t. ∀ 1 ≤ k ≤ m vk ∈ F n and
m∑
k=1
||vk||2 = m.
Every solution (vi) to Problem 1 is within the feasible region of Problem
2 and gives value of 2M(m,n) +m to its objective function. Therefore,
P (m,n) ≤ 2M(m,n) +m. (1)
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n=2 n=3 n=4 n=5 n=6 n=7
m=3 0.1875000000
m=4 0.6666666667 0.0740740740
m=5 1.6875000000 0.3119827727 0.0390625000
m=6 3.0000000000 0.6000000000 0.1642980000 0.0240000000
m=7 4.6666666667 1.0370370370 0.3281250000 0.1014950000 0.0162037000
m=8 6.6666666667 1.6412326320 0.5714290000 0.2099190000 0.0682425000 0.0116618000
m=9 9.0000000000 2.2500008220 0.8678059000 0.3683454225 0.1406250501 0.0505442272
m=10 11.6666666670 3.3407407580 1.2507980000 0.5555555556 0.2469899936 0.1061758533
m=11 14.6666666670 4.5866096020 1.6951350000 0.7920000000 0.3819445000 0.1801246052
m=12 18.0000000000 6.0000003930 2.1918190000 1.0717260000 0.5454545000 0.2788598990
Table 2: Minimum value for p=4
n=2 n=3 n=4 n=5 n=6 n=7
m=3 0.046875000000
m=4 0.222222222220 0.008230452675
m=5 0.796875000000 0.058546868241 0.00244140625000
m=6 1.500000000000 0.120000000000 0.01768462036200 0.00096000000000
m=7 2.656250000000 0.2304526749000 0.04101562500000 0.00723136888020 0.00045010288066
m=8 4.000000000000 0.4062817446600 0.08163265319600 0.01831073325300 0.00343705636360 0.00023799607306
m=9 5.636422153900 0.5625000000100 0.14366184685000 0.03769908497200 0.00878906250220 0.00195128017120
m=10 7.500000000000 1.0082304527000 0.20869560596000 0.06172839506200 0.01830067283100 0.00522277526900
m=11 9.625000000000 1.4979423868000 0.29986492593000 0.09504000000000 0.03182870370400 0.01031600975100
m=12 12.000000000000 2.0000000000000 0.40067816737000 0.13681598532000 0.04958677686000 0.01814491812700
m=13 14.625000000000 2.8140953251000 0.51416015625000 0.18730561919000 0.07177668619300 0.02843007530600
m=14 17.500000000000 3.5975031055000 0.67830502812000 0.24429111626000 0.09848568619600 0.04142012049800
m=15 20.625000000000 4.4500370854000 0.82097146745000 0.30936296399000 0.12942784558000 0.05713223230200
Table 3: Minimum value for p=6
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n=2 n=3 n=4 n=5 n=6 n=7
m=3
m=4 0.5416666667
m=5 0.2916666667 0.0501085286
m=6 0.3541666667 0.1490198097 0.0385915000
m=7 0.3333333333 0.1671585580 0.0794770000 0.0309290000
m=8 0.3333333333 0.0045725950 0.0530729000 0.0500024225 0.0203437501
m=9 0.3333333337 0.4819717460 0.0866152000 0.0287837106 0.0339823934 0.0167491989
m=10 0.3333333330 0.1551289080 0.0613449000 0.0492343114 0.0285895629 0.0183171258
m=11 0.3333333330 0.1675219470 0.0523470000 0.0432815556 0.0285554936 0.0247865419
m=12 0.3333333340 0.1699421530 0.0536850000 0.0426030000 0.0283668950 0.0205557541
Table 4: Numerical 2nd Derivative for p=4
n=2 n=3 n=4 n=5 n=6 n=7
m=3
m=4 0.39930555556000
m=5 0.12847222222000 0.01113671619290
m=6 0.45312500000000 0.04899954314100 0.00808779052600
m=7 0.18750000000000 0.06537639486000 0.01728602355800 0.00480799549260
m=8 0.29267215390000 -0.01961081441000 0.02141216545800 0.00830898734620 0.00236505265566
m=9 0.22715569220000 0.28951219734000 0.00300456545600 0.00464095837100 0.00415960419020 0.00155821099966
m=10 0.26142215390000 0.04398148141000 0.02613556086000 0.00928229484800 0.00401642054420 0.00182173938420
m=11 0.25000000000000 0.01234567910000 0.00964392147000 0.00846438038200 0.00423004228300 0.00273567389400
m=12 0.25000000000000 0.31203771190000 0.01266874744000 0.00871364855000 0.00443183617700 0.00245624880300
m=13 0.25000000000000 -0.03068754470000 0.05066288299000 0.00649586320000 0.00451909067000 0.00270488801300
m=14 0.25000000000000 0.06912619950000 -0.02147843254000 0.00808635066000 0.00423315938100 0.00272206661200
m=15 0.25000000000000 0.03845682260000 -0.00363790678000 0.00952232507000 0.00423904866600 0.00276995353200
Table 5: Numerical 2nd Derivative for p=6
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We will show below that there is a solution to Problem 2 within the feasible
region of Problem 1, which will turn (1) into an equality.
We turn now to the solution of Problem 2. Every collection (vi) of m
vectors in F n, will be encoded as a m × n matrix V with vi as the ith row.
The condition
∑ ||vi||2 = m becomes tr(V V ∗) = m. The entries of V V ∗ are
the inner products 〈vi, vj〉 so the objective function becomes tr((V V ∗)2). We
have the following equivalent formulation to Problem 2.
Problem 3. Given positive integers n < m, find
P (m,n) = min tr(V V ∗V V ∗) s.t. V ∈ Fm×n and tr(V V ∗) = m.
Solution. One has tr(V V ∗) = tr(V ∗ V ) and tr(V V ∗V V ∗) = tr((V ∗V )2). As
Q = V ∗V ranges over all positive semidefinite Hermitian n × n matrices of
trace m, we need to find the minimum of tr(Q2) over all such matrices. As
tr is unchanged under matrix conjugation, it is sufficient to restrict attention
just to diagonal positive semidefinite matrices Q. Let Q = diag(λ1, . . . , λn).
Then our problem is equivalent to finding the minimum of
∑n
i=1 λ
2
i subject
to λi ≥ 0 and
∑n
i=1 λi = n. Clearly the minimum is achieved for equal
λi = m/n, where
∑
λ2i = m
2/n. Rolling back, P (m,n) = min tr(V V ∗V V ∗) =
m2/n, and the minimizing V can be taken to be any m×n matrix such that
V ∗V = (m/n)In.
We see that a solution to Problems 2 and 3 is obtained by a m×n matrix
V with orthogonal columns. Thus as one solution we can simply to take
V0 =
√
m
n
 In
0m−n×n
 ,
and the general solution is V = UV0, as U ranges over the set of all unitary
(orthogonal) matrices over C(R). Our next step is to show that there exists
a solution V1 with all rows equal norm (necessarily 1). This follows from the
following Lemma.
Lemma 1. For every matrix W ∈ Fm×n, there exists a unitary (orthogonal)
matrix U ∈ Fm×m such that all rows of UW have equal norm.
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Proof. We define the continuous function
F (U) = max
i
||(UW )i||.
Since U ranges over a compact set, then F attains a minimum, at some point
U1. Furthermore, we may assume that the number q of rows of U1W with the
maximal norm F (U1) is the minimum possible. If q = n, then we are done.
Otherwise, we will derive a contradiction. Suppose that q < n, and there
are two rows, ri = (U1W )i and rj = (U1W )j with ||ri|| = F (U1) > ||rj||.
Without loss of generality, let i = 1 and j = 2. Modify U1 to U2(φ) given by
U2(φ) =
 cosφ sinφ 0− sinφ cosφ 0
0 0 Im−2
U1.
Then only the first two rows of U2(φ)U1W vary as functions of φ. For φ = 0
we just get U1W . But for φ = pi/2 the first two rows are swapped (and the
second one is being multiplied by −1). It follows that for small values of φ,
the first two rows will have norm strictly smaller than F (U1). If q > 1, then
we found a new matrix U2(φ)U1W with F (U2(φ)U1W ) = F (U1), but with
smaller q. If q = 1, then F (U2(φ)U1W ) < F (U1). In both cases we obtain a
contradiction, and the lemma is proved.
Corollary 2. We have P (m,n) = 2M(m,n) +m = m2/n and
M(m,n) =
m(m− n)
2n
(m > n). (2)
Notice that for m ≤ n we have M(m,n) = 0, as we can choose the rows
of V0 to be part of the standard basis. The proof of Lemma 1 gives us an
efficient algorithm for solving Problem 1. We actually see that there are
many solutions, because the dimension of the unitary (orthogonal) group is
greater than m. In some cases we can obtain a solution which is a simplex.
This means that in addition |〈vi, vj〉| has some constant value for all i 6= j.
We have
Proposition 3. In a simplex solution for Problem 1 we have
|〈vi, vj〉|2 = m− n
n(m− 1) for all i 6= j.
Furthermore, there exists a simplex solution with parameters (m,n), if and
only if there exists a simplex solution in parameters (m,m− n).
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Proof. The first assertion follows easily from (2). If V is the matrix corre-
sponding to a simplex solution with parameters (m,n), then we may complete
V to an m×m unitary (orthogonal) matrix Vˆ and the complement submatrix
is a simplex solution in parameters (m,m− n).
4 The complex cases p = 4 and p = 6 at n = 2
When we restrict to n = 2 over F = C, we are able to understand the cases
p = 4 (Quad) and p = 6 (Hex) at least in part. We exploit the fact that
there is a topological identification CP1 ' S2. Under this identification the
Quad and Hex complex problems essentially reduce to the real square prob-
lem, plus some extra conditions which can be satisfied for m large enough,
at least for m even.
First, let us recall the isomorphism CP1 ' S2. Let H denote the quater-
nion algebra over R with basis 1, i, j, k and relations i2 = j2 = k2 = −1 and
ij = −ji = k, jk = −kj = i, ki = −ik = j. We think of H as a two dimen-
sional vector space over C with basis 1, j, endowed with the standard Her-
mitian form 〈〉C. We view the 3-sphere S3 as the subset H1 of all elements of
norm 1. We identify S2 as the ’equator’ ImH = {yi+zj+wk |y2+z2+k2 = 1}.
This subset is the conjugation orbit of i under the action of the quaternion
group H×. The centralizer of i in H× is C×, and the conjugation on i supplies
us a topological homeomorphism
CP1 = H×/C× = S3/S1 ' ImH = S2.
Write this map as S : CP1 → S2, u 7→ uiu−1. It is useful to give a comparison
between the metrics on both. We have
Lemma 4.
|〈u, v〉C|2 = 1 + 〈Su, Sv〉R
2
, (3)
and in terms of angles, |〈u, v〉C| = cos φ2 iff 〈Su, Sv〉R = cosφ.
Proof. The real product 〈−〉R on S2 is the restriction of the real product on
H given by 〈u, v〉R = Re〈u, v〉C. The multiplication on H on left and right
is unitary w.r.t to the hermitian product, hence 〈Su, Sv〉R = 〈S1, S(u−1v)〉R
and 〈u, v〉C = 〈1, u−1v〉C. So it is sufficient to prove the lemma for u = 1. We
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have S1 = i and 〈S1, Sv〉R = Re〈i, viv−1〉C = Re〈iv, vi〉C. If v = a+ bi+(c+
di)j is such that a2 + b2 + c2 + d2 = 1, then Re〈iv, vi〉C = a2 + b2− c2− d2 =
2(a2+b2)−1. On the other hand, |〈1, v〉C|2 = a2+b2. The lemma follows.
4.1 The case p = 4 and n = 2.
In view of Lemma 4, for p = 4 it suffices to solve on S2 the following problem.
Problem 4. Find vectors v1, . . . , vm ∈ S2 that minimize the quantity
Q(v1, . . . , vm) =
∑
i,j
1 + 2〈vi, vj〉R + 〈vi, vj〉2R
4
.
A solution to the original problem 1 will be obtained by S−1v1, . . . , S−1vm.
The point is that the linear term
∑
i,j〈vi, vj〉R = ||
∑
i vi||2 ≥ 0, and is 0 if and
only if
∑
i vi = 0. Thus it makes sense to formalize the following problem:
Problem 5. Find vectors v1, . . . , vm ∈ S2 that minimize the function
P (v1, . . . , vm) =
∑
i,j
〈vi, vj〉2R,
and in addition satisfy
∑
i vi = 0.
The following lemma is clear.
Lemma 5. Any solution to Problem 5 is necessarily a solution to Problem
4. Conversely, if a solution to Problem 5 exists, then all solution to Problem
4 are also solutions to Problem 5. 
We will prove now
Theorem 6. (a) For m ≥ 6 or m = 4 there is always a solution to Problem
5.
(b) For m ≥ 6 or m = 4,
M4(m, 2) =
m(m− 3)
6
.
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Proof. The tuples (v1, . . . , vm) ∈ (S2)m which minimize
∑
i,j〈vi, vj〉R are ex-
actly the tuples (v1, . . . , vm), which when we arrange them as a matrix V
with rows vi, the columns of V are orthogonal. All we need is to show that
we can find such V , satisfying the extra condition that
∑
i vi = 0.
Let m ≥ 6 and φk = 2kpi/m, k = 0, 1, . . . ,m− 1. We will construct
vk = [cos 2φk, sin 2φk cosφk, sin 2φk sinφk].
clearly vk are normalized. To prove that
∑
k vk = 0 and that the columns
of V are orthogonal, it is best to rewrite cosφ = (eiφ + e−iφ)/2 and sinφ =
(eiφ−e−iφ)/2i. It is then seen that all computations involve sums∑k e2jkpii/m
with −5 ≤ j ≤ 5 and j 6= 0, hence these sums are 0 as long as m ≥ 6. For
m = 4 there exists a Hadamard 4×4 matrix whose first column is [1, 1, 1, 1]T .
Thus we may take V to be the remaining 3 columns normalized by a factor
of 1/sqrt3.
For any solution to problem 5 we have that P (v1, . . . , vm) = m
2/3 (cf.
Corollary 2) and so Q(v1, . . . , vm) = m
2/4 + m2/12 = m2/3. By changing
the sum in Q to sum over i < j we obtain 2M4(m, 2) + m = m2/3 which
implies (b).
4.2 The case p = 6 and n = 2
. Using the isomorphism S we are able to analyze the case p = 6 and n = 2,
at least when m is even. The functional that we have to minimize is
Q′(v1, . . . , vm) =
∑
i,j
1 + 3〈vi, vj〉R + 〈vi, vj〉3R + 3〈vi, vj〉2R
8
.
We have the following key observation.
Lemma 7. For every choice of vectors v1, . . . , vm ∈ Rk, and in integer r ≥ 1,∑
i,j〈vi, vj〉rR ≥ 0.
Proof. The matrix G = (〈vi, vj〉R)i,j is symmetric positive semidefinite. It is
well known that the Hadamard (=pointwise) product of symmetric positive
semidefinite matrices is again symmetric positive semidefinite. Therefore the
powers G(r) = (〈vi, vj〉rR)i,j are positive semidefinite. Hitting this matrix from
both sides by the vector of 1’s proves the lemma.
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In light of the lemma, it suffices to produce solution to the following
problem:
Problem 6. Find solutions v1, . . . , vm that minimize the function
P (v1, . . . , vm) =
∑
i,j
〈vi, vj〉2R,
and in addition satisfy
∑
i,j〈vi, vj〉R =
∑
i,j〈vi, vj〉3R = 0.
The existence of a solution to Problem 6 will give rise to the value of the
function M6(m, 2).
Theorem 8. (a) For all even m ≥ 6, a solution to Problem 6 exists.
(b) For all even m ≥ 6,
M6(m, 2) =
m(m− 4)
8
.
Proof. Let m = 2r, r ≥ 3 and consider an r × 3 matrix W whose columns
are orthogonal, and whose rows are normalized. We form the matrix V =
[W ;−W ] whose top r rows are those of W , and bottom r rows are their neg-
atives. Let v1, . . . , vm be the rows of V . Then it is clear that
∑
i,j〈vi, vj〉R =∑
i,j〈vi, vj〉3R = 0, because every product appears twice with each a positive
and a negative sign. Also, our choice minimizes P , hence we have a solution
to Problem 6.
According to Corollary 2, P (v1, . . . , vm) = m
2/3, and Q′(v1, . . . , vm) =
m2/4. Using 2M6(m, 2)+m = Q′ = m2/4 we obtain part (b) of the theorem.
5 Asymptotic Equidistribution Estimates in
the complex case
We turn to the more general problem of finding
Mp(m,n) := min
∑
1≤i<j≤m
|〈vi, vj〉|2p s.t. ∀1 ≤ i ≤ m vi ∈ Cn and ||vi|| = 1.
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It has been observed experimentally that Mp(m,n) behaves quadratically in
m, at least for m large enough. That is,
Mp(m,n) = A2(p, n)m
2 + A1(p, n)m+ A0(p, n), m 0.
In what follows we shall perform an asymptotic calculation which will sup-
port the numerical values of the leading coefficients A2(p, n) discovered by
experiments.
Our expectation will be that in a minimal configuration when m is large,
the points vi are equidistributed along S
2n−1/S1. It might be possible to
support this (intuitive) assumption by some calculus of variations and some
asymptotic bounds, but we will not do it for now. By the assuming asymp-
totic equidistribution and quadratic behavior, we arrive at the relation
A2(p, n) = 2E(|〈u, v〉|2p),
where the expectation is taken over all u, v ∈ S2n−1/S1 with respect to the
Fubini-Studi measure.
For computing the expectation, without loss of generality we can fix u =
(1, 0, . . . , 0), and let v = (z1, . . . , zn) vary. As a consequence, E(|〈u, v〉|2p) =
E(|z1|2p), where v runs over S2n−1/S1. The Fubini-Studi form is the 2-form
given on S2n−1 by ω =
∑
k dzk ∧ dzk. This form is invariant under phase
multiplication, hence descends to (a symplectic form on) S2n−1/S1. The
Fubini-Studi measure is given by dΦ = ωn−1. By passing to polar coordinates,
zk = rk exp(iθk), we can rewrite ω as
ω =
∑
k
rkdrk ∧ dθk = 1
2
∑
k
dtk ∧ dθk, tk = r2k.
We have a map σ : S2n−1/S1 → ∆ where ∆ = {(t1, . . . , tn)|tk ≥ 0,
∑
k tk =
1} is the standard n−1-simplex given by σ(z1, . . . , zn) = (|z1|2, . . . , |zn|2). The
pushforward of the measure ωn−1 to ∆ by this map, becomes λ = (2pi)n−1ηn−1
for η =
∑
k dtk. Moreover, λ = η
n−1 is just the Lebesgue measure on the
simplex ∆. It follows that E(|z1|2) = E(t1) where t = (t1, . . . , tn) runs uni-
formly on ∆ w.r.t. the Lebesgue measure.
13
It is easy now to compute E(tp1). This is given by the integral quotient of
E(tp1) =
∫ 1
0
tp1(1− t1)n−2dt1∫ 1
0
(1− t1)n−2dt1
.
The reason for the (1− t1)n−2 factor is that once we fixed t1, then (t2, . . . , tn)
run uniformly on an n − 2-simplex with sum 1 − t1, which has volume pro-
portional to (1− t1)n−2. We thus have
1
2
A2(p, n) = E(t
p
1) =
B(p+ 1, n− 1)
B(1, n− 1) =
Γ(p+ 1)Γ(n− 1)Γ(n)
Γ(1)Γ(n− 1)Γ(p+ n) =
p!(n− 1)!
(n+ p− 1)! .
This value is supported by our experiments.
6 Summary
In this work we have discussed finding the minimum energy for a certain
family of functions in CP n. The justification for this functional relates to
finding a set of vectors that are maximally distant from each other. We
have evaluated this value numerically. The numerical results indicated that
there could be a geometrical interpretation to these configuration (as was the
original motivation) We have shown that the for some subsets of this family
the minimum can be evaluated analytically and the results agree with the
numerical results.
Many interesting phenomena seem to be underneath the results reported
here. For example, in p=6 and n=2, the minimal value seems to be rational
right from m=3. Some of the minimal configurations are related to geomet-
rical structures that are extensions of platonic objects in CP n. The case
of n=2 correspond to all the classical platonic objects in real D=3. There
are still many open questions as to what is the geometrical nature of all the
minimal configurations. In some cases the numerical results hints at a deeper
connections to structures of higher symmetry in these spaces.
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