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In the current Internet, multicast is an efficient mechanism that routes a large
number of data from a server to a large group of clients. Among all research issues
of multicast, multicast routing is one of the important ones. Current QoS-based
multicast routing protocols assume fault free service from the underlying network.
For example, QROUTE is a QoS-guaranteed multicast routing protocol, which is
proposed to construct a feasible multicast tree guaranteed to meet multiple QoS
constraints in reliable networks where no fault occurs. However, this is impossible
to achieve in real networks. Therefore, fault recovery is one of critical features for
the practical deployment of any QoS-based routing protocol.
This thesis proposes a fault recovery mechanism for QROUTE, in which a dis-
connected multicast sub-tree can be reconnected to the original multicast tree by
using a hybrid re-routing method. We also present the details of the design and
implementation of the simulation models and a prototype for our fault recovery
mechanism. Compared with existing multicast fault recovery mechanisms, we find
that our fault recovery mechanism has faster recovery time, lower message over-
head and the possible highest recovery rate. Moreover, the results in the test-bed
vi
Summary vii
experiment indicate that our simulation model can be used to predict the behavior
of actual networks with great confidence.
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Chapter 1
Introduction
Data communication in the Internet can be performed by unicast, broadcast and
multicast. Unicast is one-to-one communication in which messages are sent from
one node to another specific node; while broadcast is one-to-all communication
that enables one node to send messages to all other nodes. Multicast is somewhere
in between; it is one-to-many or many to many or many to one communication
that allows a message to be transmitted to a select group of nodes. When a larger
number of data packets on a server are required to be sent to a big group of clients,
if the server uses unicast mechanism to establish separate point-to-point connection
for each client or broadcasts data packets in the network, it would undoubtedly
quickly overload the network and make poor use of the available bandwidth on
each link. Multicast is an efficient mechanism that routes data packets so that at
most one copy of the data is traversing in a link. This permits a more efficient use
of the available bandwidth resource of a network.
Steve Deering first suggested IP multicast in his PhD dissertation in 1988. Mul-
ticast was initially implemented as IP-encapsulated tunnels forming the Multicast
1
2BACKBONE (MBONE)1. Multicast data is routed in the network using either the
IP-encapsulated tunnels or the multicast enabled routers 2. Multicast is most effi-
ciently implemented and handled at the network layer, but additional features for
multicast can be implemented in other layers of the protocol stack such as reliabil-
ity in transport layer, intranet multicast in data-link layer; and session information
and log maintenance in application layer [1].
Multicast routers 3 communicate among themselves using the standard multicast
routing protocols and deliver the multicast datagram from the sender(s) to the
intended group of receivers. The host that wants to send data to a multicast group
transmits the data packet to its local multicast router. The multicast router on
receiving the data packet looks up its multicast routing table and forwards it to
the matched outgoing interface.
Conventional multicast protocols, such as DVMRP [2], MOSPF [3, 4], CBT [5],
PIM-SM [6], and PIM-DM [7] are designed for delivery of best-effort traffic and
are not QoS-aware. However, with the growing emergence of group communica-
tions and quality of service (QoS)-aware applications over the Internet, many QoS-
based multicast routing protocols were proposed for communication with guaran-
teed bounds on performance parameters such as bandwidth, delay, jitter, and loss
rates. Examples of QoS-based multicast routing protocols include QoS extension
to CBT [8], YAM [9], QoSMICQoS multicast Internet protocol (QoSMIC) [10],
QMRPQoS multicast routing protocol (QMRP) [11], and Parallel Probing [12].
1MBONE is a virtual network developed to run on top of the physical Internet. IP-
encapsulated tunnels connect the non-multicast-capable routers and the routers communicate
using the DVMRP protocol.
2A generic router is composed of four components: input ports, output ports, a switching fabric
and a routing processor. The routing processor participates in routing protocol and creates a
forwarding table that is used in packet forwarding.
3A router that supports IGMP and one or more multicast routing protocols.
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Most of the QoS-based multicast routing protocols presume reliable underlying
network services, in order to provide the intended QoS services. In reality, it is im-
possible to build networks which perform perfectly and meet all service guarantees
under all fault conditions. Therefore it is of paramount importance to incorporate
fault recovery into QoS-based routing protocols.
While fault recovery for best-effort unicast routing protocols and telecommuni-
cation routing protocols has long been an important topic of research, very few
literature describe research on fault recovery for multicast routing protocols; es-
pecially for QoS-based multicast routing protocols. The thesis addresses this im-
portant problem by proposing a new fault recovery mechanism to improve the
survivability of QROUTE [13] [14] which has been for providing QoS-guaranteed
unicast/multicast routing in reliable networks.
1.1 Motivation
Compared to best-effort routing protocols, QoS-based routing protocols are more
sensitive to performance degration and interruption of service caused by network
failures. Moreover, fault recovery mechanisms in unicast routing protocols is not
efficient for repairing failures in multicast routing trees. Therefore, fault recovery
for QoS-based multicast routing protocols is important for the practical deployment
of QoS-based multicast routing protocols.
Fault recovery in QoS-based routing protocols is different from that in best-effort
routing protocols because the goals are different. Since the data delivery at the
best-effort networks does not have performance bounds, recovery mechanisms do
not have to worry about strictly controlling the resource state within the networks.
And the focus of such mechanisms is on maintaining the existence of a ”good” route
between any two points in the networks. As a result, only the routing state which
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governs the selection of future routes is changed. There is usually no other states
to change since the networks are typically connectionless. In contrast, the fault
recovery in QoS-based routing protocols should maintain the existence of a not
only ”good” but also QoS requirements satisfied route between any two points in
the network. Thus the fault recovery mechanisms should consider both the routing
state and the resource state.
The fault recovery mechanisms in unicast routing protocols can be exploited for
failure recovery in multicast by setting up a backup path from each group member
to the core of a core based tree or to the source of the shortest path tree. Since
each of these backup paths has been established independently, there is a high
chance that they may have links in common. Hence, such mechanisms can lead to
link capacity wastes if bandwidth is reserved on the backup paths. Therefore, such
mechanisms are not efficient for fault recovery in multicast routing protocols.
Fault recovery can be divided into the tasks of detection, rerouting and restoration.
In our opinion, the most difficult problems of fault recovery in QoS multicast lie
in the rerouting task. There are three aspects of rerouting that determines the
efficiency and usefulness of a fault recovery mechanism. First is the fault recovery
time, second is the rerouting overhead, and third is the successful recovery ratio.
Therefore, our proposed fault recovery mechanism in a QoS-based multicast routing
protocol focuses on these three aspects.
Rerouting mechanisms can be implemented in the physical layer or the link layer.
They both provide fast fault recovery but needs specialized hardware and consumes
excessive resources. They can also be implemented in the application layer which
provide flexible fault recovery but lead to slow recovery and make applications
become more complex. Thus we believe implementing fault recovery mechanisms
in the network layer is the most appropriate design decision. Unfortunately, most
current multicast fault recovery mechanisms implemented in the network layer are
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proposed for the best-effort routing protocol, and do not take QoS requirements
into account. Though there exist a few rerouting mechanisms for the QoS-based
multicast routing protocols, they suffer the problems of slow recovery and heavy
overhead caused by the end-to-end rerouting technique, or low successful recovery
ratio caused by the local rerouting technique. Moreover, most of these mecha-
nisms are dependant on the underneath multicast routing protocols. Hence there
are strong reasons to believe that it is necessary to design a new fault recovery
mechanism for an QoS-based multicast routing protocol (QROUTE) to achieve
fast recovery, low rerouting overhead and high successful recovery ratio.
1.2 Accomplishments and Contributions
The major contribution of this thesis is to incorporate a new fault recovery mech-
anism to QROUTE [13]. The fault recovery mechanism uses reserved backup paths
and a hybrid rerouting method to find a new connecting path for segmented mul-
ticast trees, yielding low message overhead, fast recovery time and high successful
recovery rate.
During the construction of a multicast routing tree, the primary path and the
backup paths are created simultaneously. Unlike the primary path, the backup
paths do not reserve any resource. When a fault occurs, the fault recovery process
is executed by routers detecting the fault first and if the former procedure fails,
then the affected leaf members start the end-to-end fault recovery process.
We have developed simulation models using OPNET simulator to evaluate the
performance of our fault recovery mechanism. In order to validate the simula-
tion model, we have also implemented our fault recovery mechanism in QROUTE
routers and compare the measured results with those of simulation.
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1.3 Structure of the Thesis
The thesis is structured as follows. In Chapter 2, we present a survey of exist-
ing fault recovery mechanisms. These mechanisms range from mechanisms im-
plemented in the physical layer to the network layer. In Chapter 3, we describe
our proposed fault recovery mechanism that builds an alternative path in order to
repair the disconnected multicast tree. In Chapter 4, we discuss the design and
implementation details of the simulation models of our fault recovery mechanism.
In Chapter 5, we evaluate the performance of the fault recovery mechanism by
comparing it with other fault recovery mechanism through extensive simulation.
In Chapter 6, we describe the implementation details of our fault recovery mecha-
nism in QROUTE routers and its performance measurement in a QROUTE router
testbed. This thesis is concluded in Chapter 7.
Chapter 2
Related Works
Fault recovery in networks typically requires rerouting traffic from the failing part
of the network to another part of the network. During the operation, any of the
network component may fail. Common network failures are link failure and router
failure. Router failure implies all links to and from that router are not operational.
The aim of fault recovery is to minimize interrupted service time due to a network
failure and to keep the recovery process as transparent as possible to the end-users.
The alternative path taken by the rerouted traffic may be created after failure
occurs or pre-planned before failure occurs. The rerouting process is named as
“reactive protection” in the former case, while it is named as “proactive protection”
or “pre-planned protection” in the latter case. Compared to reactive protection,
proactive protection decreases interruption of service time. But it may require
additional hardware to provide redundancy in the network and consume additional
resources like storage space to keep backup path information and link capacity
reserved for backup paths. The different mechanisms we discuss in this chapter
illustrate the trade-off between recovery time and costs incurred by recovery.
In this chapter, we describe the existing fault recovery mechanisms. Firstly, we
present an overview of the fault recovery and formalize the total recovery time for
7
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Figure 2.1: Classification of fault recovery mechanisms.
a network. Secondly, we investigate the fault recovery mechanisms used in lower
layers (physical and MAC layer), which rely on hardware so that their recovery
time is the shortest. However, they also need hardware redundancy. Thirdly, we
examine the fault recovery mechanisms for unicast routing in the network layer.
These fault recovery mechanisms are typically implemented in software providing
more flexible reactive protection that saves costs in hardware and storage but at
the expense of longer latency for rerouting, when compared to the corresponding
mechanisms used in lower layers. For example, in order to obtain a trade-off
between recovery time and cost in network, ATM or MPLS provide mechanisms
performing fault recovery between physical layer and network layer. We also discuss
fault recovery mechanisms for multicast routing.
2.1 Overview of Fault Recovery
Fault recovery is a mechanism that can be used in both circuit switching and packet
switching networks. When a link or node fails, the affected network traffic must
be re-routed via other routing paths in order to reach its destination.




Figure 2.2: The end-to-end restoration.
Fault recovery mechanisms for networks can be classified as illustrated in Fig-
ure 2.1. They are broadly classified into two classes: the proactive protection and
the reactive protection. Proactive protection pre-establishes a backup path or link.
Thus during normal operation, the primary path is used for transmitting data traf-
fic and the backup path is reserved and monitored. When a node or link fails, data
traffic is switched to the backup path. The backup path and the primary path
may be completely disjoint or have some links or nodes in common. Hence the
proactive protection is also named as the pre-planned protection. Reactive pro-
tection establishes an alternative path or link on demand for restoring data traffic
after the occurrence of a fault. The alternative path could typically bypass the
failing node or link upon detecting a fault. The strength of proactive protection
is fast recovery and high reliability, but it consumes much more resources than
reactive protection and has low efficiency of resource usage. Compared to proac-
tive protection, reactive protection consumes less resource and has higher efficiency
of resource usage. But it needs more time for recovery and has in general lower
availability of a recovery path.
Proactive and reactive protection can further be divided into end-to-end protection
(path-based protection) and local protection (link-based protection). In end-to-end
protection, the idea is to provide a backup path from the source to the destination
for each path. The backup path consists of links and nodes disjoint from those of
the primary path. The drawback of this approach is that when there is a link or




Figure 2.3: The local restoration.
node failure, this information has to propagate back to the source and the source
switches data packet from the primary path to the backup path. For example, in
Figure 2.2, when the middle node fails, the node on its left has to propagate back
the error message to the source that then switches to the backup path.
In local protection, the backup path is provided locally and therefore failure in-
formation does not have to propagate back to the source before connections are
switched to the backup path. The idea of local protection is illustrated in Fig-
ure 2.3. When the middle node fails, the node on its left switches the connection
to its own backup path, which connects to the node on the right of failing node.
The advantage of the local protection is the short restoration time, but at the
expense of lower availability of backup path when compared to the end-to-end
protection.
Proactive protection can use a dedicated backup path for a primary path. In this
case, it has the advantages of short restoration time and high availability of backup
path, but at the expense of excessive resource reservation. For a better resource
utilization, some resource sharing techniques can be used. If two primary paths
do no fail simultaneously, their backup paths can share network resource. This
mechanism is known as backup sharing. In a dynamic traffic scenario, a primary
path can share resource with a backup path in order to further improve resource
utilization. This mechanism is known as primary-backup sharing. Its drawback is
higher blocking probability compared to the other two mechanisms.
A complete fault recovery consists of seven steps. The first four steps mainly deal
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with rerouting, after the occurrence of failure, to switch traffic from the primary
path to the backup path; while the remaining three steps deal with the restoration
to the primary path, after the failure has been corrected, to switch back traffic on
the primary path.
Firstly, for fault recovery the network should be able to detect a failure. Failure
detection can be done either by dedicated hardware or software in adjacent nodes
of a failed node. In the case of hardware detection, a failure of a node or link is
detected by a network card (such as Ethernet Card) and reported to the device
driver. Node or link failure is usually reported at both upstream and downstream
nodes of the failure.
If a link is not bi-directional the failure is reported only at one end of the link.
In the optical network, an optical link failure can be detected downstream of the
fault through loss of light. If the underlying network runs its own protocols in
lower layers, then failures may be detected and reported to both upstream and
downstream nodes. Such protocols require bi-directionality. An example is SONET
which runs an out-of-band control protocol to monitor the link. Many routing
protocols in IP network run hello message exchanges. Such exchanges are generally
infrequent since routing table updates do not need to be rapid. Therefore, the
recovery time relying on these hello messages is longer than the one which uses
mechanisms in the physical layer or link layer. In telecommunication network,
nodes in the network, such as ATM network, run signalling protocols to detect and
report failures. Usually, the signalling protocols can not only detect neighboring
errors but also the remote errors. Therefore, the failure information can be reported
to both upstream and downstream nodes and remote node.
Secondly, for fault recovery, nodes that detect network failure must notify certain
nodes in the network of the failure. Which nodes should be notified of the fail-
ure depends on the fault recovery mechanism. For instance, in the end-to-end
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rerouting, the source node should be notified of the failure. Whereas, in the local
rerouting, only the adjacent nodes should be notified of the failure and the failure
notification needs not to be sent to the source.
Thirdly, for fault recovery, a backup path must be computed. In proactive rerouting
mechanism, it is performed before failure detection. In the forth step of fault
recovery, instead of sending traffic on the primary path that has failed, the traffic
should be sent on the backup path. In the rerouting process, it is called switchover.
Switchover completes the repairing of the network after a failure.
When failure is repaired successfully, depending on fault recovery mechanisms traf-
fic can be either switched back to the primary path or can be kept sending on the
backup path. In the latter case, no further steps are necessary to switch back traf-
fic to the primary path while three additional steps are needed to complete fault
recovery in the former case. First, a mechanism must be available for detecting the
completion of a failure repairing. Secondly, nodes of the network must be notified
of the fault recovery, and thirdly the relevant nodes must send back the traffic on
the primary path in the so-called switchback step.
In data communication, when a link or node in the path from a sender to a receiver
fails, the users at the receiving host would have experienced service interruption
until the path is repaired. The duration of the interruption, which we call the
“fault recovery time”, is the time interval between the arrival of the last bit at
the receiver before the failure and the arrival of the first bit at the receiver after
the path is repaired. Here we assume the downstream routers are responsible for
fault detection and fault recovery initiation. Some definitions are given(Refer to
Figure 2.4):
• Tdetect - the time taken by a node (say D) to detect a failure. In our mechanism
(see Section 3.3 for details), the detection time is given by the interval when
router D does not receive N hello messages (N=3) successively from router C,
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where the hello messages are constantly exchanged between adjacent nodes
to assure each other of being alive.
• Tnotif - the interval from the moment when a router (e.g D ) detects the link
failure (and generates a notification) to the moment when another router
(e.g. E) responsible for initiating the fault recovery receives the notification
message. In our fault recovery mechanism, a router detects a failure and also
initiates a fault recovery (such as router D) and hence Tnotif is equal to 0.
• Tcomp - the interval from the moment when the router (E) receives the no-
tification message to the moment when a new alternate by-pass path has
been found successfully. In our mechanism, router D (Figure 2.4) first ini-
tiates the fault recovery. If router D can not find a QoS-guaranteed new
path, it will inform router E and router E will start the fault recovery pro-
cedure. This process is repeated until a router can find a new by-pass path





m=1 Tdelay where Tprobe is the interval from the
beginning of a fault recovery procedure initiated by a router to the moment
when the router stops the fault recovery procedure, Tdelay is the interval from
the moment when router D sends a message to inform router E of its failure of
a fault recovery procedure to the moment when router E receives the message
and N is the number of routers involving the fault recovery procedure.
• Tswitchover - the interval from the moment when router E finds a new path
between itself and router B to the moment when router E has switched the
data traffic from the failing path to the new path.
• Tdij - the sum of the queuing, transmission and propagation delay need to
send data between two nodes i and j.
For example, in Figure 2.4, the total fault recovery time is given by:








Figure 2.4: Fault recovery over a link failure.
Trecovery = Tdetect +Tnotif +Tcomp +Tswitchover +(TdBE +TdEF )−(TdDE +TdEF ) (2.1)
In the worst case, if no packets arrive at node D just before the occurrence of the
failure, the total fault recovery time is given by:
T ‘recovery = Tdetect + Tnotif + Tcomp + Tswitchover + (TdBE + TdEF ) (2.2)
Because Tdij depends on the location of the failure and not depends on the fault
recovery mechanism, we define the total repair time Trepair which only depends on
the fault recovery mechanism by:
Trepair = Tdetect + Tnotif + Tcomp + Tswitchover (2.3)
2.2 Fault Recovery at Lower Layers
Fault recovery mechanisms at lower layers need dedicated hardware to detect and
repair failures. Typical fault recovery mechanisms at lower layers are these used in
ring networks. A ring network is a network topology where all nodes are connected
to the same set of physical links. Each link forms a loop. In counter rotating ring
topologies, all links are unidirectional and traffic flows in one direction on one
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half of the links. Self-healing rings are particular type of counter rotating ring
networks, which perform rerouting as follows. In normal operation, traffic is sent
from a source to a destination in one direction only. If a link or node between
the source and the destination fails, then the other direction is used to reach the
destination such that the failed link or node is avoided. Self-healing rings require
expensive specific hardware and waste half of the available bandwidth to provide
full redundancy. On the other hand, lower layer protection mechanisms are the
fastest rerouting mechanisms available as self-healing rings can reroute traffic in less
than 50ms. Examples of rerouting mechanisms at lower layers which all rely on a
counter rotating topology are SONET (Synchronous Optical Network) UPSR (Uni-
directional Path-Switched Ring) and SONET BLSR (Bidirectional Link-Switched
Ring) Automatic Protection Switching [15], FDDI (Fiber Distributed Data In-
terface) protection switching [16], and RPR (Resilient Packet Ring) Intelligent
Protection Switching [17].
The lower layer rerouting mechanisms are fast because the nodes that detect the
failure themselves perform the switchover step instantaneously (ie Tnotif , Tcomp, Tswitchover →
0), bypassing the notification step The total repair time in Equation 2.3 is therefore
reduced to the detection time (Trepair ≈ Tdetect).
2.3 Fault Recovery at Network Layer
In packet switching networks like the Internet, unicast routing protocols are in-
herently resilient to failures. Unicast routing protocols take account of topology
changes such as a link or a node failure and recompute routing tables accordingly
using a shortest path algorithm. When all routing tables of the network are re-
computed and have been converged, all paths that were using a failed link or node
are rerouted through other links or nodes. However, convergence is fairly slow and
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takes usually several tens of seconds. Part of the reason for this is that unicast
routing protocols use timers to detect link or node failure and the timers are often
set to be in the order of 1 second to more than 10 seconds. It makes the Tdetect
larger compared with the fault recovery mechanisms at lower layers. Secondly, all
routers in the network have to be notified of the failure. Propagating notification
messages is done in an order of magnitude of tens of millisecond which makes Tnotif
negligible compared with Tdetect. When routers receive notification messages, rout-
ing tables have to be recomputed before paths are switched. Recomputing routing
tables implies using CPU intensive shortest path algorithms which can take the
time Tcomp of several hundred milliseconds in large networks.
2.4 MPLS Unicast Fault Recovery
Fault recovery at the lower layer (such as the physical layer) is fast but requires
dedicated hardware. On the other hand, fault recovery at the network layer (such as
IP rerouting) is slow but does not rely on any specific topology and is implemented
in every router over the Internet. MPLS (Multiprotocol Label Switching), which is
implemented between the IP and MAC layers, supports fault recovery mechanisms
that provide a trade-off between repair speed and resource consumption.
Several fault recovery mechanisms have been proposed to reroute unicast traffic in
MPLS [18, 19, 20]. A fast MPLS fault recovery mechanism, MPLS Fast Rerouting,
is proposed in [21].
Fast rerouting requires that a backup path is computed before a link or node failure.
Suppose traffic flows from the ingress Label Edge Router (LER) to the egress LER
of an MPLS domain through a primary path, and the backup path has already been
set up. The first router of the backup path is called PSL (Path Switching Label
Switching Router), and the last router of the backup path is called PML (Path
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Merging LSR). Those two routers are the common routers between the primary
path and the backup path. If a link in the primary path fails, the router upstream
of the failed link detects the failure and sends the packets whose destination was
the egress LER back to the ingress LER. When the first of those packets reaches
the PSL, the PSL knows that a failure has occurred. The PSL then forwards on
the backup path the packets coming back from the detecting router. This ensures
that no packet is lost after the fault is detected, during the notification step of
the fault recovery mechanism. The switchover step is instantaneous as the PSL
only needs to start forwarding the packets coming from the ingress LSR going to
the egress LSR on the backup path instead of the primary path. A disadvantage
of Fast Reroute is that the packet sent during the notification step arrives out of
order. The major advantage of MPLS unicast Fast Reroute is that rerouting is fast
and no packet is lost after the fault is detected. When the failed link is physically
repaired, the router that detected the failed link sends a notification message to
the PSL which can send traffic back from the backup path to the primary path in
the switchback step. Switchback, like switchover is instantaneous.
MPLS Fault recovery is faster than the fault recovery at the network layer but
slower than the fault recovery at the MAC or physical layer. Indeed, MPLS fault
recovery saves the switchover step that is expensive in the fault recovery at the
network layer, but does not get rid of the notification step as the fault recovery at
the lower layer does.
2.5 Multicast Fault Recovery
Unicast fault recovery mechanisms can protect multicast routing trees from link
or node failure by setting up a backup path from each group member to the core
of a core based tree or the source of a shortest path tree. Protecting multicast
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routing trees from failures requires computing, advertising and reserving bandwidth
for many unicast backup paths, some of them possibly having links or nodes in
common and therefore leading to link capacity waste if bandwidth is reserved on
the backup paths. In addition, most unicast fault recovery mechanisms do not take
QoS (quality of service) into account. In order to reduce resource consumption and
provide QoS, a few fault recovery mechanisms applicable to ATM or MPLS that
take multicast into account have been proposed. In the packet switching networks,
there are some fault recovery mechanisms proposed as extensions to IP multicast
routing protocols. Moreover, recent wireless ad-hoc multicast routing protocols
including several fault recovery mechanisms.
In [22], a proactive end-to-end rerouting mechanism applicable to ATM was intro-
duced. According to this fault recovery mechanism, each ATM multicast tree has
a source node, called the root, and multiple destination nodes, called leaves. Some
members of multicast tree are placed on the trunk of the tree. During the con-
struction of a multicast tree, one preplanned zero-bandwidth backup VP (virtual
path) is established between each pair consisting of a root and a leaf. Furthermore,
the backup VP is the shortest disjoint path from the leaf to the root. When failure
occurs, the ATM’s downstream nodes of the failed link or node detect the failure
and send an Alarm Indication Signal (AIS) to notify the destination nodes (leaves)
of the failure. When the leaf node receives the AIS, it starts the bandwidth-capture
procedure from the pre-assigned backup VP. When it receives a restoration mes-
sage, each intermediate node checks the available spare capacity on the link of the
backup route. If the available spare capacity is sufficient, it captures the required
bandwidth on the link and then transmits the restoration message to the next
node on the backup route. Otherwise, a cancellation message backs off the leaf
indicating that the backup route is not available due to bandwidth capture failure.
If a node receives the cancellation message, it releases the captured bandwidth. If
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the canceling message backs off the leaf which started the bandwidth capture pro-
cess, the leaf starts a source-based dynamic restoration algorithm to find another
restoration route. If the corresponding root node receives successful restoration
messages, it switches traffic from the failed route to the backup route. Then the
restoration process is complete.
In [23], an algorithm that builds a primary and a backup tree at the same time
is presented. The algorithm minimizes the bandwidth that is used by the pri-
mary and the backup paths. The algorithm selects in turn every member of the
group, starting with the source (in the case of shortest path trees) or core (in the
case of core-based trees). For each member, two disjoint paths from the source or
core to this member that respect certain resource availability properties are com-
puted. One path is inserted in the primary tree and the other in the backup tree.
Bandwidth used by the trees is minimized. In order to minimize the amount of
bandwidth consumed, the capacity on links is shared among backup paths. Capac-
ity in the backup path can be shared at two levels. The first level is Inter-request
sharing that refers to the case of sharing the backup reservation belonging to dif-
ferent requests that do not share link along the primary path. The second one
is intra-request sharing which refers to the case of sharing the backup paths for
different node failures in the current multicast tree. However, since a backup path
protects the tree for all possible failures, the total bandwidth that should be re-
served for the backup tree is the same as the bandwidth reserved for the primary
tree. Similar algorithms that do not take bandwidth utilization into consideration
but also build a primary and a backup tree simultaneously are discussed in [24]
and [25].
In IP networks, the original specification of core based trees [5] includes a local
rerouting mechanism for repairing a multicast routing tree when a node or link
fails. The root of a disconnected multicast sub-tree would initiate a fault recovery





Loop that is formed
Figure 2.5: Loop formation in a rejoining sub-tree.
process by sending a Rejoin Request packet toward the core using the appropriate
unicast routing protocol. However, it is possible that the Rejoin Request packet
reaches one of the children of this root so that a loop would be formed in the
sub-tree when the child sent a Rejoin Ack in response to the Rejoin Request. In
order to avoid this situation, this root would flush the sub-tree (using Flush Tree
packet) if it detected that the new path went through one of its children.
Subsequently, [26] indicated that the recovery mechanism in the original specifica-
tion of CBT [5] could result in the formation of incorrect multicast tree because
it is also possible that the Rejoin Request is routed through one of the descen-
dants of the root, other than its child and then loops could be formed. Figure 2.5
describes an example of a loop forming in a disconnected sub-tree when attempt-
ing to reconnect the sub-tree with the core. In the figure, the core and the root
of the disconnected sub-tree are shown. There is a broken link immediately pre-
ceding the root node. The root would try to reconnect to the core by sending
a Rejoin Request packet. The dashed path is the correct route for reconnecting
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the disconnected sub-tree with the core. Unfortunately, the Rejoin Request packet
routes through one of the descendants of the root. When this descendant receives
the Rejoin Request, it would send back a Rejoin Ack to the root. Thus a loop
forms and the sub-tree is unable to reconnect with the core. The loop is shown
with the thick line from root back to itself.
In order to resolve the problem of loop forming after faults, the protocol specifica-
tion of core based trees was modified to eliminate the possibility of generating loops
when faults are detected [27, 28]. Rather than trying to reconnect the sub-tree,
the sub-tree is flushed and all group members in the sub-tree attempt to rejoin the
tree individually. This eliminates the problem of loop formation when rejoining
the sub-tree; however, there are three drawbacks to this approach. The first is that
there would be a substantial delay in rebuilding the tree, as distant members of the
sub-tree first receive a Flush Tree packet and must then initiate a Join Request
with the associate delay. During the rebuilding phase, no packets are received
from the core. The second disadvantage is that a sub-tree with many members
could experience a substantial increase in network traffic as the control packets are
propagated through the network. Finally, overhead at the on-tree routers may be
high when processing many simultaneous requests to join the group.
Since nodes in wireless ad-hoc networks are moving and nodes are also power
limited, the nodes and links are more likely to fail. Therefore, the fault recovery
mechanism is an indispensable part of multicast routing protocols in wireless ad-
hoc networks.
In [29] the Ad Hoc On-demand Distance Vector Routing (AODV) protocol uses a
local rerouting mechanism to repair failures. Similar to the fault recovery mecha-
nism in the original specification of CBT [5], the node downstream of the failing
node or the broken link is responsible for initiating the fault recovery procedure
by broadcasting Route Request message using an expanding ring search.
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Dynamic Source Routing (DSR) protocol utilizes an end-to-end rerouting mecha-
nism for fault recovery [30]. In order to improve the performance and reduce the
overheard, it converts to a local rerouting mechanism where an intermediate node
uses backup routes to salvage the packet, which means that the intermediate node
replaces the original source route in the packet with the route from its route cache
and forwards the packet along the alternative route.
The On-Demand Multicast Routing Protocol (ODMRP) is a mesh-based, instead
of a tree-based, multicast protocol that provides multiple routes among multicast
members [31]. ODMRP creates a mesh of nodes which forward multicast pack-
ets via flooding (within the mesh), thus providing path redundancy. Thus, the
characteristic of path redundancy provides the ability of fault recovery.
The Ad Hoc Multicast Routing Protocol (AMRoute) creates a bidirectional shared
multicast tree using unicast tunnels to provide connections between multicast group
members [32]. AMRoute relies on an underlying unicast protocol to maintain con-
nectivity among member nodes. Thus, the underlying unicast protocol is responsi-
ble for finding an alternative route for multicast maintenance when the original link
is broken. The major disadvantage of the protocol is that it suffers from temporary
loops and creates non-optimal trees when mobility is present.
Current multicast fault recovery mechanisms protect multicast routing trees from
any link or node failure. The fault recovery mechanisms in physical and link layers
can provide fast speed fault recovery, but they need specialized dedicated hard-
ware and consume excessive resources. Current unicast fault recovery mechanisms
in the network layer are not efficient for multicast as they need to reserve exces-
sive resource. ATM or MPLS provides fault recovery mechanisms that are faster
than those in the network layer and do not need dedicated hardware, but they are
not efficient for multicast. Therefore, multicast fault recovery mechanisms in the
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network layer are the best choice. However, current multicast fault recovery mech-
anisms suffer from several problems. For example, the fault recovery mechanism
in Core Based Tree protocol has a problem of loop formation or large rerouting
overhead caused by the end-to-end rerouting. The fault recovery mechanisms in
wireless ad hoc network consume too many resources by keeping backup paths and
broadcasting join requests. Therefore, it is necessary to develop an efficient multi-
cast fault recovery mechanism in the network layer which can achieve the trade-off
between the repairing speed and resource cost. In the next Chapter, we develop a
multicast fault recovery mechanism that computes a zero resource reserved backup
path and finds an alternative path after a failure using a hybrid rerouting method.
Chapter 3
A Multicast Fault Recovery Mechanism
In this chapter, we propose a fault recovery mechanism to repair a QoS-guaranteed
multicast routing tree after link or node failures occur. This fault recovery mech-
anism uses zero resource reserved backup path and hybrid rerouting techniques to
search for an alternative path.
As stated in Chapter 2, fault recovery mechanisms can be categorized into the
end-to-end rerouting mechanisms and the local rerouting mechanisms; the proac-
tive protection mechanism and the reactive rerouting mechanism. Each kind of
fault recovery mechanism has its own strengths and shortcomings. The strength of
the end-to-end rerouting mechanism is high availability of recovery paths, but it ex-
periences long fault recovery time and causes much rerouting overhead. Compared
to the end-to-end rerouting mechanism, the local rerouting mechanism experiences
shorter fault recovery time and causes less rerouting overhead. But it has lower
availability of recovery path. The advantage of the proactive protection mechanism
is fast recovery and high reliability, but it consumes more resources and has low
efficiency in resource usage. On the other hand, the reactive rerouting mechanism
consumes fewer resources and has higher efficiency in resource usage. But it needs
more time for fault recovery and has lower availability of recovery path.
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Our fault recovery mechanism combines a hybrid rerouting method and a zero
backup reserved path technique to obtain fast recovery time, high availability of
recovery path and low resource consumption. Our fault recovery mechanism first
uses the local rerouting method to search candidate paths after failure and falls
back on the end-to-end rerouting method only after the failure of the previous local
rerouting searching. This hybrid rerouting method can reduce rerouting overhead
as much as possible, speed up the fault recovery and give high availability of
recovery path at the same time. In order to further reduce the rerouting overhead,
we use a zero resource reserved backup path technique which builds backup paths
before a failure occurs and does not allocate resource for the backup paths in
order to overcome the shortcoming of consuming excessive resource. Specifically,
since the multicast member can join or leave a multicast group dynamically which
makes the proactive end-to-end protection mechanism inefficient for multicast fault
recovery, our fault recovery mechanism builds link-based backup paths instead.
When a failure occurs, similar to the fault recovery mechanism in CBT protocol,
the root of the disconnected multicast sub-tree sends rejoin request packets to find
an alternative path. In order to avoid loop formation, our fault recovery mechanism
uses a hop count comparison technique to solve this problem, which is explained
in section 3.4.
In general, our fault recovery mechanism for QoS-guaranteed multicast routing
protocol has the following advantages:
• Fast recovery time, high availability of recovery path and low resource con-
sumption.
• Minimum rerouting overhead.
• Free of Loop formation.
• QoS Guarantee, establishment of an rerouting path meeting multiple QoS
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constraints.
Since our proposed fault recovery mechanism is primarily used for the QROUTE
protocol which uses flooding technique to build a source-based multicast tree, our
mechanism is intended for the source-based QoS-guaranteed multicast routing pro-
tocols used primarily in wired and intra domain networks. The zero backup re-
served path technique used in our mechanism assumes that the backup path infor-
mation kept in routers will be valid for a certain period of time which means the
routing state and the resource state are not changed quickly. In contrast, nodes in
wireless ad-hoc network are moving frequently. Thus the backup path information
will be quickly invalid which results in our mechanism can not take advantage of
this information to reduce rerouting overhead and instead spends unnecessarily
extra time in searching invalid backup paths. Both the QROUTE protocol and
our fault recovery mechanism are only applicable to the network with bidirectional
links because they use the same path for candidate paths forward searching and
backward resource commitment. Thus our mechanism as it is can not repair the
QoS-based multicast tree with unidirectional links. Finally, the QROUTE protocol
and our fault recovery mechanism are intend to solve the problems of Qos guaran-
teed multicast routing. And they do not make an special attention to the reliable
multicast problem.
3.1 QROUTE Protocol Overview
The original motivation of designing our fault recovery mechanism is to make
QROUTE [33], a QoS-guaranteed multicast routing protocol, more survivable.
The term ”survivable” here means that a QoS-based multicast routing tree built
by using QROUTE protocol can keep multicast data transmission despite failure.
QROUTE protocol uses the source tree algorithm to build a separate multicast
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tree for each source. It is intended for intra-domain routing since it utilizes flood-
ing technique. In order to reduce the flooding overhead incurred when searching
candidate paths, QROUTE protocol uses several techniques. The first technique
is to avoid blind flooding by combining QoS constraint tests and TTL value. The
second one is flooding once during the establishment of a multicast routing tree.
The brief description of QROUTE protocol is presented in the following paragraph.
A new member of a multicast group sends a join request message to one multicast
router in the same subnet, and the multicast router is named as the default gate-
way in the QROUTE protocol. The default gateway performs QoS constraint tests
when receiving the join request message if it is not an in-tree router. If QoS con-
straints tests are successful, the default gateway reserves corresponding resources
tentatively and forwards the join request messages to its neighboring routers using
a controlled flooding approach which is implemented by combing QoS constraint
and TTL (Time to Life) value. This process is repeated on intermediate routers
until the join request message arrives at a tree node or the source node of the
multicast group. If the QoS constraint tests on the tree node or the source node
are successful, it returns a confirm message to the new member which initiates the
join request, along the reverse path of the join request message. The intermediate
routers along the reverse path confirm the tentatively reserved resources when they
receive the confirm message. A connection path to the multicast routing tree is
established when the new member receives the confirm message. Since it is possi-
ble that multiple feasible paths may be found and loops may form, intermediate
routers and the member of a group accept only one confirmation and prune the
rest to prevent loop forming. Since the QROUTE protocol is intend to be simple
to design and implement and building an optimal multicast tree is a NP-complete
problem, the current QROUTE protocol can construct a feasible tree but not an
optimal tree.
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Figure 3.1: Parts of our fault recovery mechanism.
3.2 Overview of Our Fault Recovery Mechanism
The purpose of our fault recovery mechanism is to repair a disconnected multicast
routing tree caused due to a node or link failure, by finding a new rerouting path
which satisfies the QoS constraints previously defined in the original multicast
routing tree. Since it does not need to switch back the multicast traffic from a
backup path to the primary path after a successful fault recovery, our fault recovery
mechanism only performs the first four steps as described in Chapter 2 that causes
the rerouting process to switch traffic from a primary path to a backup path after
a link or node failure. Our fault recovery procedure consists of two main processes
as shown in Figure 3.1; the first is the construction of a multicast routing tree, and
the second is the rerouting process after the occurrence of a node or link failure in
the multicast routing tree. The rerouting process can further be divided into the
local rerouting process and the end-to-end rerouting process.
We have modified part of the original QROUTE protocol by constructing a multi-
cast tree to simultaneously generate zero resource reserved backup links as follow.
Since QROUTE protocol uses flooding technique to search candidate paths, it is
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possible that a node in the network receives multiple confirm packets after sending
out request packets. According to the original QROUTE protocol, this node ac-
cepts a ”best” path and prunes other candidate paths. The definition of the ”best”
path varies with different end application. For example, where there are two or
more metrics such as bandwidth and delay, the best path that is optimal in one or
more metrics. In our fault recovery mechanism, when a node receives multiple con-
firm packets, it accepts a ”best” path and considers other paths as backup paths.
In order not to commit excessive valuable resources for fault recovery, this node
still returns prune packets to release resources temporarily reserved in the backup
paths. Other processing actions performed in routers are same as those defined in
the original QROUTE protocol.
After a multicast routing tree has been built, routers in the multicast routing tree
exchange Hello messages periodically to detect network failures. When detecting a
link or a node failure, the multicast router downstream of the failing link or node
immediately initiates a fault recovery procedure without notifying other nodes in
the network. This router first sends out rejoin request packets along the backup
paths if the backup paths for this multicast session are available in the router. If no
confirm packets are received from the backup paths or no backup paths are available
in the router, the router then floods rejoin request packets to all its neighboring
routers except the one in the backup paths and the children routers downstream
in the disconnected multicast sub-tree. When the router receives a confirm packet,
the router switches over the traffic from the primary path to the path from which
the confirm packet arrives and then the fault recovery procedure ends. If the router
still receives none confirm packet, its children routers in the disconnected multicast
sub-tree send rejoin request packets along their own backup paths if they have and
then flood rejoin packets if the former searching fails or they have no backup paths
for the multicast session. After this processing has been repeated three times and
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the routers still can not find a feasible rerouting path, the local rerouting procedure
finishes and the end-to-end rerouting procedure starts.
During the end-to-end rerouting procedure, the disconnected multicast sub-tree
caused by a node or link failure is completely disconnected and the corresponding
reserved resources are also released. Multicast receivers within the disconnected
multicast sub-tree initiate the end-to-end rerouting procedure individually by send-
ing our rejoin request packets to their own default gateways. The default gateways
then send out the rejoin request packets to their neighboring routers. The inter-
mediate routers receiving the rejoin request packets perform the same processing
actions as those done in the local rerouting procedure. If the receivers receive
confirm packets, they find new connection paths to the multicast routing tree
and rejoin themselves into the multicast group successfully. Thus the end-to-end
rerouting procedure finishes and the whole fault recovery procedure also completes.
3.3 Detailed Description
Seven kinds of control packets are used in our fault recovery mechanism, as summa-
rized in Table 3.1. Among them, request packet can be subdivided into two kinds:
the join request packet which is used in the construction of a multicast routing
tree and the rejoin request packet which is used in a fault recovery procedure.
3.3.1 The Construction of a Multicast Routing Tree
Since QROUTE protocol uses flooding technique to build a multicast routing tree,
routers sending out join request packets to their neighboring routers may receive
multiple confirm packets. Therefore, our proposed fault recovery mechanism can
utilize information carried by these multiple confirm packets to build backup paths
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Table 3.1: Summary of control packets
Packet Type Description
Request Send to probe paths
Confirm Send to confirm paths
Prune-back Send to notify the failure of probing paths
Prune-branch Send to prune a branch from the multicast tree
Hello Send to detect a node or link failure
Graft Send to notify the child routers to probe paths because
its parent router fails to find a rerouting path
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Figure 3.2: Operations in the construction of a multicast routing tree.
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without increasing routing overhead during the construction of a multicast rout-
ing tree. The basic operations on the intermediated routers are described in the
following:
1. A new member (or host) wishing to join a multicast tree sends a request
packet to the default gateway, which then sends the request to all its
neighboring routers (Figure 3.2(a)).
2. The request packet collects QoS information (such as accumulated delay)
along the routing path. When a router receives a request packet, it
performs the following operations:
(a) It checks if it has already received the request. If so, it waits for future
confirm packet or prune-back packet; otherwise it continues to step b
and c.
(b) If the node is not an in-tree node, it performs the QoS constraint tests
and hop bound test. If both are successful, the node reserves the
resources tentatively and sends the request to all of its neighboring
nodes except the one from which the request packet has been received
(Figure 3.2(b)); otherwise, it sends back a prune-back packet
(Figure 3.2(c))
(c) If the node is an in-tree node, it performs the QoS constraint test. The
QoS information (e.g. accumulated delay) contained in the request
packet and the known QoS information from the source to itself along
the multicast tree are used for the QoS constraint test. If the test is
successful, the router commits the required resources and returns a
confirm packet containing the consolidated QoS information and the
hop count from the source of the multicast tree to the router
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(Figure 3.2(d)). Otherwise, the router sends back a prune-back packet
(Figure 3.2(c)).
3. A router receiving a confirm packet after forwarding the request packet
checks if it has already received the confirm packet. If not, it becomes an
in-tree node, commits the tentative resource reservation and forwards a
confirm packet to its neighbor routers from which it previously received the
join request (Figure 3.2(e)). If so, it compares the new confirmation with
the previous one and accepts only the ”better” one and prunes the other by
sending out the prune-branch packet (Figure 3.2(f)). In the same time, it
considers the path from which the prune-branch packet is sent out as the
backup path. The definition of what is the ”better” confirmation varies
with different applications and is beyond the scope of this thesis. The
feasible path to the tree for the new member is found when the new
member receives a confirm packet.
4. Receiving a prune-back packet by a node from a neighbor signifies the
failure of the previous forwarded request in finding a feasible path. A node
releases all the tentatively reserved resources when it receives prune-back
packets from all the neighbors that it has sent the request to. The node also
propagates backward the prune-back packet to the neighbor from which the
request was received (Figure 3.2(g)).
5. An in-tree node receiving a prune-branch will release resources reserved for
that branch; it may forward the prune-branch to its in-tree parent node
upstream if it has become a leaf-node as a result of the last prune-branch
and considers the link from itself to its in-tree parent node as a backup link
(Figure 3.2(h)).
6. When a receiver host wishes to leave the multicast tree, it sends a
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prune-branch packet to its default gateway.
And the flowchart of the construction of a multicast routing tree is shown in
Figure 3.3, Figure 3.4 and Figure 3.5.
For example, Figure 3.6 illustrates a complete procedure of the construction of a
multicast routing tree with backup paths and we assume that the QoS constraint
test and hop bound test are successful on each intermediate router. User’s hosts
are not shown in Figure 3.6. The number above an arrow line indicates the
number of hops which a request packet has traveled. And the number inside a
circle indicates the number of hops from the router to the root of a multicast
tree. The receiver router is a default gateway which is in the same subnet as a
new user host wishing to join a multicast group and the source router is the root
of the multicast routing tree. In order to find a feasible path for connecting the
host to the multicast tree, the receiver sends request packets to all its neighboring
routers A, B and C (Figure 3.6a). After receiving the request packet from the
receiver, Router A, B and C forward the request packets to all ports (except their
input port) that have met the QoS constraint test and hop bound test. It means
that router A forwards the request packet to router B and D, router B forwards
the request packet to router A, C, D and F, and router C forwards the request
packet to router B and F(Figure 3.6b). Router D and F perform the similar
processing as the router A, B and C (Figure 3.6c). It is obvious that a router
may receive multiple copies of a request packet from its different neighboring
routers and it would return a confirm packet for all the request packets if it is a
in-tree node. When the source router receives the request packet from router D
and F, it returns a confirm packet to router D and F (Figure 3.6d). Router D
and F become in-tree nodes after receiving the confirm packet and forward the
confirm packet to its neighboring routers from which it previously received the
request packet (Figure 3.6e). When in-tree node D and F receive the confirm
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Figure 3.3: Flowchart of the construction of a multicast routing tree Part 1
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Figure 3.4: Flowchart of the construction of a multicast routing tree Part 2
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Figure 3.5: Flowchart of the construction of a multicast routing tree Part 3
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packet from each other, they send a prune-branch packet to each other, and then
the path from router D to router F and the path from router F to router D both
become backup paths (Figure 3.6f). Router A, B and C perform the similar
processing as router D and F when receiving the confirm packet(Figure 3.6g).
The receiver router receives the confirm packet from all its neighboring router A,
B and C. If the receiver receives the confirm packet from router B before from
router A and C, it selects the path to router B as the primary path and sends a
prune-branch packet to router A and C (Figure 3.6g, h, i, j). Finally, a primary
path and multiple backup paths are built.
3.3.2 Fault Detection
For clarity, we define a multicast router, which sends data to other multicast
routers, as the parent router and a multicast router, which receives data from its
parent router, as the child router. The hello interval is the number of seconds a
router waits before sending a new hello packet. And the dead interval is N times
of the hello interval and N is generally set to 3.
In order to detect a node or link failure within a multicast routing tree, in-tree
routers exchange hello packets periodically. In order to minimize the overhead of
exchanging hello packets, a parent router in a multicast routing tree can be
refrained from sending a hello packet if it has data packet to send to its child
router during a hello interval. If a router does not receive a hello packet or a data
packet from its neighboring router after the dead interval, it assumes that its
neighboring router or the link between its neighboring router and itself has failed.



























































































































Figure 3.6: The construction of a multicast routing tree with backup paths.
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3.3.3 Fault Recovery
After a failure of a node or a link in a multicast routing tree has been detected,
the immediate router downstream of the point of failure is responsible to initiate
a fault recovery procedure, and the immediate router upstream of the point of
failure releases the corresponding reserved resource for that failed link. If the
upstream router becomes a leaf of a branch, it sends a prune-branch packet to its
upstream parent router after an interval. And this process is repeated until the
prune-branch packet reaches a router that is not a leaf node.
Our fault recovery mechanism consists of two parts: the local rerouting procedure
and the end-to-end rerouting procedure.
The Local Rerouting Procedure
When the immediate router downstream of a failed node or link detects the
failure, it becomes a “sub-root” of the disconnected multicast sub-tree. The
“sub-root” first initiates the local rerouting procedure. The basic operations of
the local rerouting procedure are described in the following.
1. The “sub-root”, which is router C in Figure 3.7, checks if it has backup
paths. If so, it sends out rejoin request packets along the backup paths
(Figure 3.7a). Otherwise, it sends rejoin request packets to all its
neighboring routers. The rejoin request packet carries all relevant QoS
information (including bandwidth, delay, jitter, hop count from the source
of the multicast tree to the “sub-root”) stored at the “sub-root”.
2. The rejoin request packet collects QoS information (such as accumulated
delay) along the routing path. When a intermediate router receives a rejoin
request packet, it performs the following operations:





































































Figure 3.7: Basic operations of the local rerouting procedure.
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(a) It checks if it has already received the rejoin request. If so, it waits for
future confirm packet or prune-back packet; otherwise it continues to
the following steps.
(b) If a router which is not an in-tree node receives a rejoin request
packet, it performs the QoS constraint tests and hop count test. If
both are successful, it reserves the resources tentatively, sends out the
rejoin request along the backup paths, and floods the rejoin request if
the former fails. If the router has no backup paths, it floods the rejoin
request.
(c) If an in-tree router receives a rejoin request packet and the QoS
constraint test and hop bound test are successful, the router compares
the hop count from the source to itself with the hop count from the
source to the “sub-root” which is carried by the rejoin request. If its
hop count is bigger or equal to the hop count in the rejoin request, it
immediately sends back a prune-back packet without further
processing. Otherwise, it commits the required resources and returns a
confirm packet containing consolidated QoS information and the hop
count from the source of the multicast tree to itself (Figure 3.7b). If
the QoS constraint test and hop bound test are not successful, it
returns a prune-back packet.
(d) When a router becomes an in-tree node, it increases its hop count by
one and put the result in the confirm packet sent out by itself.
Moreover, it updates QoS information and the hop count stored at
itself. It also forwards a confirm packet to its neighboring routers from
which the rejoin request packet was received.
3. Receiving a prune-back packet by a node from a neighboring signifies the
failure of the previous forwarded rejoin request in finding a feasible path. A
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node except the “sub-root” releases all the tentatively reserved resources
when it receives prune-back packets from all the neighbors that it has sent
the rejoin request to. The node also propagates backward the prune-back
packet to the neighbor(s) from which the rejoin request was received. If the
“sub-root” receives prune-back packets from all its neighboring routers to
which it sent out rejoin request packets, it indicates the local rerouting
procedure by probing backup paths has failed. Then the “sub-root” begins
to probe paths using flooding rejoin request packets (Figure 3.7c). The
“sub-root” sends out rejoin request packets to all its neighboring routers
except to its children routers and those in the backup paths.
4. If the “sub-root” still can not find a feasible rerouting path after step 3, the
“sub-root” releases all reserved resources and sends graft packets to its
immediate descending children routers in the disconnected multicast
sub-tree, which are router D and E in Figure 3.7d.
5. When the children routers, router D and E, receive the graft packet, they
become the new “sub-root” of its multicast sub-tree. Then, each of them
first initiates the local rerouting procedure by probing backup paths and
then by flooding if the former fails. This process is repeated until a
successful rerouting or the graft packet has been transmitted three times
without finding a feasible rerouting path. The end-to-end rerouting
procedure begin when the local rerouting procedure has been failed.
The End-to-end Rerouting Procedure
In the end-to-end rerouting procedure, the disconnected multicast sub-tree is
completely released when the “sub-root” sends out a flush packet to every
receiver existing in the disconnected multicast sub-tree. When an intermediate
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router receives a flush packet from its parent router, it releases the reserved
resources and forwards the flush packet to its children routers. When the default
gateways which are in the same subnet as the receivers receive flush packets, they
start searching a feasible rerouting path by flooding rejoin request packets. The
intermediate routers perform the same actions on the received packets as those
performed during the construction of a multicast routing tree. When the default
gateways receive confirm packets, the fault recovery procedure finishes
successfully. Otherwise, the default gateway stops the fault recovery process after
three retries, which means the fault recovery fails.
3.4 Breaking Loops
A main problem in the fault recovery procedure for a multicast routing tree is a
loop formed in a rejoining sub-tree when the child or descendant router of the
“sub-root” returns a confirm to itself, which is mentioned in Chapter 2. Our fault
recovery mechanism uses the hop count method to solve this problem in which an
in-tree router returns a confirm packet only when its hop count is lesser than the
hop count carried by a rejoin request packet. Since the hop count of every router
is lesser than that of its children or descendant routers, our fault recovery
mechanism prevents the children or descendant routers of the “sub-root” from
sending a confirm to itself.
During the construction of a multicast routing tree, when a router receives a
confirm packet which carries the hop count of its upstream router, the router
increases the hop count carried by the confirm packet by one and stores the
result as its own hop count. Thus, when a new member of a multicast group joins
a multicast routing tree, all intermediate in-tree routers between the new member
and the multicast source have their own hop count, which indicates the number

















Figure 3.8: Breaking a loop.
3.4 Breaking Loops 46
of hops from itself to the multicast source. The nearer the router is from the
multicast source, the smaller its hop count is. For example, in Figure 3.8, the hop
count of router B is smaller than the hop count of router D.
In Figure 3.8, it is assumed that router C is the immediate downstream router of
the failing link between router B and C. So it becomes a “sub-root” of the
disconnected sub-tree. Since it has no backup path, it floods out rejoin request
packets to its neighboring router A and E, and the rejoin request carries its hop
count which is equal to 2. Router A and E are not in-tree nodes and QoS
constraints test and hop bound test at them are successful, so they forward rejoin
request packets respectively toward the multicast source or router D. When the
multicast source receives the rejoin request and compares its hop count with the
hop count carried in the rejoin request, the multicast source returns a confirm
packet because the hop count of the multicast source is 0 which is smaller than 2.
At the same time, because the hop count of router D is 3 which is bigger than 2,
router D sends back a prune-back packet. Therefore, a feasible rerouting path is
found from the multicast source and the “sub-root”, and the possible loop
between router C and D is terminated.
Chapter 4
Simulation Modeling
In this chapter, we describe the design and the implementation of simulation
models for our proposed fault recovery mechanism using OPNET simulator.
Since our fault recovery mechanism is used to enable QROUTE protocol to
become a survivable QoS-guaranteed multicast routing protocol, the simulation
models of our fault recovery mechanism are developed with the previous
simulation models for QROUTE protocol [33].
4.1 OPNET Simulator
OPNET (Optimized Network Engineering Tools) simulator provides a
development environment for simulating large communication networks with
detailed device or protocol or application modeling and performance analysis [34].
Both behavior and performance of modeled systems can be analyzed by
performing discrete event simulations. The OPNET environment incorporates
tools for all phases of a study including model design, simulation data collection,
and data analysis. The features of OPNET include graphical specification of
models, a dynamic and event-scheduled simulation kernel, integrated data
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Figure 4.1: Model structure hierarchy with OPNET.
analysis tools and hierarchical object based modeling.
Models built with OPNET are hierarchically structured, as shown in Figure 4.1.
At the lowest level the process domain is structured as a finite state machine
(FSM). The FSM can be structured with the help of a graphical editor that
allows the user to specify the relation between the single states and their
transitions. The single states and the transition conditions can then be
programmed with a C like language called Proto-C.
Processes that were specified in the process domain, different source and
destination modules offered by OPNET as well as data generators and queues
can then be grouped into nodes in the node domain. Nodes can be connected
with each other through links to build up different network architectures in the
network domain. OPNET itself can be divided into three large domains:
• Specification domain: In this domain different editors are offered that
enable the user to specify in a graphical manner the different levels of the
model. Editors for programming the finite state machines and parameter
specification are provided as well.
• Simulation domain: The simulation domain kernel offers the users a
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procedures library that simplifies various problems related to the subject of
data communication like the manipulation of data packets.
• Analysis domain: OPNET provides various tools that allow for the
collection of data, their graphical presentation and analysis.
4.2 Packet Formats
In the simulation, we define eight kinds of packets, five of which are used in
normal multicast communication, and the other three are used in the rerouting
procedure after a node or link failure occurs. During the construction of a
multicast routing tree, four kinds of control packets including join request,
confirm, prune-back and prune-branch packet are used. After a multicast routing
tree has been built, data packet is used for multicast data transmission. In order
to detect a node or link failure, in-tree nodes need to exchange hello packets
periodically. If a failure is detected, graft packet and flush packet as well as
request packet, confirm packet, prune-back packet and prune-branch packet are
used to find a feasible rerouting path. In order to differentiate request packet,
confirm packet, prune-back packet and prune-branch packet used in the
construction of a multicast routing tree and in the fault recovery procedure, one
field is needed in the packet format to indicate whether the packet is used for the
construction of a multicast routing tree or for a fault recovery procedure. The
format of all kinds of the packets is presented in Figure A.1 to Figure A.8.
4.3 The Router Model
The router model in the simulation is responsible for making routing decisions,
forwarding packet, maintaining local network states, and performing admission
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control and resource reservation. It is also responsible for detecting node or link
failures and performing fault recovery. This section presents the router model in
detail.
4.3.1 The Routing Tables
There are six kinds of tables in each router to support the functions of routing,
rerouting and data transmission.
1. The pending multicast routing table (PMRT) which contains the
information of in-progress (pending) multicast connection requests is shown
in Table 4.1. The entries in this table are removed after the routing process
of the join request terminates.
2. The multicast routing table (MRT) which contains the information of the
established connections is shown in Table 4.2. Its entries are removed when
the connection is released.
3. The recovery pending multicast tree (RPMRT) which contains information
of outgoing multicast connection rejoin requests in the “subroot” is shown
in Table 4.3. The entries in this table are removed after the rerouting
process of the rejoin request terminates. This table is only created in the
“subroot”. Other intermediate routers use the PMRT to contain the
information of in-process multicast connection rejoin requests.
4. The recovery multicast routing table (RMRT) which contains information
of the backup paths is shown in Table 4.4. Its entries are removed when the
information becomes stale.
5. The resource table which contains the resource information, such as
available bandwidth and delay, for every network port in a router is shown
4.3 The Router Model 51
in Table 4.5. The information is updated when a router performs
operations on the relevant control packets.
6. The Hello table which contains information of established multicast
connections in every network port in a router is shown in Table 4.6. Its
entries are removed when there is no established connection in the network
port.
4.3.2 The Node Model
At the node level, the router is modeled as an extension to the advanced router
model available in the standard OPNET library. All the functions of our fault
recovery mechanism including QROUTE protocol are performed in the
”QROUTE router” queue module which is added in the node model. The
network ports in the router demultiplex the received packet depending on their
types; that is, all IP packets are sent to the ”IP” module for processing, while all
the QROUTE packets are sent to the ”QROUTE router” module for processing.
In addition, a queue module which simulates different router scheduling
algorithm is added to each outgoing point-to-point network port.
4.3.3 The ’QROUTE router’ Model
The ’QROUTE router’ model is a queue model that performs all routing
functions of the QROUTE protocol and all rerouting functions of our proposed
mechanism as described in Chapter 3. Its state transition diagram is shown in
Figure 4.2.
In the ’QROUTE router’ module, each packet arrives for processing in the router.
If the router is busy in processing the previous packet, the arriving packet waits
in the queue until the router is free. And the packet leaves for a neighboring
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Table 4.1: The PMRT entry
Field Description
Multicast Address The multicast address of the multicast
connection.
Source Address The IP address of the source of the multicast
connection.
MTU The maximum packet length of the multicast
connection.
Burst Size The burst size of the multicast connection.
Bandwidth Constraint The bandwidth constraint of the multicast
connection.
Delay Bound The end-to-end delay bound constraint of the
multicast connection.
Request List The list of pending connection requests.
Outgoing Port List The list of networking ports, from which
the request packets for the multicast connection
are sent out.
Reserved Port List The list of network ports, in which
the network resource is tentatively reserved.
Backup Path Flag The flag indicate whether the request packets
are sent out along backup paths.
Timeout The time after which the router sends out prune-back
packets to the incoming ports from which request
packets were received.
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Table 4.2: The MRT entry
Field Description
Multicast Address The multicast address of the multicast
connection.
Source Address The IP address of the source of the multicast
connection.
MTU The maximum packet length of the multicast
connection.
Burst Size The burst size of the multicast connection.
Bandwidth Constraint The bandwidth constraint of the multicast
connection.
Delay Bound The end-to-end delay bound constraint of the
multicast connection.
Incoming Port The incoming port of the multicast connection
from the upstream node in the multicast.
Incoming Label The incoming label of the multicast connection
at the current node.
Outgoing Branch List The list of outgoing ports and the
corresponding outgoing labels for the multicast
connection.
Hop Count The number of hops from the current node to the
source.
Backup Path List The list of zero-reserved backup paths at the
current node.
Root Flag The flag indicates if the current node is the ”root”
of a disconnected sub-tree
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Table 4.3: The RPMRT entry
Field Description
Multicast Address The multicast address of the multicast
connection.
Source Address The IP address of the source of the multicast
connection.
MTU The maximum packet length of the multicast
connection.
Burst Size The burst size of the multicast connection.
Bandwidth Constraint The bandwidth constraint of the multicast
connection.
Delay Bound The end-to-end delay bound constraint of the
multicast connection.
Outgoing Port List The list of networking ports, from which the
request packets for the multicast connection
are sent out.
Backup Path Flag The flag indicates the request packets are sent
out along backup path.
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Table 4.4: The RMRT entry
Field Description
Multicast Address The multicast address of the multicast
connection.
Source Address The IP address of the source of the multicast
connection.
MTU The maximum packet length of the multicast
connection.
Burst Size The burst size of the multicast
connection.
Bandwidth Constraint The bandwidth constraint of the multicast
connection.
Delay Bound The end-to-end delay bound constraint of the
multicast connection.
Incoming Port The incoming port of the multicast connection
from the upstream node in the multicast.
Outgoing Branch List The list of outgoing ports and the
corresponding outgoing labels for the multicast
connection.
Hop Count The number of hops from the current node to
the source.
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Table 4.5: The resource table
Field Description
Port The port number.
Reserved Bandwidth The bandwidth of the outgoing link.
Reserved Bandwidth The reserved bandwidth of the outgoing link.
Propagation Delay The propagation delay of the outgoing link.
Table 4.6: The hello table
Field Description
Port The port number.
MRT Entry List The relevant multicast connections in this port.
Figure 4.2: The state transition diagram.
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router after finishing the packet process. Thus, the ’QROUTE router’ module is
implemented as an extension to the M/M/1 queuing system. The
’QROUTE router’ module consists of five main states - the ’idle’ state, the
’arrival’ state, the ’start’ state, the ’service’ state, and the ’done’ state, which
collectively implement the queuing system. Their basic functions are summarized
below:
1. Idle state - when there is no packet for processing or no event generated,
the module is in ’idle’ state.
2. Arrival state - When a packet arrives in the ”QROUTE router” queue
module, the module is in ’arrival’ state. And the packet will be put at the
end of an internal waiting queue of the module for further processing. If no
previous packet is under processing in the router, the module changes to
the ’start’ state. Otherwise, the module changes back to the ’idle’ state.
3. Start state - In the ’start’ state, the packet is at the head of the internal
waiting queue of the module. When the router processor begins to process
the packet, it first checks the packet type. Depending on the value of the
packet type, the router processor determines the corresponding processing
delay time and schedules a self-interrupt which ends after the corresponding
processing delay time. In the same time, the router processor is set to be
busy in processing a packet and the module returns to the ’idle’ state.
4. Service state - When the module receives a self-interrupt which is generated
in the ’start’ state, it changes from the ’idle’ state to the ’service’ state.
The module takes out the packet at the head of the internal waiting queue
and examines its packet type. Depending on the value of the packet type,
the module will change to any of the following states - the ’rcv req’ state,
the ’rcv cfm’ state, the ’rcv prbk’ state, the ’rcv prbr’ state, the ’rcv data’
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state, the ’rcv hello’ state, the ’rcv graft’ state or the ’rcv flush’ state. After
processing in one of the states, the module changes to the ’done’ state.
5. Done state - In the ’done’ state, the packet processing is finished and then
the router processor is set to be free which means that no packet is being
processed. The module checks if there are other packets in the internal
waiting queue. If so, it goes to the ’start’ state. Otherwise, it returns to the
’idle’ state.
Depending on the type of the packet at the head of the internal waiting queue,
the module goes to any of the following eight states - the ’rcv req’ state, the
’rcv cfm’ state, the ’rcv prbk’ state, the ’rcv prbr’ state, the ’rcv data’ state, the
’rcv hello’ state, the ’rcv graft’ state or the ’rcv flush’ state, whose processing
functions are presented below.
1. ’rcv req’ state - If the packet is a join request packet or a rejoin request
packet, the module enters the ’rcv req’ state.
2. ’rcv cfm’ state - If the packet is a confirm packet, the module enters the
’rcv cfm’ state.
3. ’rcv prbk’ state - If the packet is a prune-back packet, the module enters
the ’rcv prbk’ state.
4. ’rcv prbr’ state - If the packet is a prune-branch packet, the module enters
the ’rcv prbr’ state.
5. ’rcv data’ state - If the packet is a data packet, the module enters the
’rcv data’ state.
6. ’rcv hello’ state - If the packet is a hello packet, the module enter the
’rcv hello’ state.
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7. ’rcv graft’ state - If the packet is a graft packet, the module enter the
’rcv graft’ state.
8. ’rcv flush’ state - If the packet is a refresh packet, the module enter the
’rcv flush’ state.
Finally, the other four states in the diagram; the ’init’ state, the ’timeout’ state,
the ’hello timeout’ state and the ’node fail’ state; are responsible for the
housekeeping operations of the process model and the detection operations of
fault recovery.
1. ’init’ state - At the beginning of the simulation, the module initializes the
parameters for the simulation in the ’init’ state and then goes to the ’idle’
state.
2. ’timeout’ state - Every ten milliseconds the module goes from the ’idle’
state to the ’timeout’ state. In this state, each entry in the log table which
has timed out is removed.
3. ’hello timeout’ state - Every hello interval unit time the module goes from
the ’idle’ state to the ’hello timeout’ state.
4. ’node fail’ state - When a node fail event occurs, the module goes from the
’idle’ state to the ’node fail’ state. In this state, the router clears all routing
tables, releases all reserved resources and sets every network port at the
router as failure.
4.4 The Host Model
Hosts are the source and/or destination of multicast data transmissions. If the
host is the source of a multicast connection, it is responsible for accepting a
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multicast connection request and sending data to the destination hosts. On the
other hand, if the host is the destination of a multicast connection, it is
responsible for sending a multicast request to the source when it wants to join a
multicast tree or sending a prune-branch packet when it wants to leave a
multicast tree, and receiving data from the multicast tree. Our fault recovery
mechanism does not depend on the operations at the host, so we do not modify
the original host model developed in the simulation of QROUTE protocol. The
only thing modified for our fault recovery mechanism is the ’setup’ state and the
’pkt arrvl’ state in the ’QROUTE application’ module - when the host receives a
prune-branch packet that is generated during the end-to-end rerouting procedure,
the host sends out a rejoin request packet with the same multicast address as the
one in the prune-branch packet. All the detailed information about the host
model is described in [33].
Chapter 5
Experiments and Performance Evaluation
In this chapter, we evaluate the performance of our fault recovery mechanism by
comparing it with the fault recovery mechanism specified in CBT protocol which
is actually an end-to-end rerouting method, through a series of simulations. The
configuration of the simulation scenarios is described in section 5.1 followed by
the analysis of the simulation results.
5.1 Simulation Scenarios
5.1.1 Network Topology
In the simulation study, we use random network topologies generated using the
Waxman’s approach [35]. The nodes are randomly distributed over a rectangular
coordinate grid. Each node is placed at a location with integer coordinates. The
Euclidean metric is then used to determine the distance between each pair of
nodes. A link between two nodes µ and υ is added with a probability that is given
by the function P (µ, υ) = βe(−d(µ,υ)/Lα), where d(µ, υ) is the distance from µ to υ,
L is the maximum distance between any two nodes, and 0 < α≤1, 0 < β≤1.
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Larger values of β result in graphs with higher link densities, while small values
of α increase the density of short links relative to longer ones. The cost of a link
(µ, υ) in the graph is the distance between nodes µ and υ on the rectangular
coordinate grid. Graphs are generated and tested until the graph is a
two-connected network, which has at least one path between every pair of nodes.
5.1.2 Simulation Configuration
In the network model, each node is actually a 100M-switched Ethernet subnet
consisting of a router, a switch, a client host and a server host (Figure 5.1). The
router is interconnected to routers in other subnets by a set of 100Mbps
full-duplex point-to-point links and it is the default gateway for the client and the
server in its local subnet. In the simulation, there is exactly one multicast server
host in each subnet, generating data for multiple multicast sessions. The client
host simulates all the end hosts in a subnet, generating join or leave requests.
The arrival pattern of an end-host joining a multicast service and the connection
duration of a client both are modeled as exponential distributions. In our
simulation study we considered the bandwidth constraint QoSB, the end-to-end
delay bound constraint QoSD and the hop bounds (equivalent to distance or
cost), which are typically the most desirable QoS constraints to meet in
connection-oriented QoS routing like QROUTE.
5.1.3 Group Density and Background Traffic
We evaluate the performance of our fault recovery mechanism under different
group densities. Group density is defined as the ratio of group size of each
multicast session (in terms of the number of subnets that have clients or end-hosts
in the multicast group) to the total number of subnets in the network. For each






Figure 5.1: Subnet topology.
multicast session, the number of subnets that have end-hosts in the multicast
group depends on group density. The inter-arrival time of join request for client
hosts in a subnet is set inversely proportional to the number of multicast groups
that the subnet has. Hence the more multicast groups that a subnet has
end-hosts, the more frequently the corresponding host client generates join
requests. Hence the client joining rate of a particular multicast group is expected
to be somewhat fixed in a subnet (if there are end-hosts for the multicast group
in that subnet), which is a reasonable generalization of the traffic load.
We also evaluate the performance of our fault recovery mechanism under different
background traffic. The background traffic is defined as the ratio of bandwidth
consumed by the background traffic to the total bandwidth available in each link.
For each link in network, the bandwidth consumed by the background traffic and
the duration of bandwidth resource held by the background traffic are both
exponentially distributed.
In the simulation, a router in a subnet may fail at a random time after the
workload has statistically reached a stable state. For simplicity of simulation, we
restricted our study to the case of failure of in-tree transit routers that have no
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active servers and active clients. The failure of the source router will lead to the
collapse multicast tree, and the failure of a router that has active clients means
that the client can not recover from the failure unless there is a redundancy of
router in that sub-net. ”Active” here means that a server host or a client host
has joined one or more than one multicast sessions.
In addition to a modeling of our fault recovery mechanism, a simulation for the
fault recovery mechanism of the CBT protocol has also been developed. The
fault recovery mechanism in the CBT protocol represents a typical fault recovery
mechanism in multicast routing protocols, which uses the reactive method and
the end-to-end recovery method. Hence, although the QROUTE protocol is a
source-specific QoS-based multicast routing protocol mainly for small size
networks and CBT is a group-shared best-effort multicast routing protocol for
large size networks, we borrow the idea of the fault recovery mechanism in the
CBT protocol and assume the QROUTE uses both the end-to-end reactive
recovery mechanism similar to the fault recovery mechanism in the CBT protocol
and our fault recovery mechanism. We then compared the performance of these
two fault recovery mechanisms with respect to the same source based
QoS-guaranteed multicast tree (the tree is set up using QROUTE multicast
routing protocol) in a given network.
5.1.4 Simulation Parameters
The simulation models were developed using OPNET 7.0 simulator under Solaris.
The parameters used in our simulation, based on a 25-node Waxman network
topology, are specified in Table 5.1:
In the simulation, the network workload has statistically reached a stable state
after about 8 seconds from the beginning of the simulation, and a router fails
randomly during the range from 10th second to 80th second. Thus the duration
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Table 5.1: Protocol QoS constraint parameters
Parameter Value
The Bandwidth constraint (QoSB) 5Mobs
The end-to-end delay bound constraint (QoSD) 5ms
Hop count constraint 10
of a simulation is reasonably set to 120 seconds. Since the usual limited
geography of the LAN is 1-2 kilometers and our simulation uses a random local
area network topology generated by the Waxman’s approach, the length of
almost all links is much less than 2 kilometer which means the link propagation
delay is much less than 0.01 ms. The link propagation delay is very small
compared to router packet processing time, for instance, the router request
processing time of 0.46ms. Hence it can be ignored.
5.2 Performance Metrics
The performance metrics measured in the simulation study are the fault recovery
time, the control message overhead and the successful recovery ratio.
The fault recovery time TR is defined as the time interval between arrival of the
last bit at the receiving client host before the occurrence of a failure and the
arrival of the first bit at the same client after a successful fault recovery. We
define Td as the time to detect a failure and Tr as the time to reroute and
reconnect which is equivalent to the sum of Tnotify , Tcomp, Tswitchover,
(TdBE + TdFE)− (TdDE + TdFE) in Equation 2.1. Therefore, the fault recovery time
is given by TR = Td + Tr.
The control message overhead is defined as the number of control packets used
for searching a feasible rerouting path after a failure.
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Table 5.2: Workload parameters
Parameter Value
Number of nodes 25
Duration of simulation 120s
Router queue length Infinity
Router Request Processing time 0.46ms
Router Confirm Processing time 0.48ms
Router Prune-back Processing time 0.38ms
Router Prune-branch Processing time 0.51ms
Router Hello Processing time 0.05ms
Router Graft Processing time 0.04ms
Router Flush Processing time 0.01ms
Router Data Processing time 0.01ms
Host Processing time 1.087ms
Link propagation delay 0
Request Inter Arrival Time Distribution Exponential(10)
Sending Data interval time 20ms
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Table 5.3: Sizes of variant packets









The successful recovery ratio Rsic is defined as the average ratio of the number of
affected receivers successfully recovered from the failure (Nsic) to the number of
all affected receivers; i.e. Rsic =
Nsic
Nsic+Nfail
, where Nfail is the number of affected
receivers has never recovered from the failure.
5.3 Simulation Results
We use the simulation results of a 25-node Waxman network with average node
degree 3.68 for the first comparative performance study; the bandwidth
constraint (QoSB), end-to-end delay bound constraint (QoSD) and hop bounds
are set to 5Mbps, 5ms and 10 hops respectively.
In the simulation, we compare the performance of the two fault recovery
mechanisms in two conditions. One is one node failure that means the failure rate
is less than the recovery rate. Another is two node failures that means the failure
rate is bigger than the recovery rate. Of course, when the failure rate is bigger
than the recovery rate, it is possible that more than two failures occur
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successively within a short time. However, the network which we intend to study
in the simulation is under normal operation, not under the malicious attack by
illegal users where there may be three or even more failures occurring within a
short time. Thus, we believe that two node failures is a reasonable assumption
for the case where the failure rate is bigger than the recovery rate in the normal
network.
5.3.1 One Node Failure
Figure 5.2 compares the fault recovery time of the two simulated fault recovery
mechanisms for different group densities under six multicast sessions with 50%
background traffic. The fault recovery time here is only referred to the time used
to reroute a failure (Tr) and does not includes the failure detection time (Td), as
the latter is proportional to the hello interval time in our simulations and is not
affected by network traffic and the fault recovery mechanism. The simulation
results show that our fault recovery mechanism has less recovery time than that
of CBT for all group densities. This can be reasoned as follows. The fault
recovery mechanism of CBT uses the end-to-end rerouting method in which rejoin
request packets are sent out from multicast receivers regardless of the location of
failure. On the contrary, our fault recovery mechanism uses a hybrid method
which first uses the local rerouting method that makes rejoin request packets
probe a shorter path and falls back to the end-to-end rerouting method only
when the former method has failed. And mostly, our fault recovery mechanism
can find a feasible rerouting path when using the local rerouting method.
The simulation results also indicate that fault recovery time decreases with
increase of group density. This is because higher group density results in more
in-tree nodes in a multicast routing tree which makes it easier to find a feasible
rerouting path connected to in-tree nodes in less hops by rejoin request packets.
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However, when the group density becomes very high (such as 90%), the fault
recovery time spent by the fault recovery mechanism of CBT begins to increase a
little instead of decreasing. The reason is that with high group density most of
nodes in the network join one or more than one multicast sessions. Thus it is
highly possible that a node failure affects a larger number of receivers than that
in the lower group density. The fault recovery mechanism of CBT requires all
multicast receivers affected by a failure to send out rejoin request packets
individually. As resources owes to be reserved in the process of probing a
rerouting path, there is a higher probability that the fault recovery procedure
fails due to route collisions. Route collisions occur when a rejoin request, during
probing for a feasible rerouting path along a link, consumes a large fraction of the
remaining resources on the link, thus causing the following rejoin request to fail
due to lack of resources. If the first fault recovery attempt fails, the receiver will
start the fault recovery procedure again after a random time. It repeats the fault
recovery procedure N (N = 3 in this simulation) times before stopping the fault
recovery procedure. Compared to the fault recovery mechanism of CBT, our fault
recovery mechanism first uses the local rerouting in which only a few routers send
out rejoin requests. Therefore, in the case of high group density, the recovery
time taken by our fault recovery mechanism is shorter due to a much lower
probability of route collision.
In the simulation for the results shown in Figure 5.2, the bandwidth resource
consumed by the background traffic is set to exponential distribution with a
mean outcome of 0.5 times of the link bandwidth. That is, the average link
bandwidth available for multicast sessions is 50 percent of the link bandwidth
(100 Mbps). Since there are 6 multicast sessions established in network and each
consumes 5Mbps, the average link bandwidth available for a fault recovery is
approximately 20Mbps. That is, the traffic including multicast traffic and
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Figure 5.2: Recovery time under 50% background traffic.
background traffic in network before the occurrence of failure consumes on
average 80% link bandwidth, and there is about 20% link bandwidth available for
a fault recovery procedure. If we increase the link bandwidth consumed by
background traffic, the results of simulations in Figure 5.3 show that when the
group density is very high (say 80%) our fault recovery mechanism spends more
time than that of CBT in repairing a multicast routing tree. The reason is that
when the traffic and the group density are both very high, the link bandwidth
available for a fault recovery procedure is very little. Therefore, our fault recovery
mechanism virtually has to fall back on the end-to-end rerouting procedure after
the failure of three local rerouting, which on average requires more time than the
fault recovery mechanism of CBT that solely based on the end-to-end rerouting
procedure. In the simulations for the results shown in Figure 5.3, the background
traffic was set to exponential distribution with a mean outcome of 70% link
bandwidth. Thus the average link bandwidth available for multicast sessions is
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Figure 5.3: Recovery time under 70% background traffic.
30% link bandwidth (30 Mbps). Since there are 6 multicast sessions established
in the network and each consumes 5Mbps, there leaves virtually litter spare link
bandwidth for a fault recovery procedure. In another word, the traffic in network
before the occurrence of a failure consumes almost 100% link bandwidth on
average. As group density increase, more nodes join multicast sessions and more
links are used. Therefore, when group density becomes 80% or even higher, most
links in network are used so that little bandwidth resources are available for
building a rerouting path and thus our mechanism switches to the end-to-end
rerouting method for searching all possible paths.
Figure 5.4 compares the message overhead of the simulated fault recovery
mechanisms. As expected, our fault recovery mechanism has lower message
overhead than that of CBT.
When the multicast groups are small (i.e., small group density), the difference
between the two fault recovery mechanisms is not significant because of only
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small number of multicast members affected by a failure and also because in-tree
nodes in the network may be distributed sparsely. When the multicast groups
become larger (i.e., larger group density), a node failure would affect a larger
number of multicast receivers in the multicast routing tree. According to our
fault recovery mechanism, the local rerouting procedure is used first. When the
traffic in network is not very high, there is always link bandwidth available for
the fault recovery procedure. Then in our local rerouting procedure, there are a
few ”sub-root” routers sending out rejoin request packets to search a feasible
rerouting path. Whereas, the fault recovery mechanism of CBT uses the
end-to-end rerouting procedure which causes all receivers affected by a failure to
send out rejoin request packets individually. In addition to the hybrid rerouting
method, our fault recovery mechanism also utilizes backup paths whereever is
feasible in the rerouting procedure by avoiding blind flooding. Therefore, our
fault recovery mechanism generates much less control message overhead than that
of CBT.
As group density becomes higher, the density of in-tree nodes in network is
higher and the probability of in-tree nodes existing among the neighboring
routers of the ”sub-root” is also higher. Thus it is easy for the ”sub-root” to find
a rerouting path and the message overhead of our fault recovery mechanism
begins to decrease (as shown in Figure 5.4). But, as more receivers are affected
by a failure when group density is high, the message overhead of the fault
recovery mechanism of CBT also increases.
Because our hybrid mechanism has to fall back on the end-to-end rerouting
approach after three failures in the local rerouting attempts, it generates more
control packets than in CBT when the traffic and the group density are both high
(Figure 5.5).
Our fault recovery mechanism utilizes a small fraction of the available bandwidth
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Figure 5.4: Message overhead with 50% background traffic.
for its signalling and control overhead. For example, in Figure 5.5, when group
density is 90%, the message overhead is the biggest, and the number of control
packets for the fault recovery is about 240000 packets. Since the duration of
simulation is 120 seconds and 99% of control packets for the fault recovery are
hello packets whose length is 4 bytes, the message overhead is about 64000 bits
per second. Therefore, the ratio of the number of control packets per second to
the link bandwidth is less than 0.1% of the 100 Mbps link capacity.
Figure 5.6 compares the successful fault recovery ratio of the two simulated fault
recovery mechanisms for different group densities. Since the end-to-end rerouting
method used by the fault recovery mechanism of CBT probes all available paths
between receivers and the source of a multicast routing tree, the successful fault
recovery ratio of the end-to-end rerouting method should be highest among all
rerouting methods. Our fault recovery mechanism combining the local rerouting
method and the end-to-end rerouting method also obtains the same successful
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Figure 5.5: Message overhead with 70% background traffic.
fault recovery ratio as that of CBT.
Similarly, with increasing traffic foreground and background, the link bandwidth
available for fault recovery procedure become less, and thus the successful
recovery ratio also becomes less, as shown in Figure 5.6 and Figure 5.7.
5.3.2 Two Node Failures
In this subsection, we examine the performance of our fault recovery mechanism
in the situation where two faults occur successively within a short time, which is
the failure rate is bigger than the recovery rate. The results of the simulation
show that our fault recovery mechanism performs better than the fault recovery
mechanism of CBT protocol in terms of the fault recovery time and the fault
recovery message overhead. Comparing the results shown in Figure 5.8, Figure 5.9
and Figure 5.10, where QROUTE-1 and CBT-1 represent the simulation results
when one node failure occurs, and QROUTE-2 and CBT-2 represent the
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Successful Recovery Ratio under 50% background traffic with one fault in
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Figure 5.6: Successful fault recovery ratio under 50% background traffic.
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Figure 5.7: Successful fault recovery ratio under 70% background traffic.
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Figure 5.8: Comparison of fault recovery time.
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Figure 5.9: Comparison of message overhead.
simulation results when two node failures occurs, we observe that the recovery
time of two faults is longer than the recovery time of one fault and the message
overhead of two faults is also higher than the message overhead of one fault.
5.3 Simulation Results 77
Successful Recovery Ratio under 50% background traffic between one fault and
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Figure 5.10: Comparison of successful fault recovery ratio.
5.3.3 Scalability Study
We have studied the scalability of our fault recovery mechanism further using
50-node, 100-node and 200-node Waxman networks with average node degree
3.68, 3.78 and 4.33 respectively. The bandwidth constraint (QoSB), end-to-end
delay bound constraint (QoSD) and hop bounds are set to 5Mbps, 20ms and 15
hops respectively. Other simulation parameters are same as those defined in
25-node Waxman network.
Figure 5.11(a) compares the fault recovery time for different group densities in
50-node, 100-node and 200-node Waxman networks respectively. Our fault
recovery mechanism spends less time to find a feasible rerouting path than the
fault recovery mechanism of CBT. Therefore, we conclude that our fault recovery
mechanism performs faster fault recovery than that of CBT for all networks, and
all group densities. In addition, Figure 5.11(b) shows that in our fault recovery
mechanism the recovery time increases marginally as the network size increases
from 25 nodes to 50 nodes, from 50 nodes to 100 nodes, and from 100 nodes to
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(a)The 50-, 100- and 200-node Waxman networks.
































(b)The 25-, 50-, 100- and 200-node Waxman networks
Figure 5.11: Fault recovery time.
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(a)The 50-, 100- and 200-node Waxman networks.
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(b)The 25-, 50-, 100- and 100-node Waxman networks
Figure 5.12: Message overhead.
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(a)The 50-, 100- and 200-node Waxman networks.
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(b)The 25-, 50-, 100- and 200-node Waxman networks
Figure 5.13: Successful recovery ratio.
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200 nodes when the group density is above 50%. Though when the group density
is under 50%, for example 10%, the recovery time in the 50-node Waxman
network seems to be much longer than that of 25-node Waxman network, it still
increases at a slower rate than the network size; that is the recovery time in the
50-node Waxman network is less than twice of that in the 25-node Waxman
network. Thus, we conclude that our recovery mechanism scales well with
network sizes in terms of recovery time.
Figure 5.12(a) compares the message overhead for different group densities in
50-node, 100-node and 200-node Waxman networks. It indicates that our fault
recovery mechanism generates less control messages than the fault recovery
mechanism of CBT protocol. We therefore conclude that our fault recovery
mechanism causes lower message overhead than the fault recovery mechanism of
CBT for all networks, and all group densities. Additionally, in terms of the ratio
of the number of control packets per second to the link bandwidth, the message
overhead of our fault recovery mechanism is very low, less than 0.12%. In
Figure 5.12(b), although the message overhead for the group density 90% in the
50-node Waxman network seems to be much more than that of the 25-node
Waxman network, it still increases at a slower rate than the network size; that is
the message overhead in the 50-node Waxman network is less than twice of that
in the 25-node Waxman network. Comparing the message overhead for different
group density in the 100-node Waxman network with that in the 50-node
Waxman network, it shows that the message overhead only increases marginally
as the network size increases. In addition, most of these control messages are hello
messages used to detect a network failure. If we use a different and more efficient
fault detection technique such as hardware detection, the message overhead will
increase very little as the network size increase. Thus, we conclude that our
recovery mechanism scales well with network sizes in terms of message overhead.
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Figure 5.13(a) compares the successful recovery ratio for different group densities
in the 50-node, 100-node, and 200-node Waxman networks. It indicates that our
fault recovery mechanism has the same successful recovery ratio as the fault
recovery mechanism of CBT. We therefore conclude that our fault recovery
mechanism recovers at the same ratio as that of CBT for all networks, and all
group densities. Figure 5.13(b) represents that our fault recovery mechanism
remains the same successful recovery ratio and even improves the successful
recovery ratio as the network size increases. The reason is that there are more
nodes in the network as the network size increase so that the ”sub-root” router
can find a rerouting path more easily. Thus, we conclude that our recovery
mechanism scales well with network sizes in terms of message overhead.
Chapter 6
An Implementation of the Fault Recovery
Mechanism
In this chapter, we present the implementation of our fault recovery mechanism
in Linux kernel. In section 6.1, we discuss an implementation of our fault
recovery mechanism. We have added the fault recovery function to an existing
implementation of QROUTE protocol in Linux kernel, which formerly supports a
QoS-guaranteed multicast routing. In section 6.2, we describe the experiments
that measure the performance of our fault recovery mechanism and compare
them with the similar simulations conducted in OPNET simulator.
6.1 Implementation
Linux is a member of the large family of Unix-like operating systems, which is
initially developed by Linus Torvals in 1991. One of the more appealing benefits
to Linux is that it isn’t a commercial operation system: its source code under the
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GNU Public License1 is open and available to everyone [36]. In addition, Linux
supports a number of advanced networking features, including the reliable
TCP/UDP/IP protocol suit, QoS, tunnelling, firewall etc in the Linux kernel.
Thus, Linux is chosen as the platform for our prototype development.
Linux supports a number of advanced networking features. Besides the reliable
TCP/UDP/IP protocol suite, a number of new features like firewalls, QoS,
tunneling etc. has been added to the networking kernel. In the implementation of
QoS in linux, the input de-multiplexer examines the incoming packets to
determine if the packets are destined for the local node. If so, they are sent to the
higher layer for further processing. If not, it sends the packets to the forwarding
block. The forwarding block, which may also received locally generated packets
from the higher layer, looks up the routing table and determines the next hop for
the packet. After this, it queues the packets to be transmitted on the output
interface. It is at this point that the linux traffic control comes into play. Linux
traffic control can be used to build a complex combination of queuing disciplines,
classes and filters that control the packets that are sent on the output interface.
Linux kernel uses filters to classify packets, and each class owns a queue with a
certain priority. And the queuing disciplines are used for packet classification and
resource management.
6.1.1 Network Packet Processing
First, we describe Linux packet’s journey from the wire up to the higher levels of
network stack processing in a host in Figure 6.1 [37]. When a packet is received
from the wire, it is processed as follows:
1The GNU project is coordinated by the Free Software Foundation, Inc.




Figure 6.1: The whole reception path of Linux packet in a host
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1. The reception interrupt: Packet reception is first dealt at the network
card’s driver level, more precisely in the interrupt service routine. If the
network card receives an Ethernet frame which matches the local MAC
address or is a link layer broadcast, it issues an interrupt. The network
driver for this particular card handles the interrupt, fetches the packet data
into RAM. It then allocates a skb buff and calls a function of the protocol
independent device support routines: net/core/dev.c:netif rx(skb).
If the driver didn’t already timestamp the skb, it is time stamped now.
Afterwards the skb gets enqueued in the appropriate queue of the processor
handling this packet. If the queue backlog is full the packet is dropped at
this place. After the skb is enqueued, the reception softinterrupt is marked
for execution via include /linux/interrupt.h: cpu raise softirq().
2. The network RX softirq: From Linux kernel 2.2 to 2.4, there is a big
change: the whole network stack is no longer a bottom half, but a softirq.
Softirq has the major advantage that it can run on more than one CPU
simultaneously. But the bottom half is guaranteed to run only on one CPU
at a time.
The network receive softirq is registered in net/core/dev.c:net init() using
the function kernel /softirq.c:open softirq() provided by the softirq
subsystem. Further handling of our packet is done in the network reception
softirq (NET RX SOFTIRQ) which is called from kernel
/softirq.c:do softirq(). do softirq() itself is called from three places within
the kernel:
• from arch/i386/kernel/irq.c:do IRQ(), which is the generic IRQ
handler.
• from arch/i386/kernel/entry.S. in case the kernel just returned from a
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syscall.
• inside the main process scheduler in kernel /sched.c:schedule().
So if execution passes one of these points, do softirq() is called, it detects
the NET RX SOFTIRQ marked an calls net/core/dev.c:net rx action().
Here the skb is dequeued from this CPU’s reception queue and afterwards
handed over to the appropriate packet handler. The most important packet
handler is the IPv4 packet handler.
3. The AF INET(IPv4) Processing: The IP packet handler is registered
via net/core/dev.c:dev add pack() called from net/ipv4/ip output.c:ip init().
The IPv4 packet handling function is net/ipv4/ip input.c:ip rcv(). After
some initial checks, the ip checksum is calculated. Additional checks are
done on the length and IP protocol version 4. Now it is the first time one of
the netfilter hooks is called. Netfilter provides a generic and abstract
interface to the standard routing code. This is currently used for packet
filtering, mangling, NAT and queuing packets to user-space.
After successful traversal the netfilter hook,
net/ipv4/ipv input.c:ip rcv finish() is called. Inside ip rcv finish(), the
packet’s destination is determined by calling the routing function net
/ipv4/route.c:ip route input(). Furthermore, if the IP packet has IP
options, they are processed now. Depending on the routing decision made
by net/ipv4/route.c:ip route input slow(), the journey of our packet
continues in one of the following functions:
• net/ipv4/ip input.c:ip local deliver(): The packet’s destination is local,
we have to process the layer 4 protocol and pass it to a user-space
process.
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• net/ipv4/ip forward.c:ip forward(): The packet’s destination is not
local, we have to forward it to another network.
• net/ipv4/ipmr.c:ip mr input(): It is a Multicast packet and we have to
do some multicast routing.
4. TCP/UDP processing: Apart from the case of IGMP processing, which
is dealt with in the kernel, the packet’s journey toward the application
proceeds by passing through either net/ipv4/tcp rcv() or
net/ipv4/udp rcv(). After TCP or UDP packet processing is completed, the
data ready() function belonging to the current socket is called, which
awakens the receiving process with wake up interruptible().
Second, when a router receives a packet from the wire, it performs the same
processing on the packet as a host does at the first three lower layers and then
the packet is sent back to the link layer instead of being sent up to the transport
layer. Therefore, after the AF INET(IP) processing, the IP packet will be
forwarded to another work by the function: net/ipv4/ip forward.c:ip forward():
in Figure 6.1.
6.1.2 Implementation of Fault Recovery Mechanism
The QROUTE protocol is implemented in the Linux kernel whose version is
2.2.16. Upon receiving an Ethernet packet through the incoming queue of the
Ethernet network interface, a router judges the type of the receiving packet by
checking the protocol ID. If the incoming packet is a QROUTE packet, it will call
the QROUTE procedure. Otherwise, the packet is processed by the normal
protocol procedure, such as IP procedure. After finishing the QROUTE
procedure, the packet will be forwarded to the ourgoing queue of the Ethernet
device and the Ethernet frame transmitting method is called. We have modified
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Figure 6.2: Modified Linux kernel in a QROUTE router
the Linux kernel to enable the QROUTE router to support both the QoS traffic
and the best effort traffic such as IP traffic (Figure 6.2). And the details of the
implementation are described in [38].
This subsection describes the implementation of our fault recovery mechanism
supporting for the QROUTE protocol. Currently, we have only implemented the
multicast fault recovery mechanism. Besides the addition of our fault recovery
mechanism, we have also improved the method for switching tag assignment used
by QROUTE protocol. The data transmission in the QROUTE protocol utilizes
tag switching that is similar to that in MPLS [39]. However, the method for
switching tag assignment in the previous implementation is not effective since tag
labels are not reusable. Hence we have proposed a new method for switching tag
assignment (in Appendix B).
Similar to the simulation modeling in section 4.2, there are eight kinds of packets
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defined in this implementation. Five kinds of packets are used in normal
multicast data communication and the other three are used in the rerouting
procedure after the occurrence of a node or link failure. The formats of these
packets are the same as those defined in the simulation modelling (from
Figure A.1 to Figure A.8).
There are seven tables maintained in each router, which include the pending
multicast routing table (PMRT), the recovery pending multicast table (RPMRT),
the multicast routing table (MRT), the recovery multicast routing table (RMRT),











The Pending Multicast Routing Table ( PMRT ENTRY structure) contains the
following information:
• The multicast session information such as the multicast tree identifier
(MulticastAddr) and root host address (rootAddr). rootAddr refers to the
address of the server that provides this multicast session.
• The QoS parameter (QoS) structure keeps the QoS requirement for the
connection setup. The requirement can be bandwidth requirement,
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connection setup delay and jitter. However, this implementation uses
bandwidth as the only QoS parameter.
• *RequestRecord and *ReservedPort structures contain information related
to connection request and flooded ports respectively.
• backup flag indicates whether the request packets are sent out along the
backup paths. A value of 1 means requests packets are sent out along the
backup paths. Otherwise, it is set to 0.
• Lastly, the next pointer (*next) points to the next member in the list.
In addition, pmrt entry insert(), pmrt entry delete() and pmrt entry search()









The REQUEST RECORD structure is a request record list which keeps the
connection setup request information. The structure contains:
• Request host address (srcAddr);
• Request sequence number (sequence) which differentiates one connection
request setup from the others;
• An incoming port name (( *in port)) which is the name of the Ethernet
port where the connection request setup come from.
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• The *OutPortList structure contains the port to where the connection
setup request has been forwarded. In addition, the number of flooded hop
count is controlled by TTL value of Request packet (TTL).
• The last entry in this structure is the pointer (*next) to the next of list
entry.
In addition, request record entry insert(), request record entry delete() and
request record entry search() provide the functions of append, delete and search





The RESERVED Port structure keeps the information of the port where the
connection setup request has been forwarded. The structure contains port name











The Recovery Pending Multicast Routing Table only exists in the ”root” routers.
And RPMRT ENTRY structure contains the following information:
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• The multicast session information such as the multicast tree identifier
(MulticastAddr) and root host address (rootAddr). rootAddr refers to the
address of the server that provides this multicast session.
• The QoS parameter (QoS ) structure keeps the QoS requirement for the
connection setup. The requirement can be bandwidth requirement,
connection setup delay and jitter. However, this implementation uses
bandwidth as the only QoS parameter.
• *RequestRecord and *ReservedPort structures contain information related
to connection request and flooded ports respectively.
• backup flag indicates whether the request packets are sent out along the
backup paths. A value of 1means requests packets are sent out along the
backup paths. Otherwise, it is set to 0.
• Lastly, the next pointer (
• *next) points to the next member in the list.
In addition, rpmrt entry insert(), rpmrt entry delete() and rpmrt entry search()











The Multicast Routing Table (MRT) is a routing table for multicast traffic. The
structure member in this list consists of:
• Multicast address (MulticastAddr) differentiates a multicast session from
others;
• in port identifies the port name from which the multicast stream comes
from.
• The incoming stream is identified by inLabel variable.
• hop count indicates the hop count from the source of a multicast session to
this router.
• The BRANCH ENTRY structure (*branch) stores the ports used for
sending the multicast stream and additional information in.
• The RMRT ENTRY structure (*bmrt) is used to point to a backup path
list.
• Finally, the next pointer (*next) is used to point to the next member in the
list.
In addition, mrt entry insert(), mrt entry delete() and mrt entry search() provide









BRANCH ENTRY structure provides the information of the ports which are
members of the multicast tree. The information kept in this structure includes:
• out port is the outgoing port name;
• outgoing channel label (outLabel);
• Multicast session and root host address (mulitcastAddr and addr);
• The pointer to the next entry of this list (*next).
In addition, branch entry insert(), branch entry delete() and







The Recovery Multicast Routing Table (RMRT ) is a routing table for storing
backup paths. The structure member in this list consists of:
• Multicast address (MulticastAddr) differentiates a multicast session from
others;
• The BRANCH ENTRY structure (*in branch) stores the incoming ports
used for backup paths.
• Finally, the next pointer (*next) is used to point to the next member in the
list.
In addition, rmrt entry insert(), rmrt entry delete() and rmrt entry search()








In multicast routing, the router resource information is kept in
INTERFACE ENTRY structure:
• *out port is the name of network interface port;
• bandwidth contains total available bandwidth for each particular port;
• rsve bandwidth is the amount of bandwidth being reserved for that port and
pointer (*next) to the next entry of the list.
In addition, interface entry insert(), interface entry delete() and
interface entry search() provide the functions to append, delete and search








HELLO ENTRY structure provides the information of the ports which send hello
message to the parent or children routers in a multicast tree. The information
kept in this structure includes:
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• in port is the incoming port name;
• count indicates the times that the router does not receive the hello message.
If count is equal to or bigger than 3, the router will initiate fault recovery
procedure;
• The MRT ENTRY structure contains a pointer to a list that indicates the
incoming port of multicast sessions is in port ;
• timer is equal to the hello time interval.
• Finally the last entry is the pointer (*next) to the next member of the list.
In addition, hello entry insert(), hello entry delete() and hello entry search()
provide the functions of append, delete and search member in this list. Similar to
the simulation, the routing processing of the QROUTE protocol in the router
consists of the following states:
• req rcv state - The router enters this state when the incoming packet is a
join request packet.
• cfm rcv state - The router enters this state when the incoming packet is a
confirm packet.
• prbk rcv state - The router enters this state when the incoming packet is
a prune backward packet.
• prbr rcv state - The router enters this state when the incoming packet is
a prune branch packet.
• hello rcv state - The router enters this state when the incoming packet is
a hello packet.



















































Figure 6.3: The QROUTE prototype test-bed network.
• data rcv state - The router enters this state when the incoming packet is
a data packet.
6.2 Performance Measurement
In order to carry out performance measurement to validate our simulation
modelling, we have constructed a small test-bed consisting of four sub-nets
interconnected by QROUTE routers. We have demonstrated the feasibility of our
fault recovery mechanism through this prototype. In this section we describe the
results of performance measurement conducted on the QROUTE router test-bed
and compare the results with those of the similar simulation.
The topology of our test-bed is shown in Figure 6.3. There are four subnets, each
of which is a 10baseT Ethernet consisting of one router, two hosts and one hub.
The router in each subnet is the default gateway for the two hosts in the local
subnet, and connects to other routers by full-duplex 10baseT links to form the
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backbone of the network.
In the experiment, one host in each subnet simulates a multicast server, which
generates data for multiple multicast sessions. The other host simulates a client
which selects and requests to join a multicast session whose server is in another
subnet randomly. Both the arrival pattern of a join request and the connection
duration are again modelled as exponential distributions. Due to the small size of
the test-bed, the group density for each multicast group is set to 100%, and we
vary the Hello interval time in the experiment.
For simplicity, only bandwidth constraint (QoSB) is considered and it is set to
250Kbps. In addition, since we are only interested in the behavior of the protocol
in the backbone, we assume that the local subnets have enough resources to meet
all the QoS constraints of the connections, which is typically true in the current
Internet.
We also repeat the same set of experiments with the same network topology and
set of system parameters in the OPNET simulation. As for the links that connect
the routers, we simulate both the full-duplex 10BaseT (as in the test-bed) and
full-duplex 5 Mbps point-to-point links. Table 6.1 summarizes all the parameters
used in the simulation.
In the test-bed experiment, after three client hosts in different subnets have
successfully established multicast connections to a server in another subnet, we
broke any cable link between routers by unplugging the cable from Ethernet
cards. After three times of Hello interval time, the router downstream of the
broken link initiates the fault recovery procedure by flooding rejoin request
packets.
Figure 6.4 shows the average recovery time for different Hello time interval. It
indicates that with the increase of the Hello time interval, the fault detection
time increases proportionally and then the recovery time (which includes fault
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Table 6.1: Simulation experiment parameters
Parameter Value
Link Bandwidth 10Mbps
Router Request Processing time 0.46ms
Router Confirm Processing time 0.48ms
Router Prune-back Processing time 0.38ms
Router Prune-branch Processing time 0.51ms
Router Hello Processing time 0.05ms
Router Graft Processing time 0.04ms
Router Flush Processing time 0.01ms
Router Data Processing time 0.01ms
Host Processing time 1.087ms
Link propagation delay 0
Sending Data interval time 1s
Duration of Simulation 60s
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Figure 6.5: Message overhead for experiment and simulation.
detection time and fault rerouting time) also increases proportionally. Since
Linux is not a real-time operation system, its minimum time unit is 10
milliseconds. In addition imprecision of data logging by using printk() to output
data on the system console log, the recovery time need in the experiment are a
little longer than the recovery time in the simulation.
Figure 6.5 shows the message overhead for different Hello time interval. The
duration of the simulation is 60 seconds, and the result data of the experiment is
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also extracted from a period of 60 seconds which includes the fault recovery
procedure. Since data is transmitted from the server to the clients, the parent
routers upstream in the multicast tree can refrain from sending Hello packets to
its children routers and only the child routers downstream in the multicast tree
need to send Hello packets to its parent routers. Figure 6.4 and Figure 6.5 show
the results of simulation and the tested experiments. It is remarkable that the
results of simulation agree closely with each other. This implies that our
simulation model can be used to predict the behavior of actual network with
great confidence.
Chapter 7
Conclusion and Future Work
7.1 Conclusion
This thesis presents the design of a fault recovery mechanism for a
QoS-Guaranteed multicast routing protocol, QROUTE. By incorporating the
fault recovery mechanism, QROUTE protocol becomes a survivable
QoS-Guaranteed multicast routing protocol. Our fault recovery mechanism is
more effective when compared to the well-know existing QoS-based multicast
fault recovery mechanism used in Core based Tree (CBT) protocol, because it
reduces the fault recovery time without decreasing the successful fault recovery
rate by using a hybrid rerouting method and decreases the message overhead by
taking advantage of backup paths.
We have evaluated the performance of our fault recovery mechanism through
extensive simulations using the OPNET simulator. We present the detailed
design and implementation of the simulation model of our fault recovery
mechanism in this thesis. In comparison with the fault recovery mechanism used
in CBT, we found that our fault recovery mechanism has faster fault recovery
time, lower message overhead for fault recovery and the highest possible
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successful fault recovery rate for all QoS constraints, all networks, and all group
densities except for the situation where traffic and group density both are very
high; and it is fairly scalable with the network size.
Finally, we also implement a physical prototype of our fault recovery mechanism
in Linux test-bed. Through similar experiments and simulations, the results have
shown that our simulation model can be used to predict the behavior of actual
networks with better confidence.
7.2 Future Work
First, backup path without reserved resources is a useful technique to reduce
message overhead by avoid flooding. In the dynamic network, backup paths
maybe invalid after a certain period of time. How long the backup path
information should be kept is an important aspect which determines the
performance of our fault recovery mechanism. In the current form of our fault
recovery mechanism, backup path information will be removed after a fixed
timeout. It is possible that other algorithms which determine the duration for
which backup paths information is kept, depending on the real-time network
situation can improve the performance of our fault recovery mechanism.
Second, according to our fault recovery mechanism, the data transmitted during
the fault recovery procedure will be lost before the disconnected receivers are
reconnected to the original multicast tree. It is possible to study a data caching
policy to protect data from being lost. Hence each router should maintain a
buffer for catching data packets that pass through it. If some failures occur, an
upstream router with the data packet in its buffer may retransmit the data
packet if an alternative route has been found.
Third, we have implemented a prototype of the QROUTE protocol in a router
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that intends to support both QoS traffic and IP traffic. Currently, an application
in a host must use raw socket to bypass layers in the TCP/IP stack to transmit
or receive QROUTE packet. In order to enable our QROUTE protocol to provide
QoS service for IP traffic, we will design a set of API which an application can
use to send or receive data packet through a QoS-guaranteed connection by
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Figure A.3: Prune-back packet.
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Figure A.6: Hello packet.
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Figure A.7: Graft packet.
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Figure A.8: Flush packet.
Appendix B
A method for switching tag assignment
In order to fast forward data packet in a router, the data transmission in the
QROUTE protocol utilizes tag switching. Since a tag label is locally assigned to
a connection in each router, it is possible that different routers use different tag
labels to identify the same connection. After a connection has been released, the
tag for the connection can be re-assigned to another newly established
connection. Hence we propose a method for switching tag assignment in which
tag labels can be reusable. In Figure B.1(a), we initially store all tag labels in one
stack. When one connection has been established, a router assigns a tag label to
the connection by pop up a label from the stack (Figure B.1(b)). When one
connection has been released, a router will return the tag label by push the label
into the stack (Figure B.1(c)).
The following is the source code that implements our method for switching tag
assignment.





























for ( i=0; i < NLABLES; i++)
labels[i] = i+1;
top = 0;




if ( top >= bottom ) //the stack is empty, so no available label
return 0;
top = top + 1;
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return labels[top - 1];
}
int label_release( int label )
{
if ( top == 0) //the stack is full
return 1;
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Abstract
Current QoS-based multicast routing protocols assume adequate fault free service
from the underlying network. However, this assumption is not realistic.
Therefore, fault recovery is one of critical features for the practical deployment of
a QoS-based routing protocol. This thesis presents the design, simulation
modeling, Linux kernel implementation and performance evaluation of a fault
recovery mechanism for a QoS-guaranteed multicast routing protocol. We
describe the design and implementation details of the simulation models and
Linux test-bed for our fault recovery mechanism, and then evaluate the
performance of our fault recovery mechanism by comparing it with existing
QoS-based multicast fault recovery mechanism through extensive simulation.
Compared with existing multicast fault recovery mechanisms, our fault recovery
mechanism repairs the failure efficiently, which gives better performance in terms
of the fault recovery time, the number of control messages and the fault recovery
rate.
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