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Introduction
Les travaux réalisés au cours de cette thèse s’inscrivent dans le cadre de la réalisa-
tion d’une mémoire quantique pour la lumière, c’est-à-dire un système matériel capable
d’enregistrer et de restituer l’information quantique portée par un champ lumineux. La
mise en œuvre d’un tel système est un champ de recherche très actif depuis une dizaine
d’années. Cette effervescence est due au rôle majeur joué par les mémoires quantiques
dans le domaine plus général du traitement de l’information quantique. Outre leur grande
importance dans le calcul quantique reposant sur l’optique linéaire [1, 2], elles sont un
élément clé du fonctionnement de canaux sécurisés de communication quantique longue
distance [3, 4]. Elles permettent aussi la réalisation de sources de photons uniques déclen-
chées [5, 6].
Si ces applications sont nombreuses et guident les travaux de recherche, les mémoires
quantiques sont avant tout un défi de recherche fondamentale. Le transfert des propriétés
quantiques du champ au système de stockage met en jeu l’interaction lumière-matière
dans ses aspects les plus fondamentaux. La sauvegarde de l’information quantique, par
nature fragile, nécessite une compréhension profonde du système capable de l’enregistrer
et des mécanismes susceptibles de la détruire. Codée sous forme d’excitation atomique
dans le système, elle place celui-ci dans un état de superposition quantique. Cet état est
en général non-séparable, et, selon le type de mémoire, peut mettre en jeu une grande
quantité d’atomes [7]. Dans le processus apparaissent donc les aspects les plus déroutants
de la mécanique quantique (intrication,...), parfois à échelle macroscopique. Les mémoires
quantiques sont aussi un outil de recherche fondamentale. La lumière, traitée par le milieu,
est un véritable instrument de mesure de ses propriétés.
Une grande variété de systèmes matériels est utilisée pour stocker la lumière, à l’aide
de protocoles adaptés à leurs propriétés. Une caractéristique commune de ces réalisations
est la nécessité d’un fort couplage entre lumière et matière. C’est à cette condition que la
lumière incidente peut être totalement interceptée par le milieu et ainsi enregistrée. Dans
le cas de centres individuels (atomes piégés, centres NV dans le diamant), l’utilisation de
cavités résonantes permet d’obtenir une forte probabilité d’interception d’un photon inci-
dent [8, 9]. De son côté, l’utilisation d’ensembles atomiques (vapeurs chaudes ou froides,
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cristaux) permet de sommer la capacité d’absorption d’une grande quantité de centres
individuels. Un autre trait commun à tous ces systèmes est qu’ils doivent être capables
de se maintenir dans un état de superposition quantique pendant la durée du stockage.
Cette cohérence est indispensable si l’on veut préserver l’intégrité de l’information quan-
tique enregistrée. Les effets de la décohérence sont différents selon le système envisagé :
ils altèrent l’information restituée dans les centres individuels alors qu’ils diminuent la
probabilité de sa restitution, sans l’altérer, dans les ensembles.
Cette thèse se concentre sur la réalisation d’une mémoire quantique dans un ensemble
atomique, en particulier dans un cristal dopé aux ions de terre rare (REIC).
Les premières mémoires quantiques ont cependant été réalisées dans des vapeurs ato-
miques, fortement étudiées et bien comprises, bien couplées au champ et présentant des
temps de cohérence assez longs de par la faible interaction des atomes entre eux. L’uti-
lisation de vapeurs froides et de matrices tampon a permis de s’affranchir du problème
de la mobilité des atomes et de leur temps de transit dans le faisceau lumineux. Mais la
grande simplicité d’utilisation des REIC et leurs remarquables propriétés de cohérence en
font une excellente alternative aux vapeurs.
Encore faut-il trouver un protocole qui permette d’exploiter ces propriétés. Le prin-
cipal protocole utilisé dans les vapeurs, la transparence électromagnétiquement induite
(EIT), est adapté aux milieux homogènes, bien couplés au champ. Il s’exporte mal aux
milieux présentant un élargissement inhomogène comme les REIC et n’en exploite pas les
propriétés et leur grande bande passante potentielle. Une solution est venue des techniques
de traitement de l’information classique basées sur l’écho de photon. Celles-ci, inopérantes
à l’échelle quantique, y ont été adaptées sous la forme d’un protocole nommé Control-
led Reversible Inhomogeneous Broadening (CRIB), reposant sur l’inversion temporelle de
l’évolution des atomes grâce au contrôle de leur fréquence de transition par effet Stark
statique. Plus tard, un autre protocole nommé Atomic Frequency Comb (AFC), lui aussi
héritier de l’écho de photon, a été proposé, dépassant les qualités du CRIB en termes de
bande passante.
Ce dernier protocole est celui sur lequel porte ce travail de thèse. Le système dans
lequel nous l’avons mis en œuvre est une matrice de YAG dopée aux ions thulium Tm3+.
Malgré sa longueur d’onde favorable (793 nm, accessible par diode laser que l’on peut
stabiliser relativement facilement) et ses bons temps de cohérence [10], l’exploitation de cet
ion est relativement récente. La plupart des travaux effectués en matière de traitement de
l’information et de mémoire optique durant ces dernières décennies ont cherché à profiter
des bonnes propriétés des ions europium Eu3+ et praséodyme Pr3+. Ces ions présentent
notamment une structure hyperfine sous champ nul, qui offre d’emblée un système à 3
niveaux ou plus, nécessaire à la mise en œuvre de la plupart des protocoles utilisés. Le
thulium ne présente pas structure hyperfine naturelle. Durant les thèses de Frédéric de Sèze
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et d’Anne Louchet, la possibilité de néanmoins construire un système à 3 niveaux dans le
Tm3+ :YAG grâce à un champ magnétique a été montrée. Le caractère ajustable de cette
structure hyperfine (déterminée par l’orientation et l’amplitude du champ magnétique)
est un avantage comparé à la rigidité des structures naturelles de l’Eu3+ et du Pr3+.
Le premier chapitre de cette thèse présente de manière générale les mémoires optiques
dans les ensembles atomiques (vapeurs et REIC). Il présente aussi les propriétés générales
des REIC puis celles du Tm3+:YAG. Le deuxième chapitre présente le principe de l’AFC.
Le troisième chapitre présente les expériences menées durant cette thèse visant à l’aug-
mentation de la bande passante et au stockage fortement multimode grâce à l’AFC. Le
quatrième chapitre présente une idée proposée dans notre groupe pour améliorer l’effica-
cité du protocole, et sa réalisation expérimentale.
Le cinquième chapitre présente un protocole original, proposé dans notre groupe au
cours de cette thèse, et nommé ROSE (Revival Of Silenced Echo). Ce protocole, très
proche de l’écho de photon, semble pouvoir surpasser l’AFC en termes de bande passante
et d’efficacité, et permet un stockage à l’échelle du photon unique. Dans ce chapitre sont
présentées les expériences préliminaires visant à optimiser les paramètres du protocole.
Enfin le sixième chapitre présente les expériences effectuées en régime de comptage de
photon, aussi bien en AFC qu’en ROSE, seules à même de déterminer le rapport signal
sur bruit de ces protocoles et leur réelle faisabilité à l’échelle quantique.
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Chapitre 1
Mémoriser un état quantique de la
lumière
1.1 Evaluer les performances d’une mémoire quan-
tique
Plusieurs critères permettent d’évaluer d’une mémoire quantique [11].
1.1.1 La fidélité
Une mémoire pour la lumière est un système matériel qui enregistre un signal lumi-
neux incident et le restitue après un certain temps. Cette restitution s’accompagne d’une
altération qu’on quantifie par une valeur nommée fidélité, en général comprise entre 0 et
1, et dont il existe plusieurs définitions suivant le type de mémoire utilisée.
Les propriétés classiques d’un champ lumineux sont mémorisables par un procédé
simple. On peut en effet mesurer les propriétés du champ (phase, amplitude...), les écrire
(par exemple en les gravant dans un système atomique [12], ou en les numérisant...),
puis après un certain temps les lire et reconstituer le signal incident (à l’aide de modula-
teurs). La fidélité est alors un problème pratique mais n’est pas limitée par des arguments
théoriques fondamentaux.
Ceci n’est plus vrai dès lors qu’on souhaite enregistrer les propriétés quantiques du
champ. Une telle opération de mesure-écriture-lecture-reconstitution a une fidélité limitée
par les lois de la mécanique quantique (notamment le théorème de non-clonage quan-
tique [13]). On peut quantifier cette limite [14]. Pour cela on définit la fidélité d’une
mémorisation comme le recouvrement entre l’état incident |ϕini 〉 et l’état restitué |ϕouti 〉 :
F =
∣∣∣〈ϕin|ϕout〉∣∣∣2 (1.1)
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Parfois le champ restitué n’est plus dans un état pur et doit se décrire par une matrice
densité ρout et l’équation 1.1 se généralise à :
F =
〈
ϕin
∣∣∣ρout∣∣∣ϕin〉 (1.2)
Cette définition, intuitive, quantifie le degré de ressemblance de l’état restitué à l’état
incident. On peut montrer qu’elle donne une limite à l’exactitude des informations que
l’on peut obtenir par des mesures sur l’état restitué [15]. Une mémorisation parfaite se
traduit par une fidélité de 1. Chaque état incident étant restitué avec une fidélité différente,
on définit la fidélité moyenne d’une mémoire comme la moyenne de cette fidélité sur un
ensemble d’états incidents possibles |ϕini 〉
F¯ =
∑
i
piFi (1.3)
où pi est la probabilité de recevoir l’état |ϕini 〉.
On peut montrer que, pour une mémoire classique, cette fidélité moyenne est bornée,
la borne supérieure étant fonction du jeu d’états incidents susceptibles d’être enregistrés.
Par exemple, si l’on considère un ensemble d’états du champ codés sur un système à
deux niveaux (états de polarisations, délais [16]) et répartis uniformément sur la sphère
de Bloch associée, on a [17] :
F¯ ≤ 2
3
De même, si l’on considère un ensemble d’états cohérents |α〉 avec une variance sur α
notée 1/λ :
F¯ ≤ 1 + λ
2 + λ
Ce résultat est intuitif : si λ → ∞ alors il n’y a qu’un état susceptible d’être enregistré
et un système classique capable de le produire peut avoir une fidélité de 1. Il n’est pas
nécessaire de mesurer l’état incident. Si λ → 0 tous les états cohérents sont susceptibles
d’arriver pour enregistrement. La fidélité moyenne d’une mémoire classique est alors au
maximum de 1/2.
Pour obtenir des fidélités plus élevées on doit avoir recours à des processus quantiques,
c’est-à-dire une mémoire qui subit une évolution unitaire. Cependant les définitions pré-
cédentes ne sont pas les plus adaptées au type de mémoire utilisé lors de cette thèse. En
effet, certaines mémoires visent à stocker et restituer des photons uniques. Dans ce cas
on peut définir la fidélité comme le recouvrement des paquets d’onde du photon incident
et du photon restitué dans le cas où il est effectivement restitué. Cette fidélité est appe-
lée fidélité conditionnelle et ne tient pas compte de la probabilité que le photon incident
soit effectivement mémorisé (il peut par exemple traverser le système sans être traité, ou
être détruit dans le système par des effets de décohérence). Cette probabilité est appelée
efficacité.
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1.1.2 L’efficacité
L’efficacité est un critère important pour les mémoires visant à stocker et restituer des
photons uniques. Elle est définie par la probabilité qu’un photon incident soit effectivement
enregistré et restitué par le système. Une grande efficacité nécessite une grande probabilité
pour le photon d’être absorbé par le système. Elle croît donc en général avec l’épaisseur
optique du milieu. Elle peut être mesurée en régime classique (c’est-à-dire avec des champs
contenant une grande quantité de photons) : elle correspond alors au rapport des intensités
entre l’impulsion signal à la sortie et à l’entrée de la mémoire. Par linéarité les valeurs
classiques et en régime de photons uniques sont égales. Dans certains protocoles, les effets
de décohérence, qui altèrent l’information enregistrée, diminuent l’efficacité sans diminuer
la fidélité conditionnelle de la mémoire.
Selon les applications envisagées, il n’est pas toujours nécessaire d’obtenir une effica-
cité très élevée pour réaliser une mémoire utilisable [18].
1.1.3 Le temps de stockage
Après transfert de l’information du champ lumineux vers la mémoire, celle-ci a pour
objectif essentiel de pouvoir la stocker le plus longtemps possible avant sa restitution au
champ. La nature quantique de l’information implique que, lorsqu’elle est transférée au
système matériel, celui-ci soit placé dans un état de superposition quantique. Cet état
est fragile, détruit par les effets de décohérence provenant de l’interaction avec l’envi-
ronnement. Cette décohérence s’effectue sur une durée caractéristique, appelé temps de
cohérence du système, qui borne le temps de stockage de la mémoire. Il est donc en général
nécessaire d’utiliser des systèmes bien isolés de l’extérieur.
1.1.4 La bande passante
La bande passante est un aspect primordial d’une mémoire. Elle définit sur quelle
bande de fréquence la mémoire est capable d’interagir avec un champ lumineux. Elle est
liée notamment au taux de répétition auquel on peut utiliser le système. Elle est aussi liée
à un autre aspect fondamental d’une mémoire : la capacité multimode. Il peut aussi être
important de disposer de mémoires large bande lorsque les sources lumineuses utilisées le
sont (ex : fluorescence paramétrique pour la production de paires de photons intriquées)
1.1.5 La capacité de stockage multimode
La capacité multimode d’une mémoire est sa capacité à enregistrer l’état de plusieurs
modes temporels simultanément. Cette capacité est notamment très importante dans le
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cadre des communications quantiques sécurisées longue distance [19, 20]. Dans la réa-
lisation de mémoires optiques classiques, l’approche traditionnelle est de multiplier les
ensembles atomiques ou la taille de ceux-ci pour stocker les différents modes en différent
endroits du système. Cette exploitation de la dimension spatiale du système matériel est
limitée par le rapport entre la taille du système et le volume utilisé pour le stockage d’un
mode, généralement limité par la diffraction du faisceau lumineux [21]). D’importants
progrès ont été réalisés lorsque la dimension spectrale des systèmes a commencée à être
exploitée pour mémoriser plusieurs modes. Des milliers de bits d’information ont ainsi pu
être enregistrés en un point de l’espace [22, 23]. La limite du nombre de modes qu’il est
possible d’enregistrer est alors donnée par le rapport de la bande passante de la mémoire et
de la largeur spectrale nécessaire à l’enregistrement d’un mode. L’inverse de cette largeur
homogène est la durée maximale d’un signal que la mémoire peut capturer sans l’altérer.
C’est pourquoi ce rapport est souvent appelé produit temps - bande passante, ou produit
délai-bande passante. La durée maximale de l’opération de capture est en général plus
courte que le temps de stockage du système.
1.2 Premières expériences dans les vapeurs
Les premières expériences de stockage quantique ont été effectuées dans les vapeurs
atomiques, dont la spectroscopie est bien connue. Le protocole le plus étudié et le plus
employé est basé sur la "transparence électromagnétiquement induite" (EIT) [24].
1.2.1 Principe de l’EIT
L’EIT a été proposé à la fin des années 80 dans le cadre de l’étude des phénomènes
d’interférences dans les systèmes à plusieurs niveaux [25]. Plus précisément, il s’agit d’un
phénomène optique non-linéaire qui s’observe dans un système à 3 niveaux en configura-
tion Λ (cf fig 1.1).
En l’absence de champ de couplage sur la transition |c〉 → |b〉, un champ signal faible
Es, interagissant avec les atomes selon la transition |a〉 → |b〉, va être partiellement ou
totalement absorbé, selon la loi de Beer-Lambert.
Si on allume le champ de couplage (intense), l’absorption du champ signal va être
fortement réduite si l’écart de fréquence entre les champs égale la différence d’énergie des
sous-niveaux fondamentaux (condition de résonance à 2 photons : ωs − ωc = Ec−Ea~ )
On voit (cf fig 1.2) que l’effet du champ de couplage est d’ouvrir une fenêtre de
transparence dans le profil de transmission, dont on montre que la largeur est donnée
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Figure 1.1 – a) Transmission du champ Es en fonction du désaccord ∆s. b) Système
matériel à trois niveaux. Le champ Es intéragit avec la transition |a〉 → |b〉
Figure 1.2 – a) Transmission du champ signal si le champ de couplage est allumé. La
transmission est quasi-totale si ∆s = ∆c (résonance à deux photons) On représente ici le
cas ∆c = 0, la fenêtre de transparence apparaissant alors au centre de la transition . b)
Système matériel à trois niveaux. Le champ Es interagit avec la transition |a〉 → |b〉
par :
ΓEIT =
Ω2c
γopt
+ γRaman (1.4)
avec un coefficient d’absorption au centre donné par :
αEIT = α0
γoptγRaman
Ω2c
(1.5)
où γopt désigne le taux de relaxation de la cohérence optique ρab, γRaman le taux de
relaxation de la cohérence Raman ρac et Ωc la pulsation de Rabi associée au champ de
couplage Ec. Ces relations indiquent qu’on observera l’EIT si les conditions suivantes sont
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réunies :
Ω2c >> γoptγRaman (1.6)
et
γopt >> γRaman (1.7)
Même si elle est naturellement adaptée aux milieux homogènes, l’EIT s’observe aussi
dans les milieux inhomogènes. L’intégration de la réponse des atomes sur le profil inhomo-
gène a pour effet de réduire la largeur et la profondeur de la fenêtre de transparence EIT.
Les relations précédentes restent valables, à condition d’y remplacer γopt par la largeur
inhomogène [26], ou plus précisément par l’intervalle sur lequel on a préparé les atomes
dans l’état |a〉. Il est nécessaire que l’écart entre les sous-niveaux fondamentaux soit plus
grand que la largeur inhomogène.
1.2.2 Lumière lente
L’effet du champ de couplage n’est pas seulement la réduction de l’absorption du
champ signal. Conformément aux relations de Kramers-Krönig [27], une étroite fenêtre de
transparence correspond à une zone de forte dispersion normale (cf fig 1.3). Pourvu que
son spectre soit contenu dans la fenêtre EIT, une impulsion lumineuse sera ainsi fortement
ralentie lors de son passage dans le milieu. On peut montrer dans ce cas que la vitesse de
groupe s’écrit ΓEIT/α0, avec α0 le coefficient d’absorption initial du milieu.
Figure 1.3 – Transmission et indice de réfraction d’une fenêtre de transparence EIT. On
voit que l’indice de réfraction est fortement croissant dans la fenêtre, ce qui correspond à
une vitesse de groupe fortement réduite.
Cet effet a été remarqué dès les premières expériences EIT [28], mais la démonstra-
tion expérimentale la plus impressionnante a été effectuée en 1999 dans un condensat de
sodium, où une vitesse de groupe de 17 m.s-1 pour la lumière a été obtenue [29].
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La lumière se propage dans le milieu sous la forme d’une superposition cohérente d’un
champ optique et d’une onde de spin [30, 31]. En effet, lorsqu’une impulsion signal (faible)
arrive sur le milieu, on peut montrer que :
– son amplitude n’est pas modifiée, mais elle subit une compression spatiale selon
sa direction de propagation dans un rapport vg/c, où vg est la vitesse de groupe
dans le milieu. Cette compression s’accompagne d’une perte d’énergie, laquelle est
transmise essentiellement au champ de couplage.
– si Ω˙s << Ω2c (condition d’adiabaticité), pendant la propagation ρ12(t) ∝ Ωs(t). Les
cohérences de spin suivent adiabatiquement le champ signal et une onde de spin
suit la propagation du champ signal résiduel.
– à la sortie du milieu, l’énergie perdue est restituée au champ signal, et l’impulsion
sort du milieu idéalement sans avoir été altérée.
Figure 1.4 – Propagation d’une impulsion dans une fenêtre EIT. a) L’impulsion arrive
sur le milieu. Le champ de couplage, déjà allumé, a pompé les atomes vers le niveau |0〉.
b) L’impulsion se propage dans le milieu sous forme de polariton. c) L’impulsion sort du
milieu, identique à ce qu’elle était avant le système. Ce dernier est donc transparent.
1.2.3 De la lumière lente à la lumière arrêtée
Si l’impulsion est suffisamment comprimée, elle peut tenir intégralement à l’intérieur
du système atomique. Sa vitesse de propagation étant proportionnelle à la largeur de la
fenêtre EIT et, d’après la formule 1.4, à l’intensité du champ de couplage, il est pos-
sible d’arrêter la propagation si l’on coupe ce dernier [30]. Si l’on fait ceci de manière
suffisamment lente, la partie "champ lumineux" résiduelle des polaritons est convertie
adiabatiquement et intégralement en cohérence de spin. L’information portée par l’impul-
sion est alors gravée dans ces cohérences. Le profil spatial de l’impulsion (et donc, à un
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facteur vg près, son profil temporel) est enregistré le long de l’échantillon. Pour relancer
la propagation, il suffit de rallumer la champ de couplage.
Ce processus peut être utilisé comme protocole de mémoire classique pour la lu-
mière. En effet, le profil spatial de l’impulsion lumineuse, et de fait l’information qu’elle
transporte, est enregistré dans les cohérences Raman du milieu et peut être restitué à la
demande.
Figure 1.5 – Arrêt d’une impulsion dans une fenêtre EIT. a) L’impulsion, ralentie, est
comprimée spatialement et est totalement incluse dans le milieu b) On éteint le champ de
couplage. La propagation est arrêtée. c) Le champ de couplage est rallumé. La propagation
dans le milieu recommence.
Les premières réalisations expérimentales datent de 2001. Phillips et al. ont stocké
des impulsions lumineuses dans une vapeur chaude de rubidium pendant 0.5 ms [32] ;
parallèlement Liu et al. ont réalisé une mémorisation d’1.5 ms dans un condensat de
sodium [33].
Mais l’EIT souffre d’un défaut majeur : une faible bande-passante impliquant un
caractère multimode limité. Cela est dû aux conditions de fonctionnement de l’EIT, assez
contraignantes. D’un côté le spectre du signal à enregistrer doit être contenu dans la
fenêtre de transparence du milieu. La formule 1.4 donne la largeur de cette fenêtre pour
l’absorption. Vraie pour un milieu mince, elle doit être généralisée pour tenir compte de
la propagation dans un milieu épais. On peut montrer que, si αL >> 1 et si l’on note
∆ωs la largeur spectrale du signal, on doit avoir :
∆ωs < ΓEIT =
Ω2c
γopt
1√
αL
(1.8)
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Cette condition incite à allonger l’impulsion signal. D’un autre côté, pour un enre-
gistrement complet, au moment du gel de la propagation le signal doit tenir entièrement
dans le milieu atomique. Si l’on note T la durée du signal, ceci implique vgT < L et donc :
T < αL
γopt
Ω2c
(1.9)
Cette condition incite à raccourcir l’impulsion signal.
Ces deux conditions antagonistes imposent la relation suivante :
∆ωsT <
√
αL (1.10)
Le produit ∆ωsT est le produit temps - bande passante du protocole. Comme précisé
à la section 1.1.5, il est lié au caractère multimode de la mémoire. On peut le comprendre
en imaginant que le signal est un train de N impulsions successives de durées individuelles
tp, chacune de celle-ci étant un mode temporel à stocker. Ici ∆ωs ≈ 1tp et le produit
temps-bande passante est approximativement égal à N, nombre de modes à enregistrer.
L’EIT a donc un aspect multimode en
√
αL. On verra par la suite que d’autres types
de protocoles font mieux. Le succès de l’EIT vient de ses résultats spectaculaires dans les
vapeurs, chaudes ou froides. Il est en effet bien adapté aux milieux fortement couplés au
champ et ne nécessite pas de longue durée de vie des cohérences optiques (point faible
des vapeurs).
1.2.4 De la lumière arrêtée à une mémoire quantique
Si l’on veut passer d’un stockage de champ classique (beaucoup de photons par im-
pulsion, statistique classique) à l’enregistrement de propriétés quantiques du champ, la
principale interrogation concerne le niveau de bruit qu’on peut atteindre. Les autres pro-
priétés (bande passante, efficacité) restent, par linéarité, les mêmes qu’à l’échelle classique.
Le bruit altère la fidélité de la mémoire, et ses effets deviennent significatifs à l’échelle
quantique.
Durant un processus d’EIT, le niveau excité (|b〉) n’est pas peuplé. Le système est
transparent même si les atomes restent dans le niveau fondamental. Au passage du champ
signal, les atomes passent dans l’état de superposition des niveaux |a〉 et |c〉 (ce qui crée
la cohérence de spin) sans passer par le niveau excité. Cet état, qui ne se désexcite pas par
émission spontanée, est qualifié de noir. On appelle aussi les polaritons vus précédemment
«polaritons noirs». Il n’y a donc pas de fluorescence qui viendrait s’additionner au signal
restitué, altérant ainsi l’information qu’il transporte.
Malgré tout l’EIT n’est pas exempt de problèmes de bruit. Le champ de couplage
doit être allumé au moment de la restitution du signal, et il est difficile en pratique de
s’affranchir d’un faisceau intense sur le détecteur. De plus, les atomes peuvent (en sortant
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du faisceau par exemple) quitter l’état noir et peupler l’état |c〉, puis être pompés vers
l’état excité. Ceci génère un bruit d’émission spontanée mesurable [34].
Les premières démonstrations expérimentales de mémoire quantique datent de 2004.
Des photons uniques ont été stockés une dizaine de µs dans une vapeur de rubidium
chaude [35] ainsi que dans un nuage refroidi de rubidium [36]. Le temps de stockage était
limité par le temps de transit des atomes dans le faisceau. Le stockage de photons intriqués
a été réalisé plus tard. D’autres propriétés quantiques du champ ont été enregistrées. Après
en avoir observé la propagation ralentie dans une fenêtre EIT, un état de vide comprimé
a été stocké pendant quelques µs dans un nuage froid de rubidium [37] et pendant 1µs
dans une vapeur chaude de rubidium [38].
1.3 Les ions de terre rare en matrice cristalline
De par la bonne connaissance de leurs propriétés, les vapeurs chaudes, puis froides
ont naturellement été utilisées pour la réalisation de mémoires quantiques. Elles souffrent
cependant de plusieurs défauts. Les vapeurs chaudes présentent des durées de vie des
cohérences optiques très courtes (typiquement quelques ns). Cependant l’EIT n’y est pas
sensible. Le principal problème vient du temps de transit des atomes dans le faisceau. Ce
dernier peut être amélioré par l’utilisation de nuages refroidis et de matrices d’atomes tam-
pons mais reste quand même limité à quelques dizaines de µs. De plus, le refroidissement
atténue énormément l’effet Doppler et le nuage ne présente pas d’élargissement inhomo-
gène. Ce qui est un avantage pour l’EIT s’avère un défaut rédhibitoire pour d’autres types
de protocoles présentés dans les sections suivantes.
Les cristaux dopés aux ions de terres rares (REIC) sont étudiés depuis plus de cin-
quante ans. Leurs propriétés en font des alternatives très intéressantes aux vapeurs. Les
dopants (les ions de terres rares), optiquement actifs, sont immobiles dans la matrice.
Le temps de transit dans le faisceau lumineux n’est donc plus un problème avec ces sys-
tèmes. La grande finesse spectrale de leurs raies d’absorption a été l’objet de nombreux
travaux fondamentaux visant à comprendre leurs mécanismes [39, 40, 41, 42]. Leurs ap-
plications sont nombreuses. Ils ont notamment été utilisés comme milieu à gain dans les
lasers solides [43] ou les fibres optiques à amplification [44, 45]. Leurs propriétés de co-
hérence ont été exploitées pour l’asservissement en fréquence de lasers sur des références
programmables [46, 47, 48], ou encore pour l’analyse spectrale de signaux radiofréquence
sur porteuse optique [49, 50, 51, 52].
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1.3.1 Niveaux d’énergie
Les terres rares sont un groupe de métaux comprenant le scandium, l’yttrium et les
quinze lanthanides. Ces derniers, auxquels nous nous intéresserons plus particulièrement
dans cette thèse, se caractérisent par une couche 4f partiellement remplie.
Figure 1.6 – Classification périodique des éléments
On trouve principalement les ions de terre rare au degré d’oxydation +III, qui est, à
de rares exceptions près, leur seul état d’oxydation stable. Sous cette forme, ils ont perdu
leurs électrons 5d et 6s.
Les transitions optiques utilisées concernent des promotions énergétiques des électrons
des couches 4f à l’intérieur de cette configuration électronique fondamentale [53]. Celle-ci
est en effet fortement dégénérée. Les interactions entre électrons et l’interaction spin-orbite
lèvent cette dégénérescence et divisent la configuration en sous-niveaux 2S+1LJ . Chacun
de ces niveaux est dégénéré 2J + 1 fois (−J ≤ mJ ≤ J). Ces niveaux sont séparés de
quelques milliers de cm-1. A ce niveau on obtient le diagramme énergétique des ions libres.
Lorsque ceux-ci sont insérés, par substitution, dans une matrice cristalline, les interactions
avec les ions de la matrice [54, 55, 56, 57], lèvent, par effet Stark, la dégénérescence des
niveaux 2S+1LJ , alors divisés en sous-niveaux Stark séparés de quelques dizaines de cm-1 .
Cet effet est faible et peut être traité comme une perturbation aux niveaux de l’ion libre,
très peu mélangés. La levée de dégénérescence en mJ est ici permise par la basse symétrie
du site de substitution. Elle peut n’être que partielle. On peut montrer que, pour les ions
ayant un nombre impair d’électrons 4f (Ce,Nd, Sm, Gd, Dy, Er, Yb), cette dégénérescence
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Figure 1.7 – Niveaux d’énergie des REIC. a) Configuration électronique. b) Termes éner-
gétiques de l’ion libre. c) Sous-niveaux Stark en matrice cristalline d) Structure hyperfine
magnétique et électrique. En rouge la transition optique utilisée
ne peut être totalement levée et que chaque sous-niveau Stark est au moins un doublet.
Ces ions sont dénommés ions Kramers. Pour les ions ayant un nombre pair d’électrons
4f (Eu, Pr, Tb, Ho, Tm, dits ions non-Kramers), la levée de dégénérescence peut être
totale dans des sites de symétrie suffisamment basse. Les interactions magnétiques lèvent
la dégénérescence résiduelle des sous-niveaux Stark. Le spin nucléaire est à l’origine d’une
sous-structure hyperfine. Ces effets sont décrits plus loin.
Les transitions optiques utilisées ont lieu entre les sous-niveaux Stark fondamentaux
de deux termes 2S+1LJ . La longueur d’onde dépend de l’ion mais aussi de la matrice cristal-
line. Ces transitions ont lieu entre sous-niveaux d’une même configuration électronique.
Ces sous-niveaux ayant même parité, une transition dipolaire électrique est interdite.
Cependant, dans un site sans symétrie d’inversion, la configuration 4fn peut être légère-
ment mélangée à la configuration de parité opposée 4fn-15d1. Ceci autorise légèrement la
transition, mais avec une force de raie très faible (de l’ordre de 10−8). Les expériences
actuelles se concentrent principalement sur les ions thulium Tm3+ (λ = 793nm), erbium
Er3+ (1532nm), europium Eu3+ (580nm), néodyme Nd3+ (880nm) et praséodyme Pr3+
(606nm). Ces longueurs d’onde varient sensiblement d’une matrice cristalline à l’autre.
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La longueur d’onde de transition de l’Erbium apparaît intéressante puisqu’elle tombe dans
le domaine spectral des télécommunications. La longueur d’onde du thulium est accessible
par des diodes laser, système simple à utiliser et à stabiliser [58]. Celle du praséodyme
n’est accessible que par des lasers à colorants, plus difficiles à mettre en œuvre [59].
1.3.2 Largeur inhomogène
Les matrices cristallines utilisées ne sont pas parfaites. Les défauts éventuels du cristal
sont multiples : impuretés, dislocations, contraintes exercées sur le cristal... Il en résulte
une hétérogénéité des sites de substitution et donc de l’environnement électrostatique de
chaque ion [39]. Les niveaux d’énergie des ions sont donc légèrement différents les uns des
autres. Ceci induit un étalement des fréquences de la transition optique utilisée, sur une
gamme appelée élargissement inhomogène de la transition. Les interactions à l’origine de
cet élargissement sont statiques et subsistent à température nulle. Elles sont fonctions de
la matrice, de l’ion et de la concentration en dopant. L’élargissement inhomogène résultant
varie de quelques centaines de MHz [60], voire de quelques dizaines [61] à une centaine de
GHz.
Figure 1.8 – a) Réseau cristallin imparfait. b) Effet sur les niveaux d’énergie. c) Effet
sur les fréquences de transition des atomes. Celles-ci se répartissent sur une gamme de
largeur Γinh
1.3.3 Largeur homogène
Chaque absorbeur individuel, c’est-à-dire chaque ion de terre rare, interagit avec la
lumière sur une certaine plage de fréquence autour de sa fréquence de résonance. Cette
plage est appelée largeur homogène (Γhom) car elle est la même pour tous les atomes du
milieu.
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Figure 1.9 – a) Elargissement homogène et inhomogène d’une raie spectrale. Un faisceau
monochromatique faible creuse un trou dans le profil inhomogène (hole-burning spectral),
dont la largeur est de l’ordre de la largeur homogène du milieu
Les REIC ont attiré l’attention de par la grande finesse de leurs raies spectrales. Celle-
ci, mesurée par les spectromètres conventionnels, était déterminée par l’élargissement
inhomogène de la raie. En effet, la figure 1.9 indique que la forme de la raie d’absorption
d’un REIC est donné par la convolution de l’élargissement homogène avec l’élargissement
inhomogène. La largeur totale associée est donc de l’ordre de la somme des largeurs
homogène et inhomogène ce qui, dans les REIC, revient à la largeur inhomogène, bien plus
grande. L’avènement de nouvelles techniques de spectroscopie, notamment le hole-burning
spectral, a permis de s’affranchir de la largeur inhomogène pour accéder à la largeur
homogène de la transition [39]. Un calcul semi-classique montre que le profil d’absorption
d’un atome individuel est une lorentzienne centrée sur sa fréquence de résonance et de
largeur à mi-hauteur reliée à la durée de vie T2 des cohérences par la relation :
Γhom =
1
πT2
(1.11)
La faible largeur homogène des REIC est donc associée à une longue durée de vie
des cohérences optiques. Si un champ excite une transition optique |1〉 → |2〉 où |1〉 est
le niveau fondamental et |2〉 le niveau excité, il place le système atomique dans un état
de superposition linéaire |Φ〉 = α |1〉 + β |2〉. L’interaction avec un environnement fluc-
tuant va progressivement transformer cet état commun à tous les atomes en un mélange
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statistique d’atomes dans l’état |1〉 (en proportion |α|2) et d’atomes dans l’état |2〉 (en
proportion |β|2). Ce mécanisme de décohérence se fait en un temps caractéristique T2.
Or, dans les REIC, les électrons 4f sont isolés des effets de l’environnement pour plusieurs
raisons. Les électrons 4f mis en jeu dans les transitions considérées occupent des niveaux
d’énergie plus profonds que les sous-couches 5s et 5p, occupées aussi. Les électrons de ces
couches créent un écrantage pour les électrons 4f, isolant ceux-ci des fluctuations électro-
magnétiques extérieures. De plus, les transitions optiques utilisées sont quasi-interdites,
ce qui découple les atomes des modes du champ électromagnétique. Ceci induit une faible
émission spontanée donc une durée de vie du niveau excité (notée T1) et une durée de vie
des cohérences potentiellement longues.
Si l’émission spontanée est seule cause de décohérence, alors T2 = 2T1. Il existe en réa-
lité beaucoup de mécanismes supplémentaires qui détruisent les cohérences sans toucher
à T1 et on peut écrire :
1
T2
=
1
2T1
+ γnr (1.12)
où γnr décrit la relaxation des cohérences par des phénomènes non radiatifs. Ceux-ci
sont essentiellement de deux types :
– les interactions avec les vibrations du réseau
– les fluctuations du champ magnétique local
Les vibrations du réseau couplent, par un processus d’absorption-émission de pho-
nons, les niveaux utilisés aux autres sous-niveaux Stark de leurs multiplets respectifs
(processus d’Orbach) ou à un sous-niveau Stark virtuel (processus Raman), en général
négligeable. L’efficacité du processus d’Orbach dépend de l’écart énergétique ∆EStark
entre sous-niveaux Stark, qui dépend fortement de la matrice utilisée. La contribution
du processus d’Orbach à la largeur homogène de la transition dépend donc à la fois de
l’ion de terre rare et de la matrice. Par exemple, ∆EStark vaut 27 cm-1 et 72 cm-1 pour
les niveaux fondamental et excité de la transition utilisée dans le Tm3+:YAG [62], et se
réduit à 6 cm-1 dans le niveau excité du Tm3+ :Y2Si2O7. Cette différence se répercute sur
les largeurs homogènes de ces transitions : à 4 K, elle est 400 fois plus faible dans le YAG
que dans Y2Si2O7. Les effets des phonons sont très largement réduits à basse température
(2-3 K).
Les fluctuations du champ magnétique local vues par un ion de terre rare particu-
lier peuvent provenir des fluctuations du spin des ions de la matrice (ions ligands) ou
des autres ions de terres rares. Dans le premier cas, le choix d’une matrice à faible spin
nucléaire (comme Y2SiO5, Y2Si2O7) peut fortement atténuer l’effet. Dans le second cas
il faut distinguer ions Kramers et ions non-Kramers. Dans des sites de substitution de
basse symétrie, les ions non-Kramers ont un moment cinétique électronique total blo-
qué (〈J〉 = 0). Les interactions magnétiques entre ions de terres rares ne se font donc
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que par le biais des moments magnétiques nucléaires, plus faibles que les moments ma-
gnétiques électroniques (µB ≈ 1800µN). Ces interactions amènent un élargissement né-
gligeable aux concentrations utilisées en pratique. Un champ magnétique statique peut
encore diminuer ces interactions [63]. Une largeur d’environ 150 Hz a ainsi été obtenue
dans Eu3+ :Y2SiO5 [64]. L’effet de ces interactions est important pour les ions Kramers.
A l’interaction spin électronique-spin électronique très favorable il faut ajouter la possibi-
lité de basculement de spin électronique à l’intérieur d’un doublet dégénéré de Kramers.
Les ions Kramers présentent des raies en général beaucoup plus larges que les ions non-
Kramers. Ces effets peuvent être très fortement atténués par l’utilisation d’un champ
magnétique externe intense qui lève la dégénérescence de Kramers et bloque le spin élec-
tronique. C’est sous ces conditions qu’une largeur homogène record de 50 Hz a été mesurée
dans Er3+ :Y2SiO5 [65, 41] sous un champ magnétique de 7T, à température cryogénique.
1.3.4 Interactions magnétiques et structure hyperfine
Si l’on ne tient pas compte des interactions magnétiques et des interactions quadru-
polaires, tous les sous-niveaux Stark présentent une dégénérescence supplémentaire due
au spin nucléaire de l’ion de terre rare. Ces interactions, traitées en perturbation, sont
essentiellement :
– l’effet Zeeman électronique, représenté par le hamiltonien :
HZe = gJµB ~B. ~J (1.13)
où gJ est le facteur de Landé du niveau, µB le magnéton de Bohr électronique, ~B
un champ magnétique externe et ~J le moment cinétique électronique total
– l’effet Zeeman nucléaire, dont le hamiltonien est :
HZn = gIµN ~B.~I (1.14)
avec gI le facteur de Landé nucléaire, µN le magnéton de Bohr nucléaire et ~I le spin
nucléaire.
– l’interaction quadrupolaire électrique, de hamiltonien HQ due à l’interaction des
couches électroniques déformées par le champ électrique du réseau avec le spin
nucléaire
– l’interaction hyperfine, dont le hamiltonien est :
Hhyp = −AJ ~J.~I (1.15)
où AJ représente le paramètre d’interaction hyperfine
L’effet de chacun de ces termes dépend du caractère Kramers ou non-Kramers de l’ion
de terre rare utilisé, ainsi que de la symétrie du site de substitution. Pour les ions Kramers,
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l’interaction hyperfine et l’effet Zeeman électronique peuvent lever la dégénérescence de
Kramers. Le cas des ions non-Kramers dans des sites de basse symétrie est celui qui
nous intéresse le plus, car c’est le cas rencontré au cours de cette thèse. Dans ce cas,
l’interaction avec le réseau cristallin lève totalement la dégénérescence électronique et le
moment cinétique électronique total est bloqué (〈J〉 = 0). Par conséquent, les termes
proportionnels à J, c’est-à-dire l’interaction hyperfine et l’effet Zeeman électronique, ont
une contribution nulle au premier ordre. On peut montrer alors que le Hamiltonien s’écrit,
au deuxième ordre de perturbation :
Heff = −(A2J ~I · Λ · ~I +HQ) + g2Jµ2B ~B · Λ · ~B − (2AJgJµB ~B · Λ · ~I −HZn) (1.16)
où Λ est un tenseur d’ordre 3 défini par :
Λαβ =
2J+1∑
n=1
〈0| Jα |n〉 〈n| Jβ |0〉
En − E0 (1.17)
où E0 est l’énergie de l’état |0〉 de plus basse énergie, et En l’énergie d’un autre état |n〉
du même multiplet électronique.
Le premier terme représente l’interaction hyperfine au second ordre, appelée inter-
action pseudo-quadrupolaire. Il est nul pour un spin nucléaire inférieur ou égal à 1. Le
deuxième terme est l’effet Zeeman électronique au deuxième ordre. N’impliquant pas le
spin nucléaire, il ne lève pas de dégénérescence (les dégénérescences électroniques sont déjà
levées par le réseau) mais déplace seulement les niveaux d’énergie. Le troisième terme re-
présente l’interaction Zeeman nucléaire exacerbée. Ce terme est la somme de deux termes :
– le couplage au deuxième ordre entre l’effet Zeeman électronique et l’interaction
hyperfine. On peut le voir comme la réponse des noyaux à une redistribution du
nuage électronique sous l’effet d’un champ magnétique extérieur.
– l’effet Zeeman nucléaire HZn, en général moins important
On voit donc que pour les ions non-Kramers, les effets magnétiques sont des perturbations
au second ordre, relativement faibles. La structure hyperfine des ions de terres rares est
un paramètre très important dans le choix de l’ion. La plupart des protocoles nécessitent
un système à trois niveaux.
1.3.5 Notre système : le Tm3+ :YAG
Durant cette thèse le cristal dopé utilisé était le Tm3+:YAG. Ce système est étudié
depuis plusieurs années par l’équipe. Les travaux de thèse de Frédéric de Sèze [66], puis
d’Anne Louchet [67] ont permis d’y mettre en place un système à 3 niveaux, nécessaire à
la réalisation d’une mémoire quantique.
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L’ion trivalent thulium possède 66 électrons, dont 12 sur la couche 4f. La configuration
fondamentale de cet ion est 4f12, S=1, L=5. Son nombre pair d’électrons en fait un ion non-
Kramers. Inséré dans une matrice de YAG (Y3Al5O12), il se substitue aux ions d’yttrium
Y3+ dans des sites de symétrie D2. Cette basse symétrie permet au champ cristallin de
lever complètement la dégénérescence en J, séparant les états singulets des multiplets
Stark de quelques centaines de Ghz. Le diagramme détaillé des niveaux d’énergie est
donné dans la référence [62]. Les transitions utilisées ne concernent essentiellement que
les sous-niveaux Stark de plus basse énergie des multiplets, et les expériences menées ne
mettent en jeu que le système de niveau simplifié présenté fig 1.10.
Figure 1.10 – Niveaux du Tm3+:YAG
Les ions sont excités sur la transition 3H6 →3 H4 à la longueur d’onde 793 nm par une
diode laser en cavité étendue asservie en fréquence. L’échantillon est refroidi à quelques
Kelvins. Pour un dopage à 0.5%, le niveau excité a une durée de vie de 500 µs [68].
Il se désexcite préférentiellement de façon non radiative par émission multiphonon vers
le niveau 3F4 en passant par le niveau 3H5 de courte durée de vie [69]. Le niveau 3F4
relaxe ensuite essentiellement radiativement vers l’état fondamental 3H6. Le niveau 3F4
est appelé niveau métastable ou "relais" en raison de sa grande durée de vie (de l’ordre
de 10 ms). La durée de vie des cohérences optiques, d’environ 100 µs dans un échantillon
dopé à 0.1% [70] (ce qui correspond à une largeur homogène de 3 kHz), est d’environ 30
µs (soit une largeur de 10 kHz) pour un dopage de 0.5%. La largeur inhomogène du profil
d’absorption est d’environ 20 GHz.
Chaque ion Tm3+ occupe un site de substitution de symétrie D2 dans la matrice de
YAG. Cette symétrie impose la direction de son dipôle de transition. L’interaction entre
un champ lumineux incident et un ion Tm3+ dépend donc fortement de la polarisation du
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champ. En effet le couplage entre un atome et un champ lumineux ~E est fonction de la
pulsation de Rabi :
Ω =
~d. ~E
~
(1.18)
où ~d désigne le dipôle de transition de l’atome. La réponse du cristal à une excitation
lumineuse est elle-aussi anisotrope. Cependant, la symétrie cubique du cristal impose un
coefficient d’absorption isotrope. Ceci s’explique par l’existence de 6 orientations diffé-
rentes des sites de substitution comme montré sur la figure 1.11.
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Figure 1.11 – Orientation des sites de substitution dans le YAG. Chaque parallélépipède
symbolise la symétrie D2 du champ cristallin. Le dipôle de transition est orienté selon la
grande direction du parallélépipède (axe y).
Le coefficient d’absorption du milieu, pour laquelle contribuent les atomes de tous les
sites, est indépendant de la polarisation de ~E.
Le spin nucléaire du thulium étant 1/2, il ne présente pas de structure hyperfine au
premier ni au second ordre. Pour obtenir un système à 3 niveaux, il faut placer l’échantillon
en champ magnétique statique. Les niveaux se divisent alors en deux sous-niveaux (cf
fig 1.12). L’ion Tm3+ étant un ion non-Kramers, cette levée de dégénérescence est un effet
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(faible) du second ordre dû à l’effet Zeeman nucléaire exacerbé. Cet effet est anisotrope.
L’éclatement des niveaux par un champ magnétique en fonction de son orientation par
rapport aux axes du cristal a été étudié durant la thèse d’Anne Louchet [67].
Figure 1.12 – Levée de dégénérescence en mI par effet Zeeman nucléaire exacerbé. Les
sous-niveaux Zeeman créés ne sont pas des états de mI définis mais des superpositions de
ces états.
L’éclatement des niveaux n’est pas le même pour chaque site, dont l’orientation par
rapport au champ magnétique est différente des autres sites. Sous un champ magnétique
orienté selon l’axe [001] (orientation choisie au cours de cette thèse), pour les sites 3,4,5,6
le splitting ∆e est de 6kHz/Gauss pour le niveau excité 3H4 et le splitting ∆f du niveau
fondamental 3H6 est de 28kHz/Gauss. Il est nul pour les sites 1 et 2. L’effet Zeeman
nucléaire exacerbé ne mélange pas beaucoup les états propres du spin nucléaire, c’est-à-
dire que, selon les notations de la figure 1.12) :∣∣∣∣∣α1bβ1b
∣∣∣∣∣ >> 1,
∣∣∣∣∣α2bβ2b
∣∣∣∣∣ << 1,
∣∣∣∣∣α1aβ1a
∣∣∣∣∣ >> 1,
∣∣∣∣∣α2aβ2a
∣∣∣∣∣ << 1 (1.19)
Le système a 4 niveaux est donc la juxtaposition de deux systèmes à 2 niveaux (|a1〉 ↔ |b1〉
et |a2〉 ↔ |b2〉) faiblement couplés. On définit alors le rapport de branchement r comme
le rapport entre les probabilités des transitions faibles et des transitions fortes :
r =
∣∣∣∣∣〈b2|a1〉〈b2|a2〉
∣∣∣∣∣
2
=
∣∣∣∣∣〈b1|a2〉〈b1|a1〉
∣∣∣∣∣
2
(1.20)
32
Ce rapport de branchement est d’environ 2% pour notre orientation de champ magnétique
(axe [001]). Cependant les deux sous-systèmes à 2 niveaux sont fortement couplés par l’in-
termédiaire du niveau métastable. En effet, le niveau excité se désexcite préférentiellement
vers le niveau métastable, lui aussi éclaté en plusieurs sous-niveaux. Cette désexcitation
est non radiative, ce qui redistribue les atomes entre sous-niveaux hyperfins. Le niveau
métastable se désexcité ensuite de manière radiative vers le fondamental.
1.4 Les protocoles de rephasage : des protocoles
adaptés aux cristaux
Les propriétés de cohérence des cristaux dopés aux ions de terres rares doivent être
exploitées avec des protocoles adaptés.
L’EIT a été étudié et mis en œuvre dans des matrices dopées au praséodyme. En 1997
Ham et al. ont ouvert une fenêtre de transparence EIT dans du Pr :YSO [71]. Plusieurs
expériences de lumière arrêtée y ont été menées [72], mais la plus spectaculaire revient à
Longdell et al., qui ont réussi à stocker une impulsion lumineuse pendant une seconde [73].
Ce temps de stockage, plus long que le temps de vie des cohérences Raman du milieu, a
été obtenu grâce à des techniques de rephasage des spins par des impulsions RF.
Néanmoins l’EIT n’est pas bien adapté aux REIC. L’élargissement inhomogène des
transitions optiques est supérieur à l’écart énergétique des deux sous-niveaux de base du
système en lambda. Il faut donc éliminer (par pompage optique par exemple) les atomes
indésirables pour ne garder qu’une raie inhomogène moins large que cet écart. Ainsi tous
les atomes ne participent pas au processus. De plus, de par la valeur élevée du rapport
entre largeur inhomogène et largeur homogène, les REIC présentent un fort potentiel
multimode, que n’exploite pas l’EIT.
1.4.1 Stocker de l’information classique dans les cristaux
Dans le cadre de l’enregistrement de grandes quantités d’information dans un système,
il a été proposé dans les années 80 d’exploiter, pour dépasser la limite de diffraction, la di-
mension spectrale d’un système matériel dans lequel une collection d’entités individuelles
absorbent la lumière (et ainsi enregistrent l’information codée dans le champ lumineux)
à des fréquences légèrement différentes les unes des autres. On peut ainsi les adresser (en
écriture et en lecture) de manière distincte, classe de fréquence par classe de fréquence,
en changeant simplement la fréquence des faisceaux laser d’écriture et de lecture. Les re-
cherches se sont alors tournées vers les milieux à élargissement inhomogène, dans lesquels
l’information lumineuse est stockée sous forme d’excitation atomique. La résolution spec-
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trale ultime de la mémoire est donnée par la largeur homogène γhom du milieu. En effet
un champ monochromatique faible interagit avec les atomes dont les fréquences de tran-
sition sont situées sur une plage γhom autour de la fréquence du champ. Ainsi le nombre
N de modes enregistrables dans une seule portion d’un système (le nombre de bits en-
registrables) est donné par le rapport de la largeur inhomogène sur la largeur homogène
du milieu. Ce rapport donne une limite fondamentale au produit temps-bande passante
qu’un protocole pourra obtenir dans le système.
Les REIC ont alors attiré l’attention de par le fait que ce rapport y prend des valeurs
très élevées, plus grandes que dans les autres systèmes matériels. Il peut atteindre 108
alors que dans les vapeurs, où la durée de vie des cohérences optiques est limitée, il est
plutôt de l’ordre de 100.
Néanmoins leur faible largeur homogène fait des REIC des matériaux peu adaptés à un
simple processus écriture-lecture. En effet, le temps nécessaire à chaque étape d’écriture ou
de lecture d’un bit d’information, de l’ordre de 1/γhom, est très long. Ce type de méthode
est plus adapté aux matériaux amorphes, qui présentent une largeur homogène plus élevée
(γhom ≈ 1 GHz) avec un rapport γinh/γhom qui reste très grand (≈ 10000) grâce à un très
fort élargissement inhomogène (γinh ≈ 10 THz). Grâce à une méthode d’écriture appelée
PSHB (Persistent Spectral Hole Burning [12]), de très grandes quantités d’information
ont pu être stockées dans ces matériaux [74, 22, 23].
Parallèlement à ces développements, d’autres voies ont été explorées dans les REIC
suite une solution proposée par Elyutin en 1979 [75] et Mossberg en 1982 [76] pour obtenir
une lecture rapide de l’information stockée : l’utilisation de l’écho de photon.
L’écho de photon à 2 impulsions
L’écho de photon est un processus de rephasage que l’on observe dans les milieux à
élargissement inhomogène. Il se base sur l’observation que si l’on envoie deux impulsions
lumineuses, séparées d’un temps t12, dans le milieu, à la sortie de celui-ci la partie trans-
mise des impulsions sera suivie d’un écho lumineux, c’est-à-dire une impulsion lumineuse
émise spontanément par le milieu, séparée de la deuxième impulsion par un temps égal à
t12. Ce phénomène, appelé écho de photon à 2 impulsions, a été observé pour la première
fois dans un cristal de rubis. Il peut être utilisé comme protocole de stockage : la pre-
mière impulsion, faible, est absorbée par le milieu (écriture) puis la deuxième impulsion
(l’impulsion de rephasage) déclenche la lecture. Lorsque l’aire de la deuxième impulsion
est égale à π, l’efficacité du processus est maximale.
L’écho de photon ne nécessite que deux niveaux d’énergie. On note |a〉 le niveau fon-
damental, |b〉 le niveau excité, ρab(t) la cohérence optique de la transition |a〉 → |b〉,
initialement nulle puisque le système est dans son état fondamental. La figure (cf
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Figure 1.13 – A gauche une présentation spectrale du processus d’écho à 2 impulsions.
A droite la présentation temporelle. a) Le spectre du champ signal, représenté par la
transformée de Fourier de la fréquence de Rabi instantanée. c) le profil inhomogène re-
présenté par la densité d’atomes. Chaque fréquence contenue dans le spectre du signal
excite les cohérences des atomes résonants avec elle. b) En rouge la lumière incidente. Le
signal est suivi de l’impulsion rephasante intense (l’échelle n’est pas respectée). En d) le
rephasage des cohérences. Après absorption de l’impulsion signal, les dipôles oscillent à
leur fréquence propre et se déphasent. L’impulsion forte les inverse. Au bout d’un temps
t1 ils oscillent à nouveau en phase.
fig 1.13 b)) montre le déroulement temporel du processus. L’impulsion signal, faible
(
∫∞
−∞Ωs(t)dt << π), excite les cohérences optiques des atomes, celles-ci s’écrivant :
ρ˜ab(∆, z, t) = − i2
∫ t
−∞
Ω(z, t′)e−(i∆+γopt)(t−t
′)dt′. (1.21)
où ∆ désigne le désaccord entre la fréquence laser et la fréquence de résonance de
l’atome considéré. Si l’on considère l’impulsion signal centrée en t1 et la relaxation de la
cohérence négligeable pendant cette impulsion, après son passage la cohérence s’écrit :
ρ˜ab(∆, z, t) = − i2e
−(i∆+γopt)(t−t1)Ω˜(z,∆) (1.22)
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où
Ω˜(z,∆) =
∫ ∞
−∞
Ω(z, t′)e−i∆(t1−t
′)dt′ (1.23)
Cette formule permet de noter une différence profonde entre l’écho de photon (et
comme on le verra les processus rephasants en général) et l’EIT (et les protocoles «type
lumière lente»). Ici c’est la transformée de Fourier de l’impulsion signal qui est gravée selon
la dimension spectrale du système. A la différence de l’EIT, pour lequel le profil spatial du
signal est enregistré le long de l’échantillon, ici le spectre du signal est enregistré «le long»
du profil spectral du système. Chaque composante spectrale du signal est enregistrée par
la classe spectrale d’atomes résonnants correspondante (cf fig 1.13a)).
L’impulsion est gravée dans les atomes sur une plage de fréquences égale à sa largeur
spectrale. Directement après son passage, chaque classe spectrale d’atomes va osciller
selon sa fréquence propre. Les dipôles, proportionnels à la partie réelle des cohérences
optiques, vont alors rapidement (plus précisément au bout d’un temps de l’ordre de la
durée du signal) se déphaser, et le champ rayonné va tendre vers 0. Le signal a été absorbé
par l’élargissement inhomogène du milieu : les dipôles individuels oscillent, mais étant
déphasés il n’y a pas de polarisation macroscopique créée donc pas de rayonnement induit.
Ce processus est réversible, contrairement à l’absorption «classique», due à la relaxation
des cohérences (et donc des dipôles individuels) par interaction avec l’environnement et
dilution de l’information dans celui-ci.
Pour inverser ce processus, on envoie sur le milieu une impulsion intense, d’aire π,
appelée impulsion rephasante.
Celle-ci opère sur le milieu la transformation suivante :
ρab → ρ∗ab (1.24)
ρaa → ρbb (1.25)
ρbb → ρaa (1.26)
Les cohérences sont changées en leur conjuguée. Leur phase est inversée (cf fig 1.13b).
Elles vont alors commencer à se rephaser et au bout du temps t12, elles seront de nouveau
en phase. Les dipôles correspondants vont interférer constructivement et un écho lumi-
neux sera émis. Si l’on veut que tous les atomes excités par le signal soient soumis à la
transformation décrite précédemment, il faut que :
– l’impulsion de rephasage soit d’aire π sur toute la gamme spectrale excitée. Il faut
donc qu’elle soit plus courte et intense. En effet pour une impulsion l’aire est définie
par :
A =
∫ ∞
−∞
Ωr(t)dt (1.27)
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Cette aire est l’aire vue par des atomes exactement à résonance avec le laser. Le
comportement d’atomes désaccordés de ∆ω sera très proche de celui des atomes
à résonance à condition que Ω2r(t) >> ∆
2
ω, c’est-à-dire sur un intervalle spectral
de l’ordre de la fréquence de Rabi de l’impulsion. Celle-ci définit donc la bande
passante du processus, c’est-à-dire la gamme spectrale d’atomes qui voient une aire
π.
– l’impulsion de rephasage soit d’aire π sur toute la zone excitée. Si l’on veut que
ceci soit vrai sur le profil transverse, le faisceau rephasant doit être plus large
spatialement que le faisceau signal. Contrôler l’aire d’une impulsion le long de sa
propagation est plus compliqué. Cependant, d’après le théorème de l’aire, l’aire
d’une impulsion π reste π durant sa propagation. Il faut alors pouvoir maîtriser
précisément l’aire initiale de l’impulsion.
Dans ces conditions, l’écho est une image fidèle de l’impulsion signal, inversée dans le
temps et éventuellement amplifiée. En effet, l’impulsion π ne modifie pas seulement les
cohérences atomiques, mais effectue aussi une inversion de population, rendant le milieu
amplificateur. L’efficacité du processus peut ainsi être excellente. Cependant l’intensité
de l’écho est réduite par la décohérence : toute la séquence doit alors tenir dans un temps
plus court que le temps de vie des cohérences optiques.
L’écho de photon comme mémoire optique
Elyutin [77] et Mossberg [76] n’ont pas utilisé l’écho à deux impulsions comme pro-
tocole de mémoire optique, mais un dérivé de celui-ci : l’écho de photon à 3 impulsions
(3PE).
Figure 1.14 – Séquence temporelle de l’écho à 3 impulsions.
La séquence temporelle est légèrement différente. Contrairement au cas du 2PE où
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l’information était imprimée dans les cohérences atomiques, on veut cette fois-ci imprimer
le spectre du signal dans le profil d’absorption, c’est-à-dire dans les populations atomiques.
Si l’on envoie seulement le signal sur le milieu, on n’imprime que son spectre de puissance
dans le profil de population :
∆n(ωab) ∝
∣∣∣E˜signal(ωab)∣∣∣2 (1.28)
où ∆n(ωab) désigne la différence de population nb − na des atomes de fréquence de réso-
nance ωab. La phase spectrale du signal n’est pas enregistrée. Une partie de l’information
est donc perdue. Pour enregistrer la totalité de l’information, on envoie, avant le signal,
une impulsion de préparation (cf. fig 1.14). Le spectre de puissance de l’ensemble des
impulsions d’écriture (préparation + signal) s’écrit :
∣∣∣E˜e´criture∣∣∣2 = ∣∣∣E˜pre´paration + E˜signal∣∣∣2 (1.29)
=
∣∣∣E˜pre´paration∣∣∣2 + ∣∣∣E˜signal∣∣∣2
+2
∣∣∣E˜pre´paration∣∣∣ ∣∣∣E˜signal∣∣∣ cos(ϕ˜pre´paration − ϕ˜signal) (1.30)
où l’on a masqué, pour simplifier l’écriture, la dépendance de ces grandeurs spectrales en ω.
Si la séquence totale d’écriture est plus courte que le temps de vie des cohérences optiques,
son spectre de puissance (qui contient, par interférence spectrale entre l’impulsion de
préparation et le signal, à la fois l’amplitude et la phase spectrales du signal, comme le
montre la formule 1.30) est inscrit dans les populations atomiques. La durée de vie de
cette structure est donnée par le temps de vie du niveau excité du milieu. La lecture
est déclenchée par autre impulsion. On peut montrer que, si les impulsions sont faibles
(régime linéaire) :
Ee´cho ∝
∫ ∞
−∞
E˜∗pre´paration(ω)E˜signal(ω)E˜lecture(ω)e
iωtdω
En particulier, si le spectre des impulsions de préparation et de lecture est plat sur la
largeur spectrale du signal, l’écho est une image fidèle et non-inversée du signal.
Cette variante de l’écho à deux impulsions présente l’avantage d’un temps de stockage
limité par la durée de vie des populations, et plus par celui des cohérences, souvent
beaucoup moins long.
L’écho de photon présente plusieurs avantages par rapport à l’EIT pour la réalisa-
tion d’une mémoire optique. Premièrement, l’inversion de population permet d’obtenir
des efficacités d’écho élevées. Ensuite il ressort des paragraphes précédents que la bande
passante de la mémoire n’est limitée fondamentalement que par l’élargissement inhomo-
gène. Cependant une limitation pratique vient s’ajouter à cette limite fondamentale. La
bande passante est déterminée par l’intervalle sur lequel on est capable de retourner les
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cohérences. Si l’on utilise des impulsions lumineuses de fréquence fixe (impulsions π,π/2)
cet intervalle est donné par leur fréquence de Rabi maximum et varie donc comme la
racine carrée de la puissance laser. Une large bande demande rapidement de très grandes
puissances laser. L’utilisation d’impulsions balayées en fréquence a été proposée en 1992
par Mossberg [78], puis réalisée expérimentalement dans le Tm3+:YAG [79], permettant
finalement un stockage sur une bande passante d’environ 1.5 GHz [80].
Le nombre de modes N enregistrables n’est donc fondamentalement limité que par le
rapport entre l’élargissement inhomogène Γinhom et l’élargissement homogène Γhom = Γopt :
N ∝ R = Γinhom
Γhom
Il est notamment indépendant de l’épaisseur optique, ce qui constitue un net avantage sur
l’EIT.
1.4.2 Stocker de l’information quantique dans les cristaux
Malgré ses avantages pour la réalisation d’une mémoire classique optique multimode,
l’écho de photon souffre de défauts rédhibitoires si l’on veut stocker un signal quantique.
L’écho à 3 impulsions n’est pas adapté car un réseau de population ne peut conserver
les informations quantiques portées par le signal. On peut comprendre ceci en constatant
que, durant le stockage, l’évolution du système n’est pas hamiltonienne du fait de la
relaxation des cohérences. La cohérence quantique du milieu est détruite. Cet argument
formel indique qu’une information quantique ne peut être stockée que dans les cohérences
d’un système, pendant un temps plus court que leur temps de vie.
L’écho à deux impulsions n’est pas adapté non plus, même si dans celui-ci l’informa-
tion est inscrite dans les cohérences optiques. Premièrement, l’écho se formant dans un
milieu inversé, le gain génère de l’émission spontanée qui pollue l’écho et altère la fidélité
de la mémoire de manière significative. On peut ainsi montrer que le rapport signal/bruit
dans le cas du stockage de photons uniques est au mieux de l’ordre de 1. De plus, les
impulsions rephasantes fortes sont très déformées durant leur propagation à travers le
milieu, du fait de leurs fortes interactions avec le milieu. Les impulsions π conservent une
aire constante durant leur propagation tout en cédant un maximum d’énergie au milieu
(qu’elles inversent). Ces deux contraintes sont conciliables à condition que les impulsions
soient fortement étirées temporellement. Les conditions d’accord de phase spatiale impo-
sant la même direction de propagation pour le signal et l’impulsion de rephasage, celle-ci
vient se superposer à l’écho. La durée du processus étant limitée par le temps de vie des
cohérences, on ne peut pas repousser celui-ci assez loin dans le temps.
Cependant ces techniques ouvrent des voies de réflexion. Les qualités des REIC en
termes de bande passante et d’aspect multimode potentiel sont exceptionnelles. L’écho de
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photon en tire parti pour la réalisation de mémoires optiques mais l’utilisation d’impul-
sions fortes et qui interagissent fortement avec le milieu le rend inapplicable à l’échelle
quantique.
Inverser la phase Doppler dans une vapeur chaude
La première proposition d’un protocole de rephasage sans excitation de la transition
de stockage par une impulsion intense date de 2001. S.A. Moiseev et S. Kröll ont proposé
un rephasage spatial des dipôles de transition élargie par effet Doppler dans une vapeur
chaude [81]. Ce protocole nécessite un système à 3 niveaux en lambda(cf fig 1.15).
Figure 1.15 – Séquence temporelle du protocole de stockage et restitution avec élargis-
sement inhomogène Doppler.
A l’instant initial, le système est préparé dans l’état |a〉. A un temps t1 on envoie une
impulsion signal dans la vapeur accordée sur la transition |a〉 → |b〉. On suppose que le
champ signal n’interagit pas du tout avec le milieu selon la transition |c〉 → |b〉 (différence
de fréquence suffisante entre les transitions, polarisations différentes). Cette impulsion
crée dans le milieu une cohérence ρab(z, t) dont la phase spatiale est kz. Comme dans le
cas de l’écho de photon, l’impulsion est absorbée par l’élargissement inhomogène. C’est le
désaccord en fréquence (ici dû à l’effet Doppler) des émetteurs individuels qui empêche la
construction d’une polarisation macroscopique et donc la propagation de l’impulsion dans
le milieu. Dans le cas de l’effet Doppler, ceci peut être aussi vu comme un effet spatial.
Les cohérences sont créées au point de cote z1 avec un facteur de phase kz1, z1 désignant
le point où est l’atome en t1. Rapidement les atomes se dispersent et la distribution des
phases spatiales se brouille sur un temps typique (kv¯)−1, empêchant la construction de la
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polarisation.
Cet effet peut être renversé. Une première impulsion π copropageante avec le signal
(~ks = ~kπ1) et accordée sur la transition |b〉 → |c〉 va convertir à un temps t2 la cohérence
optique ρab en cohérence Raman ρbc, imprimant au passage une phase−kz2 supplémentaire
à cette cohérence, avec z2 = z1 + v(t2− t1). La phase spatiale totale est donc kz1− kz2 =
−kv(t2−t1). Cette phase est indépendante de la position initiale de l’atome. Une deuxième
impulsion π, cette fois contrapropageante ( kπ2 = −kπ1) et envoyée au temps t3, va
convertir à nouveau la cohérence Raman en cohérence optique tout en imprimant de
nouveau une phase spatiale −kz3. La phase spatiale est désormais −kz3−kv(t2−t1) Cette
phase n’évolue plus puisqu’aucun champ supplémentaire n’est appliqué. Cependant, à un
temps t ultérieur, cet atome sera au point z = z3+v(t−t3) Ainsi, si au temps t = t3+t2−t1
l’atome est au point z = z3 + v(t2 − t1) avec une phase −kz. A ce moment les atomes
ont la phase spatiale adaptée à l’émission d’un écho dans la direction -z. Le brouillage des
phases spatial a été inversé et les cohérences ainsi remises en phases.
Une des propriétés remarquables de ce protocole est que l’écho est reconstruit vers
l’arrière avec une efficacité théorique de 100%. Cette efficacité est obtenue sans amplifi-
cation puisque, contrairement aux cas d’écho de photon classiques, l’écho est reconstruit
dans un milieu non inversé, donc sans gain. Cette efficacité n’est pas propre à ce proto-
cole mais se généralise à tous les protocoles de rephasage avec réémission de l’écho vers
l’arrière. On peut expliquer cela par le fait que, lorsqu’il remonte le milieu vers la face
d’entrée, l’écho a la phase et l’amplitude adaptées pour remettre les atomes excités par le
signal absorbé dans leur état fondamental. L’écho s’intensifie au cours de sa construction
de la même manière que le signal s’est atténué au cours de son absorption, en suivant le
même profil spatial. Ceci n’est pas un effet d’amplification , mais de propagation cohé-
rente. La réversibilité est alors complète. Cette découverte est une avancée majeure dans
l’objectif de la réalisation d’une mémoire quantique. Ce protocole surpasse aussi l’écho
de photon en termes de temps de stockage puisque, comme pour l’EIT, l’information est
stockée dans les cohérences Raman, dont le temps de vie est plus long que les cohérences
optiques.
Néanmoins ce protocole souffre de plusieurs défauts [82]. Le temps de stockage est en
fait limité par le temps de transit des atomes dans le faisceau, en pratique de l’ordre de la
dizaine de µs. De plus il nécessite une forte absorption pour atteindre de grandes efficaci-
tés, mais la densité d’atomes est par ailleurs limitée par le fait que les collisions détruisent
les cohérences optiques. Ce protocole n’a jamais été démontré expérimentalement.
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Controlled Reversible Inhomogeneous Broadening : CRIB
Les limitations du protocole présenté à la section suivante sont liées aux propriétés
des vapeurs. L’utilisation de l’effet Doppler implique l’emploi de vapeurs chaudes, posant
alors le problème du temps de transit des atomes dans le faisceau et des collisions. Ces
problèmes ne se posent pas dans les REIC, dans lesquels les atomes sont immobiles. Les
cristaux sont aussi plus pratiques à utiliser et plus compacts. Dans la lignée du protocole
présenté à la section précédente, des idées visant à "inverser" l’élargissement inhomogène
dans les REIC ont été avancées. En effet, les équations de Maxwell-Bloch contiennent une
symétrie d’inversion par rapport au temps [83]. Si l’on en trouve une solution pour une
configuration donnée (c’est-à-dire si l’on détermine l’évolution du champ (E(t), B(t)) et de
la matrice densité ρ(t) au cours du temps) alors l’évolution inverse (E(−t), B(−t), ρ(−t))
est aussi solution à condition de changer les désaccords en leur opposé. En particulier,
si cette opération est faite à un moment donné de l’évolution, celle-ci sera inversée et le
système "remontera le temps" à condition de réaliser l’accord de phase spatial (k → −k
pour les atomes, ce qui revient à imprimer un facteur de phase exp(−i2kz) aux cohérences,
comme précédemment).
Moiseev a donc adapté son protocole aux solides, en suggérant de mélanger deux
espèces différentes, A et B, d’ions dopants [84]. Les interactions entre A et B déterminent
la fréquence de résonance de l’espèce A. Si cette interaction dépend de l’état de B, et qu’elle
peut être contrôlée par un champ externe (par exemple, l’action d’un champ magnétique
sur l’état de spin nucléaire de B), il est possible de contrôler la fréquence de résonance de
A, et d’inverser le désaccord (en retournant le spin nucléaire de B par exemple).
Nilsson et Kröll [85] ont proposé de contrôler l’élargissement inhomogène par effet
Stark dans les REIC en appliquant un champ électrique statique extérieur. Ce proto-
cole est appelé Controlled Reversible Inhomogeneous Broadening (CRIB). Pour un atome
donné soumis à un champ Eext, la fréquence de transition s’écrit :
ωS = ωab +
χ(~µpg − ~µpe) ~Eext
~
, (1.31)
avec ωab la fréquence de transition de l’ion sans champ externe, χ = (ε+2)/3, ε étant
la constante diélectrique du milieu atomique.
L’inversion du champ Eext → −Eext inverse la fréquence de transition de l’atome
autour de sa fréquence propre ωab. On peut inverser l’élargissement inhomogène complet
d’une transition à condition que (cf fig 1.16) :
– avant application d’un champ électrique la transition ne doit pas présenter d’élargis-
sement inhomogène (cf fig 1.16b)). Les fréquences de transition des atomes doivent
être basculées autour de la même fréquence centrale ωab. Cela n’est pas vérifié dans
les REIC, qui présentent naturellement un fort élargissement inhomogène. Il faut
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Figure 1.16 – Réalisation par effet Stark (grâce à un champ électrique statique inhomo-
gène) d’un élargissement inhomogène contrôlable dans un milieu présentant un élargisse-
ment inhomogène initial, puis inversion de cet élargissement inhomogène par inversion du
champ électrique statique
donc éliminer des atomes de manière à ne garder que ceux dont la fréquence de
résonance est proche de ωab (cf fig 1.16a)b)). Cette étroite bande d’absorption (de
largeur γ) est obtenue par pompage optique des atomes à éliminer vers un niveau
de stockage, à longue durée de vie et découplé du signal optique incident.
– le décalage des fréquences de transitions dû à l’effet Stark soit différent pour chaque
atome de manière à couvrir, après application du champ Eext, un intervalle de
largeur Γext continu (cf fig 1.16c)), avec Γext >> γ.
Cette deuxième condition semble facile à remplir dans les matrices amorphes, dans les-
quelles les moments dipolaires permanents sont orientés de façon aléatoire. Cette confi-
guration a été étudiée dans des fibres de silice dopées erbium, celui-ci présentant une
transition à 1536 nm, longueur d’onde adaptée aux télécommunications. Le CRIB n’a
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cependant pas pu être testé dans ces fibres, dans lesquelles l’erbium présente un temps de
vie des cohérences optiques trop court pour effectuer la commutation du champ électrique
(à 150 mK celle-ci est de 3.8 µs). D’autre part l’erbium ne présente pas un système à 3
niveaux nécessaire au stockage dans les cohérences Raman et à l’inversion de la phase
spatiale. La proposition de Nilsson et Kröll [85] s’appliquait aux matrices cristallines dans
lesquelles les dipôles ne sont pas orientés aléatoirement mais selon les directions imposées
par les symétries des sites de substitution. Ils suggéraient d’appliquer un champ électrique
inhomogène, le gradient du champ étant orienté selon l’axe de propagation(cf fig 1.17).
Cette configuration longitudinale fut renommée par la suite GEM (gradient echo memory),
par opposition au CRIB transverse proposé par Kraus et al. [83]. Une étude théorique dé-
taillée du GEM [86] a montré que l’obtention d’un écho contrapropageant n’est pas une
condition obligatoire à l’obtention d’une efficacité de 100%. En effet, l’écho obtenu vers
l’avant dans le cas du GEM peut atteindre, pour des épaisseurs optiques suffisantes, 100%.
Ceci vient du fait que, contrairement au protocole d’inversion de la phase Doppler ou au
CRIB transverse, le milieu présente en un point particulier un profil d’absorption étroit
mais décalé, le profil inhomogène total étant obtenu en sommant les contributions des
différentes tranches du cristal. Lorsque le profil inhomogène est le même le long de l’axe
de propagation, l’efficacité de l’écho est limitée à 54%.
Le GEM est la seule configuration à avoir été testée expérimentalement. La première
réalisation revient à Sellars et Manson [87], qui ont obtenu un écho d’un champ classique
avec une efficacité de 0.1% dans une matrice Y2SiO5 dopée aux ions Eu3+. Reprenant le
même schéma expérimental, Hétet et al. ont obtenu une efficacité de 15% dans un cristal
de Pr3+ :Y2SiO5 dopé à 0.05%, beaucoup plus absorbant que Eu3+ :Y2SiO5 [88]. Enfin, une
efficacité de 69% a été obtenue dans un cristal de Pr3+ :Y2SiO5 par Longdell et al. [89]. Le
CRIB, et le GEM en particulier, présente beaucoup de qualités qui en font un candidat à
la réalisation d’une mémoire quantique. Le niveau excité n’est pas peuplé lors de la forma-
tion de l’écho, qui n’est pas bruité par l’émission spontanée. Il n’y a pas non plus de forte
impulsion rephasante dont la queue viendrait se superposer à l’écho. Le temps de stockage
est à priori limité par l’inverse de l’élargissement inhomogène résiduel γ−1 [90]. En effet
le déphasage lié à cet élargissement n’est pas rephasé par l’inversion du champ électrique.
Cependant il est possible d’augmenter considérablement le temps de stockage en utilisant
un troisième niveau. Des impulsions π convertissent, comme dans le cas du rephasage de
la phase Doppler, les cohérences optiques en cohérences Raman, au moment où les cohé-
rences optiques portent l’information. Le temps de stockage est alors limité par la durée
de vie des cohérences Raman. Cette limite peut aussi être dépassée par des techniques
de refocalisation de spin. L’efficacité théorique est de 100% pour le GEM. Néanmoins
plusieurs limites apparaissent. L’efficacité augmente avec l’épaisseur optique. Mais la pré-
paration du milieu élimine beaucoup d’atomes, ce qui diminue fortement l’absorption du
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Figure 1.17 – Cristal en configuration GEM. Les électrodes ne sont pas parallèles et
produisent un champ électrique statique inhomogène. Le profil d’absorption est représenté
pour deux tranches du cristal. La bande spectrale étroite, isolée par pompage optique, est
décalée en fréquence par effet Stark. Ce décalage diffère pour chaque tranche du cristal.
cristal. Le CRIB ne tire donc pas parti de l’élargissement inhomogène des REIC et de son
potentiel multimode. Contrairement à l’écho de photon classique, le nombre de canaux
spectraux disponible n’est pas de l’ordre de Γinh/Γhom mais est ici dimensionné par le
rapport Γext/γ, plus faible. Augmenter la bande passante en augmentant le champ élec-
trique statique se fait au détriment de l’épaisseur optique (on réduit la densité spectrale
d’atomes) et donc de l’efficacité. On peut montrer que le nombre de modes enregistrables
et restituables avec une efficacité donnée est proportionnel à l’épaisseur optique [91, 20] :
N ∝ αL (1.32)
Enfin le CRIB nécessite de contrôler la fréquence de transition des atomes par effet
Stark. Il faut donc qu’ils présentent un dipôle électrique permanent. Lorsque la symétrie
des sites de substitution est trop élevée, le dipôle permanent ne peut pas se construire.
C’est le cas par exemple dans le cristal de Tm3+:YAG que nous avons utilisé au cours de
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cette thèse. Le Tm3+ :Y2O3 présente un dipôle permanent [92], mais les cohérences y ont
un temps de vie environ 10 fois plus faible que dans le YAG. Ces défauts nous ont incités
à utiliser un protocole proposé plus récemment : le Peigne Atomique de Fréquences.
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Chapitre 2
Le peigne atomique de fréquences
Le protocole nommé Peigne Atomique de Fréquences ou AFC (Atomic Frequency
Comb) a été proposé récemment à Genève [93, 94]. Il s’inscrit dans la lignée de l’écho
de photon à 3 impulsions décrit précédemment. Dans ce protocole, un réseau spectral
était gravé dans le profil d’absorption par une impulsion π
2
et par une ou plusieurs im-
pulsions signal qui contiennent l’information à enregistrer. Ce réseau était ensuite sondé
par une nouvelle impulsion π
2
, restituant l’information contenue dans le réseau spectral
sous forme d’un écho lumineux, image des impulsions signal. Une variante de ce pro-
tocole, l’écho accumulé, a été proposée [95, 96], dans laquelle le réseau était gravé non
pas par des impulsions fortes mais par accumulation de l’effet de séquences d’impulsions
faibles, répétées plusieurs fois. L’impulsion qui vient sonder ce réseau est faible elle-aussi.
L’écho est produit sans impulsion de rephasage intense. Ce principe est aussi à la base
d’un protocole d’analyse spectrale (analyseur arc-en-ciel) développé au laboratoire Aimé
Cotton [50]. Le rephasage est induit par la périodicité du réseau spectral lui-même. Cette
idée est à la base du protocole AFC. Renversant le schéma classique, l’AFC propose de
faire porter l’information à enregistrer par l’impulsion sonde et plus par les impulsions
de gravure. Pour l’écho stimulé le réseau spectral porte l’information et la restitue sous
forme de l’écho d’une impulsion sonde. Pour l’AFC le réseau spectral produit l’écho d’une
impulsion sonde qui contient l’information à enregistrer. Un inconvénient apparaît rapi-
dement : l’écho stimulé permet de conserver l’information dans le milieu atomique durant
une période limitée par le temps de vie du niveau excité (T1). Pour l’AFC le temps de
stockage est limité par le temps de vie des cohérences de la transition (T2) souvent bien
plus court. Cependant cet inconvénient, qui pourra être contourné, est le revers de ce qui
est la raison d’être de l’AFC : l’information est stockée dans les cohérences, seules à pou-
voir en imprimer les propriétés quantiques. Avant de montrer les qualités de ce protocole,
la section suivante en explique le fonctionnement.
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Chapitre 2 - Le peigne atomique de fréquences
2.1 Diffraction d’une onde lumineuse par une struc-
ture périodique d’absorption
Le protocole AFC repose sur la diffraction d’un signal lumineux (faible) par une
structure périodique d’absorption. Une approche macroscopique, basée sur la résolution
des équations de Maxwell-Bloch en régime linéaire, suffit pour comprendre l’apparition
d’échos lumineux à la sortie du cristal. On considère un champ signal E(z, t), se propageant
selon l’axe z dans le sens des z croissant. On néglige ici les effets transverses (selon les
directions x et y) en considérant des ondes planes. Le système atomique est considéré
comme une collection de systèmes à deux niveaux. Ce milieu, dans lequel a été préparé une
structure périodique d’absorption, présente une susceptibilité linéaire χ+(ω)) de période
notée ∆χ = 2π/T . On note sa longueur L et son coefficient d’absorption avant préparation
α0. On considère celui-ci constant sur le domaine spectral utilisé. En pratique ceci revient
à considérer l’élargissement inhomogène grand devant la largeur spectrale du peigne de
fréquences et de l’impulsion signal. On note simplement E(z, ω) la transformée de Fourier
temporelle de E(z, t).
2.1.1 Calcul général
On cherche à résoudre l’équation d’onde dans le domaine spectral.
∂2E(z, ω)
∂z2
+ k2(1 + χ+(ω))E(z, ω) = 0 (2.1)
La susceptibilité étant une fonction périodique de la fréquence, on peut la développer
en série de Fourier.
χ+(ω) =
∞∑
n=−∞
cne
−ni(ω−ω0)T (2.2)
où
cn =
T
2π
∫ 2π/T
0
χ+(ω)eni(ω−ω0)Tdω (2.3)
La causalité impose
χ(t) =
∫ ∞
−∞
χ+(ω)ei(ω−ω0)tdω = 0,∀t < 0 (2.4)
∀n < 0, χ+(ω)eni(ω−ω0)T est 2π/T -périodique, donc l’égalité 2.4 amène à :∫ 2π/T
0
χ+(ω)eni(ω−ω0)Tdω = 0,∀n < 0
et finalement
cn = 0,∀n < 0
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Dans le cadre de l’approximation de l’enveloppe lentement variable (ou de manière
équivalente avec χ(ω) << 1), la solution de l’équation 2.1 s’écrit :
E(z, ω) = E(0, ω)e−ikze−i
kz
2
χ(ω) (2.5)
Le terme e−i
kz
2
χ(ω) est périodique, de période 2π/T , on peut de la même façon le
développer en série de Fourier et ainsi écrire le champ :
E(z, ω) = E(0, ω)
+∞∑
p=0
ap(z)e−ip(ω−ω0)T (2.6)
La somme part ici de p = 0 pour de raisons de causalité. En effet, si l’on revient dans
l’espace temporel, on déduit de l’équation précédente l’expression suivante :
E(z, t) =
+∞∑
p=0
ap(z)eipω0TE(0, t− pT ) (2.7)
On sélectionne donc les p positifs car il ne peut pas y avoir d’écho avant la simple
transmission du signal incident. La formule précédente montre que la périodicité du peigne
génère par elle-même les échos lumineux. On doit maintenant chercher le lien qui existe
entre les coefficients cn et les coefficients ap.
Figure 2.1 – Diffraction du signal incident par le réseau d’absorption. Le spectre du
signal (en bleu) doit couvrir plusieurs pics du peigne pour être diffracté efficacement. Seul
l’effet de l’absorption est représenté ici, pas l’effet de la dispersion.
Pour continuer ce calcul, on va considérer que E(0, ω) est plat à l’échelle des variations
caractéristiques du peigne spectral. Ceci revient à dire que la durée du signal incident est
beaucoup plus courte que T, l’inverse de la période du peigne (cf fig 2.1).
49
Chapitre 2 - Le peigne atomique de fréquences
L’équation 2.1 se réécrit alors, en utilisant les expressions 2.2 et 2.6 , sous la forme
du système :
∂2ap(z)
∂z2
+ k2ap(z) + k2
p∑
n=0
cp−nan(z) = 0 (2.8)
Ce système permet de calculer l’amplitude de tous les échos qui suivent le signal
transmis à la sortie du cristal. L’amplitude du pème écho ne dépend que de l’amplitude
des p-1 premiers et des p premiers coefficients cn de la susceptibilité. Cette propriété, due
à la causalité, permet de résoudre le système de manière itérative. En fait, dans l’optique
de la réalisation d’une mémoire, seul a1 nous intéresse puisque le premier écho constitue
le signal restitué par la mémoire. On a donc à résoudre le système suivant :
∂2a0(z)
∂z2
+ k2(1 + c0)a0(z) = 0 (2.9)
∂2a1(z)
∂z2
+ k2(1 + c0)a1(z) + k2c1a0(z) = 0 (2.10)
On aboutit aux expressions suivantes, avec l’hypothèse cn << 1 découlant de l’hypo-
thèse χ(ω) << 1, et en considérant a0(z = 0) = 1 et a1(z = 0) = 0 :
a0(z) = e−ikze−ikc0z/2 (2.11)
a1(z) =
i
2
c1kze
−ikze−ikc0z/2 (2.12)
c0 est la valeur moyenne de la susceptibilité. On peut montrer que ℜ(c0) = n, l’indice
de réfraction du milieu non-préparé, et on note kℑ(c0) = 〈α〉 le coefficient d’absorption
moyen du milieu. On aboutit finalement aux expressions suivantes pour les amplitudes
du champ transmis et du premier écho :
|E0(z, t)| = e− 12 〈α〉zE(0, t− nz
c
) (2.13)
|E1(z, t)| = |c1|ℑ(c0)
1
2
〈α〉 ze− 12 〈α〉zE(0, t− nz
c
− T ) (2.14)
L’écho subit de plus un déphasage ∆ϕ = π/2 + (ω0 − ωL)T par rapport au signal
transmis, où ωL est la fréquence du laser. On voit sur l’expression 2.14 que l’écho se
construit linéairement au cours de sa propagation, mais qu’il est en même temps réabsorbé
par le milieu. Ce deuxième phénomène limite l’efficacité d’écho à 54%. Ceci sera étudié
en détail au chapitre 4.
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2.1.2 Interprétation du processus
Le calcul précédent montre que la périodicité de la structure d’absorption du cristal
produit l’écho lumineux d’une impulsion incidente (faible). Cette section vise à interpréter
ce phénomène. Durant cette thèse l’interprétation habituelle de l’AFC comme un protocole
d’absorption [93, 97, 11] a été discutée et le processus a été réinterprété en termes de
lumière lente [98].
Premières interprétations : diffraction par un réseau spectral et rephasage des
cohérences
L’AFC a été en premier lieu considéré comme un protocole d’absorption, de la manière
suivante. Le milieu est préparé spectralement sous la forme d’une structure périodique
d’absorption constituée de pics très fins et très absorbants (cf fig 2.2), de fréquences
w0 + 2nπ/T, n ∈ [−N,N ] où 2N + 1 correspond au nombre de pics total du peigne. On
note ici ∆ = 2π/T . On considère ici que ωL = ω0, c’est-à-dire que le peigne est centré sur
la fréquence du laser.
Figure 2.2 – a) Pics étroits d’absorption. b) Evolution temporelle de la phase des cohé-
rences de chaque classe spectrale d’atomes.
A t = 0 une impulsion incidente, dont le spectre est représenté fig 2.2a), est absorbée
par le milieu. Le spectre de l’impulsion incidente doit recouvrir plusieurs pics du peigne,
mais doit être plus étroit que le peigne lui-même. Chaque pic absorbe les fréquences du
champ résonantes avec lui. Pour les atomes du pic n (c’est-à-dire de fréquence w0 + n∆)
situés en z, la cohérence créée est, juste après le passage de l’impulsion :
ρ˜ab(n, z) = − i2Ω˜inc(n∆, z) (2.15)
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On réalise ainsi une image discrète du champ incident. Après absorption les cohérences
évoluent en oscillant à leur fréquence propre.
ρ˜ab(n, z, t) = − i2e
in∆tΩ˜inc(n∆, z) (2.16)
L’évolution temporelle de cette phase est représentée fig 2.2b). Les dipôles atomiques
oscillent comme les cohérences selon :
~d(n, z) = 2ℜ(dabρab) (2.17)
où dab est le moment dipolaire de la transition. Après le passage de l’impulsion incidente
ils se déphasent rapidement. En effet, après un temps de l’ordre de la durée de l’impulsion
incidente, leurs déphasages sont répartis uniformément sur [0, 2π]) si bien que, malgré
la persistance des dipôles atomiques individuels, la polarisation macroscopique, somme
de toutes ces contributions, est nulle. Après un temps T (= 2π/∆), les dipôles sont de
nouveau en phase. Un dipôle macroscopique est ainsi créé et rayonne un champ lumi-
neux, l’écho, vers l’avant, c’est-à-dire dans la même direction que le signal incident. Cette
direction privilégiée est due au fait que la dépendance spatiale du champ incident a été
imprimée elle-aussi dans les cohérences.
Cette interprétation permet de comprendre plusieurs points du processus. Elle rend
bien compte de l’instant d’émission de l’écho. On peut montrer aussi (cf chapitre 4) que
pour obtenir une grande efficacité, il faut creuser un peigne aux dents très fines et très
absorbantes. Ceci se comprend en observant la figure 2.3b).
Figure 2.3 – a) Pics élargis d’absorption. b) Evolution temporelle de la phase des cohé-
rences de chaque classe spectrale d’atomes.
Le rephasage des cohérences est brouillé. L’efficacité de la reconstruction de l’écho
est moins bonne pour des pics épais. Le calcul de l’efficacité pour un peigne à dents
rectangulaires, effectué section 4.2.2, corrobore cette observation.
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Celle-ci, bien qu’instructive, semble cependant incomplète. Elle ne montre pas l’effet
du rayonnement de l’écho sur l’évolution des cohérences. De plus les calculs d’efficacité
effectués à la section 4.1 montrent qu’on peut obtenir des efficacités de 54% vers l’avant et
de 100% vers l’arrière avec des peignes optimaux, aux dents infiniment fines et infiniment
absorbantes. Ceci implique qu’un tel peigne spectral est capable d’absorber totalement le
signal incident. Dans le cas contraire, une partie de l’énergie serait transmise directement
par le cristal et l’écho lumineux, privé de cette énergie, ne pourrait pas être émis avec une
efficacité de 100%. Mais il semble contradictoire qu’un peigne globalement transparent (et
même dans le cas optimal complètement transparent) puisse absorber un spectre lumineux
de manière totale et uniforme.
Interprétation en termes de lumière lente
Ces contradictions ne sont qu’apparentes. Elles viennent du fait que l’interprétation
précédente en termes de réseau de diffraction spectral ne tient pas compte des effets
dispersifs et du rôle majeur joué par l’interaction non-résonante des atomes des pics avec
les composantes spectrales du champ hors de ces pics. Cette contribution non-résonante
est très différente de l’interaction résonnante. Elle se présente sous la forme d’un suivi
adiabatique du champ par les cohérences optiques [99, 100, 101, 102]. La figure 2.4 illustre
le fait que les composantes spectrales du champ signal situées entre les pics ne sont pas
absorbées, mais fortement ralenties. Sur cet exemple, au milieu des zones transparentes
la vitesse de groupe est réduite à 12 km.s-1.
L’EIT, ou le SLSHB [103], sont des protocoles de lumière lente. En effet, le signal
lumineux se propage dans le milieu matériel sous forme d’une superposition d’une onde de
cohérence atomique (Raman pour l’EIT, optique pour le SLSHB) et d’une onde lumineuse
résiduelle. La lumière ne disparaît pas totalement et n’est jamais absorbée par le milieu.
Ces protocoles sont purement dispersifs. L’absorption est nulle sur toute la largeur du
spectre du signal. L’indice de réfraction y présente une pente constante. On peut montrer
que dans ce cas le seul effet des atomes est de ralentir la propagation de l’impulsion, à une
vitesse vg = 1/(n+ω dndω ) (voir A.78 et A.103), quantité constante sur le spectre incident. A
l’opposé, l’écho de photon ou le CRIB sont des protocoles basés sur l’absorption. Le signal
incident est totalement converti en cohérence atomique. Le rephasage et l’émission d’un
écho lumineux sont obtenus par l’inversion de l’évolution de ces cohérences. La dispersion
n’intervient pas.
Le classement est plus délicat dans l’AFC. On a vu que l’absorption par les pics
est insuffisante pour expliquer l’émission de l’écho. Une interprétation type lumière lente
n’est pas suffisante non plus : les calculs montrent que la lumière disparaît totalement
dans le milieu avant émission de l’écho. De plus, comme le montre la figure 2.4, la vitesse
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Figure 2.4 – Profil d’absorption, indice et vitesse de groupe dans le cas d’un peigne
carré de période 1 MHz, dont les pics font 300 kHz de large. L’absorption initiale αL est
prise égale à 5, ce qui correspond approximativement à l’absorption de notre cristal de
Tm3+:YAG au centre du profil inhomogène. La largeur homogène γab/π est prise égale à
20 kHz.
de groupe est très variable dans chaque zone du peigne. Le signal recouvrant plusieurs
pics, la vitesse de groupe est donc loin d’être uniforme sur son spectre. Le signal est donc
fortement déformé, et pas seulement ralenti.
Cependant, pour de grandes efficacités, les effets dispersifs dominent. On verra au
chapitre 4 que, pour avoir un processus efficace, il faut creuser un peigne très contrasté
(c’est-à-dire avec des pics très absorbants entre lesquels se trouvent des zones très trans-
parentes) et aux pics très étroits. Il est dans ce cas pertinent de négliger l’absorption car
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elle n’affecte qu’une minorité de composantes spectrales du signal.
La susceptibilité s’écrit alors :
χ+(ω) = χ+f (ω) ∗ III∆(ω) (2.18)
où χ+f , purement réelle ici, désigne la susceptibilité associée à une fenêtre et III∆ le peigne
de Dirac de période ∆. Le champ dans le cristal s’écrit alors, d’après A.65 :
E˜+(z, ω) = e−ikχ+(ω)z/2e−ikzE˜(0, ω) (2.19)
=
[
III∆(ω) ∗ T˜ (z, ω)
]
e−ikzE˜(0, ω) (2.20)
où la fonction de transmission d’une région transparente s’écrit :
T˜ (z, ω) = e−ikχ+f (ω)z/2Π
(
ω
∆
)
(2.21)
avec Π la fonction porte centrée en 0 et de largeur 1. Dans le domaine temporel :
E(z, t) =
[
III 2pi
∆
(t)T (z, t)
]
∗ E
(
0, t− nz
c
)
(2.22)
=
2π
∆
∑
p≥0
T
(
z,
2pπ
∆
)
E
(
0, t− p2π
∆
− nz
c
)
(2.23)
avec n l’indice de réfraction du milieu. Pour comprendre comment se combinent les effets
de lumière lente et l’effet de la périodicité du peigne, on peut considérer le cas idéal d’un
indice triangulaire (fig 2.5).
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Figure 2.5 – Profil d’indice idéal
La susceptibilité s’écrit dans ce cas :
χ+f (ω) = 2
α0
k∆
(ω)Π
(
ω
∆
)
(2.24)
On trouve alors :
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E(z, t) = 2π
∆
∑
p≥0
sinc(p
2π
∆
− z/vg)E
(
0, t− p2π
∆
− nz
c
)
(2.25)
≈ 2π
∆
sinc(t− z/vg)
∑
p≥0
E
(
0, t− p2π
∆
− nz
c
)
(2.26)
avec vg = ∆/α0
Figure 2.6 – Echos lumineux à la sortie du cristal (z=L). En vert la fonction de trans-
mission
On voit que la périodicité du peigne implique la création d’échos successifs, comme
démontré à la section précédente. Ces échos, qui se propagent à la vitesse de phase (c/n)
dans le milieu sont générés à l’intérieur d’une enveloppe, qui elle se propage à la vitesse
de groupe définie par la pente de la susceptibilité, sans se déformer dans ce cas idéal
(fig 2.6). On comprend alors qu’une efficacité maximale s’obtient lorsqu’à la sortie du
cristal arrivent en même temps le premier écho et le maximum de l’enveloppe.
Dans le cas de pics carrés (fig 2.4), on peut utiliser un développement limité à l’ordre
3 de la susceptibilité au milieu des fenêtres de transparence [104]. On trouve :
χ+f (ω) =
α0
k∆
θ
2
[
(ω − ωL) + 13
(
π
∆
)2
(ω − ωL)2
]
(2.27)
On peut représenter la fonction T (z, t) correspondante (voir figure 2.7). L’effet du terme
d’ordre 3 est une déformation de la fonction enveloppe lors de la propagation. On observe
en effet sur cette figure son étalement à mesure de son avancée dans le cristal. On peut aussi
observer que le premier écho coïncide avec le maximum de l’enveloppe pour < α > z = 2,
ce qui sera confirmé à la section 4.1 comme étant, pour une forme de peigne donnée, la
condition d’une efficacité optimale. On en donne ici une interprétation physique.
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Figure 2.7 – Fonction de transmission représentée en fonction de t (normalisée à l’inverse
de la période du peigne de fréquences) et de z (normalisé à <α>-1).
On peut généraliser ces calculs en utilisant le développement en série de Fourier de la
susceptibilité 2.2 :
χ+(ω) =
∞∑
n=0
cne
−niωT (2.28)
On développe alors l’exponentielle complexe en série de Fourier :
e−inωT = 1− inωT + ... (2.29)
Avec k(ω) = ωL
c
(1 + 1
2
χ+(ω)) :
k(ω) =
ωL
c

1 + 1
2
∑
n≥0
cn − iωT2
∑
n>0
ncn + ...

 (2.30)
La formule A.100 indique que la vitesse de groupe est donnée par l’inverse de la partie
réelle du coefficient linéaire en ω du développement en série entière :
1
vg
=
1
c
− 1
2
ωL
c
ℜe(T ∑
n>0
incn) (2.31)
=
1
c
+
1
2
ωLT
c
∑
n>0
nℑm(cn) (2.32)
Cette formule permet d’évaluer le déplacement de l’enveloppe lumineuse de manière
plus exacte que les développements précédents.
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Mise en évidence expérimentale des effets de dispersion
L’analyse en termes de lumière lente est plus claire lorsque le spectre du signal à
enregistrer est entièrement contenu dans les zones transparentes du peigne. On peut pour
cela envoyer un train d’impulsions de signal. On voit sur la figure 2.8 que pour que le
spectre du signal soit contenu dans les zones transparentes du peigne, on doit séparer les
impulsions par une durée 2π/∆. Le train doit aussi être suffisamment long.
Figure 2.8 – A gauche : train d’impulsions de signal envoyé sur le peigne. L’enveloppe
est choisie gaussienne. A droite le spectre de ce train d’impulsions en vert. En bleu les
pics d’absorption du peigne, de période spectrale ∆
La diffraction d’un tel signal ne peut pas faire intervenir l’absorption, car il n’y pas
de recouvrement entre les pics d’absorption et le spectre du signal. Seuls les effets non-
résonnants interviennent ici. Pour valider notre approche type «lumière lente», on mesure
expérimentalement la vitesse de propagation de l’enveloppe gaussienne du train, que l’on
veut comparer à l’expression théorique 2.32. Expérimentalement on a accès au profil d’ab-
sorption du milieu et pas à la susceptibilité totale. Les coefficients cn de l’expression 2.32
ne nous sont pas directement accessibles. On cherche donc une expression de la vitesse
de groupe en fonction du profil d’absorption lui-même. Pour cela on développe ce profil
(périodique spectralement, de période spectrale ∆ = 2π/T ) en série de Fourier :
α(ω) =
∞∑
n=−∞
αne
inωT (2.33)
On utilise les relations de Kramers-Kronig pour relier ce développement à celui de la
susceptibilité :
ℜe(χ+(ω)) = − 1
π
vp
∫ ∞
−∞
ℑm(χ+(ω′))
ω − ω′ dω
′ (2.34)
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Or
α(ω) = −ωL
c
ℑm (χ(ω)) (2.35)
donc :
ℜe(χ+(ω)) = c
πωL
∞∑
n=−∞
αnvp
∫ einω′T
ω − ω′dω
′ (2.36)
= −i c
ωL
∞∑
n=−∞
αne
inωT sgn(n) (2.37)
où sgn(n) =


1 si n > 0
0 si n = 0
−1 si n < 0
On en déduit que, en considérant que χ+ = ℜe(χ+)+ iℑm(χ+) et en identifiant terme
à terme les séries de Fourier :
cn =
c
ωL
(−iαnsgn(n)− iαn) (2.38)
= −i c
ωL
αn


2 si n > 0
1 si n = 0
0 si n < 0
(2.39)
A partir de l’expression 2.32, on arrive finalement au résultat suivant, vérifiable ex-
périmentalement à partir du profil d’absorption :
1
vg
=
1
c
(
1− ωLT
∑
n>0
nℜe(αn)
)
(2.40)
L’expérience est menée dans un échantillon de Tm3+:YAG dopé à 0.5%. Le dispositif
expérimental est décrit à la section 4.2.3. Le peigne est creusé en utilisant pour niveau
relais un niveau hyperfin séparé à l’aide d’un champ magnétique statique de 40 Gauss.
L’éclatement hyperfin est de 392 kHz dans le niveau fondamental et de 240 kHz dans le
niveau excité. Conformément aux résultats démontrés au chapitre 4, on creuse un peigne à
dents carrées pour optimiser l’intensité de l’écho 1. Pour creuser 2n+1 pics de transmission
séparées par un intervalle ∆, on utilise 2n+1 sécantes hyperboliques complexes (SHC),
décrites à la section 5.2, centrées sur les fréquences ω0 ± k∆, k ∈ [0, n]. La séquence
de pompage complète comprend donc ces 2n+1 SCH, séparées de 1 µs. Elle est répétée
plusieurs fois pour obtenir par accumulation un peigne bien contrasté.
Pour vérifier que le peigne a été bien préparé, on commence par effectuer un enregis-
trement classique, c’est-à-dire d’une impulsion qui recouvre spectralement quelques pics
du peigne. Les résultats sont présentés sur la figure 2.9
1. Cette expérience a été réalisée après les études des chapitres 3 et 4
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Figure 2.9 – a) Peigne spectral complet préparé avec des SHC. La période spectrale
est de 2 MHz. La transmission est mesurée à l’aide d’un faisceau très faible, balayé en
fréquence. Les pics sont déformés du fait d’un balayage trop rapide, qui ne permet pas au
régime permanent de la transmission de s’établir. On observe notamment une transmission
supérieure à 1, conséquence de cette déformation. En médaillon, le pic central observé avec
un balayage plus lent. La déformation est beaucoup moins prononcée. La largeur des pics
est de 400 kHz, en accord avec les paramètres des SHC (β = 120 kHz, µ = 2, voir 5.2).
b) En pointillés l’impulsion incidente, de 100 ns. En continu le signal mesuré à la sortie
du cristal. On distingue la partie transmise, suivie de deux échos lumineux
Les calculs présentés au chapitre 4 permettent d’estimer l’efficacité de diffraction à
partir de la mesure du peigne. On trouve 14%, en accord avec l’efficacité expérimentale
mesurée à 15%.
On envoie maintenant sur le même peigne un train d’impulsions identiques, et iden-
tiques à celle envoyée précédemment. On décide de les encadrer sous une enveloppe gaus-
sienne pour bien contrôler la forme du spectre du train. On mesure le retard dans la
propagation de l’enveloppe, assimilable au retard de groupe du train. La figure 2.10 pré-
sente deux mesures, à épaisseurs optiques initiales différentes.
On fait varier l’épaisseur optique en se décalant sur le profil inhomogène. On réalise
ainsi une série de mesures sur une gamme de 10 Ghz environ. Les retards mesurés aug-
mentent avec l’épaisseur optique. La figure 2.10 présente deux mesures à deux épaisseurs
optiques initiales différentes. Au peigne représenté en a) correspond le signal b), dont l’en-
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Figure 2.10 – a) et c) Peignes spectraux obtenus pour différentes épaisseurs optiques
initiales (2 en a) 4.2 en c)). L’épaisseur optique est modifiée en déplaçant la fréquence
laser sur le profil inhomogène du milieu. b) et d) Trains d’impulsions envoyés sur ces
peignes. En pointillés les trains incidents. En continu le signal mesuré à la sortie du
cristal.
veloppe présente un retard de 240 ns à la sortie du cristal. Le peigne c) amène à un retard
du signal de 940 ns. C’est le plus grand retard que nous ayons mesuré, il correspond à une
vitesse de groupe de 5.5 km.s-1 dans le cristal. La figure 2.11 présente une comparaison
des retards expérimentaux et des retards calculés à partir des peignes mesurés, grâce à la
formule 2.40 . L’accord est bon, même si les retards calculés sont légèrement inférieurs.
Cet effet est plus prononcé à forte épaisseur optique. Ceci peut venir de la difficulté à
mesurer des coefficients de transmission très faibles pour ces épaisseurs optiques.
Ces mesures confirment le rôle des effets dispersifs dans le processus d’AFC.
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Figure 2.11 – a) Mesures du retard de l’enveloppe gaussienne en fonction de l’épaisseur
optique moyenne (en noir), comparées avec les valeurs calculées à partir des spectres
d’absorption mesurés (en rouge) b) Peigne mesuré (en noir). On vérifie que le spectre du
train d’impulsion (en rouge), calculé par la transformée de Fourier du signal temporel,
est bien compris dans les zones transparentes. Le fait que la transmission dépasse 1 est
un artefact expérimental. Ce profil de transmission est mesuré grâce à un faisceau faible
balayé en fréquence. Le balayage est ici trop rapide.
2.2 Le protocole complet
2.2.1 Stockage dans les cohérences Raman et restitution à la
demande
Le filtrage linéaire par une structure périodique présenté précédemment n’est pas à
proprement parler une mémoire optique mais plutôt une ligne à retard, puisque l’écho est
produit à un instant imposé par la période du peigne et pas sur demande. L’utilisation
d’un troisième niveau permet d’envisager un temps de stockage modulable. Il est en effet
possible de compléter l’AFC pour enregistrer l’information incidente dans les cohérences
Raman des ions de terres rares [105]. Les protocoles présentés précédemment (EIT, CRIB)
utilisent aussi les cohérences Raman pour le stockage.
Le transfert de l’information vers les cohérences Raman se fait au moment où celle-ci
est entièrement portée par les cohérences optiques. A ce moment le champ a été, dans le
cas idéal, entièrement absorbé et l’écho n’a pas commencé à se former. On applique alors
une impulsion d’aire π copropageante avec le signal, accordée sur la transition |c〉 → |b〉.
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Pour comprendre l’effet de cette impulsion, on peut faire un calcul simple qui néglige la
relaxation. On décrit alors le système à 3 niveaux par la fonction d’onde :
ϕ(z, t) = a(z, t) |a〉+ b(z, t) |b〉+ c(z, t) |c〉 (2.41)
A l’instant initial t = 0, l’information est contenue dans les cohérences optiques. Ainsi
ρba(z, 0) = a(z, 0)∗b(z, 0) avec 

a(z, 0) = a0(z)
b(z, 0) = b0(z)
c(z, 0) = 0
(2.42)
On passe dans le référentiel tournant :
 b(z, t) = β(z, t)e
−iωlt
c(z, t) = γ(z, t)
(2.43)
On applique une impulsion π accordée sur |c〉 → |b〉 de fréquence de Rabi Ω(t). Le
hamiltonien A.26 s’écrit, dans le système à 2 niveaux {|b〉 , |c〉}, dans le référentiel tournant
et avec ωL = ωbc :
H = −~
2
(Ω |b〉 〈c|+ Ω∗ |c〉 〈b|) (2.44)
Ceci amène au système suivant : 
 β˙ = iΩγ (2.45)γ˙ = iΩ∗β (2.46)
Pour simplifier on considère une impulsion carrée, pendant laquelle la fréquence de Rabi
vaut :
Ω(z) = ΩRe−ikz
La solution de ce système est alors

β(z, t) = ib0(z)e−ikz cos
ΩRt
2
(2.47)
γ(z, t) = ib0(z)eikz sin
ΩRt
2
(2.48)
Si ΩRt = π en t = t1 alors :
ρca(z, t1) = a(z, t1)∗c(z, t1)
= ie−iωact1a∗0(z)b0(z)e
ikz
= ie−iωact1eikzρba(z, 0)
et à un temps t > t1 :
ρca(z, t) = ieikzρba(z, 0)e−iωact (2.49)
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Les cohérences optiques initiales ont ainsi été transférées vers les cohérences Raman.
L’information est désormais stockée sous la forme d’une onde de spin. On a ainsi gelé l’évo-
lution du système atomique. En effet la transition Raman ne présente pas de structure
d’absorption périodique. Ceci vient de l’absence de corrélation entre les élargissements
inhomogènes optique et Raman. Ce dernier est à l’origine d’un brouillage de l’information
enregistrée, la situation étant formellement équivalente à un stockage dans les cohérences
optiques. Ce sont maintenant les spins qui oscillent à des fréquences différentes les unes
des autres. On peut, pour les rephaser, utiliser des techniques d’écho de spin, équivalentes
à l’écho de photon présenté précédemment. Outre ce déphasage déterministe (et réver-
sible), les fréquences d’oscillation des spins sont soumises à des fluctuations aléatoires, à
l’origine d’une relaxation des cohérences Raman. Celles-ci présentent cependant une durée
de vie supérieure à la durée de vie des cohérences optiques. Elle a été mesurée à environ
350 µs dans le Tm3+:YAG [106] et est de l’ordre de la milliseconde en général dans les
cristaux de terres rares (jusqu’à 15ms dans l’Eu3+ :YSO [107]). Il est cependant possible
d’augmenter fortement ce temps de vie. L’application d’un champ magnétique extérieur
d’amplitude et d’orientation bien précises a permis de le faire monter, dans Pr3+:YSO de
500 µs à 82 ms [108]. Des techniques développées en résonance magnétique nucléaire per-
mettent d’allonger encore cette durée de vie. Un temps de 30 s a été obtenu, toujours
dans le Pr3+:YSO, par l’application d’une série d’impulsions de rephasage radiofréquence
accordées sur la transition Raman [109]. Ces techniques permettent d’approcher la durée
de vie des populations hyperfines, limite ultime pour la durée de vie des cohérences.
Le retour de l’information aux cohérences optiques se fait par l’application d’une
seconde impulsion π, accordée comme la première sur la transition |c〉 → |b〉 et cette fois
contrapropageante. L’évolution atomique recommence et l’écho lumineux se reconstruira
au fur et à mesure du rephasage des cohérences optiques. La figure 2.12 résume le protocole
ainsi complété.
Le caractère copropageant et contrapropageant des impulsions π permet d’obtenir
un écho contrapropageant grâce à l’impression par chacune d’elles d’une phase eikz aux
cohérences. Cette modification des conditions d’accord de phase spatiale force l’émission
de l’écho vers l’arrière. On montrera au chapitre 4 qu’on peut dans ces conditions obtenir
une efficacité d’écho de 100%.
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Figure 2.12 – Impulsions de transfert vers les cohérences de spin
2.2.2 Préparation de la structure périodique d’absorption
Sans préparation le milieu présente un profil d’absorption plat. En effet, la plage spec-
trale utilisée est petite devant l’élargissement inhomogène de la transition (cf fig 2.13 b)).
Figure 2.13 – a) Système à 3 niveaux. b) Profil inhomogène de la transition. En gris la
bande spectrale utilisée, sur laquelle l’absorption est approximativement constante
L’étape de préparation consiste à creuser dans ce profil plat une structure périodique
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d’absorption (le peigne). L’absorption à une fréquence donnée est proportionnelle à la
différence de population atomique à cette fréquence (cf A.87) :
α(δab) ∝ nab(δab) (2.50)
où δab = ωab − ωl (on se place dans le référentiel tournant). On veut de plus qu’au
moment du stockage il n’y ait pas d’atomes dans le niveau excité, pour éliminer l’émission
spontanée. On aura donc :
α(δab) ∝ na(δab) (2.51)
où na = ρaa désigne la population d’atomes dans le niveau fondamental |a〉. Il faut donc,
pour créer un profil d’absorption, creuser ce profil dans les populations atomiques. En
éliminant des atomes du niveau fondamental à une fréquence donnée, on fait baisser
l’absorption à cette fréquence. Les atomes éliminés devant être stockés dans un niveau
relais, on a besoin d’un troisième niveau |c〉, comme représenté sur la figure 2.13 a).
Le transfert des atomes du niveau |a〉 au niveau |c〉 est effectué par pompage optique
sélectif en fréquence. Le laser est accordé sur la transition |a〉 → |b〉, sur laquelle on veut
écrire le peigne. Initialement tous les atomes sont dans le niveau fondamental |a〉. Lorsque
la séquence de pompage est lancée, le laser fait passer les atomes dans le niveau excité,
qui relaxe vers les niveaux |a〉 et |c〉 avec une probabilité respectivement r et 1-r. Les
atomes revenus dans le niveau |a〉 vont être de nouveau excités etc... Plusieurs paramètres
déterminent la proportion d’atomes que l’on veut transférer dans le niveau relais : la
puissance de pompe, la durée de la séquence de pompe, la probabilité r, la vitesse de
relaxation du niveau excité. Un autre facteur déterminant est la durée de vie du niveau
relais. Les atomes finissent par revenir dans le niveau fondamental après un certain temps.
Outre le fait que cette durée intervient dans la dynamique du pompage, elle constitue
aussi la durée de vie du peigne, qu’il faut rafraîchir donc rafraîchir périodiquement par
une nouvelle séquence de pompe.
Pour pomper différemment les différentes classes spectrales, on agit sur le profil spec-
tral du laser. Aux fréquences pour lesquelles la densité de puissance laser est élevée, le
pompage sera efficace. Aux fréquences pour lesquelles elle est nulle, les atomes resteront
dans |a〉 et l’absorption restera maximale. La forme du peigne désiré détermine le spectre
du laser, et donc la forme temporelle (le motif) de la séquence de pompe. Celle-ci est courte
et ne permet pas un pompage efficace. On grave donc par accumulation, c’est-à-dire qu’on
envoie sur le cristal le motif lumineux un grand nombre de fois (cf fig 2.14).
Le motif est répété à intervalle de trep. Ce temps doit être plus grand que le temps de
vie des cohérences optiques T2. Ainsi ont elles complètement relaxé à l’arrivée de chaque
nouveau motif. Ceci permet de graver le spectre du motif lui-même, et pas celui de la
séquence totale de pompe (c’est-à-dire l’ensemble des motifs envoyés).
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Figure 2.14 – Séquence temporelle de préparation du cristal. Le motif (constitué ici de
4 pics) est répété N fois à intervalle trep
Etude quantitative
L’analyse précédente peut être quantifiée. En effet, l’équation A.43 permet de calculer
l’effet du passage d’un motif lumineux sur les populations. En notant t− l’instant précédent
l’arrivée d’un motif et t+ l’instant où celui-ci termine son passage, et si l’on néglige la
relaxation du niveau excité pendant l’interaction avec le motif lumineux :
nab(t+) = nab(t−)(1−R) (2.52)
avec
R = R(δab) =
1
2
∣∣∣Ω˜motif (δab)∣∣∣2 ∗ γab
π(δ2ab + γ
2
ab)
(2.53)
où Ω˜(ω) = dab
~
E˜motif (ω − ωl) désigne la pulsation de Rabi associée au champ de pompe
E(t), γab le taux de relaxation des cohérences optiques. La dépendance de R en δab est
masquée pour simplifier l’écriture. Si les variations de
∣∣∣Ω˜motif (δab)∣∣∣2 sont lentes à l’échelle
de γab, alors :
R =
1
2
∣∣∣Ω˜motif (δab)∣∣∣2 (2.54)
En effet l’effet de la convolution est de niveler R sur une échelle γab. Si Ω˜motif ne varie
pas beaucoup à cette échelle, ce nivelage est sans effet. On comprend alors que la largeur
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homogène est la résolution en écriture de la séquence de pompage. On ne pourra pas écrire
dans les populations atomiques des structures spectrales plus fines que cette résolution,
les détails du spectre de pompe plus fins étant nivelés. Les formules 2.53 et 2.54 ne sont
vraies que si le champ est suffisamment faible (elle est proche de la solution exacte tant
que R < 1/2).
Si l’on ne tient pas compte de la relaxation du niveau excité, à la fin de la séquence
de pompage la différence de population est :
nab(T = Ntrep) = nab(0)(1−R)N (2.55)
Pour tenir compte des relaxations, à l’aide de la formule 2.52, il faut calculer la
dynamique des populations atomiques lors de la séquence de pompage. Pour cela, on
modélise la séquence de pompage réelle par un pompage continu moyen tel que :
dnab
dt
= −Pnab (2.56)
avec le taux de pompage moyen P = R
trep
. Le temps de vie du niveau excité |b〉 est noté T1.
P, comme R, dépend du désaccord δab (étant proportionnel à la densité spectrale d’énergie
du motif de pompe), mais cette dépendance est masquée pour simplifier l’écriture.
Utilisation du métastable comme niveau relais
Comme suggéré sur la figure 1.10, il est possible d’utiliser le niveau métastable 3F4
pour stocker les atomes qu’on veut éliminer du processus. En effet, lorsqu’ils sont sur
ce niveau, les atomes sont complètement découplés du champ. Sa durée de vie Tm est
d’environ 10 ms. En notant ρm la population de ce niveau, la dynamique du système est
régie par le système d’équations de taux suivant :


d
dt
ρaa =
P
2
(ρbb − ρaa) + ρm
Tm
+
rρbb
T1
d
dt
ρbb = −P2 (ρbb − ρaa)−
ρbb
T1
1 = ρaa + ρbb + ρm
(2.57)
En régime stationnaire, c’est-à-dire après un temps long devant T1, Tm, 1/P :

ρaas =
T1P + 2
T1P
ǫ
+ 2
ρbbs =
T1P
T1P
ǫ
+ 2
ρms =
T1P (1− 2ǫ)
T1P + 4ǫ
(2.58)
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en posant
ǫ =
1
Tm
T1
(1− r) + 2 ≈
1
(1− r)
T1
Tm
(2.59)
car, dans notre système, Tm(1 − r) >> T1. En effet la désexcitation du niveau excité se
fait préférentiellement dans le métastable donc (1− r) > 1/2. Comme Tm/T1 ≈ 15 >> 1
alors ǫ << 1.
Dans l’optique de stocker des photons uniques, le niveau excité doit être vide lors-
qu’arrive le signal. On doit donc attendre quelques T1 entre la séquence de pompe et
l’arrivée du signal à enregistrer. Au moment où le signal arrive :
nab = ρaa = ρaas + rρbbs
La formule A.85 relie le coefficient d’absorption à la différence de population :
α(δ) = k
d2ab
~ǫ0
∫
G(δab)nab(δab)
γab
(δ − δab)2 + γ2ab
dδab (2.60)
= k
d2ab
~ǫ0
(
(G(δ)nab(δ)) ∗ γab
δ2 + γ2ab
)
(2.61)
= G(0)k
πd2ab
~ǫ0
(
nab(δ) ∗ γab
π(δ2 + γ2ab)
)
(2.62)
car G varie peu à l’échelle de la largeur homogène. Si nab(δ) varie peu à l’échelle de la
largeur homogène :
α(δ) = G(δ)k
πd2ab
~ǫ0
nab(δ) (2.63)
P (δ) est proportionnel à la densité spectrale de puissance du motif de pompe. Selon
la valeur de celle-ci autour d’une fréquence donnée, les atomes résonnants avec cette
fréquence seront plus ou moins efficacement pompés vers le niveau métastable. En effet,
lorsque PT1 >> ǫ (c’est-à-dire PTm >> 1) nab = ρaa = (1+r)ǫ. On voit alors que pour une
puissance de pompe suffisante, on obtient un résidu de population de l’ordre de ǫ dans le
niveau |a〉 et l’absorption, de l’ordre de α0Lǫ est fortement réduite. Le système 2.58 indique
que cette efficacité de pompage s’accompagne d’un élargissement spectral des zones de
faible absorption. Ceci est illustré sur la figure 2.15. La structure creusée n’est plus une
image fidèle du spectre du motif de pompe. Il s’agit d’un problème de saturation : aux
fréquences pour lesquelles le champ est fort, les atomes sont envoyés plus rapidement dans
le niveau relais. Mais le niveau fondamental finit par se vider et la puissance disponible
n’est plus utilisée. Aux fréquences où le champ est un peu moins fort, le pompage est
moins efficace mais au bout d’un certain temps, la puissance disponible étant entièrement
utilisée, les atomes seront quand même tous envoyés dans le niveau relais. Cet effet est
gênant car il ne permet pas de contrôler la structure d’absorption gravée. De plus, on veut
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Figure 2.15 – Profil d’absorption théorique pour un spectre sinusoïdal (motif en paires
d’impulsions). L’épaisseur optique initiale est prise à 5. En bleu la puissance de pompe P
est nulle. En vert PT1 = 0.05. En rouge PT1 = 1. En bleu PT1 = 5. ǫ est pris égal à 0.05
que certaines parties du peigne soient très absorbantes. Elles doivent donc être épargnées
par le pompage optique. A ces fréquences on impose une densité spectrale de puissance du
motif nulle. Mais la convolution par la largeur homogène fait qu’à ces fréquences les atomes
vont être pompés malgré tout (par les composantes spectrales du champ aux fréquences
voisines), de manière non-négligeable si on est en régime saturé. On voit effectivement sur
la figure 2.15 que les pics d’absorption sont «rognés» à plus forte puissance de pompe.
L’effet d’élargissement par saturation est par contre négligeable si la puissance de
pompe est très faible (PT1 << ǫ, soit PTm << 1). Dans ce cas :
nab =
T1P (1 + r) + 2
T1P
ǫ
+ 2
≈ 1− T1P
2
( 1
2ǫ
− 1− r
)
≈ 1− T1P
4ǫ
(2.64)
et dans ce cas :
α(δ) = α0(δ)
(
1−K
∣∣∣Ω˜motif (δab)∣∣∣2 ∗ γab
π(δ2 + (2γab)2)
)
(2.65)
où l’on a noté α0(δ) = k
πd2
ab
~ǫ0
G(δ) l’absorption initiale (sans pompage) du milieu et K =
T1
trep
1
4ǫ
= (1−r)Tm
trep
. La structure d’absorption est le spectre de puissance convolué par une
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lorentzienne de largeur 2Γhom. Cette largeur est la somme d’une première convolution
lors de l’écriture du spectre dans les populations (cf équation 2.53) et d’une deuxième
convolution qui traduit le fait qu’un champ incident faible interagira avec les atomes
résonnants là aussi sur une gamme spectrale Γhom (cf équation A.85)..
En pratique on n’utilise pas une puissance si faible car on veut un peigne bien
contrasté. Ceci implique des zones transparentes avec un résidu de population le plus
faible possible. Il faut donc trouver un compromis entre faible puissance de pompe qui
évite l’élargissement par saturation et permet de bien maîtriser la structure gravée, et
forte puissance de pompe qui permet de creuser une structure d’absorption profonde et
contrastée, mais qui risque d’attaquer les dents absorbantes.
Utilisation de la structure hyperfine
L’utilisation du niveau métastable comme niveau relais souffre de plusieurs inconvé-
nients liés à sa durée de vie relativement courte. Le résidu de population (≈ ǫ) est assez
élevé dans les zones transparentes. De plus le métastable relaxe de manière non-négligeable
pendant la durée d’attente (nécessaire au vidage complet du niveau excité) qui suit la sé-
quence de pompage optique. Pour ces raisons on préfère utiliser un sous-niveau hyperfin
comme niveau relais. En effet, comme expliqué à la section 1.3.5, en présence d’un champ
magnétique chaque niveau est éclaté en deux sous-niveaux(cf fig 2.16).
Les niveaux hyperfins peuvent avoir un temps de vie très long aux températures
cryogéniques. Outre une dynamique de pompage optique plus favorable, leur utilisation
comme niveau relais permet de graver une structure d’absorption à longue durée de vie,
qui n’a pas besoin d’être rafraîchie fréquemment.
La dynamique d’un tel système est complexe. Pour l’aborder, on fait l’approximation
suivante. On néglige l’effet de la présence du niveau métastable. En effet, du fait de la
grande différence entre sa durée de vie et celle des niveaux hyperfins, il ne modifie que peu
la dynamique générale du système atomique. On travaille donc dans le système effectif
représenté figure 2.17.
On ne peut cependant pas négliger complètement l’effet du niveau métastable sur la
relaxation des atomes excités. Lorsqu’un atome est placé dans le niveau excité, il peut
revenir au fondamental de manière directe ou par l’intermédiaire du niveau métastable
(cf fig 2.16). La désexcitation directe s’effectue très peu selon les transitions croisées (par
exemple le niveau |3〉 relaxe peu vers le niveau |2〉, mais préférentiellement vers le niveau
|1〉. Les taux de désexcitation sont dans un rapport égal au rapport de branchement,
c’est-à-dire 0.02 pour notre choix d’orientation du champ magnétique). Mais la relaxation
via le métastable, dont certaines étapes ne sont pas radiatives, est distribuée de manière
beaucoup plus équilibrée entre les sous-niveaux fondamentaux. Elle est de plus majori-
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Figure 2.16 – Diagramme des niveaux d’énergie du Tm3+:YAG en présence de champ
magnétique. L’effet Zeeman nucélaire exacerbé éclate chaque niveau en deux sous-niveaux,
le spin nucléaire du Tm étant 1/2
taire vis-à-vis de la désexcitation directe. Dans le système équivalent représenté sur la
figure 2.17, les taux de relaxation vers les sous-niveaux fondamentaux sont dans un rap-
port reff qui, même s’il est mal connu, est relativement équilibré, car le passage par le
niveau métastable redistribue les atomes entre ces sous-niveaux. Ceci est vrai pour les
deux sous-niveaux excités.
Supposons dans un premier temps un faisceau de pompage monochromatique. La
figure 2.18a) montre que quatre classes spectrales d’atomes présentent une transition
résonnante avec le champ de pompe. On peut traiter l’effet du pompage optique sur les
populations de chacune de ces classes indépendamment des autres. Les atomes de chacune
de ces classes se comportent comme des systèmes à 3 niveaux, formellement équivalents
à celui de la section précédente (c’est-à-dire le système fondamental-excité-métastable).
On peut donc adapter les calculs effectués précédemment.
Cependant, l’utilisation du niveau métastable et d’un sous-niveau hyperfin comme
relais présentent plusieurs différences. Premièrement, les deux sous-niveaux fondamentaux
sont dans nos systèmes séparés d’au plus quelques MHz. Aux températures cryogéniques
auxquelles on travaille, cet écart est faible devant l’énergie thermique kBT . A l’équilibre
thermique les populations de ces niveaux sont donc égales (alors que le niveau métastable
est vide). On note TZ le temps de retour à l’équilibre. On peut donc écrire en l’absence
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Figure 2.17 – Système équivalent de niveaux d’énergie en présence d’un champ magné-
tique. En rouge le laser de pompage. En bleu la relaxation du niveau excité
de pompage, en notant ni la population du niveau i :
d
dt
n1 = − d
dt
n2 =
n2 − n1
TZ
(2.66)
TZ est beaucoup plus grand que Tm (il peut atteindre plusieurs minutes à faible tempé-
rature (< 2K)).
Deuxièmement, les paramètres ne sont pas les mêmes pour chacune des 4 classes
d’atomes. Comme expliqué à la section 1.3.5, les transitions croisées (|1〉 → |4〉 , |2〉 → |3〉)
ont des forces de raies plus faibles que les transitions directes (dans un rapport égal au
rapport de branchement r ≈ 0.02). Les taux de pompe sur transitions forte et faible sont
donc différents, dans le même rapport.
On peut alors calculer par exemple l’effet du pompage optique sur les atomes de la
classe (i) de la figure 2.18, pour lesquels le fondamental est le niveau |1〉, l’excité est le
niveau |3〉 et le relais est le niveau |2〉. A l’instant où le signal arrive :
n13 = ρ33 − ρ11 = T1P (1 + reff ) + 2T1P
ǫ
+ 4
(2.67)
en posant
ǫ =
1
TZ
T1
(1− reff ) + 3
≈ 1
(1− reff )
T1
TZ
(2.68)
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Figure 2.18 – a) Classes d’ions excités par le faisceau de pompe, dont le spectre est centré
sur la fréquence ω. Les populations sont représentées avant le début de la gravure : elles
sont égales dans les niveaux fondamentaux et nulles dans le niveau excité. Les pointillés
désignent des transitions faibles, les traits pleins des transitions fortes. b) Un faisceau peu
intense et balayé en fréquence sonde les populations modifiées par l’étape de pompage
optique. Les pointillés désignent des transitions faibles, les traits pleins des transitions
fortes
Aux fréquences où le taux de pompe P est nul, n13 = 1/2. Ceci vient du fait que les
populations des sous-niveaux fondamentaux sont égales à 1/2 à l’équilibre. Aux fréquences
où le taux de pompe est élevé (PTZ >> 1), il reste dans le niveau fondamental un résidu
de population de l’ordre de ǫ. Le résidu de population ǫ est bien plus petit que lors de
l’utilisation du métastable car TZ >> Tm. Ce faible résidu permet d’atteindre un niveau de
transmission plus élevé pour les zones transparentes de la structure d’absorption creusée.
On peut effectuer ce calcul pour les 4 classes d’atomes, en sachant que pour les classes
(i) et (iii) le taux de pompe P est fort et le taux de relaxation vers le niveau relais est
1-reff , et que pour les classes (ii) et (iv) le taux de pompe P est faible (le rapport des
taux de pompe fort et faible est égal au rapport des forces de raie, soit 0.02) et le taux de
relaxation vers le niveau relais est reff . La figure 2.18b) présente l’état des populations
atomiques au moment de l’arrivée du signal. Chaque classe présente un excès d’atome
dans le niveau fondamental relais, et un défaut d’atomes dans le niveau fondamental
pompé. On considère que le pompage sur une transition faible déséquilibre quand même
les populations, car le faible taux de pompe est compensé par la grande durée de vie du
niveau relais.
Pour déterminer le profil d’absorption du milieu, on doit sommer les contributions
de ces 4 classes. On peut prévoir l’allure du profil par le raisonnement qualitatif suivant.
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A l’équilibre les populations sont égales dans les sous-niveaux fondamentaux. Le profil
d’absorption est plat (et identique à celui obtenu à l’équilibre sans champ magnétique).
Un défaut d’atomes entraîne une baisse de l’absorption à la fréquence concernée (donc un
trou dans le profil), un excès entraîne une augmentation de l’absorption (donc un anti-
trou dans le profil). Pour un pompage monochromatique, le profil d’absorption prend la
forme représentée fig 2.19. On peut observer, aux côtés du trou central à ωL, des trous
latéraux à ±∆e et des anti-trous latéraux (c’est-à-dire des zones où l’absorption est plus
forte qu’à l’équilibre) à ±∆f −∆e et ±∆f .
Figure 2.19 – Profil d’absorption après un
pompage optique monochromatique
Figure 2.20 – Profil d’aborption après
une séquence de pompage optique par un
spectre en peigne
On peut le comprendre sur l’exemple des atomes de type (i) de la figure 2.18. Ces
atomes, pompés sur la transtion |1〉 → |3〉, entraînent un excès d’atomes sur le niveau
|2〉 et un défaut sur le niveau |1〉. Ainsi l’absorption est augmentée sur les transitions
|2〉 → |3〉 (faible) et |2〉 → |4〉 (forte), et diminuée sur les transitions |1〉 → |3〉 (forte) et
|1〉 → |4〉 (faible). On néglige l’effet sur le profil d’absorption des transitions faibles, avec
lesquels un faisceau de signal interagit très peu. On voit donc apparaître (par exemple en
utilisant un faisceau de sonde faible balayé en fréquence) un trou à ωL et un anti-trou à
ωL+∆e−∆f . Les atomes de type (ii) présentent une transition forte à ωL−∆e présentant
un défaut d’atomes, donc un trou dans le profil d’absorption, et une transition forte à
ωL −∆g présentant un excès d’atomes, donc un anti-trou dans le profil d’absorption Le
profil d’absorption réel est la somme de ces effets sur chacune des 4 classes d’atomes. On
peut par exemple calculer l’absorption au niveau du trou central, à ωab = ωL (δab = 0).
Elle est due aux atomes des classes (i) et (iii), seuls présentant une transition forte à cette
fréquence :
α(δab = 0) = α(i)(0) + α(iii)(0) (2.69)
Ces deux valeurs sont identiques car la dynamique est la même pour les deux classes :
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pompées sur une transition forte, et relaxant avec un taux 1-reff vers le niveau relais.
On utilise les résultats de la section précédente qui relient absorption et différence de
population pour écrire finalement :
α(0) = 2α0
T1P (1 + reff ) + 2
T1P
ǫ
+ 4
(2.70)
où α0 est le coefficient d’absorption initial (sans pompage).
Ces considérations sont directement applicables à un spectre de pompe non monochro-
matique, mais dont la largeur spectrale ∆s est petite devant ∆f ,∆e,∆f − ∆e. En effet,
pour chaque classe d’atomes, l’absorption est modifiée par les composantes spectrales
correspondantes du motif de pompe :
P (δab) ∝
∣∣∣Ω˜motif (δab)∣∣∣2 (2.71)
Pour un spectre en forme de peigne, on obtient le profil d’absorption représenté figure 2.20.
Peignes et «anti-peignes» ont remplacé trous et anti-trous. La formule 2.70 sera utilisée
pour ajuster les peignes expérimentaux. La dynamique est beaucoup plus compliquée si
l’on souhaite graver une structure plus large que les éclatements hyperfins. La structure
hyperfine est donc une limite à la bande passante du protocole.
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Bande passante du protocole
Les protocoles de mémoire optique exploitant l’élargissement inhomogène des REIC
(écho de photon,...) présentent un aspect multimode potentiellement très élevé [91]. Il est,
pour des raisons fondamentales, limité par le rapport entre largeur inhomogène et largeur
homogène des REIC, potentiellement très élevé comme rappelé en section 1.4.1. Parmi
ces protocoles, l’AFC est, de ceux qu’on pourrait utiliser à l’échelle quantique, celui qui
exploite le mieux ce potentiel. Grâce à une méthode de pompage optique originale, une
capacité de 1000 modes temporels a été obtenue au cours de cette thèse, soit un gain de
deux ordres de grandeur par rapport aux précédentes réalisations expérimentales.
3.1 Généralités
Les protocoles de mémoire n’utilisant pas l’élargissement inhomogène d’une transition
(comme l’EIT) présentent un aspect multimode limité [91]. Le nombre N de modes que l’on
peut stocker simultanément varie comme N ∝ √αL, où αL désigne l’épaisseur optique
du milieu utilisé. De très grandes épaisseurs optiques sont rapidement requises pour un
enregistrement multimode. Les protocoles de rephasage y sont plus adaptés. Le CRIB (et
le GEM) présentent en effet un dimensionnement plus favorable, puisque dans leur cas
N ∝ αL. Dans le cas de l’AFC (comme dans celui de l’écho de photon classique), N ne
dépend pas de l’épaisseur optique. Ce point constitue une des grandes forces de l’AFC. N
y est donné essentiellement par le nombre de pics Np du peigne spectral. Pour montrer ce
résultat, on peut regarder ce qui se passe si l’on envoie, pour signal à enregistrer, un train
d’impulsions (de durée τimp)(fig 3.1) sur le cristal, dans lequel on a préparé un peigne de
fréquences.
Les calculs effectués à la section 2.1 ne sont valables que si le peigne est plus large
spectralement que le spectre du signal incident. En appelant g(t) la fonction associée à
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Figure 3.1 – Echo d’un train d’impulsions. En bleu le train incident (signal incident), en
rouge son écho, produit par le cristal après un temps 2π/∆
une impulsion du signal, le spectre de puissance de ce signal complet s’écrit :
∣∣∣E˜(ω)∣∣∣2 = |g˜(ω)|2
∣∣∣∣∣
N∑
k=0
e(−iNωτ)
∣∣∣∣∣
2
(3.1)
= |g˜(ω)|2
∣∣∣∣∣sin(Nωτ)sin(ωτ)
∣∣∣∣∣
2
(3.2)
Le deuxième terme de ce spectre est une fonction périodique de pics très grands et très
fins si N >> 1 séparés d’un intervalle 2π
τ
. La largeur du spectre incident est donc donnée
par celle du spectre d’une impulsion. On doit donc vérifier :
1
τimp
. Np∆ (3.3)
où ∆ désigne la période spectrale du peigne, car Np∆ est simplement la largeur spectrale
du peigne. En effet, le spectre du signal doit être entièrement recouvert par le spectre du
peigne pour un stockage complet. On ne peut donc pas envoyer d’impulsions plus courtes
que 1/Np∆ sur le peigne. De plus, la durée totale du train est de son côté limitée par
2π/∆, pour que signal incident et écho ne se chevauchent pas (cf fig 3.1). Ainsi :
Nτ .
2π
∆
(3.4)
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Le recouvrement entre les impulsions gaussiennes incidentes provoque des erreurs dans la
mémorisation. Ces erreurs sont rapidement négligeables si l’on sépare les impulsions de
τ > τimp [18]. On trouve ainsi que :
N . Np (3.5)
On trouve ainsi que le nombre maximal de modes simultanément enregistrables dans le
milieu est donné par le nombre de pics du peigne. Ce nombre de pics n’est pas illimité,
mais borné par les propriétés du matériau dans lequel on travaille. La largeur totale du
peigne est limitée par l’élargissement inhomogène du milieu :
Np∆ < 2πΓinh (3.6)
La période du peigne est quant à elle limitée par la largeur homogène du milieu, qui limite
la finesse des détails que l’on peut graver dans le milieu :
∆ > 2πΓhom (3.7)
Ainsi la limite fondamentale du nombre de modes enregistrables par un processus
AFC est :
N . Np < R =
Γinh
Γhom
(3.8)
Ce nombre peut être très grand, jusqu’à 108 dans Er3+ :LiNbO3. Il est, dans notre
cristal de Tm3+:YAG, de l’ordre de 106.
3.2 Dépasser l’éclatement hyperfin
Dans les REIC, la bande passante n’est pas en pratique limitée par l’élargissement
inhomogène de la transition, mais par la structure hyperfine des niveaux fondamental
et excité. En effet, qu’il soit présent naturellement ou induit par un champ magnétique,
l’éclatement hyperfin des niveaux est en général beaucoup plus faible que la largeur inho-
mogène. Dans le Tm3+:YAG, l’éclatement hyperfin, induit par un champ magnétique, est
de 28 kHz/Gauss dans le niveau fondamental et de 6 kHz/Gauss dans le niveau excité.
Même pour des champs magnétiques forts (≈ 1 Tesla), on obtient des éclatements de
l’ordre de quelques MHz. Cette limitation peut être moins contraignante dans d’autres
matériaux. L’enregistrement de 64 modes à l’échelle du photon unique a été réalisé dans
un cristal de Nd3+ :YSO sur une bande passante de 100 MHz [110]. L’éclatement en
sous-niveaux (doublets de Kramers) se fait par effet Zeeman électronique, qui permet
d’atteindre plusieurs GHz de séparation avec des champs de l’ordre du Tesla.
On a vu à la section précédente que la structure hyperfine complique l’étape de gra-
vure dès lors qu’on veut creuser un peigne plus large que les éclatements hyperfins. La
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démonstration du stockage de 1000 modes temporels sur une bande passante de 1 GHz
présentée dans ce chapitre repose sur une idée qui permet de contourner ce problème. Par
des effets de coïncidence, il est possible de dépasser la limite de l’éclatement hyperfin.
La figure 2.20 permet de se faire une première idée de ce qui se passe si la largeur du
peigne dépasse l’un des éclatements hyperfins. Les différents peignes ou anti-peignes vont
se chevaucher et «interférer». L’idée est alors de les faire interférer constructivement, c’est-
à-dire de faire coïncider les zones absorbantes de chaque peigne (peigne central, peignes et
anti-peignes latéraux) ainsi que leurs zones transparentes. Vu que les peignes sont centrés
en ω = ωL, ωL ±∆e et un les anti-peignes en ω = ωL ±∆f , ωL ± (∆f −∆e) il faut alors
ajuster le champ magnétique de manière à avoir :
∆e = n∆ (3.9)
∆f =
(
n′ +
1
2
)
∆ (3.10)
Ceci est possible car ∆f/∆e ≈ 4.6 ≈ 4 + 1/2. On peut interpréter ces interférences
à l’échelle d’un atome. Lorsque le spectre du motif de pompe est plus étroit que les
éclatements hyperfins, chaque atome est excité sur une seule de ses transitions, les autres
n’étant résonnantes avec aucune composante du spectre de pompe. Ce n’est plus le cas
si ce spectre est plus large que les éclatements hyperfins. Dans ce cas, chaque atome
est excité sur toutes ses transitions par les composantes spectrales correspondantes du
faisceau de pompage.
On peut comprendre les effets de coïncidence recherchés en observant la figure 3.2a),
qui représente le comportement des classes de fréquence (i) et (ii) telles que définies
figure 2.18. On veut créer une fenêtre de transparence autour de ω = ωL. La classe (i) est
celle dont la fréquence de transition |1〉 → |3〉 est ωL. Les composantes spectrales du laser
autour de ωL (P13) pompent les atomes du niveau 1 vers le niveau relais |2〉 en passant par
le niveau excité |3〉. Ceci fait baisser l’absorption autour de ωL, ce que l’on souhaite. Mais,
pour le même atome, la transition |2〉 → |3〉 est pompée par les composantes spectrales à
ω−∆f (P23), ce qui pompe les atomes du niveau |2〉 vers |3〉 et a tendance à les ramener
vers |1〉. De même la transition |2〉 → |4〉 est pompée par les composantes spectrales
à ω − ∆f + ∆e (P24), ce qui pompe les atomes du niveau |2〉 vers |4〉 et a tendance à
les ramener vers |1〉. Enfin, on voit aussi que les composantes à ω + ∆e (P14) aident au
pompage du niveau |1〉 en envoyant aussi les atomes de ce niveau dans le niveau relais |2〉.
Il y a donc compétition entre le pompage du niveau |1〉 et le pompage du niveau |2〉. La
figure 3.2b) présente la solution envisagée : si on ajuste ∆ = ∆e alors P24 = P23 = 0 et les
transitions |2〉 → |3〉 et |2〉 → |4〉 ne sont pas pompées. Le niveau relais |2〉 de ces atomes
est bien un niveau piège. De plus P13 et P23 sont maximales ce qui favorise le pompage
du niveau |1〉 vers le niveau |2〉. Pour chaque classe d’atomes on peut expliquer les effets
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Figure 3.2 – Pompage optique des classes de fréquence (i) en a) et (ii) en c), par un motif
de pompage dont le spectre est plus grand que les éclatements hyperfins. On représente
ce spectre et la place qu’y occupent les fréquences de transition des atomes de chaque
classe en b) et d)
de coïncidence par le même type d’argument. La figure 3.2c) présente ces arguments pour
la classe (ii).
Ces effets de coïncidence ont été utilisés dès les premières expériences d’AFC dans
notre groupe [97]. Une étude de l’efficacité du protocole, liée au contraste du peigne
comme expliqué au chapitre 4, en fonction du champ magnétique a été réalisée dans le
Tm3+:YAG, montrant que les valeurs du champ correspondant à des coïncidences ame-
naient une meilleure efficacité. Ces expériences sont décrites dans la thèse de Jérôme
Ruggiero[111]. Mais le peigne creusé n’était pas plus large que le splitting ∆f du niveau
fondamental. La bande passante était en effet restreinte à 3 MHz pour ∆f = 6MHz. Seules
les coïncidences avec les peignes à ±∆e étaient étudiées.
Le peigne creusé lors de l’expérience décrite ici dépasse très largement l’éclatement
hyperfin (sa largeur est d’environ 1GHz).
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3.3 Production du peigne large bande
3.3.1 Objectif et méthode
La principale difficulté de cette expérience réside dans la largeur du spectre désiré,
de l’ordre de 1 GHz. Habituellement, et comme présenté à la section 2.2.2, le spectre de
pompe est obtenu par modulation d’amplitude (AM) [94, 97]. Pour obtenir un spectre très
large, il est nécessaire d’utiliser des impulsions courtes, comme le montre la formule 3.2.
Un peigne de 1 GHz nécessite une série d’impulsions de pompe d’environ 1 ns. Les calculs
effectués au chapitre 2.2.2, notamment la formule 2.54, indiquent que, pour les puissances
laser dont nous disposons, le taux de pompe est alors extrêmement faible. Il y a en effet
très peu d’énergie dans la séquence de pompage et il est très difficile de creuser un peigne
contrasté, malgré le temps de vie très long du niveau relais.
Une alternative consiste à moduler la fréquence du laser pour en modeler le spectre.
A Genève, une expérience a été menée dans laquelle un peigne d’environ 100MHz a été
creusé en combinant AM et FM : le motif est dessiné par modulation d’amplitude, ac-
cumulé quelques fois sur le cristal, puis la fréquence est décalée, le motif est de nouveau
imprimé, et l’opération est ainsi répétée plusieurs fois. Le peigne est ainsi réalisé tranche
par tranche [110].
Nous avons décidé d’utiliser uniquement de la FM. La figure 3.3 représente le spectre
de puissance d’un laser dont la fréquence est modulée sinusoïdalement :
f(t) = f0 +∆f cos(2πfmt) (3.11)
Figure 3.3 – Spectre d’un signal laser modulé en fréquence. L’amplitude finie des pics
vient de la durée finie de la séquence de pompage, tout comme leur largeur non nulle
Ce spectre de pics est donc approprié pour creuser un peigne de fréquences. On
souhaite une période spectrale pour le peigne dans la gamme 600-700 kHz. En effet on
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souhaite maximiser le nombre de dents du peigne, ce qui implique une période spectrale
la plus faible possible. La limite à la résolution est donnée par la largeur homogène du
milieu, c’est-à-dire ici environ 30 kHz. Néanmoins il s’avère en pratique difficile de creuser
des structures plus fines que 200-300 kHz. Ceci est peut-être dû à la dynamique spatiale
du pompage optique. En effet, le faisceau de pompe se propage à travers le cristal. Il
est donc atténué et le cristal est mieux pompé à l’entrée qu’à la sortie. Si l’on souhaite
des zones bien transparentes, il faut accentuer le pompage et donc élargir par saturation
les trous à l’entrée du cristal. En pratique, une période de 600-700 kHz s’avère être un
bon compromis entre contraste et nombre de pics du peigne. Les nécessités techniques
sont donc établies. Il nous faut pouvoir moduler la fréquence du laser à une fréquence de
600-700 kHz et avec une amplitude crête-à-crête de 1GHz.
L’utilisation d’une modulation FM est doublement motivée. D’une part le laser n’est
jamais éteint ni atténué pendant la séquence de pompe. On utilise alors la totalité de
la puissance disponible ce qui permet de creuser un peigne contrasté en peu de temps.
D’autre part la conception de notre laser fait qu’il nous est possible de moduler en interne
sa fréquence, très rapidement et sur une large bande. Ceci est discuté à la sous-section
suivante. Cette modulation interne évite d’avoir recours à des AOM extérieurs pour la
FM, alors qu’ils sont inévitables pour une modulation AM. Il existe des AOM très large
bande [112] qui pourraient nous permettre d’obtenir le spectre voulu, mais ils sont difficiles
d’emploi.
3.3.2 Le laser
Nous utilisons une diode laser continue à 793 nm, placée dans une cavité étendue
(fig 3.4) réalisée au laboratoire. La cavité laser est fermée d’un côté par une face de la
diode (l’autre étant traitée anti-reflet), de l’autre par un réseau de diffraction.
Les modes lasers de la cavité étendue sont plus fins que ceux de la diode nue. D’autre
part le réseau de diffraction sélectionne une zone spectrale de gain plus étroite que la zone
de gain de la diode nue(fig 3.5). En effet la cavité est refermée sur l’ordre de réflexion
-1 du réseau. Or l’angle auquel ce mode est réfléchi dépend de la fréquence laser. Les
fréquences sélectionnées sont celles qui se réfléchissent bien sur elles-mêmes pour fermer
la cavité. Ce sont ces modes qui pourront résonner dans la cavité. On comprend aussi
que les fréquences sélectionnées par le réseau dépendent de l’angle d’incidence du faisceau
sur celui-ci). Le laser est ainsi monomode avec un meilleur rejet des modes secondaires.
Une description plus détaillée du système laser est disponible dans la thèse de Guillaume
Gorju [113].
Outre une grande pureté spectrale, la configuration en cavité étendue, par la mo-
dulation de sa longueur optique, permet de faire varier rapidement et sur de grandes
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Figure 3.4 – Diode laser en cavité étendue. Le faisceau laser est constitué par l’ordre 0
de réflexion du réseau. L’ordre -1 referme la cavité. Celle-ci fait environ 10cm de longueur
Figure 3.5 – En b) les modes de la diode laser nue. En a) les modes, plus étroits, de la
cavité étendue. En rouge la zone de gain de la diode. En vert la zone de gain déterminée
par la sélectivité du réseau
plages la fréquence du laser. Elle a été conçue dans cet objectif, dans le cadre de l’analyse
large bande de signaux radiofréquence [113]. Pour cela on place dans la cavité un cristal
électro-optique (CEO) de LiTa03, dont on module l’indice par l’application d’une tension
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électrique sur ses faces opposées (fig 3.4). Ce cristal est prismatique : la distance entre
électrodes varie le long de l’axe normal à la direction de propagation du mode laser, ce
qui induit un gradient de potentiel électrique et donc un gradient d’indice. Le faisceau est
ainsi dévié dans le cristal, ce qui décale l’angle d’incidence sur le réseau de diffraction et
donc les fréquences sélectionnées par celui-ci. La cavité est conçue de manière à ce que lors
d’une modulation de l’indice du CEO, les modes de résonance de la cavité se décalent de
la même manière que la zone de sélectivité du réseau. Ceci permet de décaler la fréquence
du laser sans saut de mode. Il serait possible de moduler la fréquence laser de la diode
en modulant son courant d’alimentation. Une fréquence de modulation de 600-700 kHz
est possible. Mais une profondeur de modulation de 1 GHZ n’est pas envisageable sans
saut de mode par cette méthode. Le tableau suivant résume les principales propriétés du
laser :
Paramètre Valeur
Longueur d’onde 793 nm
Largeur de raie < 20 kHz
Gigue en fréquence sur 1ms qq MHz
Puissance de sortie ≈ 12 mW
Sensibilité du CEO 10 MHz/V
Intervalle balayé sans saut de mode 50 GHz
3.3.3 Obtention et mesure du spectre désiré
Un peigne de 1 GHz nécessite d’appliquer une tension d’amplitude 50 V sur le CEO.
Pour éviter l’emploi d’amplificateurs haute tension, nous avons utilisé un circuit RLC
résonnant présenté sur la figure 3.6
Le facteur de qualité du circuit est d’environ 15, ce qui amène à sensibilité finale
pour le système CEO + circuit résonnant d’environ 150 MHz/V, maximum à 614 kHz.
Cette sensibilité est mesurée à l’aide d’un Fabry Perot (Toptica FPI 100) balayable en
fréquence, qui nous permet d’observer directement le spectre (de puissance) du laser, par
transmission (fig 3.7).
Nous avons finalement fixé la tension Vpp à 10.8V et la fréquence de modulation à 626
kHz, ce qui amène un spectre de pompe de largeur 0.93 GHz.
3.3.4 Réseau de population gravé par le spectre FM
La dynamique du pompage optique présentée à la section 2.2.2 relie le spectre de
pompage et le réseau de population gravé dans l’élargissement inhomogène du cristal.
85
Chapitre 3 - Bande passante du protocole
400 500 600 700 800
0
50
100
150
Fréquence (kHz)
Ba
nd
e 
Pa
ss
an
te
 (M
Hz
/V
)
 
 
Figure 3.6 – A gauche : circuit RLC résonnant. La résistance du circuit est constituée de
la résistance interne de la bobine et du générateur, et vaut environ 55 Ω. Les électrodes
autour du cristal constituent la capacité du circuit, mesurée à 143 pF, proche de la valeur
attendue compte tenu de la taille des électrodes et de la constante diélectrique du CEO.
A droite : largeur du spectre (ramenée à 1V d’amplitude de modulation) en fonction de
la fréquence de modulation (points bleus). Avec une bobine de 470 µH, la résonance en
tension autour du CEO se situe à 614 Hz. L’ajustement (courbe rouge) avec le profil théo-
rique d’une résonance RLC en tension donne une capacité de 143 pF pour les électrodes
du CEO
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Figure 3.7 – A gauche un spectre typique du laser modulé en fréquence, vu par trans-
mission à la sortie du Fabry Perot modulé. Les pics ne sont pas distinguables les uns des
autres. Ceci est dû à la résolution de quelques MHz du Fabry-Perot. A droite la bande
passante en fonction de la tension crête à crête appliquée au circuit résonnant
Orientation des champs appliqués au cristal
L’orientation des sites de substitution contraint fortement la polarisation des faisceaux
lumineux incidents sur le cristal(fig 3.8)
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Figure 3.8 – Sites de substitution dans le Tm3+ :YAG.
Le pompage optique est effectué dans les sous-niveaux hyperfins. Le champ magné-
tique statique responsable de l’éclatement hyperfin est orienté selon l’axe cristallogra-
phique [001]. Les sites 3,4,5,6 subissent la même levée de dégénérescence, le tenseur gy-
romagnétique étant fortement anisotrope, elle est différente de celle des sites 1 et 2. Mais
ceux-ci ne vont pas intervenir dans le processus de mémorisation car on choisit la pola-
risation du faisceau signal selon le même axe [001], orthogonal au dipôle de transition
de ces sites. Cette direction de polarisation permet de plus d’avoir un couplage identique
pour les sites 3,4,5 et 6. Le faisceau de pompage n’est pas choisi selon la même direction :
il est polarisé selon l’axe [11¯0]. Cette polarisation permet aussi un couplage égal aux sites
3,4,5 et 6, mais avec une amplitude plus faible (d’un facteur 1/
√
2) que la polarisation
[001]). Ce choix de polarisations orthogonales pour les faisceaux pompe et sonde s’inscrit
dans la volonté de descendre à l’échelle du photon unique pour le signal. En effet, comme
montré à la section 3.4.1, le faisceau de pompe est coupé, au moment de l’enregistrement
du signal, par un AOM. Mais ce niveau d’extinction (≈ 60 dB en simple passage, 90 dB en
double passage (cf chapitre 6) n’est pas suffisant compte tenu de la très grande différence
de puissance entre pompe et sonde : 40 mW pour la pompe, soit environ 1017 photons par
seconde, contre 1 photon pour la sonde. Cette configuration sera étudiée plus en détail à
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la section 6.
Optimisation du contraste du peigne
Pour obtenir une bonne efficacité d’écho (cf chapitre 4) il est nécessaire de graver
un peigne contrasté. Même si l’expérience menée n’est pas orientée vers l’optimisation
de l’efficacité, le contraste doit être suffisant pour l’observation d’un écho. La largeur
spectrale du peigne gravé ici est très largement supérieure aux éclatements hyperfins,
il y a donc, comme décrit section 2.2.2, interférence entre les différents peignes gravés
selon les différentes transitions des ions Tm3+. Il faut donc choisir l’amplitude du champ
magnétique de manière à obtenir les coïncidences voulues. Nous avons pris B = 95G.
C’est la valeur qui convient la plus faible (toutes les valeurs multiples impairs de celle-ci
conviennent aussi). Prendre une valeur faible permet de réduire la largeur inhomogène de
la transition hyperfine, proportionnelle au champ [106].
Ces optimisations ne sont pas suffisantes pour observer un peigne très large bande. En
effet, pour graver une structure profonde, il faut pomper pendant un temps suffisamment
long. Ce temps est d’autant plus long que le structure est large, puisque la puissance du
faisceau de pompage est distribuée sur une grande plage de fréquences (la densité spectrale
de puissance est, à puissance laser constante, inversement proportionnelle à la taille du
peigne). Pour un peigne de 1GHz, nous pompons pendant 50 ms. Les fluctuations de fré-
quence du laser, notamment les dérives lentes, brouillent la gravure. Ces dérives sont fortes
et rédhibitoires aux grandes bandes passantes. Cet effet est peut-être dû aux importantes
tensions appliquées au CEO, qui induisent un chauffage et des dérives thermiques.
Pour annuler ces dérives, il faut asservir la fréquence du laser. On ne peut pas utiliser
de référence de fréquence extérieure fixe car la fréquence est modulée directement en
interne. A aucun moment du circuit optique on ne dispose de laser non-modulé dont on
pourrait comparer la fréquence à la référence. Une possibilité est alors d’asservir sur le
peigne lui-même. Le dispositif de l’asservissement est présenté sur la figure 3.9. Cette idée
est une généralisation de la stabilisation en fréquence d’un laser monochromatique sur un
trou spectral [114, 47, 65, 59, 115].
Pour comprendre le mécanisme de la stabilisation, on peut commencer par étudier
le cas du laser monochromatique. Lorsque le laser est allumé, il creuse, par pompage
optique, un trou dans le profil d’absorption, par les mécanismes décrits au chapitre 2.2.2.
La largeur de ce trou est, à faible épaisseur optique, de l’ordre de la largeur homogène du
milieu. En pratique elle est souvent plus importante, à cause des effets de saturation ou
d’inhomogénéité spatiale. Le temps typique de l’apparition du trou est l’inverse du taux
de pompe, proportionnel au carré de la fréquence de Rabi. Notons f0 la fréquence centrale
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Figure 3.9 – Asservissement en fréquence du laser.
du trou, qui est aussi la fréquence initiale du laser. Celle-ci fluctue :
f(t) = f0 + δf (t) (3.12)
Si l’on note T(f) le profil de transmission en intensité, à la sortie du cristal, l’intensité du
faisceau s’écrit, en sortie de cristal :
S(t) = T (f(t))E(t) = T (f(t))I0 (3.13)
Cette équation n’est valable que sous deux conditions :
– les fluctuations sont suffisamment rapidement corrigées pour que le laser ne com-
mence pas à creuser un nouveau trou centré en f(t)
– les fluctuations sont suffisamment lentes pour que le régime permanent de trans-
mission puisse s’établir. Le temps caractéristique de l’établissement du régime per-
manent est l’inverse de la largeur du trou.
On a donc une première mesure des fluctuations de fréquence du laser, à travers la mesure
sm(t) de l’intensité du faisceau transmis par une photodiode.
Cependant, on ne peut pas utiliser directement la transmission comme signal d’erreur,
c’est-à-dire comme signal de rétroaction à renvoyer sur le cristal électro-optique pour
modifier la fréquence laser. En effet, si le signal mesuré baisse à cause d’une fluctuation
de fréquence, il est impossible de savoir si l’on doit la corriger en l’augmentant ou en la
diminuant. La figure 3.10, qui montre le profil de transmission et sa dérivée en fonction
de la fréquence, montre que cette dernière possède les propriétés d’un signal d’erreur : elle
change de signe autour de la fréquence centrale, ce qui permet de savoir de quel côté du
maximum on se trouve. Sous forme de tension électrique, on peut l’appliquer directement
(dans le bon sens, et éventuellement amplifiée) au laser pour ramener la fréquence au
centre du trou.
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Figure 3.10 – En rouge : transmission à travers un trou spectral. En vert : dérivée par
rapport à la fréquence de la courbe de transmission
Il faut produire ce signal dérivé. Pour l’obtenir, on module «légèrement» la fréquence
du laser, à une fréquence de modulation fm et sur une profondeur ∆f :
f(t) = f0 + δf (t) + ∆f cos(2πfmt) (3.14)
Si fm est suffisamment faible pour que le régime permanent de transmission puisse
s’établir (fm « largeur du trou), mais suffisamment rapide pour que le laser ne pompe pas
les atomes sur toute la plage balayée lors de la modulation (fm >> taux de pompage) :
sm(t) ∝ T (f0 + δf (t) + ∆f cos(2πfmt)) (3.15)
Si de plus l’amplitude de modulation ∆f est petite devant la largeur du trou, on peut
faire un développement limité de la transmission. En notant la dérivée de la transmission
D(f) =
dT
df
(f)
on obtient :
sm(t) ∝ T (f0) +D (f0 + δf (t))∆f cos(2πfmt) (3.16)
En multipliant cette tension électrique par un oscillateur local on obtient (on ne note pas
les termes qui oscillent rapidement à 2fm) :
δ(t) ∝ T (f0) cos(2πfmt) + 12D (f0 + δf (t))∆f (3.17)
En filtrant les composantes à fm :
δ(t) ∝ D (f0 + δf (t)) (3.18)
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Le filtrage n’est possible que si D(f0 + δf (t)) n’a pas de composantes spectrales autour
de fm. Ceci montre que la bande passante de notre asservissement est limité par fm,
elle-même limitée par la largeur du trou. Le signal d’erreur est ensuite traité par divers
étages de correction (P,I ou D) puis réinjecté sur un transducteur capable de faire varier
la fréquence du laser proportionnellement au signal qu’il reçoit.
La situation est plus compliquée dans notre cas. En effet notre laser n’est pas mono-
chromatique mais fortement modulé en fréquence. La structure spectrale correspondante
est un peigne de pics spectraux. On peut cependant généraliser la méthode précédente en
considérant que chaque pic de ce spectre creuse un trou. Si la fréquence laser se décale,
l’absorption augmente au niveau de chaque trou. Ainsi toute la puissance laser participe
à l’asservissement et le signal d’erreur est la somme de chaque signal d’erreur provenant
de chaque pic du peigne. Les trous creusés par notre laser ont une largeur de plusieurs
centaines de kHz. Ceci est dû à un élargissement par saturation des trous, plus grands
que la largeur homogène du milieu. Nous avons donc choisi de moduler à 100 kHz, avec
une amplitude de modulation de quelques kHz. Cette fréquence de modulation implique
une bande passante de 100 kHz pour notre asservissement. Ceci est suffisant puisqu’on
veut essentiellement supprimer les lentes dérives de la fréquence laser. Le signal d’erreur
est collecté avec une photodiode, puis subit une correction intégrale, qui augmente le gain
de l’asservissement à basse fréquence, et une correction proportionnelle. Les paramètres
de la correction PI sont ajustés empiriquement, à la vue du contraste du peigne
On ne peut pas renvoyer ce signal sur le CEO, car celui-ci est déjà pris par la modu-
lation de fréquence principale. L’alimentation en courant de la diode laser dispose d’une
entrée analogique de modulation. Sa bande passante est limitée à 10 kHz, ce qui réduit
encore la bande passante de l’asservissement. Ceci est tout de même suffisant pour cor-
riger les dérives lentes qui empêchent le pompage du peigne. La figure 3.11 montre le
peigne obtenu. On voit que l’asservissement est indispensable pour le creuser, puisqu’au-
cun peigne n’apparaît lorsqu’il est éteint. Cependant, avec l’asservissement le contraste
de ce peigne est très faible. Plusieurs raisons peuvent l’expliquer. Le peigne étant creusé
sur une très large bande, il met en jeu beaucoup d’ions. La diffusion spectrale instantanée
peut être à l’origine d’une augmentation de la largeur homogène dans le milieu [116].
L’asservissement est peut-être mis en défaut par son manque de gain aux très basses fré-
quences, pour lesquelles il ne présente pas un comportement intégrateur. Il ne peut donc
pas corriger les très lentes dérives de fréquence. Enfin le peigne est beaucoup plus large
que les écarts hyperfins. Les effets de coïncidence utilisés pour pouvoir dépasser cette
limite sont approximatifs car, en ajustant ∆ = ∆e, ∆f n’est pas rigoureusement égal à
(4 + 1/2)∆. De plus le spectre exact du laser sous l’effet de la modulation de fréquence
n’est pas parfaitement contrôlé. La densité de puissance lumineuse n’est certainement pas
rigoureusement nulle sur les transitions qui repompent le niveau relais. Il est très difficile
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de quantifier ces effets.
Figure 3.11 – Peigne observé en l’absence de champ magnétique ou en l’absence d’asser-
vissement (en noir), et quand l’asservissement et le champ magnétique sont allumés (en
rouge)
3.4 Enregistrement multimode
3.4.1 Montage expérimental complet
La figure 3.12 présente le montage expérimental. Le source laser, présentée à la sec-
tion précédente, est amplifiée. A la sortie de l’amplificateur, la puissance disponible est
d’environ 500 mW, contre 12 mW à la sortie de la cavité laser. Un isolateur optique évite
les retours dans l’amplificateur. Un cube séparateur de polarisation (cube de Glan-Taylor)
divise le faisceau laser (initialement représenté en vert) en deux : le faisceau de pompe,
en rouge, de puissance élevée, et le faisceau sonde (ou faisceau signal), en bleu, de puis-
sance faible. La répartition de la puissance dans chaque faisceau se fait au moyen d’une
lame λ/2 placée avant le cube. Chaque faisceau est ensuite envoyé dans un modulateur
acousto-optique (AOM). Ils sont focalisés au centre des AOM par une lentille placée avant
le cube. Ces AOM permettent de moduler le faisceau en amplitude et en phase. Ils sont
ici essentiellement utilisés comme interrupteurs. Leur fonctionnement est décrit à la sec-
tion 4.2.3. Le faisceau sonde traverse ensuite un modulateur de Mach-Zender noté EAOM
sur la figure 3.12. Son fonctionnement est décrit à la section suivante. Il permet de modu-
ler rapidement en amplitude le faisceau. Chaque faisceau est ensuite injecté dans une fibre
monomode. A la sortie les faisceaux sont gaussiens (TEM00), polarisés elliptiquement et
de même taille. La polarisation rectiligne est rétablie grâce à une lame λ/4, puis une lame
λ/2 permet de faire tourner cette polarisation. La taille des faisceaux est ensuite ajustée
à l’aide de télescopes. Il faut que, dans le cristal, la zone qui interagit avec le faisceau
signal soit uniformément pompée par le faisceau pompe. Ceci implique que ce dernier
92
Figure 3.12 – Montage expérimental complet
doit être plus large au niveau du cristal, suffisamment pour être uniforme en première
approximation sur la zone couverte par le signal. On choisit, par le choix des focales des
lentilles des télescopes, d’ajuster la largeur du faisceau pompe à environ la moitié de la
largeur du faisceau sonde. Les faisceaux sont ensuite focalisés sur le cristal, où le rapport
de leurs tailles s’inverse.
La figure 3.13 présente la configuration des faisceaux au niveau du cristal. Les rayons
des faisceaux ont été mesurés avant la lentille de focalisation : 1.3 mm pour le faisceau
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Figure 3.13 – Faisceau pompe (en rouge) et faisceau sonde (en bleu) au niveau du cristal
(de longueur L = 5 mm)
sonde et 0.8 mm pour le faisceau pompe. Le waist ωc d’un faisceau dans le cristal et son
rayon ωi avant la lentille sont liés par la relation :
ωcωi =
λf
π
(3.19)
On détermine alors le waist de chaque faisceau au niveau du cristal, avec f = 10 cm :
19 µm pour le faisceau sonde et 31 µm pour le faisceau pompe. Les faisceaux ne doivent
pas trop diverger dans le cristal pour que l’excitation des atomes (donc la fréquence de
Rabi) y soit homogène. On définit la profondeur de champ b comme le double de la
longueur de Rayleigh z0, distance sur laquelle le rayon du faisceau est à peu près constant
(R(z0) =
√
(2)R(waist)). Pour un faisceau gaussien :
b = 2πω2/λ (3.20)
avec n = 1.82 l’indice de réfraction du YAG et ω le waist considéré. On trouve pour le
faisceau sonde bs = 5.2 mm et pour le faisceau pompe bp = 13.1 mm. La profondeur de
champ est un peu juste pour le faisceau sonde, qui fait à la sortie du cristal environ 1.4 fois
sa taille au centre. Cependant, le faisceau sonde reste confiné dans une zone où le faisceau
de pompe est à peu près homogène, puisque même à la sortie du cristal le rapport de leur
rayon fait encore environ 0.85. Une autre lentille de focale 10 cm est placée à la sortie du
cristal pour recollimater les faisceaux. Le cristal est placé dans un cryostat à évaporation
d’hélium. Il est refroidi aux alentours de 2-3K. Le champ magnétique statique est créé par
deux bobines de cuivre extérieures au cryostat, en configuration Helmholtz, refroidies par
une circulation d’eau. La réalisation et les propriétés de ces bobines sont décrites dans la
thèse de Jérôme Ruggiero. Elles permettent d’obtenir un champ magnétique à hauteur de
7 Gauss/A.
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3.4.2 Résultats
Pour évaluer le potentiel d’enregistrement multimode du peigne de fréquences, nous
avons utilisé un train d’impulsions courtes tel que celui présenté sur la figure 3.1. Pour
enregistrer le maximum de modes et tester les limites de notre mémoire, il faut que les im-
pulsions soient très courtes, de l’ordre de l’inverse de la largeur du peigne, ici typiquement
1 ns. Nos AOM n’étant pas assez rapide pour générer ces impulsions, nous avons utilisé un
modulateur de Mach-Zender fibré Alenia Marconi Systems (fig 3.14a)). La bande passante
d’un tel modulateur est de quelques GHz.
Figure 3.14 – a) Principe de fonctionnement du Mach-Zender fibré. Le faisceau incident,
injecté dans la fibre d’entrée du Mach-Zender, est séparé en deux faisceaux d’égale am-
plitude. Un cristal électro-optique permet de moduler la phase du champ sur l’une des
voies. L’interférence en sortie entre les deux sous-faisceaux recombinés est constructive ou
destructive selon la phase ajoutée. b) Intensité normalisée à la sortie du Mach Zender en
fonction de la phase appliquée
L’application d’une tension sinusoïdale dans la partie linéaire du modulateur de phase
(autour de ϕ = kπ/2) permet d’obtenir un train d’impulsions approximativement sinu-
soïdales. Pour un bon contraste, la profondeur de la modulation en phase doit être de
π (fig 3.14 b)). La fréquence de la modulation de phase détermine la durée des impul-
sions. On la choisit égale à 800 MHz, ce qui donne des impulsions séparées de 1.25 ns.
Le spectre du train est ainsi entièrement couvert par le peigne (de largeur 930 MHz).
La période spectrale du peigne étant de 626 kHz, l’écho lumineux est émis 1.6 µs après
arrivée du signal incident. Ceci limite la durée totale du train d’impulsions à 1.6 µs. Elle
est choisie égale à 1.375 µs, ce qui amène à 1060 impulsions.
La figure 3.15 présente le résultat de l’envoi de ce train d’impulsions sur le cristal. On
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Figure 3.15 – Signal recueilli à la sortie du cristal. En a) en noir le signal simplement
transmis. En rouge l’écho lumineux. En b) et c) un zoom respectivement sur le signal
transmis et l’écho. En c) la courbe en pointillés correspond à la mesure faite en éteignant
le champ magnétique et permet de s’assurer qu’il s’agit bien d’un écho lumineux, et pas
d’un effet d’interaction entre les câbles (non-négligeable à des fréquences de l’ordre du
GHz)
voit clairement apparaître un écho du train 1.6 µs après le signal transmis. Le contraste
du train est difficile à évaluer car la chaîne de détection (photodiode EOT 2030A et
oscilloscope Lecroy 104MXi-A) est à la limite de sa bande passante (1GHz pour les deux
éléments). L’efficacité d’écho est de 1%. La formule 2.14 prévoit, pour le peigne obtenu,
une efficacité de 0.7% en bon accord avec la valeur mesurée.
96
Chapitre 4
Efficacité du protocole
L’efficacité de l’écho de photon (à 2 ou 3 impulsions) peut être très bonne et même
dépasser 100%. Ceci vient du fait que l’écho, se propageant dans un milieu inversé, est
amplifié. Ceci n’est pas permis pour une mémorisation à l’échelle quantique, car le gain
induit un bruit d’émission spontanée qui se superpose au signal restitué. Dans le cas de
l’écho accumulé, parent direct de l’AFC, l’écho est généré dans un milieu non-inversé
mais avec une efficacité maximum de 13.5%. Elle atteint 54% dans le CRIB transverse,
et peut atteindre 100% pour le GEM. Dans le cas de l’AFC, elle est limitée à 54% pour le
protocole simple (diffraction d’une impulsion avec émission vers l’avant) et peut atteindre
100% pour le protocole complet (avec transfert Raman et émission de l’écho vers l’arrière).
4.1 Efficacités théoriques
Il est possible de calculer l’efficacité d’écho théorique, vers l’avant et vers l’arrière, en
fonction de la forme du peigne (c’est-à-dire du motif de l’un de ses périodes).
4.1.1 Calculs généraux
On reprend le système d’équations 2.10 établi à la section 2.1 :
∂2a0(z)
∂z2
+ k2(1 + c0)a0(z) = 0 (4.1)
∂2a1(z)
∂z2
+ k2(1 + c0)a1(z) + k2c1a0(z) = 0 (4.2)
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où l’on a décomposé la susceptibilité du milieu et le champ en série de Fourier dans l’espace
des fréquences :
χ+(ω) =
∞∑
n=0
cne
−ni(ω−ω0)T (4.3)
E(z, ω) = E(0, ω)
+∞∑
p=0
ap(z)e−ip(ω−ω0)T (4.4)
La résolution de ces équations dans le cas de la propagation vers l’avant (avec les
conditions aux limites a0(z = 0) = 1, ap(z = 0) = 0 si p ≥ 1) donne :
|E1(z, t)| = |c1|ℑm(c0)
1
2
〈α〉 ze− 12 〈α〉z|E(0, t− nz
c
− T )|
et où l’absorption moyenne 〈α〉 s’écrit :
〈α〉 = −
〈
kℑm(χ+)
〉
= −kℑm(c0) (4.5)
On définit ainsi l’efficacité de diffraction vers l’avant :
η =
( |c1|
ℑm(c0)
1
2
〈α〉Le− 12 〈α〉L
)2
(4.6)
Le carré vient de la définition de l’efficacité comme le rapport des intensités de l’écho et
de l’intensité du champ incident. Dans cette expression seuls les termes 〈α〉L dépendent
de l’épaisseur optique initiale. Les autres termes ne dépendent que de la forme du peigne.
Or le terme 1
2
〈α〉Le− 12 〈α〉L est maximum pour 〈α〉L = 2 et vaut dans ce cas 1/e. On peut
donc, pour une forme de peigne donnée, définir l’efficacité maximale de diffraction vers
l’avant :
ηmax =
1
e2
|c1|2
|ℑm(c0)|2 (4.7)
On peut de même calculer l’efficacité de diffraction vers l’arrière. On a alors les condi-
tions aux limites suivantes :
a0(0) = 1;
ap(L) = 0 si p ≥ 0
On considère que l’effet de chacune des impulsions utilisées pour le transfert vers les
cohérences Raman est d’imprimer dans les cohérences une phase spatiale 2kz.
On trouve alors :
a1(0) = −12
c1
c0
(
1− e−ikc0L
)
(4.8)
soit une efficacité de diffraction vers l’arrière :
η =
1
4
∣∣∣∣c1c0
∣∣∣∣2 ∣∣∣(1− e−ikc0L)∣∣∣2 (4.9)
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4.1.2 Peignes particuliers
On peut calculer l’efficacité de diffraction d’un signal pour des formes particulières de
peignes.
Peigne sinusoidal
Le peigne sinusoïdal, défini par :
α(ω) =
α0
2
(1 + cos[(ω − ω0)t12]) (4.10)
On utilise les relations de Kramers-Kronig pour trouver la susceptibilité :
χ+(ω) = −α0
k
(
1 + e−i(ω−ω0)T
)
(4.11)
ce qui amène à
c0 = c1 = −iα0
k
(4.12)
et l’efficacité maximale vers l’avant est :
ηmax =
1
e2
= 13, 5% (4.13)
On trouve ainsi l’efficacité maximum du processus d’écho accumulé vers l’arrière :
η =
1
4
(
1− e−α0L
)2
(4.14)
qui tend vers 25% quand l’épaisseur optique tend vers l’infini.
Peigne à dents lorentziennes
Supposons qu’on ait creusé dans les populations atomiques un réseau défini par des
pics lorentziens :
nab(ωab) =
1
n0
∞∑
n=−∞
Γ2
Γ2 + (ωab − ω0 − n∆)2 (4.15)
où n0 = π Γ∆ coth
(
π Γ
∆
)
est un facteur de normalisation. On montre alors grâce à la for-
mule A.56 que la susceptibilité s’écrit :
χ+(ω) = −iα0
k
sinh(θ)− i sin(φ)
cosh(θ)− cos(φ) tanh(θ/2) (4.16)
avec φ = ω − ω0 et θ = 2πΓ/∆. Le coefficient θ représente la finesse du peigne.
Cette susceptibilité est représentée sur la figure 4.1. On montre que les premiers
coefficients de Fourier de cette susceptibilité sont :
c0 = −iα0
k
tanh θ/2 (4.17)
c1 = −2iα0
k
e−θ tanh θ/2 (4.18)
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Figure 4.1 – Profil d’absorption (en vert) et indice de réfraction (en rouge) dans le cas
d’un réseau de population Lorentzien (la période du peigne est prise à 600kHz, la largeur
des lorentziennes à 20 kHz)
ce qui amène à une efficacité vers l’avant
η =
(
α0L tanh
(
θ
2
)
e−
1
2
α0L tanh(
θ
2
)e−θ
)2
(4.19)
et vers l’arrière :
η =
(
e−θ
(
1− e−α0L tanh( θ2 )
))2
(4.20)
Il est intéressant de calculer l’efficacité maximale pour une épaisseur optique initiale don-
née. En effet, expérimentalement on utilise des cristaux dont l’épaisseur optique initiale est
finie. On pourra alors trouver, pour une forme de peigne donnée, quelle finesse maximise
l’efficacité et quelle est cette efficacité.
ηmax =
1
e2
( 2α0L
4 + α0L
)2
(4.21)
Cette efficacité tend vers 54% quand l’épaisseur optique initiale tend vers l’infini. En
diffraction vers l’arrière :
ηmax =

 α0L
2 + α0L
(
1
1 + α0L
2
) 2
α0L

2 (4.22)
Cette efficacité tend vers 100% quand l’épaisseur optique tend vers l’infini.
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Figure 4.2 – Efficacité maximale de diffraction pour un peigne lorentzien. En bleu l’ef-
ficacité d’écho vers l’avant, en vert vers l’arrière
4.2 Investigation expérimentale
4.2.1 Premiers résultats expérimentaux
Les premières expériences d’AFC dans le Tm3+:YAG menées dans le groupe [97] sont
décrites dans la thèse de Jérôme Ruggiero [111]. Le peigne y est creusé par une séquence de
paires d’impulsions (donc avec un motif de pompe sinusoïdal) avec utilisation d’un sous-
niveau Zeeman comme niveau de stockage des atomes pompés. Le profil d’absorption
résultant, sinusoïdal pour de très faibles puissances de pompe, est constitué, à puissance
moyenne, par des pics bien ajustés par des lorentziennes. Ceci est dû à la dynamique du
pompage optique qui élargit par saturation les zones transparentes (figure 4.3)
L’efficacité maximale obtenue avec un tel spectre de pompe est de 8.6%. L’écho gé-
néré et le peigne correspondant (observé grâce à un faisceau sonde balayé en fréquence)
sont représentés sur la figure 4.3. Cette efficacité constituait déjà un gain d’un ordre de
grandeur vis-à-vis des réalisations expérimentales d’écho accumulé et des expériences an-
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Figure 4.3 – A gauche peigne expérimental obtenu par un spectre de pompe sinusoïdal.
En pointillés rouges l’ajustement lorentzien. A droite en noir le signal incident (mesuré
sur un détecteur témoin avant l’entrée dans le cristal), en rouge le signal transmis, puis
l’écho, à la sortie du cristal
térieures d’AFC dans le Nd3+ :YVO4 [94]. Cela justifie le choix du Tm3+:YAG, dont la
faible largeur homogène permet une bonne résolution spectrale dans la gravure du peigne.
L’efficacité obtenue est en bon accord avec l’efficacité théorique calculée à partir de l’ajus-
tement lorentzien du peigne. Ces expériences ont mis en avant un point essentiel de l’étape
de préparation : il est difficile de graver un peigne fin et bien contrasté à forte épaisseur
optique. En effet, il y a un compromis à faire au niveau de la puissance de pompe. A
très faible puissance, on grave peu mais une structure fidèle au spectre de pompe et sans
élargissement par saturation. Les zones opaques restent bien opaques. A plus forte puis-
sance on creuse bien (les zones transparentes sont bien transparentes) mais les pics sont
écrasés par l’élargissement par saturation. Un bon compromis n’existe pas vraiment à
forte épaisseur optique initiale. Or c’est dans ces conditions que l’on peut atteindre de
bonnes efficacités.
4.2.2 Optimisation de l’efficacité : peigne carré
Les problèmes rencontrés viennent essentiellement du fait que l’on ne peut pas creuser
un peigne dont les zones transparentes sont très transparentes et les zones opaques très
opaques (c’est-à-dire intouchées par le pompage). Les expériences décrites ci-dessus, en
paire d’impulsions de pompe, n’avaient comme paramètre ajustable que la puissance de
pompe. Il est alors impossible de contrôler indépendamment les deux paramètres qui,
comme on l’a vu, déterminent l’efficacité de diffraction : le contraste et la finesse. Au
cours de cette thèse, nous nous sommes donné un paramètre de contrôle supplémentaire :
la forme du peigne, c’est-à-dire le motif de pompe. Nous avons montré que le peigne à
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dents carrées optimisait, pour une finesse bien choisie, l’efficacité, à épaisseur optique
initiale donnée.
Calcul de l’efficacité
Supposons que nous ayons réussi à creuser dans le profil de population un peigne à
dents carrées :
G(ωab) = G(ω0)
∞∑
n=−∞
Π
(
ωab − ω0 − n∆
δ
)
(4.23)
où Π(x) =

 0 , si |x|>1/21 , si |x|<1/2
On peut montrer que la susceptibilité s’écrit alors :
χ+(ω) =
α0
πk
ln

sin
(
1
2
(φ− iǫ− θ/2)
)
sin
(
1
2
(φ− iǫ+ θ/2)
)

 (4.24)
où φ = 2π
∆
(ω − ω0), θ = 2π∆ δ, ǫ = 2π∆ γab. On trouve alors que
c0 = −iα0
k
θ
2π
(4.25)
c1 = −2iα0
k
sin(θ/2)
π
(4.26)
On trouve alors que l’efficacité diffractée vers l’avant s’écrit :
η =
(
α0L
π
)2
sin2(θ/2)e−
θ
2pi
α0L (4.27)
En fixant α0L, l’efficacité maximum est :
ηmax =
4
1 + ( 2π
α0L
)2
e
−
α0L
pi
arctan
(
2pi
α0L
)
(4.28)
Ceci tend bien vers 54% quand α0L tend vers l’infini. L’efficacité de diffraction vers
l’arrière s’écrit :
η = sinc2(θ/2)
(
1− e− θ2piα0L
)2
(4.29)
Il semble impossible de calculer le maximum de cette fonction de manière analytique. On
voit cependant qu’à mesure que l’épaisseur optique tend vers l’infini, si θ tend vers 0 assez
lentement (de manière à ce que θα0L tende vers l’infini) alors cette efficacité tend vers 1.
Les efficacités optimales vers l’avant et vers l’arrière sont représentées sur la figure 4.4
On voit une nette amélioration aux faibles épaisseurs optiques initiales. Ces épaisseurs
optiques correspondent à nos conditions expérimentales (α0L ≈ 5 pour notre cristal).
Une optimisation numérique a permis de montrer que cette efficacité maximum était
supérieure à celle de n’importe quelle autre forme de dents pour le peigne, vers l’avant
103
Chapitre 4 - Efficacité du protocole
0 10 20 30 40 50
0
20
40
60
80
100
α0 L
e
ffi
ca
cit
é 
(%
)
Figure 4.4 – En bleu l’efficacité optimale de diffraction vers l’avant pour un peigne carré.
En vert vers l’arrière. Les courbes en pointillés rappellent les efficacités pour un peigne
lorentzien
comme vers l’arrière. Cette optimisation consiste à déterminer quels coefficients de Fourier
maximisent l’expression 4.7. Il semble évident que cette expression peut tendre vers +∞.
Il suffit pour cela de faire tendre c1 vers +∞. Mais il faut astreindre la maximisation à la
limite suivante :
α(w) > 0 soit ℑm
(
χ+(ω)
)
> 0 (4.30)
On ne veut pas que le milieu présente du gain. La recherche de maximum va alors impliquer
tous les coefficients cn de manière à maximiser c1 tout en gardant ℑm (χ+(ω)) > 0.
On constate que, pour une efficacité optimale, le rapport |c1|/|c0| est égal à 2. On peut
comprendre intuitivement pourquoi le peigne carré maximise l’efficacité. L’efficacité est
une fonction croissante de l’épaisseur optique initiale et de la finesse. Des pics très fins et
très absorbants diffractent très bien une impulsion incidente. En séparant nettement zones
transparentes et zones absorbantes, le peigne carré est la structure qui permet d’utiliser
l’épaisseur optique disponible pour créer les pics les plus fins.
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4.2.3 Expérience en peigne carré
Cette section présente une expérience d’AFC en peigne carré réalisée au cours de cette
thèse.
Réalisation d’un spectre de pompage optique périodique et carré
Le peigne est produit par pompage optique comme expliqué section 2.2.2. Le spectre
du motif de pompage |E˜motif (ω)|2 est produit par modulation d’amplitude.
La modulation d’amplitude est réalisée par un modulateur acousto-optique (AOM) pi-
loté par un générateur de formes arbitraires (AWG) Tektronix AWG520. Les modulateurs
acousto-optiques sont constitués de cristaux de TeO2 dans lequel se propagent une onde so-
nore longitudinale s(t) = s0(t) cos(ωst+φ(t)) et le faisceau laser, noté E(t) = E0cos(ωLt)
à l’entrée du cristal. L’onde sonore crée un réseau de densité et donc d’indice de ré-
fraction dans le cristal, qui diffracte alors le champ laser en plusieurs ordres. La sé-
paration angulaire de l’ordre n avec l’ordre 0 (transmis) est nλopt/λs. L’ordre n s’écrit
En(t) = s0(t)kn cos((ωL + ωs)t + φ(t)). Les modulateurs acousto-optiques utilisés fonc-
tionnent autour de ωs/2π = 80MHz. L’onde sonore est générée par un piézo-électrique
contrôlé en tension par l’AWG. On travaille essentiellement à l’ordre 1 ou -1, que l’on
récupère dans une fibre optique. On voit alors que le champ dans l’ordre 1 est une image
fidèle de la tension générée par l’AWG, décalée de ωL. Il est possible de récupérer dans
l’ordre 1 environ 75% de l’énergie incidente (à la sortie de la fibre optique qui récupère
l’ordre de diffraction avec lequel on travaille).
La périodicité spectrale en 2π/T du peigne impose une structure temporelle discrète
du motif (avec un pas de T). Un peigne à dents carrées s’obtient par un motif en sinus
cardinal. La largeur du peigne est fixée par l’inverse de la largeur des impulsions. La
largeur spectrale 2π/τ d’un pic d’absorption est fixée par la largeur à mi-hauteur (≈ τ)du
sinus cardinal. La figure 4.5 résume la correspondance entre le motif temporel et son
spectre.
Le motif créé expérimentalement compte 61 impulsions réparties autour de la fré-
quence centrale. Les impulsions, gaussiennes de largeur à mi-hauteur de δ = 300 ns (durée
limitée par la bande passante des AOM), sont séparées de T = 1.5 µs. On crée donc un
peigne d’enveloppe gaussienne large de 4 MHz et dont les pics sont séparés de 666 kHz.
Le motif est répété toutes les 100 µs. Ainsi, comme expliqué à la section 2.2.2, c’est bien
le spectre du motif que l’on grave car on attend que les cohérences aient relaxé avant
d’imprimer un nouveau motif. Plusieurs finesses (T/τ) ont été essayées pour optimiser
l’efficacité.
On veut vérifier la forme du spectre de pompe avant de l’envoyer sur le cristal. Pour
cela, il nous faut pouvoir mesurer le champ et en faire la transformée de Fourier. Une
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Figure 4.5 – A gauche le motif temporel. A droite son spectre. En haut sans discrétisa-
tion. En bas, on voit que discrétiser la forme générale du motif implique une répétition
du spectre de celui-ci dans le domaine fréquentiel
simple mesure de l’intensité lumineuse ne suffit pas. En effet, elle ignore la phase tem-
porelle du champ. Sa transformée de Fourier (ou même la transformée de Fourier de sa
racine, c’est-à-dire de la valeur absolue de l’amplitude du champ) peut être très différente
du spectre du champ. Pour faire une mesure du champ lui-même, on utilise une détec-
tion hétérodyne. On fait battre le faisceau de pompe avec un champ monochromatique
(oscillateur local) et on mesure l’intensité du signal de battement. Cette intensité est une
image fidèle du champ. En effet, si l’on note le champ de pompe :
Ep(t) = E0(t) cos(ωLt+ φ(t)) (4.31)
et l’oscillateur local :
EOL(t) = EOL cos(ωOL(t)) (4.32)
alors, si l’on superpose les faisceaux, l’intensité de battement mesurée est :
I(t) ∝ I0(t) + IOL + E0(t)EOL cos((ωL − ωOL)t+ φ(t)) (4.33)
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Si on ne garde, par filtrage, que les termes oscillant autour de ωL−ωOL on obtient un signal
proportionnel au champ, décalé en fréquence de ωOL. On peut donc mesurer directement
le champ en choisissant ωL − ωOL suffisamment petit, c’est-à-dire dans la bande passante
d’une photodiode rapide. Nous avons fixé ωL − ωOL à 20 MHz. La formule 4.33 montre
qu’on ne peut filtrer les termes oscillants que si I0(t) n’a pas de composantes spectrales
autour de ωL−ωOL. La bande passante de notre mesure est donc limitée à (ωL−ωOL)/2.
20 MHz sont suffisants pour mesurer un spectre dont on attend une largeur autour de 4-5
MHz.
Figure 4.6 – Spectre du battement hétérodyne, mesuré par un analyseur de spectre
électronique. En noir un spectre obtenu avec des paires d’impulsions (séquence PP). En
rouge le motif carré S1/2, en violet le motif de la séquence S1/5. L’analyseur de spectre
affiche la valeur absolue du spectre
Le figure 4.6 présente les résultats de la mesure. La transformée de Fourier du signal
mesuré est faite par un analyseur de spectre électronique. Quatre motifs différents ont
été testés : un spectre sinusoïdal (séquence en paires d’impulsions, noté PP) et trois
spectres carrés, de finesses différentes. En reprenant les notations de la figure 4.5 la finesse
du spectre s’écrit comme le rapport T/τ . Trois finesses ont été essayées : 2,3 et 5. Les
séquences de pompe correspondantes sont notées S1/2, S1/3 et S1/5. On remarque sur la
figure 4.6 une asymétrie générale dans le spectre du motif, qui provient de la non-linéarité
de la réponse de l’AOM. On note aussi que la densité de puissance n’est pas parfaitement
nulle entre les pics du spectre. Le spectre du motif étant le produit par les amplitudes
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relatives et les phases des différents pics dont il est constitué, on attribue aussi cet effet à
la réponse imparfaite de l’AOM.
Dispositif expérimental
L’expérience est réalisée sur un cristal de Tm3+:YAG dopé à 0.5%. On utilise la
structure hyperfine pour le pompage optique. Pour cela, un champ magnétique de 210
G est appliqué selon l’axe cristallin [001]. L’éclatement des sous-niveaux hyperfins est
alors ∆f = 6 MHz dans le niveau fondamental et ∆e = 1.3 MHz dans le niveau excité.
Cette valeur a été choisie car elle optimise l’efficacité de diffraction. Comme expliqué à la
section précédente, il s’agit d’un effet de coïncidence. Le peigne fait 4 MHz de largeur. On
n’a pas à se préoccuper des peignes et anti-peignes à ±∆f et ±∆f ±∆e. Par contre, les
peignes à ±∆e se superposent au peigne principal. Il faut alors choisir l’intensité du champ
magnétique de manière à les mettre en coïncidence, ce qui se produit pour B=210G. Le
cristal est refroidi à 2.3 K. Le montage expérimental entier est représenté sur la figure 4.7
.
Il est très proche du dispositif expérimental présenté au chapitre précédent 3.4.1. Il y
a plusieurs différences essentielles :
– la fréquence du laser n’étant plus modulée, il est donc possible de l’asservir sur
une référence fixe. L’asservissement, conçu en partie au cours de cette thèse, est
présenté en annexe 2. La référence de fréquence est une cavité Fabry-Perot, elle-
même asservie en température.
– il n’y a plus de modulateur de Mach-Zender sur le faisceau sonde. Les impulsions
de signal peuvent être choisies plus longues et sont réalisables à l’aide d’AOM.
– les faisceaux sonde et pompe arrivent sur le cristal avec la même polarisation, selon
l’axe cristallin [001]. Comme précédemment, le couplage aux sites 3,4,5 et 6 est
homogène pour les deux faisceaux, et nul pour les sites 1 et 2. Le faisceau pompe
est désormais mieux couplé aux atomes (d’un facteur
√
2). Ceci vient du fait que
l’angle entre la direction [001] et l’axe des dipôles de transition des sites concernés
est 45°, alors qu’il est de 30° entre la direction [11¯0] et les mêmes dipôles.
Comme précédemment, la photodiode à avalanche, utilisée pour détecter le signal et
son écho, ne doit pas être éclairée par le faisceau pompe, trop intense, qui l’abimerait.
La séparation entre les deux faisceaux en sortie du cristal se fait spatialement et tem-
porellement. On ne peut plus utiliser la polarisation. La séparation spatiale est effectuée
avec une simple lame de métal. Ceci est possible car les faisceaux ne sont volontairement
pas parfaitement superposés (mais distants d’environ 3 mm). Ceci est une première étape
mais, les faisceaux étant gaussiens, une partie du faisceau se superpose au faisceau sonde
et ne peut pas être coupé de cette manière. On profite du fait que les séquences de pompe
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Figure 4.7 – Montage complet. En rouge le faisceau de pompe, en bleu le faisceau de
sonde
et de traitement du signal sont distinctes dans le temps. La séparation temporelle est
effectuée à l’aide d’un AOM utilisé en déflecteur. Les AOM utilisés en modulateur (sur
chaque faisceau) et l’AOM utilisé en déflecteur ne fonctionnent pas de la même façon.
Leur principe est cependant le même. L’AWG (Arbitrary Waveform Generator) génère
une tension électrique qui, par l’intermédiaire d’une lame piézoélectrique, génère une onde
sonore dans un cristal de TeO2. Les AOM sont faits pour travailler à une fréquence centrale
de 80 MHz. Cette onde constitue un réseau d’indice qui diffracte le faisceau incident en
plusieurs ordres. De plus l’ordre n voit sa phase augmentée de n fois la phase temporelle de
l’onde sonore (la fréquence du laser est notamment augmentée de 80 MHz). On recueille
l’ordre 1 ou -1 dans une fibre optique monomode, ce qui permet une bonne élimination
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Figure 4.8 – Diffraction d’un faisceau lumineux par un modulateur acousto-optique
de l’ordre 0 (60 dB). On peut y envoyer environ 60% de la puissance lumineuse incidente.
Son amplitude est proportionnelle à l’amplitude de l’onde sonore, et donc à l’amplitude
de la tension électrique issue de l’AWG. On comprend alors qu’on a inscrit, sur le faisceau
laser, le signal délivré par l’AWG, aussi bien en amplitude qu’en phase. Si l’on note l’onde
laser incidente :
E(t) = E0 cos(ωLt+ ϕL) (4.34)
et l’onde sonore :
s(t) = s0(t) cos(ωst+ ϕs(t)) (4.35)
alors on obtient à la sortie, pour l’ordre ±1 :
Es(t) ∝ E0 cos ((ωL ± ωs)t+ ϕL ± ϕs(t)) (4.36)
Les AOM utilisés en modulateur sont conçus pour pouvoir faire varier rapidement l’am-
plitude et la phase du faisceau. La limite essentielle de ce temps de réponse est le temps
de passage de l’onde à travers le faisceau. Pour optimiser cela on focalise le laser dans
l’acousto-optique. De plus ces AOM fonctionnent avec des ondes sonores longitudinales
qui se propagent rapidement (4200 m.s-1) dans le cristal de TeO2. On obtient ainsi une
bande passante d’une dizaine de MHz, limitée aussi par les amplificateurs de puissance.
L’AOM utilisé en déflecteur fonctionne en ondes transverses, plus lentes (650 m.s-1). Il
permet en pratique de couper notre faisceau en 2 µs. En contrepartie de cette extinction
lente, le réseau d’indice a un plus petit pas, ce qui amène une meilleure séparation an-
gulaire avec l’ordre 0. On a ainsi une meilleure extinction du faisceau que pour un AOM
fonctionnant en modulateur.
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Enregistrement d’une impulsion lumineuse et gain en efficacité
Les quatre motifs de pompe (PP, S1/2,S3/2 et S5/2) décrits précédemment ont été
testés pour creuser un peigne et en mesurer l’efficacité de diffraction. Comme décrit en
section 2.2.2, on grave par accumulation. Les motifs, portés par un faisceau de pompe
relativement faible, sont envoyés sur le cristal 5000 fois, à intervalle de 100 µs. La dy-
namique du pompage optique détermine alors le peigne de population résultant. Celui-ci
dépend alors de la puissance incidente. On le mesure à l’aide du faisceau de signal, balayé
lentement en fréquence et révélant ainsi le profil de transmission. La figure 4.9 montre le
résultat de ce balayage pour les motifs PP et S1/2.
Figure 4.9 – a) et c) Centre du peigne spectral, creusé en a) avec une séquence PP et
en c) avec une séquence S1/2. En pointillés les ajustements à l’aide du modèle développé
section 2.2.2. En médaillon, les peignes complets, déformés par le balayage trop rapide
du faisceau signal. b) et d) Echos lumineux obtenus par l’envoi d’une faible impulsion
lumineuse de 450 ns sur les peignes correspondants. La puissance de pompe est optimisée
pour chaque séquence indépendamment
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La dynamique du pompage optique induit des différences claires entre le spectre de
pompe et le peigne correspondant. La comparaison des figures 4.9 et 4.5 montre que
les bords du peigne sont plus doux que ceux du spectre de pompe. Le contraste, bien
qu’optimisé sur la figure 4.9, n’est pas parfait. En particulier les zones transparentes ne
sont pas parfaitement transparentes (la transmission n’y est pas de 1). Ceci vient de
la faible puissance de pompe. Les zones opaques sont plus transparentes que ne l’est
le milieu initialement (α0L = 4-5). Cet effet est dû, pour le peigne carré, à la densité
spectrale de puissance de pompe qu’on ne peut pas annuler complètement aux fréquences
correspondantes. La conclusion est la même que lors des précédentes expériences : il est
difficile de creuser un peigne bien contrasté.
On envoie ensuite sur les différents peignes une impulsion de 450 ns, dont le spectre
est bien couvert par le peigne. On voit sur la figure 4.9 que le gain en efficacité est clair
pour le peigne carré. Elle est de 17.3% pour la séquence S1/2 contre 10.1% pour le peigne
creusé par une séquence PP.
Figure 4.10 – Efficacité comparée pour chaque motif de pompe, en fonction de la trans-
mission moyenne du peigne. En médaillon, un exemple de peigne creusé avec chaque motif.
Les points entourés correspondent aux courbes de la figure 4.9
On représente, sur la figure 4.10, l’efficacité mesurée pour chaque motif de pompe
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(chaque séquence), en faisant varier la puissance de pompe. On ne représente pas en
abscisse directement la puissance de pompe (difficile à mesurer), mais la transmission
moyenne du peigne obtenu. Celle-ci, accessible expérimentalement (à partir des profils
d’absorption mesurés) Les résultats sont en accord avec nos attentes. Le peigne carré,
avec une finesse optimisée (égale à 2), nous permet d’accéder aux efficacités les plus
grandes. On comprend que l’efficacité diminue à faible transmission moyenne, c’est-à-
dire à faible puissance de pompe (peigne peu contrasté, pas de zones transparentes) et à
forte transmission moyenne, donc à forte puissance de pompe (pics d’absorption rongés
par l’élargissement par saturation). L’efficacité maximale est obtenue pour une puissance
intermédiaire.
Comparaison de la théorie et des résultats expérimentaux
Ces résultats constituent une nette avancée en termes d’efficacité. Le peigne carré
permet d’obtenir de bonnes efficacités pour des épaisseurs optiques initiales modérées,
courantes en pratique. On voudrait cependant obtenir une bonne compréhension des dif-
férents processus mis en jeu. On a plus précisément deux objectifs :
– prédire la forme du peigne pour un motif et une puissance de pompe donnée grâce
aux modèles développés à la section 2.2.2
– prédire, à partir de l’observation du peigne d’absorption, l’efficacité d’écho du pro-
tocole
Le premier objectif est atteint. En effet, les ajustements par la formule 2.70 présentés
sur la figure 4.9 sont en bon accord avec les profils de transmission mesurés, que ce
soit pour une séquence de pompage S1/2 (spectre carré) ou PP (paires d’impulsions). On
rappelle ici la formule 2.70 :
α(δab) = 2αM
T1P (δab)(1 + reff ) + 2
T1P (δab)
ǫ
+ 4
où l’on note αM le coefficient d’absorption initial du milieu, c’est-à-dire avant la séquence
de préparation par pompage optique, et P (δ) la densité spectrale de puissance de pompe (à
un facteur près) pour un désaccord δ (cf 2.2.2). Pour ajuster ces peignes par la formule 2.70,
nous avons décomposé la puissance de pompe comme :
P (δ) = Kp(δ) (4.37)
où p(δ) est une fonction normalisée (qui contient la dépendance spectrale de la séquence
de pompe) et K est un facteur multiplicatif qui paramétrise la puissance de pompe. Pour
chaque ajustement, les paramètres libres sont αM et K, la fonction p(δ) étant donnée
par le spectre de puissance du motif de pompe. Pour chaque séquence (PP, S1/2, S1/3
113
Chapitre 4 - Efficacité du protocole
et S1/5), nous avons fait varier la puissance de pompe et mesuré les peignes d’absorption
correspondants. Ainsi, alors que αM est un paramètre d’ajustement constant pour tous les
peignes considérés, K est, pour chaque série, un paramètre proportionnel à la puissance
de pompe. Avec ces contraintes, les ajustements réalisés sont en bon accord avec les profils
d’absorption mesurés expérimentalement.
Le deuxième objectif nécessite de pouvoir calculer l’efficacité en fonctions de para-
mètres que l’on peut extraire du profil d’absorption du peigne. Nous avons, au début de
ce chapitre, exprimé l’efficacité en fonction des coefficients cn du développement en série
de Fourier de la susceptibilité. Le profil d’absorption α(ω) étant aussi périodique, on peut
le développer en série de Fourier :
α(δab) =
+∞∑
n=0
αne
−inδabT
Ici α0 ne représente pas le coefficient d’absorption initiale mais le coefficient d’absorption
moyen. On peut alors relier les coefficients de Fourier de l’absorption et de la susceptibilité
en utilisant les relations 2.39. On trouve :
c0 = −i c
ωL
α0 (4.38)
c1 = −2i c
ωL
α1 (4.39)
On peut alors réécrire l’efficacité donnée par la formule 4.6 :
η = |α1L|2e−α0L (4.40)
Cette formule nous permet, après mesure du profil d’absorption et extraction des
coefficients α0 et α1, de prédire l’efficacité du processus d’AFC, donc l’intensité de l’écho
produit par le cristal. Ces efficacités calculées sont en bon accord avec les efficacités
mesurées expérimentalement [111].
Pour valider notre modélisation du processus d’AFC complet (préparation + écho),
nous cherchons à prédire l’efficacité d’écho, non plus par extraction des coefficients α0
et α1 des profils d’absorption mesurés, mais uniquement à partir du spectre du motif de
pompage. Les coefficients α0 et α1 sont alors extraits de la formule 2.70 (profil d’absorption
prédit par le modèle de pompage optique).
Plus précisément, pour chaque motif de pompe (PP, S1/2,S3/2 et S5/2), la formule 2.70
nous donne un profil d’absorption préparé qui dépend de la puissance de pompe (paramé-
trisée par K) et de l’épaisseur optique initiale αML. De ce profil on extrait les coefficients
de Fourier α0 et α1 pour déterminer l’efficacité d’écho attendue ηseq(K,αM) où seq dé-
signe le motif de pompe considéré. On peut ainsi, pour chaque motif et à une épaisseur
optique initiale αM fixée pour toutes les expériences menées, tracer la courbe théorique
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Figure 4.11 – Comparaison entre les efficacités mesurées (en pointillés) et prédites à
partir des peignes mesurés (traits pleins), pour une séquence PP (en a)) et une séquence
S1/2 (en b)). Comme pour la figure 4.10, on choisit de représenter les efficacités en fonction
de la transmission moyenne du peigne, bonne image de la puissance de pompe (qui est ici
le seul paramètre ajustable).
de l’efficacité d’écho en fonction de la puissance de pompe. Cette courbe est représentée
en traits pleins sur la figure 4.11, en a) pour une séquence PP et en b) pour une séquence
S1/2, pour deux épaisseurs optiques initiales (αM L = 3 et 6). On choisit de placer en
abscisse la transmission moyenne du peigne plutôt que le facteur K. Elle est en effet une
image assez linéaire de la puissance de pompe (et donc de K) (en effet : à puissance de
pompe nulle, la transmission moyenne est exp(−αML) car le milieu n’est pas pompé.
A forte puissance de pompe la transmission moyenne est de 1 car le milieu est blanchi
(c’est-à-dire que les atomes ont tous été pompés vers le niveau relais)). La transmission
moyenne est en plus une grandeur mesurable expérimentalement, contrairement à K. On
l’extrait en effet d’une mesure du peigne préparé.
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Les courbes prédites par le modèle sont comparées aux mesures expérimentales d’ef-
ficacité d’écho. On représente deux de ces courbes (en pointillés sur la figure 4.11). Pour
établir ces courbes, on a fait varier, pour chaque motif, la puissance de pompe. On a, pour
chaque puissance, mesuré l’efficacité d’écho et la transmission moyenne du peigne (peigne
d’absorption mesuré grâce à un balayage).
L’accord est qualitativement bon. En effet, l’allure générale des courbes est bien resti-
tuée par le modèle : à faible puissance de pompe, le peigne est peu contrasté et l’efficacité
est basse. A forte puissance de pompe, le milieu est blanchi (les pics d’absorption sont
«rongés» par saturation) et l’efficacité est basse. Il y a cependant un désaccord quanti-
tatif entre les mesures et les prédictions du modèle. Les mesures ont été faites pour une
épaisseur optique initiale de 4-5, difficile à mesurer expérimentalement. Cependant les
courbes théoriques représentées prennent pour épaisseur optique initiale 3 et 6, encadrant
largement la valeur réelle. Il est clair, sur la figure 4.11, qu’aucune de ces deux courbes
ni aucune courbe intermédiaire (3 < αML < 6) n’est en bon accord avec les efficacités
mesurées.
Ce désaccord est surprenant car le modèle 2.70 nous permet d’ajuster correctement
les peignes mesurés, et à partir de ces ajustements les efficacités calculées avec 4.40 sont
en bon accord avec l’expérience. Nous voyons alors deux raisons à ce désaccord. L’une
est technique : la mesure de la transmission moyenne du peigne n’est pas facile car le
signal transmis est très faible au niveau des pics d’absorption. Une erreur systématique
est difficile à exclure (bruit de fond dû à l’amplificateur optique par exemple). Une telle
erreur entraîne un décalage horizontal des courbes mesurées, ce que semble confirmer la
figure 4.11. La deuxième raison est liée à une hypothèse que nous avons fait pour modéliser
l’étape de préparation : nous avons supposé le peigne spatialement uniforme le long de
l’axe de propagation du faisceau de pompe. Nous avons en effet négligé la propagation des
impulsions de préparation à travers le cristal. Il est possible qu’une telle inhomogénéité
influe sur la production et la propagation de l’écho dans le cristal, mais peu sur le forme
du profil d’absorption, ce qui expliquerait les bons ajustements de ces profils. Une étude
numérique de la dynamique du pompage optique tenant compte de la propagation des
impulsions de pompage a néanmoins montré un effet limité de la propagation (et de la
déformation qui en résulte) sur le peigne produit et sur les efficacités obtenues, même pour
des épaisseurs optiques assez fortes (αML ≈ 4 − 5). L’inhomogénéité spatiale ne semble
donc pas être la source du désaccord obtenu sur les ajustements présentés en 4.11, pour
lequel nous n’avons pas d’explication satisfaisante.
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Chapitre 5
Revival of Silenced Echo
5.1 Présentation du protocole
Utilisé avec succès pour l’enregistrement et la restitution d’un signal lumineux clas-
sique, l’écho de photon n’est en revanche pas adapté à l’échelle quantique. Lors d’un
processus d’écho de photon à deux impulsions (2PE) par exemple , le signal est restitué
alors que les atomes sont majoritairement dans l’état excité. Le signal d’émission spontané
produit par ces atomes vient se superposer au signal , altérant de manière significative
l’information qu’il transporte [117, 118]. De plus, les conditions d’accord de phase spa-
tiale imposent la production de l’écho dans le mode spatial de l’impulsion rephasante. Or
celle-ci est très fortement distordue lors de sa propagation [70]. Elle est très étirée tempo-
rellement et se superpose à l’écho à la sortie du cristal. Il est alors très difficile d’en extraire
ce dernier [118]. Ainsi le bruit, dû à la fois à l’émission spontanée et à la propagation co-
hérente de l’impulsion de rephasage, invalide la candidature du 2PE comme protocole de
mémoire quantique. Les protocoles de rephasage présentés précédemment (CRIB, GEM,
AFC), inspirés de l’écho de photon, ont été conçus pour s’affranchir de ce problème afin
d’enregistrer des signaux à l’échelle du photon unique. Le GEM, seule variante du CRIB
réalisée expérimentalement, ne permet pas de combiner une grande efficacité avec une
large bande passante. L’AFC, qui découple ces deux paramètres et a permis d’atteindre
une bande passante de 1 GHz [119], n’a été réalisé qu’avec une efficacité de diffraction
maximale de 35% [120]. Lorsque l’on complète le protocole avec l’enregistrement sous
forme d’onde de spin (pour un temps de stockage plus long et une restitution à la de-
mande), l’efficacité totale ne dépasse pas expérimentalement 1%[121]. Même si des voies
sont explorées pour améliorer cette efficacité [122], elles sont pour l’instant peu avancées
et posent d’autres problèmes.
Ces limitations pratiques ne permettent pas d’envisager, pour l’instant, l’AFC ou le
GEM comme des candidats sérieux pour la réalisation d’une mémoire quantique. Leurs
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défauts tiennent dans une large mesure de la préparation des atomes avant l’arrivée du
signal. Outre une complication expérimentale supplémentaire, l’élimination d’un grand
nombre d’atomes prive le cristal d’une grande partie de son potentiel d’absorption. Or de
grandes efficacités requièrent de grandes épaisseurs optiques.
Durant cette thèse, une approche différente a été proposée par notre groupe. Le nou-
veau protocole, baptisé Revival Of Silenced Echo (ROSE), s’inscrit dans la lignée de l’écho
de photon. Comme pour celui-ci, après absorption du signal le milieu est soumis à une
impulsion intense qui rephase les cohérences et inverse les populations. Après une évolu-
tion libre, une deuxième impulsion intense rephase à nouveau les cohérences et ramène
les atomes dans l’état fondamental. L’écho est alors produit dans un milieu sans gain, et
n’est donc pas altéré par les photons d’émission spontanée. Contrairement à l’AFC ou au
GEM, il n’y a plus ici d’étape de préparation.
Pour que le protocole fonctionne, il faut annuler l’émission du premier écho (2PE)
entre les deux impulsions fortes rephasantes. Longdell et al. proposent d’utiliser un effet
Stark continu pour brouiller le rephasage des cohérences avant la deuxième impulsion
forte [123]. Nous nous sommes tournés vers une solution plus simple : le brouillage de la
phase spatiale.
5.1.1 Séquence temporelle
Considérons qu’à un instant t1 le signal, au champ E(t) duquel on associe une fré-
quence de Rabi Ω(t) à enregistrer arrive sur le milieu, décrit ici comme un système à
deux niveaux. Il s’inscrit alors dans les cohérences atomiques sous forme d’un «mapping»
résonnant, décrit par l’expression 1.22. Chaque classe spectrale d’atomes enregistre, dans
ses cohérences, la composante spectrale correspondante du signal. Après l’enregistrement,
les cohérences se déphasent les unes par rapport aux autres, car elles oscillent chacune
à leur fréquence de résonance. Une impulsion π, envoyée sur le cristal à t = t2, inverse
la phase des cohérences et amène tous les atomes dans le niveau excité. A un temps
tse = t1 + 2(t2 − t1), les cohérences sont de nouveau en phase. Les dipôles atomiques
rayonnent en phase un écho lumineux. Cependant, les cohérences continuent d’évoluer et
se déphasent à nouveau. A un temps t3 on envoie une nouvelle impulsion π. L’effet est une
nouvelle fois double : les cohérences sont à nouveau inversées et les atomes sont cette fois-
ci ramenés dans le niveau fondamental. A un temps te = tse + 2(t3− tse) = t1 + 2(t3− t2)
les cohérences sont une nouvelle fois en phase et un écho lumineux est émis. L’une des
propriétés essentielles de cet écho est d’être émis dans un milieu non inversé, donc sans
gain et ainsi sans bruit d’émission spontanée. Une autre particularité de cet écho est de
ne pas être une image renversée dans le temps du signal, contrairement au premier écho.
Mais il ne contient qu’une partie de l’information initiale : le reste a été émis dans le
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premier écho.
La méthode proposée par Longdell [123] pour annuler le premier écho consiste à uti-
liser des effets d’interférence par effet Stark. Après enregistrement du signal, un champ
électrique statique spatialement inhomogène est appliqué au cristal. Les fréquences de
transition des atomes sont alors modifiées et le déphasage des cohérences est brouillé :
une fréquence de transition ne correspond plus forcément à la composante spectrale cor-
respondante du signal incident. Par l’application de valeurs précises du champ électrique
statique, ce déphasage Stark n’est complètement compensé qu’au moment de l’émission
du deuxième écho.
La méthode proposée dans notre groupe se base sur l’utilisation d’un désaccord de
phase spatial. Lors d’un processus de 2PE, si le signal se propage selon le vecteur d’onde
~k1 et l’impulsion rephasante selon le vecteur d’onde ~k2, alors l’écho lumineux est émis
dans la direction définie par le vecteur ~kse = 2~k2−~k1. Cependant cette émission ne se fait
que si
kse = |~kse| ≈ k = |~k1| = |~k2|
Cette condition s’écrit :
|2~k2 − ~k1| ≈ k
ce que l’on n’obtient que si
~k2 ≈ ~k1
Plus précisément il faut que :
|~k2 − ~k1|L << π (5.1)
avec L la longuer du cristal. Cette condition, appelée condition d’accord de phase, traduit
le fait que la phase spatiale de l’écho lumineux, contrainte par la relation de dispersion k
= ω/c, doit être en accord avec la phase spatiale des sources (les cohérences atomiques)
qui le construisent dans le cristal. Elle implique, comme le montre l’équation 5.1 implique
~k2 ≈ ~k1 On a alors l’égalité vectorielle ~kse ≈ ~k2 ≈ ~k1. L’écho est émis dans la même
direction que le signal et que l’impulsion π. Si l’on met un angle entre les directions du
signal et de l’impulsion rephasante, on viole la condition d’accord de phase. L’intensité
de l’écho peut être alors réduite jusqu’à zéro si l’angle est suffisamment grand. Mais le
désaccord de phase n’a pas d’effet sur les cohérences atomiques. Au temps tse celles-ci
sont bien en phase. La polarisation, somme des contributions de chaque atome, ne peut
se construire que sur échelle spatiale de 1/(k2− k1). Au temps te elles sont de nouveau en
phase, grâce à l’effet de la deuxième impulsion π. Ce second écho, considéré comme un
écho du premier écho, est émis dans la direction définie par le vecteur d’onde ~ke :
~ke = 2~k3 − 2~kse (5.2)
= ~k1 + 2(~k3 − ~k2) (5.3)
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Si l’on envoie les deux impulsions rephasantes dans la même direction (~k3 = ~k2), alors
automatiquement l’écho est émis selon la direction de propagation du signal incident
(~ke = ~k1). Ceci est vrai quelle que soit la direction des impulsions rephasantes. On peut
en particulier utiliser une configuration contrapropagative (~k2 = −~k1) qui maximise le
désaccord de phase spatiale et annule complètement le premier écho. La figure 5.1 présente
l’évolution des phases des cohérences atomiques lors d’une séquence de ROSE.
Figure 5.1 – Séquence temporelle lors d’un processus de ROSE
5.1.2 Qualités du protocole
Le ROSE présente des qualités qui en font un bon candidat pour la réalisation de
mémoires quantiques.
Bruit
Dans l’optique de stocker un signal quantique, le ROSE permet de s’affranchir de
deux défauts rédhibitoires du 2PE.
Premièrement, la double inversion de population fait que l’écho lumineux est émis
dans un milieu sans gain. Il n’y a donc pas d’émission spontanée qui viendrait altérer
l’information restituée. Comme décrit à la section 1.4.1, on peut montrer que le rapport
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signal sur bruit est de 1 pour le 2PE [118], c’est-à-dire qu’il y a, pendant la durée de l’écho
lumineux et dans son mode de propagation, environ un photon d’émission spontanée.
Cette absence d’émission spontanée est liée à la qualité des inversions de population
réalisées. En effet, si les inversions ne sont pas complètes, il reste au moment de l’écho un
résidu de population dans le niveau excité à l’origine de photons d’émission spontanée.
Il faut donc optimiser les inversions pour améliorer le rapport signal/bruit du protocole.
Ceci est décrit à la section 5.1.3.
Deuxièmement le 2PE impose la même direction de propagation pour le signal et l’im-
pulsion rephasante (configuration copropagative), induisant donc l’émission de l’écho dans
cette même direction. Il a été mis en évidence durant la thèse de Jérôme Ruggiero [111, 70]
que les impulsions intenses se déformaient d’autant plus fortement durant leur propaga-
tion que leur aire approche π. En effet une impulsion d’aire π retourne le milieu et perd
un maximum d’énergie lors de sa propagation : elle est fortement absorbée. Mais l’aire
d’une telle impulsion est conservée au cours de sa propagation [124]. Ces deux effets, en
apparence contradictoires, ne sont conciliables qu’au prix d’un fort étalement temporel.
A l’écho, émis dans le même mode que l’impulsion π, se superpose donc un signal de FID
(Free Induction Decay, la queue de l’impulsion transmise déformée) rédhibitoire à l’échelle
du photon unique [118]. Ce problème disparaît avec le ROSE, pour lequel il est possible
de faire émettre au système l’écho dans une direction différente de celle des impulsions
de rephasage, tout en préservant l’accord de phase spatial. On a vu en particulier à la
section précédente la configuration ~k1 = −~k2 = −~k3 où impulsions π et écho partent dans
des directions opposées.
Efficacité
L’efficacité du ROSE peut être calculée en adaptant le calcul de l’efficacité du 2PE
effectué dans le thèse de Jérôme Ruggiero [111]. On effectue ici le calcul en considérant
deux impulsion d’aire strictement égale à π, et très courtes devant la durée de l’impul-
sion signal, ce qui permet de négliger l’évolution atomique pendant les impulsions et de
les considérer d’aire π sur toute l’étendue spectrale du signal. Après l’impulsion signal,
le spectre de celle-ci est inscrit dans les cohérences du milieu comme décrit par l’équa-
tion 1.22. Juste après la première impulsion π, on montre que les cohérences s’écrivent
sous la forme :
ρ˜ab(∆, z, t) =
i
2
e−(i∆+γopt)(t−t1)Ω˜∗(z,∆) (5.4)
On considère les cohérences décrites par cette formule comme cohérences initiales pour un
nouveau processus de 2PE. On voit sur l’expression 5.4 qu’on retrouve après la première
impulsion π le complexe conjugué de la cohérences initiale. Cela implique un retournement
temporel du signal lors d’un processus de 2PE. Le désaccord de phase spatiale annule la
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création d’une polarisation macroscopique dans le cristal. On considère alors l’évolution
des atomes comme une simple oscillation libre des cohérences atomiques. Juste après la
deuxième impulsion π, celles-ci s’écrivent :
ρ˜ab(∆, z, t) = − i2e
−(i∆+γopt)(t−t1)Ω˜(z,∆) (5.5)
La nouvelle conjugaison complexe correspond à un nouveau retournement temporel de
l’écho, qui revient au sens initial du signal. La formule A.46 permet d’obtenir la polarisa-
tion correspondante, qui injectée dans l’équation de propagation A.71 amène à l’équation
de formation de l’écho :
∂AE(z, t)
∂z
= −α
2
AE(z, t) + αe−γab(t−t1)−αz/2A(0, t− 2t23) (5.6)
où AE désigne, en accord avec les notations de A.46, l’amplitude complexe de l’écho,
A(0, t) l’amplitude complexe du signal incident et t23 = t3 − t2 l’intervalle entre les deux
impulsions π. Cette équation fait apparaitre deux termes. Le premier correspond à une
réabsorption de l’écho par le milieu au cours de sa propagation. Le deuxième est une
création de l’écho par le rayonnement des cohérences qui se rephasent ; c’est un terme
source dans l’équation de propagation de l’écho. Les composantes rayonnées s’ajoutent
constructivement car la condition d’accord de phase est respectée.
Cette équation est très proche à l’équation 2.10 de création de l’écho lors d’un pro-
cessus optimal AFC (c’est-à-dire avec |c1/c0| = 2). On trouve le résultat :
AE(z, t) = αze−αz/2A(t− 2t23) (5.7)
donc une efficacité de diffraction :
η = (αL)2e−αL (5.8)
Cette efficacité atteint un maximum de 54% quand αL vaut 2. On peut faire émettre
l’écho vers l’arrière. On doit choisir des directions de propagation ~k2 et ~k3 telles que
(~k1, ~k2) = (~k2, ~k3) = π/3. On a alors : ~ke = −~k1. On peut montrer que dans ces conditions :
η = (1− e−αL)2 (5.9)
qui atteint 100% lorsque αL tend vers +∞.
On obtient les mêmes efficacités maximales que pour l’AFC. Mais les besoins en termes
d’épaisseur optique sont très différents.
Dans le cas de la diffraction vers l’avant, on maximise l’efficacité quand αL = 2 pour
le ROSE. Pour l’AFC, pour un peigne donné, on maximise l’efficacité si 〈α〉L = 2, mais
elle ne vaut 54% que pour un peigne optimal, c’est-à-dire lorsque les pics d’absorption
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sont infiniment fins. Une épaisseur optique moyenne de 2 implique alors une épaisseur
optique initiale théoriquement infinie (pour avoir des pics infiniment absorbants).
Dans le cas de la diffraction vers l’arrière, le problème est similaire. On maximise
l’efficacité quand αL → +∞ pour le ROSE et quand 〈α〉L → +∞. La valeur moyenne
de l’absorption doit être prise sur le peigne qui optimise l’efficacité, dont les pics sont de
plus en plus fins au fur et à mesure que l’on cherche des efficacités plus grandes.
Pour des efficacités (et donc des finesses) assez grandes, si le ROSE permet d’obtenir
une efficacité η avec une épaisseur optique αL, l’AFC ne permettra d’atteindre approxi-
mativement la même efficacité qu’avec une épaisseur optique αLF , où F est la finesse du
peigne considéré. Ceci met en évidence l’un des points forts du ROSE devant les autres
protocoles de stockage quantique (AFC, CRIB) : on ne prépare pas le milieu en éliminant
des atomes dans la bande passante du processus. En préservant l’intégralité du poten-
tiel d’absorption du milieu, on peut envisager d’atteindre de grandes efficacités dans des
conditions réalistes, et sans amplification de l’écho.
Bande passante et aspect multimode
Le ROSE conserve les grandes qualités du 2PE en termes de bande passante et d’as-
pect multimode. La limite fondamentale du nombre de modes pouvant être stockés est
donné par le rapport entre les largeurs inhomogène et homogène de la transition. Le re-
phasage des cohérences sur une large bande spectrale, difficile à réaliser par une impulsion
π car nécessitant une très grande puissance, est accessible dans des conditions réalistes
par des techniques de passage adiabatique rapide, présentées à la section 5.2. Le stockage
multimode est, dans le cas de l’AFC, limité par le nombre de dents du peigne. Même si,
en théorie, ce nombre est limité par les rapports de largeurs inhomogène et homogène
du milieu, en pratique il est très difficile de creuser un peigne contrasté à une résolution
proche de la largeur homogène, même à épaisseur optique modérée. La période minimale
pour un bon contraste dans le Tm3+:YAG se situe autour de 600 kHz, soit environ 20
fois la largeur homogène. A bande passante constante, le nombre de modes enregistrables
est donc en pratique (dans nos systèmes) divisé par 20. Cette difficulté modère l’aspect
multimode de l’AFC. Le ROSE semble donc supérieur dans ce domaine à l’AFC, et aux
autres protocoles comme le CRIB et l’EIT comme expliqué à la section 3.1
Simplicité
Une autre qualité du ROSE est sa simplicité de mise en œuvre. Il ne nécessite pas
d’étape de préparation. De plus, alors que l’AFC nécessite un niveau supplémentaire pour
le stockage des atomes éliminés par pompage optique, on peut implémenter le ROSE dans
un système à deux niveaux. Cet aspect majeur permet d’envisager d’utiliser comme milieu
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matériel un cristal d’Er3+ :YSO présentant une transition à une longueur d’onde utilisée
en télécommunications (1.5 µm).
5.1.3 Nécessité d’une bonne inversion de population
Le ROSE nécessite une double inversion de population. Il est difficile en pratique de
retourner complètement un milieu. D’une part, pour placer les atomes dans le niveau ex-
cité, il faut utiliser des transitoires optiques cohérents. Un simple pompage incohérent ne
peut qu’égaliser les populations dans nos systèmes. L’efficacité de ces transitoires optiques
(impulsions π, passages adiabatiques rapides) est en général limitée par les effets de déco-
hérence dans le système atomique et par le bruit de phase du laser. Il est de plus, du fait
de la déformation lors de la propagation des impulsions de rephasage utilisées, difficile de
retourner un milieu présentant une forte épaisseur optique. Les effets de retournements
incomplets sont analysés dans les sous-sections suivantes.
Efficacité
Il est possible d’étendre l’équation de propagation 5.6 de l’écho au cas d’une impulsion
rephasante d’aire différente de π. On note AR1(z) l’aire de la première impulsion et AR2(z)
l’aire de la deuxième, au cours de leur évolution dans le cristal. Même si les deux impulsions
sont identiques (AR1(0) = AR2(0) en configuration copropagative, AR1(L) = AR2(L) en
configuration contrapropagative), elles évoluent très différemment dans le cristal car le
milieu qu’elles traversent n’est pas dans le même état. En effet, lorsque la deuxième
impulsion arrive dans le milieu, les atomes ont déjà été excités par la première impulsion.
L’évolution de l’amplitude de l’écho au cours de sa construction dans le cristal est calculée
pour le 2PE dans la thèse de Jérôme Ruggiero. On adapte ces calculs au cas du ROSE :
∂AE(z, t)
∂z
= −α
2
cos
(
AR1(z) + AR2(z)
)
AE(z, t)
+
1
4
(
1− cos(AR1(z))
)(
1− cos(AR2(z))
)
αe−γab(t−t1)−αz/2A(0, t− 2t23)
(5.10)
Les deux termes de l’équation 5.6 sont modifiés. Le premier, exprimant la réabsorption
de l’écho par le milieu, est multiplié par cos
(
AR1(z) + AR2(z)
)
. Ce facteur reflète l’im-
perfection du double retournement de population. Le résidu de population dans le niveau
excité entraîne une baisse de l’absorption du milieu. Le deuxième terme, représentant le
rephasage des cohérences et source de la construction de l’écho, montre que ce rephasage
est lui aussi imparfait dans le cas d’aire différentes de π.
On résout numériquement cette équation de propagation dans deux configurations :
signal et impulsions de rephasage quasi-copropagatives (~ke ≈ ~k1 = ~k2), puis signal et
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impulsions de rephasage contrapropagatives (~ke = −~k1 = −~k2). L’effet des impulsions in-
cidentes est déterminé par leurs aires respectives. Il est nécessaire de connaître l’évolution
de celles-ci au cours de leur propagation, déterminée elle aussi numériquement à l’aide du
théorème de l’aire de McCall et Hahn [124].
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Figure 5.2 – Efficacité d’écho théorique en fonction de l’aire des impulsions de rephasage.
A gauche en configuration copropagative. A droite en configuration contrapropagative.
La figure 5.2 présente l’efficacité calculée en fonction de l’aire des impulsions de re-
phasage. Dans le cas copropagatif comme dans le cas contrapropagatif, l’efficacité de 54%
obtenu pour une aire exactement égal à π.
Bruit
Si le double retournement de population n’est pas complet, le résidu de population
dans le niveau excité amène un signal d’émission spontanée qui vient se superposer au
signal incident. Ce point sera détaillé à la section 6.2
Homogénéité spectrale et spatiale
L’inversion de population doit être totale sur l’intégralité des domaines spectral et
spatial couverts par le signal.
L’utilisation d’impulsions π pose alors plusieurs problèmes. On a vu à la section 1.4.1
que les atomes voyaient une impulsion d’aire π sur un intervalle spectral donné par la
fréquence de Rabi. C’est donc sur cet intervalle que l’inversion est totale. Variant comme
le carré de la fréquence de Rabi, la puissance laser nécessaire au bon retournement d’une
plage spectrale d’atomes est donc proportionnelle au carré de la largeur de cette plage.
Une large bande passante requiert donc de très fortes puissances de laser.
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De plus, comme expliqué plus haut, ces impulsions subissent au cours de leur propa-
gation un fort étirement temporel. Cet étirement correspond à une contraction dans les
mêmes proportions dans le domaine spectral. Au cours de sa propagation dans le cristal,
l’impulsion π retourne un intervalle spectral de plus en plus étroit. On peut estimer cette
contraction en considérant des impulsions carrées, pour lesquelles l’énergie E, l’aire A, la
durée T et l’amplitude E sont reliées par :
E = E2T (5.11)
A = ET (5.12)
Une simulation numérique des équations de Bloch-Maxwell [70] permet de calculer l’éner-
gie que contient l’impulsion π au cours de sa propagation dans le milieu (voir figure 5.3).
Figure 5.3 – Energie portée par l’impulsion π lors de sa propagation dans le milieu. On
considère la durée de vie des cohérences T2 très courte de devant le temps de propagation
50% de l’énergie incidente a été transmise au milieu pour une épaisseur z1/2 = 1.78/α.
A cette épaisseur on a donc :
E(z1/2)2T (z1/2) = 12E(0)
2T (0) (5.13)
E(z1/2)T (z1/2) = E(0)T (0) (5.14)
ce qui amène à :
T (z1/2) = 2T (0) (5.15)
En z = z1/2 la durée de l’impulsion π a été multipliée par 2. Le spectre de l’impulsion
π s’est donc contracté d’un facteur 2. En supposant ce taux de contraction constant (ce
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qui n’est pas parfaitement exact car la courbe 5.3 n’est pas exactement une exponentielle
décroissante) la plage spectrale retournée est divisée par 2 à chaque pas de 1.78/α. Si l’on
souhaite que le milieu soit correctement inversé jusqu’à la sortie du cristal, il faut donc
envoyer en entrée du cristal une impulsion π qui couvre un intervalle spectral beaucoup
plus grand que la bande passante du signal, d’autant plus grand qu’on dispose d’une
grande épaisseur optique.
Un autre problème vient de l’inhomogénéité spatiale transverse des impulsions π. Les
calculs précédents sont menés en modélisant le faisceau gaussien par une onde plane. Le
rayon du faisceau est en réalité plus petit que le cristal. Les zones périphériques du faisceau
présentent aux atomes une intensité lumineuse plus faible. Si l’aire vue au centre du
faisceau est π, elle est donc plus faible sur ses bords. Elle va donc y changer à mesure que le
faisceau se propage. Celui-ci verra ainsi son diamètre se réduire lors de la propagation [70].
Cet effet est difficile à mesurer, mais engage à choisir pour le faisceau signal un diamètre
plus faible que le faisceau rephasant dans un rapport important.
5.2 Sécantes hyperboliques complexes
5.2.1 Définitions
Les sécantes hyperboliques complexes (SHC), décrites en détail dans la thèse de Fré-
déric De Sèze [66] sont une forme de passage adiabatique rapide [125]. Les passages
adiabatiques rapides sont des impulsions lumineuses balayées en fréquence, particuliè-
rement utilisées en RMN pour effectuer des transferts de population efficaces en présence
d’élargissement inhomogène [126]. Les SHC se caractérisent par une enveloppe en sécante
hyperbolique. Elles sont définies par :
E(t) = E(t0)sech(β(t− t0))1−iµ
ce qui amène aux expressions suivantes pour la fréquence de Rabi et la fréquence instan-
tanée associées :
Ω(t) = Ω0sech(β(t− t0)) (5.16)
ω(t) = ωL + µβ tanh(β(t− t0)) (5.17)
Ce sont donc des impulsions de durée idéalement infinie, balayées en fréquence avec
un taux de balayage r(t) dépendant du temps. Ce taux est maximum pour t = t0 et vaut
r = µβ2. La fréquence est balayée sur un intervalle de 2µβ centré sur ωL.
Le mécanisme de l’inversion de population est différent de celui d’une impulsion π.
Les atomes sont amenés adiabatiquement dans l’état excité, classe de fréquence par classe
de fréquence (voir figure 5.5)
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Figure 5.4 – Aspect temporel de l’amplitude et de la phase d’une sécante hyperbolique
complexe
Figure 5.5 – Evolution temporelle des populations atomiques d’un milieu à élargissement
inhomogène soumis à une SHC. Les deux classes d’atomes représentées ont des fréquences
de transition notées ω1 et ω2. Un atome de fréquence de résonance ω1, au départ dans
l’état fondamental |a〉, commence à interagir avec le champ lorsque le désaccord est de
l’ordre de Ω0. L’atome est alors amené adiabatiquement vers l’état excité |b〉 par le champ.
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L’inversion se fait sur un intervalle de largeur 2µβ centré sur ω0. Elle est efficace si la
condition adiabatique suivante est vérifiée [127] :
Ω20 >>
2
π
β2µ (5.18)
5.2.2 Avantages sur les impulsions π
L’utilisation de SHC présente plusieurs avantages sur les impulsions π pour la réali-
sation d’un processus de ROSE.
La condition adiabatique 5.18 se présente sous la forme d’une inégalité, alors que
l’ajustement de l’aire d’une impulsion à π requiert un contrôle précis de la fréquence de
Rabi, et donc de la puissance laser. Cette différence rend les SHC plus aisées à réaliser ex-
périmentalement, et leur effet sur les atomes moins sensible aux fluctuations de puissance
du laser.
De plus, la puissance requise pour retourner les populations atomiques sur une bande
spectrale ∆ donnée est moins élevée que celle d’une impulsion π. Pour celle-ci :
∆ ≈ Ω0 (5.19)
Pour une SHC, la puissance limite est imposée par la condition adiabatique qui s’écrit en
fonction de la bande ∆ :
Ω0 >>
1√
2π
∆√
µ
(5.20)
Ainsi la puissance nécessaire à une SHC et à une impulsion π pour inverser un intervalle
donné sont dans un rapport d’environ µ. Les SHC sont intéressantes dans la gamme
µ >> 1. Cet avantage s’explique par le fait qu’une SHC retourne progressivement les
classes d’atomes, contrairement à une impulsion π. Elles trouvent donc leur intérêt dans
les milieux à élargissement inhomogène.
Une particularité des SHC est de retourner les populations sur un intervalle spectral
très bien défini [128, 58, 129]. Dans l’intervalle spectral retourné, l’inversion est très ef-
ficace. En dehors de cet intervalle les atomes restent dans l’état fondamental. La zone
de transition est très fine et la fenêtre spectrale inversée très carrée. Parmi les différents
types de passage adiabatique rapide (PAR), les SHC sont donc appropriés pour le ROSE.
En effet, avec un PAR (comme avec une impulsion π) les atomes situés sur le bord de
la fenêtre spectrale sont incomplètement retournés et, après le double retournement, ne
sont pas tous renvoyés dans l’état fondamental et émettent un rayonnement spontané. Les
SHC minimisent le nombre de ces atomes mal retournés.
Contrairement aux impulsions π, les SHC (et les PAR en général) sont, dans cer-
taines conditions, capables de se propager sans que leurs propriétés soient modifiées. Il est
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alors possible d’obtenir une inversion de population homogène spatialement selon l’axe de
propagation. Ce point est discuté à la section suivante.
Les SHC sont donc plus efficaces que les impulsions π (et les autres PAR) pour la
double inversion de population. Mais l’objectif des impulsions fortes est avant tout le
rephasage des cohérences. Sur ce point aussi les SHC sont bien adaptés au ROSE. Ce
protocole est basé sur l’annulation du premier écho (de type 2PE) par désaccord de phase
spatiale. Si l’on utilise des SHC (ou de manière générale des PAR), ce premier écho
n’est pas créé, même si la condition d’accord de phase spatiale est respectée. En effet,
les atomes n’étant pas excités simultanément par la SHC le long du spectre du signal
incident, les différentes classes spectrales ne sont jamais en phase comme le montre la
figure 5.6. Elles reprennent leur phase initiale à des instants décalés dans le temps. Ce
décalage est de l’ordre de la différence de leur fréquence (donc au maximum la largeur
spectrale du signal) multipliée par le taux de balayage de la SHC, soit µβ2/τ , en notant
τ la durée du signal. Il y aura émission d’un écho type 2PE si le décalage est négligeable
devant la durée du signal τ , c’est-à-dire si β << τ/
√
µ. Dans ce régime, les SHC ont un
comportement similaire à celui d’impulsions π. Cet écho s’atténue à mesure que l’on sort
de ce régime.
Malgré cela, après deux SHC, la remise en phase est complète [130] (voir figure 5.6).
Les SHC sont donc très bien adaptées au ROSE. Pour tirer profit de leurs avantages, on
se place dans un régime où elles diffèrent des impulsions π.
5.2.3 Propagation des sécantes
Comme expliqué dans les sections précédentes, les impulsions π se déforment énormé-
ment lors de leur propagation dans le milieu. Les PAR semblent de ce point de vue plus
robustes [131, 132]. Une étude énergétique qualitative permet de comprendre pourquoi,
et sous quelles conditions, la propagation des PAR (notamment des SHC) dans un milieu
absorbant n’altère pas leurs propriétés.
Dans le cas d’impulsions π, l’énergie contenue dans une impulsion s’écrit, sur une
section transverse d’aire A dans laquelle on considère le champ homogène (onde plane) :
Wπ =
ǫ0
2
A
∫
|E(z)|2 dz
=
ǫ0c
2
A
∫
|Ω(t)~/dab|2 dt
=
ǫ0c~
2
2d2ab
A
∫
|Ω(t)|2 dt
L’intégrale dépend de la forme de l’impulsion mais reste proche de πΩ0 pour des formes
usuelles, où Ω0 est le maximum de la fréquence de Rabi instantanée. En considérant que
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Figure 5.6 – Séquence temporelle d’un processus de Rose avec utilisation de SHC pour
le rephasage.
le passage de l’impulsion dans un milieu d’épaisseur αL inverse parfaitement les atomes
sur la section A et sur une gamme spectrale Ω0, l’énergie transmise aux atomes s’écrit :
Wat = ALΩ0n~ωL (5.21)
où n représente la densité spectrale et spatiale d’atomes. Cette expression se réécrit :
Wat =
AΩ0ǫ0c~2
πd2ab
αL (5.22)
La fraction de l’émergie incidente fournie aux atomes s’écrit ainsi :
Wat
Wπ
=
2
π2
αL (5.23)
Le rapport de ces énergies est de l’ordre de grandeur de l’épaisseur optique. Ceci
confirme le fait qu’une impulsion π ne peut pas inverser un milieu épais sur une bande
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passante donnée et que, cédant une grande partie de son énergie aux atomes, elle va être
déformée lors de sa propagation.
On peut évaluer ce rapport dans le cas d’une SHC. Celle-ci inverse un intervalle 2µβ.
L’énergie fournie aux atomes s’écrit donc :
Wat =
2Aµβǫ0c~2
πd2ab
αL (5.24)
L’énergie contenue dans la SHC incidente vaut quant à elle :
WSHC =
ǫ0c~
2
2βd2ab
A |Ω0|2 (5.25)
On trouve donc pour la fraction de l’énergie incidente livrée aux atomes :
Wat
WSHC
=
2
π
µβ2
Ω20
αL (5.26)
Si l’on respecte la condition adiabatique 5.18, alors seule une petite partie de l’énergie
incidente est transmise aux atomes. Dans ces conditions, on s’attend à une déformation
faible de la SHC lors de sa propagation.
5.3 Expériences dans le Tm3+ :YAG
On présente ici les premières expériences de ROSE effectuées dans le Tm3+:YAG.
5.3.1 Montage expérimental
La figure 5.7 présente le montage expérimental utilisé pour les expériences de ROSE.
Le dispositif est le même que celui présenté au chapitre 3.4.1, à la différence qu’on se place
ici en configuration contrapropagative. Les polarisations des faisceaux sonde et pompe
sont orthogonales. Les cubes séparateurs de polarisation présents avant la photodiode
à avalanche (APD) qui collecte le signal à la sortie du cristal permettent de filtrer les
éventuelles réflexions du faisceau pompe sur le cristal ou les vitres du cryostat, dans
l’objectif de descendre à l’échelle du photon unique. Le laser est asservi sur une cavité
Fabry Perot (cf annexe B).
5.3.2 Mesure de l’efficacité du ROSE
Principe de la mesure
L’efficacité du protocole est mesurée par sa mise en œuvre en régime classique. Comme
pour l’AFC, on suppose que, par linéarité, cette efficacité sera identique en régime de
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Figure 5.7 – Montage expérimental en configuration contrapropagative
photon unique. La figure 5.8 présente deux réalisations expérimentales de ROSE, en a)
avec deux SHC et en b) avec deux impulsions π. Ces premières expériences permettent
de vérifier l’existence d’un écho type ROSE. Le temps d’arrivée de l’écho nous permet de
le distinguer de l’écho classique à 3 impulsions, ou de la réflexion de l’écho à 2 impulsions
(envoyé vers l’arrière).
Efficacité en impulsions π et en SHC
L’efficacité d’écho en impulsions π et en SHC est présentée sur la figure 5.9.
L’efficacité mesurée est plus grande que ce que prévoit la théorie. En effet, la for-
mule 5.8 donne pour l’efficacité :
η = (αL)2e−αLe−4t23/T2 (5.27)
où t23 désigne l’intervalle de temps entre les deux impulsions rephasantes. Le terme
e−4t23/T2 représente la relaxation des cohérences. En effet, la durée totale de la séquence
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Figure 5.8 – En a) Séquence temporelle de ROSE en SHC. L’épaisseur optique est
environ 1.6. Les paramètres des SHC sont : β/2π = 120 kHz, µ = 2. Le signal dure
environ 6 µs. Il est donc suffisamment long pour que son spectre (de largeur environ 100
kHz) soit inclus dans la bande passante du processus (de l’ordre de 2µβ/2π = 480 kHz).
Il n’est donc pas déformé. Le signal est envoyé en t1=0, les deux SHC en t2 = 6 µs et t3 =
21 µs. L’écho est produit en t = t1 + 2(t3 - t2) = 30 µs, avec une efficacité d’environ 23%.
En b) Séquence temporelle de ROSE en impulsion π. L’épaisseur optique est environ 1.6.
La durée des impulsions π est de 3 µs, celle du signal de 7 µs. Le signal est peu déformé.
Il est envoyé en t1=0, les deux impulsions π en t2 = 6 µs et t3 = 21 µs. L’écho est produit
en t = t1 + 2(t3 - t2) = 30 µs, avec une efficacité d’environ 17%.
est 2t23, donc l’écho, en amplitude, décroît en e−2t23/T2 . La mesure de la durée de vie des
cohérences T2 est imprécise. Elle se situe entre 30 µs et 50 µs. Les ajustements présentés
sur la figure 5.9 prévoient des efficacités plus faibles que les valeurs mesurées.
Un retournement de population incomplet peut être à l’origine d’une efficacité plus
grande. En effet les courbes théoriques de l’efficacité en impulsions π, pour des aires
légèrement différentes de π, montrent que le résidu de population dans le niveau excité au
moment de la production de l’écho est à l’origine d’une amplification de celui-ci. L’efficacité
du rephasage dépasse alors 54% (cf figure 5.2). Nous avons donc essayé d’estimer la qualité
de la double inversion de population.
5.3.3 Inversion de population
On mesure la qualité de l’inversion de population, pour une impulsion π et une SHC,
puis de la double inversion. En effet, on veut expliquer les efficacités mesurées, plus grandes
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Figure 5.9 – Efficacité comparée du ROSE en impulsion π (de durée 2 µs et en SHC
(β/2π = 120 kHz, µ = 2), en fonction de l’épaisseur optique. Les carrés représentent
les données expérimentales. En pointillés un ajustement par la formule 5.8, corrigée d’un
facteur exponentiel décrivant la relaxation des cohérences, pour deux T2 différents. En
rouge : T2 = 50 µs, en bleu : T2 = 30 µs.
que les efficacités théoriques. Le résidu de population dans l’état excité au moment de la
production de l’écho amplifie celui-ci et peut donc être à l’origine de ces grandes efficacités.
Il est aussi à l’origine d’un bruit d’émission spontanée qui vient se superposer à l’écho.
Ce bruit, étudié au chapitre suivant, justifie aussi la mesure de la qualité des inversions
de population.
On fait deux mesures différentes : une mesure de la qualité de l’inversion au centre de
l’intervalle spectral retourné, et une mesure complète du profil spectral de cet intervalle.
Principe de la mesure de l’inversion au centre
L’inversion de population au centre de l’intervalle spectral retourné est déduite d’une
mesure de la transmission du milieu. Pour effectuer cette mesure, on envoie sur le cristal
une impulsion π (ou une SHC) puis une impulsion sonde faible. Celle-ci ne modifie pas
le gain du milieu. Elle est par contre amplifiée (ou absorbée) selon la répartition des
populations atomiques entre le niveau fondamental et le niveau excité. A la sortie du
cristal, on mesure en effet l’intensité :
Isortie = e−αL(n¯e−n¯f )︸ ︷︷ ︸
Gain G
Ientree (5.28)
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où n¯i désigne la population du niveau i, moyennée spatialement sur la longueur du cristal.
Cette formule n’est valable que si le spectre de l’impulsion sonde est inclus dans la
zone spectrale inversée. Pour cela on utilise des impulsions de sonde suffisamment longues.
Leur durée est déterminée expérimentalement de la manière suivante. Après avoir inversé
le milieu, on envoie une impulsion sonde dont on fait varier la durée. En l’augmentant
progressivement, l’intensité transmise augmente aussi (son spectre étant de plus en plus
étroit donc de mieux en mieux confiné dans la zone inversée) jusqu’à stagner. On a alors
une bonne image de la transmission au centre de la zone inversée. La figure 5.10 présente
une mesure de celle-ci, après une impulsion π (5.10 a)) et deux impulsions π (5.10 a)).
Figure 5.10 – Mesure du facteur de transmission du milieu après une impulsion π (a)
et après deux impulsions π (b). En vert les impulsions fortes, renormalisées. En bleu
la transmission avec les impulsions fortes, en rouge la transmission initiale. L’épaisseur
optique est de 2.5. Les impulsions π ont une durée (largeur à mi-hauteur de l’amplitude
du champ) de 2 µs, les impulsions sonde durent 30 µs. La fréquence de Rabi au maximum
des impulsions π est de 180 kHz.
Pour une impulsion π, le milieu présente du gain (la transmission est supérieure à 1).
Après deux impulsions π, la transmission est fortement réduite : on a renvoyé les atomes
dans l’état fondamental. On peut cependant déjà constater que la double inversion n’est
pas parfaite : l’absorption est, après deux impulsions π, différente de l’absorption initiale.
On effectue les mêmes mesures avec des SHC (cf fig 5.11). Par définition, les SHC sont
infinies dans le temps. Il faut donc les tronquer. L’effet de la durée finie d’une SHC sur
l’inversion de population est décrit dans la thèse de Frédéric De Sèze [66]. Nous choisissons
désormais une durée de 6β-1. L’effet de la coupure est alors négligeable sur la qualité de
l’inversion obtenue pour des fréquences de Rabi modérées. En effet, pour que le suivi
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adiabatique se fasse correctement, il faut qu’au moment où le champ est allumé, pour les
atomes au centre de l’intervalle retourné, le désaccord soit plus grand que la fréquence de
Rabi, soit ∆ >> Ω [66]. Pour une coupure à 6β-1, ceci équivaut à :
µβ cosh(3) >> Ω0
car ∆ = µβ et Ω = Ω0/ cosh(3). Expérimentalement, on doit donc respecter cette condi-
tion et la condition d’adiabaticité pour un bon retournement des populations.
Figure 5.11 – Mesure du facteur de transmission du milieu après une SHC (a) et après
deux SHC (b). En vert les SHC, renormalisées. En bleu la transmission avec les SHC, en
rouge la transmission initiale. L’épaisseur optique est comme précédemment de 2.5. Les
impulsions sonde ont une durée de 30 µs. On présente ici des SHC avec β/2π = 120 kHz,
µ = 2 et Ω0 = 180 kHz
Profil de transmission du milieu après l’inversion
La qualité de l’inversion au centre de la zone retournée ne suffit pas à caractériser
la qualité générale de l’inversion. On veut aussi pouvoir mesurer la largeur de l’intervalle
spectral retourné et la qualité de l’inversion sur l’intégralité de cet intervalle. Pour cela
on envoie sur le milieu une longue impulsion sonde carrée, faible, balayée en fréquence.
Celle-ci s’écrit :
ω(t) = ω0 + 2πr(t− t0) (5.29)
r désigne le taux de balayage de la fréquence du laser (en Hz.s-1). Si le balayage est suffi-
samment lent, le signal transmis est une image temporelle fidèle du profil de transmission
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du milieu. En effet, dans ce cas, pour chaque fréquence le régime permanent a le temps
de s’établir :
Es(t) = T (ω = ω(t))Ee (5.30)
où Es(t) désigne l’amplitude du champ transmis, Ee l’ampltude (constante) en entrée et
T (ω) le facteur de transmission spectral du milieu. L’intensité transmise, |Es(t)|2, est donc
une image temporelle du profil de transmission |T (ω)|2. Si le balayage est trop rapide, le
profil de transmission est déformé. Plus quantitativement les structures spectrales que l’on
sonde ne peuvent pas être plus fines que
√
r. Si elles le sont, on observe un phénomène de
rebond («ring-down»), d’autant plus important qu’on se place à forte épaisseur optique.
Cet effet justifie la mesure précédente de l’inversion au centre, qui permet de renormaliser
les profils de transmission obtenus.
On commence par mesurer le profil spectral du milieu après passage d’une ou de deux
impulsions π, gaussiennes de largeur à mi-hauteur 2 µs (pour l’amplitude du champ). Sur
la figure 5.12 on présente trois spectres, pour trois épaisseurs optiques distinctes.
Figure 5.12 – a) Profil spectral après passage d’une impulsion π (traits pleins) et de
deux impulsions π (pointillés). En a) le profil de transmission mesuré directement par le
balayage. En b) la population de l’état excité correspondante
Sur la figure 5.12b) on calcule la fraction n¯e(ω) de la population que l’on a placé
dans l’état excité après une impulsion (traits pleins). On observe un effet de ring-down
qui déforme légèrement la forme du trou spectral, qui n’est pas parfaitement symétrique.
L’inversion dépend peu de l’épaisseur optique. Ceci est surprenant, car les impulsions π se
déforment énormément lors de leur propagation. Après le passage de deux impulsions π,
le résidu de population est d’environ 30%. On remarque des oscillations spectrales. Ceci
est dû à l’imperfection de l’inversion. Les deux impulsions π sont séparées de 15 µs, ce qui
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a pour effet d’imprimer un spectre modulé à environ 66 kHz. Si l’inversion était parfaite,
les atomes auraient été replacés dans le niveau fondamental sur un intervalle égal à la
fréquence de Rabi, ici environ 200 kHz.
La figure 5.13 présente la même mesure par balayage du profil spectral creusé par une
SHC.
Figure 5.13 – a) Profil spectral après passage d’une SHC (traits pleins) et de deux SHC
(pointillés). Comme précédemment : en a) le profil de transmission mesuré directement
par le balayage. En b) la population de l’état excité correspondante
Pour la SHC : Ω0 = 200 kHz, β/2π = 120 kHz et µ = 2. Les 2 SHC sont séparées de
20 µs.
L’inversion est légèrement meilleure que pour les impulsions π et le fond est plat après
deux impulsions. L’intervalle spectral retourné est plus grand (environ 400 kHz contre 200
kHz pour les impulsions π). Ces bonnes propriétés nous incitent à favoriser les SHC pour
le protocole. Elles sont cependant plus longues (elles ont une durée totale de 8 µs), ce qui
impose une séquence de ROSE longue qui laisse aux cohérences le temps de relaxer.
La figure 5.14 présente une dernière mesure par balayage du profil spectral creusé par
une SHC, de même bande passante que les précédentes (2β/2πµ = 240 kHz), mais plus
longue (β/2π = 40 kHz donc une durée de 23 µs).
On observe un profil spectral plus carré. De manière générale, la zone inversée est
d’autant mieux définie (c’est-à-dire carrée) que µ est grand, tant que l’on respecte la
condition de suivi adiabatique. C’est un élément essentiel puisque les bords du spectre, mal
inversés et dans lesquels subsiste un fort résidu de population après la double inversion,
sont une part importante du bruit d’émission spontanée qui vient se superposer à l’écho.
Pour diminuer ce bruit, il faut donc se placer à µ assez grand.
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Figure 5.14 – a) Profil spectral après passage d’une SHC (en bleu) et de deux SHC (en
vert). Comme précédemment : en a) le profil de transmission mesuré directement par le
balayage. En b) la population de l’état excité correspondante Pour la SHC : Ω0 = 200
kHz, β/2π = 60 kHz et µ = 4. Les 2 SHC sont séparés de 30 µs. La mesure est effectuée
à faible épaisseur optique (αL = 0.7) pour éviter les effets de ring-down.
Résultats et interprétation des fortes efficacités
Figure 5.15 – a) Fraction d’atomes portés dans le niveau excité, après une (trait plein)
ou deux (pointillés) impulsions rephasantes. En bleu le cas des impulsions π. En vert les
SHC
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La figure représente les résultats obtenus par les mesures de la qualité du retourne-
ment au centre du spectre, en fonction de l’épaisseur optique αL. La fraction d’atomes
portés dans le niveau excité dépend peu de αL. Dans le cas d’impulsions π, ceci est as-
sez surprenant car elles se déforment beaucoup durant leur propagation [70]. Avec les
paramètres utilisés, les SHC se déforment beaucoup aussi, ce que confirme la figure 5.16.
Figure 5.16 – En vert : SHC incidente. En bleu SHC transmise, pour une épaisseur
optique αL de 2, de 3 et de 4. Pour la SHC : Ω0 = 200 kHz, β/2π = 120 kHz et µ = 2
Mais, comme pour les impulsions π, l’effet de la propagation se fait peu ressentir sur
la qualité de l’inversion au centre.
Comme le montrent les figures 5.12, 5.13 et 5.14, cette remarque se généralise à l’in-
tégralité de l’intervalle retourné. Celui-ci est un peu plus étroit à forte épaisseur optique,
mais est relativement indépendant de αL, pour les impulsions π comme pour les SHC.
Après deux impulsions rephasantes, le résidu de population dans le niveau excité est de
l’ordre de 25% pour les impulsions π et de 35% pour les SHC.
Ces ordres de grandeur permettent de comprendre les efficacités élevées mesurées
pour un processus de ROSE. Pour cela, on corrige la formule théorique 5.8 en considérant
toujours le rephasage des cohérences parfait, mais la réabsorption de l’écho par le milieu
moins efficace :
η = (αL)2e−αL∆ne−4t23/T2 (5.31)
où ∆n = nf − ne désigne la différence de population dans le milieu. On ajuste alors les
courbes expérimentales de l’efficacité 5.17.
L’accord qualitatif n’est pas bon. Cependant, sauf à très faible épaisseur optique on
prédit des efficacités plus grandes que les efficacités mesurées. Ceci semble raisonnable
dans la mesure où l’on a supposé un rephasage des cohérences parfait, qui amène à une
surestimation de l’efficacité.
141
Chapitre 5 - Revival of Silenced Echo
Figure 5.17 – Efficacités mesurées et efficacités corrigées, à gauche pour des impulsions
π, à droite pour des SHC. En pointillés les courbes théoriques, avec T2 = 30 µs (en rouge)
et T2 = 50 µs (en bleu).
Nous n’avons donc pas pour l’instant d’explication satisfaisante des fortes efficacités
mesurées.
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Expériences en photon unique
Aussi bien pour l’AFC que pour le ROSE (ainsi que pour tous les protocoles de sto-
ckage), les propriétés (efficacité, bande passante) démontrées en régime linéaire classique
restent vraies, par linéarité, en régime de comptage de photon. Ceci justifie leur étude clas-
sique. Mais pour évaluer la fidélité d’une mémoire, il faut descendre au régime de photon
unique. L’étude présentée ici s’intéresse au rapport signal sur bruit des deux protocoles
présentés, l’AFC et le ROSE.
6.1 AFC en photon unique
Le point essentiel de l’AFC est sa capacité théorique à stocker des photons uniques.
En effet, l’écho se produisant dans un milieu non inversé, donc sans gain, il n’est pas
accompagné par un rayonnement d’émission spontanée. C’est sur ce point que l’AFC se
montre supérieur à son ancêtre : l’écho de photon. On peut montrer en effet que pour
l’écho à 2 impulsions (2PE), le rapport signal sur bruit est au mieux de l’ordre de 1 [118],
l’origine du bruit étant l’émission spontanée. L’expérience présentée dans cette section est
identique à celle présentée au chapitre 4, mais avec, en moyenne, moins d’un photon dans
l’impulsion de signal, ce qui la rend plus délicate.
6.1.1 Procédure expérimentale
Le dispositif expérimental est le même que celui présenté à la section 4.2.3. La diffé-
rence essentielle est que la photodiode à avalanche utilisée pour mesurer le faisceau signal
présente un niveau de bruit trop élevé pour détecter l’arrivée de photons uniques. Elle est
remplacée par un module de comptage de photons (Perkin-Elmer SPCM AQR 14 FC).
Après passage dans le cristal, le signal est maintenant couplé dans une fibre monomode et
envoyé sur le SPCM. Ceci permet un meilleur rejet du bruit puisque seul le mode spatial du
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faisceau signal est détecté. On souhaite réaliser un diagramme de la statistique des temps
d’arrivée des photons après chaque impulsion incidente. Pour cela on creuse un peigne
avec une séquence de pompe de 5000 paires d’impulsions (séquence PP) de durée 300 ns,
séparées de T = 1.5 µs. Les atomes éliminés sont envoyés dans un sous-niveau hyperfin.
L’éclatement hyperfin est obtenu avec un champ de 110 Gauss, ce qui permet d’ajuster
l’éclatement hyperfin du niveau excité à la période du peigne : ∆e = 2π/T ≈ 660kHz.
On optimise ainsi le contraste du peigne par effets de coïncidence.
Figure 6.1 – Système de création de l’histogramme des temps d’arrivée des photons de
signal. Le switch RF, piloté par le générateur de délai, permet de ne compter les coups
que pendant la durée de la porte. La porte dure 300 ns, ce qui représente la résolution
temporelle de l’histogramme. La porte est déplacée sur une fenêtre temporelle (pointillés
verts) qui définit la zone temporelle de mesure. Le générateur de délai est synchronisé sur
l’AOM qui crée la forme (gaussienne) de l’impulsion lumineuse de signal incidente. Les im-
pulsions représentées ne comptent qu’au plus un photon, la forme représentée correspond
à la probabilité de détection d’un photon au temps concerné.
On envoie ensuite sur le peigne ainsi préparé plusieurs impulsions de signal, un peu
plus longues que les impulsions de pompe pour être entièrement recouvertes spectralement
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par le peigne, mais un peu plus courtes que T, pour recouvrir spectralement plusieurs pics
du peigne. On envoie, par séquence, 1000 impulsions de signal, pour augmenter la statis-
tique. Le diagramme des temps d’arrivée s’obtient en déplaçant une porte électronique à
la sortie du détecteur, comme expliqué sur la figure 6.1.
6.1.2 Résultats
Le profil de transmission correspondant au peigne creusé est représenté sur la fi-
gure 6.2.
Figure 6.2 – Peigne spectral observé grâce à un balayage. En noir un balayage grossier,
trop rapide pour ne pas déformer la lecture, montre le peigne dans son intégralité. En
rouge, un zoom avec un taux de balayage moins élevé.
En mesurant indépendamment l’efficacité de collection d’un photon entre le cristal et
le module de comptage SPCM (il y a des pertes, notamment sur les fenêtres du cryostat, au
niveau de l’injection dans la fibre monomode de collection et de par l’efficacité quantique
du détecteur lui-même), nous estimons le nombre de photons par impulsion de signal à
environ 0.5 photon. L’histogramme des temps d’arrivée des photons signal est présenté
sur la figure 6.3
Sur cette figure, on fait apparaître l’écho obtenu en régime classique, c’est-à-dire
avec un grand nombre de photons par impulsion. Cette courbe se superpose très bien à
l’histogramme obtenu en régime de comptage. Ceci confirme expérimentalement le fait
que l’efficacité (ici d’environ 16.6%) n’est pas modifiée à l’échelle quantique. Cette grande
efficacité est surprenante au vu du paragraphe précédent. En effet, le peigne creusé ici
n’est pas à dents carrées et on ne s’attend pas à une efficacité si élevée avec une séquence
PP.
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Figure 6.3 – Diagramme des temps d’arrivée des photons à la sortie du cristal. En rouge
l’écho obtenu en régime classique dans les mêmes conditions, mesuré sur une photodiode à
avalanche. L’histogramme est obtenu en accumulant le comptage sur une durée de 5.51 s,
ce qui représente environ 16500 impulsions incidentes, soit environ 8000 photons incidents.
La méthode engendre énormément de pertes, c’est-à-dire de photons non-mesurés, car tous
les photons arrivant en dehors de la porte sont perdus
6.2 ROSE en photon unique
Comme l’AFC, le ROSE est conçu dans l’optique d’enregistrer les propriétés quan-
tiques du champ.
6.2.1 Estimation du rapport signal sur bruit
Bruit d’émission spontanée en 2PE
On peut, par un calcul phénoménologique, estimer le bruit d’émission spontanée qui va
se superposer à l’écho dans le cas d’un processus 2PE. On considère un cristal de longueur
L, dont une fraction ne d’atomes a été inversée par une impulsion intense de section S. On
suppose que l’inversion se fait sur un intervalle spectral ∆. Le nombre d’atomes inversés,
susceptibles de produire des photons d’émission spontanée, est donc donné par :
N0 = S L G(ωL) ∆ne (6.1)
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où G(ωL) est la densité spectrale et spatiale d’ions de terre rare dans le cristal, supposée
constante sur un intervalle ∆ autour de ωL (on suppose en effet l’élargissement inhomo-
gène très grand devant ∆). Le nombre de photons d’émission spontanée émis par cette
population inversée pendant une durée dt au temps t est donné par :
Nem.sp.(t) = N0γbe−γbtdt (6.2)
où le taux d’émission spontanée γb s’écrit :
γb =
8π2
ǫ0
d2ab
~
(6.3)
L’émission spontanée est isotrope. Une fraction seulement vient donc se superposer
au faisceau de signal, supposé de même caractéristiques spatiales que le faisceau de l’im-
pulsion forte. L’angle solide couvert par ce faisceau, sur lequel on doit donc effectuer la
détection, est de l’ordre de :
δΩ =
πλ2
S
(6.4)
Seule une fraction δΩ/4π de l’émission spontanée vient se superposer à l’écho.
En nommant T la durée de l’écho, le nombre de photons émis au bout d’un temps t,
durant la production de l’écho et dans le mode de l’écho, s’écrit donc :
δnem.sp(t) =
λ2
4S
S L G(ωL) ∆γbe−γbt Tne (6.5)
Si l’on suppose de plus la largeur homogène du milieu très petite devant sa largeur inho-
mogène, le coefficient d’absorption initial du milieu s’écrit (A.87) :
α(ωL) = k
d2ab
~ǫ0
G(ωL) (6.6)
On peut donc réécrire le nombre 6.5 de photons qui viennent se superposer au signal
comme :
δnem.sp(t = 0) = α(ωL)L∆Tne (6.7)
La figure 6.4 illustre cette formule.
On généralise ce résultat à un intervalle retourné non carré en remplaçant ∆ne par∫
ne(ω)dω2π
nem.spont = αLT
∫
ne(ω)
dω
2π
= αLTnt (6.8)
La figure 6.5 illustre cette formule.
Celle-ci n’est valable qu’à faible épaisseur optique. En effet, nous avons ici négligé
l’amplification ou la réabsorption de l’émission spontanée par le milieu. Nous n’avons pas
non plus pris en compte l’inhomogénéité spatiale de l’intervalle spectral inversé. On sait
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Figure 6.4 – a) Résidu de population dans le niveau excité dans l’intervalle spectral
retourné. b) Nombre de photons spontanés émis par seconde. En rouge : l’écho, en vert
l’intervalle temporel pendant lequel les photons spontanés se superposent à l’écho
en effet que les impulsions rephasantes se déforment au cours de leur propagation et n’ont
par conséquent pas le même effet sur les atomes le long du cristal.
Figure 6.5 – a) Résidu de population dans le niveau excité pour un intervalle spectral
retourné quelconque. b) Nombre de photons spontanés émis par seconde.
On peut généraliser ces formules au cas de milieu optiquement épais en utilisant un
modèle simple de propagation pour l’émission spontanée :
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dδnem.sp
dz
= −α(nf − ne)δnem.sp + Γne (6.9)
Le premier terme du membre de droite traduit l’absorption et l’amplification de l’émis-
sion spontanée selon une loi de Beer-Lambert lors de sa propagation. Le second terme
est un terme source : Γ désigne le taux d’émission spontané dans le mode du signal. On
retrouve le résultat du milieu mince si Γ = α. La résolution de cette équation donne, pour
un intervalle retourné carré et homogène spatialement :
δnem.sp(t = 0) =
ne
∆n
(
e−αL∆n − 1
)
(6.10)
où on a posé ∆n = nf − ne.
La formule 6.10 devient quant à elle :
δnem.sp(t = 0) = T
∫ ne(ω)
∆n(ω)
(
e−αL∆n(ω) − 1
) dω
2π
(6.11)
Ces résultats négligent l’inhomogénéité spatiale du profil spectral des populations. En
réalité, les impulsions rephasantes se déformant pendant leur propagation, ne dépend de
z.
Dans le cas d’une inversion complète, ces formules indiquent que le nombre de photons
spontanés se superposant à l’écho est de l’ordre de 1 pour une épaisseur optique de l’ordre
de 1. Ce calcul confirme ce qui a été dit dans les sections précédentes : le rapport signal
sur bruit d’un processus 2PE pour un signal constitué d’un photon unique, est au mieux
de l’ordre de 1. La déformation de l’impulsion de rephasage, qui s’étire temporellement
jusqu’à la production de l’écho, vient en pratique ajouter un bruit bien supérieur, rendant
impossible la détection de l’écho.
Bruit en ROSE
Lors d’un processus de ROSE, il existe plusieurs sources de bruit qui viennent se
superposer à l’écho.
L’émission spontanée n’est pas rigoureusement nulle. En effet, il existe, au moment de
l’écho, un résidu de population dans le niveau excité. La formule 6.8 est alors directement
applicable. Ceci résulte en partie de l’imperfection du double retournement de population.
On a en effet constaté expérimentalement, comme expliqué au chapitre précédent, qu’il
était difficile de ramener la population atomique à plus de 70% dans le niveau fondamental.
L’émission spontanée est alors au mieux réduite d’un facteur 3. L’efficacité des inversions
de population est donc un point à améliorer.
De plus, même si l’on réalise un double retournement parfait, il y a, au moment de
l’écho, un résidu de population dans le niveau excité dû à l’émission spontanée entre
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les deux impulsions rephasantes. Les atomes correspondants, de retour dans le niveau
fondamental avant la deuxième impulsion, seront transférés dans le niveau excité par
celle-ci. Entre les deux impulsions, la proportion d’atomes ayant subi une désexcitation
spontanée est donnée par :
n = 1− e−
t23
T1 ≈ t23
T1
(6.12)
où T1 est le niveau de vie du niveau excité, considéré beaucoup plus grand que l’intervalle
t23 entre les deux impulsions rephasantes. Ce rapport est, dans nos conditions, de l’ordre
de 3%.
Le signal de FID (Free induction Decay), résultant de la propagation cohérente des
impulsions de rephasage et rédhibitoire pour le 2PE, n’est pas un problème avec le ROSE,
car la condition d’accord de phase spatial n’impose plus aux impulsions de rephasage de se
propager dans le même mode que le signal, et donc que l’écho. La «queue» des impulsions
fortes ne se superpose donc plus spatialement à l’écho si l’on choisit ~k1 6= ~k2 = ~k3. En
configuration contrapropagative, qui est la configuration que l’on choisit, le signal de FID
est envoyé vers l’arrière alors que l’écho est émis vers l’avant. Cependant, la propagation
cohérente reste un problème en pratique, du fait des diverses réflexions sur le cristal ou
les fenêtres du cryostat, et de leurs éventuels échos. Seule l’expérience permet d’évaluer
l’importance de ce bruit.
6.2.2 Expériences dans le Tm3+ :YAG
On présente ici les résultats expérimentaux préliminaires dans le Tm3+:YAG.
Montage expérimental
Le montage expérimental est celui présenté sur la figure 5.7. La figure 6.6 présente la
partie qui diffère du montage pour des impulsions classiques.
La configuration est contrapropagative pour éviter l’émission spontanée rephasée et
la propagation cohérente des impulsions de rephasage. Les polarisations des faisceaux de
pompe et de signal sont croisées. Même si la pompe ne se propage pas dans le même mode
que le signal, les réflexions sur le cristal ou sur les fenêtres du cryostat peuvent se superpo-
ser au signal et être collectées par le détecteur. Ces réflexions sont légèrement dépolarisées.
On les redresse avec une lame λ/4, puis une lame λ/2 permet de faire tourner la polarisa-
tion linéaire obtenue. Ces deux lames agissent à la fois sur le faisceau de signal et le résidu
de faisceau de pompe. Il n’est pas possible de faire autrement car on souhaite éliminer les
réflexions dans le mode du signal. L’élimination elle-même des polarisations orthogonales
au signal se fait par deux cubes séparateurs de polarisation (Glan-Thompson). Le faisceau
est ensuite injecté dans une fibre monomode qui l’amène à un module de comptage de
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Figure 6.6 – Partie finale du montage expérimental en configuration contrapropagative
photons (d’efficacité quantique 54%). Les coups sont comptés par un analyseur de temps
de vol.
Filtrage de l’émission spontanée
Une partie de l’émission spontanée peut être éliminée par filtrage spectral. En effet, les
niveaux 3H4 (nommé W ici) et 3H6 (nommé Z ici) sont des multiplets Stark. Les différents
sous-niveaux sont séparés d’une centaine de cm-1. La transition utilisée met en jeu les
niveaux de plus basse énergie de ces multiplets, c’est-à-dire la transition W1 ↔ Z1. W1
désigne le niveau excité et Z1 désigne le niveau fondamental.
Lorsqu’il relaxe, le niveau W1 ne se désexcite pas que vers le niveau Z1, mais aussi
vers tous les sous-niveaux Stark du multiplet 3H6 [133]. Les taux d’émission spontanée
vers ces niveaux sont présentés sur la figure 6.7. Il relaxe aussi vers le niveau 3H5, qui lui
relaxe rapidement vers le métastable 3F4.
Une partie non négligeable des photons d’émission spontanée qui viennent se super-
poser à l’écho peut alors être filtrée spectralement. Ceux qui relaxent vers le métastable
sont filtrés par la filtre monomode à l’entrée du détecteur. Pour les autres nous avons uti-
lisé un filtre interférentiel RazorEdge dont la transmission a été mesurée grâce au signal
d’émission spontanée amplifiée (ASE) large bande provenant d’un amplificateur lumineux
à semi-conducteur Toptica (cf figure 6.8).
Seule la transition W1 ↔ Z1 passe, les autres sont filtrées. Pour mesurer le facteur de
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Figure 6.7 – Emissivité du Tm3+ :YAG à 12K excité à 784,7 nm [133]. Le niveau excité
à cette longueur d’onde relaxe rapidement vers W1, qui à son tour se désexcite vers les
niveaux de moindre énergie
Figure 6.8 – Fonction de transfert du filtre RazorEdge. La pente du filtre est très raide
(quelques dizaines de cm-1)
réduction du taux d’émission spontanée, on place les ions Tm3+ dans le niveau excité (à
l’aide d’une impulsion π) et on mesure l’émission spontanée dans le mode du signal, avec
et sans filtre, grâce au module SPCM.
Le protocole expérimental est simple : on envoie une impulsion π sur le milieu. On
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Figure 6.9 – Nombre de coups d’émission spontanée mesuré après l’envoi d’une impulsion
π. Pour augmenter la statistique, la mesure est répétée un grand nombre de fois. La
résolution horizontale est 100 ns. En rouge : sans filtre. En bleu : avec filtre.
compte le nombre de photons spontanés émis par le milieu. On attend 200 ms, un temps
long devant le temps de vie du niveau excité et du métastable. Il faut en effet que tous les
atomes soient dans le fondamental au début de la séquence. Puis on recommence un grand
nombre de fois pour augmenter la statistique. Le résultat de cette mesure est présenté sur
la figure 6.9. Le taux d’émission spontanée, dans le mode du signal, est réduit d’un facteur
7.4 (mesuré par un ajustement des courbes de la figure 6.9. Sachant que la transmission
du filtre est très proche de 1 pour la longueur d’onde du laser (12604.32 cm-1), il permet
de multiplier le rapport signal/bruit du protocole par 7.4.
Taux d’émission spontanée
On mesure le taux d’émission spontanée juste après excitation par une impulsion
rephasante, en fonction de l’épaisseur optique.
La figure 6.10a) présente le nombre de photons captés dans le mode du signal pendant
1 µs juste après l’excitation par une impulsion forte, en fonction de l’épaisseur optique.
Le filtre RazorEdge est en place. On ne capte donc que les photons de fréquence proche
de la fréquence laser. La figure 6.10b) présente les taux calculés à partir de la formule 6.8,
appliquée aux profils d’absorption mesurés en régime classique, tels que présentés sur les
figures 5.12 et 5.13. On voit que la formule 6.8 prédit correctement, de manière qua-
litative, les taux observés. Ceci est surprenant car elle ne doit être valable qu’à faible
épaisseur optique. Pour des épaisseurs optiques plus élevées, les formules 6.10 et 6.11 pré-
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Figure 6.10 – Nombre de photons spontanés par µs après une ou deux impulsions repha-
santes. Les impulsions π durent 2 µs. Pour les SHC : β/2π = 120 kHz et µ = 2. a) Taux
mesurés par comptage de photons. Le taux à l’origine est obtenu grâce à un ajustement
exponentiel du signal d’émission spontanée. b) les courbes calculées par la formule 6.8 à
partir des profils de population mesurés en régime classique
disent une évolution exponentielle du taux d’émission spontanée avec l’épaisseur optique,
que l’on n’observe pas. Ceci s’explique certainement par l’inhomogénéité spatiale de l’in-
tervalle spectral retourné. Celui-ci s’affine le long du cristal et les zones proches de l’entrée
du cristal contiennent moins d’atomes dans l’état excité et émettent moins de photons
spontanés.
Même si l’accord qualitatif est bon, le calcul basé sur les profils d’absorption mesurés
prédit un taux d’émission spontanée plus faible que le taux mesuré, comme le montre la
comparaison des figures 6.10a) et 6.10b). Ce taux est environ 5 fois supérieur au taux
prédit. Nous n’avons pas pour l’instant d’explication à ce désaccord.
Rapport signal/bruit total
Les sections précédentes se sont uniquement intéressées au bruit dû à l’émission spon-
tanée. Le ROSE présente aussi l’avantage de permettre la séparation des modes spatiaux
du signal et des impulsions rephasantes. Néanmoins, ces impulsions contiennent énormé-
ment de photons (≈ 1012 pour une impulsion π). A la sortie du cristal, elles sont suivies
d’un signal cohérent (FID,2PE...), lui aussi très intense. Ses réflexions sur les vitres du
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cryostat, ou sur le cristal, peuvent se superposer à l’écho du signal. Seule l’expérience peut
nous permettre d’évaluer cet effet, et la faisabilité du ROSE à l’échelle du photon unique.
Nous avons donc mis en œuvre une séquence de ROSE en régime de comptage de
photons présentée sur la figure 6.11
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Figure 6.11 – Séquence de ROSE en photon unique. Il n’y a pas de signal, l’objectif
étant d’évaluer le bruit pendant la durée de celui-ci. Pour cela, on le suppose gaussien et
on intègre le bruit de photons pondéré par son enveloppe (courbe théorique en rouge). En
bleu, le bruit de photons obtenu avec une seule impulsion rephasante. En vert avec deux
impulsions. Ces impulsions sont ici des SHC avec β/2π = 120 kHz et µ = 2.
On observe que les deux SHC sont suivies d’un bruit de photons cohérent, avec un
écho de type 2PE (qui se produit pour des SHC à µ petit). Pour agir sur le bruit dû aux
réflexions parasites, on joue sur l’inclinaison du cristal et la position du faisceau dans le
cristal, pour éviter ses imperfections. L’intégration du bruit dans la fenêtre temporelle de
l’écho est tracée en fonction de l’épaisseur optique sur la figure 6.12
On observe que le ROSE permet un gain par rapport au 2PE car le bruit en ROSE
est moins important que le bruit après une impulsion π. Ces valeurs de bruit restent
néanmoins trop importantes pour l’obtention d’un rapport signal/bruit inférieur à 1. En
effet, l’efficacité du processus étant de l’ordre de 17% à l’épaisseur optique considérée (α
L = 1.5) et pour la durée du signal choisie (6 µs), on collecte, à la sortie de l’échantillon,
environ 7 photons de bruit pour un photon de signal.
Plusieurs facteurs expliquent ce faible rapport signal/bruit. Premièrement, le taux
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Figure 6.12 – Nombre de photons de bruit se superposant au signal en fonction de
l’épaisseur optique. En bleu : le bruit d’émission spontanée après une impulsion. En vert :
le bruit d’émission spontanée après deux impulsions. En rouge : le bruit total obtenu en
séquence de ROSE
d’émission spontanée est supérieur au taux attendu, comme démontré précédemment, que
ce soit après une ou deux impulsions rephasantes. De plus, cette expérience préliminaire
a été réalisée dans des conditions qui ne maximisent pas le rapport signal/bruit. Une
étude en fonction des paramètres des SHC et une comparaison rigoureuse avec le cas des
impulsions π doit être menée. Même si l’utilisation de filtres (RazorEdge) fait sensiblement
baisser le niveau de bruit d’émission spontanée, ils n’affectent pas le bruit cohérent. Enfin,
la mauvaise qualité du double retournement laisse un résidu de population non négligeable
dans le niveau excité, auquel s’ajoutent les atomes du bord de l’intervalle. Pomper ceux-ci
vers un niveau relais pourrait être une amélioration à envisager, tout comme essayer de
réaliser la production de l’écho vers l’arrière qui amènerait une meilleure efficacité, ainsi
qu’un disposition spatiale dont on ignore l’effet sur le bruit cohérent.
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Ce mémoire de thèse présente les travaux effectués en vue du stockage de lumière non
classique dans un cristal de Tm3+ :YAG.
L’AFC (Atomic Frequency Comb) exploite très bien le potentiel multimode des REIC
(Cristaux dopés aux ions de Terre Rare. Le nombre de modes temporels que l’on peut
enregistrer simultanément dans le système lors d’un processus AFC est indépendant de
l’épaisseur optique. Il est égal au nombre de dents du peigne que l’on peut graver. Nous
avons démontré expérimentalement au cours de cette thèse le stockage de plus de 1000
modes temporels, sur une bande passante d’environ 1 GHz. Cette large bande passante
nous a été accessible par une méthode de pompage originale, basée uniquement sur la
modulation de la fréquence du laser de pompe. Cette méthode permet de maintenir le
laser allumé pendant toute la séquence et de profiter de toute l’énergie lumineuse dispo-
nible pour pomper le milieu. Par un ajustement du champ magnétique statique et des
éclatements hyperfins qui en résultent, nous avons pu creuser une structure d’absorption
plus large que ces éclatements. Pour plusieurs raisons dont il est difficile d’évaluer l’im-
pact exact, le contraste de la structure creusée est faible, limitant l’efficacité d’écho à 1%
environ.
Nous avons travaillé sur l’efficacité du protocole. Celle-ci dépend fortement de l’épais-
seur optique initiale du matériau, modérée (environ 4-5) pour notre cristal de Tm3+:YAG.
De nombreux travaux visent à augmenter artificiellement cette épaisseur optique pour un
cristal donné, par double ou multiple passage en cavité optique [134, 122]. Cette voie, en-
core à explorer, présente de nombreuses difficultés expérimentales. Sans modifier l’épais-
seur optique de notre cristal, nous avons pu montrer un gain important en efficacité grâce
à la modification de la forme des dents du peigne. Des pics d’absorption carré, dont nous
avons montré qu’ils sont optimaux, nous ont permis d’atteindre une efficacité d’écho (vers
l’avant) de 17%, contre 10% en pics lorentziens. Cette nette amélioration provient d’un
meilleur rephasage dû, à épaisseur optique moyenne égale, à une moindre dispersion des
fréquences de résonance des atomes des pics pour la forme carrée.
Parallèlement à ces travaux, nous avons remis en question l’interprétation courante
de l’AFC comme protocole d’absorption. Nous avons mis en avant le rôle prédominant
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(très largement aux grandes efficacités) des effets dispersifs, résultats de l’interaction non-
résonnante entre les atomes des pics et les composantes spectrales du signal, très majori-
tairement hors des pics.
Durant les derniers mois de cette thèse, nous avons étudié un nouveau protocole de
mémoire quantique, proposé dans notre groupe, et baptisé ROSE (Revival Of Silenced
Echo). Il présente plusieurs avantages sur l’AFC, dont il essaie de combler les lacunes.
Malgré des performances correctes en termes d’efficacité, l’AFC souffre de l’élimination
d’une grande partie des atomes lors de l’étape de préparation du peigne. Cette élimination
réduit considérablement la capacité d’absorption du milieu, indispensable à une bonne
efficacité de diffraction. Le ROSE ne requiert pas d’étape de préparation. Au moment de
l’arrivée du signal, le milieu dispose de toute sa capacité d’absorption. Les résultats en
termes d’efficacité sont donc en théorie bien meilleurs pour le ROSE, à épaisseur optique
initiale égale. Le ROSE ne nécessite pas non plus de niveau relais pour stocker les atomes
éliminés. Alors que l’AFC, dans sa version complète, nécessite 3 sous-niveaux dans le
fondamental, le ROSE n’en requiert que 2. Il s’ouvre alors à une plus large gamme de
matériaux que l’AFC. Le ROSE et l’AFC partagent leur aspect fortement multimode.
Nous avons effectué une analyse expérimentale préliminaire du ROSE dans le
Tm3+ :YAG. Nous sommes cependant confrontés à la qualité des deux inversions de po-
pulation, garantes d’un faible résidu de population lors de la production de l’écho, donc
d’un faible niveau de bruit. L’inversion s’avère moyenne (environ 75% de la population
est retournée au maximum), avec des impulsions π et des SHC (Sécante Hyperbolique
Complexe), même à faible épaisseur optique où les effets de propagation sont pourtant
négligeables. Les résultats sont meilleurs avec des SHC plus longues (β petit). Mais la
relaxation des cohérences fait alors chuter l’efficacité du processus, car la séquence totale
devient trop longue. Même si les recherches sont à approfondir, il semble difficile d’obtenir
un bon rapport signal/bruit en ROSE dans le Tm3+ :YAG, qui ne présente pas un produit
couplage au champ - durée de vie des cohérences optiques suffisant.
La recherche d’une parfaite combinaison système-protocole en vue de la réalisation
d’une mémoire quantique efficace et multimode n’est pas finie. Il n’existe pas de matériau
dans lequel tous les paramètres (efficacité, fidélité, bande passante, aspect multimode,
temps de stockage) sont satisfaisants, que l’on utilise le CRIB (Controlled Reversible
Inhomogeneous Broadening), l’AFC ou l’EIT. Seule la fidélité (conditionnelle) est en gé-
néral très bonne (supérieure à 90%). Ceci vient du fait que les effets de décohérence
n’affectent pas la fidélité, mais seulement l’efficacité du processus dans les ensembles ato-
miques [11, 135].
Les autres paramètres ont été optimisés indépendamment. Le GEM a permis d’obte-
nir une efficacité de 69% dans un cristal de Pr3+:YSO [89], puis une variante du GEM,
adapté à un système à 3 niveaux et offrant un stockage direct dans les cohérences Raman,
158
a permis d’atteindre 85% dans une vapeur chaude de Rb [136]. Mais de telles efficaci-
tés ont été obtenues pour des bandes passantes limitées et un temps de stockage court
(respectivement 1.6 MHz et 1.3 µs pour [89], et environ 1 MHz et 2.3 µs pour [136]).
L’efficacité maximale de l’AFC obtenue expérimentalement est 35% [120]
Nous avons obtenu une bande passante de 1 GHz, qui nous a permis de stocker plus de
1000 modes temporels avec l’AFC dans le Tm3+:YAG. Mais cette performance s’accom-
pagne d’une efficacité réduite (1%) (pour des raisons techniques). Il semble très difficile
de mettre en place le protocole complet (avec transfert dans les cohérences Raman) dans
ces conditions puisque cette bande passante dépasse largement les éclatements hyperfins.
Le temps de stockage a lui aussi été optimisé. Utilisant l’EIT dans un cristal de
Pr3+:YSO, Longdell et al. ont réussi à enregistrer une impulsion lumineuse pendant
quelques secondes [73]. Mais une faible épaisseur optique limite l’efficacité à environ 1%.
L’EIT enregistre l’information directement dans les cohérences Raman. Le GEM et l’AFC
l’enregistrent dans les cohérences optiques. On doit alors transférer l’excitation vers les
cohérences Raman pour obtenir un temps de stockage plus long, puis les transférer à
nouveau vers les cohérences optiques pour la restitution. Des techniques de rephasage et
l’application de champs magnétiques extérieurs peuvent faire monter la durée de vie de
l’information dans les cohérences Raman jusqu’à la seconde. L’AFC complet a été réalisé
expérimentalement dans le Pr3+:YSO [105], puis dans Eu3+ :YSO [121], avec des efficaci-
tés totales en deçà de 1%. L’efficacité du double transfert est d’environ 10%, diminuant
donc d’un facteur 10 l’efficacité totale. Le GEM complet n’a pas été réalisé, mais son
adaptation aux systèmes à 3 niveaux utilise les cohérences de spin pour le stockage.
La réalisation d’une mémoire quantique est donc toujours un défi. L’AFC et le GEM,
protocoles dominants dans les REIC, n’ont pas encore offert de solution satisfaisante. Le
ROSE semble prometteur mais doit être étudié pour estimer son potentiel.
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Annexe A
Interaction Lumière-Atomes
On veut décrire l’interaction entre un champ électromagnétique et un ensemble
d’atomes ou d’ions. Chaque atome est considéré comme un système à deux niveaux, un
niveau fondamental |a〉 et un niveau excité |b〉, reliés par une transition dipolaire électrique
de fréquence ωab. Le milieu est dilué (vapeur, ions de terres rares en matrice cristalline).
On considère donc que la réponse d’un atome à un champ lumineux ne dépend pas de
l’état des autres atomes. Ainsi l’état de l’ensemble des atomes sera le produit tensoriel
des états individuels de chaque atome. Cependant ceux-ci interagissent entre eux par l’in-
termédiaire du champ. Notre approche est semi-classique, le champ lumineux n’est pas
quantifié.
A.1 Réponse des atomes à un champ lumineux
A.1.1 Evolution d’un ensemble d’atomes en l’absence de champ
Atome isolé
On écrit l’état général d’un atome :
|ψ(t)〉 = a(t) |a〉+ b(t) |b〉 (A.1)
En l’absence de champ lumineux, le hamiltonien de l’atome s’écrit :
H0 = ~

0 0
0 ωab

 (A.2)
L’évolution de l’état de l’atome est déterminée par l’équation de Schrödinger :
i~
d
dt
|ψ(t)〉 = H(t) |ψ(t)〉 (A.3)
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La résolution de cette équation donne, pour l’atome libre :
|ψ(t)〉 = a(0) |a〉+ b(0)e−iωabt |b〉 (A.4)
La probabilité Pa(t) = |a(t)|2 = |a(0)|2 de détecter l’atome dans l’état |a〉 et la probabilité
Pb(t) = |b(t)|2 = |b(0)|2 de détecter l’atome dans l’état |b〉 sont constantes. Cette descrip-
tion néglige l’interaction de l’atome avec son environnement. Leur couplage nécessite de
changer de formalisme. En effet seul le système complet (atome+environnement) peut
être décrit par un vecteur d’état. L’état de l’atome seul ne peut plus être représenté par
un ket |ψ(t)〉. On peut cependant le décrire par un opérateur appelé matrice densité.
Couplage avec l’environnement : matrice densité
Dans le cas d’un atome isolé, décrit par un vecteur |ψ(t)〉, la matrice densité est définie
par :
ρ(t) = |ψ(t)〉 〈ψ(t)| =

ρaa ρab
ρba ρbb

 =

 |a(t)|2 a(t)b∗(t)
b(t)a∗(t) |b(t)|2

 (A.5)
Les termes diagonaux, appelées populations, représentent la probabilité qu’un atome
soit détecté dans un niveau ou l’autre. Leur somme vaut 1. Les termes non-diagonaux,
appelées cohérences et conjugués complexes l’un de l’autre, représentent l’état de su-
perposition de l’atome. Pour un atome isolé, l’équation de Schrödinger s’écrit, dans ce
formalisme :
i~
d
dt
ρ = [H, ρ] (A.6)
et sa résolution aboutit à l’évolution suivante :


ρaa(t) = Cste = ρaa(0) (A.7)
ρbb(t) = Cste = ρbb(0) (A.8)
ρba(t) = ρba(0)e−iωabt (A.9)
L’interaction avec un environnement fluctuant se modélise par un terme de relaxation
dans l’équation de Schrödinger :
i~
d
dt
ρ = [H, ρ] + i~
∂ρ
∂t relax
(A.10)
Le formalisme de l’opérateur densité permet donc de découpler la relaxation des popu-
lations et celle des cohérences. Il permet ainsi de décrire des situations où la cohérence
de l’atome a été détruite par l’intrication à l’environnement (ρab = 0). Le système est
alors passé de N atomes dans un état de superposition |ψ〉 = a |a〉 + b |b〉 à un mélange
statistique de |a|2 atomes dans |a〉 et |b|2 dans |b〉. Les termes de relaxation sont considérés
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comme constants. Le terme de relaxation de ρbb se note γp = 1/T1 où T1 est la durée de
vie du niveau |b〉. Cette relaxation se fait par émission spontanée ou par désexcitation non
radiative. Le terme de relaxation de ρab se note γab = γopt = 1/T2 où T2 est la durée de
vie des cohérences de la transition. Cette relaxation est due à l’émission spontanée, aux
interactions entre ions et avec le milieu (diffusion de phonons,...). On obtient finalement
le système suivant :


d
dt
ρbb = −γpρbb (A.11)
d
dt
ρba = −(iωab + γab)ρba (A.12)
ce qui amène à l’évolution suivante :{
ρbb(t) = ρbb(0)e−γpt (A.13)
ρba(t) = ρba(0)e−(iωab+γab)t (A.14)
A.1.2 Interaction avec un champ électrique
Hamiltonien d’interaction et approximations
L’atome interagit avec le champ par couplage dipolaire électrique. Dans le cadre de
cette approximation, le hamiltonien d’interaction s’écrit :
V (z, t) = − ~D. ~E(z, t) (A.15)
où ~D est l’opérateur moment dipolaire de l’atome. Cet opérateur est antidiagonal. Dans
la base {|a〉 , |b〉} le hamiltonien total s’écrit ainsi :
H(t) = H0 + V =

 0 −~dab. ~E(z, t)
−~dab. ~E(z, t) ~ωab

 (A.16)
où dab est le moment dipolaire de la transition |a〉 ↔ |b〉 de l’atome, c’est-à-dire l’élément
de matrice de l’opérateur ~D entre ces deux états. On le suppose réel. Ce moment est lié
au dipôle moyen de l’atome par la relation :〈
~D
〉
= Tr(ρ ~D) = 2ℜe(~dabρab) (A.17)
Le champ lumineux s’écrit :
~E(z, t) = ~E0(z, t) cos(ωLt− ϕ(z, t)) = 12
(
~A(z, t)eiωLt + ~A(z, t)∗e−iωLt
)
(A.18)
avec l’amplitude complexe ~A(z, t) = ~E0(z, t)eiϕ(z,t). On définit ~E+(z, t) = 12 ~A(z, t)eiωLt
comme la composante positive du champ ~E(z, t) :
~E(z, t) = ~E+(z, t) + ~E−(z, t) (A.19)
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avec
~E−(z, t) =
(
~E+(z, t)
)∗
(A.20)
Pour un champ réel : ~E(z,−ω) =
(
~E(z, ω)
)∗
. Toute l’information sur le champ est donc
contenue dans ses fréquences positives. La décomposition précédente n’est pas en toute
rigueur une séparation entre fréquences positives et négatives. Cependant le spectre des
champs optiques utilisés est constitué de deux pics fins (d’une largeur au plus de l’ordre
du GHz) centrés respectivement sur ωL et −ωL, de l’ordre de 100THz A.1. Cette différence
d’ordre de grandeur implique que ~E+(z, t) et ~E−(z, t) ne contiennent que des fréquences
respectivement positives et négatives. On note
Ω =
~dab. ~A
~
(A.21)
la fréquence de Rabi du système. On passe dans le référentiel tournant à ωL. On va alors
travailler directement sur les amplitudes des grandeurs. On écrit alors le hamiltonien
H = Href +H ′ (A.22)
où la matrice tournante Href s’écrit :
Href = ~

0 0
0 ωL

 (A.23)
Les différents opérateurs subissent les transformations suivantes, en posant δab =
ωab − ωL :
H → H˜ = e i~Href tH ′e− i~Href t = ~

 0 −12(Ω + Ω∗e−2iωLt)
−1
2
(Ωe2iωLt + Ω∗) δab

 (A.24)
ρ→ ρ˜ = e i~Href tρe− i~Href t =

 ρaa ρabe−iωLt
ρbae
iωLt ρbb

 (A.25)
Le passage dans le référentiel tournant met en évidence les fréquences d’oscillations des
différents termes du hamiltonien. On fait l’approximation de l’onde tournante qui consiste
à négliger l’effet des termes oscillant rapidement à 2iωLt. On obtient alors le hamiltonien
d’interaction :
H˜ = ~

 0 −12Ω
−1
2
Ω∗ δab

 (A.26)
Equations de Bloch optiques
Dans le référentiel tournant l’équation de Schrödinger devient :
i~
d
dt
ρ˜ =
[
H˜, ρ˜
]
(A.27)
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On obtient le système suivant :

d
dt
ρbb = − i2 (Ωρ˜ba − Ω
∗ρ˜ab)− γpρbb (A.28)
d
dt
ρaa = − d
dt
ρbb (A.29)
d
dt
ρ˜ab = − i2Ω (ρaa − ρbb) + (iδab − γab)ρ˜ab (A.30)
d
dt
ρ˜ba =
d
dt
ρ˜∗ab (A.31)
On peut ainsi calculer l’évolution de la différence de population : nab = ρaa − ρbb et
de l’enveloppe complexe du dipôle atomique D = 2dabρ˜ab

d
dt
nab = −i (Ωρ˜ba − Ω∗ρ˜ab)− γp(nab − 1) (A.32)
d
dt
~D = i~dabΩnab + (iδab − γab) ~D (A.33)
Ces deux systèmes équivalents sont appelés équations de Bloch optiques.
Dans le cas où le dipôle se relaxe rapidement, ou lorsqu’on atteint le régime permanent
pour l’évolution des cohérences (c’est-à-dire au bout d’un temps plus long que 1/γab,) on
peut déduire des équations précédentes l’évolution des populations atomiques. On néglige
dans l’équation A.30 le terme d
dt
ρ˜ab car ddt ρ˜ab << γabρ˜ab ce qui fait que les cohérences
suivent adiabatiquement l’évolution des populations :
ρ˜ab =
i
2
Ωnab
iδab − γab (A.34)
ce qui amène à l’équation de taux suivante :
d
dt
ρbb =
1
2
Ω2nab
γab
δ2ab + γ
2
ab
− γpρbb (A.35)
Cette équation est utile lorsque l’on fait du pompage optique incohérent.
Equations de Bloch intégrales et excitation des atomes par une impulsion
lumineuse faible
Les équations de Bloch A.30 et A.32 peuvent s’écrire sous forme intégrale :

nab(t) = 1 + (nab(t0)− 1)e−γp(t−t0) + i
∫ t
t0
(Ωρba − Ω∗ρab) e−γp(t−t′)dt′ (A.36)
ρ˜ab(t) = ρ˜ab(t0)e(iδab−γab)(t−t0) − i2
∫ t
t0
Ωnabe(iδab−γab)(t−t
′)dt′ (A.37)
Ces équations intégrales permettent de calculer la réponse des atomes à une impulsion
faible de manière perturbative. Initialement on a :
ρ˜ab(−∞) = 0
nab(−∞) = n0ab
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Le système est dans son état fondamental. Supposons l’impulsion centrée en t = 0 et
de durée ts courte devant le temps de relaxation des cohérences. A un temps t tel que
t >> ts, un atome dont la fréquence de résonance est désaccordée de δab vérifiera :
ρ˜ab(δab, t) = − i2
∫ t
−∞
Ω(t′)nab(t′)e(iδab−γab)(t−t
′)dt′ (A.38)
= − i
2
∫ ∞
−∞
Ω(t′)n0abe
(iδab−γab)(t−t
′)dt′ (A.39)
= − i
2
n0abe
(iδab−γab)t
∫ ∞
−∞
Ω(t′)eγabt
′
e−iδabt
′
dt′ (A.40)
On voit que si on néglige la relaxation des cohérences pendant l’interaction avec
l’impulsion incidente, on obtient :
ρ˜ab(δab, t) = − i2e
(iδab−γab)tn0abΩ˜(δab) (A.41)
où
Ω˜(δ) =
∫ ∞
−∞
Ω(t′)e−δt
′
dt′ (A.42)
Ce calcul est fait en régime linéaire, c’est-à-dire à l’ordre 1 en Ω. On a en effet
supposé que les populations atomiques n’étaient pas modifiées. Cette expression montre
qu’on inscrit le spectre du champ dans les cohérences. Ce «mapping» est résonnant si l’on
néglige la relaxation des cohérences durant l’interaction avec le champ.
Pour regarder l’effet de l’impulsion sur les populations, il faut pousser le développe-
ment à l’ordre 2. En injectant A.38 dans l’équation A.36 on trouve et en négligeant la
relaxation du niveau excité, au temps t :
nab(t) = n0ab
(
1− 1
2
∫ t
t0
∫ t′
t0
(
Ω∗(t′)Ω(t′′)e(iδab−γab)(t
′−t′′) + cc
)
dt′dt′′
)
= n0ab
(
1− 1
2
∫ t
t0
∫ t′
t0
(
Ω∗(t′)Ω(t′′)e−γab|t
′−t′′|eiδab(t
′−t′′) + cc
)
dt′dt′′
)
= n0ab
(
1− 1
4
∫ t
t0
∫ t
t0
(
Ω∗(t′)Ω(t′′)e−γab|t
′−t′′|eiδab(t
′−t′′) + cc
)
dt′dt′′
)
car l’expression précédente est symétrique en t′ et t′′. On trouve ainsi, en étendant les
bornes d’intégration (ce qui ne change quasiment pas la valeur de l’intégrale) et en faisant
le changement de variable t′′ → t′ + t′′ :
nab(t) = n0ab
(
1− 1
4
∫ ∞
−∞
∫ ∞
−∞
(
Ω∗(t′)Ω(t′ + t′′)e−γab|t
′′|e−iδab(t
′′) + cc
)
dt′dt′′
)
= n0ab
(
1− 1
2
∫ ∞
−∞
(∫ ∞
−∞
Ω∗(t′)Ω(t′ + t′′)dt′
)
e−γab|t
′′|e−iδab(t
′′)dt′′
)
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car l’expression intégrée est réelle et est donc égale à son complexe conjugué. On
obtient la transformée de Fourier d’un produit, égale au produit de convolution des trans-
formées de Fourier :
nab(t) = n0ab
(
1− 1
2
∣∣∣Ω˜(δab)∣∣∣2 ∗ γab
π(δ2ab + γ
2
ab)
)
(A.43)
Cette expression montre qu’en envoyant un champ faible sur un milieu inhomogène, on
grave son spectre dans les populations atomiques, avec une résolution en écriture limitée
par la largeur homogène.
A.2 Réponse radiative des atomes
Le champ excite les atomes qui, à leur tour, rayonnent un champ qui s’ajoute au
champ initial.
A.2.1 Densité de polarisation induite
La polarisation induite dans un volume dV est la somme des dipôles atomiques in-
dividuels induits. Cette polarisation est un opérateur quantique, on doit en prendre la
moyenne pour connaître la polarisation classique. On note G(ωab) la densité spectrale et
spatiale d’atomes de fréquence de transition ωab. Ainsi :
~P =
1
dV
〈 ∑
atome i
~di
〉
(A.44)
=
1
dV
∑
dV
ℜe(2~dabρba) (A.45)
= ~dab
∫
G(ωab) [ρba + ρba] dωab (A.46)
On intègre symboliquement l’équation A.30 :
ρab(z, t) = ρ˜ab(z, t)eiωLt
= − i
2
eiωLt
∫ t
−∞
Ω(z, t′)nab(~r, t′)e(iδab−γab)(t−t
′)dt′
= − i
2
∫ t
−∞
Ω(z, t′)eiωLt
′
nab(z, t′)e(iωab−γab)(t−t
′)dt′
= − i
2
~dab
~
.
∫ t
−∞
~A(z, t′)eiωLt′nab(z, t′)e(iωab−γab)(t−t′)dt′
= − i
2
~dab
~
.
∫ ∞
−∞
~E+(z, t′)nab(z, t′)H(t− t′)e(iωab−γab)(t−t′)dt′
=

− i
2
H(t)
~dab
~
e(iωab−γab)t

 ∗ (~E+(z, t′)nab(z, t′))
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où H(t) est la fonction de Heaviside.
On se place en régime linéaire. On considère donc que le champ est suffisamment
faible pour ne pas modifier les populations atomiques. Ainsi nab est constant et : Ainsi :
ρab(z, t) =

− i
2
H(t)nab
~dab
~
e(iωab−γab)t

 ∗ ~E+(z, t′)) (A.47)
On considère pour simplifier que ~dab et ~E sont colinéaires. Si ce n’est pas le cas, la
polarisation est dirigée selon ~dab et est réduite d’un facteur
~dab. ~E
dabE
L’équation A.46 amène
à la formule suivante pour la polarisation :
~P (z, t) = ǫ0χ+(t) ∗ ~E+(z, t) + ǫ0χ−(t) ∗ ~E−(z, t) (A.48)
où 

χ+(t) = − i
2
d2ab
ǫ0~
H(t)
∫
G(ωab)nab(ωab)e(iωab−γab)tdωab (A.49)
χ−(t) =
(
χ+(t)
)∗
=
i
2
d2ab
ǫ0~
H(t)
∫
G(ωab)nab(ωab)e−(iωab+γab)tdωab (A.50)
Ces résultats ont été établis dans l’approximation de l’onde tournante. Sans cette
approximation, on montre que la polarisation s’écrit :
~P (z, t) = ǫ0
(
χ+(t) + χ−(t)
)
∗ ~E(z, t) (A.51)
Ces produits de convolution prennent la forme de produits dans l’espace de Fourier.
On utilise la convention suivante :
f˜(ω) =
∫
f(t)e−iωtdt (A.52)
f(t) =
1
2π
∫
f˜(ω)eiωtdω (A.53)
Ainsi, dans le domaine spectral, l’équation A.51 s’écrit :
~P (z, ω) = ǫ0
(
χ+(ω) + χ−(ω)
)
~E(z, ω) (A.54)
= ǫ0
(
χ+(ω) + (χ+(−ω))∗
)
(~E+(z, ω) + ~E−(z, ω)) (A.55)
avec
χ+(ω) = −d
2
ab
ǫ0~
∫
G(ωab)nab(ωab)
1
(ω − ωab)− iγabdωab (A.56)
La susceptibilité est donc la convolution de la réponse homogène, c’est-à-dire de la réponse
individuelle de chaque atome
χ+hom(ω) = −
d2ab
ǫ0~
nab
(ω − ωab)− iγab (A.57)
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avec le profil inhomogène G(ωab). Lorsque le laser est proche de la résonance, les fonctions
χ+(ω), ~E−(z, ω) et χ−(ω), ~E−(z, ω) sont piquées autour respectivement de ωL et −ωL.
L’approximation de l’onde tournante consiste à négliger dans l’expression A.55 les termes
croisés qui ne se superposent quasiment pas et dont le produit est donc quasi-nul (cf
fig A.1).
Figure A.1 – En rouge, le spectre du champ. En vert la partie imaginaire de la suscep-
tibilité linéaire.
On obtient donc, dans l’approximation :
~P (z, ω) = ǫ0
(
χ+(ω)~E+(z, ω) + χ−(ω)~E−(z, ω)
)
(A.58)
ce qui est bien la transformée de Fourier de A.48. Dans l’approximation de l’onde tour-
nante, les composantes positives et négatives de la polarisation s’écrivent :

~P+(z, ω) = ǫ0χ+(ω)~E+(z, ω) (A.59)
~P−(z, ω) = ǫ0χ−(ω)~E−(z, ω) (A.60)
A.2.2 Propagation du champ
Lorsqu’il se propage à travers le milieu atomique, le champ, qu’on suppose ici être
une onde plane scalaire, vérifie l’équation :
∂2E
∂z2
− 1
c2
∂2E
∂t2
= µ0
∂2P
∂t2
(A.61)
La polarisation apparaît dans le terme source d’une équation qui, sous forme homo-
gène, sans second membre, décrirait simplement la propagation libre d’une onde progres-
sive. L’équation de Bloch et l’équation d’onde correspondent à deux niveaux différents de
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la description du réel. Tandis que l’équation de Bloch rend compte de l’action du champ
électromagnétique sur la matière à l’échelle atomique, l’équation de Maxwell exprime
l’évolution du champ à l’échelle macroscopique, typiquement sur une distance très grande
à l’échelle de l’atome. Cette équation s’écrit dans le domaine spectral, pour la composante
positive du champ : :
∂2
∂z2
E+(z, ω) + ω
2
c2
E+(z, ω) = −µ0ω2P+(z, ω) (A.62)
donc, en utilisant A.59 :
∂2
∂z2
E+(z, ω) + ω
2
c2
(1 + χ+(ω))E+(z, ω) = 0 (A.63)
La solution générale de cette équation se propageant vers les z positif s’écrit :
E+(z, ω) = E+(0, ω)e−iωc
√
1+χ+(ω)z (A.64)
≈ E+(0, ω)e−iωc (1+ 12χ+(ω))z (A.65)
en considérant χ+(ω) << 1.
L’approximation de l’enveloppe lentement variable permet d’obtenir une équation
d’ordre 1 sur l’enveloppe du champ. On change de notations en sortant la dépendance
en eiklz avec (kl = 2π/λL = ωL/c) de l’amplitude complexe (on note X’ les amplitudes
complexes dans cette convention) :
E(z, t) =
1
2
(
A′(z, t)ei(ωLt−klz) + c.c.
)
(A.66)
P (z, t) =
1
2
(
P ′(z, t)ei(ωLt−klz) + c.c.
)
(A.67)
En injectant les expressions A.66 et A.67 dans l’équation A.61 :
1
2
∂2
∂z2
A′ − ikl ∂
∂z
A′ − 1
2
1
c2
∂2
∂t2
A′ + ikl
c
∂
∂t
A′ = µ0
(
1
2
∂2
∂t2
P ′ + iωL ∂
∂t
P ′ − 1
2
ω2LP ′
)
(A.68)
Les enveloppes varient lentement à l’échelle de la longueur d’onde optique et de la période
optique :


∣∣∣∣∣ ∂
2
∂z2
∣∣∣∣∣ <<
∣∣∣∣∣2πλL
∂
∂z
∣∣∣∣∣ (A.69)∣∣∣∣∣ ∂
2
∂t2
∣∣∣∣∣ <<
∣∣∣∣∣ωL ∂∂t
∣∣∣∣∣ (A.70)
L’équation de propagation se simplifie :
∂
∂z
A′(z, t) + 1
c
∂
∂t
A′(z, t) = − i
2
kl
ǫ0
P ′(z, t) (A.71)
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On passe dans l’espace des fréquences en utilisant le fait que les transformées de Fourier
d’un champ complexe et de son amplitude complexe sont reliées par :

~E+(z, ω) = 1
2
A′(z, ω − ωL)e−iklz (A.72)
~P+(z, ω) = 1
2
P ′(z, ω − ωL)e−iklz (A.73)
Les équations A.59 et A.71 amènent alors à :
∂
∂z
A′(z, ω − ωL) + iω − ωL
c
A′(z, ω − ωL) = − i2
ωL
c
χ+(ω)A′(z, ω − ωL) (A.74)
ce qui se résout :
A′(z, ω − ωL) = A′(0, ω − ωL)e−i(
1
2
ωL
c
χ+(ω)+
ω−ωL
c )z (A.75)
soit, pour le champ :
E+(z, ω) = E+(0, ω)e−i( 12 ωLc χ+(ω)+ωc )z (A.76)
On peut écrire :
ω
c
+
1
2
ωL
c
χ+(ω) =
ω
c
(
1 +
1
2
χ+(ω)
)
+
1
2
ωL − ω
c
χ+(ω)
Si l’enveloppe est lentement variable, E+(z, ω) ne prend de valeurs non nulles que
pour ω ≈ ωL. Comme de plus χ+(ω) << 1, le deuxième terme de l’égalité précédente est
négligeable :
ω
c
+
1
2
ωL
c
χ+(ω) ≈ ω
c
(
1 +
1
2
χ+(ω)
)
et on retrouve l’expression A.65.
Dans le domaine temporel :
E(z, t) = 1
4π
∫ ∞
−∞
A′(0, ω − ωL)ei(ωt−
ω
c (1+ 12χ+(ω))z)dω (A.77)
=
1
4π
ei(ωLt−klz)
∫ ∞
−∞
A′(0, ω − ωL)ei((ω−ωL)t−(k(ω)−kl)z)dω (A.78)
où on a posé
k(ω) =
ω
c
(
1 +
1
2
χ+(ω)
)
(A.79)
A.3 Absorption, dispersion, vitesse de phase, vitesse
de groupe
A.3.1 Absorption et dispersion
Définitions
On reprend l’expression A.65 :
E+(z, ω) = E+(0, ω)e−iωc (1+ 12χ+(ω))z (A.80)
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On peut décomposer la susceptibilité en parties réelles et imaginaire χ+ = χ′ − iχ′′ :
E+(z, ω) = E+(0, ω)e−iωc (1+ 12χ′+(ω))ze− 12kχ′′z (A.81)
On peut alors distinguer deux effets lors de la propagation des composantes spectrales du
champ :
– la dispersion, c’est-à-dire le déphasage des composantes spectrales les unes par
rapport aux autres, due à la partie réelle de la susceptibilité
– l’absorption, c’est-à-dire l’atténuation des composantes spectrales lors de leur pro-
pagation (là-aussi éventuellement différente pour chaque composante) due à la par-
tie imaginaire de la susceptibilité
On note l’indice de réfraction :
n(ω) = 1 +
1
2
ℜe (χ(ω)) (A.82)
= 1− d
2
ab
2~ǫ0
∫
G(ωab)nab(ωab)
ω − ωab
(ω − ωab)2 + γ2ab
dωab (A.83)
et le coefficient d’absorption :
α(ω) = −kℑm (χ(ω)) (A.84)
= k
d2ab
~ǫ0
∫
G(ωab)nab(ωab)
γab
(ω − ωab)2 + γ2ab
dωab (A.85)
pour aboutir à la formulation générale de la propagation :
E+(z, ω) = E+(0, ω)e−in(ω)ωc ze− 12α(ω)z (A.86)
On note que si G(ωab)nab(ωab) varie lentement à l’échelle de γab, la convolution absorbe
la lorentzienne homogène et l’absorption s’écrit :
α(ω) = k
πd2ab
~ǫ0
G(ωab)nab(ωab) (A.87)
Causalité et relations de Kramers-Krönig
La formule A.49 de la susceptibilité fait clairement apparaître le caractère causal de
la susceptibilité par la présence de la fonction de Heaviside. Ce terme traduit le fait que la
polarisation à un temps t n’est pas affectée par les valeurs du champ à un temps ultérieur
à t (χ+(t − t′) = 0sit′ > t). La causalité a aussi des implications sur la forme de la
susceptibilité dans le domaine spectral. En effet, on peut écrire :
χ(t) = H(t)χ(t) (A.88)
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Ce produit devient un produit de convolution dans l’espace de Fourier. Sachant que
H˜(ω) = πδ(ω) + i/ω :
χ(ω) =
1
2π
∫ ∞
−∞
H˜(ω − ω′)χ(ω′)dω′
=
i
π
vp
∫ ∞
−∞
χ(ω′)
ω − ω′dω
′
On en déduit une relation entre les parties réelles et imaginaires de la susceptibilité :
χ′(ω) = − 1
π
vp
∫ ∞
−∞
χ′′(ω′)
ω − ω′dω
′ (A.89)
χ′′(ω) =
1
π
vp
∫ ∞
−∞
χ′(ω′)
ω − ω′dω
′ (A.90)
Ces relations montrent qu’un milieu n’est pas uniquement absorbant ou dispersif,
les deux processus étant fondamentalement liés par les relations A.89 et A.90 appelées
relations de Kramers-Kronig.
A.3.2 Vitesse d’une impulsion lumineuse
La formule A.86 montre que chaque composante spectrale se propage à une vitesse
c/n(ω) appelée vitesse de phase. Lorsqu’une impulsion lumineuse traverse un milieu dis-
persif, ses composantes spectrales se propagent à des vitesses différentes les unes des
autres. On définit alors la vitesse de l’impulsion comme la vitesse du barycentre énergé-
tique de l’impulsion. On la nomme vitesse de groupe. Pour la calculer on normalise le
champ électrique :
E(z, t)→ e(z, t) =
[∫
|E(z, t)|2 dt
]−1
E(z, t) (A.91)
On écrit, dans le domaine spectrale, e(z, ω) = |e(z, ω)|eiϕ(ω). L’instant moyen de passage
de l’impulsion à la profondeur z du milieu s’écrit :
〈t〉 =
∫ ∞
−∞
t |e(z, t)|2 dt = −i
∫ ∞
−∞
e∗(t)ite(t)dt = − i
2π
∫ ∞
−∞
e∗(ω)e′(ω)dω
= − i
2π
∫ ∞
−∞
|e(ω)| d |e(ω)|
dω
dω +
1
2π
∫ ∞
−∞
ϕ′(ω) |e(ω)|2 dω
= −i
[1
2
|e(ω)|2
]∞
−∞
+ 〈ϕ′(ω)〉
= 〈ϕ′(ω)〉
La formule A.86 nous donne alors :
〈t〉 = 〈k′(ω)〉 z = z
c
〈
d
dω
(n(ω)ω)
〉
=
〈
z
c
(n(ω) + ωn′(ω))
〉
(A.92)
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On voit que le temps d’arrivée de l’impulsion est égale à la moyenne du temps d’arrivée
de chaque composante, appelé retard de groupe et défini par :
τg =
z
c
(n(ω) + ωn′(ω)) (A.93)
On définit alors la vitesse de groupe et l’indice de groupe par analogie avec la vitesse de
phase et l’indice de réfraction :
vg(ω) =
c
n(ω) + ω dn
dω
(A.94)
ng(ω) = n(ω) + ω
dn
dω
(A.95)
La formule A.94 a une expression équivalente en termes de vecteur d’onde :
vg(ω) =
dω
dk
(A.96)
La vitesse de groupe d’une impulsion lumineuse s’écrit alors :
vg = 〈vg(ω)〉 (A.97)
A.3.3 Déformation d’une impulsion lumineuse
On peut évaluer l’étalement temporel de l’impulsion en calculant la variance des temps
d’arrivée des composantes spectrales. Le moment d’ordre 2 s’écrit :
〈
t2
〉
=
∫ ∞
−∞
t2 |ite(z, t)|2 dt =
∫ ∞
−∞
|e(t)|2dt = 1
2π
∫ ∞
−∞
|e′(ω)|2dω
=
1
2π
∫ ∞
−∞
(
d |e(ω)|
dω
)2
dω +
1
2π
∫ ∞
−∞
ϕ′(ω)2 |e(ω)|2 dω
=
〈
t2
〉
ϕ=0
+
〈
ϕ′(ω)2
〉
Ainsi la variance des temps d’arrivée s’écrit :
∆t2 =
〈
t2
〉
− 〈t〉2 = ∆t2z=0 +∆τ 2g (A.98)
L’étalement d’une impulsion à la profondeur z est égal à son étalement initial aug-
menté de la variance des retards de groupe de chaque composante spectrale. On peut
évaluer cette expression dans le cas où la largeur spectrale de l’impulsion reste modérée.
Dans ce cas on développe k(ω) autour de ωL :
k(ω) = kL + (ω − ωL)k′L +
1
2
(ω − ωL)2k′′L (A.99)
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On trouve alors, si l’on néglige ℑm(k′L) :
vg =
〈
dω
dk
〉
≈ dω
dk
⌋
ω=ωL
=
ωL
k′L
(A.100)
∆t2 = ∆t2z=0 + (ω − ωL)2k′′Lz2 (A.101)
On voit que la vitesse de groupe est liée à la dépendance linéaire de k(ω) (et donc
de n(ω)) et que la déformation est liée au terme d’ordre 2 du développement. Dans ce
cas, A.78 nous donne l’expression temporelle du champ :
E(z, t) = 1
4π
ei(ωLt−klz)
∫ ∞
−∞
A′(0, ω − ωL)e−ik′L(ω−ωL)ze− i2k′′L(ω−ωL)2z2dω (A.102)
Si k′′L = 0 on obtient une impulsion qui se propage sans se déformer à la vitesse de
groupe :
E(z, t) = 1
4π
A′(z − vgt, 0)ei(ωLt−klz) (A.103)
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Annexe B
Stabilisation de la fréquence du laser
Le laser a une largeur de 20kHz mais la gigue en fréquence atteint plusieurs MHz sur
1ms.
B.1 Asservissement
B.1.1 Généralités
On modélise l’asservissement de la fréquence du laser par le schéma-bloc typique
suivant.
En fonctionnement libre, la fréquence fL du laser est fLibre. Cette fréquence est bruitée.
Pour réduire ses fluctuations, on la compare à une fréquence de référence fc (fréquence
de consigne) et on la cale sur cette fréquence, en faisant varier fLibre d’une quantité
proportionnelle à ǫ = fc − fL. Ainsi, si la fréquence du laser s’éloigne de fc, la boucle l’y
ramène. Dans le formalisme de la transformée de Laplace et en supposant que A est une
opération linéaire, on trouve
fL(p) =
A(p)
1 + A(p)
fc(p) +
1
1 + A(p)
fLibre(p)
A(p) est la fonction de transfert en boucle ouverte de l’asservissement. On note ainsi que
plus |A| est grand, plus fL est proche de fC et moins elle est soumise aux fluctuations de
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fLibre.
Ainsi lim
|A|→+∞
fL = fc.
Augmenter le gain améliore la précision de notre asservissement. Il y a cependant une
limitation. En effet, la réponse de la boucle n’est pas instantanée, ses différents éléments,
ainsi que la propagation du signal dans les câbles, induisent des retards. Si fLibre oscille
autour de fc, si A(p) déphase le signal d’erreur de π, on comprend que la correction
n’est pas appliquée dans le "bon sens" et que fL peut diverger. Le critère de stabilité
peut s’exprimer dans le domaine spectral : soit ω0 la pulsation pour laquelle la courbe
de gain (G = 20Log(|A|)) coupe l’axe 0dB et ωc la pulsation pour laquelle la courbe des
phase (ϕ = arg(A)) passe par −π. L’asservissement est stable si ω0 < ωc. Ce critère
exprime le fait que l’on ne peut pas corriger des fluctuations plus rapides que le temps de
réponse de la boucle. Pour que le système n’oscille pas (même transitoirement) après une
perturbation, il faut s’assurer une marge de gain d’environ 12dB et une marge de phase
d’environ 35°.
Les différents éléments de la boucle sont :
- une référence de fréquence
- un comparateur qui donne en sortie un signal proportionnel à la différence de fréquence
fc − fL entre le laser et la référence
- un filtre de boucle qui met en forme le signal d’erreur (ici A(p))
- un système qui prend en entrée le signal d’erreur et modifie la fréquence du laser en
conséquence : le transducteur. Le filtre de boucle est la somme de trois (éventuels) types
de corrections différentes :
– une correction proportionnelle. Le signal d’erreur est simplement multiplié par une
constante avant le transducteur, ce qui a pour effet d’augmenter le gain. En pratique
une telle correction n’existe pas puisque A(jω) finit par chuter pour ω assez grand.
– une correction intégrale. Le signal d’erreur est intégré avant le transducteur. Le
gain est alors augmenté à basse fréquence et tend vers l’infini si ω tend vers 0 (en
pratique la boucle sature). Cette correction augmente la précision à basse fréquence
en coupant les fluctuations correspondantes (notamment l’offset statique est sup-
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primé : en régime continu fL = fC (en négligeant la saturation)), mais ajoute une
phase de π/2 au signal d’erreur, ce qui peut nuire à la stabilité de l’asservissement.
– une correction dérivée. Le signal d’erreur est dérivé avant le transducteur. Le gain
est augmenté à haute fréquence et avancé d’une phase de π/2, ce qui favorise la
stabilité de l’asservissement. On comprend qu’on corrige mieux des fluctuations
de fréquence si en plus de connaître leur valeur instantanée on connaît leur sens
(fréquence instantanée baisse ou augmente) et leur vitesse de variation.
B.1.2 Asservissement en fréquence
La référence de fréquence est une cavité Fabry-Perot de haute finesse. La comparaison
se fait au moyen de la technique de Pound-Drever-Hall. Le signal d’erreur généré est
ǫ(p) = D(p)∗(fL(p)−fc(p)), où l’on modélise l’opération du discriminateur par l’opérateur
linéaire D(p) (pour un discriminateur idéal D(p) = Cste). Cette étape produit un bruit
bD(p) Les fluctuations lentes et rapides sont corrigées par deux boucles distinctes :
– la boucle rapide agit sur le courant d’alimentation de la diode. Le filtre de boucle
est modélisé par la fonction de transfert AC(p) et la conversion courant-fréquence
de la diode par la fonction CC(p). L’électronique ajoute un bruit sur le courant de
sortie bC(p).
– la boucle lente agit sur le cristal électro-optique du laser. Le filtre de boucle est
modélisé par AEO(p) et la conversion tension-fréquence par la fonction CEO(p).
L’électronique ajoute un bruit sur le courant de sortie bEO(p).
En appliquant le calcul de la section précédente, on trouve :
fL =
D (AEOCEO + ACCC)
1 +D (AEOCEO + ACCC)
fc +
(CEObEO + CCbC) + (AEOCEO + ACCC) bD + fLibre
1 +D (AEOCEO + ACCC)
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Les différents bruits bi sont caractérisés par leur densité spectrale Si. Le bruit sur la
fréquence du laser se calcule, en supposant toutes ces sources de bruit indépendantes, par
la formule :
Sf =
√
S2Flibre + |AEOCEO + ACCC |2 S2D + |CEO|2 S2EO + |CC |2 S2C + |D (AEOCEO + ACCC)|2 S2fc
|D (AEOCEO + ACCC)|
(B.1)
On voit que si le gain en boucle ouverte est très grand, ce gain s’exprimant ici
G = 20 log |DAEOCEO +DACCC |
alors S2f ≈ S2fc+ S
2
D
|D|2
On voit que le rapport signal sur bruit du discriminateur de fréquence
(c’est-à-dire le rapport sensibilité sur bruit, ou gain statique sur bruit) est le paramètre
qui fixe la réduction ultime du bruit que l’on peut obtenir, et donc la finesse ultime de la
raie laser. Nous allons calculer les différentes fonctions de transfert et estimer les différents
bruits associés dans les paragraphes suivants.
B.2 La référence de fréquence : le Fabry Perot
B.2.1 Fonction de transfert d’un Fabry-Perot
On utilise un Fabry-Perot sphérique de longueur L = 10 cm.
r'
r
t' t
Ei
L
Er
Et
Cette cavité présente une série périodique de pics de résonance aux fréquences
νplm =
c
2L
(
p+ 1 +
1
π
(l +m+ 1) arccos
(
1− L
R
))
où R désigne le rayon de courbure des miroirs. p quantifie les modes longitudinaux de la
cavité, l et m les modes transverses.
La longueur de la cavité est choisie différente de R, ainsi les modes transverses sont
dégénérés (en configuration confocale, le fait que L n’est qu’approximativement égal à R a
pour effet d’élargir les pics de résonance). On ne s’intéresse désormais qu’aux modes TEM
00. Ici l’intervalle spectral libre des modes longitudinaux vaut ∆ISL = c
2L
= 1, 5GHz.
On note R = |r|2 = |r′|2 et T = |t|2 = |t′|2 les coefficients de réflexion et de transmission
en intensité des miroirs (avec R + T = 1), et la finesse de la cavité est définie comme :
F =
π
√
R
1−R
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On montre alors que la cavité se comporte en transmission et en réflexion comme un filtre
linéaire pour le champ ; si l’on considère R ≈ 1 et la fréquence laser proche d’une résonance
νFP du Fabry-Perot(ν − νFP << ∆ISL) les fonctions de transfert de transmission et de
réflexion prennent la forme simple :
t(ν) =
1
1 + i2(ν−νFP )
∆νc
(B.2)
r(ν) =
i2(ν−νFP )
∆νc
1 + i2(ν−νFP )
∆νc
(B.3)
où ∆νc désigne la largeur à mi-hauteur d’une résonance du Faby-Perot, de formule
∆νc =
∆ISL
F
0
1
ν
∆ν
c
νFP
|t(ν)|2
0
1
ν
∆ν
c
νFP
|r(ν)|2
0
νFP ν
∆ν
c
−pi/2
pi/2
arg(t(ν))
0
νFP ν
∆ν
c
arg(r(ν))
−pi/2
pi/2
Figure B.1 – Fonctions de transfert de la cavité. L’unité en abscisse correspond à ∆νc
B.2.2 Mesure de la largeur d’un pic de transmission
Le laser étant plus large qu’un pic de transmission du Fabry Perot, on ne peut pas
simplement balayer lentement sa fréquence pour mesurer la largeur d’une résonance du
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Fabry Perot. On utilise une technique de battement qui consiste au contraire à balayer
rapidement la fréquence du laser (assez rapidement pour que le laser soit à résonance
durant un temps court devant (π∆νc)−1). On observe la figure de battement suivante,
dont la décroissance exponentielle nous donne la largeur du pic.
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On trouve une largeur de 396± 30 kHz, donc une finesse de 3800.
B.2.3 Fluctuations de la fréquence de résonance
La fréquence de résonance d’un Fabry Perot dépend de la longueur de la cavité qui
est sujette à des fluctuations de plusieurs types :
– les fluctuations acoustiques. Les fluctuations de la pression ambiante entraînent des
fluctuations de l’indice à l’intérieur de la cavité, selon la loi n− 1 = 3.10−9p, où p
est la pression en Pascals. Ce sont des fluctuations basse fréquence (DC - 100kHz),
sur des amplitudes de l’ordre de 1Mhz sur 10ms.
– les fluctuations thermiques. La cavité est un tube d’invar à laquelle sont collés deux
miroirs. L’invar a un coefficient de dilatation thermique de 1, 5.10−6K−1. Avec
δf
f
=
δL
L
= 1, 5.10−6δT
on trouve que pour une variation de 1mK, δf = 0.5MHz. Sur des temps de 1s, on
mesure des amplitudes allant jusqu’à 10MHz.
Ces caractéristiques, n’étant pas suffisantes pour notre utilisation ( 10 kHz sur plusieurs
secondes), doivent être améliorées.
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B.3 Le comparateur de fréquences
B.3.1 La méthode Pound-Drever-Hall
Limites des autres techniques
Il existe plusieurs techniques pour générer un signal d’erreur à partir d’une résonance
d’un Fabry Perot (ou un autre système résonant). Celle qui vient à l’esprit est l’asservis-
sement sur le bord de frange (FSL = Fringe Side Locking). L’intensité joue alors le rôle
de discriminateur de fréquence, il suffit alors de la détecter, de lui soustraire un offset
(qui fixe la fréquence de consigne) et d’envoyer le signal sur le laser. Cette méthode a
cependant l’inconvénient d’être sensible aux fluctuations d’intensité du laser (interprétées
comme des fluctuations de fréquences et donc corrigées à tort). En effet, c’est une méthode
sans modulation, donc on mesure un signal d’erreur basse fréquence, domaine où le bruit
d’amplitude est non-négligeable. De plus, la bande passante est limitée à la demi-largeur
de la résonance. La sensibilité du discriminateur, égale à la pente du bord de la réso-
nance, nécessite une résonance la plus étroite possible. On voit donc que le rapport signal
sur bruit du discriminateur, donc, d’après la formule 9, la précision de l’asservissement,
s’améliore au détriment de la bande passante de l’asservissement.
On peut aussi essayer de se fixer au sommet de la résonance. L’intensité transmise
n’est pas un bon signal d’erreur car elle ne dit pas de quel côté de la résonance la fréquence
du laser se situe. La dérivée de l’intensité transmise par rapport à la fréquence convient.
Pour obtenir cette dérivée, une technique consiste à moduler la fréquence du laser et de
mesurer l’amplitude de modulation de l’intensité transmise.
Pour mesurer cette amplitude, on multiplie l’intensité transmise mesurée (sur une photo-
diode) avec la tension modulante (oscillateur local) et on ne garde que la partie continue
du résultat (on voit en effet que A(t)cos(ωt) ∗ AOLcos(ωt) = A(t)AOL/2 + termes oscil-
lants). La bande passante de l’asservissement est limitée par la fréquence de modulation
(il faut que la fréquence varie peu pendant au moins une oscillation pour mesurer l’am-
plitude correspondante), elle-même nécessairement plus faible que la largeur du pic de
transmission (sinon le champ n’a pas le temps de s’établir dans la cavité, ce qui fait
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chuter le signal). Ici encore il y a un compromis bande-passante / gain à faire. Mais ce
système est moins sensible aux fluctuations d’intensité du laser.
Il existe une solution qui permet de s’affranchir en partie des problèmes précédents : la
technique de Pound-Drever-Hall, qui consiste à utiliser la cavité en réflexion.
Calcul du signal d’erreur
Imaginons pour l’instant un laser purement monochromatique de fréquence f0 modu-
lée sinusoïdalement à une fréquence fm.
E(t) = E0 exp (i (2πf0t+ β sin(2πfmt)))
= E0
(
J0(β)e(2iπf0t) +
+∞∑
l=1
Jl(β)e(2iπ(f0+lfm)t) +
+∞∑
l=1
(−1)lJl(β)e(2iπ(f0−lfm)t)
)
où β est l’indice de modulation en phase (égal à la profondeur de modulation en fréquence
sur la fréquence de modulation). Le champ réfléchi par la cavité s’écrit :
Er(t) = E0e2iπf0t
+∞∑
l=−∞
Jl(β) r (f0 + lfm) e2iπlfmt
où l’on a posé, pour les l négatifs : Jl (β) = (−1)lJ−l (β) La profondeur de modulation
utilisée étant faible (β ≈ 1), on néglige les termes |l| > 2 (J2(1)/J1(1) ≈ 0, 25).
Finalement :
Er(t) = E0e2iπf0t
(
J0(β) + J1(β) r(f0 + fm)e2iπfmt − J1(β) r(f0 − fm)e−2iπlfmt
)
L’intensité de ce champ est donc :
Ir(t) = |Er(t)|2
= E20
(
|r(f0)|2J0(β)2 + (|r(f0 + fm)|2 + r(f0 − fm)|2)J1(β)2
+ 2J0(β)J1(β) ℜ
((
r(f)r(f0 + fm)− r(f0)r(f0 − fm)
)
e−2iπlfmt
)
+ termes en 2fm
)
On ne va garder de ce signal que les termes oscillant à fm. On peut les interpréter comme
deux termes de battement entre la porteuse et chacune des bandes latérales. On comprend
alors que, si la fréquence du laser est exactement à résonance (f0 = νFP ), les deux signaux
de battement se compensent exactement et leur somme est nulle. Si la fréquence du laser
change, ces deux signaux changent et leur somme ne s’annule plus.
Cette intensité est ensuite mesurée par une photodiode. Pour démoduler le signal obtenu,
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on le multiplie par l’oscillateur local (qu’on peut déphaser de φ) : (u(t) = u0cos(2πfmt+φ))
ce qui donne une tension résultante :
s(t) = KIr(t)u(t)
= K ℜ
((
r(f0)r(f0 + fm)− r(f0)r(f0 − fm)
)
e−2iπfmt
)
u0cos(2πfmt+ φ)
+ termes oscillant en fm, 2fm, 3fm
où K = 2 ∗ J0(β)J1(β)ηPhotoDiode ∗ 50. Les termes oscillant sont filtrés électroniquement.
Il reste donc :
s(t) = K

ℜ (r(f0)r(f0 + fm)− r(f0)r(f0 − fm)) cos(2πfmt)
+ ℑ
(
r(f0)r(f0 + fm)− r(f0)r(f0 − fm)
)
sin(2πfmt)

u0cos(2πfmt+ φ)
=
K
2

ℜ (r(f0)r(f0 + fm)− r(f0)r(f0 − fm)) cos(φ)
+ ℑ
(
r(f0)r(f0 + fm)− r(f0)r(f0 − fm)
)
sin(φ)


+ termes oscillant à 2 fm
Les termes oscillants sont filtrés, il ne reste qu’une partie continue. Pour chaque qua-
drature, ce signal dépend de la fréquence du laser. On voit qu’en ajustant la phase du
signal démodulant (sa phase relative à celle du signal modulant le laser), on choisit quelle
quadrature du signal on obtient en sortie. En fait φ n’est qu’approximativement la phase
relative du signal démodulant et du signal modulant. C’est la phase relative du signal
démodulant et du signal d’erreur modulé, ce dernier étant légèrement retardé par rapport
au signal modulant. Les deux quadratures sont représentées sur la figure 2.
Le signal en quadrature de phase a les propriétés d’un signal d’erreur pour l’asservisse-
ment : il dépend fortement et linéairement de la fréquence du laser au voisinage de la
résonance du Fabry-Perot. Pour la calculer, on considère le laser proche d’une résonance
Fabry-Perot. Comme fm >> ∆νc, r(f0 + fm) ≈ r(f0 − fm) ≈ 1 d’où :
s(f0) ∝ J0(β)J1(β)ℑ
(
r(f0)r(f0 + fm)− r(f0)r(f0 − fm)
)
∝ J0(β)J1(β)ℑ
(
r(f0)− r(f0)
)
∝ 2J0(β)J1(β)ℑ(r(f0))
le coefficient de proportionnalité correspondant au facteur de conversion de la photodiode.
Finalement :
s(f0) ∝ 2J0(β)J1(β)
2(f0−νFP )
∆νc
1 +
(
2(f0−νFP )
∆νc
)2 (B.4)
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Figure B.2 – Quadratures du signal démodulé en fonction de la fréquence relative à νFP
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Au voisinage de νFP le signal est linéaire, de pente proportionnelle à
J0(β)J1(β)
∆νc
. On dé-
montre que le produit J0(β)J1(β) est maximum pour β ≈ 1, 08. Ces résultats permettent
de comprendre les avantages de la méthode de Pound-Drever-Hall.
Fonction de transfert du discriminateur
La section précédente nous donne le signal d’erreur en régime continu, c’est-à-dire pour
un désaccord δf = f0 − νFP fixe. On veut maintenant savoir comment les fluctuations de
ce désaccord sont transmises au signal d’erreur. Le signal d’erreur n’étant une fonction
linéaire du désaccord qu’au voisinage de 0 (δf << ∆νc), on ne peut calculer une fonction
de transfert du type s˜ (ν) = H(ν)δ˜f(ν) qu’en supposant les fluctuations de fréquence du
laser faibles, ce qu’on peut exprimer par ∆fL << ∆νc. Le champ incident sur la cavité
s’écrit, pour un indice de modulation faible :
E(t) = E0e(2iπf0t+iϕ(t))
(
J0(β) + J1(β)e(2iπfmt) − J1(β)e(−2iπfmt)
)
En supposant les ailes complètement réfléchies, le champ réfléchi s’écrit, si l’on écrit r(t)
la transformée de Fourier de la fonction de transfert en réflexion de la cavité :
E(t) = E0J0(β)r(t) ∗ e(2iπf0t+ϕ(t)) + E0e(2iπf0t+iϕ(t))
(
J1(β)e(2iπfmt) − J1(β)e(−2iπfmt)
)
L’intensité résultante s’écrit, si l’on ne garde que les termes oscillants à ±fm :
I(t) = 2 |E0|2 J0(β)J1(β)ℜ
[(
r(t) ∗ e2iπf0t+iϕ(t)
) (
e−(2iπf0t+iϕ(t))(e(−2iπfmt) − e2iπfmt)
)]
De plus :
r(t) ∗ e2iπf0t+iϕ(t) =
∞∫
−∞
r(t′)e2iπf0(t−t
′)+iϕ(t−t′)dt′
La partie réelle du terme entre crochets vaut donc :
ℜ[...] = −2ℑ

 ∞∫
−∞
r(t′)e−2iπf0t
′+i(ϕ(t−t′)−ϕ(t))dt′

 sin(2πfmt)
Or, comme ∆fL << ∆νc ϕ(t) varie peu lorsque r(t) prend des valeurs non négligeables :
on fait donc un développement limité de l’exponentielle.
∞∫
−∞
r(t′)e−2iπf0t
′+i(ϕ(t−t′)−ϕ(t))dt′ = i
∞∫
−∞
r(t′)e−2iπf0t
′
(ϕ(t− t′)− ϕ(t)) dt′
= i
∞∫
−∞
r(t′)e−2iπf0t
′
ϕ(t− t′)dt′ − iϕ(t)
∞∫
−∞
r(t′)e−2iπf0t
′
dt′
= i
∞∫
−∞
r(t′)e−2iπf0t
′
ϕ(t− t′)dt′
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La deuxième intégrale est nulle car on fait l’approximation f0 = νFP . Ainsi :
I(t) = 4 |E0|2 J0(β)J1(β)ℜ

 ∞∫
−∞
r(t′)e−2iπf0t
′
ϕ(t− t′)dt′

 sin(2πfmt)
= 2 |E0|2 J0(β)J1(β)
∞∫
−∞
(
r(t′)e−2iπf0t
′
+ cc
)
ϕ(t− t′)dt′ sin(2πfmt)
Après démodulation le sin(2πfmt) disparaît. On voit que le signal d’erreur est une fonction
linéaire du bruit de phase ϕ(t), ce que l’on écrit dans le domaine spectral :
s(ν) = KI(ν)
= 4K |E0|2 J0(β)J1(β)r(ν + f0)ϕ˜(ν)
= 4K |E0|2 J0(β)J1(β)r(ν + f0)2iπν f(ν)
= 4K |E0|2 J0(β)J1(β) 2∆νc
1
1 + i 2ν
∆νc
f(ν)
C’est un filtre passe-bas de fréquence de coupure ∆νc/2
Réalisation expérimentale
Le laser passe dans un isolateur optique, puis est modulé en phase et est envoyé sur
la cavité Fabry Perot. L’injection dans le Fabry Perot se fait grâce à une lentille de
matching. On obtient, pour le mode TEM00, environ 50% d’injection. Le signal réfléchi,
tourné de π/2 par la lame quart-d’onde, est collecté par une photodiode, puis démodulé
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par multiplication avec l’oscillateur local. Le signal est ensuite filtré par un passe-bas de
fréquence de coupure 10 MHz. Tous ces éléments (photodiode amplifiée, mixeur, filtre)
sont adaptés en 50 ohms. On obtient alors le signal d’erreur suivant :
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Les valeurs expérimentales sont :
– puissance avant le modulateur de phase : 500µW
– amplitude de modulation : 1, 80V . On voit sur la figure précédente que l’indice de
modulation est proche de 1, 08.
– amplitde de l’oscillateur local : 1, 20V
On peut essayer d’ajuster le signal d’erreur par sa formule pour retrouver la largeur
de la résonance de la cavité.
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On trouve une largeur à mi-hauteur de 440 kHz ce qui est un peu plus qu’avec la méthode
de battement. L’amplitude du signal d’erreur est d’environ 200mV : on trouve ainsi une
pente d’environ 0.5mV/kHz.
B.4 Les transducteurs
Deux systèmes permettent d’appliquer le signal d’erreur à la fréquence du laser : le
cristal électro-optique et l’alimentation de la diode.
B.4.1 Le cristal électro-optique
En appliquant une tension VEO au cristal électro-optique (CEO) de la cavité laser,
on modifie son indice et donc la longueur optique de la cavité. La fréquence du laser est
donc une fonction de la tension aux bornes du CEO. Au voisinage de la fréquence f0, on
peut approximer cette fonction par une fonction linéaire : f(t) = f0 + CEO(t) ∗ VEO(t) et
ainsi mesurer la fonction de transfert ˜CEO(ν) telle que :
δ˜f(ν) = C˜EO(ν) ˜VEO(ν)
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Le span est mesuré grâce à un Fabry Perot d’analyse de grande finesse. Ce diagramme de
Bode présente une réponse plate jusqu’à 1MHz, avec des résonances intenses et étroites à
176 kHZ, 527 kHz et 873 kHz.
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La phase est plate jusqu’à 1MHz, mais elle évolue fortement et de manière incontrôlée
au niveau des résonances (elle se retourne plusieurs fois) Le cristal électro-optique est le
transducteur de la boucle qui corrige les fluctuations lentes. En effet, si le gain sur cette
boucle est supérieur à 1 au niveau d’une résonance où la phase est retournée, l’asservisse-
ment est instable. On observe expérimentalement une oscillation de la fréquence du laser
à 527kHz si le gain est trop fort. Nous n’avons jamais observé d’oscillation à 176 kHz ;
cette résonance a un facteur de qualité moins fort que les autres.
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B.4.2 L’alimentation en courant de la diode laser
La boucle de rétroaction sur le courant d’alimentation de la diode laser est utilisée
pour corriger les fluctuations de fréquence rapides. Il existe sur le boîtier d’alimentation de
la diode laser une entrée modulation, mais sa bande passante est trop faible (230 kHz). On
a réalisé un circuit "bias tee" qui nous permet d’additionner un courant externe au courant
(continu) d’alimentation de la diode sans que ces deux courants ne se mélangent dans leurs
voies respectives. Ce courant de modulation iS est additionné au courant d’alimentation
de la diode laser à l’aide du circuit suivant.
I
7, 4Ω0.33µF
iS
10mH
La résistance de 7, 4Ω est la résistance interne de la bobine.
Ce circuit, outre ce rôle de mixage, permet aussi de protéger la diode laser des courants
inverses (grâce à la seconde diode) et des grosses fluctuations de tension à ses bornes
(grâce au condensateur). Enfin, il permet de couper le gain de la boucle d’asservissement
à basse fréquence (fc = 482Hz). On doit en effet éviter que le courant ajouté ait de trop
fortes composantes basses fréquences pour éviter les sauts de modes de la diode (on a
environ 4 mA d’amplitude sans saut de mode, c’est-à-dire environ 250 MHz). Comme
pour le cristal électro-optique on se place en régime linéaire (au voisinage d’une certaine
fréquence moyenne). On obtient pour la fonction de transfert C˜C(ν) l’allure suivante :
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Ici aussi le span est mesuré grâce à un Fabry Perot d’analyse de grande finesse. Les basses
fréquences sont coupées par le bias tee. La réponse en phase de la diode a été mesurée par
une autre technique. On s’est placé en bord de frange d’un Fabry Perot large (25MHz),
ainsi la modulation de fréquence se traduit par une modulation de l’intensité transmise par
le Fabry Perot. On observe ainsi le déphasage entre cette modulation et le signal modulant
(oscillateur local) grâce à une démodulation. On a ainsi accès aux deux quadratures de
l’intensité modulée, représentées sur la figure suivante :
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Ce graphique suggère que la fréquence est en phase avec le courant jusqu’à 1Mhz, mais
qu’elle se retourne à environ 4 Mhz (elle est déjà déphasée de π/2 à 2 Mhz).
B.5 Corrections électroniques
Chaque boucle de rétroaction a son circuit de correction électronique.
B.5.1 Correction de la rétroaction sur le cristal électro-optique
Le gain de la boucle de rétroaction sur le cristal électro-optique doit être inférieur à
1 aux fréquences de résonance. On utilise donc une correction intégrale, qui nous permet
un gain fort aux basses fréquences (ce sont ces fréquences que l’on veut corriger avec cette
boucle) tout en s’assurant la marge de gain nécessaire à la stabilité de l’asservissement.
100Ω
14, 7nF
−
+
∞
20kΩuE
uS
Le potentiomètre de sortie doit être, en fonctionnement, le plus haut possible pour
profiter de toute la plage de tension de l’amplificateur opérationnel. En effet, imaginons
que la fréquence du laser soit soumise à une lente dérive linéaire : f(t) = f0+at avec 1/
√
a
inférieur à toutes les constantes de temps du système. On néglige la boucle de correction
sur le courant et on considère la réponse du CEO plate (on la note CEO(0) = C. L’action
du potentiomètre est de multiplier la tension à la sortie de l’AO par un facteur R<1. La
fréquence du laser obéit à l’équation intégrale suivante :
fL(t) = −CR
τ
∫ t
0
D (fL(t′)− νF ) dt′ + fLibre(t)
= −CRD
τ
∫ t
0
(fL(t′)− νF ) dt′ + f0 + at
En dérivant :
f ′L(t) = −
CRD
τ
(fL(t)− νF ) + a
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ce qui donne, pour le signal d’erreur :
ǫ′(t) =
CR
τ
ǫ(t) + a
En régime permanent (après un temps τ
CD
, qui est le temps de réponse du système en
boucle fermé) :
ǫ(t) =
aτ
CR
et, à la sortie de l’AO la tension est :
V (t) =
at
CR
Cette tension sature à environ 10V, ce qui a pour effet de faire décrocher l’asservissement,
au bout d’un temps t = 10RC/a. Pour maintenir le laser locké le plus longtemps possible,
il faut donc R ≈ 1 et C le plus grand possible. (τ n’intervient pas ici, mais il intervient
dans l’excursion de la fréquence car f(t) = CDa
Rτ
t+ νFP )
La fonction de transfert de ce filtre de boucle est celle d’un intégrateur de fréquence de
coupure 100 kHz. Il génère un retard de phase de π/2.
B.5.2 Correction de la rétroaction sur le courant d’alimentation
1000 Ω50 Ω
4, 7nF
2000 Ω
1kΩ
−
+
∞
iS
2kΩuE
La fonction de transfert qui nous intéresse pour ce filtre est Hcourant = isue . Celle-ci
vaut ici, en notant f1 = 12π 100Ω 0.47nF = 339kHz, f2 =
1
2π 50∗1000
50+1000
Ω 0.47nF
= 7, 1MHz :
Hcourant(f) = − 200050 + 1000
1 + j f
f1
1 + j f
f2
On constate sur ce diagramme un effondrement du gain par rapport au gain théorique
pour une fréquence de 3,1 MHz, ce qui correspond à un produit gain bande de 80 MHz. Ceci
est mauvais pour l’asservissement puisque, dans le domaine fréquentiel où ce circuit est
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Figure B.3 – Diagramme de Bode du filtre de boucle sur le courant. En rouge la courbe
théorique, en bleu la courbe expérimentale.
un dérivateur, la sortie, théoriquement en avance de phase de π/2 par rapport à l’entrée,
revient en phase avec celle-ci aux alentours de cette fréquence limite et prend même, vers
4MHz, un retard de phase d’environ π/2. On perd donc rapidement le bénéfice de la
dérivation. Cette fréquence de saturation décroît linéairement avec la tension en entrée :
elle passe de 3,1 MHz pour 100 mVpp à 4.2 MHz pour 20mVpp.
B.6 Fonctions de transfert globales
B.6.1 Boucle sur le cristal électro-optique
Le schéma suivant résume la boucle sur le cristal électro-optique :
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Le facteur K est mesuré expérimentalement (on mesure le signal d’erreur à l’entrée
du circuit électronique). On trouve finalement pour la fonction de transfert de la boucle :
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La partie basse fréquence de ce diagramme n’est pas correcte puisqu’on ne tient pas
compte de la saturation de l’AOP. On voit qu’on évite les résonances puisque le gain
devient négatif pour des fréquences légèrement plus faibles que celle de la première réso-
nance.
B.6.2 Boucle sur le courant d’alimentation
Le schéma suivant résume la boucle sur le cristal électro-optique :
On trouve finalement pour la fonction de transfert de la boucle :
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On voit que le gain devient négatif pour environ 1MHz, les composants électroniques
ayant été choisis pour obtenir cette valeur. En fonctionnement l’asservissement est à la
limite d’osciller à 1,5 MHz ce qui semble valider cette courbe. Cette oscillation est due au
retournement de phase de la fonction de transfert de la boucle (déphasage dû à la diode
et à la cavité Fabry Perot qui n’est plus compensée par le circuit dérivateur qui sature).
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