Abstract. Linear stability analysis is inadequate for integrators designed for nondissipative systems such as Hamiltonian systems in which nonlinear effects are often decisive. Mathematical theory exists (KAM theory) for rigorous analysis of small perturbations from equilibria, but it needs to be expressed in a form that is more easily applicable to the study of area-preserving maps. We have pursued this, obtaining a completely rigorous nonlinear stability analysis for elliptic equilibria based on the Moser twist theorem and a result of Cabral and Meyer [Nonlinearity, 12 (1999[Nonlinearity, 12 ( ), pp. 1351[Nonlinearity, 12 ( -1362, together with the theory of normal forms for Hamiltonian systems. The result is a determination of necessary and sufficient conditions for stability. These conditions are sharpened for the case of reversible maps and applied to the symplectic members of the Newmark family of integrators, which includes the leapfrog, the implicit midpoint, and the Störmer-Cowell methods. Nonlinear stability limits are more severe than those of linear theory. As an example, the leapfrog scheme actually has a step-size limitation of 71% of that predicted by linear analysis.
Introduction.
The application of a numerical integrator to a dynamical system can introduce spurious instabilities. For most systems these can be explained by means of a linearized analysis. However, for a neutrally stable dynamical system integrated by a scheme that does not introduce artificial damping, a linearized analysis is usually indeterminate. Limited nonlinear analysis is possible: mathematical theory exists for analyzing rigorously small perturbations from equilibria for a single second order ordinary differential equation (ODE) . Instabilities in this situation arise from resonance artifacts due to the integration step size being one-third or one-quarter, orrarely-some other rational fraction, of the period of a normal mode of the discrete dynamics [9] . That these instabilities are relevant to large multidimensional simulations far from dynamical equilibrium is shown in [15] . Resonance artifacts might also explain instabilities observed for the implicit midpoint rule in structural mechanics simulations [18] . In this paper we outline a rigorous and nearly complete nonlinear stability analysis for elliptic equilibria, which is based on the Moser twist theorem [11] and a theorem of Cabral and Meyer [6] . The result is a determination of necessary and sufficient conditions for stability, including the case of third and fourth order resonance, which is readily applicable to the study of symplectic integrators. These conditions are sharpened for the case of reversible symplectic integrators. Limits on step size imposed by nonlinear stability are more severe than those imposed by linear stability. As an example, the leapfrog scheme actually has a step-size limitation of 71% of that predicted by linear analysis. It is envisioned that this analysis will offer (i) advice in the choice of a step size for an existing integrator and (ii) guidance for the construction of integrators that can take longer step sizes.
An early nonlinear stability analysis appears in [14] , where the Moser twist theorem is used to show stability for small enough step sizes for the leapfrog scheme applied to pendulum dynamics. Later work [13] showed stability under the assumption that the step size is not equal to one-third or one-quarter of the period of the discrete map. Also interesting is the article [10] , which shows that a stable resonance produces an oscillation with an amplitude that depends on the order of the resonance.
Not all nonlinear instabilities are due to resonances, e.g., [7, 3] . And in the case of molecular dynamics, it seems that discontinuous approximations such as truncated multipole expansions can produce instability [5] .
In section 2 we consider a general area-preserving (and hence two-dimensional) map y n+1 = M (y n ) which has a fixed point y * = M (y * ). The map M is said to be stable at equilibrium y * if for any > 0 there exists δ > 0 such that y 0 − y * < δ ⇒ y n − y * < for n = 0, 1, 2, . . . , (1.1) where y n , n = 0, 1, 2, . . . are the successive iterates. We write the recurrence in abbreviated style as
Linearized stability analysis imposes the following requirement on the Jacobian matrix of the map at the equilibrium point:
M (y * ) is similar to diag(λ,λ) for some λ = e iφ . (1.3) If, in addition, λ = ±1, we call y * an elliptic fixed point. Resonance of order r occurs if λ r = 1. We change to a representation in terms of complex variables,
and transform the map to a simpler form using the theory of normal forms for Hamiltonian systems. This changes the map z 1 = M z (z,z) to one of the following three forms:
The resulting map is used in section 3 to demonstrate instability under certain conditions and to prove stability under other conditions. Instability in the case of λ = 1 can be determined using the Cabral-Meyer result [6] given in section 3. We do not consider this case because it does not occur for the Newmark family of integrators we analyze in section 5.
In section 3 we show instability in the following cases:
In the same section we obtain sufficient conditions for stability at elliptic equilibria using the Moser twist theorem, together with a sharpened result of Cabral The other cases not covered by the theorems are very special in the sense that at least two equality conditions must hold. This is discussed further in section 3.
In practice the instabilities are most important for their implications when λ is close to satisfying an unstable resonance condition. What happens then is that the stability basin around the equilibrium point is small, or more specifically, the δ in the definition of stability is small [1, p. 392] .
The analysis has several limitations; for example, it is restricted to some neighborhood of an equilibrium, and it applies only to two-dimensional maps. Hence, we can depend on it only to give necessary conditions for stability, which are, of course, still very useful. At the same time, the stability results generalize somewhat to higher dimensional maps in the form of KAM theory [1, p. 411] . Consider a 2d-dimensional symplectic map whose Jacobian matrix at equilibrium is diagonalizable with eigen-
we have resonance of order r = r 1 + r 2 + · · · + r d . Unfortunately, instability is possible in higher dimensions, even if unstable resonances are avoided, through a phenomenon known as Arnol'd diffusion. A third limitation of the analysis is neglect of the effects of finite precision. It is shown in [19] that with minor adjustments in the implementation of the integrator the symplectic property is preserved in floating-point arithmetic; the effect on stability may be equally benign.
The detailed stability conditions simplify considerably if we restrict ourselves to a "reversible" area-preserving map with a fixed point y * = (q * , 0). The map (1.2) is reversible if RM (RM (y)) = y where R = diag(1, −1). These simplified conditions are obtained in section 4.
In section 5 these conditions are applied to the symplectic members [20] of the Newmark family of numerical integrators [12] . This is a one-parameter family of integrators for Hamiltonian systems, and it includes the leapfrog/Störmer/Verlet, Störmer-Cowell/Numerov, and implicit midpoint/trapezoid methods. We consider a Hamiltonian system with Hamiltonian
where we assume unit mass for simplicity and potential energy function
where ω > 0. The family of symplectic integrators depending on the parameter α is defined as follows: 
where h is the step size. Resonance of order 3 and 4 occurs for a step size h 3 and h 4 , respectively, given by 
2 ) < 0, the integrator is not stable at equilibrium. The choice α = 1 2 , which is the method LIM2 [21] , avoids resonances of orders 3 and 4. The choice α = 1 3 , which is the method EW [20] , avoids the generally unstable resonance of order 3. As examples, the analysis is applied to the case of a Morse oscillator and a Lennard-Jones potential. The fourth order resonance is stable in the case of the Morse oscillator if α > ) is not. This is consistent with the experimental findings in [15] .
Precise statements of the results are given in the remainder of the paper. Most of the proofs are separated from the statements of the results making the proofs easy to avoid.
Reduction of a map to a normal form.
The objective is to analyze the stability of the area-preserving map (1.2) at a fixed point y * = M (y * ). The map is assumed to be real analytic in some neighborhood of y * . The first part of the analysis is to construct symplectic transformations y = T (Y ) which are invertible and real analytic in a neighborhood of the fixed point and which simplify the form of the map. The transformed map retains both the area-preserving and stability properties of the original map M, but its simpler form facilitates stability analysis. The area-preserving property implies that | det M (y)| ≡ 1. We will assume that
which is the case for an area-preserving integrator that is consistent and depends continuously on the step size. If not, we can consider instead the sequence (q n , (−1) n p n ). In two dimensions a map M is symplectic if it satisfies (2.1). For certain facts relating to symplectic transformations, the reader is referred to [1, Chapter 9] , [8, Chapter 7] .
Note. The Moser twist theorem, which we invoke to prove stability, actually requires only that the map possess the following intersection property: if Γ is a nearly circular closed curve around the equilibrium point, then its image curve M (Γ) must intersect itself. This property is satisfied by an area-preserving map (and by a reversible Downloaded 02/24/16 to 128.210.126.199. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php map [4] ). To preserve this property, it would be sufficient to use transformations T that are merely real analytic. However, it is not a significant encumbrance to make use only of symplectic transformations T, and it serves to limit the number of free parameters in the maps. Also, many versions of the twist theorem do not require the map to be analytic but only to be C for some > 3.
First and foremost, the map will not be stable at equilibrium unless the Jacobian matrix M (y * ) is power-bounded. Property (2.1) implies that the product of the eigenvalues is 1. Hence, the linear stability requirement is violated unless both roots are of unit modulus, and the equilibrium will be stable only if M (y * ) is similar to diag(λ,λ) for some |λ| = 1. Henceforth, assume that M (y * ) is similar to diag(λ,λ) for some λ = e iφ . The first step of the reduction to normal form is to reduce the constant and linear part of the mapping to a pure rotation. The matrix diag(λ,λ) is similar to
Therefore, there exists a nonsingular matrix X such that
The matrix X can be scaled so that | det X| = 1. Perform the area-preserving affine transformation y = y * + XY, and the map (1.2) becomes
For algebraic convenience [1, p. 391] we introduce a complex variable z by writing
and the map takes the form
is a symplectic map only if the coefficients c m satisfy 
It is straightforward to show that being symplectic is equivalent to
For the assumed form of M z (z,z) this reduces to
from which we conclude (2.9).
A consequence of the lemma is that the map takes the slightly more special form 
is a real function of Q and P . An analytic symplectic transformation can be defined by using qP + S(q, P ) as a generating function of the second kind. It is well known (and is straightforward to verify) that the following implicitly defined transformation from (q, p) to (Q, P ) is symplectic:
The explicit form is 
Next a lemma follows, which we use for transforming a map. Lemma 2.3. Let N ≥ 2. Let M z be the map (2.25) where q N is a homogeneous polynomial of degree N and s N +1 (z,z) = O(|z| N +1 ) and let T N +1 be a transformation
where r N is a homogeneous polynomial of degree N and t N +1 (Z,Z) = O(|Z| N +1 ). Then the map M z under the transformation T N +1 transforms to a map of the following form:
If the terms of degree N vanish, then the transformed map is
Proof. Substituting the transformation T N +1 into M z we get
If the terms of degree N vanish, we have
Substituting this into (2.29), expanding q N (. . . , . . .), and using again the vanishing of terms of degree N gives the stated result.
The following theorem [2, p. 306] . is useful for reducing a map to a normal form. Theorem 2.4. Let z 1 = M z (z,z) be a symplectic map where we get
For N = 2 in Theorem 2.4, only third order resonance is possible, with resonant termZ 2 . For N = 3, only fourth order resonance is possible, with resonant termZ 3 . The following result will be useful in the next section for proving instability in the case λ 3 = 1. Theorem 2.5. If λ = 1, there exists a symplectic transformation of map (2.7) such that the transformed map satisfies
Proof. Use Theorem 2.4 to eliminate all terms other than third order resonant terms.
The following result will be useful in the two next sections for all other cases. 
Applying Lemma 2.3, we obtain
The coefficient of the Z 2Z term is
This simplifies to the expression given by (2.41) due to the relation c 11 = −2c 20 arising from the symplectic property (2.9). The forgoing also holds for λ 3 = 1, but c 02 = 0 if we omit the last term from the choice of r 2 (Z,Z). With the quadratic terms removed we turn our attention to the cubic terms. If λ 4 = 1, we perform a symplectic transformation to wipe out all cubic terms other than the Z 2Z term to obtain the normal form of the map given by Theorem 2. 
. . , N + 1 and if F is real and nonzero.
Proof. This is a variation of Theorem 2. To prove stability for cases of low order resonance, we need a stronger result. Remarks. In the important case when f is a nonzero constant, the Cabral-Meyer result overlaps with Theorem 3.1. The Cabral-Meyer result does not address the case where all zeros of f have multiplicity > 1.
Theorem 3.2 (Cabral-Meyer). Consider a real analytic area-preserving map of the form
The special form that is assumed for the degree N terms of map (3.2) is a consequence of the area-preserving property (see Lemma 2.1). The fact that these terms can be made to be 2π/r-periodic is a consequence of Theorem 2.4. (3.6) where C = |c 03 |. This can be expressed as
For case (1)(a), for which C = 0, stability follows from Theorem 3.2 with N = 3, r = 3, and f (3θ) = − 
Except for the very special case c 32 = 0 we can apply Theorem 3.2 to infer stability. The possibility of instability becomes even more special as we consider yet higher order resonances. And in the case where λ is not a root of unity there is no possibility of instability unless all the coefficients in the normal form vanish.
Application to reversible integrators.
The remainder of the paper considers the important special case where the area-preserving mapping (1.2) is reversible, meaning that RM (RM (y)) = y, (4.1) where R = diag (1, −1) . It is further assumed that the fixed point y * = (q * , 0). We continue to assume that mapping (1.2) is real analytic in some neighborhood of y * and that y * is an elliptic fixed point. In the reduction of the linear part to a pure rotation given by (2.4), (2.5) the reversibility property is generally not preserved. It is straightforward to show that it is preserved if the linear transformation matrix X is a diagonal. And the following lemma shows that a diagonal transformation is sufficient for the reduction of the linear part. 
for some real φ. The new map is reversible and area-preserving.
Proof. Forming the Jacobian matrices for each side of (4.1) gives 
We know that M (y * ) has eigenvalues λ,λ of unit modulus and hence |traceM (y * )| ≤ 2. This together with det(M (y * )) = 1 implies that ab ≥ 0. If ab = 0, then the matrix is triangular with two equal eigenvalues. Because it is diagonalizable, it must, in fact, be diagonal, in which case the lemma follows with ν = 1. If ab > 0, the transformed Jacobian matrix diag(ν, 1/ν) −1 M (y * )diag(ν, 1/ν) has the required from with ν 2 = a/b. Introduce a complex variable w as in (2.6) by writing
and the mapping (4.2) can be expressed w 1 = M w (w,w). Being reversible means that
Reversibility restricts the map to a form described by the following lemma. Only the forms of those terms of greatest interest in stability analysis are given.
Lemma 4.2. The map (4.2) has the form
and a, c, f, g are real.
Proof. Without loss of generality we can express the map w 1 = M w (w,w) as
The reversibility property (4.6) works out to be
Expanding this gives
where a, b, c are real, v 2 (w,w) is a homogeneous quadratic polynomial with real coefficients, and u 3 (w,w) and v 3 (w,w) are homogeneous cubic polynomials with real coefficients. Substituting this into (4.11) implies Substituting this into (4.11) implies
Define f and g to be the coefficients of the w 2w andw 3 terms, respectively, in u 3 (w,w), and define ic 30 and ic 12 to be the coefficients of the w 3 and ww 2 terms, respectively, in u 3 (w,w) + iv 3 (w,w).
Now that the reversibility property has been exploited, we make the symplectic change of variables 
The following theorem specializes the stability results of sections 3 and 4 to the map (4.18). 
and G := g + 2ac cos 
Proof. Comparing (4.18) and (2.7), we make the identification (2), and (3) of the result follow from Theorem 3.3.
Application to the symplectic Newmark integrators.
We consider a Hamiltonian system with Hamiltonian H(q, p) =
where
is assumed to be real analytic at q = 0.
We consider the one-parameter family of symplectic numerical integrators defined in the article [20] , which includes the leapfrog/Störmer/Verlet, Störmer-Cowell/ Numerov, and implicit midpoint/trapezoid methods. An integration step, depending on the parameter α, is defined as follows:
where h is the step size and the value F n+1/2 is defined implicitly as the solution of (5.3) if α = 0. This is the symplectic subfamily of the Newmark [12] family of methods. In the notation of [17, Equation (2.14)] γ = 1 2 gives the subfamily of symplectic methods and β corresponds to α above. We impose the restriction that
This will be shown to be necessary for stability. The reason for the subscript 2 will become apparent later, in (5.32). The goal is to obtain an expansion for (q n+1 , p n+1 ) in powers of q n and p n . As the first step we seek an expansion for F n+1/2 about q n+1/2 = 0 using (5.3) and the expansion We apply the implicit function theorem to the solution (q, F ) = (0, 0) of F + V (q + αh 2 F ) = 0, and existence and uniqueness is guaranteed for sufficiently small q n+1/2 if
which simplifies to 1 + αh 2 ω 2 = 0, and this holds because of assumption (5.6). Write
Substituting this into (5.3) and equating the coefficients of powers of q n+1/2 , we get 
Substituting for F n+1/2 and using q n+1/2 = q n + h 2 p n we get (5.14)
The determinant of the linear part of the map is 1. We require for linear stability the condition
which is equivalent to assumption (5.6).
We make the following symplectic transformation so that in the new coordinates, the linear part of the map is a pure rotation:
In the (Q, P ) coordinates, we get the map (5.19)
(5.20) In particular
The following theorem gives the stability of the integrator for most cases. 
Not all cases are covered by the theorem. Some cases not covered depend on higher than fourth derivatives of the potential V (q).
Proof of case (1) . We have c = where sign(x) is −1, 0, or 1 depending on whether x is negative, zero, or positive. Note that φ = −π/2. We have, using (5.25), For both potentials the implicit midpoint method (α = ) is not. This is consistent with the experimental findings of [15] .
