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ABSTRACT 
We consider defining systems for manifolds of possibly nonsquare matrices. The 
functions are algebraic expressions in the entries of the matrix. The systems are local 
in the sense of being defined on the sets of a predefined cover of the manifold with 
open and dense sets. We use bordered matrix techniques to characterize the manifold 
of matrices with a given rank. In the case of square matrices we give conditions to 
express that zero is an eigenvalue with a given algebraic multiplicity (and geometric 
multiplicity 1). In both cases the obtained systems have full linear rank; hence they 
define the underlying manifolds in a regular way and can be used analytically to obtain 
local parametrizations of the manifold or numerically to set up Newton systems with 
local quadratic convergence. 0 1997 Elsevier Science Inc. 
1. INTRODUCTION 
Parameter-dependent matrices A often arise in applications. In such 
cases the “right” question is usually not whether A has a certain rank or a 
Jordan normal form with particular features. Rather, the question is for which 
parameter values the matrix has the requested properties. From the computa- 
tional point of view, one wants functions of the matrix that express (at least 
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locally in the neighborhood of a given matrix) the desired properties. Prefer- 
ably, derivatives of these functions with respect to the entries of the matrix 
should be available (for use in computational methods such as Newton’s). 
For example, the determinant det A is a smooth function of the entries of 
A E lRnx”, and det A = 0 determines the matrices with rank deficiency at 
least 1 or, equivalently, those with at least one zero eigenvalue. These 
matrices do not form a smooth manifold. However, we can restrict to the 
open subset of matrices with rank at least n - 1. This means that at least one 
(n - 1) X (n - 1) submatrix is nonsingular, i.e. that A is in 
{ A E RnXn : A is singular, AA # 0} . 
It is known (and we shall see it again in Example 5.3) that this is a smooth 
manifold with dimension nz - 1. The function det A is a regular defining 
function for it, because in every matrix of the manifold the determinant is 
zero and has at least one nonzero derivative, i.e. one nonzero (n - 1) X 
(n - 1) minor of A. 
For large matrices the determinant may be hard to obtain except as a 
byproduct of an LU decomposition; even in this case there is no easy way to 
obtain its derivatives except by finite difference approximations. 
In this paper we discuss methods based on bordered matrices. Consider a 
block matrix M with the simple form 
M= (1.1) 
where A E [wPxq, B E [wPx(“-q), C E [wrlx(7L-P), D E (W(n-P)x(n-9)e Here 
p < n, q < n. If n - p, n - 9 are small, then we call (1.1) a bordered 
matrix. The block decomposition is sometimes numerically useful if A has a 
special structure or sparsity while the bordering matrices B, CT, D have no 
particular structure; see e.g. [ll, 3, 131. On the other hand, in many 
applications the reason for introducing the block partition of M in (1.1) is 
that the different blocks each have a specific meaning in the theory in which 
M arises; see [l, 9, 10, 151. 
For the purposes of this paper, however, the main reason is that the form 
(1.1) leads in a natural way to conditions (smooth functions of the entries of 
M) that express that the main block A has certain desirable properties. This 
idea goes back to [7]. 
The motivation for the questions that we discuss is in (numerical) 
continuation and bifurcation theory where the rank properties and the 
eigenvalues of the Jacobian matrix of a nonlinear system determine to a large 
extent the bifurcation and dynamic properties of the system. 
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In Section 2 we recall some known or easy results on the nonsingularity of 
bordered extensions of a possibly singular matrix. In Section 3 we generalize 
the singular value inequality proved in [4] to the case of nonsquare matrices. 
Such matrices appear naturally in bifurcation theory; see e.g. [6, 71. The 
singular value inequality relates the singular values of a matrix block to those 
of another block in the inverse matrix. This is obviously useful if the block in 
the inverse matrix is much smaller in size, as we expect in the applications. 
In Section 4 we use this result to obtain defining systems for the 
manifolds of possibly nonsquare matrices with given rank. These systems have 
full linear rank and so can be used to compute by regular methods the 
underlying manifolds of matrices with given rank. 
In Section 5 we consider conditions to express that A has multiple zero 
eigenvalues. Such matrices are essential in the theory of Takens-Bogdanov 
points and their generalizations (see [S, 121); therefore we call them TB 
matrices. We extend the results in [5] by all owing a nonzero lower right block, 
giving explicitly the open sets in which the systems are defined and proving 
that the obtained system has full linear rank. 
Finally, in Section 6 we consider a generalization to a case where A has 
more than one Jordan block with zero eigenvalue, and we make some 
remarks on related problems. 
Computation of the dimension of manifolds of matrices with certain given 
Jordan blocks is a minor part of our results. If one is mainly interested in this, 
one should rather study [14] and [2], where this problem is treated (and 
solved) in a global way. 
2. CONSTRUCTION OF NONSINGULAR BORDERED MATRICES 
In this section we prove some general results on matrices of the form 
(1.1). The first one is sometimes called Keller’s lemma; actually it is a rather 
simple observation even in the somewhat generalized form that we present. 
We will say that two linear subspaces of [w” are transversal if together they 
span [w”. 
PROPOSITION 2.1. Let A E R PxY, and suppose that A has rank r < 
min( p, q). Let n be an integer with n > p, n > q, and let M be defined as in 
(1.1) with B E [WPx(npq), C E [Wqx(n-P), D E [W(n-P)x(n-q)_ Then: 
(1) Zf r + n < p + q, then M is singular. 
(2) Zf r + n = p + q, then M is nonsingular if and only if B spans a 
subspace transversal to the range of A and C spans a subspace transversal to 
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the range of A T. In this case B and C have rank n - q and n - p (full 
column rank) respectively. 
Proof. By paddi g n out a matrix with an additional row or column its rank 
increases by at most one. Hence the rank of M is at most r + (n - q) + 
(n - p). If M is nonsingular, this implies r + (n - q) + (n - p) > n, i.e. 
r+n>p+q. 
Now assume r + n = p + q and that M is nonsingular. Then the columns 
of A and B together must span R p. Since B has n - q = p - r columns 
and since the columns of A span an r-dimensional space only, this implies 
that B has full column rank and spans a subspace transversal to the range of 
A. The results on C are proved similarly. 
Conversely, assume that r + n = p + q and that B and C span sub- 
spaces transversal to the range of A and the range of Al‘ respectively. Then 
the ranges of A and B have only the zero vector in common, and so have the 
ranges of A’ and C. To prove that M is nonsingular, suppose that AX + 
By = 0, CTx + Dy = 0 where x E [w”, y E R”-q. From the first equality it 
follows that AX = By = 0. Since B has rank II - q, this implies y = 0. Now 
we have Ax = 0, CTx = 0. Since A”, C are transversal, this implies x = 0. 
??
In some applications A E [w ~~4 with rank r is given and one wants to 
choose a minimal n and B E [Wpx(n-f/), C E [wYx(“-P), D E [W(n-l’)x(rL-‘/) 
such that M is nonsingular. Proposition 2.1 shows that n = p + q - r is 
minimal and that a generic choice of B, C, D will do. For practical purposes, 
“generic” here means that B, C, D could be generated by a random number 
generator. Of course one might want to choose B, C, D in such a way that M 
is optimal in the sense of have a minimal condition number. If the kernels of 
A and AT are known, this can be accomplished. We recall that to each matrix, 
e.g. A E [wPx4, we can associate its singular values a,(A) > a,(A) > *a* > 
q,,in(p ,_,) > 0. If A is square, then its spectral condition number K(A) is the 
ratio between the largest and smallest singular values. We have the following 
result. 
PROPOSITION 2.2. Suppose that A E [WP”’ ha.s rank r < min( p, q) and 
n = p + q - r. For any B E [WPx(rr-c/), C E [WVx(V’), D E ~(“-?‘)x(“-‘/) 
with M defined by (1.1) we have 
g,(M) 2 a,(A), (2.1) 
a,,(M) G a,(A), (2.2) 
a,( A) 
K(M) > __ 
a,( A) . (2.3) 
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If we choose D = 0 and B, C such that their columns form orthogonal bases 
for the kernels of A T, A respectioely and the norms of the columns of B, C are 
between CT~,( A) and a,( A) (bounds included), then the lower bound K(M) = 
(T~( A)/a,( A) is reached. 
Proof. The spectral norm of a matrix does not decrease if we pad out the 
matrix with additional rows or columns; hence (2.1) is obvious. Now by the 
definition of singular values there exist a (4 - r + D-dimensional subspace V 
of [w” such that 11 Avll < a;( A)llull for all TV E V. Since C has only n - p = 
q - r columns, there exists a nonzero 2) E V such that CT0 = 0. If we set 
then II MwII = II Avll < u~,(A)llvll = a;(A)llwll. Hence (2.2) follows. We now 
prove the statement on how to reach the lower bound of K(M) by an 
appropriate choice of B, C, D. First remark that A has a singular value 
decomposition A = UTAdV where U E Iw rxP and V E [w” xq are orthogonal 
matrices and A, = Diag,, ,(a,, . . . , err, 0, . . . , 0). Then 
Now it is easy to see that the matrix on the right hand side has condition 
number a,( A)/q( A) f i we choose D = 0, and B, C so that UB, VC have 
columns with norms between a;( A) and a,( A) and the columns of UB, VC 
form orthogonal bases for the kernels of As and A, respectively. These 
conditions are equivalent to the conditions on B, C, D given in the 
proposition. ??
3. THE SINGULAR VALUE INEQUALITY 
Suppose that a block matrix M of the form (1.1) is nonsingular. Can we 
manipulate M to obtain information on the rank of A? We shall prove a 
result in this direction, generalizing the main result in [4] (where only the 
case of a square A is considered). 
We first f= some notation. It is convenient to pad out the singular values 
of every matrix with trailing zeros, i.e., v~( A) = 0 if A E [WmX n and i > 
min(m, n). 
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Let us recall from [4] the following result. 
PROPOSITION 3.1. Let 
M= 
be a nonsingular block matrix with A, B, C, D E [w”” “. Let the inverse 
be decomposed similarly. Then 
j%r all i. 
llMll-2q( A) G ri(s) -S llM-‘l12~i( A) 
Proof See [4]. 
PHO~OSITION 3.2 (The singular due inequality). Let 
M= 
be a nonsingular n X n block matrix with A E RP’q, B E [Wpx(“-q), C E 
[wqx(7L-P), D E [W(Wj)x(n-y), where p < n, q < n. Let the inverse matrix 
be decomposed 30 that P E RqxP, Q E RqX(“-P), R E [wpx(“-‘), S E 
[~(n-q)~(n-p). So M-’ is decomposed like MT, not like M. 
Put sA = midp, q), ss = min(n - p, n - q). Then 
IIMII-2~-,A_j( A) < u,~_~(S) < IIM-‘I12qA-j(A) (3.2) 
fir 0 <j < mids,, ss). 
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Proof. We shall gi ve the proof in the case where p < q, p + q < n. 
The other cases are similar. First we pad out M to form the matrix 
where x E [W(n-2~)x(n-P-9) y E [W(~-~F')XC~-P),~~~ 
(X y> = CLz"-2p,n-2p, 
p = 11 M 11. It is easy to see that k’ has a decomposition 
‘z 0 o\ 
~-l= 0 P Q 
0 RT s 
\u 0 0) 
Z ( 1 u = P-1L2p,n_2p. 
Now IlMll = llkfll, IIR-‘II = llM-‘11. By Proposition 3.1 we have 
for 0 < i < 12 - p. 
It is not hard to see that 
has n - p - q singular values equal to p and q - p singular values equal to 
zero in addition to the singular values a,( A) 0.. gp( A). On the other hand, 
S ( i 0 
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has q - p singular values equal to zero in addition to the a,(S), . . . , a,_,(S). 
By inserting these singular values into (3.3) and taking into account that 
S A = p, ss = n - q, and min(s,, ss) = p in our case, we obtain (3.2). ??
4. *DEFINING FUNCTIONS FOR RANK DEFICIENCY 
We will obtain defining systems for the rank r matrices A E [w PxY 
where r < min( p, q). A defining system is a collection of smooth (in our 
case, algebraic) functions of the entries of A whose null set is the set of rank 
r matrices and which has full linear rank at every rank r matrix. 
Our defining systems will be local in the sense of being defined on certain 
open subsets of Iw Px q only. These subsets have the form Z,( B, C, D) with 
B E [wPx(P-‘), C E [WVX(Vr), I) E [W(4-r)x(P-r) Here 
g( B,C, D) = {A E [wPxq : M(A) is nonsingular), (4-I) 
where 
M(A) = (4.2) 
The sets of the form Z?!( B, C, D) form an open cover of the (open) set of 
matrices A E [wPx4 with rank at least r; this follows from Proposition 2.1. 
This is still true if we restrict to matrices B, C with full rank. For this case we 
h ave : 
PROPOSITION 4.1. Let p>O, q>O, r<min(p,q), and let BE 
Rpx(p-r) with rank p - r, C E IR~~(“~~) with rank q - r, D E 
R(4-‘)x(P-‘). Then Y(B, C, D> is an open &nse subset of [wP”J. (We 
emphasize that the set itself is dense, not just the collection of all sets of this 
form>. 
Proof. First assume that r = 0. Then B, C are nonsingular square 
matrices. If A E LQ Pxq is not in the closure of Z( B, C, D), then there exists 
a neighborhood U of I in [w such that 
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is singular for all (Y E U. This implies that I, 9 - crCeTDB-lA is singular 
for all o E U. Since C - TDB-‘A cannot have an infinite number of eigenval- 
ues, this is impossible. 
Next assume that T > 0. Since the rectangular matrix B has full column 
rank, it contains a nonsingular (p - r) X (p - r) block. Without loss of 
generality we can assume that this is the upper block. Now if the lower left 
q X q block in (4.2) is singular, we can make it nonsingular by an arbitrarily 
small perturbation of the last T rows of A. The result then follows by an 
application of the case T = 0. ??
Now let M(A)-’ be decomposed as in Proposition 3.2 with n = p + 
q - r. In this notation ss = min(n - p, n - q) = min(q - T, p - r-1 < 
min(p, q) = sA. By th e singular value inequality (Proposition 3.2) S vanishes 
if and only if o;+ i( A) = 0, i.e., A has rank at most r. Since in %( B, C, D), 
A has rank at least r, we conclude that 
S(A) =0 (4.3) 
isasetof(p-r)X(q- ) q t r e ua ions that determines the matrices with 
rank T in Z(B, C, D). 
Since S arises as a block in M(A)-‘, there are two obvious ways to 
compute S. Either we can solve 
(4.4 
where V E R9x(q-r), or we can solve 
(W’ +(A) = (“~~~rw9 ‘r~-r) (4.5) 
where W E RPx(P-‘). 
In numerical applications it is often desirable to know the derivatives of 
S(A). There is a now classical method to obtain these if both (4.4) and (4.5) 
are solved. Indeed, by taking derivatives of (4.4) we obtain 
(4.6) 
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where z is any variable on which A depends (it might be just an entry of A). 
Multiplying (4.6) f rom the left by (WT S) and using (4.5), we find 
S; = -WTAzV. (4.7) 
The relation (4.7) can also be used to prove the following result. 
PROPOSITION 4.2. The system (4.3) is regular, i.e., its Jacobian matrix 
with respect to the entries of A has full rank ( p - r)(q - r). 
Proof. Suppose that H = (hjj)ij E R(p-r)x(q-r) is such that Ci j 
hij(S,)ij = 0 whenever z denotes an entry of A. By (4.7) we have 
Chij(W’A,klV)jj = 0 
i,j 
for every entry akl E A. Hence 
zhij(WT)ikVlj = 0 
i-j 
for all k, 1. Equivalently, VH T W 7‘ = 0. Since V, W are full rank matrices by 
(4.4) and (4.5) whenever S = 0, this implies that H = 0. ??
5. MULTIPLE ZERO EIGENVALUES 
A matrix A will be called a TB matrix of order k if it has zero eigenvalue 
with algebraic multiplicity k and geometric multiplicity 1. Equivalently, the 
Jordan normal form of A must contain a k X k Jordan block 
(0 1 0 ... 0’ 
0 0 1 *** 0 
. . . . 
. . . . . . . . . . (5-l) 
0 0 0 *** 1 
\o 0 0 ... o/ 
and have no other zero eigenvalue. It follows that A’ has rank deficiency 1 
for 1 < k; for 1 > k, A’ has rank deficiency k. 
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Every matrix with rank at least 72 - 1 is a TB matrix of some uniquely 
defined order, with the convention that a nonsingular matrix is a TB matrix of 
order 0. 
Foranyb,c E R”, d E Rwedefine%!(b,c,d)asthesetofall A E RnXn 
such that 
(5.2) 
is nonsingular. The sets %(b, c, d) with nonzero b, c form a cover of the 
nonsingular matrices with open and dense subsets of Rnx” (Proposition 4.1). 
Now we write powers of M(A) blockwise in the form 
M'(A) = A,( A) bd A) 
44 d,(A) (5.3) 
with A,( A) an n X n matrix, b2( A), c,(A) n-vectors, and d,(A) a scalar 
function (hence A, = A, b, = b, cl = c, d, = d). For all I we define 
u,(A) E R” and gr( A) E R by the system 
(5.4) 
We remark that the vectors uI and scalars g, can be obtained without 
explicit computation of the powers of M; (5.4) can be replaced by 
and 
for I > 1. 
Derivatives of gl can be computed by solving a sequence of 
systems dual to (5.51, (5.6). W e d f e me the vectors w1 E R” and scalars 
I,<kby 
(WX A) gr( A))M( A) = (0: 1) 
linear 
gz for 
(5.7) 
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and 
(4+,(A) sl+lw)wA) = (4x4 &(A)) F-8) 
for 1 = 1 , . . . , k - 1. This definition of g, is consistent with (5.5), (5.6) 
because in both cases g, is the lower right entry of [M’(A)]-‘. 
If z denotes any variable on which A depends (it might be just an entry 
of A), then by taking derivatives of (5.4) with respect to z, multiplying from 
the left by <w: gl>, and taking (5.7, 5.8) into account, we obtain 
& = -w:Azq - w;-~A~v~ - ..a -w;A;vt. (5.9) 
To characterize in Z(h, c, d) the TB matrices A of order k we need the 
following lemma. 
LEMMA 5.1. Let A E %(b, c, d), and let A,, b,, q, d, be defined as 
above. Then 
1. For each k > 1, A, can be written as 
A, = Ak + Ak-“bC1‘ + Ak-:3bCTA + Ak-lbCTA” + . . . +b&Ak-z 
+ Tk_Sbc’ + Tkp,bcTA + ... +T,,bcTAk-3. 
In this expression TJ is a sum of terms each of which starts with A’b **a with 
1 <j. 
2. For each k > 1, b, is in the Krylov subspace spanned by 
{b, Ab, A’b, . . . , Ak- ‘b]. 
3. lf A is a TB matrix of order > k, then A, is a singular matrix. The 
Kylov vectors b, Ab, _ . . , Ak ‘b are linearly independent. Together with the 
(n - k)-dimensional range space of Ak, they span R”. 
4. If A is a TB matrix of order > k, then A, is a singular matrix. The 
Kylov vectors c, ATc, . . . , ( AT jk ’ c are linearly independent. Together with 
the (n - k)-dimensional range space of (AT)“, they span R”. 
5. lf A is a TB matrix of order k, then Ak+ r is nonsingular. 
Proof. To prove claim 1 we note that 
A, = A" + bc’, A:, = A” + bcTA + AbcT + bcTd. 
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So A, and A, have the required form. By applying the obvious recursion 
formulae 
A k+ 1 = A,A + bkcT, bktl = A,b + b,d 
successively, we find the full recursion formula for A,: 
Ak+l = A, A + Ak_,bcT + Ak_,bcTd + Ak_,bcTd2 + ... 
+ AbcTdkp2 + bcTdkp’. 
This formula can be used in a straightforward induction argument to prove 
that A, has indeed the form requested in claim 1. 
Claim 2 follows by induction from another recursion formula for b,, 
namely b,, 1 = Ab, + bd,. 
To prove claim 3 we remark that by claim 1 the space Ak(R”) is spanned 
by the (n - k)-dimensional space Ak(R”> and the k - 1 vectors 
b, Ab,..., Akm2b. Hence A, is singular, and bk must span a space comple- 
mentary to Ak([W”). By claim 2 this implies that Ak- 'b is a complementary 
vector to Ak(R!“). 
Claim 4 follows from claim 3 by duality. Indeed, if A E %(b, c, d), then 
obviously AT E %(c, b, cl). The further details are straightforward. 
To prove claim 5 we assume that A,, ,c = 0. Using claim 1 with k + 1 
instead of k, we find that Ak+t + Ak-‘b(cTt) is in the Krylov space 
spanned by b, Ab, . . . , Ak-“b. Since Ak+t E Ak([Wrr), this implies by claim 
3 that cTt = 0. Now we see that the term Tk_ 2bcT vanishes. The terms 
?;bc7‘Ak- “-j[ for j < k - 3 are all in the Krylov subspace spanned by 
b, Ab,. . . , A’;- “b. Hence cTAg = 0, and by further repetition we find that 
c*Azt = . . . = cTAk- !$ = 0. Finally Ak+ t = 0. Hence A’[ = 0. By claim 4 
this implies that 5 = 0. ??
We now prove our main result. 
PROPOSITION 5.2. The set of TB matrices of order at least k is a smooth 
manifold with dimension n2 - k in the set of all n X n matrices. Consider any 
b, c E R”, d E IR, and let g,(A) be defined by (5.5)-(5.6) in %/(b, c, d). 
Then in SY(b, c, d) the manifold of TB matrices of order at least k is the 
solution set of the system 
gl( A) = g2( A) = ... = gk( A) = 0 (5.10) 
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and this system has full linear rank k. Moreover, the set of TB matrices of 
order k is a smooth submanzfold with the same dimension and characterized 
in Z/(b, c, d) by (5.10) and &+ ,(A) # 0. 
Proof. First suppose that A is a TB matrix of order k. By Lemma 5.1 
(parts 3 and 4) A, is a singular matrix for 1 < k and A, + 1 is nonsingular. The 
singular value inequality then implies 
g,(A) = ... = &(A) = 0, gk+ I( A) f 0. (5.11) 
Since in %/(b, c, d) every matrix is a TB matrix of some order (0 if A is 
nonsingular), this implies that, conversely, every matrix that satisfies (5.11) is 
a TB matrix of order k. 
To prove that the system 
Lyr, . . . , ak are scalars such that 
(5.10) has full linear rank, suppose that 
ffl g1z + *** to,& = 0 (5.12) 
for all variables z on which A may depend. By using (5.9) and replacing z 
successively by all entries of A we obtain 
arz)rw; + ff&rw; + 0,2w;) + ... +‘+rw; + *** +v)kw;) = 0. (5.13) 
From (5.5) and (5.6) we infer that 
M(A)( “2) = (;+ M(A)( ‘ii?) = (viz) (5.14) 
for i > 1. Now from (5.13), (5.14) we infer that 
qw; + . .._taWT=o kk > 
(5.15) 
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Applying (5.14) again, we obtain 
a,tl,w; + c+p; + v,wg + ... +ak(up;_2 + ... +u~_p;) = 0. 
(5.17) 
Repeating this procedure, we finally obtain cqviw~ = 0; since oi # 0, wi # 
0, it follows that CY~ = 0. By substituting this in the previous expressions we 
obtain CQ _ i = 0 and so on. ??
EXAMPLE 5.3. The simplest case in Proposition 5.2 is with k = 1. The 
manifold is the set of singular matrices with rank deficiency 1, i.e. the one 
considered in the introduction. Suppose that A E ‘Z(b, c, d), and let M(A) 
be defined as in (5.2). From (5.5) we obtain 
det A 
&(A) = det M(A) ’ 
i.e., g,(A) can be viewed as a scaled form of the determinant function. By 
taking derivatives we find 
det M(A) det, A - det, M(A) det A 
g1z = 
[det M(A)]’ * 
At points of the manifold we have det A = 0; hence 
det, A 
g1, = det M( A) 
If in particular z denotes an entry of A, then detz A is the minor of that 
entry in A; hence glZ( A) is nonzero for at least one choice of z as an entry 
of A. 
EXAMPLE 5.4. Consider the case n = 2, k = 2 in Proposition 5.2. Let us 
denote 
. 
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Consider the case b = (0, l)‘, c = (1, O)r, rl = 0; we have 
Now A E %(b, c, d) if and only if q2 f 0. This shows that %(b, c, d) is 
open and dense in the set of all 2 X 2 matrices, as expected from Proposition 
4.1. After some easy computations we find 
and 
det A 
g,(A) = 
a12 
(5.18) 
&(A) = 
(det A)2 - a,2 tr A 
7 
a& 
(5.19) 
It follows that gl( A) = 0 if and only if A is singular, while gi( A) = gz( A) 
= 0 if and only if det A = tr A = 0, i.e. if and only if A has two zero 
eigenvalues. This confirms Proposition 5.2. The rank property in Proposition 
5.2 can be shown by taking derivatives of (5.18) and (5.19) and evaluating 
them at points where det A = tr A = 0. We obtain 
J(t?l, g2) -u2,/q2 - 1 da12 
~(a,,,~l,,a,l~a22) = 0 0 - l/a12 
. (5.20) 
This matrix obviously has full rank. It follows that the manifold of nonvanish- 
ing 2 X 2 matrices with two zero eigenvalues has dimension 4 - 2 = 2. 
6. FURTHER GENERALIZATIONS 
It is possible to extend the results in Sections 4 and 5 to some other 
situations. As a model example we prove the following result: 
PROPOSITION 6.1. Let A2,z denote the set of n X n matrices with Jordan 
normal form 
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where J1, Jz are Jordan blocks with eigenvalue zero and dimension at least 
two, and where * denotes Jordan blocks with eigenvalue diferent from zero. 
Then kz,2 is a smooth manifold with dimension n2 - 8 in the set of all 
n X n matrices. Let B, C E Rnx2, D E R2x2, and define SY( B, C, D) as the 
set of all A E RnXn such that 
M(A) = 
is nonsingular. The sets of the form Z( B, C, D) form an open cover of the 
matrices with rank > n - 2; if we restrict to matrices B, C with full rank 2, 
then %( B, C, D) is dense in Rnxn; see Propositions 2.1 and 4.1. 
Let V,(A),V,(A),W,(A),W,(A) E Rnx2, G,(A),G,(A) E [w2’” beo!e- 
fined by 
(6.1) 
(6.2) 
(W:(A) G,(A))WA) = (O,Tx2 12x2)> (6.3) 
(KY A) G2( 4)W A) = (W A) Gd 4). (6.4) 
Then in %( B, C, D), J2, 2 is the solution manifold to 
G,(A) = 0, (6.5) 
G2( A) = 0, (6.6) 
and these eight equations form a regular defining system for J2,2 in 
%(B, C, D). 
Proof. The requirements on the Jordan normal form amount to saying 
that A has rank deficiency 2 and A” has rank deficiency 4. The first 
condition and the singular value inequality together imply (6.5). The second 
condition implies that the upper left n X n block A’ + BCT in M(A)” has 
rank deficiency at least 2; by the singular value inequality this implies (6.6). 
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Now suppose that (6.5), (6.6) hold. The first assumption implies that A 
has rank deficiency 2. The second assumption implies that A2 + BCT has 
rank deficiency 2. Now let (A2 + BCT>t = 0, 5 # 0. From 
and (6.11, (6.5) it follows that CT[ = 0. Hence A% = 0, A( # 0. This implies 
that the kernel of A2 contains the kernel of A and the kernel of A2 + BCT; 
these two kernels have only the zero vector in common and therefore A2 has 
rank deficiency 4. (A higher rank deficiency is impossible, since A has rank 
deficiency 2.) 
Finally, let us prove that (6.5), (6.6) form a regular system. Suppose that 
CY, p E R2x2 are coefficient matrices such that 
C’Yij(Gr)ijz + CPij(Gz)ijz = 0 (6.7) 
i.j i.j 
for every variable z on which A depends. As in Section 5, we can prove that 
(G,), = -W;rAzV,, (Gr)ij, = -WzAZVrj, 
(G,), = -W:A,V, - W,TA,V,, (G2)ijz = -W;AzVzj - W;A,Vrj. 
Taking for z the (k, I> entry of A, we obtain 
CGl)ij.(k,l) = -(wl)ki(vl)lj~ 
tG2)ij,(k,l) = -Cw2)kiCvl)lj - (Wl)ki(V2)lje 
Inserting these expressions in (6.7), we obtain 
V,aTW,T + v, p’w,’ + v, PTWT = 0. 
Now from (6.11, (6.2) we infer that 
(6.8) 
.“(A)( vla;w’) = (&;). 
M(A)( “‘;“‘) = ( p;w;), 
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Combining this with (6.8), we obtain 
Hence (Y = p = 0, since V,, W, have full rank 2. 
REMARK 6.2. Proposition 6.1 easily generalizes to the case of more than 
two Jordan blocks, each of them having dimension larger than 1. A more 
interesting situation (because of the lower codimension in the space of all 
matrices) arises for the matrices with two Jordan blocks only one of which has 
dimension larger than 1. Applying the methods in this paper, one can prove 
that these are characterized by the fact that G,(A) = 0 and G,(A) has rank 
1, where G,(A), G,(A) are defined as in (6.1), (6.2). The rank condition 
might be expressed e.g. by det G,(A) = 0. We have not proved that the 
resulting system of five equations has full linear rank. 
We thank two referees of this paper for several remarks that have 
improved the presentation and also for bringing (21 and [I41 to our attention. 
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