This paper proves the existence, uniqueness and continuous dependence of a solution of a class of nonclassical hyperbolic equations with nonlocal boundary and initial conditions. Results are obtained by using a functional analysis method based on an a priori estimate and on the density of the range of the linear operator corresponding to the abstract formulation of the considered problem.
Introduction
In this article, we prove the existence, uniqueness and continuous dependence on a solution of a class of nonclassical hyperbolic partial differential equations with nonlocal boundary and initial conditions. Results are obtained by using a functional analysis method based on an a priori estimate and on the density of the range of the operator corresponding to the abstract formulation of the considered problem. The precise statement of the problem is of the form: , where and are given functions. +ß 0 ß ß ß Iß F G . ; Mixed problems with integral conditions for parabolic equations are studied by different method in Batten [1] , Cannon [14] , Kamynin [22] , Ionkin [19] , Cannon and van der Hoek [17, 18] , Yurchuk [25] , Benouar and Yurchuk [2] , Cahlon, Kulkarni, and Shi [15] , Cannon, Esteva, and van der Hoek [16] , Byszewski [11] , Lin [23] , Shi [24] , Bouziani [3] [4] [5] , BouzianiBenouar [7] , Jones, Jumarhon, McKee, and Scott [19] , and Jumarhon and McKee [20] . A mixed problem with integral condition for a second order pluriparabolic equation has been investigated by Bouziani [6] . Nonlocal nonlinear hyperbolic problems were studied by Byszewski [9] [10] [11] , by Byszewski and Lakshmikantham [12] , and by Byszewski and Papageorgiou [13] . A mixed problem with integral conditions for a second order classical hyperbolic equation has been treated under growth conditions in Bouziani and Benouar [8] . The results of the paper are generalizations of those given in [8] [9] [10] [11] [12] . These findings are also continuations of those obtained by the author in [8] .
The paper is organized as follows. In Section 2, we state three assumptions on the functions involved in problem (1.1)-(1.4) and we reduce the posed problem to one with homogeneous boundary conditions. In addition, we present an abstract formulation of the considered problem and we define the strong solution of the problem. In Section 3, the uniqueness and continuous dependence of the solution are established. Finally, in Section 4 we prove the existence of the strong solution and offer remarks on its generalizations.
Preliminaries
First, we begin with the following assumptions on function : + Assumption A1:
Assumption A2:
, ; ;
In Assumptions A1-A2, we assume that are positive constants. We also, -Ð3 oe !ß á ß *Ñ 3 assume that the functions and satisfy the following: F G Functions and satisfy the compatibility conditions:
oe Ð!ß> Ñß oe Ð> ß!Ñ . .
, , [respectively (1.4 ] to an equivalent problem with +Ñ ,Ñ homogeneous conditions by assuming that we are able to find a function ? oe ?ÐBß > ß > Ñ " # defined as follows:
; respectively Consequently, we have to find a function , which is a solution of the
Ð#Þ"Ñ f We recall that is a scalar product on for which is not complete.
We denote by a completion of for a scalar product defined by (2.5). The
: : # L ÐÐ!ß X Ñ F Ð!ß ,ÑÑ Ð: oe "ß #Ñ P ÐÐ!ß X Ñ ‚ Ð!ß X Ñß F Ð!ß ,ÑÑ , respectively]. The operator is considered from to , where is the Banach space consisting of functions
having finite norms
and satisfying conditions (2.3), (2.4 [(2.4 ) , respectively], and is a Hilbert space of +Ñ , J vector-valued functions with the finite norms Ð0 ß ß Ñ : < ² Ð0ß ß Ñ ² À oe ² 0 ²  ² ² : < : 
Uniqueness and Continuous Dependence of the Solution
In this section we will prove an a priori estimate. The uniqueness and continuous dependence of the solution upon the data presented here are direct consequences of the a priori estimate. 
where is a constant independent of . - ! ? Proof: Taking the scalar product, in , of equation (2.1) and
Integrating (3.2) over , where and , we have
It is easy to see that
3)-(3.5) and from Assumption A1, we get
To finish the proof of Theorem 1, we will need the following result: Lemma 2: If and are nonnegative functions on the rectangle , is
integrable on , and is nondecreasing in with respect to
each of its variables separately, then
is a consequence of the inequality
The proof of the above lemma is analogous to the proof of Lemma 1 in Bouziani [6] .
Continuing the proof of Theorem 1, we apply Lemma 2 to (3.6). For this purpose, we denote the left-hand side of (3.6) by
, and the sum of three first integrals on the 0 Ð ß Ñ " " # 7 7 right-hand side of (3.6) by . This procedure eliminates the last integral of the right-
hand side of (3.6) and yields:
According to Lemma 1, we bound below the first and the third terms on the left-hand side of (3.7) and we bound above the third and the fifth terms on the right-hand side of (3.7). Consequently, we obtain
Since the right-hand side of inequality (3.8) does not depend on and , then, in the left-7 7
" # hand side of (3.8) we can take the supremum with respect to from to . 7 : : ! X Ð: oe "ß#Ñ Therefore, we obtain (3.1) with . The proof of Theorem 1 is complete. -oe -"Î# "# Proposition 1: The operator from to has a closure. P F J The proof of the above proposition is similar to the proof of Proposition 1 in Bouziani [4] . Theorem 1 can be extended to cover strong solutions by passing to the limit. 
Existence of the Solution
In this section we concentrate on the existence of the strong solution of problem (2. 
. See Lemma 2 in Bouziani [3] . Proof: Relation (4.4) implies that (4.1) can be written in the form
Integrating by parts, each term of (4.5), we obtain
According to Assumptions A1 and A2, we get
Observe that
Adding inequalities (4.10)-(4.15) and applying (4.5), we get
Inequality (4.16) is basic in the proof of Proposition 2. In order to apply inequality (4.16), we introduce a new function by the formula )
Consequently, , ?ÐBß X ß > Ñ oe ÐBß = ß > Ñß ?ÐBß > ß X Ñ oe ÐBß > ß = Ñ
Therefore (4.16) yields 
