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TABLE I 
MBAN SQUARE ERROR OF PROCESSED PICTURES 
Data Compression Ratio 4 
Mean 
Condition Eigenvalues Square 
Kernel Number Used Error 
Cubic spline 27.34 64 0.7068 
62 0.7283 
60 0.7567 
Modifier cubic spline 1 64 0.658 
Hamming window function 10.21 64 1.699 
62 0.8219 
60 0.853 
Modified Hamming 64 0.695 
Data Compression Ratio:: 7 
Mean 
Condition Eigenvalues Square 
Kernel Number Used Error 
Cubic spline 21.47 48 2.07 
46 2.13 
44 2.2 
Modified cubic spline 1 48 2.02 
Hamming window function 5.95 48 0.87 
Modified Hamming function 1 48 1.46 
the same. Thus the modified algorithm may be written as 
follows. 
Step 1: Define the rectangular transform kernel for a given 
data compression ratio. 
Step 2: Decompose the kernel into its eigenvalues and eigen-
vectors. 
Step J: Select A1i{;x the largest of the eigenvalues. 
Step 4: Reconstruct the modified kernel [AmodJ using the 
equation 
m 
[Amod J := A1i{:x L Uivi-
i=l 
Step 5: Determine the pseudo inverse of [Amod J. 
IV. SIMULATION 
A diagonally dominant matrix can be considered as an inter-
polation matrix for which piecewise polynomial functions are 
very good. Here, three such kernels are derived from cubic B 
spline functions (CSF) [2] ,Hamming window functions (HWF) 
[3], and Gaussian distribution functions. Random test data 
of length N = 64 are processed by these rectangular transforms 
for a compression ratio of 4 by transform kernels of size n := 
64 and m = 16. The results are given in Figs. 1-3. It is seen 
that the retransformed data almost agree with the input data. 
The error reduces initially with the increase in the number of 
eigenvalues (MM) chosen for calculation of pseudoinverse, 
but later there is not much difference. The kernels are modified 
as per the algorithm given in Section III, and processed results 
are given in Figs.'4-6. In comparison with the processed data 
through the original transform kernels, mean-square error has 
been reduced considerably. 
The algorithm described in Section II-B is used to process 
real data, shown in Fig. 7, photo 1, of size 128 X 128 and 8 
bits per pixel. This image is transformed to 64 X 64, 8 bit 
data first and then retransformed to the Original size by an 
inverse using different numbers (MU) of eigenvalues. As in 
one dimension, the results show that there is considerable im-
provement in the retransformed image with the increase in the 
eigenvalues used for pseudoinverse. The signal-to-noise ratios 
(SNR) of processed images are given in Table 1. A blurred 
image is obtained as the compression ratio is increased. Noise 
is very large as the data are compressed to 0.5 bits/pixel. 
An optimized picture using the Davidon, Fletcher, and 
Powell method (5) is given in 8, photo 3. Here the kernel 
used is derived from the Gaussian distribution function. 40 
eigenvalues are selected first and two eigenvalues are optimized 
by using autocorrelation properties. Only a 4 by 4 autocorrela-
tion matrix of a 32 X 32 data matrix is evaluated instead of 
the complete data. The picture obtained is reasonably good. 
Pictures are processed through modified rectangular trans-
forms having a condition number equal to unity and are shown 
in Fig. 8. Data of compression of the order of 7 is obtained 
for a reasonably good pictUre quality. Out of the three kernels, 
the one derived from the Hamming window function is the 
best. For comparison, the processed picture through a trans-
form using the Hanning window function is also shown. 
V. CONCLUSIONS 
A rectangular transform is used to get data compression in a 
real image. The results show that a reasonable amount of .data 
compression is possible with fairly simpJe means. Additional 
amounts of compression are obtained with modification of the 
kernels with reduced value for the condition number C. 
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Adaptive Realizations of the Maximum Likelihood 
Processor for Time Delay Estimation 
D. H. YOUN A'>D V. J. MATHEWS 
Abstract -This correspondence introduces an adaptive realization of 
the maximum likelihood (ML) processor for time delay estimation 
(TDE). Also presented is a modified ML processor, which requires less 
computations but still performs better than the other when imple-
mented in an adaptive way. Widrow's least mean square (LMS) adap-
tive filter algorithm is used to implement the two methods. Simulation 
results comparing t11ese processors with other existing adaptive TDE 
algorithms are also presented. 
I. INTRODUCTION 
We consider the two-sensor time delay estimation (TDE) 
model given by 




where s(k) denotes the source signal; w1 (k) and Wz (k) are 
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additive rioises; x I (k) and x 2 (k) are signals received at two 
spatially separated sensors; D is the time delay parameter which 
is assumed to be an integer multiple of the sampling interval; 
and k is a discrete time index. It is assumed that s(k), WI (k), 
and Wz (k) are mutually uncorrelated zero-mean Gaussian ra·n-
dom processes. 
Most approaches for TDE have been shown to be related 
through the generalized cross-correlation (GCC) method [11. 
lt has been shown [1] that if the received signals are stationary 
and Gaussian, the maximum likelihood (ML) processor, which 
is one of the GCC methods, is optimum in the minimum mean 
squared TDE error sense. The time delay estimate f5 for the 
ML processor is given by the argument m = f5, which max-
imizes the relevant GCC function given by 
R12(m)=F-J 1I'12(fW e j &12(f)} (2a) 
\1 lI'l2 (fW 
where 
e j& 12 (1) = Gdf)/j G l2 (f)1 = e j21TfD (2b) 
and 11'12 (f)1 2 is the magnitude-squared coherence (MSC) func-
tion of x I (k) and x2 (k) 17 J. In (2a)-{2b), G 12 (f) is the cross 
power density spectrum (cross-PDS) Ofxl (k)and xz(k),G ll (f) 
and G2Z (f) are the auto-PDS's of Xl (k) andx2(k),respectively, 
and F-l {-} denotes the inverse Fourier transform (1FT) of 
{'}. 
II. ADAPTIVE ML PROCESSOR FOR TDE 
The phase functions in (2b) can be reexpressed as 
e j012 (f) = -~::..:..:..........!:~..:...-I G 12 (f)/G Z2 (f) I 
while 
I 1
2 G2l (f) 
'Y uCf) = G
22 
(f) . G 11 (f) . 
(3a) 
(3b) 
From (3a) and (3b) we can see that the adaptive estimation 
of R 12 (m) in (2a) boils down to the adaptive estimation of 
G 12 (f)/G 22 (f) and GZ1 (f)/G 11 (f). 
Now, let us define /:lij(m) for i, j = 1,2, or 2, I as 
hij(m) =F-1 {Gj/(f)/Gjj(f)}, Iml";;M. (4) 
In this correspondence, we use Widrow's LMS algorithm [2J 
to estimate hij(m) in a recursive manner, since the relevant 
time delay estimator can be used to estimate time-varying 
delay functions {3} -[ 6}. The LMS algorithm is given by 




ej(k) = xj(k) L hi/em, k) xj(k - m). (Sb) 
m=-M 
In (Sa), hi/em, k) denotes an estimate of hij(m) at time k and 
J.1. is the convergence parameter [2J. When a time delay esti-
mate is given by m f5 where hjj(m, k) is maximum, the ap-
proach has been called the LMSTDE (LMS adaptive filter for 
TDE) algorithm [3]-[6}. 
Now, from (4), taking the Fourier transform (FT) of the 
estimated system function with respect to m yields 
(6) 
where F {.} denotes the FT of {.} and the carets represent 
estimated quantities. From (2a)-(6), the ML processor in 














Fig. L (a) Estimated Gee function of the LMSTDE algorithm. (b) 
Estimated Gee function of the AMLTDE-l algorithm. (c) Estimated 
Gee function of the AMLTDE-2 algorithm. 
R(i)(m k) 12 , F-1 I 19df, k)j2 fi12 (f, k) } \1 - 1 112(f, kW [fi12 (f, k)1 (7) 
where 111z(f, k}12 is estimated using a pair of LMS adaptive 
filters [7]. That is 
(8) 
The above adaptive realization of the ML processor will be 
referred to' as the AMLTDE-I algorithm. 
Now, let us consider the case where Hu(f) = 0 in some fre-
quency band (Le., band-limited source signal). Then the phase 
function in (3a) is not defined in the frequency band where 
HIZCf) = 0 or G I2 (f) = 0, and therefore the normalization of fi I2 (f, k) with its magnitude results in emphasizing the fre-
quency band where only estimation errors exist. This suggests 
that, since the time delay information is contained in the phase 
function in (2b), we may be able to avoid the above problems 
by not normalizing fi 12 (f, k) at all, at the same time retaining 
all information on the time delay involved. Thus motivated, 
we define the AML TDE-2 algorithm as 
R(2)(m k) 12 , (9) 
III. SIMULATION RESULTS 
The source signal s(k) was generated by processing a white 
Gaussian random. signal through a iOth-order Butterworth 
low-pass filter with the cutoff frequency of 100 Hz and the 
sampling frequency of 2000 Hz. Also, the signal-to-noise 
ratio of the received signals is given by 1/16, while the delay 
parameter is D 4 (samples). 
In Fig. lea), (b), and (c), typical GCC function estimates 
A "( 1) . A( 2) I I h12(m, k), R12 (m, k), and R12 (m, k) for m ";;30, J.1.= 
0.0002, and k 6000 are displayed. Also, the relevant fre-
quency domain weighting functions and 1112 (f, 6000) 12 , 
averaged over the 20 trials, are presented in Fig. 2(a}-(d), 
where 128 points FFT's were used to take the Fourier and 
inverse Fourier transforms. The mean and variance of the time 
delay estimates obtained from the 20 sample runs for the three 
methods (i.e., AMLTDE-l, AMLTDE-2, and LMSTDE) are 
tabulated in Table L 
From Fig. l(a)-(c) and Table I, we can observe that the 
AMLTDE-2 algorithm yields the least noisy GCC function esti-
mate while the AMLTDE-lalgorithm gives less noisy estimates 
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Fig. 2. (a) Averaged weighting function estimate of the LMSTDE algo-
rithm. (b) Averaged MSC function estimate. (e) Averaged weighting 
function estimate of the AMLTDE-l algorithm. (d) Averaged weighting 
function estimate of the AMLTDE-2 algorithm. 
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than the LMSTDE method. These observations may be ex-
plained with the results in 2(a)-(d). Ideally, the weighting 
functions in the frequency band (100-1000 Hz) where the 
source signal does not exist should be O. Weighting function 
estimation errors in this band introduce GCC func-
tion estimation errors. Comparing the amplitudes of the esti-
mated weighting functions for the three processors, we can see 
that estimation errors in this band are the smallest for the 
AMLTDE-2 algorithm and the for the LMSTDE method. 
IV CONCLUSIONS 
An adaptive implementation of the ML processor for TDE 
was presented. Also presented was a modified ML processor, 
which requires less computations, but still performs better 
than the direct implementation. 
The superiority of the AMLTDE-I and -2 algorithms over 
the LMSTDE method for band-limited signals was demonstrated 
through simulation results. Simulation results, with different 
types of input signals, which were not presented in this corre-
spondence, gave results comparable to the case presented here. 
In general, between AMLTDE-l and -2, the latter processor 
is to be preferred because of its superior performance and 
computational simplicity. 
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