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KNOT FLOER FILTRATION CLASSES OF TOPOLOGICALLY SLICE KNOTS
JOSHUA TOBIN
Abstract. The knot Floer complex and the concordance invariant ε can be used to define a
filtration on the smooth concordance group. We exhibit an ordered subset of this filtration that is
isomorphic to N× N and consists of topologically slice knots.
1. Introduction
The (smooth) concordance group, denoted C, is the set of all knots in S3 modulo concordance,
where two knots K1 and K2 are concordant, denoted K1 ∼C K2, if K1 and K2 cobound a smooth,
properly embedded cylinder in S3 × [0, 1]. The stipulation that the embedding of the cylinder
must be smooth may be relaxed to require only a locally flat topological embedding, resulting in
topological concordance and the topological concordance group.
The identity element of the concordance group is the equivalence class of the unknot. Any element
of its smooth concordance class is called slice, and any element of its topological concordance class
is topologically slice. The subgroup of C consisting of topologically slice knots, denoted CTS , is an
important object of study because of its relevance to the existence of exotic R4s.
In [OS04], Ozsva´th and Szabo´ (and indepentently Rasmussen in [Ras03]) defined the knot Floer
complex associated with each knot. In [Hom11], Hom defined a group structure on a quotient of
the set of knot Floer complexes. The primary utility of this group, denoted F , is the existence of
a homomorphism C → F and a filtration on F that can be pulled back to a filtration on C called
the knot Floer filtration.
In this paper, we explore the structure of CTS by proving the following theorem.
Theorem 1. The indexing set of the knot Floer filtration of CTS contains a subset that is order
isomorphic to N× N. We can index the filtration by
S = {(i, j) | i ∈ N, j ∈ N}
where S has the lexicographical ordering. Furthermore, each successive quotient is infinite, i.e. for
(i, j), (i′, j′) ∈ S and (i, j) < (i′, j′), we have
Z ⊂ F(i′,j′)/F(i,j).
The structure of CTS has been the subject of several previous results. In [End95], Endo showed
that CTS contains a subgroup isomorphic to Z∞. Our result also extends the work of Hom in
[Hom11], who showed that the indexing set of the knot Floer filtration of C contains a subset that
is order isomorphic to N and has topologically slice representatives. It can also be compared to
the work of Hancock, Hom, and Newman, who in [HHN12] found a subset of the indexing set
of the knot Floer filtration that is order isomorphic to N × Z, but whose representatives are not
topologically slice.
The remainder of the paper is organized into two parts. Section 2 provides background on knot
Floer homology and the group F , including some necessary results about the ordering on F . Section
Date: November 2, 2018.
1
ar
X
iv
:1
30
9.
19
99
v1
  [
ma
th.
GT
]  
8 S
ep
 20
13
2 JOSHUA TOBIN
3 will present the proof of Theorem 1. The proof itself involves computing the knot Floer complexes
of several families of knots arising as iterated cables of the Whitehead double of the trefoil knot.
We will state the results of these computations first without proof and use them to demonstrate
the proof of Theorem 1. The computations will be performed in detail in the last section of the
paper.
Acknowledgements. I would like to thank Michael Gartner, James Groccia, Christian Moscardi,
Siran Li, Professor Jennifer Hom, and Professor Peter Horn for their involvement in the 2012
Columbia REU, where the ideas for this paper began. I am particularly grateful to Professor Hom,
whose continual involvement and advice throughout the process of writing this paper has been
invaluable.
2. Knot Floer homology and the group F
2.1. Knot Floer homology. Ozsva´th and Szabo´ [OS04], and independently Rasmussen [Ras03],
associated to each knot K ⊂ S3 a Z-filtered chain complex over F[U,U−1] (F denotes the field
Z/2Z and U is a formal variable) known as the knot Floer complex of K and denoted CFK∞(K).
The homological Z-grading on CFK∞(K) is called the Maslov grading M , and the Z filtration
the Alexander filtration A. The −(U -exponent) induces a second Z filtration structure on CFK∞,
allowing us to view it as a Z⊕Z-filtered chain complex with ordering given by (i, j) ≤ (i′, j′) if and
only if i ≤ i′ and j ≤ j′.
The filtered chain homotopy type of CFK∞(K) is a knot invariant. The knot Floer complex of
the connected sum of two knots K1 and K2 is the tensor product of the knot Floer complexes of
K1 and K2, and the knot Floer complex of −K is CFK∞(K)∗, the dual of the knot Floer complex
of K.
It is often helpful to think of CFK∞(K) as a set of points and arrows in the lattice Z ⊕ Z.
CFK∞(K) is a free module over F[U,U−1], so it is generated by some set {xi}. An element of the
form U jxi is placed at position (−j, A(xi)− j). Given a basis {xi} for CFK∞, the differential can
be depicted by arrows; one from each xi to each xj that appears with nonzero coefficient in ∂xi.
The length of the arrow from xi to xj represents the change in Z⊕ Z-filtration from xi to xj .
Given a subset S ⊂ Z ⊕ Z, let C{S} be the subset of CFK∞(K) consisting of elements of
CFK∞(K) that are in S (along with the quotient differential). If for all (i, j) ∈ S, (i′, j′) ≤ (i, j)
implies that (i′, j′) is also in S, then C{S} is a subcomplex of C. For appropriately defined S,
C{S} can also inherit a quotient or subquotient complex structure. For example, for any integer
s, C{i = 0, j ≤ s} naturally inherits a quotient subcomplex structure as the quotient of the
subcomplex C{i ≤ 0, j ≤ s} by the subcomplex C{i ≤ −1, j ≤ s}.
2.2. The invariant ε. F will be defined in this subsection as a set of ε-equivalence classes of knot
Floer complexes, defined below. The definition of the invariant ε due to Hom in [Hom12] will rely
on two other concordance invariants τ and ν both due to Ozsva´th and Szabo´. The integer valued
concordance invariant τ was defined in [OS03] as
τ(K) = min{s | ı : C{i = 0, j ≤ s} → C{i = 0} induces a non-trivial map on homology}
where ı denotes filtered chain complex inclusion.
Now to define ν as in [OS11], we first define subquotient complexes
As = C{max(i, j − s) = 0} and A′s = C{min(i, j − s) = 0}
and maps
νs : As → C{i = 0} and ν ′s : C{i = 0} → A′s,
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where νs = ı ◦pi for pi : As → C{i = 0, j ≤ s} the quotient map and ı : C{i = 0, j ≤ s} → C{i = 0}
the inclusion map, and ν ′s = ı′ ◦ pi′ for pi′ : C{i = 0} → C{i = 0, j ≥ s} the quotient map and
ı′ : C{i = 0, j ≥ s} → A′s the inclusion map.
Define
ν(K) = min{s ∈ Z | vs : As → C{i = 0} induces a non-trivial map on homology},
and similarly
ν ′(K) = max{s ∈ Z | v′s : C{i = 0} → A′s induces a non-trivial map on homology}.
Then we are ready to define ε as in [Hom12].
Definition 2.1. The invariant ε is defined in terms of τ and ν as
ε(K) = 2τ(K)− ν(K)− ν ′(K).
The invariant ε is {−1, 0, 1}-valued because ν(K) = τ(K) or τ(K) + 1 and ν ′(K) = τ(K) or
τ(K)− 1. It has the following properties, also from [Hom12].
(1) If K is slice, then ε(K) = 0.
(2) ε(−K) = −ε(K).
(3) If ε(K) = ε(K ′), then ε(K#K ′) = ε(K).
(4) If ε(K) = 0, then ε(K#K ′) = ε(K ′).
If C is a filtered chain complex, let Ci,j denote the (i, j)
th-filtered subcomplex of C. A basis {xk}
for a filtered chain complex C over F[U,U−1] is a filtered basis if {Un · xk | Un · xk ∈ Ci,j , n ∈ Z} is
a basis for Ci,j over F for all i, j ∈ Z. Given a filtered basis {xk} for C, we can perform a filtered
change of basis to produce a new filtered basis {x′k} for C, where
x′k =
{
xk + xl k = n
xk k 6= n
for some n and l such that xl is in a filtration level that is less than or equal to the filtration level
of xn.
The description of ε becomes simpler given a filtered basis for CFK∞(K). A basis {xk} of a
Z⊕ Z-filtered chain complex is called vertically simplified if for each basis element, exactly one of
the following holds:
• There is a unique incoming vertical arrow into xi and no outgoing vertical arrows.
• There is a unique outgoing vertical arrow from xi and no outgoing vertical arrows.
• There are no vertical arrows entering or leaving xi.
A horizontally simplified basis is defined similarly using horizontal arrows on basis elements. Every
Z⊕ Z-filtered chain complex has a vertically simplified basis and a horizontally simplified basis by
[LOT08] Proposition 11.52. It is not known whether every Z ⊕ Z-filtered chain complex arising
as a knot Floer homology complex has a basis that is simultaneously vertically and horizontally
simplified. However, it is possible to find simultaneously vertically and horizontally simplified bases
for all of the Z⊕ Z-filtered chain complexes discussed in this paper.
For every knot K,there is a unique element of a vertically simplified basis for CFK∞(K) with
no incoming or outgoing arrows. Call this the vertically distinguished element. By [Hom12], we
can always find a horizontally simplified basis for CFK∞(K) in which one of the basis elements x0
is the vertically distinguished element of some vertically simplified basis. Given x0, we can define
ε(K) in terms of such a basis as:
(1) ε(K) = 1 if there is a unique incoming horizontal arrow into x0.
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(2) ε(K) = −1 if there is a unique outgoing horizontal arrow from x0.
(3) ε(K) = 0 if there are no horizontal arrows entering or leaving x0.
Definition 2.2. Two knots K1 and K2 are ε-equivalent, denoted ∼ε, if ε(K1#−K2) = 0.
This is indeed an equivalence relation: reflexivity and symmetry are clear, and transitivity follows
from the properties above since if K ∼ε J ∼ε L, then
ε(K#− L) = ε(K#− L#(J#− J)) = ε((K#− J)#(J#− L)) = 0.
Because ε-equivalence can also be seen as a property of the knot Floer complexes of two knots K1
and K2, we will sometimes write CFK
∞(K1) ∼ε CFK∞(K2). With the definition of ε-equivalence,
we can define the group F as follows.
Definition 2.3. The group F is
F = ({CFK∞(K) | K ⊂ S3},⊗)/ ∼ε .
The first property of F to note is that there is a natural homomorphism C → F obtained
by sending the equivalence class of a knot K to the equivalence class of its knot Floer complex
CFK∞(K). We will explore some of the other properties of F in the next two subsections.
2.3. L-space knots. Because computation of the knot Floer complex of a knot is difficult in
general, we will restrict our attention to ε-equivalence classes of a particular type of knot for which
the knot Floer complex is known.
For any closed, oriented 3-manifold Y , Heegaard Floer homology, first defined by Ozsva´th and
Szabo´ in [OS04], associates to Y a finitely generated abelian group ĤF (Y ). Also due to Ozsva´th
and Szabo´ in [OS05], a space Y is an L-space if H1(Y ;Q) = 0 and ĤF (Y ) has rank equal to the
number of elements in H1(Y ;Z). All lens spaces are L-spaces, motivating the name.
For a knot K, if there exists a positive integer n such that n surgery on K yields an L-space,
then K is called an L-space knot.
Some familiar families of knots are L-space knots. Let K be a knot, and (p, q) be a pair of
relatively prime integers. Denote by Kp,q the (p, q)-cable of K, where p denotes the longitudinal
winding. The iterated cable (Kp,q)r,s will be denoted Kp,q;r,s. Hedden showed in [Hed09] that if K
is an L-space knot and q/p ≥ 2g(K)− 1, then Kp,q is an L-space knot. Note that the unknot is an
L-space knot, since p/q surgery on the unknot gives L(p, q). This implies that for p, q > 0, Tp,q is
an L-space knot, since the (p, q) cable of the unknot is Tp,q. This can also be seen directly by the
fact that pq ± 1 surgery on Tp,q yields a lens space (see [Mos71]).
Knowing that a knot K is an L-space knot gives us two important pieces of information about
K, as shown in [OS05].
The first is that there is an even positive integer M and an increasing sequence n0, . . . , nM of
nonnegative integers with ni + nM−i = 2g(K) and n0 = 0 such that the Alexander polynomial of
K is of the form
∆K(t) =
M∑
i=0
(−1)itni .
The second is that the knot Floer complex of K is determined by the sequence ni. In fact, there
is a filtered basis {xi}, i = 0, . . . ,M over F[U,U−1] for CFK∞(K) with differential given by
∂xi =
{
xi−1 + xi+1 i odd
0 i even.
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Thinking of the knot Floer complex in the lattice, the arrow from xi to xi−1 is horizontal of length
ni−ni−1 and the arrow from xi to xi+1 is vertical of length ni+1−ni. See Figure 1 for an example.
We will call any Z⊕Z-filtered chain complex over F[U,U−1] that takes the above form a staircase
complex because of its appearance in the lattice Z⊕ Z. These complexes will be denoted as
(a0, a1, a2, . . . , an)
where for i even, ai is the length of the horizontal arrow from xi+1 to xi, and for i odd, ai is the
length of the vertical arrow from xi to xi+1. Here an is the last arrow before the point of symmetry.
x0 x1
x2 x3
x4
Figure 1. A staircase complex (1, 1) = CFK∞(T2,5). Note that the fact that
the lengths of each of the arrows is 1 corresponds to the fact that the Alexander
polynomial of T2,5 is 1− t+ t2 − t3 + t4.
Note that every such sequence (a0, . . . , an) defines a staircase complex, but it is not clear that
this chain complex must arise as the knot Floer complex of some knot. However, the definition of
ε (and the ordering on F defined in the next subsection) may be extended formally to include all
staircase complexes. Therefore we will often speak of ε-equivalence of staircases and their tensor
products. For a more detailed explanation, see [HHN12].
We will often discuss the knot Floer complex of a knot up to ε-equivalence. We can think of
ε-equivalence as an equivalence relation on knots and staircase complexes. For example, if K is a
knot, then we might write CFK∞(K) ∼ε (a0, a1, . . . , an) to mean that CFK∞(K) is ε-equivalent
to a staircase complex of the form (a0, a1, . . . , an).
We will often omit all ai past a certain point for notational convenience; for example, the staircase
(a0, a1, a2, . . . , an)
could be written as
(a0, a1, . . .).
When describing tensor products of staircase complexes, we will use the symbol + to mean ⊗.
Repeated tensor products of a complex with itself will be described using multiplicative coefficients
in the obvious way.
The following lemma due to Hancock, Hom, and Newman in [HHN12] will allow us to describe
(up to ε-equivalence) the tensor products of certain staircase complexes as staircase complexes:
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Lemma 2.4 ([HHN12, Lemma 3.1]). Let ai, bj > 0. If m is even and max{ai | i odd} ≤ bj ≤
min{ai | i even} for i = 1, . . . ,m and j = 1, . . . , n, then
(a1, a2, . . . , am) + (b1, b2, . . . , bn) ∼ε (a1, a2, . . . , am, b1, b2, . . . , bn).
2.4. Ordering of F . We will begin by recalling some basic facts about totally ordered abelian
groups. Let G be a totally ordered abelian group. The absolute value |a| of an element a in G is a
if a ≥ idG and −a otherwise. Two elements a, b ∈ G are Archimedean equivalent, denoted a ∼Ar b,
if there exist n,m ∈ N such that
|a| ≤ n|b| and |b| ≤ m|a|.
The set of Archimedean equivalence classes of G inherits an ordering from the group.
If |a| < |b| and a and b are in different Archimedean equivalence classes, we write
|a|  |b|
and say that b dominates a. The following lemma will be important to later calculations.
Lemma 2.5. Let G be a totally ordered Abelian group, and let a, b ∈ G such that a b > 0. Then
a± b ∼Ar a.
Proof. First we note that (a− b)− a = −b < 0⇒ a− b < a. Now ∀n ∈ N, a− nb > 0 since a b.
Thus we have a − 2(a − b) = 2b − a = −(a − 2b) < 0 ⇒ 2(a − b) > a. Similarly, a + b > a since
b > 0, but 2a > a+ b since a b. 
The invariant ε induces a total ordering on F given by
[CFK∞(K1)] > [CFK∞(K2)] if ε(K1#−K2) = 1,
where [CFK∞(K)] denotes the ε-equivalence class of K. For notational simplicity, we will often
omit the brackets and write CFK∞(K1) > CFK∞(K2). The following lemmas, due to Hancock,
Hom, and Newman in [HHN12] concern the Archimedean equivalence classes of staircase complexes.
Lemma 2.6 ([HHN12, Lemma 4.1]). Let ai, bj > 0. If b1 > a1 or if b1 = a1 and b2 < a2, then
(a1, a2, . . . , am) (b1, b2, . . . , bn).
Lemma 2.7 ([HHN12, Lemma 4.2]). Let a, c > 0 and d ≥ 0. If d < c, then
(1, a, 1, a+ c) (1, a, 1, a+ d).
The proof of the main theorem will also rely on the application of Lemma 2.7 to staircases of
the form
(1, u, 1, v, 1, w, . . .)
with v ≥ u > w ≥ 1. The following lemma justifies this use of Lemma 2.7. For the sake of
proceeding to the main result, the proof of this lemma will be provided in the fourth section of this
paper.
Lemma 2.8. Let v ≥ u > w ≥ 1 be integers. Then the following staircases are Archimedean
equivalent
(1, u, 1, v) ∼Ar (1, u, 1, v, 1, w, . . .)
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3. Result
3.1. Statement of result. If there exists an order preserving isomorphism between two totally
ordered sets S1 and S2 and its inverse is also order preserving, we say S1 and S2 are order isomorphic.
Order equivalence classes are called order types, and the order type of the set of Archimedean
equivalence classes of a totally ordered group is called its coarse order type.
A totally ordered group G has a natural filtration indexed by the coarse order type of G, where
the filtration level corresponding to a given Archimedean equivalence class consists of all of the
elements of G with non-strictly smaller Archimedean equivalence class.
The filtration on F obtained from its coarse order type can be pulled back to a filtration on C
called the knot Floer filtration of C. CTS inherits this filtration.
Now we recall the statement of the main theorem first given in the introduction:
Theorem 1. The indexing set of the knot Floer filtration of CTS contains a subset that is order
isomorphic to N× N. We can index the filtration by
S = {(i, j) | i ∈ N, j ∈ N}
where S has the lexicographical ordering. Furthermore, each successive quotient is infinite, i.e. for
(i, j), (i′, j′) ∈ S and (i, j) < (i′, j′), we have
Z ⊂ F(i′,j′)/F(i,j).
The proof of Theorem 1 consists of constructing a family of knots Tn,p for n, p ∈ N, where
each Tn,p generates Z in F(n,p)/F(i,j) for all (i, j) < (n, p). The construction of Tn,p begins with
a different family Kn,p arising from iterated cables of D, the Whitehead double of T2,3. Tn,p will
be constructed from Kn,p by taking successive connected sums with a third family Sp and certain
torus knots and cables of torus knots. The next subsection will define Kn,p and Sp and will state
the staircase structure of their knot Floer complexes. It will also state the knot Floer complexes of
the torus knots and cables of torus knots that will be necessary for the proof of the main theorem.
Justification of the propositions of the second subsection will be deferred until Section 4. The third
subsection will describe the construction of Tn,p and show that these knots satisfy Theorem 1.
3.2. Necessary staircase complexes. The first family of knots we will describe is Kn,p. Each
Tn,p will be constructed from a certain Kn′,p′ by taking successive connected sums with knots from
the families described later in this subsection. Proofs of all statements in this subsection will be
postponed until Section 4.
Definition 3.1. Let n ≥ 4 be an even integer and p ≥ 5 an integer. Then the knot Kn,p is defined
as
Kn,p = Dp,p+1;n,n(p2+p)+1.
Proposition 3.2. Let n ≥ 4 be an even integer and p ≥ 5 an integer. Then the knot Floer complex
CFK∞(Kn,p) is (modulo ε-equivalence) the following:
CFK∞(Kn,p) ∼ε (1, n(p+ 1)− 1) + (1, n(p− 1)− 1) + (1, 2n− 1, 1, n(p− 2)− 1, 1, n− 1, . . .).
The next family will also arise as a cable of the Whitehead double of the trefoil knot.
Definition 3.3. Let q ≥ 4 be an integer. Then the knot Sq is defined to be
Sq =
{
D q
2
+1,q+1 q even
D q+1
2
,q+2 q odd.
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Proposition 3.4. For any integer q ≥ 4, the knot Floer complex of Sq is
CFK∞(Sq) ∼ε (1, q) + (2, . . .).
The two following propositions describe families of torus knots that contain knots that are
topologically concordant (but not smoothly concordant) to each member of the family Sp.
Proposition 3.5. Up to ε-equivalence, the knot Floer complex of the (p, np+ 1) torus knot is
CFK∞(Tp,np+1) ∼ε CFK∞(Tp,p+1)⊗n,
where CFK∞(Tp,p+1) is given by
CFK∞(Tp,p+1) ∼ε (1, p− 1) + (2, p− 2, . . .).
Proposition 3.6. Let p ≥ 2 be an integer. The knot Floer homology complex of the (p, 2p − 1)
torus knot is
CFK∞(Tp,2p−1) ∼ε (1, p− 1) + (1, p− 2) + (2, . . .).
We now describe the knot Floer complex of one final family of knots before moving on to the
proof of the main theorem. This family of knots contains knots that are topologically concordant
(but not smoothly concordant) to each member of Kn,p.
Proposition 3.7. The knot Floer homology complex of the (n, n(p2 + p) + 1) cable of the (p, p+ 1)
torus knot is
CFK∞(Tp,p+1;n,n(p2+p)+1) ∼ε (1, np− 1) + (1, n− 1, . . .).
3.3. Construction of Tn,p. In this subsection, we will construct the family Tn,p from Kn,p and
show that Tn,p satisfy the conditions of the main theorem.
Let n, p ∈ N. Define n′ = 2(n+ 2), p′ = p+ 5 and let
T 0n,p = Kn′,p′#− Tp′,p′+1;n′,n′(p′2+p′)+1.
T 0n,p is topologically slice because Kn′,p′ is topologically concordant to the given torus knot (since
D is topologically concordant to the unknot U , so Dp′,p′+1 is topologically concordant to Up′,p′+1 =
Tp′,p′+1, hence their (n
′, n′(p′2 + p′) + 1) cables are topologically concordant). The knot Floer
complex of T 0n,p is, by the preceding subsection, ε-equivalent to
(1, n′(p′+ 1)−1) + (1, n′(p′−1)−1)− (1, n′p′−1) + (1, 2n′−1, 1, n′(p′−2)−1, . . .)− (1, n′−1, . . .).
Notationally, let A = (1, 2n′ − 1, 1, n′(p′ − 2)− 1, . . .) and B0 = −(1, n′ − 1, . . .). The goal is to
create a knot that is topologically slice and Archimedean equivalent to A. By Lemma 2.5, only the
three terms
(1, n′(p′ + 1)− 1), (1, n′(p′ − 1)− 1), and − (1, n′p′ − 1)
in the knot Floer complex of T 0n,p obstruct T 0n,p from Archimedean equivalence to A since by Lemma
2.6, A B0. We will remove these obstructions by creating a sequence of topologically slice knots
T in,p such that the Archimedean equivalence classes of the obstructions are strictly smaller at each
i than in all previous i. More precisely, for each i ≥ 1, T in,p will have a knot Floer complex of the
form
(3.3.1)
∑
j
(1, ai,j) +A+B
i
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where A Bi and each ai,j satisfies ai−1,j′ > ai,j ≥ 2n′ − 1 for some ai−1,j′ . Now let
T 1n,p = T 0n,p#− Sn′(p′+1)−1#− Sn′(p′−1)−1#Sn′p′−1
#T(n+2)(p+6),2(n+2)(p+6)+1#T(n+2)(p+4),2(n+2)(p+4)+1#− T(n+2)(p+5),2(n+2)(p+5)+1.
This is topologically slice since T 0n,p is topologically slice and each member of the family S has an
offsetting torus knot of the same topological concordance class. Its knot Floer complex is, by the
previous subsection,
CFK∞(T 1n,p) ∼ε 2(1, (n+ 2)(p+ 6)− 1) + 2(1, (n+ 2)(p+ 4)− 1)− 2(1, (n+ 2)(p+ 5)− 1) +A+B1
where
B1 = B0+2(2, (n+2)(p+6)−2)+2(2, (n+2)(p+4)−2)−2(2, (n+2)(p+5)−2)+(2, . . .)+(2, . . .)−(2, . . .).
Each T i+1n,p is constructed from T in,p similarly. Every remaining staircase summand in the knot
Floer complex of T in,p that is not part of A or Bi is eliminated by adding an appropriate Sq or
−Sq. So that the resulting knot remains topologically slice, for each of these Sq a torus knot that
is topologically concordant to Sq is also added with opposite sign. All of the resulting summands
(a0, a1, . . .) with (a0, a1, . . .) A are added to Bi to form Bi+1.
By Propositions 3.4, 3.5, and 3.6, for each ±(1, q) summand in CFK∞(T in,p), this process results
in a sum of staircases of the form
∓(2, . . .)± ((1, q1) + (2, . . .))± ((1, q2) + (2, . . .))
being added to the complex of T i+1n,p , where q1, q2 < q. The first term is the difference between
(1, q) and Sq and the remaining terms come from the offsetting torus knot. Since (2, . . .)  A,
these terms are absorbed into Bi+1. If q1 or q2 < 2n
′−1, then by by Lemma 2.6, the corresponding
staircase is dominated by A, so it is absorbed into Bi+1 as well. Then each CFK∞(T in,p) for i ≥ 1
is of the form described in (3.3.1). Hence there exists some integer m such that
CFK∞(T mn,p) ∼ε A+Bm.
Definition 3.8. Let n, p ∈ N, and let m′ be the smallest such m as above for the family T in,p. Then
we define Tn,p as
Tn,p = T m′n,p .
Proof of Theorem 1. By Lemmas 2.5 and 2.6,
CFK∞(Tn,p) ∼Ar (1, 2n′ − 1, 1, n′(p′ − 2)− 1, 1, n′ − 1, . . .),
where n′, p′ are defined as in the construction above. So by Lemma 2.6
T0,0  T1,0  . . . Tn,0  . . . ,
and since by Lemma 2.8
(1, 2n′ − 1, 1, n′(p′ − 2)− 1, 1, n′ − 1, . . .) ∼Ar (1, 2n′ − 1, 1, n′(p′ − 2)),
then by Lemma 2.7, for any n, p ∈ N,
Tn,0  Tn,1  . . . Tn,p  . . . Tn+1,0,
establishing the main theorem. 
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4. Calculations and proof of propositions
The proof of the main theorem relied on several propositions about the structure of the knot
Floer complexes of certain families of iterated cable knots and their connected sums. The purpose
of this section is to provide proof of these propositions.
4.1. Lemma 2.8. The first statement requiring proof was Lemma 2.8, which established ε-equivalence
of staircases of the form
(1, u, 1, v)
and those of the form
(1, u, 1, v, 1, w, . . .)
for v ≥ u > w ≥ 1.
Proof of Lemma 2.8. First, we will show that
(1, u, 1, v, 1, w, . . .) > (1, u, 1, v)
i.e. that
ε ((1, u, 1, v, 1, w, . . .) + (1, u, 1, v)∗) = 1.
Let A = (1, u, 1, v, 1, w, . . .) and B = (1, u, 1, v). Label the first 7 generators of A
a, b, c, d, e, f, and g,
i.e. b is the generator with ∂b = a+ c where the arrow from b to a points to the left and has length
1 and the arrow from b to c points down and has length u, d is the generator with ∂d = c+ e, etc.
Label the last six generators of B∗
x6, x5, x4, x3, x2, and x1,
where x1 is the last generator, x2 is the second-to-last generator, etc. Note that because of symmetry
of staircase complexes, the length of the horizontal arrows from to x1 to x2 and from x3 to x4 are
1 and the length of the vertical arrows from x3 to x2 and x5 to x4 are u and v respectively.
Consider the tensor product
A⊗B∗.
Denote by ai the element a⊗xi, by bi the element b⊗xi, etc. By the basis definition of ε, it suffices
to find a basis for A⊗B∗ with an element u0 such that u0 has a single incoming horizontal arrow
and no outgoing horizontal arrows, as well as no incoming or outgoing vertical arrows.
Let (x, y) denote the position in the lattice of a1. Note that b2, c3, d4, and e5 are also at position
(x, y). The boundary maps of these elements are given by
∂e5 = e4 + e6, ∂d4 = e4 + c4, ∂c3 = c4 + c2, ∂b2 = c2 + a2, ∂a1 = a2.
The arrow from e5 to e6 is horizontal of length v, so the generator f6 with boundary ∂f6 = e6 + g6
is at position (x− v + 1, y). Consider the basis change
• a′1 = a1 + b2 + c3 + d4 + e5 + f6,
• α′i = αi for all other basis elements αi.
Since each of the elements being added to a1 are contained in (A⊗B∗)x,y, this is a filtered
change of basis. ∂a′1 = g6, and g6 is at the lattice point (x− v+ 1, y−w), so since v ≥ 2, the arrow
from a′1 to g6 is diagonal (neither vertical nor horizontal). a′1 is not in the image of any vertical
differential because a1 is not. ∂b
′
1 = a
′
1 + c
′
3 + d
′
4 + e
′
5 + f
′
6, so there is an arrow from b
′
1 to a
′
1.
Since a1 is not in image of any basis element other that b1, the arrow from b
′
1 to a
′
1 is the unique
horizontal arrow into a′1, so ε(A⊗B∗) = 1.
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Next, we will complete the proof by showing that
2(1, u, 1, v) > (1, u, 1, v, 1, w, . . .).
Lemma 3.2 of [HHN12] establishes that
2(1, u, 1, v) ∼ε (1, u, 1, v, 1, u, 1, v).
Let A be as above, and C = (1, u, 1, v, 1, u, 1, v). It suffices to show that
ε(C ⊗A∗) = 1.
The proof of this fact will follow similarly to the proof that ε(A⊗B∗) = 1 above.
Denote the first 8 generators of C by
a, b, c, d, e, f, g, and h,
and denote the last 8 generators of B∗ by
x8, x7, . . . , x1.
As above, a letter α ∈ {a, b, . . . h} with subscript i ∈ {1, . . . , 8} will denote the tensor product
α⊗ xi.
If a1 is at lattice position (x, y), then so are b2, c3, d4, e5, and f6. Their images under the
differential are given by
∂a1 = a2, ∂b2 = a2 + c2, ∂c3 = c2 + c4, ∂d4 = c4 + e4, ∂e5 = e4 + e6, ∂f6 = e6 + g6.
We also have the generator g7 at lattice position (x, y − u + w) with image under the differential
∂g7 = g6 + g8. Consider the basis change
• a′1 = a1 + b2 + c3 + d4 + e5 + f6 + g7,
• α′i = αi for all other generators αi.
This is a filtered change of basis, and ∂a′1 = g8, so since u > w, the image of a′1 is represented by a
single diagonal arrow. ∂b′1 = a′1 + c′3 + d′4 + e′5 + f ′6 + g′7, so there is a horizontal arrow from b′1 to
a′1, but there are no arrows from any other generator to a′1 since a1 is not the image of any basis
element other than b1. Hence ε(C ⊗B∗) = 1, completing the proof. 
4.2. Propositions 3.2 and 3.5. Next, we will establish Proposition 3.2, which stated that the
knot Floer complex of Kn,p is ε-equivalent to the staircase complex
(1, n(p+ 1)− 1) + (1, n(p− 1)− 1) + (1, 2n− 1, 1, n(p− 2)− 1, 1, n− 1, . . .).
We first must prove several lemmas about the knot Floer complexes and Alexander polynomials
of torus knots and their cables. Along the way we will prove Proposition 3.5.
Lemma 4.1. Let n ≥ 1 and p ≥ 2 be integers. Then the Alexander polynomial of the (p, np + 1)
torus knot is
∆Tp,np+1(t) =
n(p−1)∑
i=0
tip −
p−2∑
j=0
n−1∑
k=0
tkp+j(pn+1)+1.
Corollary 4.2 (Proposition 3.5). Up to ε-equivalence, the knot Floer complex of the (p, np + 1)
torus knot is
CFK∞(Tp,np+1) ∼ε CFK∞(Tp,p+1)⊗n,
where CFK∞(Tp,p+1) is given by
CFK∞(Tp,p+1) ∼ε (1, p− 1) + (2, p− 2, . . .).
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Proof of Lemma 4.1. Since
(4.2.1) ∆Tp,q(t) =
(t− 1)(tpq − 1)
(tp − 1)(tq − 1) ,
it suffices to check
(4.2.2) (tp − 1)
n(p−1)∑
i=0
tip −
p−2∑
j=0
n−1∑
k=0
tkp+j(pn+1)+1
 = (t− 1) (p−1)∑
j=0
tj(np+1).
We note that the terms of the LHS of (4.2.2) telescope, leaving
(4.2.3) (tp − 1)
n(p−1)∑
i=0
tip = t(n(p−1)+1)p − 1
and
(4.2.4) − (tp − 1)
( p−2∑
j=0
n−1∑
k=0
tkp+j(pn+1)+1
)
= −(tnp − 1)
p−2∑
j=0
tj(pn+1)+1.
In the RHS of (4.2.4), tnp
∑p−2
j=0 t
j(pn+1)+1 =
∑p−1
j=1 t
j(np+1), so the equations in (4.2.4) also equal
(4.2.5) −
(
t(p−1)(np+1) − t
)
+ (t− 1)
p−2∑
j=1
tj(np+1).
Thus by (4.2.3) and (4.2.5), the LHS of (4.2.2) equals
t(n(p−1)+1)p − 1−
(
t(p−1)(np+1) − t
)
+ (t− 1)
p−2∑
j=1
tj(np+1).
So by factoring out t− 1, we get:
(4.2.6) (tp − 1)
n(p−1)∑
i=0
tip −
p−2∑
j=0
n−1∑
k=0
tkp+j(pn+1)+1
 = (t− 1)
t(np+1)(p−1) + 1 + p−2∑
j=1
tj(np+1)
 .
Note that the (p− 1)th term of the RHS of (4.2.2) equals t(np+1)(p−1) and the 0th term equals 1,
establishing equation (4.2.2).

Proof of Proposition 3.5. As a positive torus knot, the knot Floer complex Tp,np+1 is a staircase
complex whose stair lengths are determined by the difference between the degrees of successive
terms of its Alexander polynomial. We will start with the case n = 1.
Examining the degrees of the monomials in the Alexander polynomial of Tp,p+1, we see that
CFK∞(Tp,p+1) is given by the staircase complex
(1, p− 1, 2, p− 2, 3, p− 3, . . . , bp/2c, dp/2e),
which, by Lemma 2.4, is ε-equivalent to
(1, p− 1) + (2, p− 2, . . .).
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Moving on to Tp,np+1 for n > 1, its knot Floer complex is
(1, p− 1, . . . , 1, p− 1, 2, p− 2, . . . , 2, p− 2, 3, p− 3, . . .),
where for each 1 ≤ r ≤ bp/2c the ellipsis stands in for n successive pairs of stairs of length r, p− r.
Then by rearranging and repeated application of Lemma 2.4, we have
CFK∞(Tp,np+1) ∼ε (1, p− 1, . . . , 1, p− 1) + (2, p− 2, . . . , 2, p− 2) + . . .+ (bp/2c, dp/2e, . . . , bp/2c, dp/2e)
∼ε n(1, p− 1) + n(2, p− 2), . . . , n(bp/2c, dp/2e)
∼ε n[(1, p− 1) + (2, p− 2), . . . (bp/2c, dp/2e)]
∼ε n(1, p− 1, 2, p− 2, . . .),
establishing the proposition. 
Lemma 4.3. Let p, n be positive integers with p ≥ 2. Then the Alexander polynomial of the (p, p+1)
cable of the (2, 3) torus knot is
∆T2,3;p,p+1(t) =
p∑
i=0
ti(p+1) +
p−1∑
i=2
tip −
p−2∑
i=0
ti(p+1)+1 −
p∑
i=2
ti(p+1)−1.
Proof. Recall that
∆Tr,s;p,q(t) = ∆Tr,s(t
p) ·∆Tp,q(t).
Since ∆T2,3(t) = 1− t+ t2, by Lemma 4.1,
(4.2.7) ∆T2,3;p,p+1(t) = (1− tp + t2p) ·
(
p−1∑
i=0
tip −
p−2∑
i=0
ti(p+1)+1
)
.
Considering the RHS of (4.2.7), we will first expand (1− tp + t2p) ·∑p−1i=0 tip. The equation
(1− tp) ·
p−1∑
i=0
tip
telescopes, leaving only 1− tp2 , and
t2p ·
p−1∑
i=0
tip =
p+1∑
i=2
tip,
so
(4.2.8) (1− tp + t2p) ·
p−1∑
i=0
tip = 1− tp2 +
p+1∑
i=2
tip = 1 + tp
2+p +
p−1∑
i=2
tip.
Returning to the remaining part of the RHS of (4.2.7),
−tp
(
−
p−2∑
i=0
ti(p+1)+1
)
=
p−1∑
i=1
ti(p+1)
and
t2p
(
−
p−2∑
i=0
ti(p+1)+1
)
= −
p∑
i=2
ti(p+1)−1,
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so
(4.2.9) − (1− tp + t2p) ·
p−2∑
i=0
ti(p+1)+1 = −
p−2∑
i=0
ti(p+1)+1 −
p∑
i=2
ti(p+1)−1 +
p−1∑
i=1
ti(p+1).
Combining (4.2.8) and (4.2.9) gives (4.2.7) as desired. 
With the preceding lemmas, we are ready to provide proof of Proposition 3.2.
Proof of Proposition 3.2. D is ε-equivalent to T2,3 (due to Hedden in [Hed07], see also [Hom11]),
so Dp,p+1 ∼ε T2,3;p,p+1 by Proposition 5.1 of [Hom11]. Hence Kn,p ∼ε T2,3;p,p+1;n,n(p2+p)+1. Thus it
suffices to show that the chain complex of T2,3;p,p+1;n,n(p2+p)+1 takes the desired form.
T2,3 is an L-space knot, so since g(T2,3) = 1, (p+ 1)/p ≥ 2g(T2,3)− 1, so T2,3;p,p+1 is an L-space
knot. Its genus is (p2 + p)/2, so (n(p2 + p) + 1)/n ≥ g(T2,3;p,p+1) − 1, hence T2,3;p,p+1;n,n(p2+p)+1
is also an L-space knot. Thus CFK∞(K) is determined by gaps between the degree of successive
terms of the Alexander polynomial of T2,3;p,p+1;n,n(pp+p)+1. The Alexander polynomial is given by
(4.2.10) ∆T2,3;p,p+1;n,n(p2+p)+1(t) = ∆T2,3;p,p+1(t
n)∆Tn,n(p2+p)+1(t).
By Lemmas 4.1 and 4.3 we have:
(4.2.11) ∆T2,3;p,p+1(t
n) =
p∑
i=0
tni(p+1) +
p−1∑
i=2
tnip −
p−2∑
i=0
tni(p+1)+n −
p∑
i=2
tni(p+1)−n
and
(4.2.12) ∆Tn,n(p2+p)+1(t) =
(n−1)(p2+p)∑
i=0
tin −
n−2∑
j=0
p2+p−1∑
k=0
tnk+j((p
2+p)n+1)+1.
The proof will proceed in three parts. First, we will expand the terms of a part of the product
above (the part that corresponds to all of the positive terms in the Alexander polynomial). Using
this expansion, we will examine the smallest terms of the Alexander polynomial of T2,3;p,p+1;n,n(p2+p)+1
to conclude that, for C = CFK∞(T2,3;p,p+1;n,n(p2+p)+1),
(4.2.13) C = (1, n(p+ 1)− 1, 1, n(p− 1)− 1, 1, 2n− 1, 1, n(p− 2)− 1, 1, n− 1, . . .)
Then we will use Lemma 2.4 to show that this staircase is ε-equivalent to the one in the statement
of Proposition 3.2.
First, we will expand the part of the Alexander polynomial given by
(4.2.14)
(n−1)(p2+p)∑
i=0
tin
(
p∑
i=0
tni(p+1) +
p−1∑
i=2
tnip −
p−2∑
i=0
tni(p+1)+n −
p∑
i=2
tni(p+1)−n
)
.
We will start by looking at
(4.2.15)
(n−1)(p2+p)∑
i=0
tin
 p∑
j=0
tnj(p+1) −
p∑
j=2
tnj(p+1)−n
 ,
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which is equal to
(n−1)(p2+p)∑
i=0
p∑
j=0
tin+nj(p+1) −
(n−1)(p2+p)∑
i=0
p∑
j=2
t(i−1)n+nj(p+1)
=
(n−1)(p2+p)+1∑
i=1
p∑
j=2
t(i−1)n+ni(p+1) −
(n−1)(p2+p)∑
i=0
p∑
j=2
t(i−1)n+ni(p+1) +
(n−1)(p2+p)∑
i=0
tin +
(n−1)(p2+p)∑
i=0
tin+(p+1)n.
The terms in the two double sums above telescope, leaving only the cases i = 0 and i = (n−1)(p2+
p) + 1, so (4.2.15) is equal to
(4.2.16)
p∑
j=2
t(n−1)(p
2+p)n+nj(p+1) −
p∑
j=2
tjn(p+1)−n +
(n−1)(p2+p)∑
i=0
tin +
(n−1)(p2+p)∑
i=0
tin+(p+1)n.
Now we will add in the remaining terms to get the following expression for the product in (4.2.14):
p∑
j=2
t(n−1)(p
2+p)n+nj(p+1) −
p∑
j=2
tjn(p+1)−n +
(n−1)(p2+p)∑
i=0
tin +
(n−1)(p2+p)∑
i=0
tin+(p+1)n
+
(n−1)(p2+p)∑
i=0
p−1∑
j=2
tin+jnp −
(n−1)(p2+p)∑
i=0
p−2∑
j=0
t(i+1)n+jn(p+1).
Pulling out the j = p− 1 term from the positive double sum and the j = 0 and j = 1 terms from
the negative double sum and regrouping gives
p∑
j=2
t(n−1)(p
2+p)n+nj(p+1) −
p∑
j=2
tjn(p+1)−n +
(n−1)(p2+p)∑
i=0
tin −
(n−1)(p2+p)∑
i=0
t(i+1)n

+
(n−1)(p2+p)∑
i=0
tin+(p+1)n −
(n−1)(p2+p)∑
i=0
t(i+1)n+(p+1)n
+ (n−1)(p2+p)∑
i=0
tin+np(p−1)
+
(n−1)(p2+p)∑
i=0
p−2∑
j=2
tin+jnp −
(n−1)(p2+p)∑
i=0
p−2∑
j=2
t(i+1)n+jn(p+1)
 .
The polynomials in the first and second sets of parentheses telescope in an obvious manner, leaving
only the highest and lowest terms (with negative and positive coefficients, respectively).
Considering the polynomials in the last set of parentheses, note that for each j ∈ {2, . . . , p− 2},
we have
(n−1)(p2+p)∑
i=0
tn(i+jp) −
(n−1)(p2+p)∑
i=0
tn(i+jp+(j+1)) =
(n−1)(p2+p)∑
i=0
tn(i+jp) −
(n−1)(p2+p)+j+1∑
i=j+1
tn(i+jp)
=
j∑
i=0
tn(i+jp) −
j∑
i=0
tn(i+jp+(n−1)(p
2+p)+1).
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Canceling and combining yields the following expression for the product in (4.2.14):
p∑
j=2
t(n−1)(p
2+p)n+nj(p+1) −
p∑
j=2
tjn(p+1)−n + 1− tn(n−1)(p2+p)+1 + t(p+1)n − tn(p+1)+n((n−1)(p2+p)+1)
+
(n−1)(p2+p)∑
i=0
tin+np(p−1) +
p−2∑
j=2
j∑
i=0
tn(i+jp) −
p−2∑
j=2
j∑
i=0
tn(i+jp+(n−1)(p
2+p)+1).
From here we note that the degree of each power of t in the terms
p∑
j=2
t(n−1)(p
2+p)n+nj(p+1), − tn(n−1)(p2+p)+1, − tn(p+1)+n((n−1)(p2+p)+1),
and −
p−2∑
j=2
j∑
i=0
tn(i+jp+(n−1)(p
2+p)+1)
is greater than n2p(p+ 1)/2 = g(T2,3;p,p+1;n,n(p2+p)+1). Hence these terms occur past the symmetry
point of the Alexander polynomial and we can safely ignore them.
Next, pull out the terms i = j − 1 and i = j from the double sum
p−2∑
j=2
j∑
i=0
tn(i+jp)
and reorder, yielding
1 + t(p+1)n + p−2∑
j=2
tnj(p+1)
+
p−2∑
j=2
tn((p+1)j−1) −
p∑
j=2
tn((p+1)j−1)
+ (n−1)(p2+p)∑
i=0
tin+np(p−1)
+
p−2∑
j=2
j−2∑
i=0
tn(i+jp)
=
p−2∑
j=0
tnj(p+1) − tn(p−1)(p+1)−n − tnp(p+1)−n +
(n−1)(p2+p)∑
i=0
tin+np(p−1) +
p−2∑
j=2
j−2∑
i=0
tn(i+jp),
which equals
(4.2.17)
p−3∑
i=0
tin+np(p−1) +
2p−2∑
i=p−1
tin+np(p−1) +
(n−1)(p2+p)∑
i=2p−2
tin+np(p−1) +
p−2∑
j=2
tnj(p+1) +
p−2∑
j=2
j−2∑
i=0
tn(i+jp).
Pulling out the six terms of lowest degree from the above, we have:
p−3∑
i=0
tin+np(p−1) +
2p−2∑
i=p−1
tin+np(p−1) +
(n−1)(p2+p)∑
i=2p−2
tin+np(p−1) +
p−2∑
j=3
tnj(p+1) +
p−2∑
j=4
j−2∑
i=0
tn(i+jp) + p0(t),
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where we take the convention that if the index in a sum begins above its maximum value, then the
sum evaluates to zero, and where p0(t) corresponds to the five lowest terms, i.e.
(4.2.18) p0(t) = 1 + t
n(p+1) + t2np + t2n(p+1) + t3np + tn(3p+1).
To establish (4.2.13), we will look at the terms of the product
(4.2.19) −
n−2∑
j=0
p2+p−1∑
k=0
tnk+j((p
2+p)n+1)+1
(
p∑
i=0
tni(p+1) +
p−1∑
i=2
tnip −
p−2∑
i=0
tni(p+1)+n −
p∑
i=2
tni(p+1)−n
)
that have degree less than or equal to 3np+ n. The terms arising from
−
n−2∑
j=0
p2+p−1∑
k=0
tnk+j((p
2+p)n+1)+1
(
p∑
i=0
tni(p+1)
)
with sufficiently small degree are
−
3p∑
k=0
tnk+1 −
2p−1∑
k=0
tnk+n(p+1)+1 −
p−2∑
k=0
tnk+2n(p+1)+1,
those arising from
−
n−2∑
j=0
p2+p−1∑
k=0
tnk+j((p
2+p)n+1)+1
(
p−1∑
i=2
tinp
)
are
−
p∑
k=0
t2np+nk+1 − t3np+1,
those from
−
n−2∑
j=0
p2+p−1∑
k=0
tnk+j((p
2+p)n+1)+1
(
−
p−2∑
i=0
tni(p+1)+n
)
are
3p∑
k=1
tnk+1 +
2p−1∑
k=1
tnk+n(p+1)+1 +
p−2∑
k=1
tnk+2n(p+1)+1,
and finally, the terms from the remaining product are
p∑
i=1
t2np+in+1.
Combining the above, we are left with
(4.2.20) − t− tn(p+1)+1 − t2n(p+1)+1 − t2np+1 − t3np+1.
The sum of (4.2.20) and (4.2.18) consists of the eleven terms of the polynomial of lowest degree,
and by examining the difference in the degrees of successive terms, we arrive at (4.2.13).
By Lemma 2.4, in order to show that
(1, n(p+ 1)− 1, 1, n(p− 1)− 1, 1, 2n− 1, 1, n(p− 2)− 1, . . .)
is ε-equivalent to
(1, n(p+ 1)− 1) + (1, n(p− 1)− 1) + (1, 2n− 1, 1, n(p− 2)− 1, . . .),
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it suffices to show that the difference between the degree of any two consecutive terms of the
Alexander polynomial after the difference between the fourth and the fifth terms and up to the
point of symmetry is less than or equal to n(p− 1)− 1.
We will do so in two steps. First, we will show that none of the negative terms in (4.2.19) have
the same degree as any of the terms in (4.2.17). This tells us that every power of t in (4.2.17)
must appear in the desired Alexander polynomial with nonzero coefficient (hence coefficient equal
to 1 since the knot in question is an L-space knot). Then we will show that for any monomial tq
in (4.2.17) (not including 1, tn(p+1), or t2np), there must be another monomial tq
′
in the sum with
q′ − q ≤ n(p − 1). Since the coefficients of successive terms in the Alexander polynomial of an
L-space knot alternate between positive and negative, this shows that the difference between any
two successive terms must be non-strictly less than n(p− 1)− 1 as desired.
Observe that the degree of every term in (4.2.17) is divisible by n. The degree of every monomial
with negative coefficient in (4.2.19) differs from a multiple of n by j+ 1, so since 1 ≤ j+ 1 ≤ n− 1,
none of their degrees is divisible by n, so none of the terms in (4.2.19) have the same degree as any
of the terms in (4.2.17) .
Now note that the difference between degrees of successive terms in each of the first three sums
in (4.2.17) is n, and the difference between the highest degree of the first sum and the lowest of
the second sum (and similarly between the second and third sums) is 2n. Furthermore, the degree
of the highest term in the third sum is (n − 1)(p2 + p)n + np(p − 1), which is past the point of
symmetry of ∆Kn(p)(t), so we only need to consider terms with degree less than np(p − 1), the
degree of the smallest term in these three sums.
Next, consider the double sum
p−2∑
j=3
j−2∑
i=0
tn(i+jp).
For any given j ∈ {3, . . . , p− 2}, the terms
tnjp, tnjp+n, tnjp+2n, . . . , tnjp+(j−2)n
differ successively in degree by n. Furthermore, tjnp+(j−2)n, the largest of the terms arising from
j, differs in degree from tnpj+np, the smallest of the terms arising from j + 1, by np − n(j − 2) =
n(p− j + 2), so since j ≥ 3 this difference is smaller than n(p− 1).
Finally, consider the terms from the sum
p−2∑
j=2
tnj(p+1).
The smallest of these is t2n(p+1), which differs in degree from the smallest term t3np of the double
sum by only 3np− 2np− 2n = n(p− 2). All following terms have degree greater than 3np, so their
degree must be within n(p− 1) of one of the terms listed above.
Therefore the difference in degree of any two successive terms after the stairs (1, n(p+1), 1, n(p−
1) − 1, . . .) must have length less than or equal to n(p − 1) − 1. The result follows from Lemma
2.4. 
4.3. Propositions 3.4 and 3.6. Next, we move on to the proof of Proposition 3.4, which stated
that the knot Floer complex of Sq is ε-equivalent to the staircase complex
(1, q) + (2, . . .).
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We will again need a lemma about the Alexander polynomial of a family of torus knots, which
will lead to the proof of Proposition 3.6.
Lemma 4.4. For any integer p ≥ 2, the Alexander polynomial of the (p, 2p− 1) torus knot is
∆Tp,2p−1(t) =
p−2∑
i=0
(t(2p−1)i + t(2p−1)i+p)−
2(p−2)∑
i=0
tip+1.
Corollary 4.5 (Proposition 3.6). The knot Floer homology complex of the (p, 2p− 1) torus knot is
CFK∞(Tp,2p−1) ∼ε (1, p− 1) + (1, p− 2) + (2, . . .).
Proof of Lemma 4.4.
Since
tp(2p−1) − 1
t2p−1 − 1 = 1 + t
2p−1 + . . .+ t(p−1)(2p−1),
by (4.2.1), it suffices to show that
(4.3.1) (tp − 1)
p−2∑
i=0
(
t(2p−1)i + t(2p−1)i+p
)
−
2(p−2)∑
i=0
tip+1
 = (t− 1)(p−1∑
i=0
t(2p−1)i
)
.
The terms of the LHS of (4.3.1) telescope, leaving
p−2∑
i=0
(
t(2p−1)i+2p − t(2p−1)i
)
+ t− t(2p−1)p+1,
which further simplifies to
(4.3.2)
p−2∑
i=0
(t(2p−1)i+1 − t(2p−1)i),
and factoring out (t− 1) from (4.3.2) establishes (4.3.1). 
Proof of Proposition 3.6. By inspecting the successive degrees of terms in the Alexander polynomial
of Tp,2p−1, we see that
CFK∞(Tp,2p−1) ∼ε (1, p− 1, 1, p− 2, 2, p− 2, 2, p− 3, . . .),
and the result follows from Lemma 2.4. 
Now we are ready to prove the Proposition 3.4.
Proof of Proposition 3.4. The proof will be split into two cases: p even and p odd.
If p is even, by similar considerations as in the proof of Proposition 3.2, it suffices to show that
the knot Floer complex of T2,3; p
2
+1,p+1 takes the desired form (up to ε-equivalence).
We will begin by expanding the Alexander polynomial of T2,3; p
2
+1,p+1. By Lemma 4.4, we have
(4.3.3) ∆T2,3; p2+1,p+1
(t) = (1− t p2+1 + tp+2) ·
 p2−1∑
i=0
(
t(p+1)i + t(p+1)i+p/2+1
)
−
p−2∑
i=0
ti(p/2+1)+1
 .
The term
(1− t p2+1 + tp+2) ·
 p2−1∑
i=0
(
t(p+1)i + t(p+1)i+p/2+1
)
20 JOSHUA TOBIN
telescopes, leaving
p
2
−1∑
i=0
t(p+1)i +
p
2∑
i=1
t(p+1)i+
p
2
+2,
and
(1− t p2+1) ·
(
−
p−2∑
i=0
ti(p/2+1)+1
)
= −t+ t(p−1)(p/2+1)+1,
so we have
(4.3.4) ∆T2,3; p2+1,p+1
(t) =
p
2
−1∑
i=0
t(p+1)i +
p
2∑
i=1
t(p+1)i+
p
2
+2 − t−
p−2∑
i=2
ti(p/2+1)+1 − tp(p/2+1)+1.
Examining the degrees of successive terms, we see that
CFK∞(T2,3; p
2
+1,p+1) ∼ε (1, p, 2, p/2, 1, p/2− 2, . . .),
where the even entries after the ellipsis and before the point of symmetry are all less than p, so the
result follows in this case from Lemma 2.4.
The case p odd is similar. Expand the formula
(4.3.5) ∆T
2,3;
p+1
2 ,p+2
(t) =
(
1− t p+12 + tp+2
)
·
p−1∑
i=0
ti
p+1
2 −
p−2∑
j=0
(
tj(p+2)+1 + tj(p+2)+
p+1
2
+1
)
to obtain
(4.3.6) ∆T
2,3;
p+1
2 ,p+2
(t) = 1 +
p−2∑
i=2
ti
p+1
2 + t
p2+p
2 −
p−2∑
j=0
tj(p+2)+1 −
p−1∑
j=1
tj(p+2)+
p+1
2
+1,
showing that CFK∞(T2,3; p+1
2
,p+2) is a staircase with the form
(4.3.7) (1, p, 2,
p+ 1
2
− 2, 2, . . .),
establishing the proposition for case p odd by Lemma 2.4. 
4.4. Proposition 3.7. Finally, we will establish Proposition 3.7, completing the justification of
all of the propositions used to prove the main theorem. Proposition 3.7 stated that the knot Floer
complex of the (n, n(p2 + p) + 1) cable of the (p, p + 1) torus knot is ε-equivalent to the staircase
complex
(1, np− 1) + (1, n− 1, . . .).
Proof of Proposition 3.7. As before, we will consider the knot’s Alexander polynomial.
∆Tp,p+1;n,n(p2+p)+1(t) = ∆Tn,n(p2+p)+1(t) ·∆Tp,p+1(tn)
=
(p2+p)(n−1)∑
i=0
tin −
n−2∑
j=0
p2+p−1∑
i=0
tin+j(n(p
2+p)+1)+1
(p−1∑
k=0
tkpn −
p−2∑
k=0
tkn(p+1)+n
)
.
Consider first
(4.4.1)
(p2+p)(n−1)∑
i=0
tin
(p−1∑
k=0
tkpn −
p−2∑
k=0
tkn(p+1)+n
)
,
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which equals
p−1∑
k=0
(p2+p)(n−1)∑
i=0
tin+knp −
p−2∑
k=0
(p2+p)(n−1)∑
i=0
tin+knp+(k+1)n.
Observe that for 0 ≤ k ≤ p − 2, all the terms except the smallest and largest k telescope, leaving
the following expression for (4.4.1):
(4.4.2)
p−2∑
k=0
k∑
i=0
tin+knp −
p−2∑
k=0
k∑
i=0
tknp+(k+1)n+n(p
2+p)(n−1)−in +
(p2+p)(n−1)∑
i=0
t(p−1)np+in.
We can write the first sum as follows, where each row is a k value:
t0
+tnp +tnp+n
+t2np + t2np+n + t2np+2n
...
...
...
. . .
+t(p−2)np +t(p−2)np+n +t(p−2)np+2n + . . . +t(p−2)np+(p−2)n +0 .
Let m = (n− 1)(p+ 1). The difference between the third sum and the second can be written as:
t(p−1)np +t(p−1)np+n +t(p−1)np+2n + . . . +t(p−1)np+(p−2)n +t(p−1)np+(p−1)n
...
...
... . . .
...
...
+t(m−1)np +t(m−1)np+n +t(m−1)np+2n + . . . +t(m−1)np+(p−2)n +t(m−1)np+(p−1)n
+tmnp +0 +tmnp+2n + . . . +tmnp+(p−2)n +tmnp+(p−1)n
+t(m+1)np +0 +0 + . . . +t(m+1)np+(p−2)n +t(m+1)np+(p−1)n
...
...
... . . .
...
...
+t(m+p−3)np +0 +0 + . . . +0 + t(m+p−3)np+(p−1)n
+t(m+p−2)np .
Looking at the columns of the previous two tables, we see that
(4.4.3)
np+n−3∑
i=0
tinp +
p−1∑
j=1
(n−1)(p−1)−1∑
i=0
tjn(p+1)+inp
is an expression for (4.4.2). The rest of the proof of the proposition is similar to the proof of
Proposition 3.2. The smallest terms in (4.4.3) are 1 + tnp + tnp+n and the smallest terms in
(4.4.4)
− n−2∑
j=0
p2+p−1∑
i=0
tin+j(n(p
2+p)+1)+1
(p−1∑
k=0
tkpn −
p−2∑
k=0
tkn(p+1)+n
)
that do not cancel are −t− tnp+1, so the beginning of the staircase looks like (1, np−1, 1, p−1, . . .).
The degree of every monomial in (4.4.3) is divisible by n, but none of the monomials from (4.4.4)
have degree divisible by n. Finally, it is clear that for every monomial (up to the point of symmetry)
tq in (4.4.3), there is another monomial tq
′
with q′− q ≤ np because such a monomial can be found
in the first sum alone. The result follows from Lemma 2.4. 
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