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Boosting is one of the most well-icnown learning methods for building highly accurate 
classifiers or regressors from a set of weak classifiers. Much effort has been devoted 
to the understanding of boosting algorithms. However, questions remain unclear about 
the success of boosting. 
In this thesis, we study boosting algorithms from a new perspective. We started 
our research by empirically comparing the LPBoost and AdaBoost algorithms. The 
result and the corresponding analysis show that, besides the minimum margin, which 
is directly and globally optimized in LPBoost, the margin distribution plays a more 
important role. Inspired by this observation, we theoretically prove that the Lagrange 
dual problems of AdaBoost, LogitBoost and soft-margin LPBoost with generalized 
hinge loss are all entropy maximization problems. By looking at the dual problems 
of these boosting algorithms, we show that the success of boosting algorithms can 
be understood in terms of maintaining a better margin distribution by maximizing 
margins and at the same time controlling the margin variance. We further point out 
that AdaBoost approximately maximizes the average margin, instead of the minimum 
margin. The duality formulation also enables us to develop column-generation based 
optimization algorithms, which are totally corrective. The new algorithm, which is 
termed AdaBoost-CG, exhibits almost identical classification results to those of stan-
dard stage-wise additive boosting algorithms, but with much faster convergence rates. 
Therefore, fewer weak classifiers are needed to build the ensemble using our proposed 
optimization technique. 
The significance of margin distribution motivates us to design a new column-
generation based algorithm that directly maximizes the average margin while mini-
mizes the margin variance at the same time. We term this novel method MDBoost and 
show its superiority over other boosting-like algorithms. Moreover, consideration of 
the primal and dual problems together leads to important new insights into the char-
acteristics of boosting algorithms. We then propose a general framework that can be 
used to design new boosting algorithms. A wide variety of machine learning problems 
essentially minimize a regularized risk functional. We show that the proposed boosting 
framework, termed AnyBoostxc, can accommodate various loss functions and differ-
ent regularizers in a totally corrective optimization way. A large body of totally correc-
tive boosting algorithms can actually be solved very efficiently, and no sophisticated 
convex optimization solvers are needed, by solving the primal rather than the dual. We 
also demonstrate that some boosting algorithms like AdaBoost can be interpreted in 
our framework, even their optimization is not totally corrective, . 
We conclude our study by applying the totally corrective boosting algorithm to a 
long-standing computer vision problem—face recognition. Linear regression face rec-
ognizers, constrained by two categories of locality, are selected and combined within 
both the traditional and totally corrective boosting framework. To our knowledge, it 
is the first time that linear-representation classifiers are boosted for face recognition. 
The instance-based weak classifiers bring some advantages, which are theoretically or 
empirically proved in our work. Benefiting from the robust weak learner and the ad-
vanced learning framework, our algorithms achieve the best reported recognition rates 
on face recognition benchmark datasets. 
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Preliminaries, Notation, Terminology 
Preliminaries 
Typically, we use bold letters u, v to denote vectors, as opposed to scalars u, v in 
lower case letters. We use capital letters U, V to denote matrices. All vectors are col-
umn vectors unless otherwise specified. The inner product of two column vectors u 
and V is ti^v = Yli'^kVi- Component-wise inequalities are expressed using symbols 
-<\ e.g., u)^ V means for all the entries Ui > v^. 0 and 1 are column vectors 
with each entry being 0 and 1 respectively. The length will be clear from the context. 
The abbreviation s.t. means "subject to". We denote that the diag(y) G M'"^'" is a 
diagonal matrix, with its {i, i) entry being label jji, and the domain of a function /(•) 
as dom / . 
Notation for Chapter 2 to Chapter 5 
N, M natural, real numbers 
Xi the ?'th training data 
Yi the label corresponding to /th training data 
/).(•) a weak classifier 
F{-) a strong classifier, i.e. the ensemble of several /?.(-)s 
w the weight vector of weak classifiers 
u the weight (distribution) vector of a training set 
H a set of weak classifiers 
H the matrix where its (i, j ) entry is H^j = hj{Xi), i.e. the output of 
weak classifier h j with respect to data Xi 
H.J the j th column of H , corresponding to the j th weak classifier 
Hi, the ith row of H, corresponding to the ith training sample 
m. or M number of training examples 
n or N number of the potential weak classifiers, might be infinite 
t the iteration index of the boosting procedure 
7i the margin associated to the ith training sample 
d the edge of a weak classifier 
Notation for Chapter 6 
Xj the ith face image 
N the number of face images 
Nk the number of face images belonging to the kth individual 
K the number of individuals/classes in face recognition 
XA; the set of faces belonging to the A th individual 
xf the ah face image for the kth individual 
y the inquiry/test face image 
Tfc the reconstruction residual of the LRC algorithm with respect to 
class/individual k 
/(y) the label of the test face 
7j the Jth LRC weak classifier 
Af the neighborhood area of a given face image 
Wj the weight of the zth face in boosting procedure 






















Support Vector Machine 
Linear Programming Boost 
modified AdaBoost with logistic loss function 
modified AdaBoost with generaHzed exponential loss 
Column Generation 
the boosting-like algorithm which directly optimize the 
margin distribution 
totally-corrective AdaBoost using column generation 
totally-corrective AdaBoost-QP using column generation 
totally-corrective framework for arbitrary loss functions 
and regularization terms 
Stagewise Additive Modeling using a Multi-class Expo-
nential loss function, a recently proposed multiple-class 
boosting algorithm 
SAMME with uncertain weak classifiers 
totally-corrective SAMME using column geneartion 
Face Recognition 
Nearest Feature Line algorithm 
Nearest Feature Subspace algorithm 
Sparse Representation Classification 
Linear Regression Classification 
Boosted LRC based on random patches 
Boosted LRC based on random patches and using SAMME-
CG 
Boosted LRC based on random patches and using single-
step training 
X X l l l 
BLRC-PD Boosted LRC based on random patches, with dimension-
reductions for all the patches 
NLRC Neighborhood-constrained LRC 
BLRC-N Boosted LRC based on random neighborhoods 
Chapter 1 
Introduction 
1.1 Ensemble learning 
Machine learning has been playing a very important role in both scientific and indus-
trial areas. The goal of machine learning is to give accurate predictions, usually either 
quantitative or categorical, based upon some existing observations [311. As an exam-
ple. consider the task of automatically identifying the risk for a certain kind of cancer. 
One can employ the machine learning algorithms to analyze the previously obtained 
clinical and demographic data and then build the associated mathematical model. Af-
ter an examination is conducted on a patient, the cancer risk for him or her can be 
calculated based on the examining result and the mathematical model. In other words, 
machine learning studies how to learn a abstract model from the real-life observations 
and how to use this model to infer the unknown properties of the new samples. 
In practice, given a set of observations, usually one can obtain a number of ba-
sic predicting models, which may generate different predictions for the same sample. 
Intuitively, to combine the basic predictions in some way can lead to a better result, 
and the combining method governs the final performance. In the literature of machine 
learning, the methods that build a (better) predicting model by combining the strengths 
of some basic models are categorized as ensemble learning algorithms. 
There are several well-known ensemble learning algorithms. For example, the 
Bootstrap aggregating (Bagging) algorithm [5] combines the tree classifiers learned 
from randomly-selected subsets of the original training data. The final prediction of 
the Bagging algorithm is simply the average value of all the basic predictions. As an 
enhanced version of Bagging. Random Forests improve the prediction's accuracy by 
reducing the correlation between the tree classifiers [9]. 
Boosting is another kind of ensemble learning algorithm. Differing from the con-
ventional voting strategy employed by Bagging and random forests , boost ing conducts 
a weighted voting procedure over ail the basic models . The boost ing a lgor i thm was 
originally proposed for solving classification problems, where the model predict ions 
are categorical and usually indicate the samples ' identities. Typically, in boost ing algo-
ri thms, each basic model (usually referred to as base classifier or weak classifiers in the 
literature) * generated by a weak learning algori thm (usually called weak learner) has a 
misclassification error that is slightly better than a random guess. Then the weak clas-
sifiers are assigned with different weights which stand for the di f ferent s ignif icances 
in the voting procedure . The weighted combinat ion of the weak classifier, usually re-
ferred to as the strong classifier, has a much lower test error. In this sense, boost ing 
algori thms can "boos t" the weak learning algori thm to obtain a much stronger classi-
fier. With the properly learned weights , boost ing a lgor i thms usually illustrate higher 
accuracies than Bagging. 
1.2 AdaBoost 
Boost ing has attracted a lot of research interests since the first practical boost ing algo-
ri thm, AdaBoos t (Adapt ive Boost ing) , was introduced by Freund and Schapire [28]. 
As indicated by its name, AdaBoos t adjus ts itself adaptively to the errors of the weak 
classifiers [281. In specific, AdaBoos t trains the classifier in a iterative style. At each 
step, one weak classiher is learned by using the weak learner, e.g. decis ion trees or 
Principle Componen t Analysis (PCA), over a weighted data distr ibution. Af te r ob-
tained the current weak classiher, the data distribution is updated so that higher weights 
are given to the misclass ihed samples. In this way, the newly added weak classifier 
will a lways focus on the "hard samples" and the combined strong classifier usually 
has much higher discriminative power. The AdaBoos t a lgori thm was proposed for ef-
fectively reducing the training errors | 73 | . Nonetheless , it also demonst ra tes low test 
errors in most scenarios. Actually, AdaBoos t with trees was regarded as the "best 
off- the-shelf c lassiher in the wor ld" [7| . 
Another interesting property of AdaBoos t is the high resistance to overht t ings . For 
most machine learning algori thms, if there is no constraints on mode l ' s complexi ty, 
usually the learned model will " o v e r h f the training data. That is to say, the model 
scarihes the generalization capabil i ty for the low training error. In contrast , the test 
error of AdaBoos t .seems to consistently decrease when more and more weak classifiers 
are added into the model . 
*We will use the words base classifier and weak classifier interchangeably. 
1.3 The interpretations and variations of AdaBoost 
After AdaBoost was proposed, the machine learning community has demonstrated 
great interests in its desirable properties. Much work has been done to analyze Ad-
aBoost and to interpret its success. The first generalization error bound of AdaBoost 
was introduced in the same paper where the AdaBoost algorithm was proposed |28J. 
The bound is determined by the training error, the size of the training set, the VC-
dimension [89J of the base classifier space and the number of the boosting rounds. 
However, it can not explain AdaBoost 's resistance to overfitting, as many early exper-
iments [6, 601 suggested. Later, inspired by the theoretical analysis made by Bartlett 
[11, Schapire et al. introduced a new generalization error bound for AdaBoost. This 
bound is entirely independent of the boosfing round number and shows an explicit 
link to the margin distribution of training samples. They also proved that AdaBoost is 
able to achieve a good margin distribution. However. Breiman |8 | cast serious doubts 
on this explanation. He designed a boosting-like algorithms called Arc-Gv, which 
usually generates larger minimum margins than AdaBoost. A sharper upper bound 
of generalization error was built in terms of minimum margin, the training set size 
and the number of base classifiers. Breiman assumed that his Arc-Gv would achieve 
higher performance than AdaBoost according to the new bound, while the experimen-
tal result didn't support this assumption. During the past decade, more sophisticated 
margin-based explanations have been proposed [64, 71, 92]. 
From the perspective of opfimization, also much research has been dedicated to 
interpret AdaBoost. The behavior of AdaBoost was originally understood in a game-
theoretic setfing as explored by Freund and Schapire [28]. The zero-sum game is 
well-known to be solvable using linear programming. Therefore AdaBoost has been 
linked to linear or more general convex programming procedures [35, 63, 16|. Fried-
man et al. [29] theoretically established the strong connection between AdaBoost and 
logistic regression. In addition, Breiman [8] and Friedman et al. [30] observed that 
many boosting algorithms can be viewed as gradient descent optimization in func-
tional space. Rosset and his colleagues proved that some boosting algorithms can be 
viewed as £i-norm regularized model fitting [68]. 
According to the different interpretations, different variations of AdaBoost are also 
designed. Arc-Gv was derived to maximize the minimum margin based on Breiman's 
explanation [8]; Friedman etal. [29] proposed LogitBoost by replacing AdaBoost 's ex-
ponential cost function with the loss function of logistic regression. MadaBoost [20] 
instead uses a modified exponential loss. Motivated by the success of the margin theory 
associated with support vector machines (SVMs), Demiriz et al. [35, 16] invented LP-
Boost with the intuition of maximiz ing the m i n i m u m margin of all t raining examples . 
5-Boost ing algori thm was developed by introducing the connect ion between AdaBoos t 
and the barrier opt imizat ion [63]. The coordinate ascent boost ing algori thms [70, 71] 
was proposed based on the analysis of the dynamic property of AdaBoos t . 
Al though much effor t has been spent on unders tanding how AdaBoos t works , ques-
tions remain about the success of boost ing that are left unanswered [54]. However , on 
the other hand, the mystery of AdaBoos t also implies the room to interpret AdaBoos t 
in a more elegant way and some novel booting-l ike a lgor i thms could accordingly be 
derived f rom the new interpretation. 
1.4 Novel totally corrective boosting algorithms and the 
application 
In this thesis, we interpret the success of AdaBoos t f rom the perspect ive of pr imal-dual 
opt imizat ion procedure . The novel interpretation also leads to several new boost ing 
algori thms. 
Firstly, we provide a insight into the relation between the margin distribution and 
the generalization capability. In particular, the s tandard AdaBoos t and LPBoos t with 
hard or soft margins are compared in te rms of margin distribution and pe r fo rmance . We 
empirical ly prove that, for the boost ing-l ike a lgor i thms, the margin distribution plays 
a more significant role than that of the min imum margin. This observat ion motivates 
us to analyze AdaBoos t as an opt imizat ion procedure over the margin distr ibution. 
Then, f rom the perspective of convex opt imizat ion, we prove that the Lagrange dual 
problems of AdaBoos t , Logi tBoost and sof t -margin LPBoos t with general ized hinge 
loss are all entropy regularized LPBoost . By employ ing a general co lumn-genera t ion 
method, we propose a novel boost ing-l ike a lgor i thm termed A d a B o o s t - C G . The prof-
fered algori thm minimizes the dual p roblem of AdaBoos t in a co lumn-genera t ion fash-
ion and achieves better pe r fo rmance than its prototype. Fur thermore , with some minor 
assumpt ions , we derive another new loss funct ion of boost ing a lgor i thm that is explic-
itly related to the margins ' distribution. By directly opt imiz ing the distr ibution, the 
Margin Distribution Boost ing (MDBoos t ) ou tpe r fo rms other boost ing a lgor i thms on 
most datasets. 
The success of the proposed a lgor i thms inspires us to extend the p r ima l -dua l con-
ception and the column-genera t ion a lgor i thm to more general cases. A universal f r ame-
work is designed for min imiz ing an arbitrary empirical risk funct ion with different reg-
ularizations. Under the universal boost ing f r amework , we also develop a faster totally 
corrective boosting algorithm by solving the primal problem at each iteration. Various 
loss functions and regularizations are empirically compared under the framework. 
Finally, we apply the totally corrective boosting algorithm to a long-standing prob-
lem in computer vision—the face recognition problem. In the past decade, much at-
tention has been paid to an emerging algorithm family, linear representation based 
face recognition. Lots of important face recognition approaches, such as Nearest Fea-
ture Line (NFL) [44], Nearest Feature Subspace (NFS) [13], Sparse Representation 
Classification (SRC) [98] and Linear Regression Classification (LRC) [57] could be 
viewed as members of this family, with different prior assumpfions. In this thesis, the 
LRC algorithm is boosted for higher accuracy and robustness. Both the multiple-class 
boosting algorithm and its totally corrective variation are employed and a remarkable 
performance improvement is observed. In particular, the totally corrective version il-
lustrate better performance because of its global optimum and higher efficiency thanks 
to the fewer weak classifiers selected. 
We make five major contributions in this thesis, they are: 
1. In Chapter 2, we empirically prove that the margin distribution is significant to 
the explanation of AdaBoost 's success. In contrast, too much effort to maximize 
the minimum margin usually leads to the decline in performance. 
2. In Chapter 3, we derive the Lagrangian duals of boosting algorithms and show 
that most of them are entropy maximization problems. Furthermore, based 
on the duals we derive, we design column-generation based optimization tech-
niques for boosting learning. We show that the new algorithm, which is termed 
AdaBoost-CG, has almost identical results to those of standard iterative additive 
boosting algorithms but with much faster convergence rates. Therefore fewer 
weak classifiers are needed to build the ensemble. 
3. In Chapter 4, we propose another new totally corrective boosting algorithm, MD-
Boost, that optimizes the margin distribution direcdy. The optimization proce-
dure of MDBoost is based on the idea of column-generation, which has been 
widely used in large-scale linear programming. We empirically demonstrate that 
MDBoost outperforms AdaBoost on most UCI data sets used in our experiments. 
The success of MDBoost verifies the conjecture in [65]. 
4. In Chapter 5, we propose a very general framework that can accommodate ar-
bitrary convex regularization terms other than i i norm. By explicitly deriving 
the Lagrange dual formulations, we demonstrate that totally corrective boosting 
based on column-generation can be designed to facilitate boosting. In particu-
lar, we focus on analyzing the £2, and £00 norm regularization. Besides, we 
observe that the totally corrective boosting's primal problems are much simpler 
than the counterpart dual problems. So it is much faster to solve the primal prob-
lem, at each iteration of a column-generation based boosting algorithm. In the 
proposed AnyBoostxc, generally we do not require sophisticated convex solvers 
and only gradient descent methods like L-BFGS-B 1104] are needed. Previous 
totally corrective boosting algorithms 116, 80, 971 all solve the dual problems 
using convex optimization solvers. 
5. In Chapter 6, we successfully boost the LRC algorithm for face recognition. 
To our best knowledge, this is the first time that the instance-based algorithm 
have been boosted to solve the computer vision tasks. In addition, the totally 
corrective boosting algorithm is also applied to face recognition, achieving even 
better performance. 
Chapter 2 
Boosting the minimum margin: 
LPBoost vs. AdaBoost 
2.1 Introduction 
AdaBoost can be viewed as a gradient descent procedure that minimizes the exponen-
tial classification error function. Meanwhile, |281 has proved that the sample margin 
distribution as well as the minimum margin are reduced aggressively. However, it is 
not theoretically perfect from the viewpoint of optimization since the training is an it-
erative gradient-descent procedure. Some alternative optimization strategies have been 
proposed. The linear programming (LP) based boosting, or LPBoost, is one of them. 
Grove and Schuurmans 135] formulated ensemble learning as an LP to improve the 
performance of AdaBoost. This approach being theoretically elegant, the authors have 
observed poorer classification accuracy on test data than AdaBoost. Later, inspired by 
Grove and Schuurmans' LP formulation and the success of soft-margin support vec-
tor machines (SVMs), Demiriz et al. [16] introduced soft-margin LP boosting. The 
column-generation technique is used to solve the LP with a possibly infinite number of 
weak classifiers. Different from the AdaBoost, the linear coefficients of LPBoost are 
totally corrective, which in theory results in faster convergence. 
Intuitively, LPBoost should have better generalization capability (smaller test error) 
than AdaBoost, according to the margin theory [74]. LPBoost optimizes the minimum 
margin directly, while it is not yet clear how the training procedure of AdaBoost max-
imizes the margin. To date, however, there is no empirical comparison or theoretical 
explanation of LPBoost against AdaBoost. 
In this chapter, we attempt to answer this question. Our results seem counter-
intuitive at first glance: generally AdaBoost has better generation capability than LP-
Boost. We also give an explanation showing tiiat this observation is in fact consistent 
with the observation of [65]: maximizing the minimum margin may not be an optimal 
choice. We also show the connection between LPBoost's cost function and AdaBoost's 
cost function. 
To our knowledge, this is the first work that presents a systematic comparison be-
tween LPBoost and AdaBoost. Our analysis also opens the possibility of finding better 
ways to improve AdaBoost or even of inventing new boosting algorithms. 
The closest related work to ours might be |65]. In |65| the authors compared 
the performance of AdaBoost and Arc-Gv [8]. By comparing the minimum margins 
and test error of AdaBoost and Arc-Gv, it is empirically shown that larger minimum 
margins do not necessarily generalize better. Our work confirms this conjecture. In the 
machine learning community, most work on boosting has been focused on giving new 
interpretations |29, 53] and exploring new applications [91, 45]. 
The rest of the chapter is organized as follows. In Section 2.2, we briefly review 
the concepts of AdaBoost and LPBoost. We then test the two algorithms on various 
datasets in Section 2.3. After experiments, in Section 2.4, we explain the results by 
considering the margin distributions. Finally, concluding remarks are given. 
2.2 Boosting Algorithms 
In this section, we briefly review some boosting-like algorithms, namely AdaBoost, 
LP-AdaBoost and LPBoost. 
2.2.1 AdaBoost 
AdaBoost is the first practical and efficient algorithm for ensemble learning [74]. The 
training procedure of AdaBoost is a greedy algorithm, which constructs an additive 
combination of weak classifiers such that the exponential loss is minimized: 
LiyJ\x)) = exp{-yF{x)). (2.1) 
Here x is the labeled training sample and y e { + 1 , - 1 } is its label; F{x) is the 
final decision function which outputs the predicted class label. AdaBoost combines 
iteratively a number of weak classifiers to form a strong classifier. A weak classifier is 
defined as a classifier with greater than average accuracy on the training set. The final 
strong classifier F{-) can be defined as 
F{x) = Wjhjix)), (2.2) 
where Wj is a weight coefficient; /?_,(•) is a weaic learner with output { + 1, - 1 } and N 
is the number of weak classifiers. At each iteration, AdaBoost selects a new hypoth-
esis h{-) that best classifies training samples with minimal classification error. Each 
training sample receives a weight that determines its probability of being selected for 
a training set. If a training sample is correctly classified, then its probability of being 
used again in a subsequent component classifier is reduced. Conversely, if the pattern 
is misclassified, then its probability of being used again is increased. In this way, the 
algorithm focuses more on the misclassified samples after each round of boosting. The 
AdaBoost algorithm is summarized as follows. 
• Given a training set {x-[. yi}, . . . , {x j \ i , y i \ j } ; and initialize D\ = j j , {i indexes 
training samples). 
• For j = 1, • • • 
1. Train weak classifier hj{-) using distribution D,;. 
2. Calculate Wj = 0.5 log 
3. Update Dj^^ oc D] exp{-tVjyihj{xi)) and normalize Dj+i to be a proba-
bility distribution. 
• Output the strong classifier as in (2.2). 
Schapire et al. |74] proved that the larger margins on the training set translate into 
a superior upper bound on the generalization error. Specifically, using the margins, a 
bound is shown that does not dependent on the number of boosfing rounds, i.e., the 
generalization error is at most 
P r ( m a r g i n ( x , y ) < 9 ) -h O 
/ 
\ 
M e 2 
(2.3) 
for any 0 . Here Pr ( ) denotes the empirical probability on the training samples, M 
is the size of training samples, and d is the VC-dimension of the space of all possible 
weak classifiers. The margin of an example is defined as 
margin(a; ,y) = . (2.4) 
E j Wj 
This result is important because it not only indicates the AdaBoost is somewhat "im-
mune" to overfitting, but also implies that the margin is an important factor affecting 
the algorithm's classification performance. 
2.2.2 LP-AdaBoost 
T h e first con t r i bu t ion on the appHca t ion of L P to b o o s t i n g w a s m a d e by G r o v e a n d 
S c h u u r m a n s [35], w h o de r ived an L P o p t i m i z a t i o n p r o b l e m b a s e d on m a x i m i z i n g the 
m i n i m u m m a r g i n of the c o m b i n e d c lass i f ie r g e n e r a t e d by A d a B o o s t . I n c r e m e n t a l w o r k 
[62] b o r r o w e d the idea f r o m s o f t - m a r g i n S V M s to f o r m a s o f t - m a r g i n L P - A d a B o o s t . 
T h e goal of the L P - A d a B o o s t is to f ind the op t ima l l inear w e i g h t c o e f f i c i e n t s that 
m a x i m i z e the m i n i m u m m a r g i n a m o n g all the t r a in ing s a m p l e s . M a t h e m a t i c a l l y , L P -
A d a B o o s t so lves the f o l l o w i n g LP : 
M 
m a x p — D y^ 
i=l 
s u b j e c t t o t j i h . w + £ , i > p , (2 .5) 
> 0, i = 1, • • • , M . 
w > 0 , 1 ^ = L 
H e r e the va r i ab le of interes t to be o p t i m i z e d is the m i n i m u m m a r g i n p. T h i s L P fo r -
m u l a t i o n is s imi l a r to the £ i - n o r m S V M . w = [w^,- • • ,wn] is a c o l u m n vector . is 
the s lack va r i ab le f o r each t ra in ing e x a m p l e . 1 is a c o l u m n vec tor , w i th all en t r i e s be -
ing L E a c h en t ry of the vec to r h , = [ h i { x i ) , • • • , h N { x i ) ] is the w e a k c lass i f i e r l i j{-) 
r e s p o n s e on t r a in ing e x a m p l e s , . In L P - A d a B o o s t , the w e a k c las s i f i e r set is o b t a i n e d 
by a p re - run of A d a B o o s t . C l ea r l y the t r ade -o f f p a r a m e t e r D b a l a n c e s the m a r g i n a n d 
t ra in ing error . W h e n D = 0, E q u a t i o n (2 .5) is the h a r d - m a r g i n L P - A d a B o o s t of | 3 5 ] . 
In e x p e r i m e n t s , D is se lec ted by s u b - s a m p l i n g va l ida t ion . 
2.2.3 Column Generation and LPBoost 
In m a n y c i r c u m s t a n c e s the ca rd ina l i t y of the F,, i.e. the s ize of t he set o f w e a k c las -
s if iers , is t oo la rge to c o p e wi th by u s ing s t a n d a r d L P so lvers . Idea l ly the set o f w e a k 
c lass i f ie rs shou ld not be c o n f i n e d to t h o s e g e n e r a t e d by A d a B o o s t . If all the p o s s i b l e 
w e a k c lass i f ie rs a re c o n s i d e r e d , usua l ly o n e has an inf in i te ly n u m b e r of w e a k c lass i -
f iers . D e m i r i z et at. | I6J so lved th is p r o b l e m by us ing the C o l u m n - G e n e r a t i o n ( C G ) 
t e c h n i q u e | 49 , 16], T h e y t e r m e d the i r new c o l u m n - g e n e r a t i o n b a s e d b o o s t i n g L P B o o s t . 
T h e essent ia l idea of L P B o o s t is ident ica l wi th L P - A d a B o o s t w h i l e the i r o p t i m i z a t i o n 
s t ra teg ies a re d i f f e r en t . 
C o l u m n - g e n e r a t i o n is a s t a t e -o f - the -a r t m e t h o d f o r o p t i m a l l y s o l v i n g d i f f icu l t la rge-
sca le op t im iza t i on p r o b l e m s . It is a m e t h o d that avo ids c o n s i d e r i n g all va r i ab l e s of a 
p r o b l e m expl ic i t ly . If an L P has g rea t m a n y va r i ab les ( c o l u m n s ) but m u c h f e w e r c o n -
straints, the column-generation idea can be very beneficial. The crucial insight behind 
CG is that the number of non-zero variables of the optimal solution is equal to the 
number of linear constraints, hence although the number of possible variables may be 
large, we need only a small subset of these in the optimal solution. It works by con-
sidering only a small subset of the entire variable set. Once it is solved, we ask the 
question: "Are there any other variables that can be included to improve the solution?" 
So we must be able to solve the subproblem: given a set of dual values, one either 
identifies a variable that has a favorable reduced cost, or indicates that such a variable 
does not exist. In essence, CG finds the variables with negative reduced costs without 
explicitly enumerating all variables. 
In practice, CG mainly works on the Lagrange dual problem [4j. In the primal 
space, the CG method solves the problem on a subset of variables, which corresponds 
to a subset of constraints in the dual. When a column is not included in the primal, the 
corresponding constraint does not appear in the dual. That is to say, a relaxed version 
of the dual problem is solved. If a constraint absent from the dual problem is violated 
by the solution to the restricted problem, this constraint needs to be included in the 
dual problem to further restrict its feasible region. In other word, instead of adding the 
"columns" in the primal problem, we augment the constrains one by one to the dual 
problem. 
In the case of LPBoost, Demiriz et al. had derived the dual formulation of (2.5) as: 
mm r 
r.u 
s-t. < r (Vj = 1 , . . . , iV), (2.6) 
Dlh=u)^0. l^u = 1. 
To apply the idea of column-generation, one needs to put the constraints succes-
sively to the dual problem. Therefore at step t, the associated "sub-problems", i.e. the 
dual problem of the restricted master problem |49], writes 
mm r 
r,u 
S-t. < r (Vj = 1, • • • ,t), (2.7) 
> M 0, i ^ u = 1, 
where hj{xi) indicates the output of the j th selected weak classifier, w.r.t. the ?th train-
ing sample. This process stops when no such violated constraint could be found, i.e., 
the optimality is achieved. Algorithm 1 illustrates the optimization process. 
2.2.4 Connection between AdaBoost and LPBoost 
As mentioned above, LPBoost is mainly inspired by SVMs, Particularly, £i-norm 
SVMs. Is there any connection between LPBoost and AdaBoost? We show that LP-
Boost is actually minimizing a bound of AdaBoost's cost function. We know that 
AdaBoost sequentially solves 
M 




mill exp ( -marg in (a ; , , ?;,)). (2.9) 
i=\ 
The equivalence holds when ^ . wj = L This problem is the same as 
mill log 
'3 
/ A/ \ 
^ e x p ( - m c u - g i n ( a ; , , , y , ) ) 
\ i = i / 
(2.10) 
because log(-) is strictly monotonically increasing. Therefore we can see that Ad-
aBoost minimizes a log-sum-exp |4 | cost function. It is well know that log-sum-exp is 
a soft differentiable approximation of the min(-) (and max(-)) function. The following 
inequality holds: 
/ M \ 
m a x { 7 j } < l o g V e x p ( 7 i ) < iiiax{7i} + log(7'\/), (2.11) 
\ i J ' 
for all 7i. The second inequality is tight when all components of 7 are equal. Applying 
this inequality to (2.10), if we want to minimize the upper bound of the AdaBoost 's 
cost function in (2.10) we have 
mill max{-margi i i (a; .„ iji)} + log(M) 
i 
—f max miii{margiii(a;j, yj)}. 
This is exactly what the hard -margin LP-AdaBoost minimizes. 
We have shown that LPBoost actually minimizes the upper bound of AdaBoost 's 
cost function. Considering that the cost function of AdaBoost is already convex, it 
may not be necessary to minimize an approximation. This may partially explain why 
LPBoost performs worse than AdaBoost, as shown in our experiments. 
2.3 Experiments 
2.3.1 Experimental setting 
In this section, we perform some experiments to compare the performance between the 
AdaBoost and the LPBoost. In the experiments, similar to the tests in [16|, the LPBoost 
optimizes the soft-margin cost function, over all the weak hypotheses candidates. Here, 
we use the standard LP algorithm, rather than the CG version, for the following three 
reasons. Firstly, according to [65], the complexity of the weak classifier also affects 
the ensemble's generalization capability. We then employ the decision stump classifier, 
whose complexity is constant, as the weak learner. Thus in this scenario, the number of 
the weak classifier candidates is finite. If the dimensionality and the number of training 
samples are not extremely large, standard LP solvers can solve it without difficulties. 
Secondly, we have compared the CG based LPBoost and the direct LPBoost, the final 
generated classifiers are very similar. Finally, directly solving the LP optimization 
guarantees the global optimum. 
As to the experimental data, we choose eight datasets from the UCI machine learn-
ing repository. Some of them are also used in [65]. See Table 2.1 for details. Data used 
for training, validation and test are randomly drawn from the original set. The param-
eter D in the LPBoost is chosen by using a 10-time repeated sub-sampling validation. 
austraiian breast-cancer fourclass german ion liver splice ocr28 
number of training data 345 35(1 431 14G 170 173 370 359 
number of validation data 173 175 21G 73 88 80 250 318 
number of test data 172 174 215 72 87 80 250 318 
Table 2.1: A description of the UCI datasets used in our experiments . 
Both AdaBoost and LPBoost are performed five times on each dataset and we 
report the average error rates. The experiments are run on a PC with 4G RAM and 
Intel 2.4G Quad-Core CPU. The software circumstance is Matlab 7.1. We employ the 
GLPK (GNU Linear Programming Kit) |50] as the LP solver. 
2.3.2 Experimental results 
We report the experimental results in this section. As is shown in Table 2.2, the com-
petition between AdaBoost and LPBoost seems to end in a draw. Overall. AdaBoost 
is slighdy better. AdaBoost beats LPBoost for the 5 data sets tested in [651. But LP-
Boost performs slightly better for the other 3 cases. Thus far, clearly, in terms of the 
classification performance, LPBoost is not better than AdaBoost. 
au.stralian brea.si-cancer fourciass german ion liver splice ocr28 
test error (Ada) 0.1051 0.0472 0.0808 0.3142 0.1319 0.2934 0.1761 0 .0497 
test error (LP) 0.1443 0.0671 0.0C89 0.303G 0.1470 0.2955 0.2123 0.0528 
minimum margin (Ada) 0 0.0019 -0.017.5 0.0020 0.0043 0.0011 0.0011 0.0365 
minimum margin (LP) -(1.2409 O.OIO.'} -0.0985 -0.3194 0.1308 -0.1069 0.0705 0.2724 
average margin (Ada) 0.0868 0.2900 0.0700 0.1156 0.2020 0.0761 0.1585 ()..5009 
average margin (LP) 0.1819 0.2.582 0.0792 0.3079 0.1637 0.1088 0.1027 0.3554 
D for LP 0.0080 0.1002 0.1200 0.0040 0.1200 0.0242 0.0920 0.2(100 
Table 2.2: Test results for AdaBoost and soft-magin LPBoost. The last row lists the value of trade-off 
parameter D for LPBoost. Ada means AdaBoost and LP refers to soft-margin LPBoost. 
However, the question is whether LPBoost really benefits from the larger min imum 
margin? We notice that in the cases AdaBoost fails, its minimum margins are still 
larger than LPBoost. This observation inspires us to pay a special attention to the 
soft-margin strategy in LPBoost. 
As a result, we conduct the LPBoost again, but with hard margins instead. The 
results are illustrated in Table 2.3. 
australian breast-cancer fourciass german ion liver splice ocr28 
test error (Ada) 0 .1616 0 .0471 0 .1042 0 .3000 0 .1563 0 .2767 0 .1757 0 .0497 
test error (LP) 0.2105 ().()0()9 0.2735 0.3222 0.1586 0.3250 1).210() 0.0541 
minimum margin (Ada) 0 0.0015 -0.02.34 0.0013 0.0129 0 0.0011 0.0305 
minimum margin (LP) 0.0251 0.0.577 ().()(i85 0.08.59 0.1406 0.0263 0.0705 0.2742 
average margin (Ada) l).()891 0.2702 0.0771 l).ll)71 0.3050 0.1)705 0.1572 0..5()69 
average margin (LP) 0.0518 0.2014 0.0409 0.07.54 0.1924 0.0485 0.0987 0.3005 
Table 2.3: Test results for AdaBoost and hard-magin LPBoost. Note that here LP is hard-margin LP-
Boost. 
Now AdaBoost outperforms LPBoost in all the cases, even though the minimum 
margins for the LPBoost are consistently larger than for AdaBoost. Therefore, we can 
draw at least two empirical conclusions. Firstly, the minimum margin is not the key 
fact affecting the performance in an boosting algorithm. Under some conditions, it 
does not directly decrease the generalization error. Secondly, it is the soft margin that 
improves the performance of LPBoost. Without soft margins, the LPBoost is inferior to 
AdaBoost. In addition, this improvement is based on the price of heavier computation 
of validation. 
We have also reported the average margins here, it seems that the average margin 
makes more sense for its correlation with the tinal generalization capability. We will 
give an explanation for this phenomenon in the next section. 
2.4 Discussion 
The connection between AdaBoost and LPBoost is derived from the zero-sum game 
[26, 251, which is used to understand the AdaBoost in a new way*. Since the problem 
of solving a zero-sum game is well known to be solvable use LP, with the novel under-
standing of AdaBoost, many attempts like (35| and 116] try to using LP to improve or 
even replace AdaBoost. They hope the globally optimal solution would lead to better 
performance. However, no statistically better results have been observed. 
Our second experiment (hard-margin LPBoost) proves that the larger minimum 
margin does not necessarily indicate a better performance. Why does the performance 
sometimes deteriorate with our attempts to optimize the minimum margin globally? 
Let us recall the loss functions of AdaBoost and LPBoost. As pointed out in Sec-
tion 2.2.4, AdaBoost is a procedure for finding a linear combination of base classifiers 
that attempts to minimize the log-sum-exp cost function. The cost function of Ad-
aBoost is a non-linear convex function. LPBoost actually optimizes the upper bound 
of AdaBoost 's cost function. This replacement of the loss function leads to the perfor-
mance difference. 
LPBoost, especially the hard-margin LPBoost. aims to maximize the minimum 
margin among all the training samples. This is also proved empirically in the last sec-
tion. However, AdaBoost, which aims to minimize an sum of the samples' exponential 
(minus) margins, pays more attention to the margin distribution rather than to the min-
imum margin. We rerun the experiment again and this time we record the margins for 
all training data both in AdaBoost and LPBoost. 
Figures 2.1 show the cumulative margins of AdaBoost and LPBoost (soft margin) 
for the 4 cases that AdaBoost wins. We can see that the margin distributions of Ad-
aBoost are all better than LPBoost 's distributions, although in terms of the minimum 
margin, LPBoost is larger than AdaBoost in all 4 cases. This shows that the mini-
mum margin is not as important as we expected. What matters is the entire margin 
distribution. 
During the test, we also compare the margins obtained by the three methods (Ad-
aBoost, hard margin LPBoost and soft-margin LPBoost) for each example and com-
pute the percentage that LPBoost 's margin is larger than AdaBoost 's margin among 
all the examples. Let us write this percentage as Fmargin- The larger Pmargin indicates 
a better margin distribution over AdaBoost 's margin distributions and generally im-
*In the game-theoret ic setting, the AdaBoos t algori thm and the weak learner play as two competi tors . 




Figure 2.1: The margin distributions of AdaBoost and soft-margin LPBoost on the datasets "breast can-
cer","sphce","ion" and "ocr28". The margin distributions of AdaBoost are all "better" than LPBoost's. 
Although in terms of the minimum margin, LPBoost is larger than AdaBoost in all the cases. 
plies the better performance, as is shown in Table 2.4. From Table 2.4, we can see 
that for the 3 cases that LPBoost performs better than AdaBoost, their Pnuugin value 
is larger than half. That means, over half of the margins are larger than AdaBoost's 
corresponding margins: the overall distribution is better. 
auslralian breast-cancer fourclass german ion liver splice ocr28 
^iiiirBiri sol'l-niargin LP 85.8G''X 52.25'/r U l . lO 'X 17.73% 59.31% 19.C8% 17.38%> 
perfomiace compared to AdaBoost better worse belter belter worse worse worse worse 
f'iiii.rBiii hard-margin 11.42'X 9AV/, 12.25% 25.3-1% 17.1G% 19.88% 15.25% 17.80% 
perfomiace cojnpared to AdaBoosi worse worse worse worse worse worse worse worse 
Table 2.4: The Pmargin (percentage of samples with larger margins in LPBoost than those in AdaBoost) 
and the comparison outcomes (with respect to test error) between LPBoost and AdaBoost. 
We show one more example. Figure 2.2 illustrates the cumulative distribution 
of the margins of AdaBoost, hard-margin LPBoost and soft-margin LPBoost on the 
dataset liver disorder. The soft-margin LPBoost shows the best inargin distribution as 
well as the best performance. The soft-margin strategy, including the validation proce-





S 0.6 I 






-0 .4 - 0 . 2 
- - - AdaBoost 
Hard-margin LPBoost 
Soft-margin LPBoost 
0 . 6 
Figure 2.2: The three margin distributions (AdaBoost , hard-margin LPBoost and soft-margin LPBoost) 
on dataset "liver disorder". In this case, soft-margin LPBoost has the best margin distribution and hence 
best classification performance. 
Here, we summarize the discussion in this section. The margin distribution plays a 
more important role than the minimum margin in terms of the classification accuracy 
for boosting algorithms. Using LP to approximate the AdaBoost ' s loss function will 
make the new algorithm (LPBoost) neglect to optimize the margin distribution and 
pay too much attention to the minimum margin, which almost always deteriorates the 
performance. The soft-margin strategy helps LPBoost to some extend because it can 
"shi f t" the attention from the minimum margin to the training error and may lead to 
a better margin distribution than hard-margin LPBoost has. But still it is hard to beat 
AdaBoost . 
2.5 Conclusion 
The margin distribution is significant to the explanation of AdaBoost ' s success. Many 
researchers have noticed this phenomenon. AdaBoost ' s loss function ensures that the 
margin distribution will be better and better iteratively, while LPBoost scarifies most 
instances ' margins to increase the minimum one. The gradient-based feature is a draw-
back of AdaBoost . The LPBoost amends this drawback but at the same time, it brings a 
new and even bigger drawback. Our analysis shows that using LPBoost to approximate 
AdaBoost is irnproper and inefficient. 
Many researchers are still focusing on ameliorating AdaBoost as well as LPBoost, 
but most of them consider the AdaBoost as a simple max-min game or pay too much 
attention to the minimum margin [64]. If they move their interest into the margin 
distribution, better results might be produced. However, the direction of replacing 
the gradient-based approach with a more efficient optimization technique is correct 
undoubtedly. A promising topic is to find a cost function, which would better be convex 
(and thus easy to optimize) and produce better margin distributions. 
The comparison between AdaBoost and LPBoost is the starting point of our work 
on boosting algorithms. It provides a insight into the success of boosting algorithm and 
implies two important factors to improve the performance: better margin distribution 
and more elegant optimization strategy. In the following chapters, we will extend this 
idea and achieve the above two goals under the convex optimization framework. 
Algor i thm 1 LPBoost 
Inpu t : Training set {xi, y i ) , i = 1 • • • M ; termination threshold e > 0; regularization 
parameter D; (optional) maximum iteration A'^ niax-
Init ial ization: 
1. A^  = 0 (no weak classifiers selected); 
2. IT = 0 (all primal coefficients are zeros); 
3. iLi = i = I • • • M (uniform dual weights), 
while t r u e do 
1. Find a new base /?'(•) which has the lowest training error w.r.t. the current data 
distribution u = [ui,u2, • • • , um], 
2. Check for optimal solution: 
if Y l f i i Uiyih'{xi) < ? ' + £, then break (problem solved); 
3. Add /?/(•) to the restricted master problem, which corresponds to a new constraint 
in the dual; 
4. Solve the dual problem (2.7) to obtain updated r and Ui{i = 1, - •• , M ) ; 
5. A^  = TV + 1 (weak classifier count); 
6. (optional) if A^ > A'max^ then break (maximum iteration reached), 
end 
O u t p u t : 
1. Calculate the primal variable w from the optimality conditions and the last 
solved dual problem; 
2. The learned classifier F{x) = Wjhj{x). 
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Chapter 3 
On the Dual Formulation of Boosting 
Algorithms 
3.1 Introduction 
As introduced in Chapter 2, LPBoost was invented by [35, 16] with the intuition of 
maximizing the minimum margin of all training examples. The final optimization 
problem can be formulated as a linear program (LP). We also observed that the hard-
margin LPBoost does not perform well in most cases although it usually produces 
larger minimum margins. In other words, a higher minimum margin would not nec-
essarily imply a lower test error. Breiman [8] also noticed the same phenomenon: 
his Arc-Gv algorithm has a minimum margin that provably converges to the optimal, 
but Arc-Gv is inferior in terms of generalization capability. Experiments on LPBoost 
and Arc-Gv have put the margin theory into serious doubt. Until recendy, Reyzin and 
Schapire [651 re-ran Breiman's experiments by controlling weak classifiers' complex-
ity. They found that the minimum margin is indeed larger for Arc-Gv, but the overall 
margin distribution is typically better for AdaBoost. The conclusion is that the min-
imum margin is important, but not always at the expense of other factors. They also 
conjectured that maximizing the average margin, instead of the minimum margin, may 
result in better boosting algorithms. 
As the soft-margin SVM usually has a better classification accuracy than the hard-
margin SVM, the soft-margin LPBoost also performs better by relaxing the constraints 
that all training examples must be correcdy classified. Cross-validation is required 
to determine an optimal value for the soft-margin trade-off parameter. The equiva-
lence between SVMs and boosting-like algorithms is shown in [611. Comprehensive 
overviews on boosting are given by [55] and [75]. 
We show in this chapter that the Lagrange duals of AdaBoost, LogitBoost and LP-
Boost with generalized hinge loss are all entropy maximization problems. Previous 
work like [14, 41, 42] noticed the connection between boosting techniques and en-
tropy maximization based on Bregman distances. They did not show that the duals 
of boosting algorithms are actually entropy regularized LPBoost as we show in (3.1 1), 
(3.29) and (3.32). In addition, no column-generation based optimization algorithms for 
AdaBoost or LogitBoost were derived in the literature. By knowing this duality equiv-
alence, we derive a general column-generation based optimization framework that can 
be used to optimize arbitrary convex loss functions. In other words, we can easily de-
sign totally corrective AdaBoost, LogitBoost and boosting with generalized hinge loss, 
etc. 
Our major contributions are the following: 
1. We derive the Lagrangian duals of boosting algorithms and show that most of 
them are entropy maximization problems. 
2. The authors of [65] conjectured that "it may be fruitful to consider boosting al-
gorithms that greedily maximize the average or median margin rather than the 
minimum one". We theoretically prove that, actually, AdaBoost approximately 
maximizes the average margin, instead of the minimum margin. This is an im-
portant result, in the sense that it provides an alternative theoretical explanation 
that is both consistent with the margins theory and that agrees with the empirical 
observations made by [65|. 
3. We propose AdaBoost-QP that directly optimizes the asymptotic cost function 
of AdaBoost. The experiments confirm our theoretical analysis. 
4. Furthermore, based on the duals we derive, we design column-generation based 
optimization techniques for boosting learning. We show that the new algorithms 
have almost identical results to those of standard stage-wise additive boosting 
algorithms but with much faster convergence rates. Therefore fewer weak clas-
sihers are needed to build the ensemble. 
The chapter is organized as follows. Section 3.2 briefly reviews several boosting 
algorithms for self-completeness. Their corresponding duals are derived in Section 
3.3. Our main results are also pre.sented in Section 3.3. In Section 3.4, we then present 
numerical experiments to illustrate various aspects of our new algorithms obtained in 
Section 3.3. We conclude the chapter in the last section. 
3.2 The Loss Functions of Boosting Algorithms 
We first review some basic ideas, and the corresponding optimization problems of 
AdaBoost, LPBoost and LogitBoost, wiiich are of interest in tiiis present work. 
Let W be a class of base classifier H = {/?j (-) : ;f ^ R, j = 1 • • • A^}. A boosting 
algorithm seeks for a convex linear combination 
where w is the weak classifier weights to be optimized. AdaBoost calls an oracle that 
selects a weak classifier hj{-) at each iteration j and then calculates the weight Wj 
associated with hj{-). It is shown in [29, 52] that AdaBoost (and many others such as 
LogitBoost) performs coordinate gradient descent in function space, at each iteration 
choosing a weak classifier to include in the combination, such that the cost function is 
maximally reduced. It is well known that coordinate descent has a slow convergence 
in many cases. From an optimization point of view, there is no particular reason to 
keep the weights Wi, - • • , wj^i fixed at iteration j . Here we focus on the underlying 
mathematical programs that boosting algorithms minimize. 
AdaBoost has been proved to minimize the exponential loss function [ 14|: 
M 
mill y^cxp(—yiF(x i ) ) , s.t. w ^ 0. (3.2) 
w ^—' 
Because the logarithmic function log(-) is a strictly monotonically increasing func-
tion, AdaBoost equivalendy solves 
/ M \ 
mill log y^exp(-yi -F(a ; , ) ) , s.t. it; 0, = (3.3) 
\l=l J 
Note that in the AdaBoost algorithm, the constraint ^Jw = ^ is not explicitly en-
forced. However, without this regularization constraint, one can always make the cost 
function approach zero via enlarging the solution w by an arbitrarily large factor. Here 
what matters is the sign of the classification evaluation function. AdaBoost selects the 
value of r by selecting how many iterations it runs. We can also use a relaxed version 
l^w 
We will show that it is very important to introduce this new cost function. All of 
our main results on AdaBoost are obtained by analyzing this logarithmic cost function, 
not AdaBoost's original cost function. Let us define the matrix H G which 
*The reason why we do not write this constrain as V w = T will become clear later 
contains all the possible predictions of the training data using weak classifiers from the 
pool H . Explicitly H i j = /;j(£c,) is the label ({+1, - 1 } ) given by weak classifier hj{-) 
on the training example x^. We use Hi = [Hn H^i • • • Ha^] to denote i-th row of H , 
which constitutes the output of all the weak classifiers on the training example Xi. The 
cost function of AdaBoost writes: 
/A / \ 
mill log y^exp(—y-iifi i j ;) , s.t. w O,'}^w = (3.4) 
w ^^ 
\i=l / 




s.t. w ^ = 1, (3.5) 
\ i = i 
which is exactly the same as (3.4). In [71] the smooth margin that is similar but dif-
ferent to the logarithmic cost function, is used to analyze AdaBoost's convergence 
behavior.^ 
Problem (3.4) (or (3.5)) is a convex problem in w. We know that the log-sum-
exp function Ise(x) log(Zlf=i cxp Xi) is convex [4|. Composition with an affine 
mapping preserves convexity. Therefore, the cost function is convex. The constraints 
are linear and hence also convex. For completeness, we include the description of 
the standard stage-wise AdaBoost and Arc-Gv in Algorithm 2. The only difference 
between these two algorithms is the way to calculate Wj (step (2) of Algorithm 2): 
1 , 1 + Tj 
where Vj is the edge of the weak classifier bj{-) defined as vj = ^ky-Jijix,) = 
Y l tU UilJiHij. Arc-Gv modifies Equ. (3.6) in order to maximize the minimum margin: 
1 , 1 +/•; 1 , 1 +marg i n ; 
= log 1 ^ - log ^ , (3.7) 
2 1 - Vj 2 1 - iiiargiiij 
where iiiaigiii^ is the minimum margin over all training examples of the combined 
classifier up to the current round: margin^. = W s h s { x , ) w i t h 
margini = 0. Arc-Gv clips Wj into [0, 1] by setting Wj = 1 if i^j > 1 and Wj = 0 if 
Wj < 0 |8j. 
tXhe smooth margin in |711 is defined as 
~ '"g(Ef=i exp j-yJkw)) 
l^w 
Algorithm 2 Stage-wise AdaBoost, and Arc-Gv. 
Input: Training set {xi, yi),yt = {+1, - 1 } , i = 1 • • • M ; maximum iteration A^ max-
Initialization: = Vi = 1 • • • M. 
for J = I , - - -
1. Find a new base hj{-) using tiie distribution u->-, 
2. Choose Wj-, 
3. Update u : oc u j exp {-yiWjhj{xi)) , \/i; and normalize u''^^. 
end 
N Output: Tiie learned classifier F{x) = Wjhj{x). 
The only difference between LogitBoost and AdaBoost is that LogitBoost adopts a 
logistic loss rather than an exponential loss. LogitBoost can be formulated as 
M 
min y log (1 + exp{-y,H,w)), s.t. lu > 0, l^w = (3.8) 
w ^—' 
i=l 
Similarly this is equivalent to 
M 
niin log + exp , s.t. ^ 0, l ^ w = 1. (3.9) 
The logistic loss can be regarded as a smooth hinge loss. It is also convex. 
3.3 Lagrange Dual of Boosting Algorithms 
We are ready to derive the Lagrange dual of AdaBoost. Our main derivations are based 
on a form of duality termed the convex conjugate or Fenchel duality. 
Definition 3.3.1. (Convex Conjugate) Let / : R" ^ M. The function f* : M" ^ R, 
defined as 
r{u)= sup { v J x - f { x ) ) , (3.10) 
£c6clom / 
is called the convex conjugate (or Fenchel duality) of the function /(•). The domain of 
the conjugate function consists o f u e W for which the supremum is finite. 
/*(•) is always a convex function because it is the pointwise supremum of a family 
of affine functions of u . This is true even i f / ( • ) is non-convex [4], 
Proposition 3.3.1. (Conjugate oflog-siim-exp) The conjugate of the log-sum-exp func-
tion is a negative entropy function, restricted to the probability simplex. Formally, for 
lse{x) = expxi), its conjugate is: 
lse*(u) = < u, log iH, i f u )pOandVu = 1; 
oo otherwise. 
We interpret 0 log 0 as 0. 
Chapter 3.3 of [4] gives this result. 
Theorem 3.1. The dual of AdaBoost is a Shannon entropy maximization problem, 
which writes. 
max - -r.u 1 
w ^ 0,1'^w = 1. 
(3.11) 
Proof: To derive a Lagrange dual of AdaBoost, we first introduce a new variable z G 
M^^ such that its /-th entry Zi = —y^HiW, to obtain the equivalent problem 
niin log (jZ^Li exp • 
s.t. Zi = - V r H . w (Vi = I , - - - , M ) , (3.12) 
The Lagrangian L(-) associated with the problem (3.4) is 
/ A / \ 
L{w, z. u. q, /•) = log Y ^ exp - ^ u,{z^ + y,H, 
\i=i J i=i 
- q ' w - r i l ' w - ^ ) , 
with q 0. The dual function is 
w 
/ M \ M 
inf Z. = iiif log y exp^ i — \ UiZi + z.w z.w ^ — ' ^ ' \i=i / i=l 
must be 0 
/ M \ 
w 
(3.13) 
/ M \ 
J ^ = inf log ^ ^ exp 
\ i= i / 
-U z + -
—lse*(w) (see Proposition 3.3.1) 
U^ Z — log = — sup 
z 
M 
II. Incr n: 4-
T 
/ M \ 
^ exp 
\ i = i / J 
T 
= - + (3.14) 
i=l 
By collecting all the constraints and eliminating q, the dual of Problem (3.4) is (3. II). • 
Keeping two variables w and z , and introducing new equality constraints Zi — —t/iH^w, 
yi, is essential to derive the above simple and elegant Lagrange dual. Simple equiva-
lent reformulations of a problem can lead to very different dual problems. Without 
introducing new variables and equality constraints, one would not be able to obtain 
(3.11). Here we have considered the negative margin Zi to be the central object of 
study. In |66], a similar idea has been used to derive different duals of kernel methods, 
which leads to the so-called value regularization. We focus on boosting algorithms 
instead of kernel methods in this work. Also note that we would have the following 
dual if we work directly on AdaBoost's cost function in (3.2): 
max - - logw,^  + 1 u 
r.u 1 
s.t. ^ - r l ^ . u > 0. (3.15) 
No normalization requirement l J u = 1 is imposed. Instead, u works as a regu-
larization term. The connection between AdaBoost and LPBoost is not clear with this 
dual. 
Lagrange duality between problems (3.4) and (3.11) assures that weak duality and 
strong duality hold. Weak duality shows that any feasible solution of (3.11) produces a 
lower bound of the original problem (3.4). Strong duality tells us that the optimal value 
of (3.11) is the same as the optimal value of (3.4). The weak duality is guaranteed by 
the Lagrange duality theory. The strong duality holds since the primal problem (3.4) 
is a convex problem that satisfies Slater's condition |4]. 
To show the connection with LPBoost, we equivalently rewrite the above formula-
tion by reversing the sign of r and multiplying the cost function with T, (T > 0): 
min r + Ui 
(3.16) 
u o , r M = 1. 
Note that the constrain m ^ 0 is implicitly enforced by the logarithmic function 
and thus it can be dropped when one solves (3.16). Note, if we have used the inequality 
regularization constraint i J w < we will have one extra constraint r > 0 in (3.16). 
3.3.1 Connection between AdaBoost and Gibbs free energy 
Gibbs free energy is the chemical potential that is minimized when a system reaches 
equilibrium at constant pressure and temperature. 
Let us consider a system that has M states at temperature T. Each state has energy 
Vi and probability u., of likelihood of occurring. The Gibbs free energy of this system 
is related with its average energy and entropy, namely: 
G{v, u) = u'v + u, log u,. (3.17) 
When the system reaches equilibrium, G{v. u) is minimized. So we have 
nun G{v,u), a.t. u O.l^u = 1. (3.18) 
u 
The constraints ensure that tt is a probability distribution. 
Now let us define vector Vj with its entries being Vij = imH^ j . Vij is the energy 
associated with state i for case j. v^j can only take discrete binary values +1 or - 1 . 
We rewrite our dual optimization problem (3.16) into 
worsi case energy vector V j 
M r s 
i imi niax{w^-yj} +7" ^ u.; log n.;, 
2=1 
s.t. u ^ 0, l^u = 1. (3.19) 
This can be interpreted as finding the m in imum Gibbs free energy for the worst case 
energy vector. 
3.3.2 Connection between AdaBoost and LPBoost: a primal-dual 
interpretation 
First let us recall the basic concepts of LPBoost. The idea of LPBoost is to maximize 
the min imum margin because it is believed that the m in imum margin plays a critically 
important role in terms of generalization error |77|. The hard-margin LPBoost |35| 
can be formulated as 
min imum margin 
max nnn{y^H,w}, s.t. w 0. l ^ i u = 1. (3.20) 
w i ^ ' 
This problem can be solved as an LP. Its dual is also an LP: 
mm r 
r,u 
s.t. < ^ (Vj = 1, • • • , A^), (3.21) 
M ^ 0, l J u = 1. 
Arc-Gv has been shown asymptotically to a solution of the above LPs [8]. 
The performance deteriorates when no linear combination of weak classifiers can 
be found that separates the training examples. By introducing slack variables, we get 
the soft-margin LPBoost algorithm 
max Q — ^ 
s.t. > - (V^ = 1, • • • , M), (3.22) 
w > 0, l ^ w = ^ 0. 
Here D is a trade-off parameter that controls the balance between training error and 
margin maximization. The dual of (3.22) is similar to the hard-margin case, except 
that the dual variable u is capped: 
min r 
r,u 
S.t. < V (Vj = 1, • • • , TV), (3.23) 
l^M = 1. 
Comparing (3.16) with hard-margin LPBoost's dual, it is easy to see that the only 
difference is the entropy term in the cost function. If we set T = 0, (3.16) reduces 
to the hard-margin LPBoost. In this sense, we can view AdaBoost's dual as entropy 
regularized hard-margin LPBoost. Since the regularization coefficient T is always pos-
itive, the effects of the entropy regularization term is to encourage the distribution u as 
uniform as possible (the negative entropy Yl^h Wjlog?/,,; is the Kullback-Leibler dis-
tance between u and the uniform distribution). This may explain the underlying reason 
of AdaBoost's success over hard-margin LPBoost: to limit the weight distribution u 
leads to better generalization performance. But why and howl We will discover the 
mechanism in Section 3.3.3. 
When the regularization coefficient, T, is sufficiently large, the entropy term in the 
cost function dominates. In this case, all discrete probability Ui become almost the 
same and therefore gather around the center of the simplex {u ^ 0, l^u = 1}. As T 
decreases, the solution will gradually shift to the boundaries of the simplex to find the 
mixture that best approximates the maximum. Therefore, T can also be viewed as a ho-
motopy parameter that bridges a maximum entropy problem with uniform distribution 
u-i = 1/M (i = 1,..., M) , to a solution of the max-min problem (3.20). 
This observation is also consistent with the soft-margin LPBoost. We know that 
soft-margin LPBoost often outperforms hard-margin LPBoost [35, 16], In the primal, 
it is usually explained that the hinge loss of soft-margin is more appropriate for clas-
sification. The introduction of slack variables in the primal actually results in box 
constraints on the weight distribution in the dual. In other words the norm of u, 
is capped. This capping mechanism is harder than the entropy regularization 
mechanism of AdaBoost. Nevertheless, both are beneficial on inseparable data. In 
[78], it is proved that soft-margin LPBoost actually maximizes the average of l / D 
smallest margins. 
Now let us take a look at the cost function of AdaBoost and LPBoost in the primal. 
The log-sum-exp cost employed by AdaBoost can be viewed as a smooth approxima-
tion of the maximum function because of the following inequality: 
max a, < log(X]fi:i exp a.,) < niaxaj -l-logM. 
Therefore, LPBoost uses a hard maximum (or minimum) function while AdaBoost 
uses a soft approximation of the maximum (minimum) function. Next, we try to ex-
plain why AdaBoost's soft cost function is better than LPBoost's^ hard cost function 
3.3.3 AdaBoost controls the margin variance via maximizing the 
entropy of the weights on the training examples 
In AdaBoost training, there are two sets of weights: the weights of the weak classifiers 
w and the weights on the training examples u. In the last section, we assume that to 
limit u is beneficial for classification performance. By looking at the Karush-Kuhn-
Tucker (KKT) conditions of the convex program that we have formulated, we are able 
to reveal the relationship between the two sets of weights. More precisely, we show 
how AdaBoost controls the margin variance by optimizing the entropy of weights u. 
Recall that we have to introduce new equalities = -yiH.w. '^ i in order to obtain 
the dual (3.1 1) (and (3.16)). Obviously Zi is the negative margin of sample x,. Notice 
that the Lagrange multiplier u is associated with these equalities. Let (w*, z*) and 
{u*. q*,r*) be any primal and dual optimal points with zero duality gap. One of the 
^Hereafter, we use LPBoost to denote hard-margin LPBoost unless otherwise specified. 
KKT conditions tells us 
V^L{w\ u*, q\ r*) = 0. (3.24) 
The Lagrangian L(-) is defined in (3.13). This equation follows 
< = Vz = l , . . . M . (3.25) 
Equ. (3.25) guarantees that u* is a probability distribution. Note that (3.25) is actually 
the same as the update rule used in AdaBoost. The optimal value^ of the Lagrange dual 
problem (3.1 1), which 
we denote Opt^g equals the optimal value of the original 
problem (3.4) (and (3.12)) due to the strong duality, hence Opt(3 4) = Opt^g From Equ. (3.25), at optimality we have 
- z * = - log < - log(Ef=li exp z*) 
= - l o g < - O p t ^ 3 „ ) 
= - log ul - Optf3.4), = 1, • • • M. (3.26) 
This equation suggests that, after convergence, the margins' values are determined by 
the weights on the training examples u* and the cost function's value. From (3.26), 
the margin's variance is entirely determined by u*-. 
var{-2;*} = var{logM*} + var{Opt(3 4)} = var{logM*}. (3.27) 
We now understand the reason why capping u . as LPBoost does, or unifonning 
u as AdaBoost does can decrease the margins' deviation. These two equations reveal 
the important role that the weight distribution u plays in AdaBoost. All that we knew 
previously was that the weights on the training examples measure how difficult it is to 
correctly classify an individual example. In fact, besides that, the weight distribution 
on the training examples is also a proxy for minimizing the margin's distribution diver-
gence. From the viewpoint of optimization, this is an interesting finding. In AdaBoost, 
the main purpose is to control the divergence of the margin distribution, which may 
not be easy to optimize directly because a margin can take a value out of the range 
[0,1], where entropy is not applicable. AdaBoost's cost function allows one to do so 
implicitly in the primal but explicitly in the dual. This is a stimulating technique. A 
future research topic is to apply this idea to other machine learning problems. 
The connection between the dual variable u and margins tells us that AdaBoost 
does not only optimize the minimum margin^ but also takes the variance of the margins 
^Hereafter we use the symbol Opt ( . ) to denote the optimal value of Problem (•). 
^ O r average margin? We will answer this question in the next section. 
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Figure 3.1: Negative entropy of u produced by AdaBoost and Arc-Gv at each iteration on datasets 
breast-cancer and australian respectively. The negative entropy produced by AdaBoost (black) is con-
sistently lower than the one by Arc-Gv (blue). 
into considerat ion. In the dual problem (3.16), minimiz ing the m a x i m u m edge on the 
weak classifiers contributes to maximiz ing the margin. At the same time, min imiz ing 
the negative entropy of weights on training examples contr ibutes to control l ing the 
margin ' s variance. We make this useful observation by examin ing the dual p roblem 
as well as the K K T optimali ty condit ions. But it remains unclear about the exact 
statistical measures that AdaBoos t opt imizes . The next section presents a comple te 
answer to this question through analyzing AdaBoos t ' s primal opt imizat ion problem. 
We know that Arc-Gv chooses lu in a different way f r o m AdaBoos t . There fo re 
Arc-Gv opt imizes a different cost funct ion and does not minimize the negative entropy 
of u any more. We expect that AdaBoos t will have a more uni form distribution of 
u. We run AdaBoos t and Arc-Gv with decision s tumps on two datasets hreast-cancer 
and australian}^ Fig. 3.1 displays the results. AdaBoos t indeed has a small negative 
entropy of u in both experiments , which agrees with our predict ion. 
It is evident now that AdaBoos t controls the variance of margins by regularizing the 
Shannon entropy of the corresponding dual variable u. For on-l ine learning a lgor i thms 
there are two main famil ies of regularization strategies: entropy regularizat ion and 
regularization using squared Eucl idean distance. A quest ion naturally arises here is: 
What happens if we use squared Eucl idean distance to replace the entropy in the dual 
of AdaBoos t (3.16)? In other words, can we directly minimize the variance of the dual 
variable u to achieve the purpose of controlling the variance of margins'! We answer 
this question by having a look at the convex loss func t ions for classification. 
"All datasets used in this work are available at 11 11 unless otherwise specified. 
Fig. 3.2 plots three popular convex loss functions. 
It is shown in [2] that, as the data size increases, practically all popular convex 
loss functions are Bayes-consistent, although convergence rates and other measures 
of consistency may vary. In the context of boosting, AdaBoost, LogitBoost and soft-
margin LPBoost use exponential loss, logistic loss and hinge loss respectively. Here 
we are interested in the squared hinge loss as it is similar to the hinge loss (no penalty 
for the positive margins) but differentiable. LogitBoost will be discussed in the next 
section. As mentioned, in theory, there is no particular reason to prefer hinge loss to 
squared hinge loss. Now if squared hinge loss is adopted, the cost function of soft-
margin LPBoost (3.22) becomes 
m a x margin — D Yl!iL\ ^h 
margin,^ 
and the constraints remain the same as in (3.22). Its dual is easily derived** 
s.t. < r (Vj = 1, • • • , iV), (3.28) 
u = 1. 
We can view the above optimization problem as variance regularized LPBoost. In 
short, to minimize the variance of the dual variable u for controlling the margin's 
variance, one can simply replace soft-margin LPBoost 's hinge loss with the squared 
hinge loss. Both the primal and dual problems are quadratic programs (QP) and hence 
can be efficiendy solved using off-the-shelf QP solvers like MOSEK [56] or CPLEX 
1391. 
Actually we can generalize the hinge loss into 
(max{0 ,1 
When p > I, the loss is convex, p = 1 is the hinge loss and p = 2 is the squared 
hinge loss. If we use a generalized hinge loss (p > 1) for boosdng, we end up with a 
regularized LPBoost which has the format: 
min r + D ' J ^ f ' u f , (3.29) 
r,u 
subject to the same constraints as in (3.28). Here D' is a constant determined by the 
primal parameter D and p. p and q are dual to each other by ^ -I- ^ = 1. It is interesting 
that (3.29) can also be seen as entropy regularized LPBoost; more precisely, Tsallis 
entropy |86] regularized LPBoost. 
" T h e primal constraint £ 0 can be dropped because it is implicitly enforced. 
Definition 3.3.2. (TsalUs entropy) Tsallis entropy is a generalization of the Shannon 
entropy, defined as 
S,{u) = (3.30) 
where q is a real number. In the limit as q I, we have = exp(((/ — 1) log'«,) ~ 
1 + (g — 1) log Ui. So Si = — Ui log Ui, which is Shannon entropy. 
Tsallis entropy 186] can also be viewed as a (/-deformation of Shannon entropy 
because Sq{u) = ^og^Ui where logg(?i) = is the (/-logarithm. Clearly 
log^(ii) —^  log(ii) when q ^ I. 
In summary, we conclude that although the primal problems of boosting with dif-
ferent loss functions seem dissimilar, their corresponding dual problems share the same 
formulation. Most of them can be interpreted as entropy regularized LPBoost. Ta-
ble 3.1 summarizes the result. The analysis of LogitBoost will be presented in the next 
section. 
Table 3.1: Dual problems of boosting algorithms are entropy regularized LPBoost. 
a lgor i thm loss in pr imal en t ropy regula r ized L P B o o s t in dual 
A(JaBoost exponent ia l loss S h a n n o n en t ropy 
Log i tBoos t logi.stic loss b inary relat ive en t ropy 
sof t -marg in i p{p > i ) L P B o o s t genera l i zed h inge loss Tsal l i s en t ropy 
3.3.4 Lagrange dual of LogitBoost 
Thus far, we have discussed AdaBoost and its relation to LPBoost. In this section, we 
consider LogitBoost 129] from its dual. 
Theorem 3.2. The dual of LogitBoost is a binary relative entropy maximization prob-
lem, which writes 
f - E f i l log(-( i , ) + (1 + U,) k)g(l + (i,)] 
s-t. r ( y j = !,••. ,N). (3.31) 
We can also rewrite it into an equivalent form: 
' r l " + ' ^ E f i l h i + ( i - Ui) log(l - U,)] 
34 
s-t. Y.ti'^iyrH.j < r (Vj - 1, • • • , N). (3.32) 
The proof follows the fact that the conjugate of the logistic loss function logit(x) = 
log(l + exp —x) is 
logit*(n) = 
( - u ) l o g ( - u ) + (1 + w,) log(l + n), 0 > M > - 1 ; 
|oo, otherwise, 




s.t. = (V?: = l , - - - , M ) , (3.33) 
w 0, l^iu = 
In (3.32), the dual variable u has a constraint 1 w 0, which is automatically 
enforced by the logarithmic function. Another difference of (3.32) from duals of Ad-
aBoost and LPBoost, etc., is that u does not need to be normalized. In other words, 
in LogitBoost the weight associated with each training sample is not necessarily a dis-
tribution. As in (3.25) for AdaBoost. we can also relate a dual optimal point u* and a 
primal optimal point w* ( between (3.32) and (3.33)) by 
^ Vz = 1, • • • M. (3.34) 
1 + e x p - z * 
So the margin of x^ is solely determined by u-: z* = l o g ^ ^ , V?:. For a positive 
margin (x^ is correctly classified), we must have u* < 0.5. 
Similarly, we can also use CG to solve LogitBoost. As shown in Algorithm 3 in 
the case of AdaBoost, the only modification is to solve a different dual problem (here 
we need to solve (3.32)). 
3.3.5 AdaBoost approximately maximizes the average margin and 
minimizes the margin variance 
Before we present our main result, a lemma is needed. 
Lemma 3.3. The margin of AdaBoost follows the Gaussian distribution. In general, 
the larger the number of weak classifiers, the more closely the margin follows the form 
of Gaussian under the assumption that selected weak classifiers are uncorrelated. 
— • Exponential 
Logistic 
MadaBoost 
Figure 3.2; Various loss functions used in classification. Exponential: exp - s ; logistic: l o g ( l + e x p - s ) ; 
squared hinge: (max{0, 1 - s})^. Here s = yF{x). 
Proof: The central limit theorem | 4 0 | states that the sum of a set of i.i.d. r andom vari-
ables Xi, (i = 1 • • • A^) is approximate ly distr ibuted fo l lowing a Gauss ian distr ibution 
if the random variables have a finite variance. 
Note that the central limit theorem appl ies when each variable x, has an arbitrary 
probabil i ty distribution Qi as long as the variance of Q^ is finite. 
As ment ioned, the normal ized margin of AdaBoos t for i-th example is def ined as 
margin^ = { y i Y . % h j { x , ) w j ) / l J w = - z - J l ^ w . (3.35) 
In the fo l lowing analysis , we ignore the normalizat ion term l ^ w because it does not 
have any impact on the marg in ' s distr ibution. Hence the margin g is the sum of N 
variables Wj with Wj = y ,h j{x . , )wj . It is easy to see that each iVj fo l lows a discrete 
distribution, with binary values either Wj or - W j . There fo re tvj must have a finite 
variance. Using the central limit theorem, we know that the distr ibution of Qi is a 
Gaussian. 
A condit ion of the central limit theorem is that the N variables must be indepen-
dent. In our case, it is well known that usually AdaBoos t selects independent weak 
classifiers such that each weak classifier makes different errors on the training dataset 
| 55 | . Therefore , w j is roughly uncorrelated f rom each other. More diverse weak clas-
sifiers will make the selected weak classifiers less correlated. • 
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Figure 3.3: Gaussiani ty test for the margin distribution witin 50 and 1100 weak classifiers, respectively. 
A Gaussian distribution will fo rm a straight line. The dataset used is australian. 
Here we give some empirical evidence for approximate Gaussianity. The normal 
(Gaussian) probabil i ty plot is used to visually assess whether the data fol low a Gaus-
sian distribution. If the data are Gaussian the plot fo rms a straight line. Other distribu-
tion types introduce curvature in the plot. We run AdaBoos t with decision s tumps on 
the dataset australian. Fig. 3.3 shows two plots of the margins with 50 and 1100 weak 
classifiers, respectively. We see that with 50 weak classifiers, the margin distribution 
can be reasonably approximated by a Gaussian; with 1100 classifiers, the distribution 
is very close to a Gaussian. The kurtosis of a ID data provides a numerical evalua-
tion of the Gaussianity. We know that the kurtosis of a Gaussian distribution is zero 
and almost all the other distributions have non-zero kurtosis. In our experiment , the 
kurtosis is - 0 . 0 5 6 for the case with 50 weak classifiers and - 0 . 3 4 for 1100 classifiers. 
Both are close to zero, which indicates AdaBoos t ' s margin distribution can be well 
approximated by Gaussian. 
T h e o r e m 3.4. AdaBoost maximizes the average margin and at the same time mini-
mizes the variance of the margin distribution under the assumption that the margin 
follows a Gaussian distribution. 
Proof: From (3.5) and (3.35), the cost funct ion that AdaBoos t minimizes is 
.Lh{w) = log ( J ^ f i i e x p 
As proved in L e m m a 3.3, Qi fo l lows a Gaussian 
1 iQ-0? 







with mean g, variance a'^; and Ylfi^ Qi — 1. We assume that the optimal value of the 
regularization parameter T is known a priori. 




where g{x) is a probability distribution such that / g{x)dx = 1 and f{x) is an arbitrary 
function. Xk, {k = 1 • • • K), are randomly sampled from the distribution g{x). The 
more samples are used, the more accurate the approximation is. 
Equ. (3.36) can be viewed as a discrete Monte Carlo approximation of the follow-
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where erf(a;) = ^ J^ exp -s'^ds is the Gauss error function. The integral range 
is [pi, ^2]- With no explicit knowledge about the integration range, we may roughly 
calculate the integral from - 0 0 to + 0 0 . Then the last term in (3.38) is log 2 and the 
result is analytical and simple 
(3.39) 
,r , , g I cr'' 
JMw) = + •7)^2-
This is a reasonable approximation because Gaussian distributions drop off quickly 
(Gaussian is not considered a heavy-tailed distribution). 
Consequently, AdaBoost approximately maximizes the cost function 
(3.40) f ( \ ^ ^ ^ -JMw) = 
This cost function has a clear and simple interpretation: The first term gjT is the 
unnormalized average margin and the second term /T^ is the unnormalized margin 
variance. So AdaBoost maximizes the unnormalized average margin and also takes 
minimizing the unnormalized margin variance into account. This way a better margin 
distribution can be obtained. • 
Theorem 3.4 is an important result in the sense that it tries to contribute to the open 
question why AdaBoost works so well. The margin theory in [77] says that the min-
imum margin is an important indicator for having optimal test error, and much work 
tends to believe that AdaBoost maximizes the minimum margin. But experiments on 
Arc-Gv and hard-margin LPBoost [8, 65] empirically question the effects of the min-
imum margin on the final generalization performance. Since AdaBoost was invented 
over a decade ago, for such a long time, the machine learning community has failed 
to present a definite answer about what kind of margin criteria AdaBoost actually op-
timizes. More recently, Reyzin and Schapire [65] conjecture that the average margin 
may be a better criterion for optimizing. We have theoretically shown that AdaBoost 
optimizes the entire margin distribution by maximizing the mean and minimizing the 
variance of the margin distribution. 
We notice that when T 0, Theorem 3.4 becomes invalid because the Monte 
Carlo integration cannot approximate the cost function of AdaBoost (3.36) well. In 
practice, T cannot approach zero arbitrarily in AdaBoost. 
One may suspect that Theorem 3.4 contradicts the observation of similarity be-
tween LPBoost and AdaBoost as shown in Section 3.3.2. LPBoost maximizes the 
minimum margin and the dual of AdaBoost is merely an entropy regularized LPBoost. 
At first glance, the dual variable r in (3.16), (3.21), and (3.23) should have the same 
meaning, i.e., maximum edge, which in turn corresponds to the minimum margin in 
the primal. Why average margin? To answer this question, let us again take a look at 
the optimality conditions. Let us denote the optimal values of (3.16) r* and u*. At 
convergence, we have ^ { - r * + u*^og7i*) = Opt[3 „ ) = Opt*3 4) = Optfg g). 
Hence, we have 
M / M . 
= re log re - T log exp -
i=i \ t= i / 
where margin* is the normalized margin for Xi. Clearly this is very different from the 
optimality conditions of LPBoost, which shows that r* is the minimum margin. Only 
when r ^ 0, the above relationship reduces to r* = minjmargin*}—same as the 
i 
case of LPBoost. 
3.3.6 AdaBoost-QP: Direct optimization of the margin mean and 
variance using quadratic programming 
The above analysis suggests that we can directly optimize the cost function (3.40). In 
this section we show that (3.40) is a convex programming (more precisely, quadratic 
programming, QP) problem in tlie variable w if we know all the base classifiers and 
hence it can be efficiently solved. Next we formulate the QP problem in detail. We 
call the proposed algorithm AdaBoost-QP.1^^ 
In kernel methods like SVMs, the original space A" is mapped to a feature space 
T . The mapping function $(• ) is not explicitly computable. It is shown in [61 j that in 
boosting, one can think of the mapping function $( • ) being explicitly known: 
^ x ) - . x ^ i h r i x ) , - - - , / jyv(a:)r , (3.41) 
using the weak classifiers. Therefore, any weak classifier set H spans a feature space 
JF. We can design an algorithm that optimizes (3.40): 
mm ^ ^ t v ^ A w - T b ^ w , = (3.42) 
w ^ 
where h = ^ E f i i = j j E f i i and = ^ E ^ . i j J ^ H j - b ) { m H j ^ 
by = JJ Y^i i i iVi ' ^Kxi) - - bfM Clearly A must be positive semidertnite 
and this is a standard convex QP problem. The non-negativeness constraint ii; ^ 0 
introduces sparsity as in SVMs. Without this constraint, the above QP can be analyt-
ically solved using eigenvalue decomposition—the largest eigenvector is the solution. 
Usually all entries of this solution would be active (non-zero values). 




can be viewed as the projected norm distance between two classes because typically 
this value is positive, assuming that each class has the same number of examples. The 
matrix A approximately plays a role as the total scatter matrix in kernel linear discrim-
inant analysis (LDA). Note that AdaBoost does not take the number of examples in 
each class into consideration when it models the problem. In contrast, LDA (kernel 
LDA) takes training example number into consideration. This may explain why an 
LDA post-processing on AdaBoost gives a better classification performance on face 
detection (99|, which is a highly imbalanced classification problem. This observation 
of similarity between AdaBoost and kernel LDA may inspire new algorithms. We 
are also interested in developing a CG based algorithm for iteratively generating weak 
classifiers. 
t t i n | 62 | , the authors proposed QP,.eg-AdaBoost fo r sof t -margin AdaBoos t learning, which is inspired 
by SVMs . Thei r QProg-AdaBoost is comple te ly different f rom ours. 
*tTo show the connect ion of A d a B o o s t - Q P with kernel methods , we have writ ten <I>(a;i) = I l J . 
3.3.7 AdaBoost-CG: Totally corrective AdaBoost using column-
generation 
The number of possible weak classifiers may be infinitely large. In this case it may be 
infeasible to solve the optimization exactly. AdaBoost works on the primal problem 
directly by switching between the estimating weak classifiers and computing optimal 
weights in a coordinate descent way. However, similar to LPBoost, we also can employ 
the column-generation method to solve the optimization problem. 
In our case, instead of solving the optimization of AdaBoost directly, one com-
putes the most violated constraint in (3.16) iteratively for the current solution and adds 
this constraint to the optimization problem. In theory, any column that violates dual 
feasibility can be added. To do so, we need to solve the following subproblem: 
/7'(-) = argmax ^^f^j (3.43) 
hi) 
This strategy is exactly the same as the one that stage-wise AdaBoost and LPBoost 
use for generating the best weak classifier: that is, to find the weak classifier that 
produces minimum weighted training error. Putting all the above analysis together, we 
summarize our AdaBoost-CG in Algorithm 3. 
The CG optimization (Algorithm 3) is so general that it can be applied to all the 
boosting algorithms considered in this chapter by solving the corresponding dual. The 
convergence follows general CG algorithms, which is easy to establish. When a new 
/?'(•) that violates dual feasibility is added, the new optimal value of the dual problem 
(maximization) would decrease. Accordingly, the optimal value of its primal problem 
decreases too because they have the same optimal value due to a zero duality gap. 
Moreover the primal cost function is convex, therefore eventually it converges to the 
global minimum. A comment on the last step of Algorithm 3 is that we can get the 
value of w easily. Primal-dual interior-point (PD-IP) methods work on the primal 
and dual problems simultaneously and therefore both primal and dual variables are 
available after convergence. We use MOSEK [56|, which implements PD-IP methods. 
The primal variable w is obtained for free when solving the dual problem (3.16). 
The dual subproblem we need to solve has one constraint added at each iteration. 
Hence after many iterations solving the dual problem could become intractable in the-
ory. In practice, AdaBoost-CG converges quickly on our tested datasets. As pointed 
out in [84], usually only a small number of the added constraints are active and those 
inactive ones may be removed. This strategy prevents the dual problem from growing 
too large. 
AdaBoost-CG is totally corrective in the sense that the coefficients of all weak 
classifiers are updated at each iteration. In [831, an additional correction procedure is 
inserted to AdaBoost's weak classifier selection cycle for achieving totally-correction. 
The inserted correction procedure aggressively reduces the upper bound of the training 
error. Like AdaBoost, it works in the primal. In contrast, our algorithm optimizes the 
regularized loss function direcdy and works mainly in the dual space. 
The following diagram summarizes the relationships that we have derived on Ad-
aBoost. 
AdaBoost primal AdaBoosi-CG ^ /^(j^goost dual 
Lagrange duality 
Theorem 3.4 entropy regularization 
AdaBoost-QP LPBoost dual 
Figure 3.4: The diagram summarizes the relations betweeti the proposed and some existing boosting 
algorithms inentioned in this chapter 
3.4 Experiments 
In this section we provide experimental results to verify the presented theory. We 
have mainly used decision stumps as weak classifiers due to its simplicity and well-
controlled complexity. In some cases, we have also used one of the simplest linear 
classifiers, LDA, as weak classifiers. To avoid the singularity problem when solv-
ing LDA, we add a scaled identity matrix lO^ ' I to the within-class matrix. For the 
CG optimization framework, we have confined ourself to AdaBoost-CG, although the 
technique is general and applicable for optimizing other boosting algorithms. 
3.4.1 AdaBoost-QP 
We compare AdaBoost-QP against AdaBoost. We have used 14 benchmark datasets 
111 j. All the other datasets, except miishrooms, svmgitidel, svmgitideS and wla, have 
been scaled to [-1,1]. We randomly split each dataset into training, cross-validation 
and test sets at a ratio of 70 : 15 : 15. Table 3.2 provides a description of the datasets 
we have used in the experiments. 
The stopping criterion of AdaBoost is determined by cross-validation on {GOO 
, 800,1000, 1200,1500} rounds of boosting. For AdaBoost-QP the best value for the 
parameter T is chosen from cross-validation. In this 
dataset # examples # features dataset # examples # features 
australian 690 14 liver-disorders 345 6 
breast-cancer 683 10 mushrooms 8124 1 12 
diabetes 768 8 sonar 208 60 
fourclass 862 2 splice 1000 60 
german-numer 1000 24 svmguidel 3089 4 
heart 270 13 svmguide3 1243 22 
ionosphere 351 34 wla 2477 300 
Table 3.2: Description of the datasets. Except mushrooms, svmguidel, svmguideJ and wla, all the other 
datasets have been scaled to [—1,1], 
experiment, decision stumps are used as tiie weak classifier, such that the complexity 
of the base classifiers is well controlled. 
AdaBoost-QP must access all weak classifiers a priori. Here we run AdaBoost-QP 
on the 1500 weak classifiers generated by AdaBoost. Clearly this number of hypothe-
ses may not be optimal. Theoretically the larger the size of the weak classifier pool 
is, the better results AdaBoost-QP may produce. Table 3.3 reports the results. The 
experiments show that among these 14 datasets, AdaBoost-QP outperforms AdaBoost 
on 9 datasets in terms of generalization error. On mushrooms, both perform very well. 
On the other 4 datasets, AdaBoost is better. 
We have also computed the normalized version of the cost function value of (3.40). 
In most cases AdaBoost-QP has a larger value. This is not surprising since AdaBoost-
QP directly maximizes (3.40) while AdaBoost approximately maximizes it. Further-
more, the normalized loss function value is close to the normalized average margin 
because the margin variances for most datasets are very small compared with their 
means. 
We also cornpute the largest minimum margin and average margin on each dataset. 
On all the datasets AdaBoost has a larger minimum margin than AdaBoost-QP. This 
confirms that the minimum margin is not crucial for the generalization error. On the 
other hand, the average margin produced by AdaBoost-QP, which is the first term of 
the cost function (3.40), is consistendy larger than the one obtained by AdaBoost. In-
directly, we have shown that a better overall margin distribution is more irnportant than 
the largest minimum margin. In Fig. 3.5 we plot cumulative margins for AdaBoost-QP 
and AdaBoost on the breast-cancer dataset with decision stumps. We can see while 
Arc-Gv has a largest minimum margin, it has a worst margins distribution overall. If 
we examine the average margins, AdaBoost-QP is the largest; AdaBoost is the sec-
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Figure 3.5: Cumulative margins for AdaBoost , AdaBoos t -QP and Arc-Gv for the breast cancer dataset 
using decision stumps. Overall, the margin distribution of AdaBoos t -QP is the best and it has a smallest 
test er ror AdaBoost and Arc-Gv run 600 rounds of boosting. Test error for AdaBoost , AdaBoos t -QP 
and Arc-Gv is 0.029, 0.027, 0.058 respectively. 
ond and Arc-Gv is least. Clearly a better overall distribution does lead to a smaller 
generalization error. When Arc-Gv and AdaBoost run for more rounds, their mar-
gin distributions seem to converge. That is what we see in Fig. 3.5. These results 
agree well with our theoretical analysis (Theorem 3.4). Another observation is that, to 
achieve the same performance, AdaBoost-QP tends to use fewer weak classifiers than 
AdaBoost does. 
We have also tested AdaBoost-QP on full sets of weak classifiers because the num-
ber of possible decision stumps is finite (less than (number of features - 1 ) x (number 
of examples)). Table 3.4 reports the test error of AdaBoost-QP on some small datasets. 
As expected, in most cases the test error is slightly better than the results using 1500 
decision stumps in Table 3.3; and no significant difference is observed. This verifies 
the capability of AdaBoost-QP for selecting and combining relevant weak classifiers. 
3.4.2 AdaBoost-CG 
We run AdaBoost and AdaBoost-CG with decision stumps on the datasets of 1111. 
70% of examples are used for training; 15% are used for test and the other 15% are 
not used because we do not do cross-validation here. The convergence threshold for 
AdaBoost-CG (e in Algorithm 3) is set to 10"^. Another important parameter to tune 
is the regularization parameter T. For the first experiment, we have set it to l / l ^ t y 
where w is obtained by running AdaBoost on the same data for 1000 iterations. Also 
for fair comparison, we have deliberately forced AdaBoost-CG to run 1000 iterations 
even if the stopping criterion is met. Both test and training results for AdaBoost and 
AdaBoost-CG are reported in Table 3.5 for a maximum number of iterations of 100, 
500 and 1000. 
As expected, in terms of test error no algorithm statistically outperforms the other 
one, since they optimize the same cost function. As we can see, AdaBoost does 
slightly better on 6 datasets. AdaBoost-CG outperforms AdaBoost on 7 datasets and 
on svingiddel, both algorithms perform almost identically. Therefore, empirically we 
conclude that in terms of generalization capability, AdaBoost-CG is the same as the 
standard AdaBoost. 
However, in terms of training error and convergence speed of the training proce-
dure, there is significant difference between these two algorithms. Looking at the right 
part of Table 3.5, we see that the training error of AdaBoost-CG is consistently better 
or no worse than AdaBoost on all tested datasets. We have the following conclusions. 
• The convergence speed of AdaBoost-CG is faster than AdaBoost and in many 
cases, better training error can be achieved. This is because AdaBoost's coordin-
ate descent nature is slow while AdaBoost-CG is totally corrective^^. This also 
means that with AdaBoost-CG, we can use fewer weak classifiers to build a good 
strong classifier. This is desirable for real-time applications like face detection 
[91], in which the testing speed is critical. 
• Our experiments confirm that a smaller training error does not necessarily lead 
to a smaller test error. This has been studied extensively in statistical learning 
theory. It is observed that AdaBoost sometimes suffers from overfitting, and 
minimizing the exponential cost function of the margins does not solely deter-
mine test error. 
In the second experiment, we run cross-validation to select the best value for the 
regularization parameter T, as in Section 3.4.1. Table 3.6 reports the test errors on a 
subset of the datasets. Slightly better results are obtained compared with the results in 
Table 3.5, which uses T determined by AdaBoost. 
We also use LDA as weak classifiers to compare the classification perfonnance 
of AdaBoost and AdaBoost-CG. The parameter T of AdaBoost-CG is determined by 
§§Like LPBoost, at each iteration AdaBoost-CG updates the previous weak classifier weights w. 
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Figure 3.6: Test error and training error of AdaBoost, AdaBoost-CG for australian (a), breast-cancer 
(b), diabetes (c), heart (d), spline (e) and svmguideS (f) datasets. These convergence curves correspond 
to the results in Table 3.5. The x-axis is on a logarithmic scale for easier comparison. 
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AdaBoost the smallest test error f rom iOO, 500 and iOOO runs is reported. We show the 
results in Table 3.7. As we can see, the test error is slightly better than with decision 
stumps for both AdaBoost and AdaBoost -CG. Again, AdaBoost and AdaBoos t -CG's 
performances are very similar 
In order to show that statistically there is no difference between AdaBoos t -CG 
and AdaBoost , the McNemar test [I9J with a significance level of 0.05 is conducted. 
McNemar ' s test is based on a x " test [ 19|. If the quantity of the test is not greater 
than Xi,o.95 = 3.841459, we can think that the two tested classifiers have no statistical 
difference in terms of classihcation capability. On the 8 datasets with decision stumps 
and LDA (Tables 3.6 and 3.7), in all cases (5 runs per dataset), the results of x^ test 
are smaller than Xi,o.95- Consequently, we can conclude that indeed AdaBoos t -CG 
performs very similarly to AdaBoost for classification. 
To examine the effect of parameter T, we run more experiments with various T 
on the banana dataset (2D artificial data) that was used in |62 | . We still use decision 
stumps. The maximum iteration is set to 400. All runs stop earlier than 100 iterations. 
Table 3.8 reports the results. Indeed, the training error depends on T. T also has 
influence on the convergence speed. But, in a wide range of T, the test error does 
not change significantly. We do not have a sophisticated technique to tune T. As 
mentioned, the sum of w from a run of AdaBoost can serve as a heuristic. 
Now let us take a close look at the convergence behavior of AdaBoost-CG. Fig. 3.6 
shows the test and training error of AdaBoost and AdaBoost-CG for 6 datasets. We 
see that AdaBoost-CG converges much faster than AdaBoost in terms of number of 
iterations. On most tested datasets, AdaBoost-CG is around 10 times faster than Ad-
aBoost. The test errors for these two methods are very close upon convergence. In 
some datasets such as australian and breast-cancer we observe overfitting for Ad-
aBoost. 
3.5 Discussion and Conclusion 
In this work, we have shown that the Lagrange dual problems of AdaBoost, LogitBoost 
and soft-margin LPBoost with generalized hinge loss are all entropy regularized LP-
Boost. We both theoretically and empirically demonstrate that the success of AdaBoost 
relies on maintaining a better margin distribution. 
Based on the dual formulation, a general column-generation based optimization 
framework is proposed. This optimization framework can be applied to solve all the 
boosting algorithms with various loss functions mentioned in this chapter. Experi-
ments with exponential loss show that the classification performance of AdaBoost-CG 
is statistically almost identical to the standard stage-wise AdaBoost on real datasets. 
In fact, since both algorithms optimize the same cost function, we would be surprised 
to see a significant different in their generalization error. 
The main advantage of the proposed algorithms is significantly faster convergence 
speed. 
Compared with the conventional AdaBoost, a drawback of AdaBoost-CG is the 
introduction of a parameter, same as in LPBoost. While one can argue that AdaBoost 
implicitly determines this same parameter by selecting how many iterations to run, the 
stopping criterion is nested and thus efficient to learn. In the case of AdaBoost-CG, 
it is not clear how to efficiently learn this parameter. Currently, one has to run the 
training procedure multiple times for cross validation. 
With the optimization framework established here, some issues on boosting that 
are previously unclear may become obvious now. For example, for designing cost-
sensitive boosting or boosting on uneven datasets, one can simply modify the primal 
cost function (3.4) to have a weighted cost function [43 j. The training procedure foi-
lows AdaBoost-CG. 
To summarize, the convex duality of boosting algorithms presented in this work 
generalizes the convex duality in LPBoost. We have shown some interesting proper-
ties that the derived dual formation possesses. The duality also leads to new efficient 
learning algorithms. The duality provides useful insights on boosting that may be lack-
ing in existing interpretations [77, 29], 
In the future, we want to extend our work to boosting with non-convex loss func-
tions such as BrownBoost [23j. Also it should be straightforward to optimize boosting 
for regression using column-generation. We are currently exploring the application of 
AdaBoost-CG to efficient object detection, due to its faster convergence, which is more 
promising for feature selection [91 j. A totally corrective version of AdaBoost in [83] 
has proved its efficiency on face detection. 
Algorithm 3 AdaBoost-CG. 
Input: Training set {xi, yi),i = 1- • • M; termination threshold e > 0; regularization 
parameter T; (optional) maximum iteration A'max-
Initialization: 
1. iV = 0 (no weak classifiers selected); 
2. w = 0 (all primal coefficients are zeros); 
3. Ui = j j , i — 1 • • • M (uniform dual weights), 
while t rue do 
1. Find a new base /?'(•) by solving Problem (3.43); 
2. Check for optimal solution: 
if Yl!i.L\ UiVih'ixi) < r + e, then break (problem solved); 
3. Add /?'(•) to the restricted master problem, which corresponds to a new constraint 
in the dual; 
4. Solve the dual to obtain updated r and Ui (i = 1, • • • - fo'' AdaBoost, the 
dual is (3.16); 
5. A^  = A^  + 1 (weak classifier count); 
6. (optional) if A^  > A'^ax. then break (maximum iteration reached), 
end 
Output: 
1. Calculate the primal variable w from the optimality conditions and the last 
solved dual problem; 
2. The learned classifier F ( x ) = 
dataset algorithm test error minimum margin average margin 
australian AB 0.153 ±0.034 -0 .012 ±0 .005 0.082 ± 0.006 
QP 0.13 ± 0.038 -0.227 ±0.081 0.18 ±0 .052 
b-cancer AB 0.041 ±0.013 0.048 ± 0.009 0.209 ±0.02 
QP 0.03 ±0 .012 -0.424 ±0.250 0.523 ±0 .237 
diabetes AB 0.270 ± 0.043 0.038 ±0 .007 0.055 ± 0.005 
QP 0.262 ± 0.047 -0.107 ±0.060 0.075 ±0 .031 
fourclass AB 0.088 ±0 .032 -0 .045 ±0 .012 0.084 ± 0.009 
QP 0.095 ± 0.028 -0.211 ±0.059 0.128 ±0 .027 
g-numer AB 0.283 ± 0.033 -0 .079 ± 0.017 0.042 ± 0.006 
QP 0.249 ±0 .033 -0.151 ±0.058 0.061 ± 0.020 
heart AB 0.210 ±0.032 0.02 ±0 .008 0.104 ±0.013 
QP 0.190 ±0 .058 -0.117 ±0.066 0.146 ±0 .059 
ionosphere AB 0.121 ±0 .044 0.101 ±0 .010 0.165 ±0.012 
QP 0.139 ±0.055 -0.035 ± 0.112 0.184 ±0 .063 
liver AB 0.321 ±0.040 0.012 ±0 .007 0.055 ± 0.005 
QP 0.314 ±0 .060 -0.107 ±0.044 0.079 ±0 .021 
mushrooms AB 0 ± 0 0.102 ±0 .001 0.181 ±0.001 
QP 0.005 ± 0.002 -0.134 ±0.086 0.221 ±0 .084 
sonar AB 0.145 ±0 .046 0.156 ±0 .008 0.202 ± 0.013 
QP 0.171 ±0.048 0.056 ± 0.066 0.220 ±0 .045 
splice AB 0.129 ±0.025 0.009 ±0 .008 0.117 ±0.009 
QP 0.106 ±0 .029 -0.21 ±0.037 0.189 ±0 .02 
svmguidel AB 0.035 ±0 .009 0.010 ±0 .008 0.157 ±0.016 
QP 0.040 ± 0.009 -0.439 ±0.183 0.445 ±0 .155 
svmguide3 AB 0.172 ±0.023 0.011 ± 0.009 0.052 ± 0.005 
QP 0.167 ±0 .022 -0.113 ±0.084 0.085 ±0 .038 
wla AB 0.041 ±0.014 -0 .048 ±0 .010 0.084 ± 0.005 
QP 0.029 ±0 .009 -0.624 ± 0.38 0.577 ±0 .363 
Table 3.3: Test results of AdaBoost (AB) and AdaBoost-QP (QP). All tests are run 10 times. The mean 
and standard deviation are reported. AdaBoost-QP outperforms AdaBoost on 9 datasets. 
dataset austra l ian h-cancer lourclass ^-nuii icr heart liver i nushroom splice 
testerror 0.131 ± O.IMl (1.1)3 ± D.dl 1 D.O'Jl ± 0.02 0.243 ± 0.1120 0.18« ± 0.()5S 0.319 ± 0.05 0.003 ± 0.001 0.(W7 ± 0.02 
Table 3.4: Test results of AdaBoost-QP on full sets of decision stumps. All tests are run 10 times. 
dataset algorithm test error 100 test error 500 test error 1000 train error 100 train error .500 train error 100(1 
austral ian AB 0 .146 ± 0 . 0 2 8 0 .165 ± 0 . 0 1 8 0 .163 ± 0 .021 0.091 ± 0.013 0.039 ±0.011 0.013 ± 0.009 
C G 0.177 ±0 .025 (1.167 ±0 .023 0.167 ±0 .023 0 .013 ± 0 . 0 0 8 0 .011 ± 0 . 0 0 7 0 .011 ± 0 . 0 0 7 
b-cancer AB 0 .041 ± 0 . 0 2 6 0 .045 ± 0 .030 0 .047 ± 0 .032 0.008 ± 0.000 0 ± 0 0± (1 
C G 0.049 ± 0.033 0.049 ± 0.033 0.049 ± 0.033 0 ± 0 0 ± 0 0 ± 0 
diabetes AB 0 .254 ± 0 .024 0.263 ± 0.028 0.257 ± 0.041 0.171 ±0.012 0.120 ±0 .007 0.082 ± O.OOG 
C G 0.270 ± 0.047 0 .254 ± 0 . 0 2 6 0 .254 ± 0 . 0 2 6 0 .083 ± 0 .008 0 .070 ± 0 , 0 0 7 0 .070 ± 0 .007 
fourclass AB 0.106 ±0 .047 0.097 ± 0.034 0.091 ±0.031 0.072 ± 0.023 0.0.53 ± 0.017 0.046 ±0 .017 
C G 0 .082 ± 0 .031 0 .082 ± 0.031 0 .082 ± 0.031 0 .042 ± 0 . 0 1 5 0 .042 ± 0 ,015 0 .042 ± 0 .015 
g -numer AB 0.279 ± 0.043 0.288 ± 0.048 0.297 ± 0.051 0.206 ± 0.047 0.167 ±0.072 0.155 ±0.082 
C G 0 .269 ± 0 . 0 4 0 0 .262 ± 0 .045 0 .262 ± 0 . 0 4 5 0 .142 ± 0 . 0 7 7 0 .142 ± 0 , 0 7 7 0 .142 ± 0 . 0 7 7 
heart AB 0.175 ±0 .073 0.175 ±0 .088 0.165 ±0.070 0.049 ± 0.022 0±(1 0 ± 0 
C G 0 .165 ± 0 . 0 7 2 0 .165 ± 0 . 0 7 2 0 .165 ± 0.072 0 ± 0 0 ± 0 0 ± 0 
ionosphere AB 0 .092 ± 0 . 0 1 6 0 .104 ± 0 . 0 1 7 0 .100 ± 0 . 0 1 6 0 ± ( ) 0 ± 0 0 ± 0 
C G 0.131 ±0 .034 0.131 ± 0.034 0.131 ±0 .034 0 ± 0 0 ± 0 ()±(1 
liver AB 0.288 ±0.101 0 .265 ± 0 .081 0 .281 ± 0.062 0.144 ±0 .018 0.0G3± 0.015 0.020 ±0.015 
C G 0 .288 ± 0 . 0 8 4 0.288 ± 0.084 0.288 ± 0.084 0 .017 ± 0 . 0 1 2 0 .017 ± 0 . 0 1 1 0 .017 ± 0 . 0 1 1 
m u s h r o o m s AB 0 ± 0.001 0 ± 0.001 (1±0 0 ± 0 0 ± 0 0 ± 0 
C G 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 
sonar AB 0 .206 ± 0 . 0 8 7 0 .213 ± 0 .071 0 .206 ± 0 .059 0 ± 0 ( ) ± 0 0± (1 
C G 0.232 ± 0.053 0.245 ± 0.078 0.245 ± 0.078 0 ± 0 ( ) ± 0 0 ± ( ) 
splice AB 0 .129 ± 0 . 0 1 1 0 .143 ± 0 . 0 2 6 0 .143 ± 0 . 0 2 0 0.0.53 ± (1.003 0.008 ± 0.006 0.001 ± 0.001 
C G 0.161 ± 0.033 0.151 ±0 .023 0.1.51 ± 0.023 0 .002 ± 0 .002 0 .001 ± 0 . 0 0 2 0 .001 ± 0.002 
svmgu ide l AB 0 .036 ± 0 . 0 1 2 0 .034 ± 0 . 0 0 8 0.037 ± 0.007 0.022 ± 0.002 0.009 ± 0.002 0.002 ± 0.001 
C G 0.037 ± 0.007 0.037 ± ().()(17 0.037 ± 0.007 0 ,001 ± 0 . 0 0 1 0 ± 0 .001 0 ± 0.001 
svmguide.l AB 0.184 ±0 .037 0.183 ±0.044 0.182 ±0.031 0.112 ±0 .009 0.037 ± (1.004 (1.(109 ± 0.003 
C G 0 .184 ± 0 . 0 2 6 0 .171 ± 0 .023 0 .171 ± 0 .023 0 ,033 ± 0 . 0 1 2 0 .023 ± 0 . 0 1 6 0 .023 ± 0 016 
w l a AB 0.051 ± 0.009 0.038 ± 0.005 (1.036 ± 0.004 0,045 ± (1.008 0.028 ± 0.005 0.025 ± (1.005 
C G 0 .018 ± 0 . 0 0 1 0 .018 ± 0 . 0 0 1 0 .018 ± 0 . 0 0 1 0 .010 ± 0 . 0 0 4 0 .010 ± 0 . 0 0 4 0 .010 ± 0 , 0 0 4 
Table 3.5: Test and training errors o f AdaBoost (AB) and AdaBoost-CG (CG) . Al l tests are run 5 times. 
The mean and standard deviation are reported. Weak classifiers are decision stumps. 
dataset aiistralian b-cancer diabetes fourclass heart ionosphere sonar splice 
lesterror n.l4() ± 0.027 (1.1)33 ± ll.(i:j:i ().2U0±().n3C l).(IS(i ± (1.027 ().17±n.l)82 n . l l 5 ± l l . n 2 j 0.2 ± 0,1135 n. l .35±n.( l l5 
Table 3.6: Test error o f AdaBoost-CG with decision stumps, using cross-validation to select the optimal 
T. A l l tests are run 5 times. 
dataset australian b-canccr diabetes fourclass heart ionosphere sonar splice 
AB (l . l . ' jOi 0.044 0.029 ±0.014 0.25U± (1.021 0.0(Ki ± 0.004 (l.Ki ± O.O.S.-i (1.108 ±0.0«(1 0.297 ±0.08(1 0.21.0± 0.027 
CC (1.151 ±0.0.53 0.035 ±0.016 0.249 ± (1.0.38 0.022 ±0.015 0.185 ±0.038 0.104 ±0.0(i2 0.258 ± 0.085 0.235 ± 0.035 
Table 3.7: Test error of AdaBoost (AB) and AdaBoost-CG (CG) with L D A as weak classifiers, using 
cross-vaHdation to select the optimal T. All tests are run 5 times. 
Y test ( s tumps) train ( s tumps) test ( L D A ) train (LDA) 
^ a 2 9 ¥ ± 0 . 0 1 8 0^1.50 ± 0 . 0 1 9 0 . 1 3 4 ± 0 . 0 1 2 0 . 0 3 2 ± 0 . 0 0 7 
4 0 0 . 3 0 9 ± 0 . 0 1 9 0 . 1 0 1 ± 0 . 0 1 5 0 . 1 3 . 5 ± 0 . 0 0 8 0 . 001 ± 0 . 0 0 2 
8 0 0 . 3 1 3 ± 0 . 0 1 9 0 . 0 3 3 ± 0 . 0 1 1 0.1.3G ± 0 . 0 0 7 0 ± 0 
Table 3.8: AdaBoost-CG on banana dataset with decision stumps and L D A as weak classifiers. Experi-
ments are run 50 times. 

Chapter 4 
Boosting through Optimization of 
Margin Distributions 
4.1 Introduction 
As introduced in the previous chapters, there are already many empirical evidences 
suggesting that a good margin distribution is more important than a large minimum 
margin |35, 64, 97, 16, 65]. Recently, Garg and Roth [33] introduced a margin dis-
tribution based complexity measure for learning classifiers and developed margin dis-
tribution based generalization bounds. Competitive classification results have been 
shown by optimizing this bound. Another relevant work is [47], which applies a boost-
ing method to optimize the margin distribution based generalization bound obtained by 
[79]. Experiments show that the new boosting methods achieve considerable improve-
ments over AdaBoost. The optimization of this new boosting method is based on the 
AnyBoost framework [53]. Aligned with these attempts, we propose a new boosting-
like algorithm through optimization of margin distribution (termed MDBoost). Instead 
of minimizing a margin distribution based generalization bound, we directly optimize 
the margin distribution: maximizing the average margin and at the same time minimiz-
ing the variance of the margin distribution. 
The theoretical justification of the proposed MDBoost is that, approximately, Ad-
aBoost actually maximizes the average margin and minimizes the margin variance. 
The main contributions of this chapter are as follows. 
1. We propose a new totally corrective boosfing algorithm, MDBoost. by optimiz-
ing the margin distribution directly. The optimization procedure of MDBoost is 
based on the idea of column-generation that has been widely used in large-scale 
linear programming. 
2. We empirically demonstrate that MDBoost outperforms AdaBoost on most UCI 
data sets used in our experiments. The success of MDBoost verifies the conjec-
ture in [65], 
3. AdaBoost-CG [81J is also totally corrective in the sense that all the linear coef-
ficients of the weak classifiers are updated during the training. Our MDBoost 
has similar classification performance compared with AdaBoost-CG, since they 
approximately optimize the same cost functions. However, MDBoost h faster 
in training because MDBoost solves a quadratic program at each iteration while 
AdaBoost-CG needs to solve a general convex program. 
The rest of the chapter is structured as follows. In Section 4.2 we present the 
main idea. In Section 4.3.1 the dual of the MDBoost's optimization problem is de-
rived, which enables us to design an LPBoost-like column-generation based boosting 
algorithm. We provide an experimental comparison of the algorithms on UCI data in 
Section 4.4, and conclude the work in Section 4.5. 
4.2 Algorithm 
Let us define the final output strong classifier of boosting algorithms as F{x) — 
Wjhj{x) with Wj > 0, j = 1 • • • N . The following theorem serves as the ba-
sis of the proposed MDBoost algorithm. The detailed proof can be found in Chapter 3. 
Theorem 4.1. AdaBoost maximizes the iinnormalized average margin and simultane-
ously minimizes the variance of the margin distribution under the assumption that the 
margin follows a Gaussian distribution. 
Proof: See Chapter 3. • 
The key assumption that makes this theorem valid is that the weak learners generated 
by AdaBoost make independent errors over the training data set. This assumption may 
not be true in practice, but could be a plausible approximation. 
Mathematically, the above theorem can be formulated as: 
max p - s.t. w 0, l^w = D , (4.1) w ^ 
where a'^  is the unnormalized margin variance and p is the unnormalized average mar-
gin. Let Pi denote the unnormalized margin for the itli example datum, i.e., 
p, = y,H,,w,Vi = ,M. (4.2) 
In the above equations, w is the hnear coefficients that weight the weak classifiers. D is 
the sum of these linear coefficients, which needs to be determined by cross-validation. 
Note that D is actually a trade-off parameter, which balances the normalized average 
margin and the normalized margin variance. The empirical margin variance can be 
computed as cr^  = ( a ~ Pj)^- ^^ explicitly write the optimization in p: 
M 
2 ( M ^  (Pi - Pjf - P'^ ^ ^ = (4.3) 
i>j t = l 







where now p is the normalized margin. From this formulation, it is easy to see that D 
balances the two terms in the cost function. Both problems are equivalent to (4.1). We 
define a matrix A G xM. 
A = 
1 1 





• A / - 1 
1 1 y \ / - i A / - 1 • • • 
Our optimization problem can be rewritten into a simplified version: 
mill I p ^ A p - p, 
w.p ^ 
s.t. w 0, l^w = D, 
pi = yiHi,w,Vi = 1, • • • ,M. (4.5) 
It is easy to see that A is positive semidefinite*. So (4.5) is a convex quadratic problem 
(QP) in p. 
If we could access all the weak classifiers (i.e., the entire matrix H is given), we can 
solve the problem (4.5) using off-the-shelf QP solvers [4]. However, in many cases, we 
do not know H beforehand simply because the size of the weak classifier set could be 
prohibitively (or even infinitely) large. As in LPBoost [16], column-generation can be 
used to attack this problem. Column-generation was first proposed by [15] for solving 
*A is not strictly positive definite. Since the sum of .4 's each row is zero, one of / I ' s eigenvalues is 
zero. 
some special structured linear programs with extremely large number of variables. A 
comprehensive survey on this technique is [49|. The general idea of column-generation 
is that, instead of solving the original large-scale problem (master problem), one works 
on a restricted master problem with a reasonably small subset of variables at each step. 
The dual of the restricted master problem is solved by conventional convex program-
ming, and the optimal dual solution is used to find the new variable to be included into 
the restricted master problem. LPBoost is a direct application of column-generation in 
boosting. For the first time, LPBoost shows that, in a linear program framework, un-
known weak hypotheses can be learned from the dual, although the space of all weak 
hypotheses is infinitely large. This is the highlight of LPBoost. This idea can be gen-
eralized to solve convex programs other than linear programming problems.^ We next 
derive the dual of (4.5) such that a column-generation based optimization procedure 
can be devised. 
4.3 The Dual of MDBoost 
4.3.1 The dual formulation 
The dual of a convex program always reveals some meaningful properties of the prob-
lem. We show that MDBoost is in fact a regularized version of LPBoost. The La-
grangian of (4.5) is 
= + - D) 
p r i m a l d u a l 
- (fw + - IHH,W), (4.6) 
with q)p 0. The infimum of L w.r.t. to the primal variables is 
iiif L = inf Ap + {u - if p 
+ iiif [ ( r l^ - qT - ^ ^ ^ UiYiHi: )w] - D r . (4.7) 
w 
Clearly, r l ^ - q^ - Z l u i UiYiHi: = 0 must hold in order to have a finite infimum. 
Therefore, we have 
Z t , ^ 7-1T. (4.8) 
^Nevertheless, tor linear programs, the opt imal solution a lways lies at a vertex and co lumn-
generat ion solves the program exactly. For general large-scale convex programs, only an approximate 
solution can be found. 
For the first term in L, its gradient must vanish at the optimum: 
d\WAp+{u-lfp 
dpi 
= 0, V i (4.9) 
This leads to p = —A ^(u — 1); and the infimum is — — ^(u — 1). 
By putting the above results together, the dual is 
max s.t. (4.8). (4.10) 
We can reformulate (4.10) as 
mill r + 1 ) , s.t. (4.8). (4.11) 
r.it 
Under some mild conditions, weak duality and strong duality exist between the primal 
and dual problems we have derived. By strong duality, the two problems are equivalent. 
The solution of the dual gives the solution to the primal. 
Note that it is critically important to keep two variables w and p to arrive at the dual 
(4.1 1). One may obtain a different formulation otherwise, and no column-generation 
based optimization can be obtained. 
In our case, A is semidefinite but not strictly positive definite, and its inverse does 
not exist. We can replace its inverse with the Moore-Penrose pseudo-inverse AK 
In our experiments, we have regularized Ahy A = A + 81, where I is the identity 
matrix and 5 is a small constant. 
It is now clear that the dual problem (4.11) is a regularized hard-margin LPBoost. 
The second term in the cost function regularizes the dual variable u. For example, 
when A is the identity matrix, this regularization term encourages u to approach 1. 
Also note that here u can take any value and it is not a distribution any more. In 
contrast, in AdaBoost and LPBoost, u is a distribution: u ^ 0 and l^u = 1. 
The Bayesian interpretation of norm-based regularization is as follows. ^2-norm 
assumes a Gaussian prior probability over the parameter, and £i-norm assumes a Lapla-
cian prior probability. If we view the regularization term as the log of the probability 
for the parameter x, we have 
-logp(x) = 
x^A-'x, ifp(x) = g(O.A), ^^^^^ 
i fp (a ; ) = Htexpl.Til , 
where ^ ( 0 , A ) is a Gaussian distribution with zero mean and covariance A. In prac-
tice, a zero-mean and unit-variance Gaussian prior is usually assumed for kernel ridge 
regression, while a Laplacian prior over coefficients is typically used in sparse coding 
and compressed sensing. 
In our case, when the number of training data is large ( M 2> 1), A can be approx-
imated by the identity matrix. The regularization term is simply the variance of the 
weights associated with each datum. Intuitively, one can design A containing useful 
prior information for some particular purpose. 
4.3.2 Column-generation based optimization 
With the above analysis, a column generalization based technique is ready to solve the 
problem (4.5). 
Instead of solving (4.5) directly, one calculates the most violated constraint in 
(4.11) iteratively for the current solution and adds this constraint to the optimization 
problem. In theory, any column that violates dual feasibility can be added. To speed up 
the convergence, we add the most violated constraint by solving the following problem: 
h'(-) = argmax u^y^h(x,). (4.13) 
h(-) 
This is actually the same as the one that standard AdaBoost and LPBoost use for pro-
ducing the best weak classifier: that is to say, to find the weak classifier that has mini-
mum weighted training error. We summarize our MDBoost in Algorithm 4. 
The convergence of Algorithm 4 is guaranteed by general column-generation or by 
cutting-plane algorithms, which is easy to establish. When a new /;'(•) that violates 
dual feasibility is added, the new optimal value of the dual problem (maximization) 
would decrease. Accordingly, the optimal value of its primal problem decreases too, 
because they have the same optimal value due to zero duality gap. Moreover, the 
primal cost function is convex; therefore in the end it converges to the global minimum. 
Note that in the last .step of the proposed MDBoost algorithm, we can get the value of 
w easily. Primal-dual interior-point (PD-IP) methods work on the primal and dual 
problems simultaneously and therefore both primal and dual variables are available 
after convergence. MDBoost is fora//y corrective in the sense that the coefficients of 
all weak classifiers are updated at each iteration. 
4.4 Experiments 
In this section, we run some experiments to show the effectiveness of the proposed 
MDBoost algorithm. In order to control the complexity of the classifier, we use the 
stumps as weak classifiers. 
Algorithm 4 Column-generation based MDBoost . 
Input: Labeled training data (xi, yi),i = I • • • M; termination threshold e > 0; regularization 
parameter D; maximum number of iterations Afn,ax-
Initialization: TV = 0; u; = 0; and Ui = i — 1- • • M. 
for i teration = 1 : TVmax do 
1. Obtain a new base /?/(•) by solving (4.13); 
2. Check for optimal solution: 
if YjiLi UiUih'ixi) <r + e, then break; 
and the problem is solved; 
3. Add /?,'(•) to the restricted master problem, which corresponds to a new constraint in the 
dual; 
4. Solve the dual problem (4.11) and update r and (z = 1 • • • M). 
5. Count weak classifiers A'' = A^  + 1. 
Output: 
1. Compute the primal variable w from the optimality conditions and the last solved dual 
problem (primal-dual interior point methods output w as well); 
2. The final strong classifier is F{x) = Wjhj{x). 
We first show some results on a synthetic data set. 800 2D points are generated, 
as shown in Fig. 4.1 (top). We then run AdaBoost (1000 iterations) and MDBoost on 
this data set. The cumulative margin distribution is plotted in Fig. 4.1 (middle). We 
have set the parameter D as the sum of weak classifiers' coefficients of AdaBoost . We 
can see that, though MDBoos t ' s average margin is slightly smaller than AdaBoost ' s 
average margin (0.907 V5. 0.938), the standard deviation of MDBoost is much smaller 
than that of AdaBoost (0.027 v.v. 0.039). In this experiment, MDBoost also performs 
slightly better than AdaBoost (0.0375 v.v. 0.05 with respect to test error). Note that, in 
terms of the minimum margin, AdaBoost is better than MDBoost . This confirms that 
the minimum margin is not a direct measure of test error. In Fig. 4.1 (bottom) we show 
the normalized value of w of the final selected weak classifiers for both algorithms. 
It can be seen that both algorithms select very similar decision stumps. However, the 
weights could be different. 
Secondly, for the sake of providing a clearer insight into the feature selection of 
AdaBoost and MDBoost , we implement AdaBoost and MDBoost on the UCI dataset 
Spam whose features have explicit meanings. The iterations of training are all con-
strained below 60, which is close to the dimension of feature space. The experiment 
runs 20 times, and each frequency of each feature being selected by the boosting al-
gorithms has been recorded. The average frequencies over 20 rounds are shown as a 
histogram in Fig. 4.2. Note that there is a cross validation (candidates for D are {2, 
5, 8, 10, 12, 15, 20, 30, 40, 50, 70, 90, 100, 120}) for MDBoost. For AdaBoost, since 
the average test error already stopped decreasing and no overhtting is observed in the 
60-th iteration, the classifier yielded in iteration 60 could be considered as optimal. As 
it is illustrated in Fig. 4.2, both algorithms select the obvious handy features such as 
"hp"(25), "free"(16) and "$"(53) with high frequencies. However, for the other fea-
tures, two algorithms select them with diverse inclinations. We list the top 8 features 
whose frequency under AdaBoost is larger than that under MDBoost, and the top 8 fea-
tures chosen by MDBoost more frequently than AdaBoost (Tab 4.1). MDBoost tends 
to select the features like "address", "order" and "000", which are intuitively helpful 
for the classification. On the contrary, the favorite ones of AdaBoost, such as "report", 
"email" and "conference" are more presumably irrelevant. The fact that MDBoost has 
smaller average test error (11.3% ± 1.20) than AdaBoost (12.2% ± 1.55) supports our 
analysis empirically. 
N u . l No .2 Nu..1 N o . 4 No .5 No.r> No.7 N o . 8 
index - N a m e 
M D > A d a 
Fin : Fa 
IT) - " add re s s " 
0 .10 : 0 
11 - "p ro j ec t " 
0 .10 : 0 
2:l - " l a b " 
o.or>: 0 
10 - " d i r e a " 
O.O.'i : 0 
r,i - " 1 " 
O.L'O ; 0.0r> 
1 - "ma l i e " 
0. 10 : 0.1.") 
!) - "o rde r " 
0.2,') : 0 .10 
2:i - "(XX)" 
0.1') : 0.2,') 
Index . N a m e 
M D < A d a 
F a : Fm 
11 - " repor t " 
0 .20 : 0 
:ll - " t e lne l " 
O.O'i : 0 
••i,-, - " 8 5 " 
0 .10 : 0.0.') 
1« - " e m a i l " 
O.ri.'i : 0.:i:i 
IS - " c o n f e r e n c e " 
O.i.'r : 0 .10 
12 - "mee l in j j " 
0 .10 : 0.:i() 
- " t e c h n o l o g y " 
0 .20 : 0 .15 
17 - "bus ine s s " 
0.(i.") : O-.^ O 
Table 4.1: Most differently selected features between AdaBoost and MDBoost. " M D > Ada" means 
that the features are selected by MDBoost more than AdaBoost and " M D < Ada" suggests the opposite. 
"Index - Name" stands for the feature's index and name. "Fm" denotes the frequency of feature being 
selected under MDBoost while "Fa" denotes that under AdaBoost. Note that the differences are ranked 
by the frequency ratios (Fm : Fa or Fa : Fm). 
In the third experiment, we run MDBoost on real data sets and we focus on com-
paring test error We have compared four boosting algorithms: standard AdaBoost, 
soft-margin LPBoost [16], AdaBoost-CG^ and MDBoost. 
The cross validation values for the parameter D for MDBoost and AdaBoost-CG 
are {2, 5, 8, 10, 12, 15, 20, 30, 40, 50, 70, 90, 100, 120}. The trade-off parameter C for 
LPBoost [161 are {0.001, 0.002, 0.005, 0.007, 0.01, 0.02, 0.03, 0.05, 0.07, 0.1, 0.15, 
0.2, 0.3, 0.4, 0.5}. The experiments are run on the 13 UCI benchmark datasets from 
^AdaBoost-CG is a totally corrective version of AdaBoost. It solves 
u u n ^ log{J2^^-^ex\>{—yiJliw}),s . t .w ^ 0, l ^ w = D using column-generation. S e e | 8 1 | f o r 
details. 
[62|§. Generally, we randomly split the data set into 3 groups. 60% of the examples are 
used for training; 20% are used for cross validation and the other 20% are used for test. 
For the data sets "ringnorm", "twonorm" and "waveform", due to their large size, only 
10% examples are selected for training, cross validation and test perform on 30% and 
60% examples respectively. The convergence threshold e for LPBoost, AdaBoost-CG 
and MDBoost are all set to 10~®. Both test and training results for the four algorithms 
are reported in Table 4.2 for a maximum number of iterations of 100, 500 and 1000. 
In some cases, the 3 totally corrective boosting algorithms (LPBoost, AdaBoost-CG, 
MDBoost) converge earlier than 100 iterations. We simply copy the converged results 
to iteration 500 and 1000, as reported in Table 4.2. 
As can be seen, in terms of training error, soft-margin LPBoost demonstrates its 
fastest convergence in the training procedure. It finishes the column-generation iter-
ation procedure within 100 rounds for 12 data sets but only defeats other algorithms 
on training error for one data set (banana). It might because that, compared with 
AdaBoost-CG, LPBoost focuses on the minimum margin rather than the margin distri-
bution, which is harder to optimize. On the other hand, the standard AdaBoost, due to 
its coordinate descent optimization, convergences slowest on all the data sets but ranks 
the first on training error for 10 data sets. MDBoost ties with the LPBoost on training 
error comparison while AdaBoost-CG outperforms on 2 data sets. 
In ternis of test error, the proposed MDBoost outperforms on most data sets (9 
among 13) and could be considered intuitively as the best algorithm with respect to 
generalization error. The quantitative analysis for the superiority of MDBoost will be 
discussed later. AdaBoost-CG has the best performance on 3 data sets. The standard 
AdaBoost wins the remaining one (thyroid). It is surprising to find that the LPBoost 
performs slightlv worse than the other algorithms on all data sets. It has been observed 
that different LP solvers may result in slightly different performance on test data for 
LPBoost [971. On some data sets, there is a significant difference between PD-IP and 
simplex-based solvers, in terms of iterations and the final selected weak classifiers. 
Here we have used Mosek [56], which implements PD-IP methods. Experiments with 
simplex LP solvers are needed to verify the LPBoost results. We leave this as future 
work. In summary, the proposed MDBoost algorithm shows competitive classification 
performance over AdaBoost and LPBoost. This validates the usefulness of optimizing 
margin distributions. 
In terms of computational complexity, at each iteration MDBoost needs to solve a 
convex QP. The complexity of solving a QP is slightly worse than solving an LP, and 
§http://ida.first.fraunhofer.de/projects/bench/ 
it is still very efficient. Moreover, those techniques developed for solving large-scale 
support vector machines may be applicable here. 
In order to verify the superiority of the proposed MDBoost quantitatively, we im-
plement three statistic tests, the Wilcoxon signed-rank test, the Friedman Test and the 
Bonferroni-Dunn Test, on the experimental performances of above four boosting alg-
orithms. 
The Wilcoxon signed-ranks test (WSRT)[17] is a non-parametric alternative of the 
paired t-test, which ranks the difference in perfonnance of two classifiers for each data 
set. In this work, the WSRT is used for comparing MDBoost with the other three 
boosting approaches in terms of performance. The null-hypothesis declares that the 
concerning classifier is no better than the other boosting manners on performance. 
Consequently, it is a one-tail test with a conventional confidence level of 0.95. Thus, 
the rejection region is {«; G M | u' > 70}, considering the number of datasets with 
different performances is 13.^ Further details of WSRT are illustrated in Table 4.3. 
As it is shown, the null-hypothesis is rejected in the tests of MDBoost v.v. AdaBoost, 
MDBoost vs. AdaBoost-CG and MDBoost v.v. LPBoost. In a word, MDBoost is con-
sidered superior to other 3 boosting algorithms with respect to generalization error. 
AdaBoo.st-CG achieves slightly inferior result to MDBoost since it can not defeat MD-
Boost in the test. AdaBoost and LPBoost could not be considered as better than any 
other algorithms. 
Friedman Test (FT) is a non-parametric equivalent of the repeated-measures ANOVA 
(Analysis of Variance) [ I7 | . The FT can meter the difference between more than two 
sets of classification results. If the null-hypothesis, which assumes that all the per-
formances are similar to each other, is rejected, a post-hoc test is processed to com-
pared the algorithms pairwisely. The Bonferroni-Dunn Test (BDT) 1 IVJis adopted as 
our post-hoc manner to verify whether a control classifier overperforms the others 
under the circumstance of multiple-comparison. Not surprisingly, FT rejects its null-
hypothesis, which means the performances of four boosting approaches are different 
essentially. The confidence level for this test is also 0.95 which leads to the critical 
value equals to 2.291, considering the number of classifiers is 4. The result of BDT is 
shown in Table 4.4. According to BDT, differing from WRST, only MDBoost could 
be regarded as superior to both AdaBoost and LPBoost. AdaBoost-CG, on the con-
trary, loses the predominance to AdaBoost. The divergence might be derived from the 
introduction of multiple-comparison. 
The result shown in Table 4.3 points to the conclusion that MDBoost is statistically 
^Here the critical value is not fixed since it depends on the number of datasets with different petfor-
maiices under two algori thms. 
better than all the other competitors when compared them pairwisely and holds more 
obvious advantage than AdaBoost-CG when comparing with AdaBoost and LPBoost 
in the circumstance of multiple-comparison. From these experiments, the following 
three conclusions can be made. 
• The convergence speed of LPBoost is the fastest algorithm among the four step-
wise boosting algorithms. AdaBoost-CG and MDBoost show the similar conver-
gence qualities and both of them are faster than AdaBoost on training procedure. 
This is because AdaBoost 's coordinate descent nature is slow, while LPBoost, 
AdaBoost-CG, and MDBoost are totally corrective, which means at each itera-
tion they updates all the previous weak classifier weights w . This also means 
that with the three totally corrective boosting methods, we can use fewer weak 
classifiers to build a good strong classifier. This is desirable for real-time appli-
cations like face detection [91 ], in which the testing speed is critical. 
• Our experiments confirm that a smaller training error does not necessarily lead 
to a smaller test error. This has been studied extensively in statistical learning 
theory. Take the LPBoost for example: the training quality of LPBoost is very 
remarkable on almost every data set while the test result can not be compared 
with the other two totally corrective algorithms. 
• The performances of our two novel boosting algorithms, AdaBoost-CG and the 
MDBoost, are similar and overwhelm the other two compared algorithms. Ad-
mittedly, our approaches are slightly slower in training than the LPBoost, but 
they show lower generalization errors compared with LPBoost. Furthermore, as 
to the comparison with the standard AdaBoost, the two new algorithms illustrate 
better property in both training and test. 
4.5 Conclusion 
In the literature of boosting algorithms, there are many theoretical and empirical evi-
dences that margin distribution plays a more important role than the minimum margin 
in the success of AdaBoost. However, existing boosting-like algorithms which con-
sider margin distributions usually optimize the generalization error bound determined 
by margin distributions. [47, 33]. 
From the analysis in Chapter 3, we know that, roughly speaking, AdaBoost amounts 
to increases the average margin while decrease the margins' variance. Accordingly, we 
can directly optimize the margin distribution: tiie summation over the average margin 
and the variance, with a trade-off parameter balancing these two terms. With some 
algebraic manipulations, we successfully derived the dual formulation of the optimiza-
tion problem w.r.t. the margin distribution, and a column-generation-based approaches 
is derived for solving the dual problem. In this way, we built a analogue of LPBoost in 
the context of margin distribution optimization. 
The proposed MDBoost inherits LPBoost 's advantages such as well-defined con-
vergence criteria, fast convergence rates and less number of weak learners in the fi-
nal strong classifier. Meanwhile, MDBoost also demonstrates higher test accuracies 
than LPBoost, which indicates the validity of the conjecture that margin distribution is 
more important than the minimum margin for boosting-like algorithms. Furthermore, 
the derivation of MDBoost actually paves the way for solving an arbitrary quadratic 
problem in a boosting-like style. As an extension of this chapter, Shen et al. |82 | used 
the similar strategy to optimize the loss functions of Linear Asymmetric Classification 
(LAC) and Fisher Linear Discriminant Analysis (FLDA). The obtained boosting-like 
algorithms both outperform AdaBoost in the face detection application. 
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Figure 4.2: The f requencies of different features being selected. Spam. 
test error 100 test error 500 test error 1(100 train error 1(X) train error 5(H) train error 1000 
AB 28.5 ± L4 28.1 ± 1.0 28,0 ± 1,1 25,9 ± 1,1 24,7 ±0,7 24,1 ±0,7 
banana 
AB-CG 28.0 ± LO 28.0 ± 1.(1 28.0 ± 1.0 24.9 ± 1.0 24,9 ± 1,1 24,9 ± 1,1 
LP :i7.9 ± 5.fi 33.0 ± 1.9 32.2 ± 2.1 34.8 ± 5.1 14,2±1,7 7,9 ±7,8 
MD 27.7 ±0.6 27.7 ±0.7 27.7 ±0,7 22,6 ±2,4 21,9 ±.3.3 21,9 ±3,3 
AB :i0.9 ± 5.4 31.9 ±5.5 32.3 ± 5,6 19,9 ±2,1 20,1 ± 1,7 20,3 ± 1.6 
b-cancer 
AB-CG 29.4 ± 5.7 29.4 ±5.7 29,4 ± 5,7 20,4 ± 2,0 20,4 ±2,0 20.4 ± 2.0 
LP :i4.0 ± 7.2 34.0 ± 7.2 .34.0 ± 7,2 24,7 ±4.0 24,7 ±4,0 24.7 ±4,0 
MD 28.5 ±4.4 28.5 ± 4.4 28,5 ±4 ,4 19,8 ±2,3 19,8 ±2,3 19,8 ±2,3 




24.,'i ± .•i.7 
26.7 ± 4.4 
24.5 ± 3.7 
26.4 ± 3.7 
24.0 ±3,7 
26.4 ± 3.7 
15.5 ±5,4 
11.6 ±4,0 
15,5 ± 5,6 
11,1 ±4,5 
15,5 ± 5.6 
11,1 ±4,5 
MD 23,8 ±4.0 23.7 ±3.9 23,7 ± 3.9 17,0 ±4,0 17,0 ±4.2 17,0 ±4,2 




:!4.o ± ;i.4 
:!4.1 ±.1.7 
34.0 ± 3.4 
.34.1 ±3.7 
34.0 ± 3,4 
34.1 ±3,7 
32,9 ±1,5 
33,.3 ± 1.6 
32.9 ±1,5 
.33.3 ± 1.6 
32, i)±l 5 
33,3 ± 1,6 
MD 34.0 ±3 .5 34.0 ±3.5 34 ,0 ±3,5 32.9 ± 1.6 .32.9 ± 1.6 32,9 ± 1,6 
AB 25.3 ± 2.9 26.B ± 2.8 27,6 ± 2,8 18.4 ± 1,1 15,7 ±1,2 13,9± 1,2 
gennan 
AB-CG 25.B ± 3.0 25.5 ±3.0 25,5 ± 3,0 18.4 ± 2.6 18,2 ± 3,3 18,2 ±3.3 
LP 29.9 ± 3..5 3n..i ± 3.5 30,5 ± 3.5 21.4 ±8.0 15,8 ± 12,8 15.8 ± 12.8 
MD 25.7 ± 2.9 25.6 ± 2.8 25,6 ± 2,8 17.5 ±3,0 17,4 ±3,2 17,4 ±3,2 
AB 19.4 ± 5.0 21.4 ±,1.8 22,0 ± 5,8 3,1 ± 1,3 0 ± 0 0 ± 0 
hcarl 
AB-CG 17.1 ±4.7 17.1 ±4.7 17,1 ±4.7 10,7 ± 3,0 10,7 ± 3,0 10,7 ±3,0 
LP 18.5 ± 5.7 18,5 ± 5,7 18,5 ± 5,7 9,4 ± 5.9 9,4 ± 5,9 9,4 ± 5,9 
MD 46.1 ±4.2 16,1 ±4,2 16,1 ±4,2 10.6 ± 3.1 10,6 ±3,1 10,6 ±3,1 
AB 4.2 ±0.9 3,0 ± 0,8 2,9 ± 0.9 2,4 ±0,4 0 ± 0 0 ± 0 
image 
AB-CG 3.1 ±0.9 3,1 ±0,9 3,1 ±0,9 0,2 ±0,4 0.2 ± 0.4 0,2 ±0,4 
LP 3.7 ± 1.2 3.2 ± 0.9 3,2 ± 0,9 0,8 ± 0.8 0.8 ± 0.8 0.8 ± 0.8 
MD 3.(i ± 0.9 3.3 ± 1.0 3,3 ± 1,0 1,8 ±0,5 1.7 ±0.6 1.7 ±0.6 
AB 7.3 ± O.fi 5.3 ± 0.4 5.2 ± 0.3 1,4 ±0.5 0 ± 0 0 ± 0 
ringnorm 
AB-CG 7.3 ±1.1 5.3 ± 0,3 5.3 ± 0.3 0 ± 0 0 ± 0 0 ± 0 
LP 8.3 ± 4.fi 5,4 ± 0,3 5.4 ± 0.3 0,6 ± 0,4 0.3 ± 0.3 0,3 ± 0.3 
MD 7.2 ± 1.0 5,1 ±0,4 5.1 ±0,4 0,9 ± 0,3 0,3 ± 0,3 0,3 ± 0,.3 
AB 9.2 ± l.(i 1±L7 10,4 ± 1,6 5,2 ±1.5 2,9 ±2,7 2,7 ±2,8 
splice 
AB-CG 8.9 ± 1.3 8.9 ± 1,3 8.9 ± 1,3 6.1 ± 1.5 6,1 ± 1,5 6,1 ±1,5 
LP 9.9 ± 2.0 10.2 ± 2.3 10,2 ±2,3 8.1 ±2,1 8,0 ±2,2 8,0 ±2,2 
MD 8.2± 1.0 8.2 ± 1,0 8.2 ± 1,0 (>.2 ± 0,6 6,2 ± 0,5 6,2 ± 0,5 




7.8 ± 4.5 
7.8 ±5.1 
7,8 ± 4,5 
7,8 ± 5,1 








MD 7.6 ± 4.9 7,6 ± 4.9 7.6 ± 4.9 1.8 ± 1,5 1,8 ± 1,5 1,8 ± 1,5 





21.9 ± 1.7 
21,8± 1-7 




22.5 ± 1.0 
22.4 ±0,6 
22.5 ± 1.0 
22.4 ±0,6 
22.5 ± 1,0 
MD 21.8± 1.7 21,8±1,7 21,8± 1,7 22.5 ± 0.6 22.5 ± 0.6 22,5 ± 0,6 





4.4 ± 0.3 
4,1 ± 0,4 
4,3 ± 0,3 
4,1 ±0,4 
4,3 ± 0,3 
0±0.1 
0,8 ± 0.7 
0±0,1 
0,9 ± 0,7 
0±0,1 
0,9 ± 0,7 
MD 3.6 ±0.2 3,5 ± 0,2 3,5 ± 0,2 0.8 ± 0.4 0.8 ± 0.3 0,8 ± 0,3 






12,4 ± 0,9 
12,7 ± 0,6 
12,4±0,9 
12,7 ± 0,6 
2,9 ± 2.0 
5.6 ±2,1 
2.9 ± 2.0 
5.6 ±2.2 
2,9 ±2,0 
5,6 ± 2,2 
MD 13.0 ± 1.1 12,8 ± 0,9 12,8 ±0,9 4,5 ± 1,7 4,5 ± 1,7 4.5 ± 1.7 
Table 4.2: Test and training errors of AdaBoost (AB), AdaBoost-CG (AB-CG). LPBoost (LP) and 
MDBoost (MD). Most are run 50 times except for 10 times on twonorm. ringnorm and waveform; 
20 times on banana due to the data sets' large sizes. The mean and standard deviation are reported. 
We have used decision stumps as weak classifiers. In most cases. MDBoost outperforms AdaBoost and 
LPBoost. 
AdaBoost AdaBoost-CG LPBoost MDBoost 
AdaBoost - No Better (12 < 61) No Better (43 < 70) No Better (7 < 70) 
AdaBoost-CG Better (GG > 61) - Better (78 > 61) No Better (18 < 70) 
LPBoost No Better (48 < 70) No Better (0 < 61) - No Better (5 < 70) 
MDBoost Better (84 < 70) Better (73 < 70) Better (86 < 70) -
Table 4.3: Result of Wilcoxon Signed-Ranks Test (WSRT). The test is processed pairwisely among 
AdaBoost, AdaBoost-CG, LPBoost and MDBoost . The block where "Better" takes place indicates that 
the algorithm corresponding to its line is better than the algorithm corresponding to its column while 
"No Better" suggests the contrai^. The inequality in the parenthesis is the comparison between the 
Wilcoxon statistic (on the left) and the critical value (on the right). The critical value depends on the 
number of data sets yielding different performances, thus it is not fixed. Our hypothesis will be rejected 
when the statistic is larger than the critical value. 
AdaB<K)sl 
AdaBuost 
AdaUoos l -C( ; 
No Better ( -1 .7-17 < 2.2H1) 
MDBoos l 
AdaBoosC-CG No Better (1.747 < 2 .2y i ) 
L P B t o s I _ No Better (-0 .7r)955 < 2.2!)1) No Better (-2.."iHli,') < 2.2!)1) -
•MDBoosl Better (2.(i,''),S4 > 2.2!)1) 
l,FBoo.sl 
No Better (0.7,")<)."),^  < 2.291) No Better (-2.6r)84 < 2.291) 
Belter (2.iTOr) > 2.291) No Better ( - 0 . 9 1 1 4 7 < 2.291) 
No Better ( - : i .41X < 2.291) 
No Better (0.91147 < 2.291) Better (:i.41X > 2.291) 
Table 4.4: Result of Bonferroni-Dunn Test (BDT). Each algorithms is compared with other 3 boosting 
manners at the same time. The block where "Better" takes place indicates that the algorithm corre-
sponding to its line is better than the algorithm corresponding to its column while "No Better" suggests 
the contrary. The inequality in the parenthesis is the comparison between the Bonferroni statistic (on 
the left) and the critical value (on the right). The critical value depends on the number of comparing 
classifiers, thus it is fixed (here is 2.291). Our hypothesis will be rejected when the statistic is larger 
than the critical value. 
Chapter 5 
Unified Framework for Regularized 
Risk Minimization 
5.1 Introduction 
In this chapter we present an unified framework for finding a linear, convex combina-
tion of weak classifiers that minimizes arbitrary loss functions with various regulariza-
tion terms. Researchers have been trying to interpret the success of boosting from a 
few different perspectives. 
Early work focused on developing theories in the framework of either probably ap-
proximately correct (PAC) learning |88 | or the large margin principle |74 | . Friedman 
et al. [29] developed a statistical perspective that views AdaBoost as a gradient-based 
stage-wise optimization method in a functional space, minimizing the exponential loss 
function l{y,F) = e x p ( - y F ) . AnyBoost [52, 32 | generalizes this concept, in the 
sense that AnyBoost can optimize a broader families of loss functions. Hereafter, we 
refer AnyBoost to all those gradient-based boosting because their theoretical essentials 
are almost identical. For example, within the AnyBoost framework, one can optimize 
the binomial log-likelihood loss l{y, F) = log(l - h e x p ( - y F ) ) , which penalizes a mis-
classification point with less penalty than the exponential loss. Therefore, it may be 
more robust to outliers. In [52], a non-convex loss function has been used to have a bet-
ter margin distribution, which can be translated into a smaller test error rate. Shen and 
Li [801 explicitly derived Lagrange dual of i i regularized boosting for a few popular 
loss functions. The relationship between these dual formulations and the soft-margin 
LPBoost [16] was established [80]. 
Rosset et al. [68] observed that asymptotically stage-wise boosting converges to a 
regularized solution. They deliberately set the coefficient of the weak classifier to a 
very small value (e-boost), such that the boosting method converges extremely slowly. 
The slowness of convergence plays the role of regularization, as we will discuss in 
detail later. It is not new to impose regularization other than in boosting. In [52], 4 
norm regularized boosting has been considered and gradient-based boosting is used to 
perform the optimization. In |211, Duchi and Singer introduced a family of coordinate-
descent methods for optimizing the upper-bounds of mixed-norm regularized boosting, 
based on the idea of gradient boosting [52J. Different from the conventional gradient-
based boosting, they also prune the selected features that are not informative, sharing 
conceptual similarities with FloatBoost of Li and Zhang [451 and Zhang's forward-
backward sparse learning [102]. Duchi and Singer mainly focused on learning with 
structural sparsity in the context of multi-class and/or multi-task applications. Both of 
these works are mainly inspired by gradient AnyBoost and no Lagrange duality was 
analyzed. Most boosting algorithms in the literature are based on the idea of AnyBoost; 
hence gradient-based boosting. 
AnyBoost |52] is a seminal work, in the sense that it enables one to design boosting 
algorithms for optimizing a given cost function. It uses coordinate descent, therefore it 
is not totally corrective. Totally corrective boosting algorithms, like LPBoost [16], To-
talBoost [971 and those proposed in |80], update the coefficients of all the past selected 
weak learners at each iteration. The totally corrective boosting algorithms usually 
need a lower number of iterations to achieve convergence [801. Beside the conver-
gence speed, the AnyBoost framework did not realize that many boosting algorithms 
such as AdaBoost are actually norm regularized. Slow convergence, which is the 
nature of coordinate descent, plays the role of selecting the iy norm regularization pa-
rameter [68 ]. Without seeing this, it could be difficult to explain why AnyBoost works. 
For example, when all the training examples are separable, AdaBoost 's objective func-
tion X ] j e x p ( - yiWjf>j{xi)) is not well defined. Indeed, one can always make the 
objective arbitrarily approach zero by multiplying a positive factor to w. In contrast, 
we explicitly put boosting learning into the regularized empirical risk minimization 
framework and use convex optimization tools to analyze its characteristics. We will 
see that the only difference between boosting and kernel learning is the optimization 
procedure. If all the weak learners were given, there would be no essential difference 
between boosting and kernel methods. The most important component of our work 
is to propose a general and totally corrective boosting learning framework that can be 
used to minimize regularized risk with arbitrary convex loss functions and arbitrary 
convex regularization terms in the form of problem (5.1). 
The main contributions of this chapter follow. 
1. We generalize the totally corrective regularized boosting algorithms in [80] to 
arbitrary convex loss functions. We also show that a few variants of boosting 
algorithms in the literature can be interpreted in the proposed framework. 
2. We propose a very general framework that can accommodate arbitrary convex 
regularization terms other than norm. By explicitly deriving the Lagrange dual 
formulations, we demonstrate that totally corrective boosting based on column-
generation can be designed to facilitate boosting. In particular, we focus on 
analyzing the £i, ^2, and norm regularization. 
3. By introducing the concept of the nonnegatively clipped edge of a weak classi-
fier, we show the connection of and o^o norm regularized boosting. The 
Lagrange dual formulations of these can be interpreted in a unified framework. 
4. We also show how the Fenchel dual of a convex loss function in the primal 
regularizes the dual variable (the training samples' importance weights). Hence 
we generalize the results in [80], where only the exponential loss, logistic loss 
and generalized hinge loss are considered. We now know that the Fenchel dual 
of an arbitrary convex loss penalizes the divergence of the sample weights. 
5. For the first time, we observe that the totally corrective boosting's primal prob-
lems are much simpler than the counterpart dual problems. So at each iteration 
of a column-generation based boosting algorithm, it is much faster to solve the 
primal problem. In the proposed AnyBoostxc^ we do not generally require so-
phisticated convex solvers and only gradient descent methods like L-BFGS-B 
1104J are needed. Previous totally corrective boosting algorithms [16, 80, 91] all 
solve the dual problems using convex optimization solvers. Besides the primal 
problems' much simpler structures, the dual problems, in most cases, have many 
more variables than their corresponding primal problems. 
The remainder of the chapter is organized as follows. Before presenting the main 
results, we introduce the basic idea of boosting and the Fenchel conjugate in Section 
5.2. In Section 5.3, we extend the results in [801 to arbitrary convex loss functions. 
A new totally corrective boosting is proposed to minimize the ix regularized risk. 
The connection of the proposed algorithm to some previous boosting algorithms is 
discussed. In Section 5.4, we generalize the totally corrective boosting to arbitrary 
convex regularization. We also briefly discuss boosting for regression. We present 
experimental results in Section 5.5 and conclude the chapter in the last section. 
5.2 Preliminaries 
In statistics or signal processing, when we face ill-posed problems, regularization is 
needed to enforce stability of the solution. Regularization usually improves the condi-
tioning of the problem. Literature on this subject is immense. In statistical learning, 
in particular, supervised learning, one learns a function that best describes the relation 
between input x and output y. Statistical learning theory tells us that often a regular-
ization term is needed for a learning machine in order to trade off the training error and 
the generalization capability [89|. 
Concretely, we solve the following problem for training a classifier or a regressor: 
m 
i = l 
Here /(•) is a data-fitting loss function, which corresponds to the empirical risk mea-
sure, and Q(-) is a regularization function. So the first term corresponds to the empir-
ical risk. The parameter u > 0 balances these two terms. J^ is the functional space in 
which the classification function F ( ) resides. Clearly, without the regularization term, 
if T is very large, it can easily lead to over-fitting and the minimizers can be nonsense. 
The regularized formulation considers the trade-off between the quality of the approx-
imation over the training data and the complexity of the approximating function [89). 
Often simplicity is manifested as sparsity in the solution vector—or some transforma-
tion of it. Typically, norm functions can be used for regularization, such as norm 
in Lasso [85], £2 norm in ridge regression, and RKHS regularization in kernel meth-
ods*. norm regularization may create sparse answers and better approximations in 
relevant cases. norm regularization methods have recently gained much attention 
in compressed sensing [I0| and machine learning, due to the induced sparsity and to 
being easy to optimize as a surrogate of the non-convex £0 pseudo-norm |58, 100). 
For boosting algorithms, F(-) takes the form 
n 
F ( x ) = J ] (x), (5.2) 
i = i 
with w ^ 0. This nonnegativeness constraint can always be enforced because one can 
flip the sign of the weak classifier /i(-). 
It has been shown that some boosting algorithms can be viewed as £i norm regu-
*Due to the representer theorem, R K H S regularization is special: the optimal solution in a high-
dimensional funct ional space can be found by solving a finite d imensional minimizat ion problem. 




where is the unnormalized margin: = y iF{xi ) = ijiHi-w. 
As an important concept in this thesis, let us recall the definition of Fenchel duality 
again. 
Definition 5.2.1. (Fenchel duality) Let / : M" ^ M. The function f* : M" R, 
defined as 
r{u)= sup { v J x - f { x ) ) , (5.4) 
aigdoin / 
is called the Fenchel duality of the function /(•). The domain of the conjugate function 
consists o f u G W^ for which the supremum is finite. 
/*(•) is always a convex function because it is the point-wise supremum of a family 
of affine functions of u, even if / ( • ) is non-convex [4|. If / ( • ) is convex and closed, 
then /** = / . For a point-wise loss function, = Kli)^ the Fenchel duality 
of the sum is the sum of the Fenchel dualities: 
l*{u) = sup u^-f - Y ^ \ = sup [ u a i - /(7,)} 
I z=l J »=1 
m 
Clearly, the shape of f*{u) is determined by f{x) and vice versa. We consider func-
tions of Legendre type |67] in this work. That means the gradient / ' ( • ) is defined on the 
domain of / ( • ) and is an isomorphism between the domains of / ( • ) and /*(•) . If / ( • ) 
admits a strict supporting line at x with slope u, then /*(•) admits a tangent supporting 
line at ii with slope /*'(?/) = x. 
5.3 ii Norm Regularized AnyBoostTc 
The general i i regularized optimization problem we want to solve is 
m 
min ^(7i) + • l''"'"' 
1 = 1 
S.t. 7j = ViHrW (Vi = 1 • • • m) , w 0. (5.5) 
Name Loss((F, jy) Derivative l'(F, y) 
Exponential -yQxpi-yF) 
Logistic k)g( l + cxp(-:!/-F)) - ; , / / ( !+cxp( : , ;F ) ) 
Hinge inax((), -yF) 0 if jyF > 0; —ly otherwise 
Squared hinge ().5lniax(0. O i f i /F > 0; f otherwise 
MadaBoost loss [20] ( •xp(-i/F) if yF > 0, otherwise 1 - yF -yvx\>{-yF) if yF > 0; -ij otherwise 
Least square 0.5(.!/ - F)'' F-y 
£1 norm \y - F\ sgn (F - y) 
Ruber's loss ().5(:iy - F)'^ if \y - < 1, otherwise \y - -- 0.5 F - y if \y - F| < 1; s g u ( f - y] otherwise 
Poisson regression exp (F ) - yF vxp{F) - y 
Quantile regression m a x ( r ( F - , y ) . ( l - r ) ( : , / - F ) ) r if F > ;!/; r — 1 otherwise 
;-insensitive regression max(0. \y -F\- s) 0 if \y - F| < ; ; s gn (F - y) otherwi.se 
Table 5.1: Loss functions and their derivatives. 
We now derive its Lagrange dual problem. Although the variable of interest is w, we 
keep the auxiliary variable 7 in order to derive a meaningful dual. The Lagrangian is 
m 
L = ^ l{ji) + i/l^w - — dmg{y)Hw) - p^w 
/ m \ 
V i = i / 
with p 0. To find its i nhmum over the primal variables w and we must have 
+ u^ (\mg{y)H - p ^ = 0, 
which leads to 
u^ dmg(y)H ^ -vl^; (5.6) 
and 
in 11 
iiif L = — 8upw''"7 — 7 /(7i) = — 7 l*{'iLi)-
W , 7 -y ^^ ^ ^ 
Therefore, the dual problem is 
w
' i = l i=l 
mill s.t.(5.6). (5.7) 
u ^—^ 
i = l 
We can reverse the sign of u and rewrite (5.7) into its equivalent form 
m 
mil l y / * ( - n J , (5.8a) 
u ^ — ' 
i=l 
s.t. vJ dmg{y)H ^ lyl^. (5.8b) 
From the Karush-Kuhn-Tucker (KKT) conditions, between the primal (5.5) and the 
dual (5.8) the relationship 
Ui = - n - f i ) , y z , (5.9) 
holds at optimality. This means that the weight iti associated to each sample is the 
negative gradient of the loss at 7i. This can be easily obtained by setting the first 
derivative of L w.r.t. to zeros. Under the assumption that both the primal and dual 
problems are feasible and the Slater's condition satisfies, strong duality holds between 
(5.5) and (5.8), which means that their solutions coincide such that one can obtain both 
solutions by solving either of them. 
If we know all the weak classifiers, that is, the matrix H can be computed a priori, 
the original problem (5.5) can be easily solved (at least in theory) because it is an 
optimization problem with simple nonnegativeness constraints. In practice, however, 
we usually cannot compute all the weak classifiers since the size of the weak classifier 
set H could be prohibitively large or even infinite. In convex optimization, column-
generation (CG) is a technique that can be used to attack this difficulty. The crucial 
insight behind CG is that for a linear program, the number of non-zero variables of the 
optimal solution is equal to the number of constraints, hence although the number of 
possible variables may be large, we need only a small subset of these in the optimal 
solution. For a general convex problem, CG can still be used to obtain an approximate 
solution. It works by considering only a small subset of the entire variable set. Once it 
is solved, we ask the question: "Are there any other variables that can be included to 
improve the solution?" So we must be able to solve the subproblem: given a set of dual 
values, one either identifies a variable that has a favorable reduced cost, or indicates 
that such a variable does not exist. In essence, CG finds the variables with negative 
reduced costs without explicitly enumerating all variables. 
We now consider only a small subset of the variables in the primal: i.e., only 
a subset of w is used. The problem solved using this subset is usually termed the 
restricted master problem (RMP). Because the primal variables correspond to the dual 
constraints, solving RMP is equivalent to solving a relaxed version of the dual problem. 
With a finite w, the set of constraints in the dual (5.8) is finite, as each constraint 
corresponds to a primal variable Wi, Vi. And we can solve (5.8) that satisfies all the 
existing constraints. If we can prove that among all the constraints that we have not 
added to the dual problem, no single constraint is violated, then we can conclude that 
solving the restricted problem is equivalent to solving the original problem. Otherwise, 
there exists at least one constraint that is violated. The violated constraints correspond 
to variables in primal that are not in RMP. Adding these variables to RMP leads to a 
new RMP that needs to be re-optimized. 
The general algorithm to solve our boosting optimization problem using C G — 
hence the name AnyBoostxc—'s summarized in Algorithm 5. A few comments on 
AnyBoostxc are: 
1. Practically, we set the stopping criterion as Y1T=\ < + £ where e is 
a small user-specified constant; 
2. The core part of AnyBoostTc is the update of u (Line 5). Standard CG in convex 
optimization typically solves the dual problem. In our case, the dual problem 
(5.8) is a convex program that has m variables and n constraints. The primal 
problem (5.5) has n variables and n simple constraints (the equality constraints 
are only for deriving the dual and can be put back to the cost function). In 
boosting, often we have more training examples than final weak classifiers. That 
is, m > n . Moreover, n increases by one at each iteration. At the beginning, 
only small-scale problems are involved in the primal (5.5). As we will show, the 
simple constraints in (5.5) are also much easier to cope with. Quasic-Newton 
algorithms like L-BFGS-B 1104] can be used to solve (5.5). In contrast, usually 
sophisticated primal-dual interior-point based algorithms are needed for solving 
the convex problem (5.8). All in all, (5.5) is easier to solve. Given w, we can 
calculate u via the optimality condition (5.9). We do not need to know the 
Fenchel dual of the loss /*(•) explicitly. We list some popular classification and 
regression loss functions and their Hrst derivatives in Table 5.2. 
Figure 5.1: Some loss func t ions (first) and their first derivatives (second). Here tlie cost funct ion of 
MadaBoos t is defined as l{z) = e x ] 3 ( - z ) if ^ > 0; i - 2 otherwise . 
Algorithm 5 terminates after a finite number of iterations at a global optimum. 
Theorem 5.1 guarantees the cotivergence of Algorithm 5. Generally, the CG method's 
Algorithm 5 norm regularized AnyBoostxc for classification. 
Input: Training data y^)}, i = 1 • • • m; a convergence threshold e > 0. 
Initialization: w = = —1. 
' m 
while true do 
- Receive a weak classifier that most violates the dual constraint: 
m 
h{-) = argmax V 
- Check for the stopping criterion: 
if X^i^i Uiyih{xi) <1^ + 6, then break: 
— Add h{-) into the primal problem that corresponds to a new variable;" 
— Obtain w by solving the primal (5.5) and also using (5.9) to update the 
dual variable u. 
Output: Output a convex combination of the weak classifiers. 
"We can also add h(-) to the dual problem as a new constraint . Then one solves the dual 
problem in the next step. 
convergence follows by standard CG algorithms in convex optimization. We include 
this theorem for self-completeness. 
Theorem 5.1. Assume that we can exactly solve the subproblem h{-) = argmax Uiyih{xi 
h(-) 
at each iteration, then Algorithm 5 either halts on the round that the stopping criterion 
is met X^ili Utyih{Xi) < u + up to the desired accuracy £, or converges to some 
finite value. 
The convergence follows the general column-generation based technique in convex 
optimization, although the convergence rate is not known. 
From the KKT condition (5.9) we can derive some interesting results. 
Result 5.3.1. At each iteration ofLPBoost [ 16], a sample Xi with a negative margin 
(i.e., miss-classified) will have a nonzero weight Ui; those samples that have positive 
margins (correctly classified) will all have zero weights, and they are not considered 
in the next iteration. 
We now show that AdaBoost and other boosting algorithms are just specific cases 
of AnyBoostxc in Algorithm 5, for the appropriate choice of the regularization param-
eter V, loss function and optimization strategy. 
Theorem 5.2. AdaBoost p [64] minimizes the regularized AdaBoost's cost function 
with the regularizcition parameter u = p via coordinate-descent. 
AdaBoost is a special case ofAnyBoostyc with a very small regularization parame-
ter u (u approaching zero), and a coordinate-descent optimization strategy to minimize 
the primal problem (Step (3) of AnyBoost^c)-
Proof: To prove that AdaBoost is indeed AnyBoostTc with loss /(y, F) = exp(—yF), 
let us examine each step of AnyBoostTc- Clearly, Step (1) of AnyBoostxc is identical 
with AdaBoost. For the stopping criterion, when u ^ 0,\t is easy to verify that both 
algorithms stop at iteration t + 1 when 




i.eJ, the weighted error is larger than the weighted accuracy. Here we assume a discrete 
AdaBoost. It is straightforward to extend to real-valued /;(•) € [—1, +1] as discussed 
in [761. 
If we adopt coordinate-descent to optimize the primal at Step (3), at iteration t + 
1, we keep wi . - - - ,iut fixed. Given the chosen ht+i{-) we want to find Wt+i that 
minimizes 
in 
Cexp = E e x p ( - 7 i ) • eyi\){-ij,wt+0h+i{xi)) + UTJw 
i=\ 
m 
= ^^ulexpi-y.wt+iht+iix,)) + uwt+i, 
i=l 
= •G7+exp(-a'(+i) 4- exp(u',+i) vwt+i, (5.10) 
subject to Wt+i > 0. we have dropped the terms that are determined by the fixed 
variables w ^ - • • ,'Wt. Here we have used the fact from (5.9) that 
= e x p ( - 7 0 , Vz, (5.11) 
to minimize Cexp, set its first derivative to zero: 
exp(-u;f+i) + exp((i;t+i) + u = 0. (5.12) 
^Hereafter, subscript I indexes the iteration of AnyBoostTc-
a close-form solution for Wt+i is: 
/ I ^ \ I I m, 7/ \ 
(5.13) 
/ 
when 1/ is negligible, we have a solution for Wt+i: 
wt+i = (5.14) 
which is consistent with AdaBoost. The rule for updating u can be trivially seen from 
(5.11). 
Note that in the above analysis, we do not need to normalize u. This is different 
from AdaBoost. Actually if we replace the entire loss with its loga-
rithmic version exp(—7^)); i.e., we minimize j exp(—7^)) -t- ul^w, 
we have 
exp(-7») w. 
Ui = ^^ : 
which results in TJu = 1. the cost (5.10) becomes Cgxp = \og{'cu+exp{—Wt+i) + 
exp(wj+i)) -f lywt+i, where we have dropped j exp(—7')) that is indepen-
dent of Wt+i. it is easy to see that 
(5.15) 
2 \ I - u J 
minimizes the new log-sum-exp cost function. This is the rule used in AdaBoost p [64]. 
Clearly when u is small, (5.14) and (5.15) coincide. So, by simply replacing the update 
rule in AdaBoost with (5.15), we get an explicitly ^j-nomi regularized AdaBoost. • 
We now know that AdaBoost is indeed a £i-norm regularized algorithm [68]. It is 
mysterious that AdaBoost does not have any parameter to tune and it works so well on 
many datasets. We have shown that AdaBoost simply sets the regularization parameter 
to a very small value. Note that one cannot set the regularization parameter u to zero. 
Without this regularization term, the problem (5.1) is ill-posed. For the AdaBoost and 
logistic boosting losses, on separable data, one can always make the first term of (5.1) 
approach zero by multiplying an arbitrarily large positive factor to w . In this scenario, 
it is unlikely to obtain a reasonable w by minimizing either of the losses. 
We conjecture that a carefully-selected u would yield better performances, espe-
cially on noisy datasets. This may partially explain why AdaBoost over-fits on noisy 
datasets. However, early stopping for AdaBoost eliminates over-fitting to some extend 
[103]. 
For the normalized version (log-sum-exp loss), we have a simpler closed-form up-
date rule and no computation overhead is introduced compared with the standard Ad-
aBoost. From (5.15), u must be less than 1; hence 0 < i/ < 1. As long as the selected 
weak classifier ht+i{-) does not satisfy the stopping criterion, i.e., vj+ — w- > u, 
wt+i calculated with (5.15) must be positive. Clearly a larger u makes AnyBoostxc 
converge faster. 
Strategies such as shrinkage [29J and hounded step-size [103] have been proposed 
to preventing over-fitting. It is well known that these methods are other forms of reg-
ularization. In AdaBoost , shrinkage corresponds to replacing the Wt+i with q'wt+i 
where 0 < 77' < 1; whi le bounded step-size caps Wt+i by mm{wt+i,rf'} where q" is 
a small value. Both o f these two methods decrease the step-size for producing better 
generalization performances. Starting from the general regularized statistical learn-
ing machine (5.1), we are able to show that the regularized AdaBoost takes the form 
of (5.15) for updating the step-size. The fundamental idea is consistent with the two 
previous heuristics. Arc-Gv [8|, proposed for producing larger m i n imum margins, 
modifies AdaBoost 's updating rule as 
= - l o g ^ ) , (5.16) 
2 V ro- 1 - / 
where is the normalized m i n imum margin over all training samples o f the combined 
classifier up to iteration t: 7,' = n i iu j{y j Yl'j=i ^ j l - Compar ing (5.15) 
and (5.16), we have the fol lowing corollary. 
Coro l l a ry 5.3.1. Arc-Gv [8] is a regularized version of AdaBoost with an adaptive 
regularization parameter, which is the normalized minimum margin over all training 
examples. 
From the viewpoint o f regularization theory, there is no particular reason that we 
should relate the regularization parameter to the m i n imum margin. Arc-Gv's pur-
pose is to maximize the m i n imum margin to the extreme, which has been shown not 
beneficial for the final performance |65|. 
We can also design a totally correctively AdaBoost easily according to the AnyBoostxc 
framework. As described in Algor i thm 5, we can opt imize either the dual or the primal. 
With the log-sum-exp loss, the dual problem of AdaBoost is 
rn 
m i n y log Uj. s.t. (5.8b) and = 1, m 0, (5.17) 
u ^ ' 
which is an entropy maximizat ion problem. This is a general constrained convex pro-
gram. It can be solved using primal-dual interior point algorithms like |56|. Alterna-
tively we can also solve it in the primal. We use L-BFGS-B 11()4| to solve the primal 
problem. L-BFGS-B is faster and more scalable. TotalBoost [971 takes the same form 
as (5.17), except that the parameter u is adaptively set to the minimum edge over all 
weak classifiers generated up to the current iteration. It is clear now that TotalBoost is 
also a regularized AdaBoost: 
Corollary 5.3.2. AdaBoost * [64] and TotalBoost [97] minimiz.e the regularized ver-
sions of AdaBoost's loss with an adaptive regiilariz,ation parameter, which is the mini-
mum edge over all weak classifiers (up to a numerical accuracy u). 
AdaBoost * employs an coordinate descent optimization strategy while TotalBoost 
optimizes the cost fimction totally correctively. 
Again it remains unclear whether u should be related to the minimum edge and 
how it is translated into the final generalization performance, although it is very clear 
that the minimum margin is efficiently maximized in AdaBoost * and TotalBoost. 
TotalBoost [97] failed to realize the primal-dual relationship of AdaBoost's cost 
function and (5.17), and an LPBoost is solved to obtain the final strong classifier after 
iteratively solving (5.17). In other words, in TotalBoost, the dual problem (5.17) is 
only used to generate weak classifiers. 
As a conclusion of this section, we highlight that norm regularized AnyBoostxc 
in Algorithm 5 is consistent with AnyBoost of [52|. 
Theorem 5.3. In Algorithm 5, if we set the regulariz.ation parameter u = 0, and 
solve the primed problem using coordinate descent (Line 5 of Algorithm 5), i.e., keep 
u;i,... , Wj fixed at iteration j + 1, then Algorithm 5 is the same as AnyBoost of Mason 
et al. [52], Therefore, AnyBoost can be seen as a special fi)rm of Algorithm 5. 
Proof: The proof shares similarities with the proof of Theorem 5.2. It is straightfor-
ward to establish this connection. • 
Mason et al.'?, AnyBoost is not immediately applicable to regression while our 
AnyBoostxc can be used for regression without any modification. 
5.4 A More General Formulation 
Let us consider a more general formulation of the optimizafion problem (5.5): 
m 
mill V / ( 7 i ) 
w.'Y ^—' 
t = l 
s . t .Qu; < r , 7 i = yiH,,w{yi = 1. ..m),w > 0. (5.18) 
where Q G M^^" and r e M'' encode the regularization term and prior information 
when available, it is trivial to show (5.18) covers (5.5) as a special case. If we take 
Q = G M^^" and write the first constraint as l ^ w < r . We know that for a certain 
V, one can always find a r such that the solution of (5.5) solves (5.18) too. 
The Lagrange dual of (5.18) is 
m m 
U,8 
in + s 
i=l 
s.t. u^dmg(y)N ^ s^Q, 




Here the dual variables are u e M"' and s E W. 
The optimality condition (5.9) holds too. 
The £oo norm regularization is also a special case of the above formulation, (.^o-
norm regularization has been used in kernel classifiers [ 106|. If we let Q = I G 
and r = r l , this is Ho^  < r. 
Let us have a close look at the ^oo-norm regularized boosting. The £oo-norm regu-
larized boosting can be written as 
min 
W,1 ^ — ' 
2 = 1 
S.t. 0 w rl, 7i = y,Hi,w (Vi = 1... in). 
The Lagrangian is 
m 
L = Y^ Ihi) + - 7-1) - q^w - u^if - d\ag{y)Hw) 
•i=i 
= {s" + v J d i a g ( y ) / / vJ-y - J ] /(7, v i=l 
- rl^s, 
with q ^ 0 and s > 0. 




M ^ ^ 
i = J 
S.t. vJ dmg{y)H ^ 






Note that here we have reversed the sign of u too. Essentially the above dual problem 
can be converted into the following unconstrained problem 
m m 
u 





where [z]_^_ = max(0, z) (z = "^kViHij) is the hinge loss. That means, if the edge 
of a weak classifier is non-positive, it does not have any impact on the optimization 
problem. The first term can be seen as a regularization term that makes the sample 
weight u uniform and the second term encourages the edge of a weak classifier to 
become non-positive. Let us define a symbol, the nonnegatively clipped edge of weak 
classifier j , 
4 = 
i = l 
(5.23) 
for convenience. As we will see, with the notation of this nonnegatively clipped edge, 
we are able to unify the Lagrange dual formulations of £p (p = l , 2 , o o ) regularized 
boosting. So (5.22) is 
m m 
u 
in V r ( - t t , ) + r d^ 
I. < ^ 1 ' (5.24) i=l 
with d"*" = • • • , • • • , To establish the connection with the regularized 
boosting, we have the following result: 
Proposition 5.4.1. The Lagrange dual of the £\-norm regularized boosting can be 
equivalently written as the following unconstrained optimization 
m m u in V / * - U i ) -I- r (5.25) 
i=l 
Proof: Let us start from rewriting the primal problem (5.5) of the norm regularized 
boosting. Clearly we can also write the regularization as an explicit constraint 
iinn W.~f i y ^ / ( 7 i ) , s.t. Ilwlli < r . w ^ 0 . j i (5.26) 
i = i 
Given the regularization constant u in (5.5), one can always find a r such that (5.5) and 
(5.26) have the same solution. It is easy to see that the optimal w* always locates at 
the boundary of the feasibility set: ||iu*||i = r [80]. We use the inequality constraint 
here. The Lagrange dual of (5.26) is 
m m u.s in y l*{-uA + r,s, s.t. u^ d i a g ( y ) i / ^ .sl^. s > 0. (5.27) 
i = l 
Here the dual variables are u and s > 0. From the first constraint, it is clear that 
•s = m a x \ UiyiHij \ = m a x { d j ] , 
] = l...n\. ) o = \...n 
if the largest edge maxj {dj} > 0. Here dj = H™ i ^iyi-^ij is the edge of weak 
classifier j . Otherwise s = 0 must hold because of the constraint s > 0. Hence, using 
the concept of clipped edges (5.23), we have 
s = m a x { d + l = | | d ^ | | o o -
Now we can eliminate s and rewrite the above problem into (5.25). • 
Comparing (5.24) and (5.25), the only difference is the norm employed in the sec-
ond term. This is not a surprising result if one is aware of norm and norm being 
dual to each other. We also know that the concept of margin that is associated with a 
sample and the concept oi edge associated with a weak classifier are dual to each other 
in boosting. 
From the KKT conditions for the ^oo-norm regularized boosting, we have the fol-
lowing equalities at optimality: 
u, = - r ( 7 0 , V / = (5.28) 
which is the same as (5.9). From the complementary conditions, we also have 
- r l ) = 0; 
q^w = 0. 
Therefore, if Wj ^ r , then Sj = 0 must hold. If Wj = r, then qj = 0; hence Sj — 
YlT=i '^iVi^ij = = In summary, we can obtain both the dual variables u and s 
from the primal variables w using the following relationships 
= 
0 if 'w, < ;•, 
(5.29) 
and (5.28). 
Although the Lagrange dual problems of £i-norm and ^(X)-norm regularized boost-
ing can be rewritten into unconstrained problems, both of them are not differentiable, 
hence still difficult to solve. That is why we solve the primal problems (5.5) and (5.20) 
instead (as long as the loss function /(•) is convex and differentiable), and use the 
optimality conditions to recover the dual variables from the primal variables. 
However, we know that the £2 norm is dual to itself and it is differentiable, unlike 
the and £00 norms. There is hope that the Lagrange dual problem of £2 norm regu-
larized boosting can be written as an unconstrained differentiable problem so that it is 
much easier to solve. We discuss this case in the next section. 
5.4.1 Arbitrary Regularization 
Let us consider the following very general case. Now we not only assume a general 
loss function, we also assume that the regularization term is any popular regularization 
function. Concretely, we have the following form, 
m 
mill y l { i j i H r w ) + V • n { w ) s.t. (5.30) 
7IJ ^ ^ w 
i=l 
We rewrite (5.30) into the following equivalent form by introducing another auxiliary 
variable rj: 
min /(7i) + u • n{rj) 
w,~f.ri ^—^ 
i = l 
S.t. 7i = y i H i , w , \ f i = I . . .n, r] = w . w 0. (5.31) 
The Lagrangian is 
m 
i=l 
- s^iurj - u w ) ~ p ^ w , (5.32) 
with p > 0. 
The Lagrange dual is 
X (5.33) 
3 ^ ' 
i=l 
s.t. us^ + u ^ d i a g ( y ) H 0. 
max 
u.s 
It is important to introduce the auxiliary variable t/; otherwise we are not able to arrive 
at this meaningful dual formulation. As before, we reverse the sign of m, and we obtain 
m m 
u.s 
in J ^ r ( - U i ) + i y Q * ( s ) (5.34) 
i=l 
S . t . v^ d i a g ( y ) I I ^ /ys^. 
Next we discuss a special case, namely, 4 regularization. In the case of regular-
ization, we set Q ( w ) = | \\w\\\, and the Fenchel conjugate Q * { s ) = | ||s||2. So the 
primal problem is 
m 
m i n V / ( 7 i ) + ^ I ' W w W l , s.t. = y t H , , w , w 0. (5.35) 
in ^—^ ^ 
1=1 
Primal Dual 
h mill E'/li l(li) + lh"lli "'ill Erii + '-II^ I^U 
i ( 7 ) : loss in primal IM ' ll</ loss in dual 
||-u)||p: regularization in primal /*(•«): regularization in dual 
Table 5.2: The primal and dual p rob lems of ^p (p = l , 2 , o o ) norm regularized boost ing algori thms. 
Samples ' margins 7 and weak classif iers ' c l ipped edges d ^ are dual to each other. £p regularization in 
primal corresponds to £q regularization in dual with 1/p + 1/q = 1. Note that 7 is a funct ion of ti; and 
d ^ is a funct ion of u. 
The Lagrange dual can be written into an unconstrained problem again: 
m 
liii y / * ( - ' « , ) + r | | d + | | ' (5.36) 
ti. ^—^ ^ 
111111 u i=l 
with = 0.5/1^. 
Result 5.4.1. The cost function in (5.36) is differentiable everywhere. Hence gradient 
descent methods like L-BFGS can he used. 
This result follows the fact that the squared hinge loss is differentiable. So we have 
answered the conjecture in the last section: we indeed obtain a convex, differentiable 
unconstrained dual problem for the £2 norm regularized boosting problem. Note that 
the Fenchel conjugate /*(•) may have extra constraints on its variable u. For example, 
in the case of exponential loss, u has non-negativeness constraints, which still can 
be coped with by L-BFGS-B. In practice, solving the primal problem is still more 
benehcial because the size of the primal problem is usually smaller than the size of the 
dual problem (n < in). 
Table 5.4.1 summarizes our results. Note that it may be possible to extend the 
analysis to the case of a more general but it is not of general interest for p ^ 
{ 1 , 2 , ( X ) } in the machine learning community. Moreover, when p ^ { 1 , 2 ,00} the 
optimization problem becomes much more difhcult. 
The RKHS regularization term is i}{w) = w^Kw where K is the kernel ma-
trix, usually being strictly positive dehnite. We can easily show its Lagrange dual by 
noticing the dual of w^Kw being w^K^^w. 
5.4.2 How the Fenchel Dual of the Primal Loss Regularizes the 
Dual Variable 
Firstly, we have the following theorem. 
Theorem 5.4. The dual variable u in classification is always a probability distribu-
tion up to a normalization factor This normalization factor has no influence on the 
AnyBoostTc algorithms. 
Proof: In classification, the relationship between the margin in the primal and the 
sample weight in the dual is Ui = —/'(7i), Vi. This equation holds for all the three 
(.2 and £00 regularization cases. 
We know that typically the classification loss function is convex and monotonically 
decreasing. Therefore, iLi = —l'{ji) must be nonnegative. This is guaranteed as long 
as we infer u from the primal. So we do not need explicit constraints to make the 
sample weights nonnegative if working in the primal. 
For some loss functions, such as AdaBoost's log-sum-exp function, u is normal-
ized ||w||] = 1. M is a probability distribution on the samples. However, the normal-
ization of u does not have any impact on the algorithm in our framework. It does not 
affect the selection of weak classifiers or the update of u in the iteration. • 
Let us have a close look at the loss function and its role in the Lagrange dual. 
From Table 5.4.1, we know that l*{-u) works as a regularization term. Shen and Li 
discussed the cases when /(•) is exponential loss, logistic loss and generalized hinge 
loss, l*{-) is Shannon entropy, binary entropy and Tsallis entropy, respectively [80]. 
All of them make the dual variable u uniform. In LPBoost that employs the non-
differentiable hinge loss, the Fenchel conjugate is an indicator function that caps the 
dual variable u so that u is confined in a box. u is uniformed in a hard way. Hinge loss 
is an exception in that it is not strongly convex and non-differentiable. It is important 
because we can view hinge loss as the extreme of many loss functions, e.g., the logistic 
loss. Theorem 5.5 generalizes the theoretical results of [80]. 
Theorem 5.5. Let us assume that is strictly convex and differentiable everywhere 
in (—CX),+(X)). The Fenchel dual penalizes the divergence of u; i.e., 
encourages u become uniform. 
Proof: Because ^(7) is strictly convex and differentiable everywhere, we know that 
the first derivative ^(7) is continuous and monotonically increasing for increasing 7. 
In this case, the Fenchel duality has the following analytic expression: 
r ' ( - u , ) = V?;. (5.37) 
Here /*'(•) is the first derivative of /*(•)• Because Theorem 5.4 holds for all the three 
cases considered, u take values in (0, n) with k > 0 (n could be -j-oo). So l*{-ik) is 
d e f i n e d in t h e d o m a i n of ( - k , 0 ) . E q u a t i o n s Ui = - I ' i ^ i ) a n d ( 5 . 3 7 ) i iold a t t h e s a m e 
t i m e f o r a p a i r o f {u^, 7^}, Vi. W h e n 7 ^ + 0 0 , u ^ 0 f r o m l e f t s ide . W i t h ( 5 . 3 7 ) , 
r ' i ' u ^ 0) ^ + 0 0 . ( 5 . 3 8 ) 
W h e n 7 ^ —00, u —k, SO 
l*'{u - k ) - 0 0 . ( 5 . 3 9 ) 
T h e r e f o r e , — = 0 f o r a c e r t a i n 0 < —u'^ < k . In o t h e r w o r d s , l*{—u) m u s t b e 
" U - s h a p e d " in 0 < - m < k . 
is c o n v e x a n d h a s a u n i q u e m i n i m u m at 0 < —u^ < k . C l e a r l y , Y1T=\ 
p e n a l i z e s t h o s e Ui's tha t d e v i a t e f r o m u". • 
In t he a b o v e t h e o r e m , w e h a v e a s s u m e d tha t / (•) h a s n o n o n - d i f f e r e n t i a b l e p o i n t s ; it 
s h o u l d no t be d i f f i cu l t t o e x t e n d th i s t o t he c a s e tha t / (•) h a s n o n - d i f f e r e n t i a b l e p o i n t s 
u s i n g t he d e f i n i t i o n of F e n c h e l c o n j u g a t e . 
It h a s b e e n s h o w n in [80] tha t m i n i m i z i n g t he e x p o n e n t i a l l o s s f u n c t i o n a l s o r e s u l t s 
in m i n i m i z i n g t he d i v e r g e n c e of m a r g i n s . T h e a u t h o r s t h e o r e t i c a l l y p r o v e d t ha t A d -
a B o o s t ( a n d its to ta l ly c o r r e c t i v e v e r s i o n ) a p p r o x i m a t e l y m a x i m i z e s t he u n n o r m a l i z e d 
a v e r a g e m a r g i n a n d at t he s a m e t i m e m i n i m i z e s t he v a r i a n c e of t h e m a r g i n d i s t r i b u -
t ion u n d e r t h e a s s u m p t i o n tha t the m a r g i n f o l l o w s a G a u s s i a n d i s t r i b u t i o n . T h e y h a v e 
p r o v e d th i s r e su l t by a n a l y z i n g t he primal o p t i m i z a t i o n p r o b l e m . N o w w i t h T h e o r e m 
5 .5 , w e c a n s h o w th is r e su l t f r o m the dual p r o b l e m . W i t h il — — / ' ( 7 ) , m i n i m i z i n g 
t he d i v e r g e n c e of u a l s o m i n i m i z e s t he d i v e r g e n c e o f / ' ( 7 ) . Bu t g e n e r a l l y it c a n n o t be 
t r a n s l a t e d in to m i n i m i z i n g the d i v e r g e n c e of 7 unless / ' ( • ) is s t r i c t l y monotonic. W h e n 
the e x p o n e n t i a l l o s s is u s e d , u = - / ' ( 7 ) = c x p ( - 7 ) , in w h i c h / ' ( • ) is i n d e e d s t r i c t ly 
m o n o t o n i c . S e e F ig . 5.1 f o r a d e m o n s t r a t i o n of th i s r e l a t i o n s h i p . F o r t h e log i s t i c loss , 
th i s c o n c l u s i o n a l s o h o l d s . F o r t h o s e loss f u n c t i o n s w h o s e first d e r i v a t i v e s a r e t r u n c a t e d 
f r o m a b o v e , e.g., t he M a d a B o o s t loss , th i s c o n c l u s i o n a p p l i e s o n l y a p p r o x i m a t e l y . F o r 
i n s t a n c e , in t he c a s e of t he M a d a B o o s t loss , a s l o n g a s t he m a r g i n 7.; is p o s i t i v e , t he 
c o r r e s p o n d i n g u, e q u a l s a c o n s t a n t . 
l * { - u . t ) in the d u a l , w h i c h is a hard i n d i c a t o r f u n c t i o n . E s s e n t i a l l y t h e y a r e a set 
o f b o x c o n s t r a i n t s on u\ T h e first d e r i v a t i v e of t h e h i n g e los s is a n o n - c o n t i n u o u s s t e p 
f u n c t i o n . U n l i k e t he e x p o n e n t i a l o r l og i s t i c loss , t o m i n i m i z e t h e d i v e r g e n c e of w d o e s 
no t e f f e c t i v e l y m i n i m i z e t h e d i v e r g e n c e of t he m a r g i n s . If a s m a l l m a r g i n d i v e r g e n c e 
d o e s c o n t r i b u t e to a be t t e r g e n e r a l i z a t i o n c a p a b i l i t y , t h e h i n g e l o s s w o u l d no t b e an 
ideal c h o i c e f o r b o o s t i n g . 
Note that the optimization strategy of boosting is entirely different from support 
vector machines (SVMs). In SVMs, the hypotheses/dictionary for building the final 
classifier is fixed. In boosting, the weak hypotheses could be infinitely large. The 
success of hinge loss in SVMs may not be transfered to boosting. However, more 
work is needed to verify these conjectures. 
5.4.3 Confidence-rated Predictions 
The derivations of the last sections do not depend on the condition that the output of 
the weak classifier (the matrix H) must be discrete { - 1 . +1}. Therefore, in the case of 
LPBoost [16J, the proposed methods can use a weak learner belonging to a finite set of 
confidence-related functions. The outputs of the weak learner can be any real values. 
Indeed, it is not difficult to show that the same framework can be applied to learn a 
mixture of kernels as in |3]. It is also possible to include an offset in the learned strong 
classifier, in which case the optimization problem is only slightly different. However, 
this topic is beyond the scope of this work. 
5.4.4 AnyBoostTc for Regression 
In this section, we cope with regression problems. The presented framework can be 
easily extended to regression. The difference is the concept of margin 7 = yF{x). In 
classification, one tries to push this margin as large as possible. In regression, one tries 
instead to minimize the distance of predicted response F(x) and the given response 
y, i.e., rnin l{F{x) — y). Here /(•) is usually a convex loss function that penalizes the 
deviation between F{x) and y. Let us consider the arbitrary regularization. We rewrite 
the problem in (5.31): 
mill + 
1 = 1 
s . t . - i i = y i - H . w ( V i = 1 . . . n ) , 77 = w ^ 0 . ( 5 . 4 0 ) 
Compared with (5.31), the only difference is the first constraint, the definition of mar-
gins. Using the same technique, we arrive at the corresponding Lagrange dual: 
n 
m i n V / * ( « , ) + i A r { s ) - y ^ u , s . t . v J H ^ v s ^ . ( 5 . 4 1 ) 
u.s ^—' 
i = l 
The KKT condition is 
n i = / ' ( 7 . ) , V i = l . . . m . ( 5 . 4 2 ) 
The following are the special cases of AnyBoostxc foi" regularization (primal (5.40) 
and dual (5.41)). 
regularized primal can be written as 
m i i i y ^ / ( 7 j ) , s.t. \\w\\i < r,w = y-i - Hi,w (Vi). (5.43) 
w.-y ^ — ' 
i=l 
Its corresponding dual is 
m 
min y r{u,) - y^u + rs, s.t. u^H ^ sl^, s > 0. (5.44) 
i=l 




The dual (5.44) can be written into 
£oo regularized primal writes 
m 
i n i n y ^ / ( 7 i ) , s.t. ||i«||oo < I'-W ^ 0,7.; = y., — H,.w (Vi). (5.46) 
•w.'y ^—^ 
i=l 
Its dual is 
u 
£2 regularized primal writes 
min V / ( 7 , ) + s.t. w ^ 0,7, = y, - H , w { V i ) . (5.47) 
w.'y ^—^ 
i=l 
The dual is 
The dual Lagrange multiplier u here could be negative from (5.42) because the 
regression loss function must not be monotonic. The derivative of the loss function 
could be negative or positive. Therefore in regression, the dual variable u can be 
viewed a sample weight that measures the importance of the training sample. Generally 
the regression loss function /(•) is symmetric, therefore the absolute value of |u| could 
be seen as the weight associated with the training samples. 
This is different from the classification case as we have shown in the last section. 
Method Parameter Parameter Candidates 
adaboost n {10,20,50, 100, 200.300, 500.1000} 
tcaboost.exp 11 V {0.07,0.1.0.3,1,5,7,10,20} 
tcaboost.exp 12 V {0.01,0.05,0.1,0.5,5,7,10, .50} 
tcaboost.exp linf V {0.001,0.005, 0.01, 0.02,0.05,0.1.0.2,0.5} 
tcaboostJiin_ll V {0.005,0.01, 0.02, 0.1.0.2, 0.5,1,5} 
tcaboostJiin,12 V {0.0002,0.0005,0.001,0.005,0.01,0.05,0.1,1} 
tcaboostJiin linf V {0.0001,0.0005,0.001,0.005,0.01, 0.02,0.1,0.2} 
Table 5.3: The candidates for n in AdaBoost and the trade-off parameter v in various classification 
formulations. Note that the size of every candidate-group is 8. 
5.5 Experiments 
In this section, we run some experiments to verify the performance and efficiency of 
AnyBoostxc with various loss functions and regularization terms. More specifically, 
exponential loss (/(y, F) = exp(—yF)) and hinge loss (max(0, —yF)) are used as loss 
function candidates, while the regularization term is either i i , or norm. Con-
sequently, there are 6 combinations of the loss function plus the regularization term. 
In order to control the complexity of weak classifiers, we have used decision stumps. 
AnyBoostTc based on all the loss-regularizer pairs are implemented. AdaBoost is 
also compared as the baseline. A 5-fold cross-validation procedure is used for each 
AnyBoostxc to tune the regularization parameter. For fair comparison, the stopping 
iteration for AdaBoost is also cross-validated. A collection of parameter candidates 
for each of the boosting algorithm is shown in Table 5.3. 
The first experiment is carried out on the 13 UCI datasets obtained from [62]. Each 
dataset is randomly split into two groups. 60% of data samples are used for training 
and validation and the remaining ones are used for test^. L-BFGS-B is used to solve 
the primal optimization problem with the exponential loss, while Mosek [56] is used to 
solve the ones with hinge loss, which are not differentiable. The convergence threshold 
e is 10"® for the exponential loss case and 10""' for the ones with hinge loss because 
Mosek is much slower than L-BFGS-B. All the experiments are repeated 10 times and 
both the mean and standard deviations are reported. Both test and training errors of 
boosting algorithms are reported in Table 5.4 and 5.5. In the case that an algorithm 
converges earlier than any preselected iterations, we simply copy the converged results 
to this iteration and the latter ones. 
As demonstrated in the table, the combination "exponential with achieves the 
•For the datasets ringnorm, twonorm and waveform, only 10% of data samples are selected for 
training and validation due to the extreme large amount of samples. 
lowest training error on 8 datasets over total thirteen ones while AdaBoost and "ex-
ponential with ^oo" only obtain the best performance once. In terms of the test er-
ror, which is of more interest, on the contrary, "exponential with €rx)" ranks first on 5 
datasets comparing with 2 or 3 for other AnyBoostxc- Standard AdaBoost only wins 
once, which is almost the worst performance among all the algorithms. Considering 
that cross-validation is also performed for AdaBoost, we may draw the conclusion 
that in general, AnyBoostxc could be slightly better if the regularization is carefully 
selected. 
In order to verify the performances of AnyBoostxc statistically, we implement the 
Wilcoxon signed-rank test on the experimental results. The Wilcoxon signed-ranks 
test (WSRT) [18] is a non-parametric alternative of the paired t-test, which can rank 
the difference in performance of two classifiers for each data set. In this paper, the 
WSRT test is used for comparing all the boosting algorithms pair-wisely in terms of 
empirical test error. The null-hypothesis declares that the concerning algorithm is not 
better than the other method in terms of performance. Thus, it is a one-tail test. We set 
conventional confidence level to be 95% and the rejection region is {«; e R | «; > 70}, 
considering the number of datasets with different performances is 13.§ The output of 
WSRT is illustrated in Table 5.6. 
We can see that, statistically, 1) AnyBoostxc with exponential loss and foe is su-
perior to AdaBoost; 2) "hinge with £2" is better than "hinge with £1" and "hinge with 
too"- This hypothesis test also suggests that AdaBoost is never significantly better than 
any form of AnyBoostxc-
We have also performed another statistical test, namely the Bonferroni-Dunn test 
[18|. The result shows that no algorithm statistically outperforms the other one. The 
comparison results are in Table 5.5. Note that the Bonferroni-Dunn test is a post-hoc 
manner to verify whether a classifier over-performs the others under the circumstance 
of multiple comparison [18|. It is not a pair-wise comparison. 
The computational complexity of AdaBoost is trivial due to the closed-form so-
lution at each iteration. In contrast, many totally corrective boosting methods |16, 
80, 97, 96| are computationally demanding because usually complicated convex prob-
lems are involved. By explicitly establishing the primal and dual problems, we can 
solve the primal that has some special structure to exploit. We use L-BFGS-B to solve 
the primal. Compared with conventional totally corrective algorithms that use stan-
dard convex solvers, ours is much faster. Fig. 5.2 illustrates the time consumption of 
training for AdaBoost, AnyBoostxc (exponential loss with i i ) that solves the primal 
sHere the critical value is nol fixed since it depends on the number of datasets with different perfor-
mances of two algori thms. 
with L-BFGS-B and that solves the dual with Mosek, respectively. Note that with this 
loss-regularization combination, AnyBoostxc solves essentially the same problem as 
AdaBoost. We can clearly see the advantage of solving the primal. 
500 
400 
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_ A n y B o o s t ^ ^ , pr imal w. L B F G S - B 
AnyBoos t^^ , dual w. Mosek 
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iteration number 
Figure 5.2: Cumulative training time needed for AdaBoost and AnyBoostxc (exponential loss and 
norm regularization) that solves the primal using LBFGS-B and that solves the dual using Mosek. We 
can see that using LBFGS-B to solve the primal is much faster Here we have used 80% of the banana 
dataset for training. A standard desktop PC is used here. 
The second experiment is to evaluate the classification performance of different 
loss functions on the noisy data. Exponential loss is usually very sensitive to the noise 
owing to the "over-penalty" for the training samples with negative margin (see the 
loss function shape in Fig. 5.1). In contrast, logistic loss and MadaBoost loss are 
supposed to be much more robust on noisy data. This experiment is performed on 
several artificial noisy datasets to confirm this assumption. The noise is generated by 
randomly flipping the labels of a subset of the original dataset. Our test is carried out 
with AdaBoost and £i norm regularized AnyBoostxc with logistic loss and MadaBoost 
loss on 4 noisy datasets that originated from image, ringnorm, twonorm and waveform 
respectively. 20% of the labels are flipped. Experimental results are displayed in Table 
5.8 and the error curves are plotted in Figure 5.3. We can see that, the exponential loss 
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Figure 5.3: Test error curves for AdaBoost and three AnyBoostTc-like algorithms on noisy datasets 
5.6 Conclusion and Discussion 
In this chapter, we have presented an abstract totally-corretive boost ing f r amework 
(AnyBoos txc ) that can be used to min imize a broad range of regular ized risk. An 
object ive in the form of an arbitrary convex loss funct ion plus an arbitrary convex 
regularization term can be min imized using the boost ing technique developed here. 
We have also shown that a few existing boost ing a lgor i thms can be interpreted within 
our f ramework . 
Like the seminal work of AnyBoos t [521, which has been extensively used to design 
new stage-wise boost ing methods , the proposed AnyBoos tTc f r amework may inspire 
new totally corrective boost ing algori thms. C o m p a r e d with s tage-wise boost ing, totally 
corrective boost ing is more flexible, in the sense that domain knowledge in the fo rmat 
of additional constraints may be taken into considerat ion. The s tage-wise AnyBoos t 
cannot deal with constraints . 
Another flexibility of totally corrective boost ing is that mult iple weak learners can 
be added into the s trong learner. As long as the added weak learners violate the current 
solution, it is guaranteed that the primal cost will be reduced. In contrast , s tage-wise 
boost ing can only include one weak class iher per iteration. Our prel iminary exper-
iments on training a face detector siiow that the training time can be reduced when 
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I Train .SO 
2 U . 5 ± 1 . 1 
25.0 ± D.S 
24.8 ± 0 . 8 
28.0 ± 1.2 
23.0 ± 0 . 5 
20.5 ± 1.5 
33.4 ± 0 . 2 
22.0 ± 1.0 
22.3 ± 1.5 
20 .9 ± 1.5 
23.9 ± 1.4 
22.U ± 2.9 
24.0 ± 1.9 
24.8 ± 1.8 
19.1 ± 2 . 1 
18.5 ± 2 . 1 
1 5 . G ± 2 . 8 
24.3 ± 1.5 
18.2 ± 4 . 1 
23.8 ± 1.4 
24.4 ± 0.5 
28.3 ± 3.0 
28.3 ± 2 . 8 
28.8 ± 3 . 8 
32.2 ± 3 . 8 
27 .3 ± 4 . 5 
30.1 ± 5.0 
33.0 ± .5.5 
20.5 ± 1.4 
19.2 ± 1.4 
18.1 ± 1.7 
20.0 ± 1.1 
17.2 ± 2.3 
25.1 ± 2 . 5 
27.5 ± 1.5 
12.3 ± 3 . 4 
11.4 ± 4 . 4 
9.0 ± 3.5 
10.9 ± 4 . 4 
9 ,0 ± 1.6 
17.0 ± 5.<J 
19.3 ± 7 , 7 
3.8 ± 0 . 3 
0 ,0 ± 0 . 0 
( l . 4±0 . .0 
5.8 ± 2.3 
1.3 ± 0 . 7 
2 . 3 ± 1.1 
20.9 ± 7.0 
Train 100 
20.0 ± 0.5 
23.9 ± 0.8 
22 .9 ± 0 . 6 
28.3 ± 1.1 
22,9 ± 1.0 
23.8 ± 1.1 
32.5 ± 0.9 
22.0 ± 1.0 
22.5 ± 1 . 8 
22.0 ± 0.2 
24.0 ± 1.5 
22.9 ± 2.9 
22.5 ± 2.0 
24.8 ± 1,8 
18.4 ± 2 . 8 
18.0 ± 2 . 4 
1 1 . 8 ± 4 , 7 
22.4 ± 1.5 
17.1 ± 5 . 0 
23.0 ± 1.8 
24.3 ± 0.5 
28.1 ± 3 . 8 
28.4 ± 2 . 8 
28.5 ± 3.3 
30.0 ± 3.8 
27 .3 ± 1 , 5 
28.9 ± 0.3 
32.7 ± 5 . 0 
20.2 ± 1.8 
18.7 ± 1.7 
15.9 ± 1.3 
24.4 ± 1.3 
10.5 ± 3 . 1 
21.1 ± 1.0 
27.5 ± 1.5 
11.9 ± 4 . 2 
11.2 ± 4 . 4 
7 .9 ± 4 . 0 
13.0 ± 3.4 
9.0 ± 1.0 
11.5 ± 0 . 0 
10.3 ± 7 . 7 
2.2 ± 0.2 
0.0 ± 0 , 0 
0.2 ± 0 . 3 
2 . 7 ± 1.2 
0.8 ± 0 , 7 
1.4 ± 0 . 8 
7.8 ± 2 . 5 
Train 500 
25.2 ± 1.0 
17.7 ± 2 . 0 
18.2 ± 0 . 0 
24.3 ± 0.8 
22.8 ± 1.3 
23.3 ± 1.0 
22.2 ± 1.9 
22.0 ± 1.0 
22.0 ± 1.7 
22.7 ± 4 . 1 
23.0 ± 1.2 
22.9 ± 2.9 
21 .6 ± 3 . 7 
22.9 ± 3 . 4 
18.0 ± 3 . 3 
18.5 ± 2 , 8 
6 ,5 ± 5 ,0 
19.5 ± 1.3 
17.1 ± 5.0 
18.3 ± 3 . 4 
19.4 ± 5.0 
28.1 ± 3 . 8 
28.0 ± 2.9 
29.1 ± 2.9 
28.4 ± 4 . 1 
27.3 ± 4.5 
20.9 ± 4 . 0 
26 .6 ± 4 .4 
20.2 ± 1.8 
18.1 ± 2 . 0 
10-9 ± 1.6 
19.8 ± 1.5 
10.4 ± 3.2 
17.4 ± 1.2 
17.5 ± i.O 
11.9 ± 4 . 2 
10.9 ± 4.3 
4.1 ± 2.9 
10.0 ± 5 . 1 
9,0 ± 1.0 
8.0 ± 4.1 
7.0 ± 7 . 2 
0.1 ± 0 . 1 
0 . 0 ± 0 . 0 
0.0 ± 0-0 
0.0 ± 0 . 1 
0.0 ± 0 . 0 
0.7 ± 0 . 7 
1.0 ± 0 - 0 
Train 1000 
25.0 ± 1.2 
1 7 . 7 ± 2 . 0 
18.2 ±0 .0 
24.3 ± 0.8 
22.8 ± 1.3 
23.3 ± 1.0 
22.2 ± 1.9 
22.0 ± 1.0 
22.0 ± 1.7 
22.7 ± 4 . 1 
23.0 ± 1.2 
22.9 ± 2.9 
2 1 . 6 ± 3 . 7 
22-9 ± 3-4 
18.0 ± 3 . 3 
18.5 ± 2.8 
6-5 ± 5 - 0 
19-5 ± 1-3 
17-1 ± 5 - 0 
18-3 ± 3 - 4 
19-4 ± 5-0 
28-1 ± 3 - 8 
28-0 ± 2-9 
29-1 ± 2 - 9 
28-4 ± 4 - 1 
27-3 ± 4-5 
20-9 ± 4-0 
20-0 ± 4 - 4 
20-2 ± 1-8 
18.1 ± 2 . 0 
1 0 - 9 ± 1-6 
19.8 ± 1.5 
lO.-l ± 3.2 
17.4 ± 1.2 
17.5 ± 1.0 
11.9 ± 4 . 2 
10-9 ± 4 . 3 
4-1 ± 2,9 
i 0 - 0 ± 5 - l 
9-0 ± 1.0 
8-0 ± 4 - 1 
7-0 ± 7 , 2 
0-1 ± 0 - 1 
0-0 ± 0 , 0 
0-0 ± 0 . 0 
0,0 ± 0 , 1 
0.0 ± 0 . 0 
0-7 ± 0 - 7 
1 - t l ± 0 - 0 
Test 50 
28.0 ± 0 . 9 
27.7 ± 1.4 
28.3 ± 1.4 
29.9 ± 1-0 
25 .8 ± 1.1 
28.1 ± 1 . 9 
35.2 ± 0.9 
28.1 ± 2 . 5 
26 .9 ± 3 - 2 
28.1 ± 2 - 0 
29-4 ± 4-9 
30.0 ± 4 - 3 
30.7 ± 4 . 1 
30.7 ± 4 . 3 
23.8 ± 1 - 3 
2 3 - G ± 1-2 
24.8 ± 2.0 
20.3 ± 1.0 
25.7 ± 1.3 
25-9 ± 0-0 
20-2 ± 0 . 7 
39.3 ± 0 . 1 
37.9 ± 4.8 
36-9 ± 3 - 1 
41-7 ± 8-8 
38-0 ± 4 - 4 
40-3 ± 0-9 
44.8 ± 9.4 
25.5 ± 1.8 
25-2 ± 1-9 
25-9 ± 2.5 
28.9 ± 2.3 
25.8 ± 2 . 8 
28-8 ± 2 - 8 
30-4 ± 2 - 1 
18.8 ± 2 - 7 
18.1 ± 3 - 3 
18.5 ± 2,8 
20-4 ± 0-4 
17.9 ± 2 - 7 
22-3 ± 4 - 3 
24.4 ± 3.0 
5.0 ± 0 . 0 
3 .9 ± 0 - 0 
4-4 ± 0 - 0 
8-2 ± 2-9 
4-0 ± 0,3 
4.5 ± 0.8 
22.5 ± 0 . 0 
Test 100 
28.1 ± 1.0 
28.1 ± 1.0 
28.8 ± 0.8 
30.3 ± 1.2 
25-9 ± 0 - 8 
20.1 ± 1-3 
34.7 ± 7 . 3 
28.1 ± 2 . 5 
26 .4 ± 2 . 8 
30.9 ± 7.2 
29.0 ± 5 . 1 
30-0 ± 4-3 
30.1 ± 4 - 7 
30.7 ± 4 . 3 
24.2 ± 1.3 
23-5 ± 1 - 2 
25-5 ± 3 - 0 
25-0 ± 0-9 
25-4 ± 1-0 
25-4 ± 1-0 
20-2 ± 0-7 
38-8 ± 0-0 
.37.4 ± 4-8 
36-0 ± 4 - 3 
38-4 ± 0-9 
38-0 ± 4-4 
39-4 ± 4.2 
40-1 ± 7.9 
25.4 ± 1.8 
25-3 ± 2 - 4 
20,0 ± 2 - 3 
27-5 ± 1.8 
20.3 ± 2.0 
20.7 ± 2.7 
30.4 ± 2.1 
19.2 ± 3.0 
18.4 ± 3 . 3 
19.3 ± 3 . 4 
18.0 ± 4 . 7 
1 7 - 9 ± 2,7 
20-5 ± 2.5 
22.2 ± 3 . 1 
4.2 ± 0 . 0 
3-4 ± 0-0 
3-0 ± 0.7 
4.7 ± 1.4 
3.7 ± 0 . 5 
3.7 ± 0 - 7 
9-7 ± 1-8 
Test 500 
27-9 ± 1-0 
31.0 ± 1-5 
30.5 ± 0.5 
27.4 ± 0.8 
20.0 ± 0.8 
25-7 ± 0 - 7 
20.2 ±0-0 
28.1 ± 2 . 5 
27 ,0 ± 2 - 9 
29-2 ± 2-0 
29-7 ± 4 - 2 
30-0 ± 4-3 
29-8 ± 5-0 
30-5 ± 4-3 
24-4 ± 1-4 
25-6 ± 2-2 
27,8 ± 2,9 
23-7 ± 1-3 
25-4 ± 1-0 
25.4 ± 1-0 
25-7 ± 0.9 
38.8 ± 0.0 
37.2 ± 4 . 5 
30.0 ± 3 . 2 
37.9 ± 4.4 
38.0 ± 4 . 4 
36-6 ± 2-8 
39.2 ± 3.8 
25.4 ± 1.8 
25.7 ± 1.4 
28.4 ± 2 - 1 
25-0 ± 1-7 
20-4 ± 2 - 7 
25-7 ± 1-9 
25-7 ± 2 - 0 
19-2 ± 3-0 
18-3 ± 3-3 
20.3 ± 3.4 
17-8 ± 3 - 3 
17-9 ± 2 - 7 
19-0 ± 3-2 
21-1 ± 3 - 0 
3-2 ± 0 - 0 
3-2 ± 0 - 5 
3-3 ± 0-0 
3-2 ± 0 - 0 
3-0 ± 0 - 0 
3,4 ± 0 . 7 
3.3 ± 0.5 
Test 1000 
27.8 ± 1.0 
31.0 ± 1.5 
30.5 ± 0.5 
27.4 ± 0.8 
20.0 ± 0 . 8 
25 .7 ± 0 . 7 
20.2 ± 0 . 0 
28.1 ± 2 . 5 
27-0 ± 2 - 9 
29.2 ± 2.0 
29.7 ± 4.2 
30.0 ± 4.3 
29.8 ± 5.0 
30.5 ± 4 . 3 
24.4 ± 1.4 
25-0 ± 2 - 2 
27.8 ± 2.9 
23-7 ± 1.3 
25.4 ± 1.0 
25.4 ± 1.0 
25.7 ± 0 . 9 
38.8 ± 0.0 
37.2 ± 4 . 5 
30.0 ± 3 . 2 
37.9 ± 4.4 
38-0 ± 4 . 4 
36-6 ± 2 .8 
39.2 ± 3.8 
25.4 ± 1-8 
25-7 ± 1.4 
28.4 ± 2 . 1 
25-0 ± 1.7 
20.4 ± 2 . 7 
25.7 ± 1.9 
25.7 ± 2.0 
19.2 ± 3.0 
18.3 ± 3 . 3 
20.3 ± 3 . 4 
17.8 ± 3 , 3 
17.9 ± 2 . 7 
19.0 ± 3.2 
21.1 ± 3 - 0 
3.2 ± 0 . 0 
3-2 ± 0 - 5 
3-3 ± 0 - 0 
3-2 ± 0 - 0 
3-0 ± 0 - 0 
3-4 ± 0 . 7 
3.3 ± 0 . 5 
Table 5.4: Training and test errors of AdaBoost, AnyBoostTc with various loss functions and regular-








Method 1 Train 50 Train l(X) Train .StX) Train 1000 Test .">() Test 100 Test a m Test l(X)0 
AdaBoost 4.8 ±0.7 l.fi ± 0.5 0.0 ±0 .0 0,0 ±0 ,0 10.3 ± 0.8 7.5 ± 0,3 5,6 ±0 ,4 5,6 ±0 ,4 
Any exp, (i 0.3 ±0 .4 0.1 ±0.2 0,1 ±0,1 0.1 ±(1.1 10.5 ± 1.7 6.7± 1.0 5.9 ± 0.0 5.9 ± 0,6 
Any exp. ().8±ll.« 0,1 ±0.1 0,0 ±0 ,0 0.0 ±0 ,0 1(1.2 ± 1.9 7.4 ±0.8 5,6 ± 0,4 5 ,6 ±0 ,4 
Any exp. 8 , 1 ± 1 . . T 4.0 ±1.1 0,0 ±0 ,0 0,0 ±0 ,0 12,9 ±1,3 9.2 ±0.7 0.8 ± 0,4 5,8 ± 0.4 
Any hinge. (] 1.8 ±0.7 i . n±o .5 0.5 ± 0,6 0,5 ± 0.6 7,6 ±0 ,4 5,9 ±0 ,4 5.7 ± 0.3 5.7 ± 0.3 
Any hinge, 4 ,5,8 ±1.2 2.8 ± 1.2 1.3 ± 0.5 1,3 ±0.5 10,7 ±0,7 7,4 ±0.7 5.0 ±0.5 5.0 ± 0.5 
Any hinge, T^ o 27.(1 ± 9.8 8.7 ± 2.9 0,5 ± 0.5 0,5 ± 0.5 31,1 ±9,1 13,1 ±2.8 7.1 ±0.6 7.1 ± 0,0 
AdaBoost 7.8 ± 0..5 6.8 ± 0,7 6,7 ± 0.9 6.7 ±0.9 8.9 ± 0.8 8.7 ±0.6 8.6 ± 0.5 8.6 ± 0.5 
Any exp, 7.11 ± 0.6 6.2 ± 0.7 8,5 ±6,7 8.5 ± 6.7 8.5 ±0.7 8.(1 ±0.7 10.3 ± 5.5 10,3 ± 5.5 
Any exp, f2 0.9 ± 0.,i 6.0 ± 0.6 fi.5± 1.7 6.5 ± 1.7 8.6 ±0.7 8.0 ±0.9 9.8 ±1.1 9.8 ± 1.1 
Any exp, f ^ 12.(1 ±2.:! 9.,) ± 1.3 6.3 ± (1.9 6.3 ± 0.9 12.3 ± 2.3 9.7 ± 0.8 8.1 ±0.8 8,1 ±0.8 
Any hinge, f^  6.3 ±0 .3 5.9 ± 0,3 5.7 ±0 ,4 5 , 7±0 ,4 7,8 ±0 ,5 7,6 ±0 ,5 7.7 ±0 ,5 7,7 ±0 ,5 
Any hinge. (2 9,4±1,C 8,2 ± 1,3 6.8 ± 1.0 6,8 ± 1.(1 9.7 ± 0.9 8.3 ± 0.0 7,7 ±0 ,5 7,7 ±0 ,5 
Any hinge, 22.7 ±2.0 21,4 ±4,9 6.7 ± 0.9 6,7 ±0.9 21.9 ± 1.6 20,7 ±4,2 7,7 ±0.6 7,7 ± 0.0 
AdaBoost 0.4 ± 0.(i 0.4 ± n.G 0,4 ± O.C 0.4 ± 0.6 6 . 2± 1,8 6.5 ± 2.0 0,7 ±2.2 6.5 ± 2.5 
Any exp, f, 0.2 ±0,7 0.2 ±0.7 0.2 ± 0.7 0.2 ±(1.7 6.3 ± 2.5 6,3 ±2 ,5 6,3 ±2 ,5 6,3 ±2 ,5 
Any exp. (.2 ().() ± l.:i 0.3 ± 0.7 0,0 ±0 ,0 0,0 ±0 ,0 7,6 ± 2.9 6.9 ± 2.6 6.5 ± 2.7 6,5 ± 2.7 
Any exp. ,i.n ± ,i.i 1.6 ±1.3 0.0 ±0 ,0 0,0 ±0 ,0 10.6 ±4.0 7,2 ±2.7 6.7 ± 2.5 0,7 ±2.5 
Any hinge. (1 0.1 ±0 .3 0.1 ±0 ,3 0.1 ±0.3 0,1 ±0.3 8,4 ±2.4 8.4 ±2.4 8.4 ±2.4 8.4 ±2.4 
Any hinge. 1.3 ±0.9 0.2 ± (l,."i 0,0 ±0,0 0,0 ±0 ,0 8.(1 ± 2.6 7.4 ±2.4 7.7 ±2.8 7.7 ±2.8 
Any hinge, 3.3 ± 2.3 1.3 ± 1,:) 0,0 ±0 ,0 0,0 ±0 ,0 8.4 ±3.2 8.3 ± 2,6 7.6 ± 2.5 7.6 ± 2.5 
AdaBoost 2(i.4 ± 2,"1.0 26,4 ± 25,0 26.4 ± 25.0 26,4 ± 25,0 25.0 ± 25,8 25.0 ± 25.8 25,0 ± 25.8 25.0 ± 2.5.8 
Any exp. {\ 16.4 ± 7.2 16.4 ± 7.2 16.4 ± 7.2 16.4 ± 7.2 21.(1± 11,4 21.0 ± 11,4 21.0 ± 11.4 21.0 ±11,4 
Any exp. f2 17.1 ±8.0 17.1 ±8.0 17.1 ±8.1) 17.1 ±8.0 19.0 ± 9.4 19.(1 ±9.4 19.0 ±9.4 19.0 ± 9,4 
Any exp, 17,1 ±8.0 17.1 ±8.0 17.1 ±8.0 17.1 ±8.0 21.0 ± 11.4 21.(1 ±11.4 21,0 ± 11,4 21.(1 ±11.4 
Any hinge, (1 15.2±7..5 15.2 ± 7,5 15,2 ±7 ,5 15.2 ± 7,5 18.8 ± 10,5 18.8± 10,5 18,8 ± 10,5 18.8 ± 10,5 
Any hinge, (2 1.5.2 ±7 .5 15,2 ±7 ,5 15,2 ±7 ,5 15.2 ±7 ,5 18.8 ±10,5 18,8 ±10,5 18,8 ± 10,5 18,8 ± 10,5 
Any hinge, 15.2 ± 7.5 15,2 ±7 .5 15,2 ±7 ,5 15,2 ±7 ,5 18,8 ± 10.5 18,8 ± 10,5 20.0 ± 10.0 20,0 ± 10.0 
AdaBoost 0.2 ± 0.3 0.1 ±0,1 0,1 ±0.1 (1,1 ±0.1 4.5 ± 0.2 4.1 ±0.2 4.0 ± 0.3 4.0 ± 0.3 
Any exp. C1 0,] ±0.1 0,0 ±0 ,0 0,0 ±0.1 0.0 ±0,1 4.9 ±0,3 4.2 ± 0.3 4,1 ±0.3 4.1 ±0.3 
Any exp. (2 n.i ±0.3 0,0 ± 0 0 0,0 ±0 ,0 0,0 ±0 ,0 4.3 ±0 ,2 3.9 ±0.1 3.9 ± 0.2 3.9 ± 0.2 
Any exp. 1.2 ± 1 . 4 0.4 ± 0.7 0,0 ±0 ,0 0,0 ±0 ,0 5.(1 ± (1,7 4.3 ± 0,3 3,8 ±0,2 3,8 ±0,2 
Any hinge, (1 0 . 7 ± 0 . 4 0,3 ± 0.2 0.3 ±0,:! 0.3 ± (1.3 4.6 ± (1.4 4.2 ±0.3 4,2 ± 0.3 4.2 ±0.3 
Any hinge, (2 1.1 ±0.8 0.5 ± 0.6 n.2 ± 0 , 3 0.2 ±0.3 4.6 ±(1.5 3.8 ±0 ,2 3.9 ± 0.3 3.9 ± 0.3 
Any hinge, Cr^  5.6 ± 5.0 1.1 ± 1,4 0,0 ± 0 , 0 0,0 ± 0 , 0 9.5 ± 5.9 4.5 ± (1.5 4,1 ±0.4 4.1 ±0,4 
AdaBoost 3.6 ± 0.9 1.5 ±1.8 1.3 ± 1 . 9 1,3 ± 1.9 13.3 ±0.5 12.9 ± 0.5 13.1 ±0.5 13,1 ±0,5 
Any exp, f] 2.3 ± 1.4 1.9 ±1,2 1 . 9 ± 1.2 1,9 ±1.2 13.0 ±0 ,7 12.7 ±0 .4 12.8 ± 0.6 12.8 ± 0.0 
Any exp, 2^ 2,0 ±2 .4 1 ,1±1 ,7 0,2 ± 0 , 3 0,2 ±0 , 3 13,6 ± 1,1 13.0 ± 0,4 13.1 ±0.3 13.1 ±0.3 
i Any exp, f ^ 10.3 ±4.1 7,9 ± :!.6 2 , 9 ± 2 . 4 2.9 ±2.4 15,2 ± 1,5 13.8 ± 0.8 12 ,6±0,7 12 ,6±0,7 
Any hinge, f 1 4.3 ± 0.9 :i,4 ± 1.2 :).:t±i.3 3.3 ± 1,3 13,1 ±0,4 12.8 ± 0 6 12.8 ±0.7 12.8 ±0.7 
Any hinge, C2 13.2 ± 7.8 8.4 ± 5.2 4.8 ± 3 , 0 4.8 ± 3.0 19,3 ±4,1 14.9 ± 2,0 12.8 ±0.7 12.8 ±0.7 
Any hinge, 14.4 ± 7.6 12.8 ± 8.5 .'i.o ± 2,3 3.0 ±2,3 19.2 ±4,4 18.8 ±4.0 13,1 ±1.3 13.1 ± 1.3 
Table 5.5: Training and test errors of AdaBoost, AnyBoostTc with various loss functions and regular-
izations (continuing). All the algorithms are run 10 times. 
AdaBoost A n j exp, f , Any exp, t-z Any exp, t ^ Any hinge, f , Any hinge, (2 Any hinge, 
AdaBoost - No (4G < 70) No (53 < 0 1 ) No (19 < 70) No (44 < 70) No (38 < 70) No (C2 < 70) 
Any exp, C, No (45 < 70) - No (54 < 70) No (24 < 61) No (44 < 70) No (32 < 70) No (GO < 70) 
Any exp, l i No (25 < 01) No (37 < 70) - No (30 < 70) No (32 < 70) No (24 < 70) No (45 < 70) 
Any exp, Better (72 > 70) No (54 < 01) No ( O K 70) - No (61 < 70) No (47 < 7 0 ) Better (70 = 70) 
Any hinge, (I No (47 < 70) No (47 < 70) No (59 < 70) No (30 < 7 0 ) - No (11 < 0 1 ) No (64 < 70) 
Any hinge, No (53 < 70) No (59 < 70) No (67 < 70) No (44 < 70) Better (07 > 61) - Better (82 > 70) 
Any hinge, f ^ No (29 < 70) No (31 < 70) No (40 < 70) No (21 < 70) No (27 < 70) No (9 < 70) 
Table 5.6: Resul ts of the Wilcoxon S igned-Ranks Test (WSRT) [18], The test is processed pairwisely 
among the compared boost ing methods. The blocic where '•Better" taices place indicates that the algo-
rithm corresponding to its row is better than the algori thm cor responding to its co lumn. " N o " suggests 
that the row algori thm is not better than the co lumn algori thm. T h e inequali ty in the parenthesis is the 
compar ison between the Wilcoxon statistic (l.h.s.) and the critical value (r.h.s.). The critical value de-
pends on the number of data sets yielding different pe r fo rmances . Hence it is not fixed. The hypothesis 
is rejected when the statistic is larger than the critical value. 
AdaK(K)M Any exp, f , Any exp. i . Any fXJ). I \ Any hin^it',', Any hinne. Any hinjje. i ^ 
AdaH<M>sl No (O. I')3 < '2.(59:}) No (0.72() < 2 .(>93) No( - ! . ! « ( ) < 2.()'J:5) No(l. 107 < 2.G9;{) No (-0.771 < 2.()9:5> No(l.iy7<2.Gy3) 
\ny exp, l\ 2.cm) - No(().22(i < 2 . ()»;{) No( -1 :«)l < 2.()!):i) Nod.OII <2.()9:5) No (-1.225 < 2.G93) No(0.8G2 <2.()93) 
Any exp, I-, No (-(J.72(1 < No(-().22G < 2.()!>;{) - No(--1 ..')88 < 2.(iy.» No(i).)Sl7 < 2.()<):}) No(-l. 152 < 2.G9;{) No (l).G35 < 2.()93) 
An> exp. No (1.1XIJ < 2 .oy;j) No(l.;5Gl < 2.(i9;{) No(l..")8X < 2 .()<):{) - No (2.105 < 2.G9;j) No (O.I.'JG < 2, Gy:5) No (2.221 < 2.093) 
Any liiiiKi-,' No(-l. ll)7 < No(-l.(MI < 2.()!):}) No(-().K)7 < 2.6!>:5) No(--2.1(15 < 2.()S):i) - No(-2.2()y< 2.G9;}) No (-0.181 < 2.()y.3) 
Any hinye, f. No (0.771 < 2. No(1.225 <2.(i>):5) Nod. 152 < 2 No(--ii.l.'W < 2.(i<);{) No(2.2G!) < 2.()y:i) - No (2.088 < 2.Gy3) 
Any hinjje, Nu(-I.]<)7 < No(-0.f<(i2 < 2.()i):}) No (-(J.():{.'> < 2.(ii«) No(--2.221 < 2. ()!),{) No (0.181 < 2.(i!):}) No (-2.088 < 2.093) 
Table 5.7: Results of the Bonfer ron i -Dunn Test (BDT) 118]. Each algor i thm is compared with other 6 
boost ing methods. The block where "Bet te r" takes place indicates that the a lgor i thm cor responding to 
its row is better than the algori thm cor iesponding to its co lumn. " N o " means the row algori thm cannot 
be considered better than the co lumn algor i thm. T h e inequali ty in the parenthesis is the compar i son 
between the Bonferroni statistic (l.h.s.) and the critical value (r.h.s.). T h e critical value depends on the 
number of compar ing classifiers, thus it is fixed (here it is 2.()93). T h e hypothesis is rejected when the 
statistic is larger than the critical value. 
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Table 5.8: Test on the noisy data: test and training errors of AdaBoost , AnyBoos tTc- l ike algori thms 
with three types of loss func t ions (exponential loss, logistic loss and MadaBoos t loss) and ^ i -no rm 
regularization. The errors are shown in percentage. All the algori thms are run 5 t imes. 
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Boosting the Locality for Robust Face 
Recognition 
6.1 Introduction 
Face Recognition (FR) is a long-standing problem in computer vision. In the past 
decade, much effort has been devoted to the linear representation (linear subspace) 
based algorithms such as Nearest Feature Line (NFL) \44\. Nearest Feature Subspace 
(NFS) [13], Sparse Representation Classification (SRC) [981, and the recent Linear 
Regression Classification (LRC) [57], In these approaches, one tries to linearly rep-
resent the test image by a certain set of the labeled training images. Compared with 
traditional FR approaches, improved performance has been observed. Nevertheless, 
the cropped faces are usually contaminated by noise and occlusion. If the regression 
problem is defined over all the pixels, the noise and occlusion can deteriorate the fi-
nal recognition accuracy. As in many standard machine learning methods, these noisy 
pixels are outliers and should be discarded. 
Several heuristic methods were introduced to address the problem. In particular, 
the modular approach is used in [98] and [57] for eliminating the adverse impact of 
continuous occlusion. Significant improvement in accuracy was observed thanks to the 
partition-and-vote (majority voting) strategy. The drawback of these heuristics is clear: 
one must know a priori the size and location of the occlusion, roughly. Otherwise, it 
would be extremely difficult to partition the face images. 
On the other hand, given a set of training faces for an individual, it is also important 
to determine how many faces and which faces should be used in the regression prob-
lem. In NFL, two faces determined by a exhaustive search form a "feature line". SRC 
implicitly selects the faces by solving an norm minimization problem, which is a 
relaxation of the original non-convex minimization problem. LRC uses all the faces 
available for an individual when solving the linear regression problem. The underlying 
assumption for the linear regression is that the test face and the training faces reside 
in a linear manifold. And the pattern of the linear manifold is determined by certain 
assumptions. How can we ensure a validity of this assumption? 
Actually, the assumption of the linear model is sometimes too rudimentary in prac-
tice and could be invalid if we use all the training faces, especially when serious oc-
clusions or extreme postures exist. 
In this chapter, we propose to use boosting for solving the above two problems, 
i.e. how to find the most reliable face parts and the what are the good basis faces for 
performing the linear representation. Boosting is usually considered as a sophisticated 
alternative to voting methods, such as bagging [5] and decision forests [38]. Boosting 
has been extensively studied in computer vision since Viola and Jones introduced their 
boosting based face detection system |9()|. The proposed boosting based face recogni-
tion algorithms, termed Boosted LRC (BLRC), are built upon the state-of-the-art linear 
regression classification of Nassem et til. |57 | . LRC has been shown to achieve very 
promising results [57J. In the case of contiguous occlusion, LRC outperforms SRC on 
the AR face data [57], The BLRC algorithm is able to combine a few weak classifiers, 
namely, the locality-constrained LRCs, to achieve significantly better performance. 
Several works have u.sed ensemble learning methods for face recognition [94, 12, 
48, 101, 95]. Our BLRC differs from these existing works in that the weak classifiers 
used are completely different. Most boosting based face recognizers build an ensem-
ble of weak classifiers such as A NN or Linear Discriminant Analysis (LDA). Little 
work has been done to select relevant pixels/patches for robust recognition. Our first 
algorithm, boosted patches with LRC, is largely inspired by Viola and Jones ' face de-
tector [90] in the sense that both algorithms select discriminative image patches and 
train weak classifiers on the image patches. Note that because the final purpose is en-
tirely different, the weak classifiers as well as the boosting algorithms are different— 
we have used multi-class boosting with LRC. To our knowledge, the second proposed 
algorithm, boosting locality (neighborhoods of the test face) with LRC, is the first prin-
cipled discriminative method that addresses the training faces selection for regression 
based face recognition. 
Compared with these existing methods, our approach possesses the following ad-
vantages. 
1. Superior functional space based on locality. In most of the proposed ensemble 
FR approaches, random subspace or random sampling are adopted for generat-
ing weak learners. However, we argue that one could not exploit the random 
functional space effectively, especially with a small number of weak learners. In 
this work, a locality-constraint is enforced on the functional space. The locality 
here could stands for either the facial patches or the neighborhoods in the fea-
ture space. For the first time, we use LRC as weak classifiers. With these two 
types of localities, we select relevant patches and neighborhoods to overcome 
the problems of continuous occlusion and severe misalignment/postures, respec-
tively. The excellence of the two constraints are both verified in the experiments. 
2. More elegant ensemble frameworks. Most of the existing ensemble methods 
employ majority voting |94, 12, 951 or heuristically modified AdaBoost [48, 
95] as their aggregating strategy. In contrast, our method is facilitated with the 
algorithm termed SAMME (Stagewise Additive Modeling using a Multi-class 
Exponential loss function) [105J, which is a recently proposed multiple-class 
boosting approach. It can directly boost the multiple-class weak learner and thus 
perfectly fits LRC. Furthermore, a customized SAMME algorithm is proposed 
to boost the LRC, based on neighborhoods. Thanks to SAMME and its modified 
cousin, the BLRC algorithm illustrates higher accuracy and other merits, as we 
will show later. 
In addition, the totally corrective version of SAMME [37], termed SAMME-CG, 
is also employed to replace the gradient-descent prototype. Even better perfor-
mance is observed. Considering the special characteristic of our problem: the 
amount of weak classifier is finite and relatively small, we aggressively discard 
the iterative procedure and solve the optimization problem in a single-step over 
all the weak classifiers. With this simple paradigm, best accuracy is achieved. 
3. Enhanced robustness. All the previous algorithms only employ relatively sim-
ple weak-learners, therefore leading to low robustness towards illumination and 
other difficulties. LRC, on the other hand, is much more robust to the handicaps. 
We further boost the performance of LRC under advanced boosting frameworks 
and some record-breaking recognition rates are observed (see Section 6.6). 
4. Higher efficiency. The use of LRC as the weak learner has an interesting charac-
teristic: weak classifiers need to be trained only once because the prediction of 
an LRC is independent of the training data's weight distribution. This inspiring 
characteristic makes the training procedure extremely fast. We also speed up the 
test process of BLRC, enabling real-time applications. 
Moreover, the leave-one-out strategy is used to tailor tiie instance-based weak 
classifier to the boosting framework. This strategy brings a unexpected advan-
tage that there is no need to perform a extra validation process to tune the model 
parameter. Given a parameter, only one training procedure is required. Com-
pared with the n times training in cross-validation, the training speed of the 
parametric BLRC is significantly increased. 
In short, we boost the performance of LRC and achieve best reported recognition 
rates on standard face recognition benchmark datasets (see Section 6.6), by paying 
only a marginal price. 
The remaining part of this chapter is organized as follows. Before presenting the 
main algorithms, some preliminaries are introduced in Section 6.2. The main idea 
about boosting the local face-patches is presented in Section 6.3. We introduce the 
BLRC-N algorithm, which boosts the local neighborhoods for LRC in Section 6.4. In 
Section 6.5, two variations of SAMME, the Column-Generation (CG) based SAMME 
and the single-step SAMME, are adopted for combining weak classifiers. The experi-
ment results and discussions are presented in Section 6.6 and Section 6.7 respectively. 
6.2 Preliminaries 
In this section, we review some background before we present our main algorithms. 
6.2.1 Linear regression classification 
For a typical FR problem, one is usually given N vectorized face images X = [xi, X2, 
belonging to K different individuals. Let x.'f G denote the ith face 
from the kth subject and G indicate the image collection of the A;th class*. 
LRC solves a set of least squares problems |57|: 
min | | y - X , / 3 f c f y k = 1,2,. .., K, (6.1) 
"k 
where y G R'^  is the query image. This minimization problem can be solved in closed-
form: 
[31 = ( X , T x , ) - ' X , T y : (6.2) 
then we arrive at the reconstruction residual for class k 
Tk = ( X , ( X , T X , ) - ' X , T - I ) y ^ (6.3) 
*Without loss of generality, in this work, we assume all the classes share the same sample number 
Nk. 
where I G is the identity matrix. Finally, LRC classifies the query image y as 
r ( y ) = argmin{rfc}. (6.4) 
k 
LRC achieves comparable performance with those of state-of-the-art approaches, 
albeit with the extremely simple strategy. We attempt to further improve the accuracy 
of LRC. 
6.2.2 Multi-class boosting: SAMME 
Boosting algorithms are originally designed for binary classification but could be ex-
tended for multi-class problems in a few ways |72, 36, 73]. Compared with most con-
ventional multi-class boosting approaches, SAMME 1105] requires only that the accu-
racy of each weak classifier to be better than random guessing, which is l / K (rather 
than 1/2 for many multi-class boosting algorithms). Thus it is expected to exploit the 
functional space of weak classifier more effectively and more flexible. Suppose that 
we are given a set of training data (xi, /i), • • • , (xa?, IM). where x, is the feature vector 
and G {1,2, • • • , A'} is the corresponding label. Let |-] G {0,1} denote the boolean 
operator and Ui the weight of the ith training data. 
Coding strategies Most multiple-class boosting methods involve various coding 
strategies [72,36| that encode each label into a vector. The objective is to quantitatively 
measure the loss between the label and its predictions, for multiple-class problems. 
The simplest coding strategy is the one-to-one mapping. Given a sample's label I, its 
mapped code 1 = [li. I2, • • • , l /^f is generated as 
1, = 
1 1 = 1. 
(6.5) 
— 1 otherwise; 
That is to say, only /th element of the vector is + 1 and others are all - 1 . SAMME 
adopts a more advanced coding strategy, which writes 
f 1 1 = 1, 
1 , = , (6.6) 
[ otherwise. 
Note that the coding strategy is enforced not only on the data labels, but also on the 
outputs of classifiers. Here we denote the mapped output of a weak classifier as h(x) = 
[hi(x), h2(x), • • • , h^ (x ) ] G M^ ,^ the elements are evaluated in the same way as 6.6. 
Accordingly, we know that 
h{yi) = argmiii(h'(x)), 
i 
where /? (x) is the scalar prediction of x's label. 
S A M M E algorithm The procedure of SAMME is summarized in Algorithm 6. 
For more details of SAMME, please refer to Zhu et al.'s paper [ 105]. 
Algorithm 6 SAMME: multi-class boosting 
Input: 
• A training data-label set (xi , / j ) , •• • ,(xjv,/^). 
• A data weight set liJi , • • • ,ujn. 
• A functional space HI of the weak classifier /((x). 
• A maximum iteration T. 
begin 
• Initialize the training sample weights: coi = 1/N, i = 1, 2, • • • ,N-, 
for t ^ 1 to r do 
N 
• Find the weak classifier /?((x), such that lit = argmin ^ uji • [//(x.;) / J ; 
hm i=i N N 
• Compute et = ^ • [[/(((x,) 
• Set at = log ((1~- £t)/et) + log(/v' -~1); 
• Set U i ^ Ui- exp (qj • [[//t(x.i) /»]]); 
• Re-normalize Ui, 
• if converge, break; 
end 
Output: The strong classifier: F(x) = a r g i i i a x ^ ^ j at • [[/'^ (x) = kj. 
k 
6.2.3 SAMME with column-generation 
Hao et al. proposed two totally corrective multiple-class boosting algorithms |37J, one 
of which is based on the loss function of SAMME. The algorithm, termed SAMME-
CG here, could be viewed as an extension of our totally corrective method to the 
multiple-class problem. 
(6.7) 
The exponential loss function used in SAMME writes 
N 




Thus the optimization problem to be solved is 
N 
mjn exp " j y T h j (x,:)) (6.8) 
i=l 
s.t. Q ^ 0, | | a | | i < 0. 
which is obviously a convex problem. As derived in [371, the Lagrange dual problem 
of (6.8) is 




m a x — 9r — log u j i + } t 
r.ui ^—' ^—' 
K 
i=l 
Using the idea analogous to Chapter 3, Hao et al. obtained the column-generation 
based multiple-class boosting algorithm, which is termed SAMME-CG in this thesis. 
Their algorithm is summarized in Algorithm 7: please note that there are two patterns 
of a weak classifier, the scalar output /?(•) and its mapped vector h(-). 
In this chapter, we mainly use the SAMME and its totally corrective variations 
to boost the performance of the locality-constrained LRC, although other multi-class 
boosting might also be applicable. 
6.3 Boosting Local Patches for LRC 
6.3.1 Basic framework 
The modular-based approaches used in [98] and [57] essentially suggest that the linear 
subspace assumption is more reliable on the local patches and the voting procedure 
can eliminate the impact of the outliers (usually the occlusion) to a great extent. 
In this work, we design an enhanced strategy to exploit the structure informa-
tion of face images. First of all, rip face patches are generated to form a patch set 
Algorithm 7 Totally Corrective S A M M E 
Input: 
• A training data {yit,yi), i = I . . . N. 
• A termination threshold e > 0. 
• A regularization coefficient 0. 
• A maximum training step T. 
begin 
• Initialize a = 0, t = 0, coi = l / N , V i = 1... N; 
for t ^ 1 to T do 
• Find a new weak classifier ht such that ht = argmax ^ i y l h ( x j ) ; 
hm 
• if ^ E z = i < r + €, break; 
• Add new constraint to the corresponding dual problem; 
• Solve the dual (6.9); 
Calculate the primal a according to the solutions of dual and K K T condition; 
end 
Output: The strong classiher: F ( x ) = argmax ^ ^ ^ af • |/tf(x) = k j . 
k 
JP = {PiiP2, • • • ,Pnp}- Afterwards, the S A M M E algorithm is performed to iteratively 
select the best L R C predictor among all the candidates, with the minimum weighted 
classification error. 
Let7]^(-), j e { 1 , 2 . ••• .Tip} denotes the L R C predictor based on the j t h patch and 
the weight vector ^ c j G M^ over all the training samples. At iteration t of S A M M E , 
the index j* corresponding to the best LRC predictor is determined by 
f = argmiu ' t ^ i ^ ^ ) ^ (6-10) 
je{l,2.. •,np} 
namely, the minimum weighted error. Since LRC is a prototype-based weak learner, 
we do not need to record the classifier model of the selected LRC. Instead, the index j* 
is recorded. Meanwhile, the weight at for the current weak classifier is also calculated. 
Figure 6.1 demonstrates the training process of the proposed B L R C - P ( " - F " stands for 
patch). 
In the prediction stage, the selected patches are cropped according to the learned 
indexes, and the associated LRC predictors are performed for identifying the probe 
U.e. the data distribution vector 
S A M M E — ^ BLRC-P 
Figure 6.1: Demonstration of the proposed BLRC-P approach. The patches are first cropped out and 
the LRC's are generated based on these patches. Then. SAMME is used to combine the weak classifiers 
into a strong one. 
face image y , by using the following equation: 
T 
F{y) = a rgmax V a , • [7 , (7) = kl (6.1 1) 
6.3.2 Leave-one-out training 
In the machine learning literature, it is common to split the dataset into training and 
test parts. Differing from those model-based classifiers, LRC requires a prototype set 
for outputting a prediction. An intuitive solution is to further split the training set 
into gallery and a smaller training set. However, the size of the gallery is critical to 
LRC; thus the further-split is usually unacceptable, especially when insufficient train-
ing samples are involved. We employ the leave-one-out strategy to utilize as many 
training instances as possible to construct the prototype set. In the training phase, each 
training data is classified, by LRC, based on the prototype set comprising all the other 
training samples. Then the training error is calculated according to the predicted labels. 
Consequently, the size of the prototype set in the training stage is always TV - L 
6.3.3 Random face patches 
Generation of the face sub-patches is arbitrary in this work. We can exhaustively search 
the face image at all possible locations and scales, as in training a face detector [90], 
Our preliminary experiments show that it is not necessary to use all the possibilities. 
Clearly fewer of candidates makes the training procedure faster. We generate the can-
didate patches as follows. Given a random position and width w. The height h of the 
patch is defined by h = a/w, where a is a predefined value of the patch area. In other 
words, we have required every patch to be the same size so that no single patch can 
completely cover other ones. As a result, the weak classifiers based on these patches 
are less correlated, which is preferred by ensemble algorithms [5, 73], Another reason 
for fixing the patch area is to control the complexity of the LRC classifiers. In the con-
text of boosting algorithms, weak classifiers with low complexity may imply a higher 
generalization capability [24j. 
In this work, we empirically set a = 225, w G {5, 9, 15, 25,45} and rip = 2000. 
This setting is already sufficient to obtain considerable improvement on recognition 
performance (see Section 6.6). 
Random patches or random subspace? BLRC-P is highly robust to continu-
ous occlusion. This is because the small patches are likely to be separated from the 
occlusion. Given that the area of occlusion is Uo while that of the face is a j , it is trivial 
to see the probability that a patch overlaps the occlusion: 
Pr - a j a j , (6.12) 
oveitap 
in the scenario that (T/ > CTO > a. In other words, a considerable portion of the patches 
are not influenced by the occlusion. In contrast, the random subspace is not so resistant 
to occlusions. Following the above .setting, we can also easily get the probability that 
one random subspace (based on raw-pixels) [38| is influenced by occlusion is 
Pr = l - i l - a j a f f (6.13) 
overlap 
Furthermore, all the intact patches, and the corresponding LRC classifiers will be 
aggregated by the SAMME algorithm. The boosting strategy makes BLRC-P even 
more efficient and robust than the majority voting based methods in [98| and |57|. 
This analysis is also empirically proved by our experiments. 
6.3.4 Accelerating the BLRC algorithm 
It is easy to see the computation complexity of each patch-based LRC is 
C L ^ 0 [ N l ) + 0 {N l a ) , (6.14) 
then the complexity of the training procedure is given by 
Ctra^n = ' h ' ^ " C l = 0 { n , T N l ) + 0{npTN'',a), (6.15) 
where is the number of patch candidates, T is the number of the selected ones. The 
computational burden of the prediction process is 
Ctest = T • C l = 0 { T N l ) + 0 { T N l o ) . (6.16) 
1 1 0 
The extremely high complexities prevent BLRC from being practical. Fortunately, 
with two novel modifications, we can reduce the complexity significantly. The fast 
version of BLRC is not only applicable to real-time applications, it also outperforms 
many state-of-the-art face recognizers in terms of efficiency. 
Fast training For the conventional weak classifiers used in boosting, such as 
decision trees, decision stumps and the linear LDA classifier, one needs to re-train the 
weak classifier after the training samples' weights u are updated. We show that this is 
not the case for LRC. 
Theorem 6.1. The training procedure of LRC is independent of the training example's 
weights u}, given that a; > 0 f which is automaticcdly satisfied in a boosting algorithm). 
In other words, in BLRC, cdl the weak classifiers need to he trained only once. 
Proof: let Jlfc G ^n^^Nu ^e the diagonal matrix such that f l k { t , i ) = i = 
1 , 2 , . . . , Nk, where cuk is the weight vector for the training face images that belong to 
the A'th class. By taking data weight into consideration, (6.1) is rewritten as 
mill | | y - X f c n , A f , V A : = 1 , 2 , . . . , K (6.17) 
The above quadratic problem comes with a closed-form solution that writes 
0 1 = (6.18) 
and we know that 
u ; > 0 cc;fc>0 ^ exists. (6.19) 
(6.18) can be further rewritten into 
= (6.20) 
= ^k'Pl 
where (31 is the solution to the unweighted LRC. We now can obtain the reconstruction 
residual fk for class k as 
fk = \\Xknk0:-yr 
This result, without loss of generality, is valid for all the classes. Finally, we arrive at 
the prediction /*(y) 
/*(y) = argmin {f^} = argmin {vk} = l*{y). (6.22) 
k k 
That is to say, training data weights do not have any impact on the prediction of the 
LRC classifier. 
Actually, a more intuitive understanding of the above analysis is in (6.17): if we see 
{ftk0k) the variable of interest, we solve exactly the same problem as the standard 
least squares fitting problem. • 
Accordingly, one needs to calculate the prediction of the patch-based LRC classi-
fiers only once. The predictions for the j th weak classifier are recorded as = 
[7j(xi) ,7j(x2) , • • • ,7j(x/v)], and the weighted error for this LRC predictor is given 
by 
With the oracle 7 j , V j = 1, 2, • • • , rtp, the training cost is reduced by T times to 
Ctrarn = '1, • C^ = + 0{n,Nla). (6.23) 
Usually, T is of order lO'-^ , so the above strategy can gain a speedup of a few hundred 
times. This desirable property makes the proposed BLRC very compelling in terms of 
computation efficiency. 
Fast prediction LRC is already very efficient compared with many other FR 
methods. However, in BLRC, we need to perform a few hundred LRC classifiers for a 
strong predictor. We want to speed up the prediction procedure as well. 
The intermediate matrices A ,^. = (X;,.(XXXa..)"^XX - I), V A: = L 2, • • • , K, are 
obtained off-line for all the patches. Then in the prediction, one calculates the recon-
struction residual as 
'•k = | | A , y | | ^ (6.24) 
Thus, the computational burden of BLRC's prediction remarkably decreases to 
Ctest = 0{TN,a). (6.25) 
This is also an impressive result, which makes the BLRC algorithm easily applicable 
to real-time applications. 
Finally, we conclude the BLRC-P in Algorithm 8. 
6.4 LRC Constrained by Local Neighborhoods 
It is well known that facial images, belonging to the same subject, form a non-linear 
manifold with intrinsically low dimensionality in the feature space. The manifold, 
which accommodates different poses, illuminations and expressions, is not necessarily 
linear. The manifolds belonging to the subjects in Yale-B and FERET are illustrated 
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Algorithm 8 BLRC-Patch 
1. Normalize the training faces X and test face y. 
2. Generate iip face patciies P = {pi,p2, - • • ,Pnp} on the training images and the 
associated weai< classifiers E {1,2, • • • , Up}. 
3. Get all the predict labels 7j(x,;) Vi, j . 
4. Train the BLRC-P using SAMME, record the selected face patches and their 
weights at t = 1,2, - • • ,T. 
5. Crop the selected patches for y and perform each patch-based weak classifier, 
get predictions 7 j (y) Vj. 
6. Aggregate the predict labels using (6.11). 
in Figure 6.2. When the faces are perfectly aligned (Yale-B), the linear subspace is 
sufficiently effective to distinguish them. However, when some disturbances are in-
volved, the linear subspace is too primitive to accommodate the variations with respect 
to occlusion, pose and noise. In Figure 6.2(b) (FERET), it is obviously intractable to 
discriminate the two groups by simply using linear models. 
Yale-B 










x10" -0 .5 - 1 - 1 
(a) (b) 
Figure 6.2: Face manifo lds in tiie Pr inc ip le-Component feature space. Note that the first PC is removed 
fo r roughly el iminat ing the global facial information. 
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6.4.1 Boosting LRC with neighborhoods 
Local neighborhoods of faces In manifold learning, it is common to estimate the 
local region of a manifold using locally linear models, for example [69], We therefore 
assume that the linear subspace model is only precise inside some certain locality. 
Under this assumption, we introduce the local neighborhood of faces. Given a face set 
X G and a randomly selected index v, a neighborhood of face v, denoted as M, 
covers a local part of the data, i.e., 
A/" = { V z e M'^  I ||z - x„| | < (6.26) 
where is the Euclidean distance between x,,. and its Kth nearest neighbor (1 < k < 
N). For a reasonable k, we can assume that the linear model is sufficiently accurate to 
describe the manifold structure in J\f. To sufficiently cover all the possibilities for the 
given training database, a set Q = { M , A/'2, • • • ,A/'„,} consisting of w; local neighbor-
hoods is randomly generated. In practice, we simply set n; = 100 and k is randomly 
selected from {100,150. 200. 250.300}. The multiple scales of locality offer higher 
flexibility to represent the data distribution. 
Neighborhood constrained LRC We now design a new LRC algorithm, termed 
Neighborhood constrained LRC (NLRC). Analogous to the patch-based LRC, the cor-
responding NLRC is determined by given a local neighborhood. In NLRC, only the 
faces inside a local neighborhood A/" are considered. Mathematically, the minimization 
problem in (6.1) is rewritten into: 
niin | | y - X , / 3 , f , (6.27) 
Pk 
where X/^ = A^ H X/,.. The reconstruction residual for individual k is now given by 
r-k = 
Lastly, the predicted label is 
; x , ( x l x , ) - i x l - i ) y (6.28) 
f argmin{/\ .}, y ^ M , 
7(y) = ^ (6.29) 
0, otherwise, 
\ 
where the label 0 indicates that the NLRC can not identify the sample out side the 
neighborhood. 
Random neighborhoods or random sampling? Both random-neighborhood 
and random sampling |94, 48, 95| are methods to choose subsets from original sam-
ples. However, we argue that the random-neighborhood approach is more effective and 
accurate when linear-representation based classifiers are involved. 
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To explain the superiority, in Figure 6.3, we generate two synthetic manifolds (blue 
and red) in the 3D space. The facial vectors from two different subjects distribute 
within the associated manifolds. Suppose a probe image y , which is shown as a yellow 
point, belongs to subject 2. With considerable probability, it could lie exactly on the 
plane (red triangle) spanned by the feature points a i , a2, a.3 from subject 1, and lie very 
close to the blue triangle, which is the nearest linear subspace spanned by the samples 
from subject 2. According to the criteria of LRC, the label of y will be mis-assigned 
to be 1, despite how unrelated 0,1 and 0,3 are to the test face. The ambiguity exists, 
not only in LRC but also in all the other linear-representation-based manners, such as 
NFL, NFS and SRC. 
Obviously, the random sampling method won' t help in this scenario, because it 
treats all the examples equally, despite any spacial information. In contrast, NLRC 
focuses only on the samples in the limited region (inside the green dashed round), thus 
correctly classifying y , as illustrated in Figure 6.3 
ai 
'^••••xy .^Local ne ighborhood 
- ^•-.c 
O O o 
° ° o X . 
sub jec t 1 
Subject 2 ^ . V ' ^ - . . oOOqO 
c^-9 o o ° 
y ^ '••o „ o 0 ° 
o o 
0 
• f c 
• z 
Figure 6.3: Demonstration of NLRC. The local neighborhood is shown as a green dashed round, the 
gallery images inside the local neighborhood are shown as solid, while others are shown as hollow 
circles. For LRC, the label of y will be mis-assigned as 1, while NLRC does not consider the faraway 
points a i and 33, thus y is correctly classified. 
6.4.2 Customizing SAMME for aggregating NLRC's 
The NLRC algorithm identifies the probe image only inside a local neighborhood TV, 
i.e. 
I | y - x . | | < ( 5 : 
Other neighborhoods that do not contain the probe image ideally should give the an-
swer "I don't know." Because we have no prior knowledge about which neighborhood 
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should be used for fitting the linear regressor, we generate as many neighborhoods as 
possible and employ a boosting select and combine linear regressors defined on these 
generated neighborhoods. Mathematically, we want to aggregate those weak classifiers 
U = {71,72, •• • ,lni}, which are generated f rom Q . The new FR approach is termed 
BLRC-N and is illustrated in Figure 6.4. 
Unfortunately, the standard S A M M E algorithm cannot accommodate uncertain 
weak classifiers that output a decision "I don ' t know". We therefore need to derive 
a modified S A M M E algorithm that can work with uncertain weak classifiers. The pro-
posed new version of S A M M E , called S A M M E - U , is based on replacing the uncertain 
prediction by 7 ( 7 ) = u, which is the output of random guessing-. 
PHu) = 
{K - 1)//V, U ^ ly-
l / K , U^ly, 
(6.30) 
where ly is the true label of y . Schapire and Singer |73J extended standard binary-class 
AdaBoost to the case of uncertain weak classifiers, i.e., the outputs of weak classifiers 
are { — 1 , 0 , 1 } . An output of 0 means "not sure". Here we extend their binary-class 
AdaBoost with uncertain weak classifiers to multi-class S A M M E . 
Theorem 6.2. In SAMME-U, the weighted error of a weak classifier 7(x) is given by 
/ N , N \ 
Y 1 K - 1 




io- = a;, • l 7 ( x , ) / J • ^ ( x , ) 
io'i = io, • [[7(x,) = 01; 
and Z = nurmalization constant. 
Proof: Considering the uncertain prediction 7 ( x , ) = 7*, the boolean function [ 7 ( x , ) 
lil in Algorithm 6 is converted to the following expectation 
= P r ( 7 ( x , ) = / . ) - 0 + P r ( 7 ( x , ) 7 ^ / , , ) - l 
(6.32) 
Then we arrive at 
{K - l ) / A ^ 7(x,,) = 0; 
0, 7 ( x , ) = h-, 
1, otherwise. 
^ ( x , ) = 
By substituting (6.33) for the boolean function, we obtain (6.31) easily. 
(6.33) 
• 
As mentioned, the idea of utilizing uncertain predictions for boosting algorithm was 
firstly studied by Freund et al. [27, 73]. The SAMME-U method is summarized in 
Algorithm 9. Actually, we can prove the following proposition. 
Proposition 6.4.1. When SAMME-U is applied to binary-class problems (K = 2), 
SAMME-U is identical to AdaBoost with the uncertain weak classifiers of Schapire 
and Singer [73]. 
Algorithm 9 SAMME-U: SAMME with uncertain predictors 
Input: 
• A training data-label set (x i , / i ) , •• • 
• A data weight set a;], • • • , ujn-
• A functional space EI = {7j(x), 7j(x) , • • • ,7 j (x)} . 
• A maximum iteration T. 
begin 
• Initialize the weights uji = 1/N, z = 1, 2, • • • ,N; 
for t ^ 1 to T do N 
• Fit the weak classifier 7i(x) G M, such that jt = argmin J ] ( i^ • 
7eH i=i 
• Compute £t by using (6.31); 
• Set LOi^ iOi- exp {at • 
• Re-normalize cui; 
• if converge, break; 
end 
Output: The strong classifier: F ( y ) = a r g m a x ^ l L i " i ' [[7<(y) = 
In the stage of prediction, the candidate local neighborhoods are first collected and 
the results of the corresponding NLRCs are combined using (6.11), to idenfify the 
probe face. Note that in the context of BLRC-N, the strategies for faster training and 
test mentioned above are still applicable. 
Lasdy, the BLRC-N is summarized in Algorithm 10. 
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• Subject 1 
• Subject 2 
Figure 6.4: Demonstration of the BLRC-N algorithm. The randomly selected NLRC's are boosted by 
the customized SAMME algorithm. Note that the NLRC's are not necessarily identical in size and they 
sometimes overlap with each other. 
6.5 Totally Corrective BLRC 
6.5.1 BLRC with SAMME-CG 
As described in the above chapters, totally corrective boosting usually brings higher 
performance and efficiency. In this section, we substitute the totally corrective SAMME 
for the original one to further improve the accuracy of face recognition. The BLRC 
with SAMME-CG here is denoted as BLRC-CG. We perform the BLRC-CG only 
with patch-based LRCs because the loss function of BLRC-N is changed and thus the 
SAMME-CG is no longer applicable for it. 
The substitution of the training method is straightforward. Algorithm 7 is adopted 
instead of standard SAMME to select the LRCs and calculate their weight. Note that 
the leave-one-out strategy and the "one-off" training of LRCs remain unchanged. The 
experimental results show consistency with our previous conclusion that the CG-based 
algorithm usually outperforms its prototype due to the more flexible model. 
6.5.2 BLRC with single-step 
Both the standard AdaBoost and our CG variations are iteration based. The motivation 
of the iterative paradigm is to select weak classifiers among infinite or extremely large 
numbers of candidates. Nonetheless, only 2000 weak classifiers are involved in our 
algorithm and the number is empirically verified as sufficient. We then can discard the 
iterative framework and directly solve the primal 6.8 or dual problem 6.9 in a single-
step. The new variation of BLRC, which is termed BLRC-batch, illustrates the highest 
Algorithm 10 BLRC-Neighborhood 
1. Normalize the training faces X and test face y. 
2. Generate n^ face neighborhoods Q = { M , M , • • • .Mm), approximately cov-
ering the distribution of X 
3. Generate the associated weak classifiers 7j Vj e {1,2, • • • , n;}. 
4. Get all the predict labels 7j(xi) Vi, j . 
5. Train the BLRC-N using SAMME-U, record the selected neighborhoods and 
their weights a^ t = 1,2, • • • , T. 
6. Select the gallery faces according to the chosen neighborhoods and perform each 
neighborhood-based weak classifier to get 7 j (y) Vj. 
7. Aggregate the predict labels using (6.11). 
accuracy in the experiment while slightly inferior efficiency is also observed. 
In summary, the general procedure of BLRC-CG and BLRC-batch is shown in 
Algorithm I 1. 
6.5.3 Faster model selection 
Another issue arising here is how to select a proper parameter 9 among the candidates 
for both BLRC-CG and BLRC-batch. When a set of parameter candidates is available, 
the validation method such as cross-validation is usually used to select the optimal 
one. Generally speaking, n {n > 1) rounds of validation procedures are conducted 
over different splits of training samples. This makes the training extremely slow when 
n is large. 
Fortunately, the leave-one-out training of BLRC provides another merit: there is 
no need to tune the model-parameter via a cross-validation process. In the context of 
model-based learning, one uses the cross-validation error, rather than the training error, 
to be the selection criterion. This is because the model overfits the training set, thus the 
training error can not serve as a good estimate for the generalization error. In contrast, 
the cross-validation error could be viewed as the approximated leave-one-out error, 
which is a unbiased estimate for the generalization error 122|. However, this is not 
the case for our algorithm: here, the training error of BLRC is obtained via the leave-
one-out procedure. Every prediction of a training sample is generated without its own 
1 19 
Algorithm 11 Totally corrective BLRC 
1. Normalize the training faces X and test face y . 
2. Generate Hp face patches P = {pi,p2^ • • • , 'Pnp} on the training images and the 
associated weak classifiers 7j Vj G {1,2, • • • ,np}. 
3. Get all the predict labels 7j(xi) \/i,j. 
4. Perform totally corrective SAMME with all the parameter candidates 
for If ^ 1 to {/ do 
• BLRC-CG: Train the ensemble model using SAMME-CG; 
• BLRC-batch: Train the ensemble model via solving 6.9; 
• Record the selected face patches and their weights a " ; N 
• Calculate the training error = ^ E l 7 t ( x j ) + /jj; 
end 
5. Select the model index u* such that u* = argniin e. 
u 
6. Retrieve the selected face patches and the weights associated to the selected 
model. 
7. Crop the selected patches for y and perform each patch-based weak classifier, 
get predictions 7 j (y) Vj. 
8. Aggregate the predict labels using (6.11). 
information, i.e. every training sample is predicted by using its complementary set. In 
this scenario, the overall training error of the ensemble won't be biased too much. To 
some extent, we could consider the training error of BLRC as an approximation of the 
leave-one-out error, and select the optimal parameter depending on it. 
From the perspective of the instance-based learning, cross-validation is also unac-
ceptable. Unlike model-based learning algorithms, the instance-based learning is more 
sensitive to the size of instance set {i.e. the face gallery in this chapter). Galleries with 
different sizes might lead to totally different model parameters. However, the n-fold 
cross-validation requires to split the training set into different parts. That is to say, 
in every "fold", we only use one part of the gallery. The size difference between the 
whole gallery and the partial gallery is not trivial when n N (otherwise it becomes 
a leave-one-out validation). Recalling that the final model is obtained based on all 
the training samples, it makes little sense to impose the "optimal" parameter, which is 
selected for partial galleries, on the entire gallery model. 
The validity of the direct usage of the training error is proved empirically in the 
experimental part. We tune the parameter for both BLRC-CG and BLRC-batch, no 
significant overfitting is observed. 
6.6 Experiments 
6.6.1 Experiment setting 
We design a series of experiments for evaluating both accuracy and efficiency of the 
proposed FR algorithms. We compare our algorithms with Nearest Feature Line (NFL) 
[44], Sparse Representation Classification (SRC) |981 and Linear Regression Clas-
sification (LRC) 157], which represent state-of-the-art approaches using linear mod-
els. Experiments are conducted on three datasets, namely, Yale-B [34], AR [51] and 
FERET [59]. Each dataset is randomly split into two parts: training and test sets. 
For each data split, random projection (randomfaces) [98], PCA (Eigenfaces) [87] and 
LDA (Fisherfaces) [46] are used to reduce the dimensions to 20, 40, 50, 100, 200 and 
300. Every training and test faces are normalized so that | |x| | = ||y|| = 1. On each di-
mension, the test is repeated 5 times and we report the average and standard deviation. 
All the FR methods are conducted in Matlab, on a PC with a 2.6GHz quad-core CPU 
(only one core is used) and 4GB RAM. 
The parameters for Random face patches and random face neighborhoods are se-
lected as described in Section 6.3.3 and Section 6.4.1 respectively. We select the 
trade-off parameter 6 in BLRC-CG and BLRC-batch among the candidates {100,200. 
500,700, 1000,1500, 2000,5000, 7000, 10000}. Besides the standard BLRC-P (with 
225-D patches) implementation, we also perform dimension-reduction on the patches 
for efficiency. That is to say, we reduce the dimensionality of the patch, from orig-
inal 225 to the lower ones. This variation of BLRC-P is referred to as "BLRC-PD" 
hereafter. The BLRC-CG and BLRC-batch are also performed on the dimensionally 
reduced space, as implied by the context. The BLRC-N method, on the other hand, 
is directly performed on the extracted features (50-D Eigenfaces). The conventional 
majority voting method based on random subspace and sub-sampling is also tested, to 
highlight the superiority of the proposed boosting framework. For a fair comparison, 
we also perform the modular-based DEF approach [57], which uses simple heuristics 
to partition a face and run LRC for each parts, on the AR database. The inferiority of 
this primitive apprach is also reported, compared with the proposed methods. 
6.6.2 Experiments on well-aligned faces with no occlusion 
Yale-B is a dataset for FR which contains 2 ,414 well-aligned face images from 38 indi-
viduals under various lighting conditions, as illustrated in Figure 6.5. For each subject, 
we randomly choose 30 images to compose the training set and other 30 images for 
testing. Note that the BLRC-PD is not conducted for 200-D and 300-D data consid-
ering that the dimensionality of facial patches (225) is smaller than 300 and too close 
to 200. The Fisherfaces are only generated with dimensionality 20 and 35 because of 
the requirement of LDA that reduced dimensionality should be always smaller than the 
class number. We deliberately perform LRC with 20-D features, which does not meet 
LRC's requirement, to justify the efficacy of the proposed boosting framework. 
Figure 6.5: The demonstrat ion of Yale-B dataset with ex t reme il lumination condit ions. 
The experiment results are reported in Table 6.1. We report the results of 35-D 
Fisherfaces in the 40-D column. As can be seen, for Fisherfaces, SRC shows better 
accuracy over other methods with the best accuracy of 95.1%. Except for this, our al-
gorithms (BLRC-PD, BLRC-P, BLRC-CG and BLRC-batch) consistently outperform 
other compared approaches. In particular, the BLRC-batch achieves an accuracy of 
99.6% on the 225-D feature space. To our knowledge, this is the highest recognition 
rate ever reported for Yale-B with a similar experiment setting. Moreover, BLRC-CG 
and BLRC-batch both illustrate remarkable excellence on randomfaces, with the high-
est recognition rates of 99.3% and 99.5% respectively. The original BLRC-P algorithm 
performs slightly worse than its cousins but still achieves the accuracy of 98.8%. The 
voting strategy (with 2000 LRCs based on 225-D face patches) outperforms all state-
of-the-art but is obviously inferior to our algorithms. In this .sense, we may conclude 
D-20 D-40 D-50 D-lOO D-200 D-300 
LRC 2G.6± L8* 68.3 ± 2 . 4 - - -
SRC 92.2 ± 1.7 95.1 ± 1 . 7 - - - -
LDA 
NFL 89.3 ± 2 . 1 93.8 ± 1.8 - - - -
BLRC-PD 
BLRC-CG 
30.3 ± 4.7 
38.1 ± 6 . 5 
85.7 ± 1.8 
87.3 ± 2 . 9 
- - - -
BLRC-batch 37.8 ± 7 . 5 92.9 ± 1.2 - - - -
LRC 46.2 ±4.4* 84.7 ± 2 . 2 90.1 ± 1.6 93.9 ± 1 . 2 94.1 ± 1.0 94.5 ± 1 . 3 
SRC 79.4 ± 2 . 2 89.7 ± 2 . 0 90.4 ± 2.0 93.4 ± 2 . 0 94.3 ± 1.8 94.0 ± 1.1 
Random 
NFL 83.0 ± 2 . 0 88.6 ± 1.8 88.8 ± 2 . 3 90.0 ± 2 . 0 90.3 ± 1.4 90.5 ± 1.6 
BLRC-PD 81.9 ± 3 . 3 98.2 ± 1.3 98.5 ± 1.0 98.8 ± 1 . 0 - -
BLRC-CG 87.9 ± 2 . 7 98.1 ± 0 . 8 98.8 ± 0 . 4 99.3 ± 0 . 3 - -
BLRC-batch 88.7 ± 2 . 4 98.5 ± 0 . 5 99.1 ± 0 . 3 99.5 ± 0 . 3 - -
LRC 70.6 ± 2..5* 90.6 ± 1.4 92.8 ± 1.4 93.8 ± 1 . 3 94.5 ± 1.2 94.8 ± 1.2 
SRC 76.5 ± 2 . 4 87.6 ± 2 . 1 89.5 ± 1 . 9 92.1 ± 1.1 93.4 ± 1.0 94.1 ± 1.1 
Eigen 
NFL 79.2 ± 1 . 6 86.8 ± 2 . 4 87.7 ± 2.5 89.9 ± 1 . 9 90.5 ± 1.8 90.7 ± 1.7 
BLRC-PD 89.4 ± 3 . 2 96.4 ± 1 . 5 97.0 ± 1.4 96.6 ± 1.5 - -
BLRC-CG 91.9 ± 2 . 9 98.0 ± 0 . 7 98.6 ± 0.3 98.7 ± 0 . 4 -





98.3 ± l.G 
99.5 ± O.G 
99 6 ± 0 . 3 
95.7 ± 1.2 
Table 6.1: The comparison of accuracy on YaleB. The best performances are shown in bold. "Ran-
dom+Voting" means LRC on randomly selecting pixels with the final result being reported by majority 
voting. BLRC-CG and BLRC-batch are performed with reduced dimensionality as well as with the orig-
inal one (225-D). The * symbol indicates that the dimensionality is too low to meet LRC's requirement, 
and thus poor performances are usually observed. 
that the proposed algorithms are likely to be superior to other linear methods on this 
extreme illumination dataset. Figure 6.6 shows the accuracy rates for randomfaces and 
Eigenfaces, as the dimensionality increases. The excellence of the proposed algori-
thms could be observed more easily: the curves of our algorithms are remotely above 
other ones. 
Figure 6.7 shows the boosting procedure, i.e. the training and test error curves 
of BLRC-PD, BLRC-CG and BLRC-batch^. Note that BLRC-batch is a single-step 
method; thus the con-esponding curves are flat. For training and test errors of the 
other two algorithms, we observe a fast decrease, which indicates the efficacy of the 
proposed boosting patch approach. Specifically, BLRC-PD illustrates slower training 
speed than BLRC-CG while stops earlier (at the 42th iteration) as the training error be-
tRere the three algorithms are all performed on the 50-D feature space which is generated by PCA 
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Figure 6.6: Accuracy curves of Yale-B with Eigen (a) and random (b) faces, as dimensionality increases. 
comes small enough. In contrast, BLRC-CG converges faster but keeps optimizing the 
loss function after the training error approaches 0. Higher empirical error is observed 
with BLRC-CG when convergence is achieved. BLRC-batch shows the best training 
and test performances which could be viewed as lower boundaries of the errors for the 
other two methods. 
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Figure 6.7: Demonstration of the boosting procedure of BLRC-PD, BLRC-CG and BLRC-batch with 
50-D randomfaces (Yale-B). Note that BLRC-batch is a single-step method and BLRC-PD stop the 
training at iteration 42. 
To illustrate how BLRC works, Figure 6.8 shows the most important 20 patches 
selected by BLRC-PD (Figure 6.8(a)), BLRC-CG (Figure 6.8(b)) and BLRC-batch 
(Figure 6.8(c)). We can see that the three algorithms select similar patches, with minor 
differences. The BLRC-PD pays more attention to the cheek while BLRC-CG and 
BLRC-batch focus on the eyes. The different choices regarding to patches lead to the 
performance gap. 
(a) (b) (0 
Figure 6.8: The patches (shown as red blocks) selected by BLRC-PD (a). BLRC-CG (b) and BLRC-
batch (c). The three images are generated by using the same face and patches selected by various 
algorithms on 50-D randomfaces. 
Given 1,140 faces are involved in the experiment and the recognition rate for 
BLRC-batch is 99.6%, only 5 faces are incorrectly classified in average. We select 
one BLRC-batch model with the error rate of 99.56%, that is the closest one to the 
mean (99.6%). The 5 misidentified faces are shown in Figure 6.9. The faces are all 
unrecognizable for ourselves. In this sense, our algorithm actually perfectly solves the 
FR problem where faces are well-aligned. 
(a) (b) (c) (d) (e) 
Figure 6.9: The 5 incorrectly classified faces by BLRC-batch. None of them are recognizable as human 
beings. 
6.6.3 Experiments on faces with occlusion 
There are 100 individuals in the AR (cropped version) dataset. Each subject consists 
of 26 face images which come with different expressions and considerable occlusions 
such as scarf and sunglasses (see Figure 6.10). In our setting, 13 images are ran-
domly selected for training while the remaining ones are test images. We also test 
the modular-based DEF approach [57J, which uses simple heuristics to partition a face 
and run LRC for each parts. In our experiment, we employ the 6-partition paradigm 
which achieves the best performance in their setting. The experiment results are re-
ported in Table 6.2. Besides, the method employ random patches and voting strategy 
is performed. 
Figure 6.10: Images with occlusion in A R dataset . Note that we use only gray-scale faces in the experi-
ment. 
Similar to the experiment on Yale-B, the proposed boosting framework still over-
fits Fisherfaces. Except for this case, our methods show overwhelming superiority. 
The BLRC-batch algorithm achieves a recognition rate of 99.6% which is also the best 
reported result on AR. The perforinance gap between our methods and other competi-
tors is coininonly larger than 15% and peaks at 66.5% (LRC vi'. BLRC-PD for 20-D 
randomfaces). The random subspace method (with voting) and DEF also show their 
robustness to the occlusion, while still inferior to the proposed methods. The more so-
phisticated approaches could select and coinbine the weak classifiers more efficiently, 
compared with the primitive ones, i.e. majority voting. Thus, the conclusion is that 
the Boosted LRC can handle occlusion much better than other existing methods. Fig-
ure 6.1 1 shows the accuracy rates as the dimensionality increases. 
Figure 6.7 shows the boosting procedures for BLRC-PD, BLRC-CG and BLRC-
D-20 D-40 D-50 D-lOO D-200 D-300 
LRC 49.9 ± 6.4 87.5 ± 6 . 6 91.4 ± 5 . 9 93.1 ± 3 . 9 - -
SRC 87.0 ± 5 . 3 93.2 ± 3 . 8 94.4 ± 3 . 6 95.0 ± 3 . 0 - -
LDA 
NFL 83.9 ± 7.3 93.3 ± 5 .1 94 .9 ± 4 .3 96.0 ± 3 . 7 - -
BLRC-PD 57.5 ± 3 . 9 72.6 ± 8 . 4 72.1 ± 6 . 0 73.4 ± 6.4 -
BLRC-CG 58.3 ± 1 . 8 84.5 ± 2.0 87.7 ± 2 . 2 89.6 ± 1.9 - -
BLRC-batch 65.3 ± 2 . 2 85.4 ± 1.4 88.8 ± 3.8 89.3 ± 2 . 0 - -
LRC 29.7 ± 2 . 6 71.4 ± 7 . 5 75.9 ± 7.3 83.2 ± 7 . 2 86.2 ± 7.0 86.5 ± 6.8 
SRC 46.6 ± 3 . 8 69.8 ± 5.2 72.3 ± 5 . 1 80.1 ± 5 . 8 83.8 ± 5.7 86.0 ± 7 . 1 
Random 
NFL 43.8 ± 4 . 3 59.8 ± 6 . 1 60.6 ± 7.4 67.2 ± 8 . 4 69.8 ± 8 . 7 71.4 ± 7 . 4 
BLRC-PD 96.2 ± 2 . 4 98.6 ± 1 . 1 98.4 ± 1.2 98.3 ± 1.6 - -
BLRC-CG 94.2 ± 1.7 98.7 ± 0 . 7 99.(1 ± 0 . 3 99.1 ± 0 . 3 - -
BLRC-batch 95.9 ± 1 . 7 99.2 ± 0 . 3 99.6 ± 0 . 3 99.6 ± 0 . 1 - -
LRC 54.2 ± 5 . 0 80.1 ± 6 . 3 82.6 ± 6.4 86.3 ± 6 . 8 87.6 ± 6.G 87.9 ± 6 . 8 




52.9 ± 7 . 2 
98.4 ± 1.0 
63.2 ± 8.5 
98.5 ± 0 . 9 
65.G ± 8.3 
98.6 ± 1.4 
70.2 ± 8 . 3 
98.5 ± 1.3 
72.3 ± 8 . 4 72.9 ± 8.5 
BLRC-CG 97.7 ± 1 . 3 99.2 ± 0 . 7 99.1 ± 0 . 6 99.2 ± 0 . 4 - -
BLRC-batch 98.4 ± 1.0 99.4 ± 0 . 4 99.4 ± 0.5 99.4 ± 0 . 3 - -





98.7 ± 1 . 2 
99.3 ± 0 . 4 
99.5 ± 0 . 2 
90.0 ± 6 . 2 
Table 6.2: The comparison of accuracy on AR dataset. In DEF, facial blocks are reduced to the dimen-
sion using down-sampling method. The results with 100-D fisherfaces are actually estimated with 95-D 
features because the class number is 100. 
AR accuracy curves with Eigen faces AR accuracy curves with random faces 
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Figure 6.11: Accuracy curves of AR with Eigen and random faces. 
batch. Here BLRC-batch still shows as horizontal lines and all the error curves con-
verge to a similar limit which reflects essentially the same loss function. 
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Figure 6.12: Demonstration of the boosting procedure of BLRC-PD, BLRC-CG and BLRC-batch with 
50-D randomfaces (AR). Note that BLRC-batch is a single-step method and BLRC-PD stop the training 
at iteration 42. 
Figure 6.13 shows the most important 20 patches selected by BLRC-PD (Fig-
ure 6.13(a)), BLRC-CG (Figure 6.13(b)) and BLRC-batch (Figure 6.13(c)) respec-
tively. Compared with Figure 6.8, the most significant difference is that the proposed 
algorithms rarely choose the patches around the mouth, which sometimes covered by 
scarves. In other words, the patches are discarded as the occlusion pattern is learned. It 
is also interesting to see that from left to right, less and less attention is paid to the eyes 
region, where continuous occlusion (sunglasses) usually locates. This may explain 
why the accuracies increase one after one in the same order. 
6.6.4 Experiments with severe pose variations 
FERET dataset compri.ses 7,800 head-and-shoulders portraits belonging to 739 sub-
jects, as demonstrated in Figure 6.14. The portrait faces present significant variations 
in posture. We perform the BLRC-N algorithm on FERET. To assure sufficient train-
ing faces, we collect all the 20 categories with more than 33 images. 20 images (each 
person) are randomly selected for training and 13 portraits for test. We stress that we do 
not perform any pre-processing (manual cropping or aligning) for the faces in FERET 
(a) (b) (c) 
Figure 6.13: The random patches (shown as red blocks) selected by BLRC-PD. BLRC-CG and BLRC-
batch. Most selected patches do not overlap with the occlusions (here sunglasses and scarves). The 
strong classifiers are trained on 50-D using random projection. 
in this experiment. The raw images make the recognition task much more difficult 
than experiments on manually cropped and aligned faces using the same dataset, such 
as [48] and [93]. The results are reported in Table 6.3. Note that BLRC-N is performed 
with 50-D Eigenfaces and a sub-sampling method. 
Figure 6.14: Images with severe pose variations in FERET dataset. Note that portraits for the same 
person are not necessarily captured in the same scenario. 
According to the table, our algorithm achieves the highest accuracy (81.2%) again. 
This result supports our emphasis on the locality. Figure 6.15 (bottom) demonstrates 
that the training and test errors decrease quickly in iterations. In particular, the per-
formance of the weak classifier (NLRC) is remarkably boosted, with the test error 
dropping from 80% to 20%. 
D-20 D-40 D-50 D-lOO D-200 D-300 
LRC 16.5 ±0.0* 62.0 ±2.3 68.7 ±4.0 74.3 ± 2.0 76.0 ±2.6 77.5 ± 2.8 
Random SRC 66.2 ±2.7 67.5 ±3.1 70.6 ±2.6 74.0 ± 1.6 73.0 ±2.0 72.5 ± 2.8 
NFL 67.7 ±3.2 70.1 ±4.3 72.1 ±3.4 75.8 ±2.3 76.4 ± 3.6 77.7 ±2.2 
LRC 10.7 ±2.1* 79.6 ±3.1 79.4 ± 3.5 79.7 ± 1.9 79.3 ±2.3 78.2 ±2.6 
Eigen SRC 70.2 ± 2.8 78.2 ±2.1 79.2 ± 2.8 78.7 ± 1.6 75.9 ±2.1 74.0 ±2.1 
NFL 69.7 ±3.0 78.2 ± 2.8 78.5 ±3.0 78.2 ±3.0 78.3 ±2 .7 78.5 ± 2.6 
BLRC-N 81 . 2± 1.5 
Sampling 79.8 ± 3.0 
Table 6.3: Comparison of recognition results on FERET dataset. Sampling means randomly selecting 
a subset from the entire training samples to build LRC classifiers and vote for the final result. We 
don't perform the test with 20-D face features because LRC requires the dimension of the feature to be 
larger than the number of training images belonging to one individual. The * symbol indicates that the 
dimensionality is too low to meet LRC's requirement, thus poor performances are usually observed. 
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Figure 6.15: Demonstration of the boosting procedure of BLRC-P with 50-D randomfaces (FERET). 
6.6.5 Efficiency comparison 
For a computer vis ion a lgor i thm, the runn ing speed is usual ly critical. Here we show 
the efficiency o f all the compared F R methods. Figure 6.16 depicts the runn ing t ime 
(ms) o f the compared methods. Mos t compared a lgor i thms are performed on random-
ISO 
faces with different dimensions for 100 times^ and the average values are reported. 
Note that BLRC-N is always with 50-D Eigenfaces. To evaluate the fast prediction 
strategy, which is described in Section 6.3.4, BLRC-PD, BLRC-CG, BLRC-batch, 
BLRC-N and LRC are all re-tested in the faster manner. The faster methods are de-
noted by starting the original names with the "F-" prefix. 
BLRC-N 
• • R - B L R C - N 
• I B L R C - P O 
H L F - B L R C - P D 
H B L R C - C G 
^ • F - B L R C - C G • I BLRC-batch |M]F-BLRC-I>al(^  
Mi LRC 
Running time comparison 
F i g u r e 6 .16 : C o m p a r i s o n of r u n n i n g t ime . M e t h o d s s tar t ing with " F - " indica tes that the a lgor i thms are 
p e r f o r m e d wi th the fas t p red ic t ion strategy. N o t e that the y -ax i s is in log-scale . 
As demonstrated, SRC is the slowest one, with processing time up to around 2. 000 
ms per face due to the need to solve a convex optimization problem. The NFL also 
shows low efficiency (processing time above LOOO ms). In contrast, LRC shows ex-
tremely high efficiency, especially with the acceleration technique. The F-LRC, i.e., 
the LRC algorithm with fast prediction, achieves a speed less than 0.1 ms per image. 
Meanwhile, our methods all illustrate the capacity for real-time applications. In par-
ticular, one only needs 0.7 ms to classify a face using the F-BLRC-N algorithm. That 
is because for each test face y , only the selected NLRC's are involved in computation. 
In addition, most of the patch-based BLRC algorithms could be performed under 100 
ms, which could be viewed as the real-time criterion. Please note that this experiment 
is conducted in Matlab and only one core of the CPU is used. 
6.7 Conclusion 
Face recognition methods based on linear representations have been shown to deliver 
state-of-the-art performance. However, two fundamental problems have not been ad-
dressed properly in the literature. The first problem is, which parts of the face images 
§The pa t ch -based a lgo r i thms are not p e r f o r m e d on 2 0 0 - D r a n d o m f a c e s ; w e use the original d imen-
s ional i ty (225) ins tead . 
are more reliable for performing the linear representations; the other one is, which 
training faces could be selected as the representation basis. 
In this work, we have proposed several boosting-like face recognition algorithms 
to address the above problems. The proposed methods can alleviate the difficulties of 
noise, occlusion and severe poses in face recognition. The methods are built upon the 
linear regression based face recognizer: we use the linear regression classifier as weak 
classifiers and boost them. 
In specific, BLRC-P, BLRC-CG, BLRC-batch are the three algorithms to select the 
reliable face parts w.r.t. linear regressions. They optimize the same loss function while 
employ different optimization strategies. The experimental results on YaleB and AR 
show that totally corrective framework is empirically better than the gradient-descent 
method. All the best experimental results are achieved by using the totally corrective 
boosting approaches. The BLRC-N, on the other hand, determines the weights of ran-
dom neighborhoods by using a modified version of SAMME. This way, the manifold 
of face image distribution is somehow learned in a boosting-like fashion. In other 
words, it selects the important bases of linear representations for the voting procedure. 
The experiment on the challenging datasets FERET shows the superiority of BLRC-N. 
Chapter 7 
Summary and Future Directions 
In this thesis, we study the boosting algorithm from the perspective of convex opti-
mization and margin distribution. We empirically show that margin distribution is sig-
nificant to the explanation of AdaBoost 's success. To further explain the importance 
theoretically, the Lagrange dual problems of AdaBoost, LogitBoost and soft-margin 
LPBoost with generalized hinge loss are derived. We show that they are all entropy 
regularized LPBoost, and thus the success of AdaBoost relies on maintaining a better 
margin distribution. 
Based on the dual formulation, a general column generation based optimization 
framework is proposed. This optimization framework can be applied to solve the 
boosting algorithms with various loss functions. Consequently, we propose a series 
of boost-like algorithms based on column generation. AdaBoost-CG solves the dual 
problem of the original loss function of AdaBoost; MDBoost directly optimizes the 
margin distribution by maximizing the average margin and at the same time minimiz-
ing the margin variance; the AnyBoostxC' on the other hand, is an abstract totally 
corrective boosting framework that can be used to minimize a broad range of regular-
ized risk. An objective in the form of an arbitrary convex loss function plus an arbitrary 
convex regularization term can be minimized using the boosting technique developed 
here. The superiorities of the proposed methods, in terms of efficiency or performance, 
are all justified via theoretical proof or empirical test. In specific, the totally correc-
tive optimization strategy demonstrates higher convergence rate than the coordinate 
descent method used in AdaBoost. AdaBoost-CG achieves comparable test accuracies 
than AdaBoost as they essentially optimize the similar loss functions. As a empir-
ical evidence that margin distribudon is more important than the minimum margin, 
AdaBoost-QP, which directly optimizes the margin distribution (in terms of average 
margin and margin variance), outperforms AdaBoost and LPBoost in most cases while 
usually generates smaller minimum margins. MDBoost, which is totally corrective and 
also directly optimizes the margin distribution, shows higher performances in terms of 
both convergence speed and accuracy than original AdaBoost. 
Finally, we evaluate the totally corrective boosting algorithms in a practical com-
puter vision application: face recognition. Four ensemble algorithms for face recogni-
tion, namely BLRC-P, BLRC-CG, BLRC-batch and BLRC-N are proposed. In a nut-
shell, we use the LRCs as weak classifiers and boost them. Benefiting from the sophis-
ticated ensemble learning method, i.e. the totally corrective boosting algorithm, some 
record-breaking accuracies on famous datasets (YaleB, AR, FERET) are reported. Fur-
thermore, we show that the totally corrective manner is empirically better than the 
traditional method. 
We summarize the connections between our main contributions in Figure 7.1 where 
the contributions are emphasized as shaded rectangles. 
single-s tep 
AdaBoost-QP CG MIJBoosl | Bl.RC-balch 
quadral ic loss Theoreni^3.4 s ingle-s tep 
I , , mul t iple-class , . ^ ^ exponent ia l l o s s - f « i >\ AdaBoost ^ ^ H SAMMK + L R C >\ Bl.RC ^ — ^ ^ ^ ' coding strategy ^ ^ ' 
exponen t ia l loss + ^ i ; dual 
AdaBoost-CG C G - b a s e d - BI.RC-CG 
Figure 7.1: The d iagram summar izes the connec t ions between the proposed a lgor i thms. In the d iagram, 
" C G " denotes the co lumn-genera t ion method while " idua l" s tands for solving the problem in the dual 
formula t ion . Note that the arrows may only indicate similari t ies be tween two methods . 
Besides the algorithms we present in this thesis, some extended works have also 
been proposed: inspired by MDBoost, we (Shen et al. [82]) converted the LDA cri-
terion into a boost-like problem and perform it for face detection, we achieved better 
performance than the state-of-the art methods; Hao et al. 137] extended the totally 
corrective framework for multiple-class problems, and the novel algorithms also out-
performed the ordinary boosting approaches. 
Several future topics are interesting and promising. First of all, the selection of the 
trade-off parameter of AdaBoost-CG influences the final performance significantly, 
although how to tune the parameter efficiently remains an unsolved problem. 
For MDBoost, a future research direction is how to integrate useful prior infor-
mation into the matrix A. We believe that improved performance may be obtained 
by carefully designing A. For example, one can take asymmetric data distribution 
into consideration by giving a weight to each margin pu i = 1 • • • M . Improved per-
formance may be obtained by carefully designing loss the function, as Shen's paper 
demonstrates [82], We also want to explore the robustness o f MDBoost . Since MD-
Boost considers the whole margin distribution, it is supposed to be more robust to 
outliers. More experiments are required to test this issue. 
For the general framework of A n y B o o s t x c , we want to employ the framework for 
face recognition. In this way, we could use and compare various loss functions as well 
as the regularization terms. Higher accuracy is likely to be achieved when a appropriate 
optimization object is formed. 
For the linear representation ensembles for face recognition, we want to apply the 
B L R C methods to extract some off-the-shelf features (e.g. HOG. S H I F T ) instead of 
raw pixels for further improvement on accuracy. We also plan to use other ensemble 
learning methods such as random forests to combine the linear regression classifiers. 
Another possible direction is to introduce the hinge loss and the kernel trick from S V M 
to the linear representation ensemble. This way, the linear representation is actually 
performed on a higher-dimensional feature space where one usually can achieve higher 
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