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A bstract
The aim of this thesis is to develop discriminative and efficient representations of human 
actions in video for recognition. Human actions can be defined as sets of atomic events 
which occur in local and global regions of the video. Natural actions consist of several 
variations in factors pertaining to their execution and capture conditions. Therefore, 
representations that are robust in the presence of these variations are desirable.
A visual description of an action is often given in terms of motion of body parts, 
and/or objects in the scene with which these parts interact. Therefore, this thesis 
presents approaches to the recognition of actions based solely on motion observed in 
video. Explicit appearance information is discarded as the appearance of subjects vary 
significantly, especially in uncontrolled environments, while motion cues are consistent. 
Also, it has been shown in Psychology experiments using Point Light Displays that it 
is possible to observe detailed properties of human actions and actors based entirely on 
the dynamics of body movement. This motivates the presented approaches.
Motion in video can be summarised using highly informative spatio-temporal interest 
points. However, the selection of interesting motion regions can be computationally 
expensive. A novel interest point detector is therefore introduced, which provides for a 
generic and efficient solution. Interest point detection is formulated as a classification 
problem: Given examples of detected interest points, an approach is presented, which 
emulates the functionality of any detector. Simple, yet effective tests are employed in 
a naive Bayesian classifier. Randomised Ferns, to categorise local regions as motion 
or non-motion regions. Results show comparable detections to emulated detectors, 
achieved in constant time, and independent of the complexity of the detectors.
The spatial and temporal distribution of interest points induced by actions provides 
discriminative information for action description. For simulated actions performed in 
simplified settings, characteristic events of actions can be deduced from the global 
distribution of these points. The Randomised Ferns classifier is further extended to 
encode these distributions. The global distribution of interest points indicates the 
presence and absence of motion at various regions within the global action region, and 
can therefore provide discriminative information for action description.
Minimal constraints exist on the execution of natural actions and scene setup. In such 
settings, simply encoding global motion events fails. A Relative Motion Descriptor is 
introduced, which encodes characteristic low level motion information^and-therefore 
captures detailed properties of action and scene dynamics. The descriptor is computed 
at local regions across the video, and encodes atomic motion events via the relative 
distribution of interest point response strengths. The resulting descriptor can be used 
in conjunction with state-of-the-art classifiers. Results show recognition using SVM 
Classifiers. Furthermore, an approach is presented for the improvement of action clas­
sification, which assumes the presence of inherent modes in the observations. This is 
necessary as loose constraints are placed on actions in natural settings. Automatic Out­
lier Detection and Mode Finding methods are introduced to determine these modes. 
A variant of the RANSAC algorithm is employed with a novel adaptation based on a 
Boosting-inspired iterative reweighting scheme. These methods simplify the classifica­
tion boundaries between actions and result in improved recognition performance.
K ey w ords: Action Recognition, Randomised Ferns, Relative Motion Descriptor, 
Mode Finding
Email: 0.0shin@surrey.ac.uk
WWW : h ttp :// www. surrey. ac.uk/CV8SP
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Chapter 1
Introduction
“Trust only movement. Life happens at the level of events, not words.
Trust movement. ” -Alfred Adler
The increased accessibility of video capture devices in the form of camcorders, digital 
cameras and mobile phones, coupled with decreasing costs of data storage has resulted 
in the proliferation of video data for personal use and for sharing on the Internet. This 
has fuelled increasing interest in the analysis of video data. Therefore, as a subject of 
research, the recognition of actions from video has gained significant attention in the 
field of Computer Vision.
1.1 M otivation
The ability to automatically recognise actions is important because of a number of 
potential applications. These include but are not limited to the following:
V ideo indexing, su m m ary  an d  search . Indexing and retrieval of videos currently 
rely on supplied textual labels. The retrieval of examples where such labels do not 
exist, or are inadequate would benefit from an automatic index and retrieval system 
based on the visual contents of the video. For feature length videos, automatic tem­
poral annotation enables efficient searching within videos. Furthermore, videos can be 
automatically summarised based on the actions they contain.
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S p o rts  analysis. The recognition of activities, for example, tackles, completed passes, 
or certain plays can be used to collect data for the analysis of competitive games by 
coaches, sports analysts and statisticians, and also for automatic sport commentary.
A ctiv ity  m on ito ring  for surveillance. The analysis of surveillance data is cur­
rently performed manually, and its use is often in retrospective analysis of incidents as 
opposed to their prevention or detection. This is due to the high overhead costs associ­
ated with manning surveillance systems. The deployment of action recognition systems 
for the automatic detection of suspicious items or activity would serve to reduce such 
costs, and aid crime prevention.
H u m an -C o m p u te r In te ra c tio n . Beyond the classic computer interface of keyboard 
and mouse, vision systems are used to encourage more natural interaction with com­
puter systems. Applications exist in games, robotics, learning environments, and other, 
interactive technologies.
A ssisted  Living. Vision systems are employed in Smart homes for the elderly and 
disabled, to ensure their well-being.
Human actions can be defined as a collection of atomic events at various spatial and 
temporal regions of a video. They are defined by Moeslund et al. [2] as sequences of 
primitives or atomic movements, and are distinguished from activities, which, in turn, 
comprise of a sequence of actions. The focus of this thesis is on the recognition of 
human actions. This involves assigning labels to examples, given a number of obser­
vations of the actions. One of the key challenges of this task is the introduction of 
methods that can sufficiently model the spatio-temporal events. The task is especially 
challenging due to variations in factors pertaining to video setup and execution of the 
observations. These include illumination variations, changes in scale, camera motion, 
viewpoint variations, dynamic backgrounds, occlusion, subject appearance variations, 
intra-class variations, similarities between classes, and differences in execution across 
subjects, which include temporal extents and style. While excellent results have been
1.2. Background
Figure 1.1: Point Light displays across a number of frames, depicting a walking action.
obtained on simulated actions in simplified settings, natural actions in uncontrolled en­
vironments, where these variations abound, have proven more difficult. These include 
examples obtained from movies and personal videos. It is, therefore, necessary to make 
use of representations and descriptions which provide adequate robustness against these 
variations.
1.2 Background
Video analysis for action recognition usually follows a number of steps, namely:
1. Determining a suitable representation for the actions. Examples of representa­
tions include silhouette shapes, motion trajectories, and spatio-temporal interest 
points;
2. The description of action representations, which involves transforming raw video 
data into discriminative formats, for learning and classification; and
3. The learning of classifiers, and the subsequent assignment of action labels to 
unseen action representations.
The scope of this thesis can be found within the first two steps. The representation of 
actions, especially in complex videos, has gravitated towards the use of local interest 
points (features), which provide compact but highly informative summaries of motion 
in videos, and can be encoded using a number of descriptors. Approaches for the recog­
nition of complex actions make use of a combination of feature types, often combining
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shape and motion information [3], or including context information [4], while others 
employ object detectors to bolster recognition confidence [5]. However, Johansson’s 
human perception experiments using Point Light Displays [6] show that it is possible 
to observe detailed properties of human actions and actors based entirely on the dy­
namics of their motion. Figure 1.1 shows an example. Hence, given a set of point-lights 
that appear randomly placed to human observers, the introduction of their motion 
information can clearly convey which action is being performed.
1.3 M ain C ontributions
This thesis focuses on the representation of actions, and methods are presented which 
are both discriminative and efficient. Actions are modelled by their characteristic 
motions within regions of the video. The presented approaches are based on the notion 
that human actions are better defined by the inclusion of the motion than by their 
appearance only, and the effective utilisation of the motion information provides for 
discriminative representations. The appearance of subjects, objects and background are 
subject to change. However, the motions of various body parts and objects with which 
they interact are consistent across examples. Therefore, investigations into the use of 
body dynamics for automatic action recognition are presented, for both simplified and 
complex actions and scenarios. Given a set of motion-induced interest points obtained 
from a video, their positions, in the absence of other cues, correspond to point-lights in 
Johansson’s perception experiments. Methods are introduced which describe motion by 
capturing the spatio-temporal configuration of the interest points, and without encoding 
the spatio-temporal neighbourhoods of interest points. The term “Appearance-based 
approaches” in this thesis refers to methods which encode the neighbourhood regions 
of interest points.
This thesis presents a number of key contributions towards the representation of actions 
in video using motion information as encoded by spatio-temporal interest points. To 
summarise, the following contributions are made:
• A generic and efficient method for the detection of motion-induced interest points
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in video is presented. The problem is formulated as a classification task, and is 
approached by learning a classifier that emulates the functionality of any given 
interest point detector in an accurate and computationally efficient manner. The 
approach extends the naive Bayesian classifier. Randomised Ferns [7] to spatio- 
temporal interest point detection for video analysis. This work is presented in 
Chapter 3.
• An approach is demonstrated for recognising and localising simulated actions 
in simplified scenarios using the distribution of local interest points, without the 
encoding of explicit appearance information beyond interest point detection. The 
Randomised Fern classifier is further generalised to action recognition, encoding 
interest point distributions by comparing mean interest point responses within 
global spatio-temporal blocks. This method captures the presence (and absence) 
of global events representative of the actions within a defined spatio-temporal 
region. This work provides the basis for further work using such representation, 
and is presented in Chapter 4.
• A Relative Motion Descriptor is introduced, which captures action and scene 
dynamics for the analysis of unconstrained videos. Again, the motion information 
conveyed by the distribution of interest points is used. The capture of action and 
scene dynamics is achieved by encoding the local spatio-temporal configuration 
of interest point response strengths, which are shown to describe the nature of 
motion. This encodes characteristic low level motion information, and produces 
a vectorised action descriptor. This work is presented in Chapter 5.
• Finally, a method is presented for the improvement of action classification in 
unconstrained settings, which assumes the presence of inherent modes in the ex­
amples, and aims to simplify the classification boundaries between actions. Auto­
matic Outlier Detection and Mode Finding methods are introduced to determine 
these modes, using a variant of the RANSAC algorithm with a novel adaptation 
based on an iterative reweighting scheme inspired by Boosting. Details of this 
work can be found in Chapter 6.
Chapter 2 presents an overview of the related work in Action Recognition, while Chap-
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ter 7 concludes the thesis.
Chapter 2
Literature Review
The task of human action recognition in video can be broken down into two components: 
The representation and description of actions using methods that seek to generalise over 
variations in action execution and scene setup; and the automatic assignment of labels 
to unseen action instances based on learnt descriptions. Actions are often defined using 
Clobal or Holistic representations, which involve the capturing of action information on 
the subject as a whole; and Local Feature representations, which characterise actions 
using a subset of local regions deemed to contain a high degree of information. Using 
this taxonomy, this chapter presents a survey of recent approaches to the representation 
and description of actions from a single view. In addition, an overview of classification 
approaches for action recognition are presented. Other surveys into action recognition 
approaches include [8, 9, 10, 11].
The representation of actions can be viewed as the principal task in action recogni­
tion, consisting of the extraction of shape and motion cues, and the characterisation 
of action sequences based on these cues. Representations range from global spatio- 
temporal volumes, action templates and optical flow representations, to local features, 
trajectories and temporal state-space models, to name a few. The task aims to obtain 
representations that generalise over intra-class variations, while being robust to inter­
class variations. This section splits the representation of actions broadly into global 
approaches and local approaches.
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2.1 G lobal A ction  R epresentations
Global approaches are human-centric top-down approaches, which make use of the 
region of interest of the action. These regions of interest can be obtained by foreground- 
background segmentation or tracking, localising the action subject. Global approaches 
encode the entire region of interest. A number of earlier approaches extract silhouettes 
of subjects [12, 13, 14, 15, 16, 17, 18, 19]. Wang and Suter [14] represent actions using 
average silhouettes and mean shapes obtained from contours over an image sequence. 
Bobick and Davis [13] obtain Motion Energy Images (MEI) and Motion History Images 
(MHI) from silhouettes, where MEIs are binary images indicating motion regions, and 
MHIs are temporally-weighted images encoding temporal information of the motion. 
Silhouette templates are compared using Hu moments. In [17], Weinland and Boyer 
match silhouette templates against edges using the Chamfer distance.
The accumulation of silhouettes along the temporal dimension of an image sequence 
results in space-time action shapes. These shapes contain both spatial and dynamic 
information of actions. Blank et al. [15] and Gorelick et al. [16] define actions as 
three-dimensional silhouette shapes. Saliency, dynamics, and structure and orientation 
features are obtained by exploiting relevant properties of the solution to the Poisson 
equation, generalising the method developed for the analysis of two-dimensional shapes 
in [20]. Grundmann et al. [21] sample silhouettes over time obtaining a 3D represen­
tation. Extending the shape context method of [22], 3D shape context is obtained by 
computing pairwise difference vectors, and motion-adaptive sampling of silhouettes is 
employed to assign greater weights to fast moving body parts. A similar approach ex­
tending shape context is the motion context of Zhang et a/. [23], where motion images 
are generated from the standard deviation of pixels within a set of consecutive frames. 
From these, interest points are detected, which are assigned to “motion words” . In a 
global grid-based approach, the polar coordinate system is used to capture angles and 
distances of motion words relative to a predefined reference point. Yilmaz and Shah 
[18] represent actions using characteristics of the spatio-temporal silhouette shapes, 
obtaining features such as peaks, pits, valleys and ridges. Batra et al. [19] also extract 
features called space-time shapelets by sampling the surface of space-time volumes.
2.1. Global Action Representations
While silhouettes are shown to provide adequate information for action representation, 
robust background subtraction is assumed. However background subtraction in the 
presence of clutter is not a solved problem. In addition, difficulties exist in modelling 
actions that include self-occlusions. In [24], Optical flow is used within the region of 
interest to solve the self-occlusion problem. Motion information can also be employed in 
cases where foreground-background segmentation cannot be performed. Ke et al. [25] 
combine the space-time shapes of accumulated silhouettes with optical flow, arguing 
that the shape and flow representation provide complementary information for cases 
where limitations exist for the individual representations. Efros et al. [26] introduced 
a “blurry channel” motion descriptor based on smoothed and aggregated optical flow 
components on tracked and stabilised subjects. Smoothing of the optical flow enables 
the identification of salient motion regions, while decomposing the flow into components 
enables the encoding of motion characteristics. Optical flow vectors therefore encode 
underlying induced motion fields in the actions, in a template matching approach. This 
representation is also used in [27].
The approach of Shechtman and Irani [28] also makes use of the underlying motion 
fields, measuring the degree of consistency between the implicit flow patterns in two 
video fragments. Video template correlation is utilised between spatio-temporal tem­
plates and novel video segments. A behaviour similarity measure for a segment is 
obtained by computing and aggregating local similarity measurements between corre­
sponding volumetric patches within the video fragment and the template. Robertson 
and Reid [29] extend the optical flow approach of Efros et al. to include the temporal 
context of optical flow in order to improve the matching of actions. In contrast to 
frame-to-frame matching, the concatenation of the motion descriptor over a number of 
consecutive frames results in less ambiguity in matches. A recent template-based ap­
proach is the Action Maximum Average Correlation Height (Action MACH) method of 
Rodriguez et al. [30], who introduce a method in which training examples are combined 
into a single composite template for each action class.
Ke et al. [31] generalise the real-time object detection method of Viola and Jones [32], 
applying volumetric features, which are box volumes reminiscent of the Haar-basis 
features used by [32] to a spatio-temporal volume of optical flow components. Integral
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images are extended to an efficient space-time representation called an integral video. 
Ke et al. build a real time event detector that uses dense optical flow measurements 
to recognise actions involving smooth motions. They make use of the direct forward 
feature selection method of Wu et al. [33] to select a small subset of features that are 
arranged in a cascade. Ali and Shah [34] proposed a set of kinematic features that 
extract different aspects of motion dynamics, namely divergence, vorticity, symmetry 
and gradient tensor features, present in the optical flow. Dominant kinernatic modes 
for action recognition are determined by applying PC A to the set of kinematic features.
Optical flow representations are robust against appearance variations. Furthermore, 
foreground-background segmentation is not needed, making them more suitable for 
certain action recognition tasks. However, camera motion and dynamic backgrounds 
can result in noisy optical flow measurements. Tracking and stabilisation of subjects can 
be employed to alleviate these problems [26]. In such cases, the optical flow approach 
would depend on the effectiveness of the tracking method employed.
In order to achieve robustness to slight variations in noise and viewpoint, and partial 
occlusion, image sequences can be split into grids, within which action descriptions are 
obtained, and matching is performed for each grid cell. The motion context approach of 
[23] makes use of angular and radial grids within the region of interest. The silhouette 
approach of Yamato et al. [12] makes use of a grid over binary images, and obtains image 
features, which are the ratio of the number of foreground and background pixels within 
the grids. Polana and Nelson [35] accumulate magnitudes of optical flow in regular 
spatial grids of non-overlapping cells in a tracking and action recognition framework. 
Optical flow magnitudes in each cell are averaged for a single frame, and these frame 
averages form the templates for each class. More recently, Ikizler et al. [36] recognise 
actions from still images by representing action pose using Circular Histograms of 
Oriented Rectangles obtained over a segmented image. Danafar and Gheissari [37] 
also use optical flow in a grid-based approach, while Tran et al. [38] employ grids of 
silhouettes and flow.
Another class of global action representation makes use of body models and trajectories 
of points corresponding to joints or body parts of the subject [39, 40, 41, 42, 43, 44, 45].
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Global trajectory-based approaches are motivated by the work of Johansson [6], which 
shows that humans can recognise actions solely from the motion of a few light displays 
attached to points on the body, in contrast to light displays exhibiting no motion. 
Human body part estimators are used to determine joint positions, and their motion 
over a sequence of action frames can be tracked.
Rao and Shah [43] present a representation which makes use of curvature patterns 
from trajectories, capturing dramatic changes, in a view-invariant template matching 
approach. Actions are represented as a set of trajectory peaks and intervals between 
them. Parameswaran and Chellappa [40] also tackle view-invariant action recognition 
based on point light displays, using multiple cameras. In [44], Yacoob and Black ap­
proximate the human body by a set of segments corresponding to body parts, and 
actions are defined as vectors of temporal measurements, which capture the motion 
of body parts. Campbell and Bobick [41] represent human actions as curves in phase 
space. Ali et al. [46] use normalised trajectories of body joints, where a trajectory 
represents a deterministic non-linear dynamical system, while Yilmaz and Shah [39] 
compare videos of actions using a set of XYZT joint trajectories, while modelling the 
effects of camera motion.
In contrast to these methods inspired by the point-light experiments of Johansson, 
the methods presented in this thesis do not require the detection or tracking of joint 
positions or body parts.
Global action approaches provide for effective representations of actions since much 
of the action information is available. However, approaches often rely heavily on the 
performance of previous preprocessing stages. For example, robustness in background 
segmentation, person or edge detection or tracking is needed in order to accurately 
determine regions of interest around the subject. In addition, they are generally not 
invariant to viewpoint variations, noise, and partial or self occlusions.
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2.2 Local A ction  R epresentations
Many of the recent action recognition methods represent actions using a collection of in­
teresting local regions. These interest point representations capture characteristic shape 
and motion information for local regions of an action sequence in a bottom-up approach. 
Local spatio-temporal representations are essentially used as rigid 3-dimensional objects 
representative of the actions. Therefore, action recognition can proceed by solving an 
object matching problem. Local interest points are directly extracted from video, and 
do not require prior action localisation or background segmentation. They offer relia­
bility under noise, camera jitter, appearance changes and partial occlusions, and do not 
require the explicit detection of the action subject. This section surveys approaches 
for detection of interest points, and descriptors for extracted spatio-temporal support 
regions of the interest points towards the recognition of actions.
,2.2.1 Interest Point Detectors
Interest points are local regions in an image or action sequence that are deemed to pos­
sess high information content, such as corners or edges. An example of a spatial interest 
point detector is the corner detector developed by Harris and Stephens [47], which has 
been used in many applications involving object matching and tracking. The method 
involves detecting locations in the image where pixel intensities have significant local 
variations, obtained by applying a corner/edge response function and selecting its max­
ima. Mikolajczyk and Schmid [48] developed an affine invariant interest point detector, 
which is an affine-adapted version of the Harris detector. An extended evaluation of 
spatial interest point detectors can be found in [49].
In contrast to spatial interest point detection based on models applied to images, Rosten 
et al. [50] take a machine learning approach, learning the rules of the FAST detector
[51]. Their approach creates a decision tree which learns the configuration of the interest 
point region in a recursive fashion, making use of entropy. A machine learning approach 
which is of particular interest to methods presented in this thesis is the work of Lepetit 
and Fua [52]. Their work extends the Randomised Trees classifier [53] and apply it to 
matching of interest points in images, where each point and its various synthesised views
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are assigned to a class. To increase the speed and memory efficiency of randomised 
trees at interest point matching, Ozuysal et al. [7] proposed the Randomised Fern 
classifier. For both Trees and Ferns classifiers, simple node tests are used to learn 
the spatial distribution of pixel intensities in the interest point neighbourhood. A 
similar approach is Local Binary Patterns (LBPs) introduced by Ojala et al. [54]. LBPs 
encode the neighbourhood region of an interest point by comparing each pixel with its 
8 neighbours and assigning a binary value depending on the sign of the comparison. A 
histogram of the 8-digit binary code can be accumulated over an image patch, resulting 
in a feature vector for classification.
A simple example of a spatio-temporal interest point detector is the method of Laptev 
and Lindeberg’s [55], who extend Harris 2D corners [47], to include corners in time. 
Hence, a spatio-temporal corner is essentially a spatial corner exhibiting non-constant 
motion. The automatic scale selection of [56] is also adapted to achieve scale invariance. 
Motion patterns such as direction change, splitting and merging of objects are detected. 
Similarly, Oikonomopoulos et al. [57] extend the entropy-based salient feature detection 
of Kadir and Brady [58]. In contrast to measuring saliency within a circular neighbour­
hood of pixels, spatio-temporal saliency is measured within a spherical neighbourhood 
of pixels in a video. The scale of salient points are determined by maximising entropy 
values. Willems et al. [59] define saliency by the determinant of the generalised 3D 
Hessian matrix, extending the blob detecting Hessian saliency measure of Beaudet [60]. 
Box-filter operations on integral videos are used to limit the computational complex­
ity of the method, and non-maximum suppression is used to select joint extrema over 
spatial and temporal scales.
Dollar et al. [61] argue that the direct generalisation of spatial interest point detectors 
to the spatio-temporal domain does not provide for an optimal representation and ne­
glects important information, resulting in very sparse interest points. Dollar applied 
a response function made up of separable linear filters, which involves convolving the 
video with a 2D Gaussian smoothing kernel along the spatial dimensions, and apply­
ing a pair of ID Gabor filters along the temporal dimension. Local maxima of this 
response function are chosen as interest points. This method results in much denser 
interest points compared to [55]. Action recognition methods that employ the interest
2^ 4 Chapter 2. Literature Review
point detector of Dollar include [62, 63, 64, 65, 66]. Another approach that makes use 
of Gabor filters is that of Ghomat and Growley [67], who combine a set of motion en­
ergy receptive fields with Gabor filters to capture motion orientations. Rapantzikos et 
al. [68] use saliency for interest point detection, incorporating colour and motion. Re­
gions are detected which are extrema of saliency response functions measuring spatial 
compactness, consistency across scales, and conspicuity, where conspicuity is a function 
of intensity, colour and motion.
Related to [61] is the work of Bregonzio et al. [69], who argue that Dollar’s detector 
is prone to false detections due to noise. An interest point detector is therefore intro­
duced which initially uses the difference between frames to determine the regions of 
interest for detection, followed by 2D Gabor filters applied within the regions of in­
terest. Similarly, Wong and Cipolla [66] discover regions of interest for sparse interest 
point detection, making use of global information. A subspace representation is cre­
ated, using Non-negative Matrix Factorisation and interest points are detected within 
the spaces using Difference of Gaussian detectors. Liu et al. [3] employ pruning of 
static and motion features, estimating meaningful features using the average number 
of features on neighbouring frames and PageRank [70].
In [71], Wang et al. densely sample action videos by extracting local spatio-temporal 
blocks at regular positions and scales in space and time. Using 8 spatial and 2 temporal 
scales of the spatio-temporal blocks. Dense Sampling is shown to outperform popular 
interest point detectors in realistic videos, but performs worse on simplistic datasets.
2.2.2 Spatio-Temporal Interest Point Descriptors
Local interest point descriptors seek to summarise the spatio-temporal support region 
around interest points in a manner that is invariant to slight variations in appearance, 
motion, illumination, etc. An early example is the method of Schuldt et al. [1], who 
use the interest point detector of [55] and compute Jet descriptors [72], which are scale- 
normalised spatial and temporal derivatives of the spatio-temporal neighbourhoods. In 
[73], a comparison of the Local Jet descriptor with Histograms of optical flow, and his­
tograms of spatio-temporal gradients is carried out, where the histograms are computed
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for cells in a grid of the local spatio-temporal neighbourhood of interest points.
Dollar [61] et al. investigate a number of descriptors. These include a normalised vector 
of pixel values, histogram of brightness gradients, and local optical flow. Variations to 
the above descriptors include the use of PC A for descriptor dimensionality reduction, 
and making use of dimensions with the most signiflcant eigenvalues [63, 73, 61].
Local grid-based approaches include Scovanner et aWs [74] generalisation of Lowe’s 
SIFT descriptor [75]. They create a 3D equivalent by obtaining gradient magnitudes 
and orientations within grids of spatio-temporal neighbourhood regions of randomly 
sampled pixel locations. Similarly, Klaser et al. [76] extend the HOG descriptor to 3D. 
The orientation of sampled gradients is quantised using regular polyhedrons, resulting 
in 4,6,8,12 and 20 quantised orientations. Also, Willems et al. [59] extend the 2D SURF 
descriptor [77] to spatio-temporal representations. Each cell in the grid is represented 
by a vector of sums of Haar-wavelets applied along the 3 axes. Grid-based approaches 
allow for the capture of local variations within grid cells. Other grid-based descriptor 
approaches include the HOG/HOF descriptors of Laptev et al. [78]. Coarse histograms 
of oriented gradients and histograms of optical flow are computed for each grid cell, 
normalised histograms are combined to give the descriptor. Wang et al. [71] show 
that a combination of gradient-based and optical flow-based descriptors gave the best 
recognition performance.
A popular approach to the representation of actions using interest points is the bag- 
of-features approach [1, 63, 61, 55, 76, 68, 65]. This approach extends the orderless 
bag-of-words method used in text document representation, by redeflning the notion 
of a word. Clustering is applied to feature vectors obtained from the interest point 
description phase to obtain codewords, which are centres of discovered clusters. Each 
feature vector is assigned to the its closest codeword, and the action can be represented 
by an orderless histogram of codewords.
2.2.3 Correlation-based representations
The local grid-based representations described above are often used to impose structural 
information within interest points. However, these interest point representations are
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often used in an orderless bag-of-features approach, ignoring location information, and 
hence the spatial and temporal relationships between interest points. Correlation- 
based approaches aim to capture these relationships, weakening assumptions of spatio- 
temporal independence between interest points.
Ryoo and Aggarwal [79] employ a set of pairwise predicates. A feature is defined by 
its location and its appearance label as given by k-means clustering. Temporal (equals, 
before, meets, overlaps, during, starts and finishes) and spatial (near, xnear, ynear) 
predicates are then used to describe the spatio-temporal distribution of the interest 
point, and are accumulated in a relationship histogram. Savarese et al. [65] also make 
use of the appearance labels of interest points, capturing their pairwise co-occurrences 
within a given proximity. An action is described by response histograms within various 
proximity sizes.
Kovashka and Grauman [80] construct a hierarchy of vocabularies from spatio-temporal 
neighbourhoods of interest points. At the base level, labels are given to interest points 
based on their appearance, while higher level representations iteratively encode dis­
criminative neighbourhood configurations of the points and neighbourhoods. Another 
hierarchical approach is that of Gilbert et al. [81], who build compound hierarchical 
features based on relationships of an over-complete set of 2D interest points obtained 
in all three dimensions of the video. Data mining is then employed to discover infor­
mative patterns for each action class. Matikainen et al. [82] augment their approach 
by building relative location probability maps of interest points.
Related to the work of Gilbert et al,  in the detection of large number of features per 
frame are the approaches of Uemura et al. [83] and Mikola jczyk and Demur a [84], who 
employ various complementary interest point detectors, extracting up to 3000 features 
per frame. Motion features are also obtained via optical flow based tracking. Motion 
compensation is used to separate subject motion from dominant camera motion. In [83], 
the relative location and orientation with respect to the subject are retrieved for each 
feature. These features are clustered and represented in vocabulary trees.
Using the bag-of-words paradigm, Scovanner et al. [74] construct a word co-occurrence 
matrix. Each row vector accumulates the frequency of co-occurrence of one word with
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all the others. This captures the contextual distribution of one word in terms of other 
words, and similar co-occurrence distributions are expected to be generated from similar 
actions. Patron-Perez and Reid [85] make use of an approximation to the full joint 
distribution of words, such that the observation of one codeword is dependent on at 
most, one other word.
Bregonzio et al. [86] represent actions as frame-based clouds of interest points, accu­
mulating points detected over a number of frames and temporal scales. Features are 
extracted relating to the subject and the interest point clouds. These include interest 
point density, shape and speed within a cloud, and the relative shape and location of 
clouds with respect to the subject. Appearance information is added by combining 
the representation with the appearance based Bag-of-words approach using Multiple 
Kernel Learning.
2.2.4 Local Trajectory-based representations
Local trajectory-based representations present actions as a collection of tracks of local 
image features. They differ from global trajectory-based methods by the lack of subject 
localisation, or the prior detection of body parts or joints. Furthermore, local trajec­
tory representations differ from other local approaches in their use of spatial interest 
points tracked in time, as opposed to spatio-temporal interest points. These approaches 
directly encode local patterns of motion.
Examples include the niethod of Messing et al. [87], who track features using the KLT 
tracker, and represent trajectories as sequences of quantised velocities of the features 
over time. Matikainen et al. [88] also make use of the KLT tracker. However, they 
represent actions as fixed-length trajectories in a bag-of-words approach. Sun et al. [89] 
represent actions using a hierarchy of three abstraction levels. These include, the 
computation of the SIFT descriptor and extraction of trajectories by pairwise SIFT 
matching over consecutive frames, the description of the dynamics of the trajectories in 
spatio-temporal domain using the Markov chain, and the description of spatio-temporal 
co-occurrences and distribution of trajectories.
Wang et al. [90] extract dense fixed-length trajectories from multiple spatial scales of a
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video, given the success of Dense Sampling in image classification and action recogni­
tion. They obtain a trajectory descriptor, which is a normalised displacement vector, 
describing the shape of the trajectory. This is coupled with HOG/HOF and Mo­
tion Boundary Histogram [91] descriptors computed within a spatio-temporal volume 
around the trajectory.
Representations exist which combine global and local approaches. An example is the 
work of Liu et al. [92], who combine a vocabulary of local spatio-temporal interest 
points with a quantised vocabulary of spin images. A spin image is obtained from the 
3D contours of the action subject, and both features are combined by optimising the 
closeness criteria between the feature types. A Feature-Action co-occurrence matrix is 
created, counting the frequency of features in each action video.
2.3 A ction  Learning and C lassification
Once a suitable representation is obtained for actions in video, action recognition pro­
ceeds by correlating unseen representations with label ones, or by learning statistical 
models from action representations, and assigning class labels to novel representations 
using these models. Models need to be learnt that identify action characteristics, while 
being robust to large variations in action execution.
The early action recognition approach of Blank et al. [15] uses the k-Nearest Neighbour 
(kNN) classifier. Nearest Neighbour classifiers utilise the distance between a novel 
image representation and the training representations. The unknown representation 
is assigned the most occurring label from the k nearest representations, as given by a 
distance measure. Blank et al. [15] and Batra et al. [19] use 1-NN with the Euclidean 
distance. Instead of the Euclidean distance, the works of Tran et al. [38] and Poppe and 
Poel [93] learn discriminative distance metrics. Nearest neighbour measurements for 
large datasets results in high computational costs. Therefore, other methods measure 
distances between unknown representations and an action prototype for each class. 
An example is the Action MACH approach of Rodriguez et al. [30]. The works of 
[94, 10, 17] compare representations with key poses of actions.
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Another classification approach used for action recognition is Boosting. In boosting, a 
set of weak classifiers are combined to create a strong classifier. AdaBoost [95] is used 
by [31, 27, 96], while LPBoost [97] is used by Nowozin et al. [64].
A popular classification approach is the Support Vector Machine (SVM) classifier. The 
linear SVM classifier was proposed by Vapnik et al. [98]. Based on training represen­
tations, SVMs construct a hyperplane or set of hyperplanes in feature space, v^hich 
maximise the margin between classes. Using the Kernel trick, non-linear classifiers can 
created by mapping data into a higher dimensional space, such that the linear SVM 
operating in this space will behave non-linearly in the original input space. SVM clas­
sifiers have been extensively used with local interest point approaches, usually in a 
bag-of-features approach. The SVM classifier is employed by [1, 61, 4, 78].
Instead of explicitly modelling the action representation, a number of methods correlate 
an unseen representation with labelled training representations. Zelnik-Manor and 
Irani [99] use the divergence to measure distance between two sequences as given 
by their empirical distributions. Shechtman and Irani [28] measure motion consistency 
between two spatio-temporal patches. They correlate small spatio-temporal templates 
against larger action sequences, building a behaviour correlation volume. Peaks within 
this volume are locations in the video where similar behaviours occur. In a similar 
approach, Matikainen et al. [100] correlate motion features and make use of a look-up 
table.
2.4 Sum m ary
Numerous approaches have been presented for the representation of actions for recogni­
tion, and the above show the amount of interest action recognition has received in the 
field of Computer Vision. Early approaches focused on the recognition of simple actions 
in simulated environments, while more recent approaches have tackled recognition in 
more natural environments. While good recognition results have been reported on ac­
tions in simple environments, the representation of natural actions remains a difficult 
problem, and is therefore the subject of ongoing research.
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Global representations were prevalent in early approaches, as they focused on captur­
ing human-centric variations of the action. Silhouettes, part-based approaches, global 
tracking and optical flow belong to this category. These representations rely on pre­
processing steps to localise the subject. However, these prior steps remain unsolved, 
especially in complex environments, making global representations susceptible to varia­
tions in appearance, partial occlusions, complex backgrounds, etc. As a result, datasets 
on which the approaches were evaluated required simple backgrounds, and exaggerated 
motions.
More recently, representations making using of features obtained from local regions of 
the video have become popular. Also, focus has shifted to the recognition of natural 
actions in unconstrained settings. These include actions obtained from movies and 
online video repositories. In such environments, human-centric approaches fail as a 
consequence of the limited constraints on capture conditions and the execution of ac­
tions, and the lack of reliable subject localisation. Local feature approaches summarise 
videos as a collection of interesting local regions based on motion and appearance. Un­
like the majority of global approaches, they do not require prior preprocessing, and 
offer reliability under a number of variations.
In general, action representation approaches aim to capture characteristic shape, ap­
pearance and/or motion information. For local representations appearance information 
is captured from the spatio-temporal support region around interesting points. These 
are often used in a bag-of-features approach, where the correlation of interest points 
are ignored. Correlation-based local approaches, however, weakening assumptions of 
independence between points, and attempt to capture their spatio-temporal relation­
ships. Another sub-category of local approaches encode trajectories, capturing patterns 
of motion of interest points across frames.
Local approaches have been shown to achieve impressive performance for actions in 
both simple and complex environments.
Chapter 3
Learning Interest Points for 
Action Description
Local spatio-temporal interest points have proven popular and successful in video anal­
ysis for action recognition. The use of interest points eliminates the need for computa­
tionally expensive preprocessing steps, such as background segmentation and tracking, 
while highlighting salient regions which are invariant to changes in viewpoint, partial 
occlusion, and appearance. Interest point regions are formulated to capture motion, 
changes in direction of motion (cornerness), or periodicity. Since actions can often be 
described by specific motion patterns exhibited by actors or objects, a collection of the 
patterns formed by local salient regions provides a compact representation for action 
in videos.
This chapter presents a generic method for the detection of interest point regions in 
video. The problem is formulated as a classification task, and is approached by learning 
a classifier that emulates the functionality of any given interest point detector in an 
accurate and computationally efficient manner. Interest point detection can, therefore, 
be achieved in constant time, independent of the complexity of the emulated detector. 
The approach utilises the naive Bayesian classifier called Randomised Ferns [7], extend­
ing it from its application in real-time spatial keypoint recognition to spatio-temporal 
interest point detection for video analysis. The Fern classifier was derived from the 
Randomised Tree classifier, with a Fern defined as a constrained Tree.
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A framework is presented, such that, given examples of interest points within a train­
ing video, similar interest points can be accurately detected at near frame rate in a 
novel sequence. The performance of this approach is evaluated on the most popu­
lar spatio-temporal interest point detectors used in action recognition literature. The 
contributions of this chapter include:
1. The formulation of interest point detection as a classification problem;
2. A generic approach to recognising spatio-temporal interest points in constant time 
via efficient learning and detection, irrespective of the complexity of the emulated 
detector; and
3. The generalisation of the Fern classifier to the spatio-temporal domain, allowing 
for its use in interest point detection for video analysis.
This chapter also investigates the performance of Ferns compared to the Randomised 
Tree classifier within the interest point recognition framework. Furthermore, investiga­
tions into the generality of the detector are carried out, across interest point detectors, 
actions and scales.
3.1 R andom ised  Trees
Randomised Trees are simple, yet effective classification structures introduced by Amit 
and Geman [53] and applied to handwriting recognition. The method was further devel­
oped by Breiman [101] and has been applied to real-time spatial keypoint recognition
[52], object recognition [102, 103, 104], and for object class segmentation [105]. All 
non-leaf nodes of a randomised tree contain a test that splits the space of the data to 
be classified. Lepetit and Fua’s tests compared single pixel intensities within image 
patches, while Bosch et al. [102] employed a linear classifier. The test positions can 
be chosen randomly or by a greedy algorithm that gives the best separation based on 
information gain [102].
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Figure 3.1; A Randomised Tree using pixel intensity comparisons at random points in the image 
patch. After training, each leaf node contains class probabilities of a new patch arriving at that node.
Randomised trees are built in a top-down manner with training examples passed down 
the tree through nodes, based on results of the node tests. Figure 3.1 shows a ran­
domised tree that uses a comparison of pixel intensities as the test on an image patch 
p. In the figure, if the intensity at point j i  of the image patch is greater than that of 
point j 2 , then the patch is passed down the tree via the right child node; otherwise, it 
traverses the left child node. The process terminates when the node receives too few 
examples or it reaches a given depth. After training, the leaf nodes contain estimates 
of the posterior distributions over all classes that a sample patch reaches that leaf. For 
a leaf I, belonging to tree A, the posterior probabilities,
Px,li^' = c) (3.1)
is stored for each class c, where cf is the class label for the patch p.
It is difficult to build one tree that performs well for a large number of classes, training 
examples and tests, so multiple trees are grown. These are termed Forests. Typically, 
each tree is trained with a random subset of the training examples to obtain weak 
dependency between the trees.
During classification, a test sample is passed down each of the trees to a leaf node. For
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the case of a single tree, the test patch is given the class label that has the highest 
conditional probability at the leaf-no de. For A trees, the class label, Cp assigned to the 
sample is found by averaging the posterior distributions at the node of each tree where 
the sample terminates, obtained by:
1Cp -  arg max — P\,i {o' -  c). (3.2)
3.2 R andom ised  Ferns
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Figure 3.2: A set of Ferns. The binary digits are results of the comparison between pixels at points ji 
and j 2 . During training, an image patch belonging to a particular class is run through all nodes in all 
Ferns and each Fern updates its distribution for that class based on the results. During classification, 
the results are used to select bins in the class histograms.
Ferns [7] are non-hierarchical classifier structures derived from Randomised Trees. Ferns 
are also made up of a set of ordered tests, and return probabilities of a test sample 
belonging to each of the classes learnt during training. In addition to the difference in
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structure, Ferns also differ from Trees in the outcome of the node tests. The structure 
of Ferns is shown in Figure 3.2. This figure shows a set of Ferns applied to a sample 
patch p, with node tests which are comparisons of pixel intensities at randomly selected 
coordinates. In this case, the node result f j  is assigned a value of 1 if the intensity at 
point j i  is greater than that of point j 2 , and 0 otherwise, given that j  — { 1 . . . S }  and S  
is the number of node tests in a Fern. The node results { /i, / 2 , • • •, /s} , returned from 
the ordered tests are concatenated and a decimal representation is obtained. Hence, a 
Fern with S  nodes will return a decimal value between 0 and (2“^ — 1). For multiple 
samples that belong to the same class, the output of a Fern for that class can be 
accumulated in a histogram. In training, each fern estimates the conditional probability,
P { f i , f2 ,^ - - , f s W  = c). (3.3)
Additional Ferns are created by generating new nodes and obtaining distributions for 
all classes. For M  Ferns, the class label, Cp assigned to a test sample is given by,
M
Cp = arg max J J  P{c' = c | , / ( m ,S ) ) -  (3.4)
 ^ m = l
During classification, the same set of ordered tests are performed on a test sample and a 
binary code is obtained. When converted to decimal, the result selects a bin in the class 
distribution. The normalised bin gives the likelihood of that patch belonging to each 
of the classes. Tlie class with the maximum likelihood is chosen as the most probable 
class. For multiple Ferns, the class with the maximum product of class likelihoods 
across all Ferns is selected, assuming independence between the Ferns. Performance- 
memory trade-offs can be made by varying the number of Ferns and nodes within each 
Fern, allowing for a flexible implementation.
While Local Binary Patterns (LBPs) [54] also encode interest point neighbourhoods 
using histogrammed binary values, the representation is different from the node tests 
performed here in the following ways: The comparisons for LBPs are performed at 
regular positions, while Fern node tests are randomly positioned; The number of com­
parisons for each point is fixed for LBPs, while the number of nodes, and hence the 
histogram size can be varied; For a particular patch, using randomly positioned tests
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allows for the encoding of multiple comparison configurations, while the grouping of 
the node tests also captures various co-occurrences of results.
3.3 Spatio-tem poral Interest Point D etection
The detection of spatio-temporal interest points in video is formulated as a binary 
classification problem. Hence, given a local spatio-temporal volume within a video, the 
task becomes one of determining the likelihood of that volume being an interest point. 
This is achieved by the generalisation of the Randomised Ferns classifier, applied in 
the spatial domain in keypoint matching [7] and object recognition [102], to the spatio- 
temporal domain.
N o d e  1 i
N o d e  2 a
N o d e s
Figure 3.3: Example of nodes in the spatio-temporal domain. The cuboid is flattened with respect 
to time to show subpatches (black and white patches within the cuboid frame) at different temporal 
offsets.
The Fern classifier is extended and applied to local spatio-temporal neighbourhoods 
in video, building upon the method described in Section 3.2. The structure of the 
Fern is retained, but the node tests are redefined. In the spatio-temporal case, a node 
test is defined as a comparison between sums of pixel intensities within two regions 
in a spatio-temporal volume. These subregions are located at random points within 
the volume. They may have multiple dimensions, and randomisation could also be 
introduced with respect to their sizes, i.e., they may have randomly- or non-randomly 
determined sizes.
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Mathematically, for a subregion given by a spatio-temporal offset x, y, t, and extents 
XsiUsi^s within the volume, a node is defined as the comparison:
r _  f 1 <Ç{X2,y2M,Xs2,yS2^'ts2)\
 ^ I  0 otherwise.
where ç is the sum of pixels within the subpatch, given by,
2 x+xs y+Vs t+ ts
ç(x,y,t,xs,ys,ts) = ——-  ^  V  (3.6)
 ^ x'= x y '= y  t'= t
Figure 3.3 shows a flattened spatio-temporal volume with random-sized subregions po­
sitioned on random frames within the volume. For simplicity, subregions with temporal 
extent, tg = 1 are shown. The sizes of the subregions Xg x  yg x tg, whether determined 
randomly or non-randomly, are a function of the encapsulating spatio-temporal volume. 
This is done to achieve invariance when detecting interest points at various scales. The 
sums of pixel intensities, ç within subregions are normalised by the number of pixels in 
that subregion, Xg x yg x  tg.
Since the objective of this work is to detect the presence (and absence) of an interest 
point in a given local spatio-temporal region, the possible outcomes of the classification 
task are Feature and Background. Hence, for each spatio-temporal region classified, the 
confidence of the classification is measured by the Feature-to-Background likelihood 
ratio.
The method continues as in Section 3.2. After training, likelihood ratio distributions, 
obtained by ^  are stored for each fern, where d{ and d^ are normalised class distribu­
tions for the feature and background classes respectively. In order to efficiently calcu­
late the difference between the sums of subregions, an integral volume representation 
[32, 31, 106] of the local spatio-temporal neighbourhood is used.
3.3.1 Ternary Node Tests
The sums of pixel intensities within any two subregions of the same class will vary 
randomly. For example, while two examples of regions belonging to the Background 
class may appear similar, the difference between the actual subregion sums will vary
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in an undefined manner. In order to limit the randomness of the results of the node 
tests across examples of the same class, ternary node tests were introduced. Zehnder 
et al. [107] also use Ternary nodes in decision trees for the detection of object classes. 
However, they are used to split 2D patterns into subsets representing easily distinguish­
able examples of foreground and background, and a third subset of difficult examples, 
which are further analysed in subsequent nodes. In contrast, these Ternary representa­
tions of the tests are utilised to account for noise in the sums of pixel intensities within 
subregions.
The node test is modified such that the test result f j  is given by
0 if Ç1 -  Ç2 > =
1 i f ç 2 ~ Ç i > = ^ ;  (3-7) 
 ^ 2 if |ç2 -  Çi| <
where % =  ^{xi,yuti,Xsi,ysi,tsi) and Q =  [0,^] is the range chosen to allow for noise 
between sums of subregions. Therefore, differences beyond the threshold, ^  are deemed 
to result from actual differences in the sums of pixel intensities, while values below the 
threshold are attributed to noise.
3.4 O ptim isation  o f Ferns
Due to the randomness of the node tests, it is possible for a number of Ferns to be 
created that do not add adequate discriminatory information to the ensemble classifier. 
While they may not degrade the overall performance, these Ferns constitute redundancy 
and result in an overall classifier that is inefficient in terms of computational complexity 
and memory used. It is also possible for Ferns to be generated that do degrade the 
overall classification performance. It is necessary to identify these Ferns. Such under­
performing Ferns can be discarded and replaced with more discriminative ones, or the 
ensemble of ferns can be structured such that a low cumulative likelihood in the early 
stages of classification can be rejected without applying the entire classifier. To this 
end, an optimisation phase can be added to the training phase to rank Ferns based on 
their discriminative ability.
3.4. Optimisation o f Ferns 29
In [102] and [52], a greedy algorithm for optimising Randomised Trees is employed, 
which chooses node tests based on information gain, using entropy. The optimisation 
employed here is based on the distance between resulting class distributions. Using 
the Fern interest point detector, the confidence of the detection at any local region is 
determined by the Feature-to-Background likelihood ratio. Therefore, given an interest 
point region, it is expected that, for the selected bin n in a discriminative Fern with 
normalised Feature and Background class distributions and d^, respectively, the ratio 
Z$> 1, whereas 1 is expected for background regions. For an indiscrimi-
nating Fern, % 1 is expected. In order to exploit this property of the Feature and 
Background distributions of discriminative Ferns, the Jensen-Shannon divergence [108] 
is employed.
The Jensen-Shannon divergence, T>js{di\\db) for the distributions di and di with N  
partitions is given by,
Djs{di\\db) = ^Vk{di\\dm)+ ^Vk{db\\dm), (3.8)
where
— 2  {di{n^ db(M)), n  — {1 .. A^}, (3.9)
and 'Dk{di\\d2 ) is the Kullback-Leibler divergence [109], given by.
N
®fc(<ii||rf2) = X^di(n);offjiM. (3,10)
n = l
The term l o g ^ ^  in the Kullback-Leibler divergence penalises distributions tha t have 
similar values in the same bin, n, and rewards bins with more disparity between the 
classes.
The Jensen-Shannon divergence is bounded by 1.0 (0 < 'Djs{di\\d 2 ) < 1.0) [110]. 
It is therefore used as an estimate of the discriminative power of the Ferns, where 
Djs(di\\d 2 ) =  1.0 indicates maximum distance between Feature and Background dis­
tributions, and hence, maximum discriminative ability of a Fern.
The optimisation proceeds by ranking Ferns in decreasing order of their Jensen-Shannon 
Divergence. Classification is performed using the most discriminative Ferns based on 
this ranking, resulting in a brute force optimisation approach.
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3.5 E m ulated  Feature P oint D etectors
The performance of the spatio-temporal Fern classifier is assessed using the two popular 
interest point detectors from the action recognition literature.
3.5.1 3D Harris Corners
The first is an extension of the Harris corner detector [47] to the spatio-temporal domain 
by Laptev and Lindeberg [55]. The method requires that image values have significant 
variations in the spatial and temporal dimensions. A windowed 3 x 3  second moment 
matrix, p  is computed, which is composed of first order spatial and temporal derivatives, 
averaged with a Gaussian weighting function.
(3.11)
Where g{x ,y ,t  : cr, r)  is the spatio-temporal separable Gaussian kernel, and the first 
order derivatives are defined as,
L x  — 9 x { g  * I ) :
~  (^  * 7),
Lt = dt{g*I).
Interest points are then detected by searching for regions that have significant eigen­
values of the matrix p. Interest points are detected where the variation in the local 
spatio-temporal neighbourhood is significant in both the spatial and temporal domains. 
In the evaluation, this method is labelled Laptev.
3.5.2 Separable Linear Filters
The second method, proposed by Dollar et al. [61], applies separable linear filters to 
the video sequence. A response function of the form
3Î =  ( /  * S' * hevŸ +  (7 * S' * hod)^ (3.12)
L x L y Lxh\
H = g* L x L y T ^L/y L y L j t
\ L x L t L y L f LtC
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is obtained, where g{x,y : a) is the 2D Gaussian kernel applied along the spatial 
dimensions of the video, and hev and hod are a pair of 1-dimensional Gabor filters 
applied in the temporal dimension. The detector responds best to complex motions 
made by regions that are distinguishable spatially, including spatio-temporal corners 
as defined by [55]. Local maxima of the response function % are selected as interest 
points.
For both methods, the local spatio-temporal support region around interest points are 
extracted and are set to contain the pixels that contributed to the detection of that 
interest point. The scale at which an event is observed determines the type of event 
that is detected. For comparison, interest points to be emulated are detected at one 
spatio-temporal scale only, and the spatio-temporal Fern classifier is learnt at tha t scale. 
The detection of interest points at additional scales with the Fern detector is achieved 
in the testing phase by varying the size of the scanning volume. Since the sizes of the 
subregions are a function of the encapsulating scanning volume size, it is expected that 
changes in scale can be appropriately accommodated.
3.6 E xperim ental Setup
3.6.1 Training
Given example interest points obtained from the detectors being emulated (Section 3.5), 
training involves learning the Fern classifier on the extracted spatio-temporal support 
regions around the detected interest points. Once positive interest point regions are 
extracted, additional positive examples are artificially generated by randomly offsetting 
the support regions by small amounts in all directions, making the classifier robust to 
slight spatial and temporal variations. The maximum offset was set to allow for at least 
60% overlap between the artificially generated interest points and the actual interest 
points from which they are derived. A class of negative examples (Background) are 
then created by extracting local spatio-temporal volumes at randomly selected areas 
that do not overlap with detected interest points. The number of extracted background 
regions are set to equal the number of interest point examples to achieve balance in the
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training sample set.
3.6.2 D etection
In order to detect interest points in a test video sequence, a spatio-temporal scanning 
volume is swept across the entire video. The learnt Fern interest point detector is then 
applied to each scanning volume instance, performing the same sets of ordered node 
tests as performed on training examples and determining the Feature-to-Background 
likelihood over multiple Ferns. Since the multiplication of fractions taken from prob­
ability distributions results in values that tend towards zero, negative log likelihoods 
are used in combining multiple Ferns.
Receiver Operating Characteristic (ROC) Curves are used to determine the perfor­
mance of the detector, varying thresholds of the detection confidence. Given True 
Positives Pt, True Negatives Nt, False Positives Pf and False Negatives iV/, the True 
Positive Rate, T P R  and False Positive Rate, F P R  are given by,
(3,13)
and
respectively. The Area Under ROG Curve (AUROG) is adopted as a measure of ac­
curacy. The Fern detector is expected to trigger multiple detections around a True 
Positive, and detections may not occur at the exact points selected by the emulated 
detectors. This is natural as noise was added during training. To this end, a minimum 
percentage is chosen, by which a windowed volume classified as an interest point must 
overlap a positive interest point for a True Positive label to be assigned. Figure 3.4 
shows ROC Curves for various percentages of overlap. As expected, requiring greater 
overlaps results in poorer performance, while the best performance is observed with 
the least overlap percentage. An overlap of 50% between actual and predicted regions 
is common in literature. This evaluation uses this overlap.
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Figure 3.4: ROC Curves for various percentages of overlap between predicted and actual interest 
point regions.
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Figure 3.5: Examples of all action classes and scenarios of the KTH human action dataset.
3.6.3 Dataset
The classifier is trained and tested on the KTH human action data set [1], which con­
tains sequences of 25 subjects performing six actions in four different scenarios. These
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actions are Boxing, Hand Clapping, Hand Waving, Jogging, Running and Walking. 
The videos are taken over static homogeneous backgrounds and are split into four dif­
ferent scenarios that include no variation, scale variations, different clothes and lighting 
changes. Of the 25, 8 persons are used for training, 9 for validation and the remaining 
9 for testing, as outlined by Schuldt et al. [1]. For the static actions of the dataset: 
Boxing, Handclapping and Handwaving, scale variation is achieved by using the zoom 
function of the camera during capture. However, for the dynamic actions of Jogging, 
Running and Walking, variation in scale is achieved by the subject moving diagonally 
across the field of view towards or away from the camera. Examples are shown in 
Figure 3.5.
For this evaluation, the dataset is split into training, validation and test subsets, as 
partitioned in [1]. Therefore, interest point training, parameter testing, and the eval­
uation of the approach are carried out on separate examples. The performance of the 
Fern classifier is measured by its ability to replicate the detection performance of the 
interest point detectors on the unseen test partition.
3.7 P aram eter Selection
The scales of detection of Dollar and Laptev interest points were chosen such that 
interest points with support regions of size 13 x 13 x 13 pixels were detected. This 
support region size was chosen as it captures an adequate number of local interest 
points for all the actions in the KTH dataset.
During the detection phase, a scanning volume of size 13 x 13 x 13 is used, matching the 
scale of the support regions used in training. This scale was chosen for comparison with 
interest points extracted for evaluation. However, as stated earlier, interest points can 
be detected at other scales by varying the size of the scanning volume. For parameter 
selection, the Validation subset of the KTH dataset is used.
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3.7.1 Subregion types
The dimension of subregions compared in each of the node tests influences the speed 
of detection. Using the integral volume representation, for subregions with spatial and 
temporal extents Xs,ys > 1 and tg > 1, i.e. 3D subregions, each node comparison will 
require 16 array dereferences (8 for each subregion). For spatial extents Xs,ys > 1 and 
temporal extent tg = 1 (2D subregions located on random frames of the volume), 8 
array dereferences are needed, whereas single pixel comparisons require 2.
Tests are conducted to determine the performance of the Fern detector using these 
different types of subregions. Four subregion types are compared, namely,
• random-sized and randomly-positioned 3D subregions,
• random-sized and randomly-positioned 2D subregions,
• randomly-positioned single pixels, and
• maximum-sized 2D subregions. Here, the spatial extents of the subregions are 
the size of the spatio-temporal support region, but the subregions are randomly-
positioned in the temporal dimension, i.e. spatial extents Xg = X,yg = Y  and
temporal extent tg = 1, where X V  is the spatial area of the support region. This 
reduces the randomness in the node tests, as only the temporal positioning of the 
subregion is varied.
In order to measure detection accuracy with respect to subregion types in the absence 
of the randomness of the tests, once determined, the positions of the subregions are 
kept constant, while the spatial and temporal extents were modified accordingly. For 
this comparison, binary node tests were used.
Figure 3.6 shows average ROC curves obtained using the four subregion types within 
a spatio-temporal Fern detector with number of Ferns, M  =  10 and number of nodes, 
5  =  3. It can be seen that the best performance was obtained using random-sized, 
randomly-positioned 3D subregions, with Area Under ROC Curve {AUROC) of 0.67.
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(b) Performance using random-sized and randomly-positioned 2D subregions. 
Average AUROC: 0.42.
This is expected, as more spatio-temporal information of the interest points are cap­
tured with 3D-subregion node tests than their 2D-subregion and single pixel counter­
parts. In comparison, using randomly-positioned single pixels for node tests performs
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(c) Performance using randomly-positioned single pixel comparisons. Average 
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(d) Performance using fixed-sized 2D subregions, with random temporal posi­
tions. Average AUROC: 0.61.
F igure 3.6: ROC Curves indicating performance for various subregion types.
similarly to chance^ with AUROC = 0.52. Interestingly, node tests of random-sized 
and -positioned 2D interest points achieved the worst performance {AUROC  =  0.42).
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The ROC Curve shows that, as the threshold is modified, more erroneous positive pre­
dictions are made than accurate ones, resulting in AUROC < 0.5. Maximum-sized 2D 
subregions performed closer to the best performance at AUROC = 0.61.
3.7.2 Optimisation
It is expected that the accuracy of the classifier would increase with the number of 
Ferns and node tests. Given that Ozuysal et al. [7] perform --10^ node tests, it is 
not surprising that single pixel comparisons perform similarly to random selection. 
However, in order to efficiently detect interest points, this work aims to minimise the 
number of node tests performed, while maintaining high detection accuracy.
Optimisation of the interest point detector is achieved by ranking Ferns based on an 
estimate of their discriminative ability. Hence, during the test phase, Ferns can be 
selectively applied, reducing computational time. The confidence attached to each 
Fern is obtained by the Jensen-Shannon divergence, V j s  between its posterior distri­
butions for the Feature and Background classes (Section 3.4). In order to determine 
the suitability of this distance as a measure of discriminative power, and hence its use 
in optimisation, training and validation is carried out with Ferns grouped by the value 
of their confidences, V js-  It is expected that groups of Ferns for which V j s  is higher 
will better separate between the two classes. For this demonstration, the maximum­
sized 2D subregions are compared in the node tests, and the ranges { V js  < 0.001}, 
{0.001 < V j s  < 0.0025}, {0.0025 < V j s  < 0.005}, {0.005 < V j s  < 0.01}, {0.01 < 
V j s  < 0.02}, {0.02 < V j s  < 0.05} and {V js  > 0.05} are arbitrarily chosen. These 
groupings are created to define upper and lower bounds in order to monitor the clas­
sification accuracies resulting from various values of V js-  Again, Fern classifiers are 
generated with number of Ferns, M  =  10 and number of nodes, 5  =  3. Figure 3.7 de­
picts the variation of the average area under the ROC Curves, AUROC  with the ranges 
of Jensen-Shannon Divergence V js-  As expected, it is observed that Ferns required 
to have values of V j s  > 0.05 outperform those in other ranges, and there is a posi­
tive correlation between the value of V j s  and recognition performance. This indicates 
the performance gains that can be obtained when the posterior distributions between
3.7. Parameter Selection 39
0.62
0.6
0.58
■D 0.56
§ 0.54
0.52
0.001 -0.0025 0.0025-0.005 0.005-0.01 0.01 -0.02 0.02-0.05 >0.05
Jensen-Shannon Divergence Ranges 
Figure 3.7; Variation of performance with Jensen-Shannon divergence threshold.
Feature and Background classes are considered. Based on these findings, results are 
presented with Ferns ranked in decreasing order of the distance of their distributions, 
V j s - Only Ferns for which this distance is greatest are selected.
3.7.3 Grouping of Node Tests
The number of node tests in each Fern, S  and the number of Ferns, M  are parame­
ters that can be varied to achieve a trade-off between time and memory efficiency, and 
performance. Generally, performance is expected to increase with the total number 
of node tests, (5 x /) .  However, the grouping of these tests determine the degree of 
dependency in the classifier. Increasing the value of S  increases the dependency, as 
additional values { /i, / 2 , • • •, f s }  will be used in the construction of the Fern classifier. 
The dependency between tests is equivalent to a logical AND operator, where a par­
ticular succession of test results determine the output for that Fern. However, making 
use of increasing values of S  would require increasingly specific test results. This also 
produces sparser distributions, since the size of the class distributions, N  increases ex­
ponentially with S {N = 2^ and N  =  3"^ , for binary and ternary tests respectively). 
Given a number of training examples, overly sparse distributions result in suboptimal 
performance, and a reduction in memory efficiency. Conversely, distributions that are
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Figure 3.8: Variation of performance, measured with Average Area Under ROC Curve, with depen­
dence of node tests.
too dense provide minimal discriminatory information between classes. Therefore, it is 
desirable to determine the optimal grouping of node tests.
In order to investigate the effect of dependency on performance, results were obtained 
using various groupings of the same binary node tests. 30 overall node tests were 
used, and the tests are split into groups of 6, 5, 3, 2 and 1 nodes, thereby increasing 
independence with each grouping, and resulting in number of groupings of 5, 6, 10, 15 
and 30 Ferns respectively.
Figure 3.8 shows how the performance of the interest point detector varies with the 
size of groups. It can be seen that performance steadily increases with independence 
until number of nodes S  — 2 and number of Ferns M  — 15, where AUROC  =  0.69, 
then reduces to AUROC  =  0.49 for 5  =  1. This indicates that, for the task of dis­
criminating between spatio-temporal interest point and background regions, increasing 
independence between node tests results in better classification performance. However, 
complete independence destroys the classifier.
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3.7.4 Ternary vs Binary Node Tests
Ternary node tests were introduced to minimise the effect of noise in the comparison 
of sums of pixel intensities within subregions. It is assumed that binary tests are less 
reliable, as they do not take into account the variability of pixel intensities within 
classes. Hence, the comparison of the intensities between any two regions produces 
largely random results. This evaluation investigates the benefits of using ternary node 
tests, with a noise threshold value, 4^ , instead of binary tests.
Distribution of Difference of Sums for Interest Point and Background regions
I n te r e s t  Points  
Background______
u 5000
D i f f e r e n c e  between Sums o f  Subregions
Figure 3.9: Distribution of Absolute Difference of Sums for Feature (Blue) and Background (Red) 
regions
The threshold value ^  must be chosen such that the term, |ç2 — Çi| < 4^  in equation 3.7 
accounts for variability within class examples. Hence, the absolute difference of sums 
taken from identical subregions with two regions of the same class must be below the 
noise threshold, while a larger difference is expected between classes. is therefore 
determined by taking a survey of the absolute difference between sums of randomly 
selected subregions for examples of both Feature and Background classes. The sums 
are normalised by the number of pixels in the subregion. Figure 3.9 shows overlapping 
histograms of these differences between sums using maximum-sized 2D subregions. In 
this case, peaks of both histograms are observed at ~  0. However, the peak of the 
distribution for Background regions is much larger (~  3.5 x 10^) than tha t of Feature
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regions (~  5000), while the variance is much smaller. ^  is chosen as the value where 
the frequency obtained for Background falls to less than half the frequency obtained 
for Feature. At this value, the differences of sums are less likely to have resulted from 
noisy regions in the training interest points.
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Figure 3.10: Average ROC Curves of detection results using Binary and Ternary Node Tests
In this evaluation, 10 Ferns, each with 3 nodes are used. For direct comparison, the same 
subregions are compared in each node for both types of tests. Using the distribution in 
Figure 3.9, a noise threshold value 4^  =  2 is chosen for ternary node tests. Figure 3.10 
shows detection results obtained with binary and ternary node tests using the same 
subregions. Ternary tests result in average Area Under Curve value of 0.97 compared 
to 0.62 obtained for Binary tests. This indicates an exceptional improvement over 
binary tests. These results also show that numbers of node tests in the order of 100000 
are not required for improved performance. Hence, given a small number of tests, the 
discriminative power of the classifier can be improved by partitioning of the data space 
to account for noise.
3.8. Performance 43
3 .7 .5  N u m b e r  o f  F e rn s
Recognition accuracy is expected to increase with the number of Ferns, as more infor­
mation about the interest point support region is gathered. It is also expected that 
there will be a limit to the performance, beyond which the accuracy either plateaus be­
cause there is no further information gained, or begins to decrease as a result of adding 
significant non-discriminatory information. Also, the addition of more Ferns which do 
not provide a significant boost to accuracy creates a time- and memory-inefficient clas­
sifier. In order to estimate an optimal value for the number of Ferns, M ,  an evaluation 
is carried out, of the variation of average accuracy with number of Ferns.
This evaluation is performed using Ternary node tests, as they have been shown to 
significantly outperform Binary tests. Also, Ferns are arranged in decreasing order of 
their estimated discriminative ability, as given by the Jensen-Shannon Divergence, V j s  
(Section 3.4), hence for each number of Ferns, the “best” sets of Ferns are used. Results 
are shown in figure 3.11.
It can be seen that the performance of the classifier increases with the number of Ferns, 
with the greatest increase observed between M  =  1 and M  =  15. From M  = 20, the 
average accuracy continues to increase asymptotically to AUROC = 0.97 till M  = 300.
3.8 Perform ance
In this section, results of the evaluation of the Fern detector are presented. Number of 
Ferns, M  =  20 and number of node tests in each Fern, S  = 2 are chosen. Maximum­
sized 2D subregions with random temporal positions are used, as they are shown to 
provide comparable detection accuracy to 3D subregions, while significantly increasing 
the detection efficiency. Ternary tests are employed at each node.
Figure 3.12 shows how well learnt features are detected in novel video sequences of 
Boxing, Clapping, Waving, Jogging, Running and Walking actions, having trained with 
the Dollar interest point detector. For all actions and interest point detectors, each
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F igure 3.11: Variation of performance, measured with Average Area Under ROC Curve, with Number 
of Ferns.
curve indicates the different scenarios of the KTH human action dataset [1], where 51 
is static with a homogeneous background, 52 includes scale variations, 53 is performed 
with different clothing to represent appearance variations, and 54 is performed indoors 
with limited illumination.
It is observed that the Fern detector achieves remarkable performance in detecting the 
learnt features. On average, the learnt detector recognises ~  90% of Dollar interest 
points, with an error rate of 10% for all scenarios except 54 (Limited Illumination). 
Recall that, for ternary node tests, a noise threshold value, ^  is defined such that 
Q =  { 0 . . . ^ }  (Section 3.3.1). As a result of the reduction in illumination and the 
consequent decrease in pixel intensities, the distribution of pixel intensities for Feature 
and Background class examples are different. Therefore, an alternative optimal noise 
threshold value is required for this scenario to obtain comparable recognition results to 
other scenarios.
The performance of the Fern interest point detector is also evaluated having trained 
with 3D Harris corners (Laptev). The parameters of the Fern classifier is kept the 
same across both experiments to allow for direct comparison. Figure 3.13 shows results 
of these tests. It can be seen that the performance is comparatively worse. This is
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(a) Average ROC Curves for Boxing action, trained with Dollar interest points.
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(b) Average ROC Curves for Handclapping action, trained with Dollar interest 
points.
attributed to the sparseness, and in some cases, inconsistency of detections using Harris 
3D corners. Hence, for a number of instances of the same local spatio-temporal motion
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(c) Average ROC Curves for Handwaving action, trained with Dollar interest points. 
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(d) Average ROC Curves for Jogging action, trained with Dollar interest points.
of an action, Laptev interest point detections are not always present. This indicates 
sensitivity of the detector to slight perturbations in the motion, and results in higher 
False Positive detection rates when emulated. Table 3.1 compares the average number
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(e) Average ROC Curves for Running action, trained with Dollar interest points.
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(f) Average ROC Curves for Walking action, trained with D ollar interest points.
F igure 3.12: Average ROC Curves for KTH actions in the four scenarios, trained with D ollar interest 
points.
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(a) Average ROC Curves for Boxing action, trained with Laptev interest points. 
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(b) Average ROC Curves for Boxing action, trained with Laptev interest points.
of features detected per video for each action using both interest point detectors. The 
relatively low number of interest points for Laptev also indicate much less training 
examples, compared to Dollar. The table also includes average number of predicted
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(c) Average ROC Curves for Boxing action, trained with Laptev interest points.
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81 (AUROC=0.918) 
■ 82 (AUROC=0.948)
83 (AUROC=0.875)
84 (AURQC=0.722)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
False positive rate (1-Specificity)
(d) Average ROC Curves for Boxing action, trained with Laptev interest points.
detections for all classes using the Fern detector trained with both Dollar and Laptev 
detections.
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(e) Average ROC Curves for Boxing action, trained with Laptev interest points. 
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(f) Average ROC Curves for Boxing action, trained with Laptev interest points.
F igure  3.13: Average ROC Curves for KTH actions in the four scenarios, trained with Laptev interest 
points.
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Action Dollar
Fern
(Dollar) Laptev
Fern
(Laptev)
Boxing 911.6 891.2 181.2 324.5
Handclapping 640.7 679.6 161.2 274.2
Handwaving 1097.7 1204.1 219 391.6
Jogging 967.3 1121.7 55.2 584.7
Running 688.1 895.4 64.7 441
Walking 1219.7 1267.9 59.9 608.8
Table 3.1: Average number of features detected for each action using D ollar and Laptev interest point 
detectors, along with the average predicted detections using Fern Interest Point detection method.
3.8.1 Generality of Detection: Across Actions
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Figure 3.14: Test of generalisation across actions. Average ROC Curves for Walking action, trained 
with interest points detected from a Boxing action.
The generality of the detector across actions is assessed by investigating its ability to 
detect from one action, interest points learnt from another action. This test is based on 
the assumption that original interest points on which the detector is trained occur in 
both actions. The Fern detector is applied to examples of the Walking action, having
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trained on Boxing. Figure 3.14 shows the average performance. When compared to the 
detection of Walking interest points in figure 3.12(f), it can be seen that the performance 
is identical, with approximately equal AUROC values. This demonstrates that the 
Fern detector is able to reliably detect interest points across actions. It also shows that 
detected interest points are consistent and invariant to the action performed.
3.8.2 Generality of Detection: Scale
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F igure  3.15: Test of generalisation over scale. Average ROC Curves for Boxing action trained with 
13 X 13 X 13 interest points and tested using a 25 x 25 x 25 scanning volume.
The KTH Human action dataset includes a subset of videos where variations in the 
scale of the action are present (52). In the previous tests, however, interest points have 
been detected at only one scale. Given that the nature of detected spatio-temporal 
events depends on the scale at which they are detected, it is necessary to determine 
how well the spatio-temporal Fern detector generalises over various untrained scales. 
This generalisation is achieved by learning the classifier at one spatio-temporal scale 
only, then simply modifying the size of the scanning volume during the classification 
phase. It is expected that the Fern detector will cope well with this modification, as 
the sizes of the subregions compared during node tests are a function of the scanning
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volume size. Hence, an increase in the scanning volume size results in an increase in 
the area of the subregions.
As in previous tests, training is performed with the scales of the emulated detector 
chosen such that interest points with 13 x 13 x 13 pixel support regions are selected. 
For evaluation, scanning volumes of size 25 x 25 x 25 are used during classification, and 
Figure 3.15 summarises the detections compared to 25 x 25 x 25 scale detections with 
the Dollar interest point detector.
The ROC curves show ~  10% reduction in the accuracy of detection, measured by the 
Area under the ROC curves. Hence, despite doubling the size of the spatio-temporal 
support region, the Fern detector still performs remarkably well. This shows that 
detector can adequately generalise to unlearnt scales.
3.8.3 Efficiency
For any local spatio-temporal region of size XsXXgXts under consideration, the efficiency 
of the Fern detector is determined only by the number of Ferns and the number node 
tests within Ferns. In a non-optimised implementation, each node test requires 8 array 
references. Hence the complexity can be written in terms of 0{8R x M x S ) ,  where R  is 
the number of array references, M  is the number of Ferns and S  is the number of node 
tests. Civen a particular value for the error rate, a suitable number of Ferns can be 
deduced from Figure 3.11, where a small number of Ferns is shown to achieve remarkable 
emulation performance. It is also seen that interest point detection is not dependent on 
the size of the local spatio-temporal region, and can therefore be performed in constant 
time once the number of tests have been determined.
In contrast, the Dollar detector convolves the video with a 2D Caussian kernel spatially, 
and a ID Cabor filter temporally. For the convolution of the Caussian kernel only, it 
requires 2xxg^xt s  array references for the kernel and video, and Xs^xtg multiplications. 
The Laptev detector makes use of a 3-by-3 matrix composed of first order spatial and 
temporal derivatives of the Caussian kernel convolution with the local region. This 
further increases the number computations.
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(b) Average ROC Curves for Handclapping interest points, using Randomised Trees
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(c) Average ROC Curves for Handwaving interest points, using Randomised Trees
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(d) Average ROC Curves for Jogging interest points, using Randomised T re e s
3.9 R andom ised  Ferns vs R andom ised  Trees
This section compares the performance of Randomised Trees with Ferns for the task of 
spatio-temporal interest point detection. In order to create comparable classification
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(f) Average ROC Curves for Walking interest points, using Randomised Trees 
F igure  3.16: Average ROC Curves for KTH actions in the four scenarios, using Randomised Trees
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structures to the Fern classifiers evaluated in the previous section, 20 Trees of depth 2 
are used, making the total number of node tests for both classifiers equal. As with the 
Ferns, the evaluation is carried out using ternary node tests with noise threshold value 
^  =  2 on the KTH dataset. Results are presented in Figure 3.16 using maximum-sized 
2D subregions.
Though the same number of nodes tests are performed per patch for both classifiers, the 
ensemble of Randomised Tree classifiers makes use of more memory than Randomised 
Ferns as a result of the exponential growth of the number of nodes with Tree depth, 
compared to the linear increase of nodes with the depth of Ferns. Also, individual Ferns 
in the ensemble can be ranked based on their confidence by making use of the resulting 
posterior distribution of the classes.
Figure 3.16 shows the average ROC curves obtained using Randomised Trees for detec­
tion over 3 repetitions of training and evaluation. When compared with Figure 3.12, 
it can be seen that in this domain, the optimised Fern classifier slightly outperform 
Trees. The superior performance is attributed to the post-learning optimisation of the 
spatio-temporal Fern classifier. ■
A further test is carried out to evaluate the variation of detection accuracy with the 
number of Trees/ Optimised Ferns M. Figure 3.17 shows the performance of both 
classifiers for M  in the range [0,300]. For these tests, number of nodes/tree depth, 
N s  = 2 is used.
It can be seen that the optimised spatio-temporal Fern classifier outperforms Ran­
domised Trees, especially for a small value of M. At M  =  1, there exists a difference 
of 14% between trees and Ferns. However, accuracy increases at a higher rate for Ran­
domised Trees, and for larger M, the detection accuracy of trees approaches tha t of the 
optimised ferns. Randomised Trees are seen to outperform Ferns for M  > 150. At this 
point, the addition of less discriminative sets of tests to the Fern classifier ensemble 
serve to diminish the performance. It is expected that more comparative results to the 
Randomised Trees would be obtained with non-optimised Randomised Ferns.
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3.10 D iscussion
Given the importance of interest points to video analysis for action recognition, a spatio- 
temporal interest point detector is presented. This chapter proposes a novel approach 
which tackles the detection of interest points as a classification of local regions as interest 
point or background regions. The efficient naive Bayesian classifier, Randomised Ferns 
is employed and extended from its use in rapid image matching, to the spatio-temporal 
domain. Using popular interest point detectors from the action recognition literature, 
this chapter presents the evaluation of the spatio-temporal Fern detector on the KTH 
human action dataset, and show that similar detections to these interest point detectors 
can be achieved on unseen data.
The spatio-temporal Fern detector is further extended to include ternary node tests, 
with a noise threshold value. This partitions node comparisons to account for noisy 
variations that arise from the randomness of actual pixel intensity values within two 
arbitrarily chosen regions. Results show a remarkable increase in detection performance 
as a result of this partitioning, using a small number of Ferns with simple node tests.
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Given results obtained with 40 node tests, it is shown that number of tests in the order 
of 10  ^ [7] are not required for impressive recognition performance.
An optimisation phase is added to the training of the detector, by estimating the 
discriminative power of each Fern. The Jensen-Shannon divergence, V js ,  between 
posterior distributions of interest point regions and background regions is employed for 
this estimation. It is shown that the performance of the spatio-temporal interest point 
detector improves with higher values of V js .  Therefore, Ferns are selectively applied, 
having ranked and structured them in order of this estimated discriminative ability. 
Gains in detection speed are achieved, coupled with a significant increase in detection 
performance, as less discriminative Ferns are discarded.
Using ROG Gurves, results are presented which show superior performance for interest 
points learnt on the detector of Dollar et al. [61] than the detector of Laptev et al. [55]. 
This is as a result of denser more consistent detections obtained using Dollar’s detec­
tor, compared to the sparseness and inconsistency of detections using the 3D Gorner 
detector. This inconsistency results in a greater number of false positive detections, 
which reflects poorly on the performance of the Fern interest point detector.
Detection results are split according to the scenarios defined in the KTH dataset. It 
is seen that performance in the Limited Illumination scenario (54) achieves noticeably 
poorer performance for the dynamic actions, compared to other scenarios. The noise 
threshold value is obtained over all actions and scenarios prior to training. However, 
comparatively fewer interest points are generated on the dynamic actions in the Lim­
ited Illumination scenarios. Therefore, since these interest points make up a small 
percentage of the total number of interest points from which the noise threshold value 
was deduced, the threshold value selected is not optimal for the detection of interest 
points in these conditions.
The detection method is shown to generalise across actions and scales. The results 
also show that the optimised spatio-temporal Fern interest point detector outperforms 
Randomised Trees for this task, in addition to being more memory efficient.
60 Chapter 3. Recognising Interest Points
Chapter 4
Human Action Recognition using 
Randomised Ferns
Human actions in video can be described as a set of action primitives or atomic events 
which occur at local and/or global regions of the video. These events can be described 
by the motion of certain body regions. For example, the action of Clapping involves the 
striking of palms against one another repeatedly, with a large portion of the motion 
localised with respect to the entire region of the subject, while the action of Walk­
ing usually involves a number of primitives, including global translational motion and 
periodic movement of the arms and legs.
As discussed in Chapter 3, spatio-temporal interest points are designed to summarise 
events in video: Since interest points are based on motion, an action can be described 
in terms of the interest points it generates. Therefore, for examples of the Clapping 
action described above, the response of interest point detectors will generally be greater 
along the arms than at other regions. Figure 4.1 shows example actions from the KTH 
Human action dataset. For each example, a volumetric representation of the action in 
terms of its generated interest points and the strengths of their detection are shown. 
The characteristic events of each of the actions is evident from their interest point 
distributions, while the distribution of the relative interest points strengths is depicted 
by colour. The spatial and temporal distribution of the interest points induced by these 
motions of body regions provide discriminative information for action description. For
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Figure 4.1: Volumetric representations of detected interest points for examples of the six KTH ac­
tions. Groundtruthed actions are shown with their corresponding interest points distributions. Relative 
strengths of interest points are depicted by colour. It can be seen that the distribution of interest points 
and their response strengths differ across actions.
actions with similar local events, the rate of motion can be used to determine the 
action, e.g.. Walking vs Running. The task of automatic action recognition requires 
the description and identification of such cues in order to distinguish one action from 
another.
Several action recognition methods [61, 63, 65, 1] categorise actions based on the ap­
pearance of interest point regions. Typically, appearance descriptors are applied to
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the local neighbourhood of the interest points, e.g. intensity gradients [61, 55] or opti­
cal flow [26], and an additional clustering phase is required, where the interest points 
are grouped based on this appearance information. These methods require additional 
processing steps between interest point generation and classifier training. It has been 
shown in psychology experiments on Point Light Displays [6, 111] that it is possible to 
observe detailed properties of human actions and actors based entirely on the dynamics 
of body movement. Hence, given a set of dots that appear randomly placed to human 
observers, the introduction of their motion information can convey clearly which action 
is being performed. Interest points positions, in the absence of other cues, correspond 
to point-lights in the human action perception experiments described above.
Given the interest point representations in Figure 4.1, it is apparent that the motion in­
formation conveyed by the distribution of interest points can be used for action descrip­
tion. This chapter, therefore, presents a generic and computationally efficient method 
for recognising and localising human actions in video based solely on the distribution 
and strengths of detected interest points. Motivated by its success in detecting 2D 
interest points [7] and spatio-temporal interest points in Chapter 3, the naive Bayesian 
classification method of Randomised Ferns is again employed. Given a set of interest 
points within the boundaries of an action, the Fern classifier is further generalised to 
learn the spatial and temporal distributions of those interest points, thereby capturing 
atomic events that are representative of the actions. The approach presented in this 
chapter assumes that actions are better described with the inclusion of the motion of 
body regions than their appearance only, which can differ greatly across intra-class 
examples.
The main contributions of this chapter are:
1. A novel study of the exclusive use of the distribution of interest points for action 
recognition. This representation does not encode the appearance of interest point 
regions;
2. The efficient encoding of the spatial and temporal distribution of interest points; 
and
3. The further extension of the Randomised Ferns classifier to Action Recognition.
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Figure 4.2: Basic block diagram of the Action Recognition method.
As in Chapter 3, this approach provides a generic framework for classifying actions, 
that is not dependent on the interest point detection method used. Figure 4.2 shows 
the main components of the generic action recognition framework.
4.1 R andom ised  Ferns for A ction  R ecognition
The aim of this work is to classify and localise human actions in video by encoding the 
spatio-temporal distribution of interest points generated by the actions. In the absence 
of the spatio-temporal neighbourhood information, the location and response strengths 
of the generated interest points are used. The response strengths of interest points is 
a measure of the intensity of the detection. This could be the degree of “cornerness” , 
or the magnitude of the motion. These attributes indicate the nature of the local and 
global events that constitute the action. The Randomised Ferns classifier is employed 
for the categorisation of actions, where nodes tests determine the presence and nature 
of atomic events in the video.
4.1.1 Nodes
In the extension of the Fern classifier for action recognition, the classifier is learnt on 
groundtruth spatio-temporal blocks around the action, termed Action Blocks. Whereas 
in the detection of interest points, node tests compared sums of pixel intensities, node 
tests for action categorisation have been redefined as comparisons between average
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Figure 4.3: Three spatio-temporal nodes within an action block, capturing the distribution of interest 
point responses. A node is defined as a comparison between the average interest point response strengths 
within the two randomly positioned subblocks, illustrated by the red and blue cuboids within the action 
block.
interest point strengths within randomly selected spatio-temporal regions {Subblocks) 
within the parent action block. Figure 4.3 depicts nodes of the action classifier within 
an action block.
Comparisons of the mean strengths of interest points are made between subblocks, 
as opposed to the sums of their strengths, as the comparison of sums do not take
into account the number of interest points within the subblocks. Since the response
strengths are essential for the identification of events, it is necessary to distinguish 
between regions of small numbers of high response strength interest points and regions 
of large numbers of low response strength interest points. Comparisons of mean interest 
point strengths retains this disparity between such regions.
Given the superior performance of ternary node tests, over binary in the previous 
chapter, ternary node tests are apphed to this task. Hence, for an action block bxYT 
with dimensions X, Y, T  taken from a video / ,  and subblocks positioned within it at 
points x , y , t  with spatial and temporal extents the result of the node test f j
is given by,
' 2 if ( A f i - A f 2 )  > T ;
f j  =  < 1 if { M l  -  Mo)  < - T ;  (4.1)
0 if abs{Mi — M 2 ) < T .
where M i  is the mean interest point response strengths within a subblock, given by
X  Y  TMi = M{xi., yi,ti, — , —, —) 
( T O T (4.2)
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a n d  X  V  T
Y V T  1
M{ x , y , t , — ' ^ ' ^ L{ x ' , y ' , t ' ) .  (4.3)
x'=x y '—y t'= t
œ is the number of interest points within subblock i and i is the representation of the 
action block in terms of detected interest points only, and is given by
i (x ,y , t)  = {  ^  (4.4)
1 0  otherwise.
This method is initially evaluated using the interest point detection methods of Dollar
et al. [61] and Laptev and Lindeberg [55]. % is therefore the strength of the response
function of either interest point detector, applied to the video at point x ,y , t .  T  is
the threshold above which interest points are detected and determines the sensitivity
of the interest point detector. The value T  can be set to detect dense interest points
and needs not be finely tuned for this application as the information obtained at the
nodes are relative differences. Regions of denser low strength interest points are still
distinguishable from higher strength interest point regions since mean interest points
strengths are compared between subblocks.
The scaling values a and r  are values by which the spatial and temporal extents of 
the action block are scaled, respectively, to obtain the size of the subblock. Since the 
classifier can be applied to action blocks of various sizes, this spatial and temporal 
scaling is done to achieve invariance to scale, ensuring consistency of test results within 
action classes regardless of action scale. The scaling values are obtained randomly for
each node, where cr is generated in the range {1...X,T}, and r  =  {1...T}, resulting in
random-sized subblocks across nodes. This allows for the capture of a variety of sizes 
of interest point configurations at the node level. The use of random-sized subregions 
was shown to give superior performance to other evaluated subregion types for interest 
point recognition in Chapter 3.
Similarly to Chapter 3, the threshold value T  is chosen to partition the result space of 
the node tests, and is defined by
T = X max(A^i, A^2 ), (4.5)
where H is a randomly generated value in the range [0,1], and is set as a property of 
each Randomised Fern. This results in various random partitionings of the result space
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for all Ferns. Moreover, in contrast to the heuristically determined fixed partitions in 
Chapter 3, the partitions are dependent on the values of the mean response strengths 
M i.  Here, the threshold value partitions results of node comparisons based on the dif­
ference between the mean response strengths of the two subblocks. Hence, Equation 4.1 
can be written as
12 if (M l  — M 2 ) > h X m ax(M i,M 2);1 if (M l  -  M 2 ) < - h  X m a x ( M i ,M 2 ); (4.6)0 otherwise.
Therefore, for a node test with mean strengths M i  and M 2 , a difference between the 
strengths within a range
- h x  max(Mi, M 2 ) < (Mi -  M 2 ) < h x  max(A4i, VW2 ) (4.7)
is assigned the value f j  = 0, while values beyond that range are assigned f j  = 1 or
f j  = 2 depending on the sign of (Mi  -  M 2 )- This ensures a quantisation of the result 
space based on the relative values of the means, as opposed to fixed values.
4.2 A ction  Learning
The learning of action examples involves the training of Ferns on action groundtruth, 
and an optimisation phase inspired by the remarkable gains in recognition of interest 
points in Chapter 3.
Prior to training, validation and classification, interest points are extracted from all 
action videos, and only their positions and response strengths are retained. All other 
information, including the local support regions and the video, are discarded. The 
spatial and temporal scales of the action, i.e. the size of the subject within the video 
and the speed of execution, determine the types of interest points detected, therefore the 
detector is applied to the video at a number of scales, yielding different sets of interest 
points per action sequence. A volumetric representation, 6, of these interest points is 
then created, as shown in figure 4.1. Following this transformation, integral volume 
representations of the interest point strengths are obtained, for efficient calculation of 
mean interest point strengths.
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4.2.1 Groundtruth
For the purpose of determining the action block in the video with which to train 
the Fern action classifier, regions encapsulating the action are manually labelled in 
training videos, spatially capturing the entire person and the action being performed. 
The groundtruth box is spatially adjusted to achieve a constant aspect ratio. Also, a 
temporal depth is selected for the box that is large enough to capture at least one cycle 
of the action.
The groundtruth is obtained at several frames of the video to capture various starting 
and ending poses of the actions. To achieve robustness to noise, additional positive 
examples are generated by randomly offsetting groundtruth boxes in all spatial direc­
tions. In addition to the action classes, a background class is learnt. Examples for 
this class are obtained by selecting regions at random that have minimal overlap with 
action regions.
4.2.2 Training
Posterior distributions are obtained for all classes, following the method detailed in 
Chapter 3. Given that multiple action classes exist, the binary one-against-all classi­
fication scheme is used, combining distributions of all classes and resulting in multiple 
binary classifiers. Hence, for each action class, C, distributions of all other classes, C , 
are combined to create a negative class distribution, and the confidence of classification 
during the testing phase can be deduced from the positive-to-negative likelihood ratio.
Distributions are combined to achieve a one-against-all classification scheme because it 
is necessary to distinguish node tests that are discriminative across classes from those 
that result in similarly populated bins for multiple classes. In the original classifier 
formulation, the class with the maximum likelihood is chosen during the testing phase. 
However, this maximum likelihood does not provide indication of the responses of other 
classes to the node tests. Since it is possible for multiple classes to produce similar re­
sponses, the maximum likelihood is not a sufficient estimate of classification confidence. 
The maximum positive-to-negative likelihood ratio obtained from the positive and com­
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bined negative distributions provides a measure of discrimination between positive and 
negative classes, and is therefore, a better estimate of confidence.
Distributions of negative classes, C, can be combined by taking the bin-wise arithmetic 
mean over the classes. However, while the mean gives a standard summary statistic 
representative of all the negative classes, it does not give the best representation from 
which to obtain the positive-to-negative likelihood ratio. The bin-wise maximum over 
the negative classes is preferred. This is because, for class C, the bin-wise maximum 
signifies the likelihood of the most similar negative class, given a set of node results. 
Therefore, the likelihood ratio, C for a particular action is computed against the neg­
ative class with which it would most likely get confused. Maximising the distance 
between the positive distribution and this maximum-negative distribution is essential 
for good recognition accuracy.
4.2.3 Optimisation
Given the improvement in performance of the optimised Fern classifier when applied 
to interest point detection, an optimisation phase is included in the training of Ferns 
for action recognition. Similarly to interest point recognition, optimisation is based on 
a distance between positive and negative class distributions, dc  and respectively. 
Since the negative class distribution, d^  is obtained from the bin-wise maximum over 
multiple negative classes, the discriminative power of a Fern for a class, C  is, therefore, 
estimated by the distance between its positive and maximum-negative distributions. 
The distance employed is the Kullback-Leibler divergence [109], T>k{dc\\dc) given by,
'^k{dc\\dc) = ' ^ d c { n ) l o g ^ ^ .  (4.8)
The l o g ^ ^  term favours Ferns with higher values in the bins of the positive distribu­
tion and lower values in the maximum-negative distribution. Ferns are ranked based 
on their discriminative ability, as estimated by this value. Using the one-against-rest 
classification scheme, where multiple binary classifiers are learnt, the posterior distri­
butions of all classifiers contribute to the overall discriminative strength of a Fern. An 
estimate of this strength can be obtained by summing %  over all classifiers. However,
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this value is not representative of the per-class discriminative ability of the Fern. For 
instance, a high value of over all classes Q  may be obtained as a
result of very high discrimination for an easily distinguishable class, but much lower 
values for other classes. In order to rank Ferns in the ensemble in such a way as to rep­
resent each class, multiple rankings of the Ferns are created, each one being a ranking 
of T>k for each class. The selection of the best set of Ferns then proceeds by successively 
selecting the best Ferns for each of the classes, while moving down the rank.
4.3 A ction  C lassification
In classifying an action sequence, a scanning volume is swept over the entire video. As 
detailed, the Fern action recognition method is based on detected interest points on an 
action sequence, and the detector is applied at a number of scales, yielding different 
sets of interest points for the sequence. The size of the scanning volume, therefore, 
needs to be appropriate for the scale of the interest points to which it is applied. It 
follows that the size of the scanning window determines the set of interest points used. 
At each node during action classification, the size of the randomly positioned subblocks 
are adapted to the size of their parent scanning volumes with pre-generated spatial and 
temporal scales, a and r  respectively (Section 4.1.1).
The Fern action classifier is applied to each instance of the scanning volume. Classifi­
cation proceeds as in Chapter 3, and the scanning volume instance is assigned a class 
label, C, given by
C =  arg max/2(C), (4.9)
c
where C{C) = P{C)/P{C)  is the positive-to-negative likelihood ratio for a class C, 
P{C) is the posterior likelihood of the scanning volume instance belonging to class C, 
and P(C) is the likelihood of the action block belonging to the most similar negative 
class, obtained from the bin-wise maximum of the negative distributions.
4.3. Action ClassiRcation 71
n
L_
Figure 4.4; Examples of unlocalised instances of the scanning volume (red dashed line), in relation 
to the localised region (solid green line).
4.3.1 Per Frame Classification and Localisation
To classify an entire action sequence, a vote is taken of class labels C  over all frames in 
the sequence. The class label assigned to each frame is based on maximum posterior 
likelihoods obtained for scanning volume instances beginning on that frame. Each 
scanning volume instance is independently classified, and assigned a class label C  and
posterior likelihood C{C).  Mean likelihoods £{Ci)  are obtained for all assigned class 
labels, Ci on the frame, and the frame is given the class label with the highest mean 
posterior likelihood.
For each frame, however, the action classifier is applied at a number of scales, return­
ing mean posterior likelihoods, C{C, a) for all class labels and scales. While classificar 
tions at the true positions and scales of the action are expected to be accurate, false 
classifications can be expected at non-localised regions. For example, regions partially 
overlapping the action region, and at significantly different scales due to a scanning vol­
ume instance that either contains incomplete information of the action, or is oversized 
compared to the action. Figure 4.4 illustrates non-localised instances of the scanning 
volume on a frame of the action Handclapping. As a result of the dissimilarity of the 
distribution of interest points in such instances, these regions may be misclassified. 
However, it is assumed that the likelihood of the positive class £{C)  at its true po­
sition and scale would be greater than that of negative classes at incorrect positions 
and scales. Based on this assumption, the predicted scale of the action for a particular 
frame is chosen as the scale where the highest mean posterior likelihood is achieved, 
and the frame is assigned the class label with the highest mean posterior likelihood at
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that scale. The class label, C  assigned to the frame is therefore given by,
C =  argm ax£(C , cr). (4.10)
C,(T
4.4  E xperim ental Setup
The Fern action classifier is tested on the KTH human action dataset [1]. The Train­
ing, Validation and Test subsets are used accordingly, as detailed by Schuldt et al. [1]. 
Therefore, of the 25 subjects, the classifier is learnt on 8 subjects, parameter opti­
misation is performed on another 8 subjects, and the performance of the method is 
evaluated on the remaining 9 unseen subjects (Each subject performs the 6 actions in 4 
scenarios). As stated in Chapter 3, the action sequences are equally split into four sce­
narios: normal, scale variations, different clothes and lighting changes. For the actions 
Boxing, Hand Clapping and Hand Waving, scale variation is achieved via the camera’s 
zoom, whereas scale variation for the dynamic actions. Jogging, Running and Walking, 
is achieved by the subject moving diagonally in view towards or away from the camera, 
as shown in the S2 subset of Figure 3.5. The sizes of subjects in the KTH dataset vary 
from 50 to 110 pixels in height, which indicates the large range of the spatial scale.
Interest points for action recognition can be detected using à number of methods. 
The experiments presented here make use of the already introduced detection methods 
proposed by Dollar et al. [61], and Laptev and Lindeberg [55]. For each interest point 
detector, a detection threshold is chosen such that the actions can generate a sufficient 
number of interest points for the node comparisons in the action classifier. Also, interest 
points are detected at two spatial scales to compensate for variation in subject scale in 
the videos.
For these experiments, a spatial aspect ratio of 1:1 was chosen for the action blocks 
during training and testing, and scanning volumes of sizes X , Y  = {70,80,90,100,110} 
pixels are used during the classification phase to recognise actions at various scales. 
It was observed that the period for the examples of the actions in the videos is less 
than 2 seconds. Hence, given that the frame rate for videos in the KTH dataset is 25 
frames per second, to ensure capturing at least one cycle of each action, the depth of
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the action block was set to 50 frames.
4.4.1 Parameter Selection
Optimal values for the number of node tests S, number of Ferns M  need to be deter­
mined in order to achieve trade-offs between memory and performance. These param­
eters are optimised independently using the validation subset of the dataset. Since the 
classification of an example sequence is based on frame-wise voting over the sequence, 
the optimisation of parameters is performed by obtaining classification accuracy per 
frame for all validation sequences, as opposed to per sequence. Figures 4.5 and 4.6 show 
plots of the variations of average classification accuracy for each action class with val­
ues of M  and S  respectively, on the validation subset. The optimal values are selected 
from the average variation of these parameters over all classes. This average variation 
is highlighted on both plots.
For number of Ferns, average classification accuracies are obtained using M  =  {1...750}, 
with 5  =  5. It can be seen that overall average accuracy improves with increasing 
number of Ferns, M, till M  % 150, where it plateaus. The number of node tests in 
the range 5  =  {1,2...7} were also evaluated, using M  =  200. As with interest point 
detection in Chapter 3, it is observed that the lowest performance was observed with 
5  =  1, at 71.9%. This is improved to 78.8% with 5  =  2, and peaks at 5  =  4 with 
79.4%. For 5  > 1, the average accuracy across all frames is relatively constant, with 
variation within 2%.
The values 5  =  4 and M  =  200 were used for the evaluation of the Fern action classifier. 
This results in posterior distributions of size 3  ^=  81 bins for each class per Fern. For 
classification accuracy, further increasing the number of node tests results in much 
sparser distributions, and also exponentially higher memory costs.
4.5 Perform ance
Figure 4.7 summarises results obtained using the Randomised Ferns classifier with 
Dollar interest points on the KTH human action dataset. An average classification
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F igure 4.5: The variation of classification accuracy of each class with the Number of Ferns.
accuracy of 89.8% was obtained using the Training/Validation/Test split as explained 
in Section 4.4. The confusion is generally split between static and dynamic actions. 
Within these groups of actions, the distribution of interest points are similar, as is 
observed with the actions of Running, Jogging and Walking. The most confusion is ob­
served between the Jogging and Running actions. This is expected, as the actions, and 
hence the distribution of interest points are similar in most cases. It is also consistent 
with other results reported in the literature.
For the dynamic actions, it is observed that the temporal distribution of interest points 
along the depth of the scanning volume provides important cues for discrimination. 
Therefore, in addition to the response strengths of interest points, the velocity of the 
translational motion of the dynamic actions is captured by the temporal displacement of 
node subblocks in the Fern classifier. This is evident in the minimal confusion exhibited 
between the Walking action and other dynamic actions. The motion of the Walking 
action occurs at a much slower rate when compared with Jogging and Running.
Static actions are more easily distinguished. However, some examples of the Handwav-
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F igure 4.6: The variation of classification accuracy of each class with the Number of Node tests.
ing action are classified as Handclapping. Again, this is as a result of similarities in the 
distribution of interest points detected on the arms of the subjects. Table 4.1 shows a 
comparison of average accuracies obtained on the KTH human action dataset. It can 
be seen that our result is less than 2% lower than that of Fathi and Mori [27], who 
obtained the best results using the same training method.
Figure 4.8 shows the results obtained using the spatio-temporal corner detector of 
Laptev and Lindeberg [55]. A general decrease in classification performance is observed 
using these interest points, with an overall accuracy of 82.9%. This is due to the 
sparseness and inconsistency of detected interest points, and is consistent with the 
results of Chapter 3. While sparseness may be desirable for some appearance-based 
action recognition methods, the detection of consistent and denser interest points is 
essential for methods based on interest point distributions. In this case, the number of 
interest points extracted is insufficient to adequately describe actions.
As with recognition using Dollar interest points, the most confusion is observed between
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Figure 4.8: Confusion Matrix for KTH Actions using Laptev interest points. Average detection 
accuracy using these interest points is 82.9%
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M eth o d T rain ing  M eth o d A ccuracy
Kim et al. [112] LOOCV 95.3%
Wong et al. [66] LOOCV 91.6%
Fathi and Mori [27] Splits 90.5%
Gilbert et al. [113] Splits 89.9%
Nowozin et al. [64] Splits 87.04%
Niebles et al. [63] LOOCV 81.5%
Dollar et al. [61] LOOCV 81.2%
Schuldt et al. [1] Splits 71.7%
Ke et al. [31] Splits 63.0%
Gilbert et al. [81] Splits 94.5%
Randomised Ferns: Dollar Splits 89.8%
Randomised Ferns: Laptev Splits 82.9%
Table 4.1; Comparison of average recognition accuracy reported on the KTH human action dataset. 
LOOCV indicates Leave-One-Out Cross validation training method, and Splits indicates the Train­
ing / Validation/Test split as defined in [1].
the groups of static and dynamic actions, although to a greater degree. Increased 
confusion is now observed between the Handwaving and Handclapping actions as the 
distribution of interest points look increasingly similar with sparser representations.
For the dynamic actions, given the sparseness of the detections, the velocity of the 
motion provides the greatest cue for distinguishing between actions. However, the 
distribution of interest points is different for examples where scale change is present, 
as variation in scale is achieved by the subject moving diagonally towards or away 
from the camera. Therefore, in the absence of other cues, dynamic actions exhibiting 
variations in scale appear slower. Hence, Running is easily misclassihed as Jogging, 
and Jogging is misclassihed as Walking.
4.5.1 Further Parameter Evaluation
In order to capture the various conhgurations of the distributions of interest points 
by the Fern classiher, a number of parameters were randomly generated for each Fern 
and node test. These include the sizes of the subblocks, as determined by spatial and 
temporal scales a and r  respectively, and the noise threshold T , determined by H. This
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Figure 4.9: Average classification accuracies for each class using various subblock scales (<r, r). The 
average over all classes also shown. Random-sized subblocks give the best performance.
section explores the effects of selecting these values and hence investigates whether the 
random generation of these values is optimal. In addition, the effect of the inclusion 
of an optimisation phase is investigated. These investigations are carried out using the 
Dollar interest point detection method, using the evaluation subset of the KTH dataset.
4.5.1.1 Size of Subblocks
The sizes of the subblocks are given by Ç, where cr and r  are the values by which
the action block b with dimensions X, Y, T, is scaled. In the presented results, the 
sizes of the subblocks are generated randomly for each node, where a is in the range 
{ l...X ,y} , and T ,  in the range {1...T}. In order to determine the effect of varying 
these values, the evaluation is repeated with fixed values of cr and r. Figure 4.9 shows 
classification results.
It can be seen that, for the subblock scales tested, (j , t  =  3 gives the best per-frame
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F igure 4,10: Average classification accuracies for each class using various noise threshold values (h). 
The average over all classes also shown. Randomly-determined boundaries give the best performance.
recognition performance at 77.29% across all actions. It is seen that the accuracy 
degrades gradually with further increase in the size, with cr, T — 10 returning an accu­
racy of 61.4%. However, at 78.1%, random-sized subblocks outperform subblocks with 
predefined sizes.
4.5.1.2 N oise T hresho ld
Another parameter generated randomly for each node is the noise threshold value, deter­
mined by h. Figure 4.10 shows the effect of varying this value on classification accuracy. 
The accuracies obtained for the quantisation boundaries h — [0.1, 0.9] vary from 76.3% 
for h = 0.6, to 79.9% for h =  0.2. The variation of accuracy with this partition thresh­
old varies randomly. However, as with the size of subblocks, the randomly-determined 
values of h give the best performance by a marginal increase, with overall accuracy of 
80.5%.
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Walk
Run 33.3 55.6 11.1
Jog I 58.3 41.7
Wave 8.3
Clap 11.1
Box
Figure 4.11; Confusion Matrix for the recognition of KTH Actions without the optimisation of the 
Fern classifier. Overall accuracy is 81%.
4.5.1.3 Effect of Optimisation
In Chapter 3, the inclusion of an optimisation phase, where Ferns are ranked by an 
estimate of their discriminative ability, was shown to produce an improvement in per­
formance. Since multiple classes are involved in the recognition of actions. Ferns are 
ranked for each class in succession. To test the effect of this optimisation phase for 
action recognition, the evaluation process is repeated without the ranking of the Ferns. 
Figure 4.11 shows the confusion matrix obtained (Compare with Figure 4.7).
The benefit of the optimisation phase is evident from the difference in overall accuracy 
between optimised and non-optimised Ferns. Without optimisation, an accuracy of 81% 
is obtained, compared to 89.8% reported for optimised Ferns in Section 4.5. The classes 
Handwaving is shown to achieve a slight performance increase, while performance for 
the classes Boxing and Walking are unchanged. The more difficult Jogging and Run­
ning classes however exhibit significant reduction in performance. With optimisation, 
percentage increases of 33% and 23% are obtained for the Jogging and Running classes 
over unoptimised ferns. This test shows that the optimisation phase gives the most
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benefit for the most difficult classes, where the posterior distributions are similar. The 
introduction of the ranking of Ferns based on the posterior distributions encourages 
the use of Ferns with greater disparity between the class distributions.
4.6 T he Fern A ction  R ecogn ition  Fram ework
Combining the Fern interest point detection method introduced in Chapter 3 with the 
presented Fern action recognition method, a complete learnt Action Recognition Frame­
work is created. This framework is structured such that the Fern interest point detector 
is learnt using example detections from an emulated interest point detector, while the 
training and testing of the Fern action recognition stage proceed with predicted interest 
points. Figure 4.12 gives an overview of the framework. Therefore, given examples of 
detected interest points, actions in video can be recognised by performing interest point 
detection and action recognition in succession on each instance of a scanning volume 
in a test sequence.
4.6.1 Training and Classification
This framework is evaluated on the KTH dataset. Making use of the Training/Validation/Test 
split, the Validation subset of the dataset is used for the training of the Fern interest 
point detector, while the training and classification of actions using the framework is 
evaluated on the Training and Test subsets respectively. This is done to enable com­
parison with previous action recognition methods on this dataset. In order to obtain 
an optimal confidence threshold value for the detection of interest points, ROC curves 
are obtained on the validation subset using Leave-One-Out Cross validation on each 
subject in the subset. This ensures that the Training and Test subsets are unseen while 
training the interest point detector. Therefore, of the 9 subjects performing all 6 actions 
in the 4 scenarios, repeatedly, a subset of 8 subjects are used to train, while testing is 
performed on the 1 remaining subject. The confidence threshold for the detection of 
interest points is selected as the confidence of the point along the average ROC curve 
where the Equal Error Rate is found. Best parameters learnt in Chapter 3 are used.
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Figure 4.12: The Fern Action Recognition Framework. The framework only requires the typical 
interest points, and proceeds action recognition using predicted interest points.
As stated, the training and classification of actions proceed using predicted interest 
points from the first phase of the framework. Since the training and classification 
examples used for the action recognition phase are unseen at the interest point detection 
phase, emulated interest points for all classes are grouped together when training. It 
is expected that good detection performance will be obtained on unseen actions as the 
Fern interest point detector is shown to adequately generalise across actions.
In constructing Ferns for action recognition within this framework, strengths based on 
the intensity of detections are not available. Therefore, node tests compare the confi­
dence of detection of the interest points as determined by the interest point detection 
phase. As determined in Section 4.4.1, the parameters number of Ferns M  = 200, and 
number of nodes 5  =  4 are used.
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4.6.2 Results
Figure 4.13 shows results of the Fern Action Recognition Framework, using predicted 
interest points trained on the Dollar detection method. It can be seen that results 
comparable to Fern action recognition using Dollar’s interest points are obtained on 
actions where the distribution alone provides adequate discriminatory information. For 
the Jogging and Running actions, where the distribution of interest points appear 
similar, comparatively poorer performance is observed. This is due to the fact that 
interest point responses are not available for emulated interest points, and the node 
tests compare confidences of detections of interest points.
Using confidences instead of response strengths, the speed of the action gives the most 
discriminative cue for recognition, as evidence by the classification of Walking. How­
ever, for Jogging and Running, the speed of examples in the scale-change scenario 
of the dataset appears slower, causing misclassification for such examples. For these 
cases, confidences do not contain adequate discriminative information. This confirms 
the influence of interest point response strengths on classification performance.
The framework is further tested using interest points learnt from the Laptev interest 
point detector. Similar observations are made when compared to the classification using 
Laptev’s features (Figure 4.8). However, the predicted interest points are shown to 
outperform the actual Laptev interest points, with an overall accuracy of 83.3%. Recall 
that detections obtained using the Laptev interest point detector are much sparser 
than Dollar interest points, as shown in Table 3.1. Also, it can be seen that the Fern 
interest point detector appeared to poorly emulate the Laptev interest point detector. 
This increase in performance is therefore attributed to the greater consistency and the 
denseness of the predicted interest points, and these results further confirm tha t the 
poor emulation performance of the Fern classifier is due to more consistent detections 
which are labelled as false positives. The superior performance of the predicted interest 
point also confirm that the assumption that sparseness is not desirable for approaches 
based solely on distribution.
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Walk
Run 25.0 2.8
Jog 2.8 27.8
Wave 11.1
Clap 8.3
Box 8.3 2.8
Figure 4.13; Confusion Matrix for KTH Actions using recognised interest points having trained with 
examples detected with the Dollar interest point detector. Average detection accuracy using these 
interest points is 85.2%.
4.7 D iscussion
This chapter presented a novel approach for recognising and localising actions in video 
using the distribution of local interest points. Actions are described by coupling the 
spatio-temporal distribution of these interest points with their detection strengths, 
without the addition of explicit appearance information beyond interest point detection. 
The naive Bayesian Randomised Ferns classifier, previously employed in interest point 
recognition, is further generalised to action recognition. The classifier learns interest 
point distributions by comparing mean interest point responses within random spatio- 
temporal subblocks of a scanning action block, and returns posterior confidences for 
each class. The posterior confidences for all class are determined by taking the positive­
to-negative likelihood ratio, where the negative class distribution is made up of the 
bin-wise maximum across all negative classes.
The ensemble classifier is learnt on groundtruth action regions, and is optimised in a 
similar way to Chapter 3, using the Kullback-Leibler divergence between positive and
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Walk 2.8
Run 11.1 8.3
Jog 25.0 11.1
Wave 8.3 13.9
Clap 5.6 2.8
Box 8.3 2.8
Figure 4.14: Confusion Matrix for KTH Actions using recognised interest points having trained with 
examples detected with the Laptev interest point detector. Average detection accuracy using these 
interest points is 83.3%.
negative classes, and ranking Ferns based on this value. Groundtruth information is 
not used in evaluation. Therefore, the recognition of actions proceeds by applying a 
scanning window across an entire sequence. Position and scale localisation is achieved 
by obtaining maximum posterior likelihoods for each class over all frames and scales.
Results are presented on the KTH dataset using the two most popular spatio-temporal 
interest point detection methods in action recognition literature. It is shown tha t a 
description of the distribution of interest points is adequate for the purpose of action 
recognition. Hence, the spatio-temporal support region of interest points is not vital to 
the description of actions. It is shown that the use of denser, more consistent interest 
points is more desirable, as there are less ambiguities in the distributions of the points. 
These are shown to consistently achieve better performance.
Evidence of the discriminative information added by the response strengths of interest 
points in the absence of a discriminative distribution is also shown, as actions exhibiting 
similar distributions of interest points are shown to perform better with the availability
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of the response strengths than with confidence of detections of emulated interest points. 
Furthermore, the use of random-sized node tests and partitions are shown allow for the 
capture of a variety of sizes of interest point configurations at the node level, and various 
random partitions of the results at the node level.
This chapter also combines the interest point detection method of Chapter 3 with the 
presented action recognition method to complete a Randomised Fern action recognition 
framework. The use of predicted interest points in the framework achieves recognition 
results comparable to Dollar et a/.’s interest points, and are shown to perform better 
than Laptev’s interest points. This shows the suitability of the learnt interest points 
for action description.
Chapter 5
A Relative M otion Descriptor for 
Action Recognition In The W ild
The previous chapter introduced a method of action recognition evaluated on simulated 
actions performed in simplified settings. While the method shows that the use of the 
distribution of interest points can successfully characterise actions in the absence of 
explicit appearance information, its limitations include reliance on spatial localisation 
of subjects in training examples, and the need for a significant amount of consistency 
between examples within each class. However, given the results obtained, the method 
provides a basis for further work using the distribution of interest points. More recent 
action recognition work has shifted focus to so-called actions In The Wild, e.g. personal 
video collections and movies, where it is intractable to groundtruth actions in the video. 
In contrast to actions performed in constrained settings, videos in natural settings 
exhibit much more significant variations in camera set-up and action execution, as can 
be seen in Figure 5.1. For such videos, there are no strict predefined constraints on 
how the action is performed, hence an action can be executed very differently across 
subjects. Also, actions can be captured from a range of views, include camera motion, 
have cluttered backgrounds, etc., adding to the complexity of the categorisation task.
As a result of the complexity of these actions, recent approaches make use of a combi­
nation of feature types. They often combine static image features and spatio-temporal 
features to capture appearance and motion. Laptev and Perez [96], distinguish be-
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(a) Example actions from the YouTube Human Action Dataset.
irr~"
(b) Example actions obtained from Movies.
Figure 5.1: Selected frames from example actions in the wild, obtained from personal videos and 
movies, showing the complex nature of actions in uncontrolled environments.
tween actions of Smoking and Drinking in movies, combining an optical flow-based 
classifier with a separately learned space-time classifier applied to a key-frame of the 
action. The works of [78] and [4] recognise a wider range of actions in movies using 
concatenated HoG and HoF descriptors in a bag-of-features model, with [4] including
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static appearance and scene description to learn contextual information. Han et al. [5] 
capture scene context by employing object detectors and introduce bag-of-detectors, 
encoding the structural relationships between object parts. Liu et al. [3] also combine 
local motion and static features and recognise actions in videos obtained from the web 
and personal video collections.
Given the recognition performance on simplified actions using the global distribution 
of interest points as captured by simple node tests in the Randomised Ferns classifier 
(Chapter 4), the representation is further explored for natural actions in unconstrained 
settings. This chapter therefore investigates the sole use of action and scene dynamics 
for action recognition in complex videos. Again, the motion information conveyed by 
the distribution of interest points is used. Explicit appearance information beyond the 
detection of interest points is discarded. However, in natural settings, more spurious 
interest point detections are expected due to complex backgrounds and camera motion. 
Also, variations in the distribution are expected because of variability in action perfor­
mance and capture conditions. Hence, the ability of global approaches in tackling this 
problem is greatly diminished.
In order to extract discriminative motion information in the presence of these diffi­
culties, a novel representation of actions in video is proposed, which captures atomic 
events via the relative distribution of motion-based interest points in regions across the 
video. This is achieved by encoding the local spatio-temporal configuration of interest 
point response strengths in an efficient manner. The use of a local action representation 
encodes characteristic low level motion information, and results in a vectorised action 
descriptor, which can be learnt using state-of-the-art classifiers e.g. SVMs. In contrast 
to other interest point distribution-based representations, which assign labels to points 
based on the appearance of their local spatio-temporal neighbourhoods, the proposed 
action representation ignores such labels, and relies on the response strengths within 
less localised spatio-temporal regions of the video.
This approach differs from the representation presented in Chapter 4 also by the na­
ture of the atomic events captured. Chapter 4 focuses on the implicit capture of 
human-centric action primitives, for example, the presence or absence of motion of
90 Chapter 5. A  Relative Motion Descriptor for Action Recognition In The Wild
body regions, as node tests are applied to action-sized bounding boxes. In contrast, 
the representation here seeks to capture detailed properties of the motion of atomic 
events given by the interest point configurations within more localised regions of the 
entire scene.
The layout for the remainder of this chapter is as follows: In Section 5.1, the Relative 
Motion Descriptor is presented in detail. Experimental setup is described in Section 5.2, 
and recognition results on four action datasets are presented in Section 5.3. Finally, 
Section 5.4 concludes the chapter.
5.1 T he R elative M otion  D escriptor (R M D )
The aim of this work is to create a representation capable of discriminating between 
actions in complex scenes using action and scene dynamics as indicated by spatio- 
temporal interest points. In contrast to other methods tackling action recognition in 
complex scenes, a method is presented that utilises the distribution of motion-induced 
features only, as the configuration of the interest points have been shown in Chapter 4 
to provide discriminative information for action description.
For a small spatio-temporal window within a video, it is assumed that the appearance 
of an interest point-inducing event remains relatively unchanged throughout the win­
dow. It follows that the relative response strengths of interest points associated with 
the motion within the region are assumed to exhibit minimal change. This eliminates 
the need for labelling or tracking of interest points, but requires a representation ca­
pable of capturing the characteristic motion conveyed by the distribution of response 
strengths. This method differs from prevalent appearance-based bag-of-features ap­
proaches, such that, while those methods capture appearance information, ignoring the 
spatio-temporal correlation of the interest points, the approach described in this chapter 
captures spatio-temporal correlation, while ignoring explicit appearance information.
A number of recent approaches have shown good recognition performance by capturing 
the local spatio-temporal configuration of interest points. Gilbert et al. [114] build 
compound hierarchical features based on relationships of detected interest points, and
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use data mining to discover reoccurring patterns. Ryoo and Aggarwal [79] use a set of 
pairwise predicates to describe relationships between interest points, while Matikainen 
et al. [82] build relative location probability maps of interest points. Kovashka et 
al. [80] construct a hierarchy of vocabularies from spatio-temporal neighbourhoods of 
interest points, encoding the points and a configuration of their neighbours. Savarese et 
al. [65] also capture pairwise correlation of interest point labels based on their proxim­
ity. While these methods encode configurations based on the appearance and location 
of interest points, the approach presented in this chapter makes usé of their locations 
and strengths only, discarding appearance information. Since subject localisation and 
interest point labelling are not used, this motion information is captured implicitly. The 
spatio-temporal configuration of interest points within local regions are encoded, mak­
ing use of simple tests, which measure local motion by the relative response strengths 
of interest points. Within a small spatio-temporal region, these strengths are assumed 
to convey continuity of motion without the need for interest point tracking, since the 
appearance and strengths are assumed to remain relatively unchanged. In contrast to 
Ryoo and Aggarwal [79], who construct histograms of particular pairwise relationships 
using a set of spatial {near, xnear, ynear, far) and temporal (equals, meets, before, 
overlaps, etc.) predicates, this approach describes atomic events by random tests on 
the relative strengths of interest point responses between two regions, in a scanning 
window approach.
5.1.1 Descriptor Formulation
The proposed Relative Motion Descriptor (RMD) is inspired by the Randomised Ferns 
ensemble classifier as used in Chapters 3 and 4. The descriptor, again, makes use of 
a set of ordered binary tests. However, in contrast to Randomised Ferns, which are 
classifiers, the representation is used to create an action descriptor, which can then 
be used in conjunction with a more powerful classifier, e.g. non-linear Support Vector 
Machines. The descriptor captures the local spatio-temporal dependencies for action 
and scene motion in a scanning volume approach, and aggregates these dependencies 
in a vector for each action example.
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Figure 5.2: Overview of the Relation Motion Descriptor, showing arrays of node tests applied to a 
spatio-temporal scanning volume instance obtained from the video.
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Figure 5.3: Each array of node tests produces a histogram representing the responses obtained at the 
scanning volume over the entire video sequence. Histogram responses over the entire video for each 
array of node tests are concatenated.
A set of tests f j j  =  are defined, where N f  is the number of tests. For
a particular instance of a scanning volume i x Y T  with dimensions X , Y, T  taken from 
a video / ,  a test is defined as a comparison of the amount of motion between two 
regions randomly positioned within the windowed volume at points x, y, t. Given that 
the regions have spatial and temporal extents and A4 is the mean interest
point response strength within a region r, the result of a binary node test f j  can be 
given by.
f j  =
1 if A4i > A42', 
0 otherwise.
(5.1)
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The mean interest point response strengths, M i  is given by
X  Y  T  1
M(rr, 2/, i, ^  ^  ^  i{x', ÿ ,  t'). (5.2)
x'= x y '= y  t'= t
where l is the representation of the video in terms of detected interest points only, given
=  I (S.3)
y 0 otherwise.
% is the strength of the response function of the Dollar or Laptev interest point detector,
or the confidence of detection of the Fern interest point detector. % is obtained at point
X ,  y ,  t in the video, and T  is the threshold above which interest points are detected. T
can be varied so that either dense or sparse interest points are detected.
As with the Randomised Ferns used for action recognition in Chapter 4, the values of 
a  and r  are randomly generated for each region compared within the scanning volume. 
This enables the encoding of interest point distributions of various spatial and temporal 
extents with the volume.
For each scanning volume instance, arrays of node tests, A^, k = {l...A^} are defined, 
where an array comprises of a specific set of node tests applied to scanning volume 
instances. Figure 5.2 illustrates the computation of Relative Motion Descriptor, high­
lighting nodes within one of the arrays of node tests applied to a scanning volume 
instance. The scanning volume responses, ^  for one array of node tests over the en­
tire video sequence is modelled with a histogram of size . Resulting histograms of 
responses for all N a arrays over the sequence are concatenated, creating a N a  x 
dimensional vector. Figure 5.3 illustrates a number of arrays of node tests on one scan­
ning volume, and depicts histograms obtained for each array for all scanning volume 
instances in a video. This concatenated vector of node test array responses accumu­
lates the frequency of certain local motion patterns, creating a discriminative action 
representation.
5.1.2 Histogram Computation
Results of node tests can be encoded using higher radices, e.g. ternary or quaternary, 
instead of binary, thereby quantizing results of the node tests with more symbols, which
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depend on similarities in the amounts of motion between the regions. This allows for 
the encoding of additional local motion information, without increasing the number 
of node tests, and consequently the computational complexity of the method. To this 
end, equation 5.1 above can be modified such that the node test result, f j ,  is given by.
f j  = S
for ternary tests, or 
f j  =
2 if (VWi — M 2 ) > X max(A4i, AJ2 );
1 if {M l — M 2 ) < —h X M 2 )] (5.4)
0 otherwise
3 if (M l — AJ2 ) > ^ X m ax(A Ji,M 2 );
2 if 0 <  (M l -  M 2 ) < X m a x (M i,M 2 );
1 if 0 > (M 2 — M l) > - h x  m ax(M i, M 2 ); 
0 otherwise
(5.5)
for quaternary tests, following the node tests introduced in Chapter 4, where 0 < ^ < 1 
is used to define boundaries of quantization of the test results. In Equation 5.1, the 
boundary that defines the result f j ,  is 0, and the upper component of the equation can 
be rearranged as: f j  = 1, if (M i -  M 2 ) > 0. For higher radix tests, this boundary 
could also be constant. However, since the upper and lower limits of the value (M i — 
M 2 ) are not known for any of the individual tests, it is impossible to determine a 
constant boundary value that would be optimal for all motions, actions and datasets. 
Therefore, a boundary value dependent on the limits of (M i—M 2 ) are defined. Variable 
quantisation boundaries are employed based on m a x (M i,M 2 ) and — m a x (M i,M 2 )-
Using higher radices with variable boundaries for the quantisation of node tests, the 
Relative Motion Descriptor not only captures the differences between interest point 
responses M i and M 2 between regions, but also the extent of the differences, as defined 
by the quantisation factor h. This distinguishes between two compared regions with 
similar responses and regions with greater disparity in the strength of motion, and also 
in the negative and positive direction. The value of h is randomly generated, along 
with the positions and scales of the compared regions, and is a property of each node.
At each position of the scanning volume, the test results { / i , / 2 , ■■■ifNf} are obtained 
in order, and concatenated to form a binary, ternary or quaternary value of length Nf .
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This is in turn converted into a decimal code, Ô given by,
N f
^ixYT ~  f j  ^ (5.6)
j
where n is the number of quantisation symbols.
5.2 E xperim ental Setup
In order to efficiently compute the descriptor, example videos are sub-sampled to 120 
X 160 pixels spatially. Since the descriptor does not make use of explicit appearance 
information and detected interest points are based on motion, the information lost as a 
result of sub sampling is negligible. Integral volume representations of detected interest 
points, and region likelihoods at higher levels, are also computed to efficiently compare 
the mean responses between regions for the descriptor.
Non-linear Support Vector Machine (SVM) classifiers are employed in the learning 
of action categories. The Radial Basis Function (RBF) kernel is used, defined by, 
K{xi,Xj) = exp{—'y\\xi -  Xj|p), where and Xj represent concatenated histograms 
of relative motion. A multiple category classifier is constructed by combining several 
binary classifiers in a one-against-rest training scheme. Each test example is classi­
fied by all binary classifiers, returning a measure of confidence. The test example is 
assigned the label of the classifier that returns the highest confidence. The LibSVM 
SVM implementation [115] is used.
5.2 .1  In terest P o in t D e te c tio n
Interest points are detected from action videos using the interest point detector of 
Dollar et al. [61]. Dollar applies a response function to the video of the form, % =  
( I* p  * hev)"^  -} -(/* p * hod)^, where g{x,y : cr) is the 2D Gaussian kernel applied along 
the spatial dimensions of the video, and hev and hod are a pair of ID Gabor filters 
applied in the temporal dimension. Local maxima of the response function % above 
the threshold T  (See equation 5.3), are selected as interest points.
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F igure 5.4: Example actions from the Assisted Daily Living action dataset.
5 .2 .2  D a ta se ts
The performance of the descriptor is evaluated on four human action datasets, namely 
the KTH Human Action dataset, the Assisted Daily Living data, the Kisses/Slaps 
dataset, and the YouTube Human Action dataset. The KTH dataset is introduced in 
Chapter 3.
The Assisted Daily Living (ADL) dataset [87] consists of 150 high resolution videos 
of activities performed in daily living. Each action class contains 15 examples, and 
actions include Answer Phone, Chop Banana, Dial Phone, Look Up In Directory, Write 
On Whiteboard, Drink Water, Eat Snack, Peel Banana, Eat Banana, and Eat With 
Silverware. These actions were chosen for their similarity and the difficulty in separating 
between actions using only one feature type. Figure 5.4 shows example actions from 
the dataset.
While both of the datasets above contain simulated actions performed in the presence 
of minimum background clutter, using static cameras, the Kisses/Slaps dataset [30] 
contains actions in two classes - Kissing and Hitting - compiled from movies. These 
actions are performed by different actors, at different scales, and in a wide range of
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F igure 5.5: Selected examples of the Kisses/Slaps dataset actions.
scenes. The dataset consists of 92 examples of the Kissing action action and 112 
examples of the Hitting action. Annotation is provided for the starting and ending 
frames of the actions. Examples are show in Figure 5.5.
Similarly, the YouTube dataset [3] contains actions obtained from YouTube, TV broad­
cast, and personal video collections, and are captured under uncontrolled conditions. 
The dataset is made up of 1597 examples in 11 action categories: Cycling, Diving, 
Golf Swing, Ball Juggling, Trampolining, Horse Riding, Basketball Shooting, Volley­
ball, Swing, Tennis, and Dog Walking. A subset can be seen in Figure 5.1. In addi­
tion to variations observed in other datasets, example videos from the YouTube and 
Kisses/Slaps datasets vary in resolution, and contain significant variation in capture 
conditions.
For the purpose of comparison with state-of-the-art methods, the Training/Validation/Test 
split for the KTH dataset is used, as outlined in [1], and for the other datasets, leave- 
One-Out Cross validation is used.
5.2 .3  P aram eter  L earning
A set of parameters is determined for the Relative Motion Descriptor by optimising 
classification performance using the validation subset of the KTH dataset, as outlined 
by Schuldt et al. [1]. Since evaluation on other datasets make use of leave-one-out cross 
validation without scope for parameter optimisation, parameters obtained from the
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KTH dataset are used. For the Assisted Daily Living dataset, the same parameters are 
used as the dataset contains simulated actions with minimal variations in capture con­
ditions similar to KTH. Since greater variations exist in the Kisses/Slaps and YouTube 
datasets, additional node test arrays, N a are computed in order to capture additional 
variation in these datasets.
The parameters optimised are Number of node tests ( Nf ) ,  Number of node test arrays 
(Na) ,  Spatial and temporal size of the scanning volume ( X  x  Y  and T) ,  and the 
test quantization type (binary, ternary or quaternary). Each of these parameters are 
optimised independently, while others are kept constant. For the scanning volume size, 
and type of tests, the same node tests were used in order to minimize effects that may 
arise as a result of randomness of the tests.
Figures 5.6 shows the variation of average validation accuracy for each parameter value 
for the KTH dataset. Table 5.2 shows the optimal parameters selected for the datasets 
depending on their complexity. Quaternary quantisation gave the best performance 
when compared with Binary and Ternary quantisation of the node test results. Table 5.1 
compares the results. It can be seen that quaternary tests outperform binary and 
ternary tests, hence categorisation of actions benefits from quantizing the node test 
results with additional symbols. Table 5.1 also shows the size of the descriptor vector 
for the three quantisation types. The variation of vector dimension is observed with 
additional quantisation symbols, and it is seen to vary non-linearly with the number of 
symbols.
B in a ry T ernary Q u a te rn a ry
Accuracy
Dimension
85.6%
240
88.9%
1215
93.1%
3840
Table 5.1: Comparison of RMD vector dimension and accuracy obtained on the KTH dataset for 
binary, ternary and quaternary representations of node tests.
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F igure 5.6: Variation of Average Validation Accuracy with sizes of various parameters for the KTH 
dataset.
P a ra m e te r
Sim ple
(KTH, ADL)
C om plex
(Kisses/Slaps,
YouTube)
Scanning Volume Depth, T  (frames) 
Scanning Volume Length, (X, Y)  (pixels) 
Number of Node Tests, N f  
Number of Node Test Arrays,
Type of Quantisation
35
60
4
15
Quaternary
35
60
4
30
Quaternary
Table 5.2: Optimal parameters selected for simple and complex datasets, upon validation on the KTH 
dataset.
5.3 R esu lts
Results are presented on all four datasets using the Relative Motion Descriptor, and 
comparisons are shown of classification accuracy with state-of-the-art methods on the 
datasets.
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5.3.1 KTH Human Action Dataset
For the KTH Human Action dataset, using the training/validation/ test split defined 
by [1], an overall accuracy of 91.2% was obtained with the introduced Relative Mo­
tion Descriptor. Figure 5.7 show the confusion matrix of the classification. It can be 
seen that static actions are well separated from dynamic actions. That is, while some 
confusion is observed between Boxing, Handclapping and Handwaving, and between 
Jogging, Running and Walking, no confusion is observed between the two groups of 
actions. This shows the descriptor’s ability to encode different types of motion. Most 
confusion is observed between the action classes, Jogging and Running. This is at­
tributed to similarities in the execution of both action classes, and thus, the underlying 
motions between the two classes.
Table 5.3 compares average accuracy obtained using the Relative Motion Descriptor 
with state-of-the-art methods using the same Training/Validation/ Test methodology. 
Given that the interest point detector of Dollar et al. [61] was used, the Relative 
Motion Descriptor achieves an average accuracy 10% greater than Dollar’s approach, 
which employs concatenated vectors of gradients of interest points in conjunction with 
SVM classifiers. Also, the results show comparable performance to descriptors which 
make use of both appearance and motion information, and highlight the discriminative 
power of the presented relative motion representation. When compared with other 
motion oriented approaches, it is observed that the encoding of relative motion at local 
regions across action sequences provide better discriminatory information.
5.3.2 Assisted Daily Living Dataset
For the Assisted Daily Living dataset, 5-fold leave-one-out cross validation is used, and 
an overall recognition accuracy of 89.3% was obtained. Figure 5.8 shows the confusion 
matrix for the dataset. Given that the majority of the actions in this dataset involve 
very similar motions, and were chosen for the difficulty in categorising them using a 
single feature type [87] {Drink Water, Eat Banana, Eat snack. Use Silverware, Answer 
Phone), the results obtained are impressive.
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Figure  5.7: Confusion Matrices for the Relative Motion Descriptor on the KTH dataset. Average 
classification accuracy is 91.2%.
M ethod A ccuracy
Schuldt et al. [1] 
Dollar et al. [61] 
Fathi and Mori [27] 
Klaser et al. [76] 
Marszalek et al. [4] 
Kovashka et al. [80] 
Gilbert et al. [81]
71.72%
81.2%
90.5%
91.4%
91.8%
94.5%
94.5%
Relative Motion Descriptor 91.2%
Table 5.3: Average accuracies on the KTH dataset using the Training/Validation/Test split defined 
in [1].
As no explicit appearance information is used, the success of the Relative Motion 
Descriptor in categorising these actions is attributed to the use of response strengths of 
detected interest points and the additional quantisation of node test results based on 
comparisons of the intensities of motion. Hence, while the motion may be similar, subtle
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M eth o d A ccuracy
Velocity Histories [87]
Latent Velocity Histories [87] 
Tracklets [116] 
Augmented Velocity Histories with 
Relative and Absolute Position [87]
63%
63%
82.7%
89%
Relative Motion Descriptor 89.3%
Table 5.4: Comparison on Assisted Daily Living dataset.
differences in the nature of the motion, which are encoded by multiple quantisation 
symbols provide additional discriminatory cues for categorisation. It should be noted 
that the Relative Motion Descriptor outperforms other single-feature approaches on 
this dataset. Table 5.4 shows a comparison with other methods on this dataset.
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Figure 5.8: Confusion Matrices for the Relative Motion Descriptor on the Assisted Daily Living 
dataset. Average classification accuracy is 89.3%.
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5.3.3 K isses/Slaps Dataset
The KTH and Assisted Daily Living datasets provide a good basis to test the Relative 
Motion Descriptor. However, they exhibit minimal variation in camera setup and 
action execution. Additional results are therefore presented on the Kisses/Slaps and 
YouTube human action datasets. As mentioned, actions in these datasets are performed 
in natural settings, and no predefined constraints exist for the execution of actions 
or camera setup. For these datasets, consistent descriptors of relative motion across 
examples are much more difficult to obtain as a result of the significant amounts of 
variation present. However, the use of additional arrays of node tests encodes additional 
motion information.
For the Kisses/Slaps dataset, an overall accuracy of 77.6% is obtained using 5-fold leave- 
one-out cross validation. This is a considerable improvement on the Action MACH 
approach of Rodriguez et al. [30].
Actions(%)
M eth o d Kisses Slaps Average
Action MACH [30] 66.4% 67.2% 66.8%
Local Trinary Patterns [117] 77.3% 84.2% 80.75%
Relative Motion Descriptor 76.1% 79.1% 77.6%
Table 5.5; Comparison on the Kisses/Slaps dataset.
These results show that the descriptor performs well at encoding actions in complex 
settings. Also, despite the presence of interest point detections due to camera motion 
and cluttered backgrounds, the representation is capable of identifying characteristic 
motions in such settings.
5.3.4 YouTube Action Dataset
The Kisses/Slaps dataset is limited in the number of classes. The YouTube dataset 
contains 11 classes, and gives a better indication of performance over a greater range of 
classes. Figure 5.9 shows a confusion matrix for actions in the Youtube Action dataset. 
As expected, and as observed with previous datasets, greater confusion is observed
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Percent accuracy (%)
A ction [3] [69] [118] R M D
Biking 73 58 75.2 72.4
Diving 81 79 95 84
Golf 86 66 95 8&8
Soccer 54 53 53 75
Trampolining 79 52 93 80.7
Horse Riding 72 81 73 80
Basketball 53 54 48.5 55.3
Volleyball 73.3 66 85 48.3
Swing 57 74 66 74.5
Tennis 80 59 77 72.5
Walk Dog 75 52 66.7 50.4
N o. of F ea tu res 2 4 3 1
Average 71.2 63.1 75.2 71.5
Table 5.6: Comparison on YouTube action dataset.
between actions that involve similar motion. The greatest confusion is obtained between 
Volleyball Spiking and Basketball Shooting, which both involve tossing a ball in the air 
and the movement of several players across the camera view. Confusion is also observed 
between actions involving translational motion, and often camera motion, for example. 
Walk Dog, Bike Riding, Horse Riding; and also between Golf Swing and Tennis, which 
involve a swinging motion.
Table 5.6 shows percentage accuracies obtained for each class, and compares with other 
recent action recognition approaches on this dataset. Highlighted in the table is the 
number of feature types used by each approach. The single-feature Relative Motion 
Descriptor obtains an accuracy of 71.5%, outperforming two of the multiple feature 
approaches. Comparing with other single feature approaches, Liu et alfs [3] static 
and motion features obtain accuracies of 63.1% and 65.4% respectively. The Relative 
Motion Descriptor outperforms Liu’s motion features by 6%.
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F igure  5.9: Confusion Matrix for the YouTube Human Action dataset. Confusion is displayed across. 
Overall Accuracy^ 71.5%.
5.3.5 Parameter Evaluation for Complex Actions
While the KTH dataset has a validation subset on which parameters can be optimised 
prior to evaluation, evaluation on the other datasets are carried out using Leave-One- 
Out Cross Validation. For the purpose of comparison with other methods, parameter 
learning was not carried out on these datasets prior to evaluation, and parameters learnt 
on the KTH dataset are used. In order to determine the effects of varying parameters of 
the Relative Motion Descriptor on complex datasets, parameter evaluation was carried 
out on the entire YouTube dataset, using the Leave-One-Out Cross validation testing 
methodology. As optimised for the KTH dataset in Section 5.2.3, the parameters 
evaluated are: Number of node tests (Vy), Number of node test arrays (Na ), Spatial
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F igure 5.10: Evaluation of the Relative Motion Descriptor with various parameter values.
and temporal size of the scanning volume [X y. Y  and T), and the test quantization 
type (binary, ternary or quaternary). These parameters are evaluated independently, 
and Figure 5.10 presents the results.
Number of node tests in the range [2,6] are tested. It is observed that the accuracy 
increases and peaks at iV/ =  4, while iV/ > 4 results in poorer performance. For greater 
values of N f,  more dependency is introduced between node tests. This implies that 
similar test results are required for a greater number of tests. In complex environments, 
this becomes less likely with greater N f.  Number of Arrays, N a is seen to return the 
best performance at =  25, while the optimal scanning volume length and depth are 
50 pixels and 30 frames respectively.
5.3.6 Sparse Vs. Dense Interest Point Representations
It is assumed in Section 4.1.1 and this chapter that, since the relative distribution of 
interest points is captured, the threshold for which interest points are detected from 
video, T needs not be finely tuned for the detection of interest points. Based on this 
assumption, interest points were detected with the default threshold value, as defined 
by Dollar et al. [61], and the resulting density of detected interest points was sufficient
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F igure 5.11; Confusion matrix for the Youtube dataset using dense interest points. Accuracy: 72.6%
for the action description. It is expected that, since relative motion is measured, beyond 
detecting sufficient interest points, the density of interest points is not an important 
factor for action description. However, Wang et al. [71] show that Dense Sampling 
outperforms other action descriptors for natural videos. Conversely, Liu et al. [3] 
present results showing an improvement in recognition accuracy with a technique that 
removes background features. This section therefore investigates the effect of denseness 
of the detected interest points on the classification accuracy of YouTube dataset.
To generate denser interest points, the detection threshold T in equation 5.3 was re­
duced by 2 orders of magnitude, from 0.005 to 0.00005. This gave an approximate 
six-fold increase in the average number of detected interest points per video, and more 
spurious detections in background regions. Using these interest points, the evaluation 
was repeated with the same experimental setup and parameters as Section 5.2.
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Y outube  d a ta se t. Using denser interest points, a recognition accuracy of 72.6% is 
reported. This shows an overall improvement of 1.5% over sparser interest points for 
this dataset. Slight improvements are made on 7 of the 11 classes over sparser interest 
points, with a maximum increase of 3.8%. However, these improvements are offset 
by reduced classification rates obtained on the actions Juggle, Volleyball and Swing. 
This improvement shows that some classes benefit from using denser interest points for 
action recognition, and is consistent with the results of Wang et al. [71], who compare 
dense sampling with a number of descriptors. However, given the significant increase in 
interest points used for the descriptor, the motion information added to the descriptor 
is not proportionate. While the reduction of the interest point detection threshold 
results in much denser interest points, lower-strength interest points are added. Since 
the descriptor is built from comparisons of mean interest point strengths, the resulting 
mean strengths and the quantised results of such comparisons with the inclusion of 
low motion regions does not add significant discriminative information to the relative 
motion descriptor.
K T H  d a ta se t. Given the above results, the evaluation was repeated for the KTH 
dataset, using denser interest point detection with the same setup and parameters as 
in Section 5.2. For the KTH dataset, the use of denser interest points results in a 
reduction in accuracy. An overall accuracy of 88.4% was obtained. Figure 5.12 shows 
the confusion matrix. This is, again, consistent with the observation made by Wang 
et al. [71], who report worse performance on simple actions with the dense sampling 
approach. The recognition results show that the distribution of interest points at 
background regions exhibiting no motion adds no discriminatory information for action 
performed in simplified settings.
5.4 D iscussion
This chapter presented a novel descriptor for actions in video, which solely encodes 
action and scene dynamics, using the relative distribution of motion-induced interest 
points. Regions of characteristic motions are captured using arrays of efficient node
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Figure 5.12; Confusion matrix for the KTH dataset using dense interest points.
tests from which concatenated relative motion histograms are assembled. When used 
in conjunction with a non-linear discriminative classifier, results indicate remarkable 
performance compared to recent approaches which combine multiple features. Given 
that no explicit appearance information is used beyond the detection of interest points, 
the approach presented in this chapter shows that discriminative action descriptors can 
be created based on the dynamics of body movement. This approach also highlights 
the benefit of quantizing the relative motion representation with more symbols using a 
quaternary representation of node tests, thereby capturing additional information.
As demonstrated by the results of the Assisted Daily Living dataset, the Relative Mo­
tion Descriptor is capable of distinguishing between actions involving similar motion, as 
further discriminatory information present in the response strengths of motion-induced 
interest points is captured in the node tests, and the results are quantised to maximise 
the information obtained.
In the wild, however, actions involving similar motions are responsible for most of
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the confusion observed. The relatively poor discriminative performance between these 
actions is attributed to the detection of interest points on complex moving backgrounds, 
and, as in the case of Basketball Shooting and Volleyball Spiking, on the motion of several 
players while the action is being performed. In these cases, interest points pertaining to 
the action are indistinguishable from those of other activities present in the video, and 
discriminative quantisation boundaries, h (Section 5.1.2) cannot be determined. Also, 
as a result of noisy interest point detections, training classifiers that can generalise 
across all class examples in such datasets becomes a difficult task.
Chapter 6
Autom atic Mode Finding For 
Improved Action Recognition
Approaches to action recognition attempt to learn generalisation over all class exam­
ples from the training data. While this has produced excellent results for videos that 
exhibit limited variation, less success has been reported on videos captured in more 
natural settings. This is unsurprising, given the amount of variability in examples of 
actions in the wild. It is considered unrealistic to assume that all aspects of variability 
can be modelled by a single classifier. Other approaches often try  to model these vari­
ations by making use of a combinations of feature descriptors that capture shape and 
motion information [3], scene or context information [4], or employ object detectors to 
determine the presence of cars, faces, etc. [5].
The approach presented in this chapter tackles variability in complex action examples 
by assuming the presence of noisy examples, which cause non-separability between 
action classes; and by assuming that there exists multi-modality within examples of 
the same class. This is necessary as constraints on actions performed and captured in 
movies and personal videos are very loose compared to simulated actions. Figure 6.1 
shows examples of the action categories. Get Out of Car and Hand Shake. It is clear 
from these examples that, while the same action is being performed, all examples appear 
radically different due to differences in camera setup and action execution. Despite 
these variations, the examples are given one semantic label, making categorisation
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more challenging. Thus, it is assumed that the analysis of these examples as one group 
limits classification performance.
The action examples show that category labels can be broken into sets of different action ' 
class subsets depending on the placement of the camera with respect to the car, or the 
individuals shaking hands, for Get Out of Gar and Hand Shake respectively. Instead 
of considering all examples of an action category label as one class, category examples 
are analysed to determine various inherent modes or groups. An action class can, 
therefore, be partitioned based on these groups, significantly simplifying the training 
and classification task. This is achieved by employing a variant of the Random Sampling 
Consensus (RANSAC) algorithm [119] to training examples of the action class. Once 
the modes of an action class are found, several sub-classifiers are created, which are 
applied independently to unseen examples. Action categories can therefore be split 
into subsets of consistent modes, which cover the variability of action, environment 
and viewpoint, simplifying the categorisation task. While extensive work exist on local 
classification methods for object category recognition [120], human pose estimation 
[121], etc. [122], the assumption of multi-modality has not so far been explicitly applied 
to action recognition.
RANSAC is used with a novel adaptation based on an iterative reweighting scheme 
inspired by boosting. This method achieves a different goal to clustering, which groups 
class examples based on proximity within the input space, and without regard for other 
classes. In contrast, the approach presented in this chapter encourages the grouping of 
examples within a particular class, while excluding negative class examples. Since the 
overall task is the separation from negative class examples, this property is desirable. 
An approach for improving classification using subsets of available examples is the 
Bootstrap Aggregating (Bagging) method of Breiman [123]. In contrast to presented 
approaches, positive class examples in the final classifiers used in Bagging are not chosen 
for their separation from negative examples. Also, in the Bagging approach, training 
examples are chosen with replacement. Consequently, one example can be selected 
multiple times within a classifier, gaining additional weight. In addition, classifiers are 
combine by majority voting, whereas in the case of Mode Finding, classifiers are applied 
to unseen examples independently.
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(a) G etOutCar action
(b) Handshake action
Figure 6.1: Examples of two actions of the Holly woo d2 dataset, all showing the different modes of 
the same action.
Section 6.1 presents an automatic outlier detection approach for example videos, to­
wards mode finding; Section 6.2 presents the extension to automatic mode finding and 
an iterative reweighting method for selecting groups.
6.1 A u tom atic  O utlier D etection
Since there exist noise and variation in the execution of natural actions and the capture 
conditions in movies and personal videos, examples will be present in training which 
limit the performance of classifiers. Figure 6.2 demonstrates this problem. In this 
illustration, it can be seen that the learning problem is highly non-linear. An attem pt
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Figure 6.2; The overlap problem.
to learn the optimal decision boundary causes over-fitting of the non-linear classifier, 
and results in a complex decision boundary. For such scenarios, this section aims to 
highlight and discard examples that diminish the performance of the classifier.
Given a set of training examples, $  belonging to a particular class, C from which 
outliers are to be detected, a random subset, y? C $  of the examples is iteratively 
selected. A classifier is then learnt of the subset (p against all training examples from 
other classes. This forms the hypothesis stage. The resulting model is subsequently 
evaluated on the remainder of the training example set, C $ ,  where ^  = p U  ip. For 
each iteration, e =  {l...iVe}, a consensus set is obtained, labelled Group Q, which is 
made up of the training subset, pe and the correctly classified examples in subset -tpe- 
Figure 6.3(ard) illustrate the steps for one iteration.
For each iteration, the procedure identifies examples in the subset ■0 that are close to 
examples p  in the feature space. Since the subset p  is trained against training examples 
from other classes, the procedure also identifies examples in class C  that can be easily 
classified when trained against negative class examples, and those that are most likely 
to cause confusion with other classes and complicate class decision boundaries. After 
they are highlighted, the outlier subset of the training examples is discarded, and the 
inliers form the training set for class C. The discarding of these examples simplifies 
the modelling of actions by the classifier.
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Figure 6.3: Automatic outlier detection (1 iteration) on the overlap problem illustrated in Figure 6.2 
above.
6.1.1 Selecting Inliers
After several hypothesis-test iterations, the resulting consensus sets, ç are ranked by a 
normalised cardinality score, â. This score is based on both the relevance of the set, 
derived from its cardinality |çe|; and the frequency of occurrence of its elements within 
all consensus sets.
Each consensus set Q is given a relevance weight We obtained from the cardinality 
of the set, as bigger consensus sets indicate the selection of examples that are well 
separated from negative class examples. This consensus relevance weight is given by.
(6.1)
where |.| denotes cardinality.
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Each example 0% in the training set is subsequently assigned an occurrence weight w$., 
which is based on the number of occurrences of that example within all consensus sets, 
and hence its suitability as an inlier. The occurrence weight for the training example is 
also a function of the relevance of the consensus sets to which it belongs, and is given 
by,
Ne
(6 .2)
e=l
where Içe(^i) is the indicator function of training example 0% in consensus set Çg, given 
by
1 i f$%€ Çe;
0 otherwise.
(6.3)
Based on these weights, the normalised cardinality score for each consensus set is 
determined by,
'âe — ^ 2  ^ ^Çe(^î)-
i= l
(6.4)
For example, given a training set 0  =  {1,2,..., 10}, Table 6.3 shows possible consensus 
sets resulting from 5 iterations of the RANSAC procedure, along with each consensus’ 
relevance weight. The occurrence weights for each example is obtained by summing 
the relevance weights for each consensus set where that example is present. Occurrence 
weight for each example is shown in Table 6.2. Table 6.3 shows the normalised cardi­
nality scores, for each consensus set, which is in turn obtained from the summation 
of occurrence weights of examples in the set.
Iteration
e
Consensus set, 
Çe
Relevance Weight,
1 {1.4,6,7} 0.4
2 {2,4,5,9} 0.4
3 {1,2,4,6,8} 0.5
4 {1,2,3,10} 0.4
5 {4,5,7,8,9,10} 0.6
Table 6.1: Possible consensus sets for 5 RANSAC iterations on the training set , $  =  {1,..., 10}. 
Relevance weights of the consensus sets are included.
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Example, 0* 1 2 3 4 5 6 7 8 9 10
Occurrence Weight, 1.3 1.3 0.4 1.9 1.0 0.9 1.0 1.1 1.0 1.0
Table 6.2: Occurrence weights for each example, obtained by aggregating relevance weights of all 
consensus sets in which they occur (From Table 6.1).
Iteration
e
Consensus 
set, Çg
Normalised
Cardinality
Score,
1 {1,4,6,7} 5.1
2 {2,4,5,9} 5.2
3 {1,2,4,6,8} 6.5
4 {1,2,3,10} 4
5 {4,5,7,8,9,10} 7 ,
Table 6.3: Normalised Cardinality Scores obtained for the 5 consensus sets, by summing Occurrence 
Weights of each example in each consensus set.
It can be seen that from Table 6.3 that, while the Relevance Weight, W  of the iterations, 
e =  1,2,4 are equal, the Normalised Cardinality Scores, vary based on the number 
of the frequency of occurrence of the examples that make up the sets. This normalised 
weight is therefore shown to give better weight to the consensus sets than the relevance 
weights of the consensus sets.
Given a distribution of normalised cardinality scores for a class C, inliers I c  are chosen 
as examples occurring in the highest ranked consensus sets based on this score.
=  Çi U Ç2 U . . .  çn, (6.5)
where II <  iVg is the number of ranked consensus sets chosen, while outliers are given 
by,
0 c  =  ' ^ -  X c ,  (6 .6)
Outliers are discarded from the training set, while inliers constitute the training set for 
the class in question.
Examples of other methods which attempt to limit the influence of outliers include the 
soft margin extension of SVMs [124]. The soft margin method permits misclassifications
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of test examples via the use of slack variables for such non-separable training sets as 
illustrated in Figure 6.2. In the case of soft margin SVMs, the slack variable and hence 
the training error are reduced. This allows for improved class separability. The outlier 
detection method described here reduces the burden on such classification methods, 
since the method discards highlighted outliers that cause gross non-separability in the 
data.
6.2 A utom atic  M ode F inding
Outlier detection separates class examples into majority inlier and minority outlier 
groups. For training examples of actions with significant variations, mode finding for a 
particular class, C  involves automatically grouping class examples into several subcate­
gories, if available, based on similarities in action execution, environment and viewpoint 
within the training sample set. The process results in a number of subcategories within 
the class, with each one treated as a separate class during training. These subcategories 
highlight different modes of an action class, which, when combined, make generalisation 
difficult, but when analysed separately, allow for better modelling of training examples, 
as the amount of variation within each sub category is significantly reduced.
To illustrate. Figure 6.4 shows positive and negative examples in a binary classification 
problem. Again, the complexity of the decision boundary can be observed, as both 
positive and negative examples occupy overlapping regions within the feature space, 
making the categorisation task difficult with a single classifier. This phenomenon is of­
ten observed for the task of action recognition in natural videos, yet mostly ignored. For 
cases such as this, it should be assumed that there exists compact groupings within the 
feature space that, when identified, minimises confusion between classes. Figure 6.5(g) 
illustrates multiple simpler partitions, which are the goal of this method.
6 .2 .1  D iscoverin g  S u b categories
In order to find the subcategories within a set of training examples, 0  of an action 
class, C, mean-shift clustering is first applied. This results in an initial partitioning of
6.2. Automatic Mode Finding 119
Figure 6.4: Binary classification problem for classes with overlap due to large variability in the data
the data, giving non-overlapping groups = {l...N(^} of the examples, as clustering 
does not consider separability from examples of other classes. The clustering procedure, 
however, provides a coarse map of groupings within the class, which serves as an initial 
state from which compact, more discriminative modes can be discovered.
The discovery of subcategories proceeds similarly to the outlier detection method ex­
plained in Section 6.1. However, in this case, the subset is selected as a random 
subset of one of the clusters, ip C Q. This ensures the compactness of the groups, and 
reduces the number of hypothesis-test iterations required, as Ci is a smaller subset of 
the training examples. As with outlier detection, a classifier is learnt of p  against the 
training examples from negative classes, #, giving the hypothesis phase. Testing is car­
ried out on the remainder of training examples of class $  — (/?, (including examples from 
other clusters) to produce a consensus set, ç. Numerous iterations of this process are 
repeated for each cluster, resulting in several consensus sets. Figures 6.5(a-g) illustrate 
the steps.
An additional benefit of clustering at the initial stage is that the discovery and selection 
of sub-categories degrades to the cluster groups if adequate consensus sets cannot be 
found.
6 ,2 .2  S u bca tegory  S election
Given a number, H of consensus sets generated as described above, each consensus set, 
= {1...H} represents a potential sub category within the class. Since the basis 
of the consensus sets are groups of examples that are compact in the input space as
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(a) Original Classification Problem.
© ®
© © © /
© ©
(c) Randomly select a subset from one (d) Classify remainder of the positive 
cluster (cluster 1, iteration 1). examples.
© ©®
(e) Randomly select more subsets (f) Again, classify remaining positive 
from cluster (cluster 1, iteration 2). examples.
© @©
(g) Process is repeated with multiple 
iterations for each cluster.
Figure 6.5: Automatic Mode Finding on the Multi-modal problem illustrated in Figure 6.4 above.
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determined by clustering, the resulting consensus set can be assumed to be compact 
while being separable from examples of negative classes, as illustrated in Figure 6.5(g).
In selecting subcategories, a particular consensus set can only be selected once. Ad- 
aBoost [125] is applied in an attempt to ensure that all training examples are repre­
sented in at least one of the subcategories. To this end, each consensus set is given a 
score which is the sum of weights associated with each example i in the group.
The process is initialised by assigning equal weights, Wi{i) =  | ^  to all training ex­
amples. Hence, in the first instance, the consensus set with the highest cardinality is 
selected. This makes the first subcategory, labelled <Si.
For subsequent subcategories, the weight of each example is given by
M4+i(%) =  ^^^e x p { -a T ,y ih t{x i)) ,  (6.7)
given that,
OiTT =  — — ) (6 .8)
Z  C tt
and the term yih.j^{xi) = {—1,4-1} denotes the absence or presence of a particular 
example in the previously selected subcategories, respectively. is a normalisation 
constant, and 6?^  is the error rate. This selection process terminates when all examples 
have been chosen in at least one of the groups.
For the training of the final action classifiers, each subcategory. Si is trained separately 
against examples of other classes. Examples of class C  that do not belong to the subcat­
egory being trained are not included in the training of tha t classifier. However, during 
classification, results of all subcategories of the class C  are combined. Classification 
results of subcategories are combined such that a class label, C  is assigned if any one 
of its subcategory classifiers produces the highest confidence for the test example.
6.3 E xperim ental Setup
The Outlier Detection and Automatic Mode Finding methods are evaluated on the 
KTH, Assisted Daily Living, Kisses/Slaps and YouTube human action datasets. The 
approaches are used in conjunction with the Relative Motion representation introduced
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in Chapter 5. For this evaluation, best parameters obtained from Chapter 5 are used.
In addition, to demonstrate the independence of the Mode Finding approach on the 
action representation and classification methodology, an evaluation is carried out using 
the Histograms of Optical Flow (HoF) descriptor in a bag-of-words approach [78] on 
the Hollywood2 Human Action dataset [4].
Training and classification for the detection of outliers, and the discovery of modes are 
carried out using SVMs. The performance of SVM classifiers is known to be limited 
on unbalanced data. Since the Mode Finding approach involves training small positive 
subsets against majority negative data, the Synthetic Minority Over-sampling Tech­
nique of Chawla et al. [126] is employed. This method attempts to solve this problem 
by over-sampling the positive class, generating synthetic training examples in feature 
space in order to achieve balance between the classes.
For Mode Finding, the initial clustering of the training examples is performed using the 
Mean-Shift Clustering algorithm with the Squared Euclidean distance. Yu et al. [127] 
show that the kernel nearest neighbour in the RBF kernel space degenerates to con­
ventional nearest neighbour. Therefore, since SVM classifiers with the RBF kernel are 
used in training, it is assumed that groups based on distance in the Euclidean space 
will retain their compactness in the RBF kernel space.
6.3.1 Additional Action Recognition approaches and Datasets
H ollyw ood2 h u m an  ac tion  d a ta se t. The dataset contains 12 action classes; An­
swerPhone, DriveCar, Eat, FightPerson, GetOutCar, HandShake, HugPerson, Kiss, 
Run, SitDown, SitUp and StandUp obtained from Hollywood movies. Like the Kisses/Slap 
and Youtube datasets, this dataset contains significant variations in action execution 
and video setup across the examples, and is therefore suitable for this evaluation. The 
examples are split into 823 training and 884 test sequences, where training and test 
sequences are obtained from different movies.
H istog ram s of O p tica l Flow  D escrip to r. For this experiment, the experimental 
setup of Laptev et al. [78] is followed to obtain Histogram of Optical Flow (HoF) repre-
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sentations of the video. Interest points are detected using the spatio-temporal extension 
of the Harris detector, and descriptors of the spatio-temporal neighbourhoods of the 
interest points are computed, using the specified parameters: Clusters of 4000 visual 
words are obtained from a random subset of 100,000 interest points, using k-means with 
the Euclidean distance. For classification, non-linear Support Vector Machine classifiers 
with a kernel are learnt using a binary one-vs-rest training scheme. The kernel 
is given hy, K (x i ,x j)  = exp(—- ^  S n = i ), where V  is the vocabulary size, D
is the mean distance between all training examples, and =  {din} and Xj = {djn} are 
HoF representations of each action video. The performance of the method is evaluated 
as suggested in [4]: The value of the classifier decision is used as a confidence score 
with which precision-recall curves are generated, varying a threshold on the confidence 
values. The performance of each binary classifier is thus evaluated by the average 
precision. Overall performance is obtained by computing the mean Average Precision 
(mAP) over the binary problems.
For Mode Finding using the HoF representation, having trained compact subcategories 
within action examples, evaluation is carried out by obtaining confidence scores from 
all subcategory binary classifiers for each test example, following the above evaluation 
methodology on the Hollywood2 dataset. In order to obtain average precision values 
which combine results of multiple subcategories within a class, the scores are normalised 
such that the values are distributed over the range [0,1]. A single threshold is then 
varied across the multiple subcategory scores within that range. Precision-Recall curves 
which combine the results of the subcategories are generated by using the logical-OR 
operator across subcategories, on the label given to each test example, while varying 
the threshold. In particular, for each increment of the threshold, positives, from which 
precision and recall values are obtained, are counted for the class if any one of its 
subcategory scores is above the threshold. Hence, a classification for a subcategory 
within a class is a classification for that class.
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6.3.2 Parameter Selection
For Mode Finding, the most important parameter is the number of subcategories, 
Ns- However y this value is automatically chosen by the adapted AdaBoost reweight­
ing scheme, which encourages the selection of all training examples, and terminates 
when all examples are represented in at least one group. Moreover, the non-parametric 
Mean-Shift clustering method is employed to determine coarse groupings Q, of exam­
ples. However, within these clusters, (and within all class training examples for outlier 
detection) the size of the hypothesis set, \(p\ needs to be determined. The hypothesis 
set size is defined as a fraction of its cluster, \Q\ for Mode Finding, and a fraction of 
the training set, |$ | for Outlier Detection.
If a higher fraction is used, the infiuence of each training example is diminished. More­
over, the likelihood of retaining the original decision boundaries is high. Conversely, 
a low fraction results in training a small percentage of the positive examples against 
majority negative examples. This creates significant imbalance in training, which can 
result in lower recall rates, despite over-sampling. However, examples that are cor­
rectly identified despite this imbalance are deemed good representative examples, and 
are therefore suitable as inliers or group members. Therefore, for all RANSAC hy­
potheses, one-third of the available examples are used. For Mode Finding, Synthetic 
Minority Oversampling [126] is applied to clusters prior to the RANSAC hypothesis 
stage, to generate additional examples in the feature space.
For Outlier Detection, examples belonging to the highest ranked consensus sets make 
up the inliers for the class. The number ^ of the top consensus sets after ranking 
determines the tolerance of the outlier detector, where fewer consensus sets result in 
more outliers, and a high number of consensus sets results in a more tolerant outlier 
detector. This value is found to be dataset- and action-specific. Hence, datasets with 
fewer noisy action examples generally require less tolerance, and therefore a low 
whereas more complex datasets require higher values. Also, within datasets, some 
actions are more easily distinguishable than others. For example, in the KTH dataset, 
static actions require a low as there is less confusion, whereas the actions Jogging 
and Running require more tolerance, as more confusion is observed between them.
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For a large set of normalised cardinality scores, it is assumed that the distribution 
is approximately Gaussian. The number of consensus sets ^ that make up the inlier 
subset are chosen as the number of consensus sets with cardinality scores greater than 
2 standard deviations above the mean score.
For Outlier Detection and Mode Finding, the number of iterations Ne, needs to be 
chosen such that an over-complete set of random combinations of the RANSAC hy­
pothesis and test examples are chosen. This number therefore depends on the size 
of the training set for the class. In order to obtain a large variety of combinations. 
Ne = 100 x | 0 |  hypothesis-test iterations are conducted. For the datasets on which 
the method is evaluated, the maximum class training sample size is 195 for the action 
Horse Riding in the Youtube dataset, resulting in 19500 iterations for tha t class.
6.4 R esu lts
Results are presented on the four previously introduced datasets using the Relative 
Motion Descriptor, and on the Hollywood2 dataset, using the HoF descriptor.
6.4.1 KTH Human Action Dataset
Figure 6.6(a) shows the confusion matrix obtained using Outlier Detection on the KTH 
dataset, and the effects of discarding noisy examples from training can be observed. 
For the static actions, the elimination of outliers has no effect on the classification 
accuracy. However, significant improvements are made on the classification accuracy of 
the three dynamic actions with the Running and Walking classes benefiting the most 
from the method. The separation of the Running and Jogging classes has historically 
proven difficult in this dataset, as a result of the similarities in the execution of the 
actions. These results show that the removal of examples from training that appear too 
similar to other class examples, improves the performance of both classifiers. Similarly, 
Outlier Detection reduces the misclassification of Walking examples as Jogging. The 
overall accuracy on the KTH dataset using the Relative Motion Descriptor with Outlier 
Detection is 94%, which is an increase of 3% over the Relative Motion Descriptor.
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Walk Walk
Run 8.3 2.8 Run 11.1 2.8
Jog 11.1 jog 13.9
Wave 5.6 Wave 5.6
Clap Clap
Box Box 5.6
(a) Outlier Detection. Accuracy^ 94% (b) Mode Finding. Accuracy =  92.1%
Figure 6.6: Confusion Matrices for the RMD Descriptor on the KTH dataset after Outher Detection 
and Mode Finding.
Figure 6.6(b) shows results obtained by splitting training examples into sub-categories 
of their original class labels. While there is an overall improvement in results over the 
Relative Motion Descriptor, at 92.1%, the gains obtained are not as significant as for 
Outlier Detection. The limited gains obtained with grouping are not unexpected as the 
KTH dataset is limited in variability. Hence, the splitting of certain class example sets 
serve to weaken some of the classifiers since the dataset is not multi-modal, given the 
motion descriptor used.
Table 6.4 compares average accuracy obtained using the Relative Motion Descriptor, 
Outlier Detection and Mode Finding with state-of-the-art methods using the same 
Training/Validation/Test methodology of Schuldt et al. [1]. Table 6.5 shows the number 
of consensus sets, |^| for Outlier Detection, the number of outliers discarded, |6>|, and 
for Mode Finding, the number of sub categories N s, detected for each class in the KTH 
dataset.
Having performed the Outlier Detector procedure on all classes of the dataset, it can 
be seen that no outliers were obtained for the actions Handwaving and Walking, while
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M eth o d A ccuracy
Schuldt et al. [1] 
Dollar et al. [61] 
Fathi and Mori [27] 
Klaser et al. [76] 
Marszalek et al. [4] 
Kovashka et al. [80] 
Gilbert et al. [81]
71.72%
81.2%
90.5%
91.4%
91.8%
94.5%
94.5%
HMD
R M D  4- O u tlie r D etec tio n  
R M D  4- M ode F ind ing
91.2%
94%
92.1%
Table 6.4: Average accuracies on the KTH dataset using the Training/ Validation/Test split defined 
in [1], ^
Number of Number of Number of
Action sets, 1^1 Outliers, \0\ Subcategories, N s
Boxing 3 2 2
Handclapping 3 1 2
Handwaving 3 0 1
Jogging 5 6 3
Running 4 1 2
Walking 2 0 1
Table 6.5: Optimal numbers of consensus sets |^|, and number of outliers \©\ for Outlier Detection; 
and subcategories N s , discovered for Mode Finding, for all classes of the KTH dataset.
Boxing discarded 2 training examples, and 1 example was discarded from Running and 
Handclapping. For the Jogging action, 6 outliers were discarded. Some were discarded 
as a result of interest points detected on the shadow of subject, while others were as a 
result of strong interest point detections on clothing.
The results show, as for Boxing and Handclapping, that in some cases the removal of a 
small number of examples do not affect the class confusion. For Walking, the removal 
of Jogging outliers results in improved performance. However, confusion still exists 
between the Jogging and Running classes. This is due to the actions being indistin­
guishable in many of the examples, and the simplification of the decision boundary
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between these classes still results in misclassifications.
Figure 6.7(b) shows examples of outliers discarded by the RANSAC procedure. It is 
observed tha t some outliers are regarded as such because of interest points detected on 
shadows of the subject, which affect the distribution. For translational actions of the 
dataset, videos with scale change constitute some of the outliers, while the motion for 
other examples are slower compared to the majority of examples. For example, where 
the Running action is performed at a slower speed, it is confused with Jogging. These 
two classes are shown to produce the most outliers. Figure 6.7(c) shows examples 
from the two discovered groups of the jogging action. The second group consists of 
scale change examples, where the motion is diagonal across the field of view, and thus, 
appears slower in the motion descriptor.
6.4.2 Assisted Daily Living Dataset
For the Assisted Daily Living dataset, using 5-fold leave-one-out cross validation. Out­
lier Detection in conjunction with the Relative Motion Descriptor improves the average 
accuracy to 92%, while Mode Finding returns an accuracy of 90.7%. Figure 6.8(a) 
shows that the removal of outliers from training improves 5 of the 10 classes, while 
marginally degrading the performance of two classifiers. For this dataset, the outlier 
elimination process resulted in one outlier from the classes Dial Phone, Peel Banana 
and Drink Water. This provides an improvement in classification where confusion orig­
inally existed with these actions. An example of this are the actions Answer Phone 
and Use Silverware, whose classification accuracies are improved from 86.7% to 100%. 
However, the removal of these outliers also results in greater confusion with the actions 
Eat Banana and Write On Board, though to a lesser extent. The result of this is an 
overall improvement in classification performance.
Similarly to the KTH dataset. Outlier Detection achieves better performance than 
Mode Finding. This is again attributed to the limited variability in the dataset. Of the 
10 action classes, 6 retain their single groupings, while the actions Peel Banana, Use 
Silverware, Drink Water and Dial Phone are each split in two groups. These actions 
involve more variable motions in the dataset. Figure 6.8(b) shows the confusion matrix
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(a) Examples of outliers selected from the Jogging action of the KTH dataset. A majority of the out­
liers are caused by the existence of moving shadows in the examples, causing variations in the motion 
descriptor, while others are as a result of variations caused by interest points induced on clothing.
(b) Examples of outliers selected from other classes. Left: Running action with interest points detected 
on shadow; Middle: Boxing action with interest points detected on shadow; Right: A Handclapping 
action performed differently from other examples.
:k
(c) Non-overlapping examples within two groups of the Jogging action 
from the KTH dataset. Left: Normal scenario of the action; Right: Scale 
change scenario, where the subject moves diagonally across the screen
F igure 6.7: Detected outliers and modes from the KTH dataset.
for Mode Finding on the dataset. Improvements are observed on the actions Answer 
Phone, Eat Snack, Peel Banana and Write On Board, at the expense of the reduction in 
the accuracies of Chop Banana and Drink Water. For Dial Phone, the splitting of the 
examples results in a stronger classifier, as it can be observed that more classes exhibit 
confusion with it. However, in some cases, the splitting of class examples also serves to
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M eth o d A ccuracy
Velocity Histories [87]
Latent Velocity Histories [87] 
Tracklets [116]
Augmented Velocity Histories with 
Relative and Absolute Position [87]
63%
63%
82.7%
89%
Relative Motion Descriptor 
RMD -f- Outlier Detection 
RMD 4- Mode Finding
89.3%
92%
90.7%
T a b l e  6.6: Comparison on Assisted Daily Living dataset.
strengthen other classifiers, as with Drink Water. Table 6.6 shows a comparison with 
other methods on this dataset.
6.4.3 K isses/Slaps Dataset
Table 6.7 shows results obtained on the binary Kisses/Slaps dataset with Outlier De­
tection and Mode Finding. For Outlier Detection, the overall recognition accuracy is 
improved from 77.6% to 86.9%, with class accuracies of 89.5% and 84.3% for the Kisses 
and Slaps actions respectively. This gives an increase of 12% over both classes. Using 
5-fold leave-one-out cross validation, the number of outliers for all leave-out iterations 
are 9 and 4 for Kisses and Slaps respectively.
By automatically splitting the training examples into their inherent groups, the overall 
accuracy is further improved to 89.1%. Both classes return a remarkable increase over 
the Relative Motion Descriptor, and show that, in contrast to simulated actions in 
simplified settings, the use of grouping hugely benefits actions with larger amounts of 
variation. Table 6.7 also compares the results to other methods. For Mode Finding, 6 
and 4 groups are discovered for Kisses and Slaps respectively. Figure 6.9 show examples 
in two groups of the Slaps class. In one of the subcategories (Figure 6.9(a)), the 
Hitting action occurs with minimal background motion, whereas in the subcategory 
with examples shown in Figure 6.9(b), the backgrounds are seen to be more active.
While the Kisses/Slaps dataset shows remarkable results for both Mode Finding and
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Actions(%)
M eth o d Kisses Slaps Average
Action MACH [30] 
Local Trinary Patterns [117]
66.4%
77.3%
67.2%
84.2%
66.8%
80.75%
Relative Motion Descriptor 
RMD 4- Outlier Detection 
RMD 4- Mode Finding
76.1%
89.5%
90.4%
79.1%
84.3%
88.7%
77.6%
86.9%
89.1%
Table 6.7: Comparison on the Kisses/Slaps dataset.
Percent accuracy (%)
A ction R M D
R M D  4- 
Out. Det.
R M D  4-
Modes
Cycling 75.2 71.5 84.1
Diving 79.5 80.8 87.1
Golf 82.4 84.5 79.3
Ball Juggle 76.9 73.7 82.5
Trampolining 82.4 76.5 87.3
Horse Riding 82.1 83.6 92.3
Basketball 54.6 52.5 65.5
Volleyball 50 50.9 71.3
Swing 76.6 80.3 87.5
Tennis 73.7 77.8 82.5
Walk Dog 46.3 52.5 72.1
Average (%) 71.9 72.4 81.7
Table 6.8: Percentage Accuracy on the YouTube action dataset.
Outlier Detection in unsimplified data, classification involves solving a single binary 
problem. The YouTube and Hollywood2 datasets provide more challenging data on 
which evaluation can be carried out.
6.4.4 YouTube Dataset
Table 6.8 shows classification results on the YouTube dataset using Outlier Detection 
and Mode Finding with the Relative Motion Descriptor. The benefits of Outlier Detec­
tion can be observed on 7 of the 11 classes, as improvements are made over the Relative
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Motion Descriptor results for these classes. Figure 6.10(a) shows the confusion. In the 
majority of cases, for example Walk Dog, Basketball Shooting and Horse Riding, the 
increase in accuracy corresponds to a reduction in confusion with the most similar neg­
ative classes, as previously shown by the RMD confusion matrix in Figure 5.9 and as 
observed for the KTH dataset. These results show that improvement from the simplifi­
cation of class boundaries extends to actions performed in complex settings. Reduction 
in accuracy is observed for some classes, for example Cycling. This can be attributed 
to the creation of stronger classifiers of negative classes in the absence of noisy exam­
ples. Also, the redefinition of class boundaries will, in some cases, favour one action 
over another, when outliers are discarded. For such cases. Mode Finding seeks multiple 
boundaries.
Using Mode Finding, a remarkable increase in accuracy of 13.6% is observed. Improve­
ments in accuracy are obtained on all but one of the classes over the Relative Motion 
Descriptor, and further reduction in confusion is observed between actions with similar 
motions, as shown in Figure 6.10(b). For example. Volleyball Spiking and Basketball 
Shooting show an increase of 21% and 11% respectively, while the Walk Dog, Bike 
Riding and Horse Riding actions also benefit from significant classification accuracy 
increases.
Table 6.9 shows the number of subcategories discovered for each class, where actions 
with the least recall rates are seen to require more subcategories in order to include 
all examples within at least one sub category. It is observed that, in cases where the 
number of subcategories N s 2 > 2, the last chosen subcategory consists of a collection 
of random examples from low recall RANSAC iterations. These subcategories indicate 
the prior selection of high recall rate subcategories, and the effort of the AdaBoost 
reweighting scheme to include all examples in a subcategory. In these instances, the 
weights of yet-not-chosen examples in $  are high, which forces their selection, despite 
their low recall rates.
Figure 6.11 show examples of visually discernible groups discovered automatically for 
the Cycling action. Grouped in the depicted sub categories are examples with static 
handled camera with minimal jitter, examples of moving camera alongside cyclist, and
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Action
Number of 
Examples
Number of 
Outliers, |0 |
Number of 
Subcategories, 
N s
Cycling 145 4 4
Diving 156 4 3
Golf 142 2 2
Ball Juggle 156 6 3
Trampolining 119 0 2
Horse Riding 195 2 2
Basketball 141 5 4
Volleyball 116 3 2
Tennis 137 4 3
Swing 167 2 2
Walk Dog 123 8 5
Table 6.9: Number of outliers \©\ for Outlier Detection over all leave-out iterations; and subcategories 
N s  discovered for Mode Finding, for all classes of the YouTube dataset.
examples of moving camera behind cyclist. The groups show different distributions cap­
tured by the Relative Motion Descriptor, and the ability of the Mode Finding method 
to discover the various motion patterns.
6.4.5 Hollywood2 Action Dataset
Table 6.10 shows the average precision obtained for each class using the Histograms of 
Optical Flow descriptor [4], along with results obtained when used in conjunction with 
the Outlier Detection and Mode Finding approaches. The blue curves in Figure 6.10 
show precision-recall curves for all classes of the HoF descriptor.
As with the Kisses/Slaps and YouTube datasets, it can be seen tha t the removal of 
outliers improves classification performance for the majority of classes. 9 out of 12 
classes indicate improvements in average precision. For these classes, the benefit of 
simpler classifier boundaries is evident, as the confidences returned for the class test 
examples are improved. An increase in Mean Average Precision is observed, from 
0.368 for the Histograms of Optical flow descriptor, to 0.371 with the introduction of 
Outlier Detection. The action GetOutCar and SitUp benefit the most from Outlier
134 Chapter 6. Automatic Mode Finding For Improved Action Recognition
Average Precision
Num. HOF HOF+ HOF-L
A ction train. [4] Outl. Modes
AnswerPhone 66 0.087 0.098 0.182
DriveCar 85 0.825 0.829 0.856
Eat 40 0.566 0.517 0.562
FightPerson 54 0.625 0.629 0.571
GetOutCar 51 0.086 0.120 0.142
Handshake 32 0.172 0.123 0.140
HugPerson 64 0.198 0.220 0.214
Kiss 114 0.320 0.340 0.396
Run 135 0.662 0.653 0.684
SitDown 104 0.413 0.420 0.532
SitUp 24 0.068 0.092 0.127
StandUp 132 0.401 0.405 0.520
Mean 0.368 0.371 0.410
Table 6.10: Average Precision for all classes on the Hollywood2 dataset, using HoF, HoF with Outlier 
Detection, and HoF with Mode Finding.
Detection, with percentage increases of 39.5% and 35% respectively. For the classes 
Eat, Handshake and Run, reduction in average precision are observed as a result of the 
removal of outliers from training. This is attributed to the removal of examples that 
contributed significantly to the original classifiers.
A mean average precision of 0.41 is obtained with the discovery of modes within the 
classes. This further demonstrates the benefits of assuming multi-modality in complex 
action classes. Moreover, this shows that the Outlier Detection and Mode Finding 
approaches are applicable to any feature type. In addition to observations made on 
previous datasets, the best Mode Finding performance on this dataset is observed with 
classes that exhibited the worst performance using the original class groupings, where 
further improvements are made over Outlier Detection. An improvement of 109% is 
observed on the AnswerPhone action, while SitUp and GetOutCar show increases in 
average precision of 86.8% and 65.1% respectively. Other notable improvements include 
Kiss, SitDown and StandUp. These improvements are due to discovery of multiple
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Action
Number of 
Examples
Number of 
Outliers, \0\
Number of 
Subcategories, 
N s
AnswerPhone 66 14 5
DriveCar 85 10 3
Eat 40 8 4
FightPerson 54 1 5
GetOutCar 51 5 5
Handshake 32 4 4
HugPerson 64 4 7
Kiss 114 5 7
Run 135 4 9
SitDown 104 1 6
SitUp 24 1 3
StandUp 132 3 7
Table 6.11: Number of outliers |0 | for Outlier Detection over all leave-out iterations; and subcategories 
N s  discovered for Mode Finding, for all classes of the Hollywood2 dataset.
modes in training. Figure 6.10 shows much-improved precision-recall curves for these 
classes. Reduction in performance can be observed for the actions Eat, FightPerson 
and Handshake.
Figure 6.12 shows visually apparent and non-overlapping examples within two groups of 
the GetOutCar action. Figure 6.12(a) shows examples within a group where the action 
is captured in low illumination, and most of the examples are viewed from the inside 
of the vehicle with a dominant upwards motion, while Figure 6.12(a) depict examples 
where the motion of the subject is towards the left of the scene.
6.5 D iscussion
This chapter presented a method that approaches the classification of complex examples 
in unconstrained settings by assuming the presence of inherent modes in the examples. 
Two aspects of the approach are defined: The first seeks to simplify classification 
boundaries between actions by the removal of minority outliers from training examples.
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This is Automatic Outlier Detection. The second, called Mode Finding, automatically 
discovers subcategories within action classes given their feature descriptors. Outlier 
Detection is performed implicitly in the Mode Finding approach, since the steps for 
obtaining consensus sets are the same. While the entire training set is considered for 
the Outlier Detection, the implicit outlier detection occurs within clustered groups for 
the Mode Finding approach.
The hypothesis-test methodology of RANSAC is used in multiple iterations, and is 
modified such that weights are assigned to positive-class examples based on their inclu­
sion in the RANSAC consensus sets. For Outlier Detection, a normalised cardinality 
weight is assigned to consensus sets based on the frequency of occurrence of examples 
within the set. For Mode Finding, an AdaBoost-inspired weighting scheme is applied 
for the selection of subcategories. Each RANSAC iteration identifies outliers in posi­
tive class examples, i.e., positive examples that are labelled negative. Since the process 
is repeated for all classes, it is assumed that outliers for negative class examples are 
eventually discovered. Therefore negative examples which are labelled positive are 
not considered, and their effect on the simplification of classification boundaries is not 
assessed. Further work will investigate this effect.
Consistent improvements in classifier performance are shown by the removal of outliers 
from the final training set. For the KTH and Assisted Daily Living datasets, the per­
formance using Outlier Detection is shown to surpass that of Mode Finding. This is 
attributed to simplicity of the data and the lack of different modes within the dataset, 
as the actions are simulated. For the more complex Kisses/Slaps, YouTube and Hol- 
lywood2 datasets, the Mode Finding method outperforms both Outlier Detection and 
the original class labelling. It is also observed that the benefits of the Outlier Detection 
and Mode Finding approaches are not limited to the Relative Motion Descriptor, and 
can be applied to different feature types.
As expected, the number of outliers detected are observed to be dependent on the 
complexity of the performance of actions as more variability is introduced, while the 
number of discovered modes also naturally reflects the complexity of actions and the 
variability of action execution and camera setup.
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F igure 6.8: Confusion Matrices for the RMD Descriptor on the KTH dataset after Outlier Detection 
and Mode Finding.
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(a) Examples belonging to one subcategory of the Slaps class of the Kisses/Slaps dataset.
Cl
m
(b) Examples belonging to another subcategory of the Slaps class of the Kisses/Slaps dataset. 
F igure  6.9; Examples of non-overlapping subcategories within the Kisses/Slaps dataset.
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F igure  6.10: Confusion Matrices for the RMD Descriptor on the Youtube dataset after Outlier 
Detection and Mode Finding.
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Figure 6.11: Examples of non-overlapping subcategories within the Cycling class of the YouTube 
dataset. Left: Static camera with minimal jitter; Middle: Camera moving alongside cyclist; Right: 
Camera moving behind cyclist.
(a) Examples belonging to one subcategory of the G etO utCar class of the Hollywood2 dataset.
(b) Examples belonging to another subcategory of the G etOutCar class of the Hollywood2 
dataset.
Figure 6.12: Examples of non-overlapping subcategories within the Holly wood2 dataset.
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Chapter 7
Discussion and Future Work
Given the difficulties tha t exist in the analysis of real video data, recent approaches to 
action recognition have focused attention on the recognition of actions in unconstrained 
settings. The aim of this work was to further research in that area, recognising actions 
in unconstrained settings using the motion information available from spatio-temporal 
interest points generated by the actions. Interest points are used because they contain 
information about motion within the video, while providing a compact representa­
tion. Their use is motivated by Johansson’s human perception experiments using Point 
Light Displays [6], where detailed properties of human actions are shown to be con­
veyed entirely by the dynamics of motion. Although interest point detection is based 
on appearance and motion, the explicit appearance information of interest points are 
discarded, and are not encoded by the presented methods. Actions are therefore de­
scribed by their characteristic motion. Methods are presented which capture motion 
using the distribution of these interest points for action description.
As a first step in the recognition of actions using interest point representations, a 
generic and efficient interest point detector is introduced. The detection of interest 
points is formulated as a classification problem, where the method seeks to accurately 
and efficiently emulate the functionality of any given interest point detector, regardless 
of its complexity. The Randomised Fern classifier is extended from its use in spatial 
interest point recognition, to the spatio-temporal domain for use in action recognition. 
The extension consisted of the redefinition of node tests to account for temporal as
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well as spatial information, and the addition of ternary node tests to account for slight 
variations at pixel level. An optimisation step of the ensemble classifier is also intro­
duced, where Ferns are ranked by an estimate of their discriminative ability, as given 
by posterior distributions. The solution is shown to generalise well across actions and 
scale.
Chapter 4 introduced a motion-based action recognition method, using a representa­
tion of the distribution of interest points, without encoding their appearance. Actions 
are defined by the presence and absence of motion at various regions within an action 
block, which in training is the labelled region around the action. Since the Fern interest 
point detector was able to capture variations within interest point regions, it is further 
extended for the encoding of distributions of interest points. The response strengths of 
detected interest points are used to determine the intensity of motion and distinguish 
high motion regions from low ones. The detection and recognition of actions is per­
formed using scanning windows at various scales over test sequences. Localisation is 
achieved by obtaining maximums from the positive-to-negative likelihood distributions 
for all classes, and promising results are obtained without the use of appearance infor­
mation. Chapter 4 also presented a complete Fern action recognition framework, which 
combined the action recognition method with the interest point detection approach 
presented in Chapter 3. However, the absence of a representation of the intensity of 
motion by detected interest points limited the action recognition performance.
Civen their performance for action recognition in Chapter 4, albeit for simple scenar­
ios, the use of motion as represented by the strengths of interest points is once again 
employed, and applied to action recognition in unconstrained settings. In contrast to 
capturing information at global regions of actions, local action and scene dynamics are 
encoded. A set of local tests reminiscent of the extended Randomised Fern classifier 
are used to determine the local configuration of interest points, and hence the motion 
within local regions. Results of the local tests are quantised with additional symbols 
so that detailed properties of the motion of atomic events are therefore encoded and 
accumulated across all regions of the video into a Relative Motion Descriptor. The 
descriptor is learnt using SVM classifiers, and state-of-the-art performance is obtained.
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Much looser constraints exist for actions performed in the wild compared to those in 
simulated settings. However, action recognition approaches have sought to generalise 
over all class examples, despite significant variations in scene setup and action execu­
tion. Chapter 6 presented a generic approach to the improvement of action recognition 
in such scenarios. The approach considered it unrealistic to assume all aspects of vari­
ability can be modelled using a single classifier. Instead, assumptions are made about 
the presence of modes in the set of action examples, which when identified, simpli­
fies classification boundaries between actions, and improves classifier performance. A 
variant of the RANSAC algorithm is employed for the detection of outliers and the dis­
covery of inherent subcategories within training example sets. Results show consistent 
improvements in recognition accuracy using Outlier Detection, and Mode Finding is 
shown to outperform Outlier Detection for unconstrained actions.
7.1 Future W ork
This section discusses future directions for improving the presented approaches.
7.1.1 Interest point detection
Detected interest points using Randomised Ferns return an Interest Point-to-Background 
likelihood ratio. While this is useful in the tuning of the detector for the detection of 
denser or sparser interest points based on detection confidence, the current method 
lacks a measure of the intensity of the motion being captured, as given by emulated 
interest point detectors. It is observed in Chapter 4, that the response strengths of 
detected interest points provide additional discriminative information for action classi­
fication, especially for actions with similar distributions. Future work will investigate 
the inclusion of response strengths for learnt interest points. Further work on the in­
terest points detection will also investigate the applicability of the detector to actions 
in more complex scenarios, as observed in movies and home videos.
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7.1.2 Action Recognition using Randomised Ferns
Given that Action Recognition using Randomised Ferns provides for an efficient ap­
proach, potential applications exist in real-time action recognition. Also, given the 
increase in the capture and storage of videos on personal portable devices, e.g. Mobile 
Phones, the implementation of a real-time action recognition system based on this ap­
proach is the subject of future work. The Action Recognition framework described in 
Section 4.6 provides a suitable solution, as efficient interest point detection and action 
recognition can be performed in succession. The generic nature of the action recognition 
method also allows for the use of any detectors of interesting regions.
7.1.3 Relative M otion Descriptor
In the computation of the Relative Motion Descriptor (Chapter 5), each scanning vol­
ume region contributes to the relative motion histogram representation of the video, 
given results of the node tests within that region. When viewed within the prevalent 
“bag-of-words” paradigm, bin numbers of the histograms can be regarded as labels 
for the nature of motion within the regions. Consequently, the histogram computa­
tion described above is equivalent to a process of assigning motion-based labels to 
regions. However, while these bag-of-features approaches to action recognition label 
features based on their spatio-temporal support regions using clustering, the histogram 
computation of the Relative Motion Descriptor assigns labels to the spatio-temporal 
configuration of features within less localised regions. The Relative Motion Descriptor 
can, therefore, be viewed as a bag-of-local motions approach, where the order of the 
motions are ignored beyond the scanning volume region. However, the distribution 
of motion labels can provide additional discriminative information for action descrip­
tion. Future work in this area will introduce a hierarchical representation of the local 
motions, thereby also enforcing configuration constraints at a higher level.
Each array of node tests generates a distribution based on the relative strengths of 
interest points, as detailed in Sections 5.1.1 and 5.1.2. This makes up the first level 
{I = 1) of the hierarchy. Since the bin numbers of the distribution can be regarded 
as labels, the values within the bins of the accumulated distribution estimates the
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Figure 7.1: A depiction of hierarchical representation of relative motion in a video, showing node 
tests at three levels.
likelihood of occurrence of each motion label within a video. While level I = 1 captures 
motion via the distribution of strengths of interest points, further levels, I > 1, of 
the descriptor will capture configurations of these motion labels. This can be done 
efficiently by again employing simple tests similar to the first level. Node tests at 
subsequent levels can be applied to probabilities of occurrence of the labels or the 
similarities between labels as given by their motions. Figure 7.1 shows node tests at 
two levels of the representation. One advantage of this labelling method compared to 
the classic clustering-based bag-of-words labelling is, the label given to a particular 
local distribution of interest points is consistent across videos, capture conditions and 
datasets, since the labels are based on generalised node tests, whereas cluster centres 
are based on currently available data.
7.1.4 Temporal Localisation
The datasets discussed in this thesis contain examples where action labels are assigned 
per sequence. However, for realistic applications, such assumptions cannot be made. 
Therefore, the addition of temporal localisation of actions within much longer video 
sequences is very desirable, and will be investigated. This fits well within the scanning 
volume approach of the Relative Motion Descriptor. Hence, given multiple instances of 
the scanning volume in training where characteristic motions of the action are present
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in only a few, the descriptor is able to accumulate the occurrence of such characteristic 
motions. The use of a scanning volume during testing allows for the classification of 
smaller temporal windows, and therefore, the temporal localisation of actions within 
extended sequences.
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