In this paper we study an attractor network with units that compete locally for activation and we prove that a reduced version of it has fixpoint dynamics. An analysis, complemented by simulation experiments, of the local characteristics of the network's attractors with respect to a parameter controlling the intensity of the local competition is performed. We find that the attractors are hierarchically clustered when the parameter of the local competition is changed.
Introduction
This paper investigates the attractors in a recurrent modular neural network and the notion of concept formation where several training patterns form a common attractor.
1 A unit in this type of network belongs to exactly one module and within such a module the units interact locally to compete for activation. By regulating the intensity of the competition the number of attractors in the network can be controlled. Depending on the intensity of this competition, each and one of the stored training patterns could be represented by a unique attractor in the network (given that the network's maximum storage capacity is not reached) or, in the other extreme, all training patterns are represented by a single large attractor. The network we study is formulated as a continuous time dynamical system similar to that of a Cohen-Grossberg system, 2 the main difference being the local competition. The purpose of the local competition is here to control the activity level in the network. In recurrent neural networks with units that have individually set activation thresholds there is the problem of balancing the general activity level, it is prone to either grow without bounds until all units are active or die out. 3 This problem is resolved by the local competition, which keeps the activity constant for a subgroup of units and in turn for the entire network. Much like the Cohen-Grossberg system is the continuous time generalization of the Hopfield network, the studied system here is the continuous time generalization of the Potts network. 4, 5 A network similar, but not identical, to that studied here has previously been analyzed using statistical mechanics by Waugh and Westervelt. 6, 7 They derive the phase diagrams of the global behavior of their network and also its storage capacity. Furthermore, they show that the local competition can be efficiently implemented using analog hardware, which is interesting in the perspective of future electronic devices using this type of networks. Studying attractor networks with local competition is interesting for several reasons; [8] [9] [10] [11] Firstly, this type of networks has been used to implement abstract models of neocortex and its modular structure. Secondly, they can effectively be implemented on parallel cluster computers and have good scaling characteristics. Thirdly, implementations in both analog and digital hardware are possible. Fourthly, their modular structure makes it easy to create classifiers. Hopfield networks trained with hierarchical sets of patterns have been studied by a number of authors. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] In some of these models multi-network systems are constructed 13, 17, 20 or non-Hebbian learning rules are used 16 in order to enable storage of a large number of hierarchically organized patterns and avoid that they form a single large attractor in the network. Controlling the number of stable attractors in an attractor network by regulating a parameter in the network's threshold function was first explored by Mézard et al.
18
The thermodynamic properties of Potts networks trained with non-uniformly distributed random patterns have been investigated in a number of papers [22] [23] [24] and also the dynamics in these networks after training a particular set of patterns have been studied.
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We study two slightly different versions of a modular attractor network. One of these two networks, referred to as BCPNN, has been used to model human memory. [28] [29] [30] [31] [32] The other network is a reduced version of the BCPNN, denoted as rBCPNN, for which the units' updating dynamics are somewhat more linear. For the latter network a more extensive analytical analysis is possible. The paper is organized as follows. In Sec. 2 the rBCPNN network is presented and its energy function is derived. We also show how to linearize about the attractors in this network. Then, we introduce the BCPNN network and give the linearization about attractors for this network as well. In Sec. 3 we present experimental results on two particular sets of patterns using the analytical tools developed in Sec. 2. In Sec. 4 the findings from the experiments are discussed.
Attractor Networks with Local Competition
In this section we first describe an attractor network with local competition, referred to as rBCPNN, as a system of first order differential equations. We then derive the energy function for networks that have a symmetric weight-matrix and update their units' activities as the rBCPNN network. The existence of this energy function tells us that the rBCPNN network has fixpoint dynamics. We also use a Taylor series expansion to linearize around the network's fixpoints, which enables us to study the stability of particular attractors. In the end of this section we present the BCPNN network and the linearization around its fixpoints. The modular networks we discuss have N units grouped into H hypercolumns with U h units in each. The set of all units is I = {1, . . . , N}. Here, h is the index of a particular hypercolumn and Q h ⊆ I is the set of all units belonging to hypercolumn h. We also have that Q h ∩ Q k = ∅, ∀h, k : h = k, and the relation
The units are connected by a symmetric weight matrix, w ij ∈ R. The weights, w, and also biases, β, are computed from probability estimates, p, of the activation and coactivation of units over the training set. Typically these estimates are taken as the relative frequency but they can also be computed with leaky integrators. Here, the presynaptic units are indexed with i and the postsynaptic units are indexed with j. We remark that we throughout the paper use the natural number, e, as base for the logarithmic function.
There are no connections between units located in the same hypercolumn and therefore the corresponding weights are set to zero;
The state of the network is defined by the potential, m j , for each unit. The potential is computed according to Eq. (3) where τ is a time-constant.
The real-valued activity, v j ∈ (0, 1), is computed from the potential with a softmax function, f :
, for a particular hypercolumn h as in Eq. (4). In each hypercolumn, the units' activities always sum to 1 and can thus be seen as a probability density function. The parameter G in Eq. (4) controls the shape of this probability distribution; a high value of G gives a peaky distribution. In a thermo-dynamic context this parameter can be interpreted as the inverse of temperature.
Energy function for the rBCPNN network
In this section we show that the rBCPNN network has an energy function, E(t), and that it is bounded from below. This function is continuously decreasing in time, except at fixpoints where both its value and the network's state variables are constant. The existence of this function guarantees that the network will always reach a fixpoint in its dynamics and that it does not go into limit cycles or behave chaotically.
Theorem 1.
A system described by Eq. (3), where w is symmetric and has zero elements on the diagonal as described by Eq. (2) , has the energy function:
Proof. Before we start the derivation of the energy function in Eq. (5) we rewrite the terms over j to be sums of partial sums over each hypercolumn:
We start the derivation by differentiating the energy function with respect to time, where we use that w is symmetric:
For a particular hypercolumn h, and all units with indices j ∈ Q h , we can rewrite Eq. (4) as:
Next, we use this identity to rewrite Eq. (7) as:
In Eq. (9) we identify the right hand side of Eq. (3):
Now the chain rule is used to rewrite Eq. (10) as:
Next we split the sum over the units in a hypercolumn into two terms:
The sum of all derivatives of activity in a hypercolumn is zero:
Because the sum in Eq. (13) is zero the last term in Eq. (12) will always equal zero. Next, we compute the local inverse of Eq. (4) for a particular hypercolumn h, and all units with index j ∈ Q h , as Eq. (16) via Eqs. (14) and (15):
e
The derivative of the potential, Eq. (16), with respect to activity is:
This derivative is always larger than zero because
. Concluding the proof, Eq. (12) can be written as
which is equal to zero only when the activity is constant, i.e. when the network has reached a fixpoint in its dynamics.
Finally, we also need to ascertain that the function in Eq. (5) is bounded from below. The first two terms in the equation are finite because w ij and β i are constant and v j ∈ (0, 1), and the third term is also finite because lim vj →0 v j log v j = 0, which concludes the proof.
Linearization around an attractor
Here we show how to linearize about an attractor in the rBCPNN network. Later we will use this linearization to study the stability of attractors that are found experimentally by running the network. Let us denote the right hand term of Eq. (3) as:
We assume that the potential m * is an attractor and make use of a Taylor series expansion. Further, we only keep the terms associated with the first order derivatives and ε = m − m * are variables indicating the deviation from the fixpoint. The linearized system can now be written as:
The partial derivatives have the values;
where X is:
In vector notation the system in Eq. (20) is written as:
where J is the Jacobian matrix formed by the partial derivatives. Equation (23) describes a set of first order linear differential equations that has the general solution;
where λ and φ are the eigenvalues (not necessarily distinct) and eigenvectors of the Jacobian matrix J. If m * is a stable attractor, all eigenvalues are larger or equal to zero. These eigenvalues are also real-valued, and had J been symmetric this would have been easy to show. Now J is generally asymmetric but it is always symmetric in the limit G → 0 because the weight matrix w is symmetric. For a system with this type of linearization it can be shown that the displacement ε from an attractor decays exponentially, meaning that the attractors are approached asymptotically. 
A Network used for modeling in cognitive psychology
In this section we present the Bayesian Confidence Propagating Neural Network (BCPNN), which has been successfully used as a model of human memory. [28] [29] [30] [31] [32] The rBCPNN network that we have been studying up to this point is a simplification of this network that allowed us to analytically study the properties of networks with local competition. The BCPNN has been derived from considerations of Bayesian statistics. 34, 35 The weights of the BCPNN are computed in the same way as for the rBCPNN network, the only difference being that the weights are formulated without the logarithm:
The update equation for the potential differs in the BCPNN from the rBCPNN and is stated as:
In case of the BCPNN the linearization is similar to that of the rBCPNN network:
Experimental Results
In the following experiments we characterize the clustering of stored patterns in both the BCPNN and rBCPNN networks as a function of G. We use two differently sized instances of both the rBCPNN and BCPNN networks; small networks with H = 5 and U = 5, and large networks with H = 10 and U = 10. All networks had τ = 1. The networks were trained with two different sets of arbitrarily chosen patterns. Figure 1 , left, shows the training set for the smaller sized networks and Fig. 1, right, shows the training set for the larger sized networks. These two pattern sets have a hierarchical structure with respect to pattern-to-pattern Hamming distances (in case of unary coding this is equal to a distance measure based on the number of hypercolumns with differing activity). Figure 2 shows dendrograms of the hierarchical structure in the two pattern sets. The differential equations were solved with Euler's method using a time-step of 0.01. On retrieval the networks were iterated to stability after presentation of a retrieval cue, where the stop criterion was that the change in activity, as measured by the L 1 norm, was less than 10 5 . In the case of the smaller networks we could experimentally verify by an exhaustive search using all different unary coded pattern permutations as retrieval cues that the only stable attractors in these networks for high values of G were the eight ones corresponding to the stored prototype patterns. For the larger sized networks we could only conclude that all eight prototype patterns were stored as unique attractors for high values of G. For all networks the following findings apply: For high values of G, all attractors have small Euclidean distances to their prototype patterns and for low values of G, only one attractor is present. Between these two extremes there is a varying number of attractors in the networks and not all of the stored patterns are represented by a unique attractor. In the experiments we were concerned with characterizing the memory clustering for these intermediate values of G. In particular we were interested of finding the values of G for which particular attractors turn unstable and merge into other attractors, i.e. where the memory hierarchy is changed.
In Fig. 3 the attractor space is characterized for both of the smaller networks. The figure shows cumulative graphs of how the attractor space is divided between all possible input patterns defined as the set P = {{0, 1}
N } under the constraint that there is only one unit active per hypercolumn. In the case of 5 hypercolumns with 5 units in each, the number of elements (patterns) in P is U H = 5 5 = 3125.
To create Fig. 3 , the fixed-points corresponding to all of the 3125 patterns in P were computed. Each of the resulting activity states were classified as an existing cluster if its distance to it was L 1 ≤ 10
and otherwise as a new cluster. Index of active unit H=5, U=5 H=10, U=10 Fig. 1 . The eight prototype patterns used for training the smaller H = 5 and U = 5 networks (left), and those used for training the larger H = 10 and U = 10 networks (right). In Fig. 4 the smallest eigenvalues of the linearization about each of the eight attractors are plotted for the two smaller networks. These plots tell us for which values of G the attractors turn unstable, which occur when one of the eigenvalues associated with an attractor becomes negative. When this occurs it also tells us that the memory hierarchy has changed in the network. Each line corresponds to one of the attractors resulting from storing one of the prototype patterns. In Figs. 5 and 6 the same line legends are used for the same prototype patterns. Figure 4 was constructed by gradually moving from high to low values of G while following the movement of the attractor. Note the linear decrease of the eigenvalue for the single attractor present at low values of G. Because the change is linear, the critical point at which more than one attractor appears in the net work can be approximated. This is useful in optimization applications.
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In Fig. 5 , left, the relaxation times for the eight cues, taken as the prototype patterns, to reach their corresponding fixpoints are plotted for the smaller networks. Here, the effect of small eigenvalues at the bifurcation points shows up as increased iteration times.
In Fig. 5 , right, the energy for all attractors in the smaller version of the rBCPNN network are plotted. Here, we see a large spread in energies between the different attractors. But this does not seem to be correlated with their size or stability judging from the results shown in Figs. 3 and 4 .
In Fig. 6 the offset between the prototype patterns and the location of the corresponding attractors, measured as the Euclidean distance, are plotted for the smaller networks. The figure shows that as the value of G approaches a point where an attractor turns unstable (moving from high to low G) the location of the attractor starts to deviate more and more from its pattern prototype. Further, we found that the attractors generally moved away further from their corresponding prototype patterns in the rBCPNN network than in BCPNN. Figure 8 shows the smallest eigenvalue of the linearization around each and one of the eight attractors for the two larger networks.
By studying the smallest eigenvalues and the movement of the attractors we can conclude that at the bifurcation points one or more attractors become unstable and the corresponding region of attraction in the state-space is absorbed by other attractors. Based on the plot of the smallest eigenvalues in Figs. 4 and 8 we can identify the attractors that turn unstable. This data was used to create Fig. 7 and 9 , respectively, which show dendrograms of the clustering. Also plotted in these figures, as dotted lines, are the changes of cluster belongings that occur because of attractors changing location. These changes were only seen for the BCPNN network.
Comparing the dendrograms in Fig. 2 with the clustering occurring in the networks (Figs. 7 and 9 ), obvious similarities are seen in how the patterns are grouped. In Fig. 7 we see that patterns 3 and 4 are the ones first clustered and in Fig. 9 we see that patterns 5 − 8 are clustered together before (at a higher G) patterns 1 − 4, precisely as in Fig. 2 . This indicates that the formation of attractor clusters in the networks reflects the hierarchy of the trained patterns with regard to their mutual distances as measured by Hamming distance, which lets us conclude that the memory clustering tends to be hierarchical in some sense. Fig. 9 . The resulting hierarchy of the prototype patterns one to eight in the larger networks with H = 10 and U = 10. The changes of class belongings for retrieval cues initiated as particular prototypes are plotted with dotted lines. The number of the particular prototype used to initiate the retrieval cue is given inside the parenthesis.
Discussion
In this paper we have analyzed the attractors in two types of recurrent networks with locally competing units; the rBCPNN and BCPNN networks. In the limit of high values of G, both networks behave similarly. In this limit the activity in each hypercolumn is almost unary, meaning that only one unit is active, and Eq. (26) is reduced to Eq. (3), which explains this similarity in dynamics. In case of the simpler rBCPNN network we showed that it had fixpoint dynamics. For both networks we found that a displacement from an attractor decayed exponentially. These findings, together with the empirical knowledge from the experiments that the BCPNN never goes into limit cycles, suggests that also the BCPNN has fixpoints dynamics.
At the points of bifurcation we experimentally found one or more attractors became unstable moving from high to low values of G. In all numerical experiments we never found the eigenvalues to be complex which suggests that the bifurcations were of the saddle-node type.
To verify that the observed clustering is a general property of these two types of networks, we experimented with two differently sized networks of each type. For both the smaller and the larger networks we found that the prototypes were hierarchically clustered where similar prototypes were clustered together before dissimilar ones with respect to pattern-to-pattern Hamming distances. We also found that this clustering can be controlled by the parameter G, which controls the intensity of the local competition.
As the two network algorithms currently stand there is a size effect on the clustering of patterns that comes from the fact that the weights do not have a mean around zero and when the number of weights increases, because of increasing network size, so do the support values. This means that the m-values from which the new activity is computed become higher when the network is enlarged, and therefore do the clustering of patterns start earlier than for a smaller network w.r.t. G. This situation can be changed by rescaling the potential m with a factor 1/ N , which would ensure that the bifurcations occur for roughly the same values of G irrespective of network size. If we introduce this scale factor, the values of G in the larger networks should be multiplied by 2.25. Doing this we find that the first bifurcation occurs at roughly the same values of G in both the small and the large networks, but we also find that the bifurcations for the larger networks are spread out over a larger interval of G than in the smaller networks.
In the limit of high values of G the attractors are located very close to their corresponding prototype patterns, but as G is decreased the attractors start to move away from their prototype patterns and merge with other attractors. Amari 1 studied concept forming as when several training patterns form a single attractor, here we have investigated what can be called dynamical concept forming, where the number of attractors formed by a set of patterns is controlled. We have experimented with other types of learning-rules e.g. the generalized Hopfield learning-rule. 33 The general behavior is similar but the clustering hierarchy is different as well as the attractor landscape, for the entire range of the G parameter. In a future study it would be interesting to characterize these differences. The dynamical system realized by the hypercolumnar networks we have studied differ from that studied by Cohen-Grossberg in that here the units interact both via the connection matrix and the local competitive function. We have not proven that the system studied cannot be reformulated as a CohenGrossberg system, but there is no obvious way in which this can be done. If this can be proven, the energy function derived for this type of network, with local competition, is an important new result.
We have not found the metric that the clustering of attractors obeys. This metric should depend on things like the learning-rule, the particular patterns stored, and the configuration of the network. If this metric could be found, attractor clustering would be a computationally powerful operation that would be useful in many applications. 13, 36 Two aspects that makes it powerful is that it is computationally efficient 36 and that the abstraction level (number of clusters) can be changed instantly. The last ability is an advantage over traditional clustering algorithms like k-mean clustering, where the number of clusters is fixed. 
