Abstract. In this paper, we establish a generalized shift-HSS splitting (denoted by GSFHSS) iteration method for solving nonsymmetric saddle point system where the (1,1)-block sub-matrix is nonsymmetric positive definite and investigate that the convergence property of the GSFHSS iteration method.
Introduction
We consider the nonsymmetric saddle point linear system of form: g R ∈ are given vectors. This class of linear systems of the form (1) arises in a variety of scientific and engineering applications, including interior point methods in constrained optimization, constrained least squares problems and generalized least squares problems, optimization, incompressible flow problems, and so on. For an overview of the many applications, we refer the reader to [1] for more discussion on this subject.
Lately, Bai and Yin [6] established the shift-splitting iteration method for solving the saddle point system = x b Κ , where the large sparse non-Hermitian positive definite coefficient matrix
in other words, its Hermitian part 1 ( ) 2 H Κ + Κ is Hermitian positive definite with H Κ denoting the conjugate transpose of Κ . Based on the idea of the shift-splitting [6] , Cao et al. [7] applied the shift-splitting iteration method to solve the saddle point system (1) and further presented a local shift-splitting preconditioner.
On the GSFHSS Iteration Method
In this section, we consider another splitting for the coefficient matrix of the saddle point problem (1):
with the positive iteration parameters α and β .
For convenience, we denote the GSFHSS iteration matrix ( , ) τ α β by
Let λ be an eigenvalue of the iteration matrix ( , ) τ α β in (3) and * * * ( , ) u v be the corresponding eigenvector with n u C ∈ and m v C ∈ . We consider the following generalized eigenvalue problem:
After some algebra, the generalized eigenvalue problem (4) is equivalent to the following form:
We give the following lemmas to investigate the convergence property of the GSFHSS iteration method:
Lemma 2.1 ([8] Proof. Assume = 1 λ , then the equation (4) is reduced to the following form 
Substitute it into the first of the equations (5), by straightforward computation, it is easy to see that
Multiplying the equation (9) from the left-hand side by * u , after straightforward calculations, then the equation (8) yields the following form
By the use of (6) Following the inequality (11), after some algebra, we complete this proof.
