Abstract. Distributed anonymous communication networks like Tor depend on volunteers to donate their resources. However, the efforts of Tor volunteers have not grown as fast as the demands on the Tor network. We explore techniques to incentivize Tor users to relay Tor traffic too; if users contribute resources to the Tor overlay, they should receive faster service in return. In our design, the central Tor directory authorities measure performance and publish a list of Tor relays that should be given higher priority when establishing circuits. Simulations of our proposed design show that conforming users receive significant improvements in performance, in some cases experiencing twice the network throughput of selfish users who do not relay traffic for the Tor network.
Background
The Tor network is an overlay network of volunteers running Tor relays that relay TCP streams for Tor clients. Tor lets its users connect to Internet destinations like websites while making it hard for 1) an attacker on the client side to learn the intended destination, 2) an attacker on the destination side to learn the client's location, and 3) any small group of relays to link the client to her destinations.
To connect to a destination via Tor, the client software incrementally creates a private pathway or circuit of encrypted connections through several Tor relays, negotiating a separate set of encryption keys for each hop along the circuit. The circuit is extended one hop at a time, and each relay along the way knows only the immediately previous and following relay in the circuit, so no single Tor relay knows the complete path that each fixed-sized data packet (or cell ) will take. Thus, neither an eavesdropper nor a compromised relay can see both the connection's source and destination. Clients periodically rotate to a new circuit to complicate long-term linkability between different actions by a single user.
The client learns which relays it can use by fetching a signed list of Tor relays from the directory authorities. Each authority lists the available relays along with opinions on whether each relay is considered reliable, fast, and so on. Clients base their decisions on the consensus (i.e. the majority of authority opinions). Each authority's signing key comes with the Tor software, so Tor clients can't be tricked into using an alternate network run by an attacker. Authorities also provide a way for Tor users to synchronize their behavior; since anonymity loves company, users that make decisions based on similar information will blend together better [15] . A more detailed description of the Tor design can be found in its original design document [16] and its specifications [14] .
Anonymity designs can be divided into two classes based on their goals: highlatency and low-latency. High-latency designs like Mixmaster [34] and Mixminion [11] can take hours to deliver messages, but because messages mix with each other they can withstand quite powerful attackers. These designs are not suitable for web surfing, which would be untenable with long latencies.
Tor chooses to build a practical and useful network, then try to achieve good security within these constraints. To that end, Tor doesn't batch or reorder messages at each hop. This choice means that Tor circuits are vulnerable to endto-end correlation attacks: an attacker who can measure traffic at both ends of the circuit can link them [10, 28] . A variety of other anonymity-breaking attacks become possible because of Tor's requirement to remain useful for low-latency communications [26, 29, 35, 36, 41, 44] .
Because Tor aims to resist traffic analysis attacks (attacks that try to pick the communicants out of a large set of participants) but does not aim to protect against correlation attacks (attacks that watch two suspected endpoints to confirm the link), we have some flexibility in what design changes we can propose. As long as we don't introduce any attacks that are worse than the correlation attacks, we are still within Tor's threat model.
Incentive Goals
Relayed traffic is traffic forwarded from a Tor client or Tor relay to another relay within the network. Choosing to relay traffic can provide better anonymity in some cases: an attacker who controls the user's next hop would not be able to know whether the connection originated at the user or was relayed from somebody else. But the exact details of the potential anonymity improvement are not well-understood even by the research community. Therefore they are hard to communicate to users, so any potential perceived gains do not outweigh the costs of setting up relaying and providing bandwidth to others.
Tor relays may also opt to serve as exit relays. Exit traffic is forwarded from a Tor relay to somewhere outside the Tor network, as well as return traffic from outside back into Tor. While there are theoretical anonymity improvements similar to those for relaying traffic, as well as potential legal advantages for the relay operator from not necessarily being the originator of all traffic coming from the relay's IP address [20] , in practice the destination website and the user's ISP have no idea that Tor exists, and so they assume all connections are from the operator. Some ISPs tolerate abuse complaints better than others. This hassle and legal uncertainty may drive users away from running as an exit relay.
Beyond creating incentives to relay traffic inside the Tor network and to allow connections to external services, we also need to consider the quality of the traffic (e.g., the latency and throughput provided, and the reliability and consistency of these properties). Since Tor circuits pass over several relays, the slowest relay in the circuit has the largest impact.
Design
Our solution is to give a "gold star" in the directory listing to relays that provide good service to others. A gold star relay's traffic is given higher priority by other relays, i.e., they always get relayed ahead of other traffic. Furthermore, when a gold star relay receives a high priority connection from another gold star relay, it passes on the gold star status so the connection remains high priority on the next hop. All other traffic gets low priority. If a low priority node relays data through a gold star relay, the traffic is still relayed but at low priority. Traffic priority is circuit-based. Once a circuit is created, its priority remains the same during its entire lifetime.
We can leverage Tor's existing directory authorities to actively measure the performance of each individual relay [42] and only grant those with satisfactory performance the gold star status. This measurement can include bandwidth and latency of the relayed traffic for that relay. By measuring the bandwidth through the Tor network itself, the directory authorities can hide their identity and intent from the Tor relays. This method of anonymously auditing nodes' behavior is similarly used in other systems [19, 38, 45] .
Due to variations of the network conditions and the multi-hop nature of Tor, it may take multiple measurements to get accurate results. Therefore, we use a "k out of n" approach, where a relay has to have satisfactory performance for k times out of the last n measurements to be eligible for gold star status. At that point, it becomes a policy issue of who gets a gold star. We assign a gold star to the fastest 7/8 of the nodes, following the current Tor design in which the slowest one-eighth of Tor relays are not used to relay traffic at all. Of course, relays may choose not to give priority to gold star traffic. But in this case, they would most likely become the slowest nodes in the measurements and would not earn a gold star. The directory authorities can then distribute the gold star status labels along with the network information they presently distribute.
The behaviors we most need to encourage will vary based on the demands facing the Tor network. Since there are enough exit relays currently, the design and analysis in this paper focuses on incentives for relayed traffic. However, our approach of giving priority to traffic from the most useful relays means that we can adapt the definition of "useful" as needed: e.g. we could vary the required threshold in the measurement tests above or require new tests such as verifying that exit traffic is handled correctly. We would then only need to publish the desired policy; users desiring higher priority for their traffic would then decide whether to follow the policy. We consider exit traffic testing more in Section 6.2.
The effectiveness of this design depends on the accuracy of the measurements, which in turn depends on the measurement frequency. Frequent measurements increase our confidence, but they also place a burden on the network and limit the scalability of the measuring nodes. Snader and Borisov [46] suggest an alternate approach to learning bandwidth, where every relay reports its own observations about the other relays, and the directory authorities use the median vote. If we used this approach, gold stars could then be assigned based on having a high enough median vote; but we note that active measurements would still be needed for verifying other properties such as exit traffic.
Experiments
Here we show simulations of the effectiveness of our "gold star" incentive scheme against different scenarios, including varying amounts of load on the Tor network, and varying strategies taken by simulated nodes (e.g., selfish vs. cooperative).
Experimental apparatus
We built a packet-level discrete event simulator that models a Tor overlay network. The simulator, written in Java, was executed on 64-bit AMD Opteron 252 dual processor servers with 4GB of RAM and running RedHat Enterprise Linux (kernel version 2.6.9) and Sun's JVM, version 1.5.0.
We simulate every cell at every hop. Each node, particularly simulated BitTorrent clients, can easily have hundreds of outstanding cells in the network at any particular time. Simulating 20 BitTorrent clients and 2000 web clients consumes most of the available memory. To keep the client-to-relay ratio realistic, we could only simulate Tor networks with around 150 relays.
For simplicity, we assumed the upstream and downstream bandwidth for all relays is symmetric, since the forwarding rate of any relay with asymmetric bandwidth will be limited by its lower upstream throughput. We also simplify relays by assuming they take no processing time. The cooperative relays (which reflect the altruists in the current Tor network) have a bandwidth of 500KB/s. The latency between any two nodes in the network is fixed at 100 ms.
Our simulations use different numbers of simplified web and BitTorrent clients to generate background traffic. Our web traffic is based on Hernández-Campos et al. [25] 's "Data Set 4," collected in April 2003 [48] . Our simplified BitTorrent clients always maintain four connections, and upload and download data at the maximum speed Tor allows. They also periodically replace their slowest connection with a new one, following BitTorrent's standard policy. We assume that the external web or BitTorrent servers have unlimited bandwidth. The different relay traffic types are:
Cooperative. These nodes use their entire 500KB/s bandwidth to satisfy the needs of their peers, and give priority to "gold star" traffic when present.
(If sufficient gold star traffic is available to fill the entire pipe, regular traffic will be completely starved for service.) Selfish. These nodes never relay traffic for others. They are freeloaders on the Tor system with 500KB/s of bandwidth. Cooperative slow. These nodes follow the same policy as cooperative nodes, but with only 50KB/s of bandwidth. Cooperative reserve. These nodes have 500KB/s bandwidth, just like cooperative nodes, but cap their relaying at 50KB/s, saving the remainder for traffic that they originate. Adaptive. These nodes are cooperative until they get a gold star. After this, they are selfish until they lose the gold star.
All of our simulations use ten directory authorities. To assign the gold star status, every minute each directory authority randomly builds a circuit with three Tor relays and measures its bandwidth by downloading a small, known 40KB file from an external server. The bandwidth measurement is recorded and attributed to only the middle relay in the circuit. (In a genuine deployment, the entry and exit nodes would be able to determine that they were being measured by virtue of being connected to known measurement nodes and could thus change their behavior in response.) To obtain a gold star, we require Tor relays to successfully relay traffic at least two times out of the last five measurements (i.e. k = 2 and n = 5 from Section 4). A relay is defined as successful if the directory authority can receive the correct file within a reasonable amount of time.
For our results, we describe the observed network performance in terms of "download time" and "ping time." Download time describes the time for nodes to download a 100KB file from an external server. Ping time describes the roundtrip latency for that same external server. (This external server is assumed to have infinite bandwidth and introduce zero latency of its own.) Both measures are important indicators of how a Tor user might perceive Tor's quality when web surfing. For contrast, a Tor user downloading large files will be largely insensitive to ping times, caring only about throughput.
Experiment 1: Unincentivized Tor
First, we want to understand how Tor networks behave when demand for the network's resources exceeds its supply. We simulated 50 cooperative relays, 50 Figure 1 plots the average download and ping time for each relay type. Each plotted point is the average for 50 raw samples. Despite this, the variation among the data points suggests that the network performance is highly variable.
To get a better view of the distribution of download times and ping times, we use cumulative distribution functions (CDFs). Figure 2 represents the same data as Fig. 1 , albeit without any of the data-point averaging. The x-axis represents download time or ping time and the y-axis represents the percentage of nodes who experienced that particular download or ping time or less.
While the ideal download time for all relay types in this experiment is 0.8 seconds (six network roundtrip hops plus transmission time), all relay types rarely achieve anywhere close to this number. Figure 2 shows that roughly 80% of the attempted downloads take more than two seconds, regardless of a node's policy. Approximately 10% of cooperative relays take longer than ten seconds. Selfish nodes, in general, do better in the worst case than cooperative nodes, but observe similar common-case performance. 
Experiment 2: Gold stars
Our first experiment represents the present-day situation in the Tor network and is clearly unsatisfactory. This second experiment measures the effectiveness of our "gold star" mechanism in addressing this concern. This time, our simulation consists of 40 cooperative relays, 40 selfish relays, 40 cooperative slow relays, and 40 adaptive relays. These variations, relative to the first experiment, also allow us to see whether slower cooperative nodes still get the benefits of a gold star, and whether adaptive nodes can be more effective than purely selfish nodes. Figures 3  and 4 show the cumulative download and ping time with no background traffic and heavy background traffic, respectively. Our results are striking. Cooperative nodes maintain their performance, regardless of the level of background traffic in the overlay. When there is no background traffic, they slightly outperform the selfish and adaptive nodes, but once the traffic grows, the cooperative nodes see clear improvements. For example, under heavy background traffic, 80% of the cooperative nodes see download times under two seconds, versus roughly 2.5 seconds for the selfish and adaptive nodes.
Our experiment also shows that the adaptive policy does not defeat the gold star mechanism. Adaptive nodes will experience better performance while they have a gold star, but their benefit only splits the difference between the cooperative and selfish policies, roughly in proportion to the effort they are spending to maintain their gold star. Cooperative slow nodes are always relatively slow due to their limited available bandwidth. However, like their fast counterparts, they experience stable performance as the background load on the Tor network increases. This demonstrates that the gold star policy can effectively reward good behavior, regardless of a node's available bandwidth.
We conducted a further experiment, replacing the cooperative slow nodes with cooperative reserve nodes, representing a possible rational response to the gold star mechanism. These nodes use 10% of their bandwidth for relaying and earning a gold star, reserving 90% of their bandwidth for their own needs. Figure 5 shows the results of this experiment. Both kinds of cooperative nodes observe identical distributions of bandwidth and latency. Selfish and adaptive nodes suffer as the background traffic increases. This experiment shows, unsurprisingly, that nodes need not be "fully" cooperative to gain a gold star. In an actual Tor deployment, it would become a policy matter, perhaps an adaptive process based on measuring the Tor network, to determine a suitable cutoff for granting gold stars (see Sect. 6.1).
Experiment 3: Alternating relays
This experiment considers a variation on the adaptive strategy used in the previous experiments. Alternating nodes will toggle between the cooperative and the selfish strategies on a longer timescale-four hours per switch. This experiment uses 50 such alternating relays with 50 cooperative relays and with heavy background traffic (20 BitTorrent clients and 2000 web clients). Figure 6 shows the average download and ping time for both relay types over time. During the periods where the alternating relays are cooperative, they receive service of a similar quality as the full-time cooperative nodes. However, . Dotted lines show the times at which the alternating relays switch. The performance of alternating relays gets worse whenever they switch to being selfish, while performance for cooperative relays only suffers a little.
once the alternating relays switch to become selfish, their download times quickly increase, representing the same quality of service that would be observed by a selfish node. Note that while the cooperative nodes do observe lower quality of service (after all, fully half of the Tor nodes stopped relaying any data), they still do much better than their selfish peers. Our gold star system robustly responds to changes in node behavior.
Experiment 4: Pair-wise reputation
Last, we investigated a variation on our gold star design where individual circuits are not labelled as being low or high priority. Rather, each circuit inherits its priority from the status of the previous relay. That is, a low-priority node routing traffic through a gold-star node will experience delays getting the gold-star node to accept the traffic, but the traffic will have high priority in its subsequent hops. This alternative design has significant improvements from an anonymity perspective, because traffic at a given hop does not give any hint about whether it originated from a low-priority or high-priority node. However, our experiment showed selfish nodes clearly outperforming their cooperative peers. The results are shown in Appendix A.
Discussion
Our experiments show that our "gold star" technique is effective at giving higher priority to users who contribute to the Tor network. Nonetheless, a variety of questions remain about the policy that should be used for assigning gold stars and how the policy may affect the behavior of strategic Tor users.
Strategic users
Our proposed incentive scheme is not perfectly strategy-proof, in the sense that users can earn a gold star without providing all of their network capacity for the use of the Tor network (as in the "cooperative reserve" policy discussed in Sect. 5.3). This balance creates a variety of possible strategic behaviors.
Provide borderline or spotty service. A relay needs to provide only the minimal amount of bandwidth necessary to gain the gold star. Of course, if every user provided this amount, Tor would still have vastly greater resources than it does today. Next, because the bandwidth policies are determined centrally, the required minimum bandwidth for obtaining a gold star could be adjusted in response to network congestion. Strategic nodes would then adjust the capacity they offer, making more bandwidth available whenever they are needed.
Only relay at strategic times. Strategic users might provide relay services only when the "local" user is away, and thus not making demands on the Tor network. Such behavior is not disincentivized by our approach, as it still provides scalable resources to the Tor network. However, any users following such behavior may be partially compromising their anonymity, as their presence or absence will be externally observable.
Share a relay among several users. Several users could share a single entry relay into the Tor network, thus inheriting its gold star benefits without providing any additional bandwidth to the Tor network. In fact, we may even want to support this design, so users can run a fast relay at a colocation facility and then reap the rewards from their slower cable-modem or DSL Tor client. To allow the client to inherit the reputation of the server, the relay could be configured to give high priority to connections from a given set of IP addresses or Tor identity keys. On the other hand, multiple users that use a shared entry point must be able to trust one another. Lacking such trust, their desire for personal anonymity would incentivize them to run individual Tor relays.
Accept traffic only from known relays. In our design the directory authorities do their measurements anonymously via Tor, so all audits will come from other listed Tor relays. Thus a strategic relay could get away with giving poor performance (or no performance at all!) to connections from IP addresses not listed in the directory. One answer is that some of the measurements should be done through unlisted relays, perhaps by gathering a large pool of volunteer Tor users to help diversify the audit sources. Another answer is to turn this vulnerability around and call it a feature-another reason that users should want to get listed as a good relay.
Forward high-priority traffic as low-priority. A relay who correctly forwards traffic can still cheat by changing the priority on incoming traffic. The measuring authorities should build high-priority test circuits back to a trusted relay, to see if the circuit arrives with the expected high-priority status.
The audit arms race
Some attacks outlined above involve relays that provide some level of service but not quite as much as we might prefer. The response in each case is a smarter or more intensive measurement algorithm so the directory authorities can more precisely distinguish uncooperative behavior. To see why this won't be an arms race between increasingly subtle cheating and increasingly sophisticated audits, we need to examine the incentives for ordinary users. Based on informal discussions with Tor relay operators, the most challenging part of setting up a Tor relay is configuring the software, enabling port forwarding in the firewall, etc. Compared to this initial barrier, the incremental cost of providing a bit more bandwidth is low for most users. As long as our audit mechanism correctly judges whether the user relays any traffic at all, we're verifying that the user has performed the most personally costly step in setting up a relay. We expect that the diminishing returns a strategic relay gets in saving bandwidth as we progress down the arms race will limit the complexity required for the auditing mechanism.
Measuring whether a relay is forwarding traffic adequately within the network is only one step. We could also extend our auditing techniques to measure whether an exit relay is in fact correctly forwarding exit traffic. We could thus incentivize exit traffic in the same way we incentivize relay traffic.
One concern in any measurement scheme over Tor is that the anonymity of Tor hides which node in an overlay route may have been responsible for degrading the quality of service. We could potentially "charge" all of the nodes in the route, but this could lead to "collateral reputation damage" for innocent nodes. An adversary may even strategically target a node for such damage. This ability to influence reputation can assist in anonymity-breaking attacks [6, 19] .
Anonymity implications
Anonymity metrics like entropy [12, 43] apply to high-latency systems like Mixminion, where a global attacker aims to narrow the set of suspects to a small anonymity set (or to a probability distribution that has low entropy). With low-latency systems like Tor, most attacks either fail or reduce the entropy to zero. Thus these systems instead measure their security by the probability that a non-global attacker will be in the right positions in the network to launch an attack [47] . One key factor in this metric is the number of relays in the network.
Assuming the Tor network starts out with a small number of gold star relays, whenever a Tor relay receives a high priority cell, it knows with absolute certainty that the cell must have originated from a relay having a gold star. With so few gold star relays, the presence of high priority traffic greatly reduces the number of possible sources for that traffic. Worse, the set of users with a gold star is made public, further simplifying the attack.
We believe this tradeoff would still attract many gold star relays, though. First, altruists who don't use Tor as a client would still be the early adopters, as predicted by Acquisti et al. [1] and as observed in the current Tor network. Lowsensitivity users would come next; many users who care more about performance than anonymity would be enticed into running Tor relays. The number of gold star nodes in the system should therefore increase over time, reducing the extent to which the presence of prioritized traffic gives away information to an attacker. We speculate that the growing anonymity set of gold star relays, along with the improved performance from being in the group getting priority traffic, would ultimately be enough to push many mainstream users into setting up relays.
We leave one major obstacle for future work: even if the anonymity set of gold-star users is large, changes in the set over time allow intersection attacks on anonymity. That is, if an attacker can link connections by a gold-star user (for example by tracking cookies or logins to a website), this attacker can narrow down which relay is running and has a gold star whenever such a connection occurs. One solution might be to make the gold star status persist a while after the relay stops offering service, to dampen out fluctuations in the anonymity sets. Depending on the rate of churn in the Tor network, this period might need to be a week or more, which means we then need to reevaluate the balance questions from this section. A more radical change would be to move to an ecash based service where getting high priority is less related to whether you're running a good relay at the time [2] -but we note that even in these more complex designs where there are multiple plausible reasons for a given user to get higher priority, users that earn their priority by relaying traffic can still be attacked [33] .
The economics of attracting more relays
The experiments in Section 5 show that our design creates significant incentives for users to run Tor relays. As we attract more relays, the Tor network grows larger. Thus the anonymity that can be achieved increases for both the relays and the clients. As we attract more relays, the overall capacity in the network grows too. In fact, if we get a large enough network, the performance will improve compared to the currently deployed Tor network not only for the users who choose to run relays, but also for the users who don't! If enough users do choose to run relays that there is excess network capacity, then the observable performance difference between high priority traffic and regular traffic might be insufficient to get more relays, or even to keep all of the current relays. If such a problem were to occur, one additional possibility would be to reserve bandwidth for high-priority traffic [40] , effectively throttling low-priority traffic and creating a larger incentive for users to get a gold star. The downside to such an approach, of course, is that Tor performance would "needlessly" suffer for low-priority Tor users.
This discussion of the economics of our incentive strategy leaves out many details. We should start by analyzing the various equilibria and deriving utility functions for various user classes. We leave this investigation to future work.
Related Work

Incentives in anonymous communication networks
Real-world anonymizing networks have operated on three incentive approaches: community support, payment for service, and government support. (Discussion of the funding approaches for research and development of anonymity designs, while related, is outside the scope of this paper.) The Tor network right now is built on community support: a group of volunteers from around the Internet donate their resources because they want the network to exist.
Zero-Knowledge Systems' Freedom network [7] on the other hand was a commercial anonymity service. They collected money from their users, and paid commercial ISPs to relay traffic. While that particular company failed to make its business model work, the more modest Anonymizer [3] successfully operates a commercial one-hop proxy based on a similar approach. PAR [2] proposes a micropayment model where clients pay coins for each circuit, and relays can use these coins for service of their own or convert them into actual payments; however, its dependency on an ecash bank means it remains a theoretical design. Lastly, the AN.ON project's cascade-based network was directly funded by the German government as part of a research project [4] . Unfortunately, the funding ended in 2007, so they are exploring the community support approach (several of their nodes are now operated by other universities) and the pay-for-play approach (setting up commercial cascades that provide more reliable service).
Other incentive approaches have been discussed as well. Acquisti et al. [1] argued that high-needs users (people who place a high value on their anonymity) will opt to relay traffic in order to attract low-needs users -and that some level of free riding is actually beneficial because it provides cover traffic. It is unclear how well that argument transitions from the high-latency systems analyzed in that paper to low-latency systems like Tor.
Incentives in other peer-to-peer networks
Incentives for applications. Incentive schemes have been proposed for several p2p applications. BitTorrent [8] , one of the pioneers, facilitates large numbers of nodes sharing the effort of downloading very large files. Every node will have acquired some subset of the file and will trade blocks with other nodes until it has the rest. Nodes will preferentially trade blocks with peers that give them better service ("tit-for-tat" trading). Scrivener [37] addresses a more general problem, where nodes are interested in sharing a larger set of smaller files.
In a storage network, nodes share spare disk capacity for applications such as distributed backup systems. Ngan et al. [38] proposed an auditing mechanism, allowing cheaters to be discovered and evicted from the system. Samsara [9] enforced fairness by requiring an equal exchange of storage space between peers and by challenging peers periodically to prove that they are actually storing the data. Tangler [50] required users to provide resources for a probation period before they are allowed to consume resources.
Reputation systems. Resource allocation and accountability problems are fundamental to p2p systems. Dingledine et al. [13] survey many schemes for tracking nodes' reputations. In particular, if obtaining a new identity is cheap and positive reputations have value, negative reputation could be shed easily by leaving the system and rejoining with a new identity. Friedman and Resnick [21] also study the case of cheap pseudonyms, and argue that suspicion of strangers is costly. EigenTrust [27] is a distributed algorithm for nodes to securely compute global trust values based on their past performance. Blanc et al. [5] suggest a reputation system for incentivizing routing in peer-to-peer networks that uses a trusted authority to manage the reputation values for all peers, comparable to our use of directory authorities.
Trading and payments. SHARP [22] is a framework for distributed resource management, where users trade resources with trusted peers. KARMA [49] and SeAl [39] rely on auditor sets to track the resource usage of each node in the network. Golle et al. [23] considered p2p systems with micro-payments, analyzing how various user strategies reach equilibrium within a game theoretic model.
Tradeoff between anonymity and performance. If the number of gold star relays in the network is small, sending gold star traffic may result in reduced anonymity, albeit better performance. This introduces another dimension of traffic control. In our design a gold star relay is not required to send its own traffic at high priority; it may choose to send it at a low priority for better anonymity. This tradeoff is similar to the idea in Alpha-mixing [18] , where the sender can use a parameter to choose between better anonymity and lower latency.
Conclusions
This paper proposes an incentive scheme to reward Tor users who relay traffic. Our simulations show that we can correctly identify nodes who cooperate with our desired policies, and they achieve sizable performance improvements, particularly in Tor's current situation where the Tor network is saturated with traffic. While we reduce anonymity for cooperative ("gold star") nodes because any high priority traffic must have originated from a gold star node, we create significant performance incentives for many users to join the Tor network as relays, which improves both performance and anonymity.
Once our technique is ready to be deployed on the live Tor network, both pragmatic and theoretical concerns remain. For example, we cannot predict future demand on the Tor network, nor can we predict the extent to which firewalls or ISP bandwidth policies might interfere with Tor or otherwise disincentivize users from relaying Tor traffic. We should also investigate the extent to which the centralized Tor management nodes might be able to coordinate their network measurements and agree on optimal incentivization policies as network conditions evolve. 
A Experiment 4: Pair-wise reputation
In this experiment, we investigated a variation on our gold star design, where individual circuits are not labelled as being low or high priority. In this variation, a low-priority node routing traffic through a gold-star node will experience delays getting the gold-star node to accept the traffic, but the traffic will have the gold-star priority in its subsequent hops. This alternative design has significant improvements from an anonymity perspective, because traffic at a given hop doesn't give any hint about whether it originated from a low-priority or highpriority node. However, this design might fail from an incentives perspective, since there is less incentive for a node to earn its own gold star. In this experiment, we again simulate a network with 40 relays for each relay type: cooperative, selfish, cooperative reserve, and adaptive. For clarity, Fig. 7 only shows the download and ping time for cooperative and selfish relays, as the performance for cooperative reserve and adaptive relays is very close to that for cooperative relays.
This experiment shows selfish nodes clearly outperforming their cooperative peers. This indicates that the gold star strategy requires a transitive property, i.e., each hop of a circuit must inherit the gold star status of the previous hop. Otherwise, selfish nodes will outperform their cooperative peers and there will be no incentive for cooperation.
