When an asteroid is lost, the observers need to know the portion of the celestial sphere where it could be recovered at a given time. This region is an image of the region, in the space of orbital elements, where the orbit is compatible with the previous observations. The map between these two regions is nonlinear, therefore the classical linear approximation can fail; indeed it fails by a large amount when both these regions are large, that is precisely when an asteroid has been observed only over a short arc and/or it has been lost for a long time. The recovery, and identi cation, of asteroids long lost is very di cult, if the only available prediction is a single point corresponding to the least squares solution, which could be very far from the real state; thus the availability of an e cient algorithm to bound the recovery region is essential, also to decide if the recovery is worth the e ort. This paper proposes three new algorithms to better approximate the recovery region, based upon approximations going beyond linearisation. It gives the results of tests based upon asteroids which have been recovered by chance, and could have been found in the recovery region computed by the new algorithms. Free software is available now, by means of which the new algorithms can be tested, and eventually adopted, by the observers and by the ephemerides computation centres.
1 Introduction: the lost asteroids Most asteroids already discovered by the astronomers are lost. This arises from the fact that an asteroid is typically observed only over an arc of a few days to a few weeks, and is bright enough to be visible only near opposition (for a Near Earth Asteroid, an apparition is not always near opposition); a few weeks later, it becomes too dim to be followed, unless much wider aperture telescopes become available, as it is generally not the case. If this time span of observability is not exploited in full, the single apparition orbit determination results in an uncertainty, in the predicted position on the sky, which grows rapidly with time. By the time of the next opposition the asteroid could be in a portion of the sky larger than the eld of view of the telescopes available for the recovery. If the asteroid is not even searched for in the next opposition, to recover it many years later becomes a di cult task, and the asteroid can be considered totally lost, that is it is more likely to be rediscovered by chance than by looking at the predicted position. This is particularly embarrassing for the asteroids whose orbits are Earth-crossing, which therefore could at some time in the future collide with our planet. When, from the single apparition orbit, an asteroid is found to be Earth-crossing, in these days it is followed as long as it is possible by many observatories, and its orbit is typically good enough not to be lost. In some cases, however, the single apparition orbit is so poor (even formally not solvable without assumptions) that both some Earth-crossing and some main belt solutions would be compatible with the observations, in a sense which will be better explained in Section 5. As an example, (4179) Toutatis was observed, but only two times, in 1934. Just think of the responsibility which would be placed on the shoulders of the astronomical community in the unlikely, but by no means impossible, case that precisely one of these crypto-Earth-crossers turned out to be dangerous.
To give an idea of how serious is the problem of the lost asteroids, in one of the available catalogues of asteroid orbits, the one distributed by Lowell Observatory in the version of March 1997 (up to date catalogues can be found at ftp://ftp.lowell.edu/pub/elgb), there were listed 33631 orbits, out of which 7541 numbered (all observed on at least 3 apparitions, with one exception we will discuss later), 6280 observed at least on two apparitions, and 19810 single apparition orbits, out of which most are lost, with the exception of the recent ones. A similar argument applies to periodic comets; moreover, in some cases comets can be identi ed with asteroids, that is the same object could be observed at some time in an active state, at some other time in an inactive state; examples are (4015) Wilson-Harrington, (2060) Chiron and (7968) Elst-Pizarro. As a result of the recent activation of new asteroid/comet surveys, the rate at which asteroids are observed is increasing, and so is the rate at which they are lost.
Apart from the recommendation, which should be obvious, that the observers should do their best to observe the asteroids they discover as long as it is possible, the question arises whether there is something a theoretician can do to help the observers not to loose their asteroids, and to recover the ones which have been lost. This is the rst of a series of papers which should prove that improvements in the algorithms can indeed help the observers to substantially decrease the rate at which asteroids are lost, and to increase the rate at which the lost ones are recovered. Each paper shall propose a new algorithm, give some results of practical tests in real cases, and announce the availability of the corresponding free software.
In Section 3 we present the problem of the computation of the con dence region in which a lost asteroid could be found on the celestial sphere, and we theoretically solve the problem by means of a new semi-linear approximation, which is tested, and compared with the classical linear algorithm, in a number of known identi cations. We also discuss the use of the same algorithm to predict the recovery region for some well known lost asteroids.
In Section 4 we discuss the problem of covariance propagation, and therefore the di culty and computational cost of providing to the observers up to date information on the possible recovery regions for a large number of lost asteroids, to allow them to select their recovery target. We show that an approximate algorithm can be used, which would allow to provide a quick response service of this type; however, in some cases this algorithm fails, and a much more computationally intensive approximation needs to be used.
In Section 5 we propose a method to compute multiple solutions for initial orbit determination, to be applied to cases in which the least squares solution is \weak", that is for short arcs and/or small number of observations.
In Section 6 we give some conclusions, especially on the practical implementation of these algorithms at the service of the observers.
Finally, Appendix A contains some indications on the methods we have used to e ciently compute many accurate orbits, as it is made necessary by the methods we propose.
Di erential corrections as an optimization algorithm
The fundamental work of Carl Frederic Gauss Gauss 1809] introduced the theory of the normal distribution of the observation errors and the method of least square to solve for orbits; the two concepts are related by a theorem, by which the probability distribution of the least square t in the space of orbital elements is also normal {Gaussian, as we say today{ in the linear approximation. Gauss developed this theory (and more) to solve the problems of orbit determination and recovery for the very rst asteroids, (1) Ceres and (2) Pallas. For a modern discussion of the transformation of a Gaussian probability distribution under a coordinate change see e.g. Jazwinski 1970], Chap. 2, Section 6.
These methods have been used by the astronomers ever since; with the space age the linearised Gaussian theory become the standard tool of astrodynamics Cappellari et al., 1976] . The orbit determination of a spacecraft is, however, di erent in that the tracking schedule is built in the mission analysis, thus the number of observations is designed to be very large; this legitimates, by the central limit theorem, the hypothesis of a Gaussian distribution of the observation errors (provided some biases are also estimated). Moreover, the linearity hypothesis is applicable because a spacecraft is always tracked with the purpose of keeping the orbit uncertainty within a small region, where the linear approximation is very good; if nonlinear error propagation is needed, then somebody in the mission team has done a very dangerous mistake.
For asteroid and comet orbit determination, on the contrary, both the Gaussian error distribution and the linearity of the error propagation are often not applicable. Real observations are the most precious, and scarce, resource, thus their numbers are in most cases to small to reliably use statistical arguments. Especially for observations performed in the recent years, the accidental astrometric reduction errors are less important than the star catalogue errors, known to have regional biases; thus the error distribution is in fact not Gaussian. If an asteroid is lost, by de nition the uncertainty of its position on the celestial sphere is large, and the linearity hypothesis is not applicable, not even as an approximation.
The goal of this paper is to remove both hypotheses, the Gaussian error distribution and the applicability of the linear approximation. The problem raised by the nonlinear e ects has already been stated, and some solutions proposed, in Muinonen and Bowell 1993] ; we shall comment later on the need for algorithms more e cient than the ones they propose. Nonlinearity is discussed in Sections 3, 4 and 5; this Section has the purpose of restating the classical linear theory in a way dependent from the size of the observation errors, but independent from the shape of their distribution.
It is possible to describe the domain of possible solutions in terms of an optimization problem only. To this purpose, we shall use the fact that the orbit determination is obtained by minimizing a target function Q, which is essentially the sum of squares of the residuals (observed minus computed position on the celestial sphere). In this framework, the uncertainty of the solution arises from the fact that the minimum point of Q is as good a solution as other points in the parameter space such that the residuals have essentially the same size. None of the results of this Section is new, but they are presented with an interpretation di erent from the one available in the textbooks.
The method of least squares
The target function of the least squares method:
is formed with the observations residuals 2 < m , where m = 2N obs (assuming two coordinates, say right ascension and declination, per observation), and is a function of the solve for parameters, which are, in most cases, only the six orbital elements at some epoch: Q = Q(X) ; X 2 < N ; N = 6 :
The dependence of the residuals from the solve for parameters is represented by the functions = (X) ; B = @ @X (X) ; H = @ 2 @X 2 (X) where B is an m N matrix, with m > N (at least in the usual cases), and H a 3-index array of shape m N N. Then we can compute the derivatives of the target function:
The stationary points of the target function Q are solutions of the system of nonlinear equations @Q @X = 0 which is usually solved by some iterative procedure, the most popular being the di erential corrections, also called pseudo-Newton method, with iteration step:
converging (sometimes) to X , where X = 0. Each iteration step is possible if and only if B T B is invertible. This method di ers from the true Newton method because the second derivatives H have been neglected; at convergence, if the residuals are small, the di erence between the pseudo-Newton iteration step and the corresponding Newton step is small, because the second derivatives of Q contain H multiplied by . There is no reason of principle not to use a full Newton method, but only the practical problem of computing the second derivatives, which require the solution of the variational equation of the variational equation of the equations of motion, namely N 3 = 216 more ordinary di erential equations; in practice, this is so cumbersome that, to our knowledge, it has never been used for the orbit determination problem.
The usual terminology, which we are also going to use, is as follows: normal matrix: B T B = C; where the dots contain the order three terms, including the terms containing H neglected in the pseudo-Newton approach. The uncertainty of the solution X can be described in terms of the region of con dence de ned by the inequality (m=2) Q(X) 2 ; namely, the solutions X are \as good as" the minimum point X , if the penalty, that is the increase Q(X) of the target function with respect to the minimum, does not increase \signi cantly" the value of the target function. The choice of the value is a di cult problem; values of in the range between 3 and 4 are appropriate if the residuals have been correctly normalized.
A full discussion of the normalisation procedure is beyond the scope of this paper; it is enough to say that each individual residual needs to be converted to a dimensionless number by means of some physical unit (otherwise it would be impossible to t simultaneously physically di erent observation types, such as astrometric angles and radar range/range rate); these units should be chosen in such a way that useful observations have dimensionless residuals of the order of unity. If it is possible to assume that the error distribution is Gaussian, the units can be chosen in such a way that the error for each scalar observation has a normal distribution with unity RMS; the case with correlated observations can be handled by diagonalizing the weights matrix with a suitable linear transformation in the residuals space, and the normalisation can be corrected by using the a posteriori RMS of the residuals.
Since it is often not the case that the error distribution is Gaussian, it is necessary to select the units in such a way that a dimensionless value of is unlikely; a residual > , occurring among a small number of observations, should be such that the observation is discarded as an outlier; for a larger number of observations, standard statistical tests could be used. Thus some knowledge of the acceptable size of the residuals is necessary, while knowledge of the shape of the error probability distribution is not. As an example, systematic errors (all with the same sign, with a visible linear trend, and so on) can be handled in this way: the main hypothesis is that the non discarded residuals are judged to be small/large only by the value of the target function, not by their distribution.
The con dence ellipsoid is the approximation of the con dence region obtained by the quadratic approximation of the penalty: m
and is indeed the inside of a 6-dimensional ellipsoid if and only if C is positive de nite; since C = B T B, it is always positive semide nite, and indeed positive de nite if B has rank N (this requires m N). Please note that all this applies in exact arithmetic; the numerical problems, in the cases of badly conditioned matrices C and ?, are discussed in Milani et al. 1998 ].
Uncertainty on subspaces
Let us suppose that the vector of solve for parameters is split into two components, along linear subspaces of the parameter space:
where the normal matrix C is decomposed as follows:
For the uncertainty of the component E of the solution, we have three cases:
and the ellipsoid of con dence in the E subspace has matrix C E , the sub-matrix of C corresponding to the subspace.
Case 2: uncertainty of E for arbitrary L. We need to nd the values of E ? E corresponding to the points on the ellipsoid on which the tangent hyperplane is parallel to the L subspace; for this we need to solve the equations
that is, assuming that C L is invertible, which is indeed the case if C is positive de nite:
is the parametric equation of a linear subspace, whose intersection with the con dence ellipsoid projects onto the con dence ellipsoid of E, for arbitrary L. Upon substitution into the quadratic approximation to Q:
The con dence ellipsoid in the E subspace has matrix C E , which is not the corresponding submatrix of C; it is easy to show that the con dence ellipsoid for arbitrary L is bigger, i.e. it strictly contains the ellipsoid of con dence for L = L .
To better understand the de nition of C E it is advisable to resort to an approach which has been used for a long time in geodesy; see Milani and Melchioni 1988] . We partition the normal system in the two equations restricted to the two subspaces: 
into the other equation;
L D L with coe cients matrix C E ; if we assume C E is invertible, let ? E = C E ?1 and the solution, expressed in terms of a partitioned covariance matrix, is
Note that this solution by substitution is possible only if C L and C E are invertible, while it is not required to have C E invertible. If this hypothesis is applicable, then it is possible to describe the matrix of the con dence ellipsoid in the E space for arbitrary L in terms of the covariance matrix: C E = ? ?1 E , where ? E is the restriction of ? to the subspace. This has also a probabilistic interpretation in terms of marginal probability distribution.
By exchanging the role of the two variables L and E, it is possible to obtain a formula computable for C E and C L = ? ?1 L invertible, but not requiring C L invertible; this kind of caution, on the choice of the matrices to be inverted, can become important for numerical stability reasons, when the conditioning number (ratio of largest to smallest eigenvalue) of the matrices C; ? is very large, comparable to the inverse of the rounding o relative error. These numerical problems are discussed in Milani et al. 1998 ].
Case 3: uncertainty of E for xed L = L 0 6 = L . Then the quadratic approximation is:
to nd the minimum with respect to E we derive:
and nd, provided C E is invertible, the minimum point for xed L = L 0 :
which is in general di erent from E , unless the subspaces are uncorrelated, that is unless C EL is a zero matrix. We can now compute the penalty Q as a function of the displacement E ? E 0 with respect to this minimum: upon substitution of
This means that the constraint L = L 0 implies a minimum penalty
The quadratic form expressing the supplementary penalty, for moving E from the constrained minimum E 0 , has matrix C E as in the L = L case, but the con dence ellipsoid in the E space is smaller than the one of the L = L case, because
and the last term to be subtracted is positive (for L 0 6 = L ), at least when C L is positive de nite, that is when C and ? are positive de nite. This has also a probabilistic interpretation in terms of conditional probability distribution.
Covariance propagation
The vector of solve for parameters X represents the state vector at some time t, and is solution of a system of ordinary di erential equations, the equation of motion. In the asteroid case the equation of motion is the N-body problem, the asteroid orbit being perturbed by the gravitational attraction of the planets; for some comets, non-gravitational e ects are also relevant.
Let us assume these di erential equations can be solved, as it is possible theoretically (and practically by a numeric approximation), as a function of the initial conditions X 0 = X(t 0 ), for some epoch t 1 : this function is the integral ow X 1 = X(t 1 ) = In conclusion to propagate the normal and covariance matrix, and to compute the con dence ellipsoid for another epoch, it is not necessary to solve again the least square problem, it is not necessary to go back to the observations and to recompute the residuals, but only to solve the variational equation. However, as we shall see in Section 4, the assumption of linearity is often questionable for this step of the computation.
3 The uncertainty on the sky plane The problem is how to describe the uncertainty of the position of the asteroid on the celestial sphere, taking into account the nonlinearity of the relationship between orbital elements at some remote epoch and the observations to be predicted at some \present" time.
The con dence ellipse
Let us assume that the vector of solve for parameters X is the 6-vector of orbital parameters, such as either keplerian elements, or equinoctal elements, or cartesian position and velocity, de ning the initial condition for an asteroid/comet orbit at some epoch t 0 . At some later time t 1 an observation is either performed or planned. The observation function is a map from the elements space to the celestial sphere, which we shall assume is parametrized by two coordinates (such as right ascension and declination):
where W is some open set (e.g., the Poincar e domain of the orbits with negative energy; however this choice is restrictive, as we shall see later, in Figures 11-12 ). X(t 1 ) is the state vector at time t 1 , which is in turn a function of the initial conditions X = X(t 0 ) through the integral ow X(t 1 ) = t This linear prediction formalism is used as a matter of routine in astrodynamics, and it has been proposed to use it systematically for asteroid astrometry Muinonen and Bowell 1993] . In the latter case, however, the prediction function F is nonlinear, and there is no guarantee that the con dence ellipse is a good approximation of the con dence prediction region; as we shall see later, this is indeed not the case when a poorly determined orbit is used to predict the observations at a time t 1 very far from the last observation used in the orbit determination.
The sources of strong nonlinearity
To understand the problem we are discussing in rigorous mathematical terms, it is important to distinguish between two phenomena occurring in the computation of the prediction con dence region and its approximations.
First, for asteroids observed only over a short arc, and lost since a long time, even the linear approximation results in con dence regions with a very elongated shape Muinonen et al., 1997] . Both the con dence ellipsoid in the X space of the orbital elements, and the con dence ellipse in the observations plane, have semiaxes with a very large ratio, such as 10 5 ' 10 6 and even more; that is, the corresponding normal and covariance matrices can be very poorly conditioned, with ratios between the largest and the smallest eigenvalue of the order of 10 10 ' 10 12 and more. Second, the linear approximation fails whenever it is used to transform a region in the parameter space which is not small. The two phenomena are obviously acting together, that is nonlinearity is important because the longest axis of the ellipsoid is too long.
Both the wild increase in the size of the longest semiaxis, and the dominance of the nonlinear e ects, can occur in each one of the three steps in the computation of an observation prediction; these three separate e ects act together on the nal result Z( ), but can be analysed separately.
The rst step is the computation of the con dence region for the orbital elements X at epoch t 0 : the full equations for the con dence region are approximated by the quadratic part, that is by the equations for the con dence ellipsoid: m 2 Q ' (X ? X ) C 0 (X ? X ) 2 with C 0 the normal matrix (for the elements at epoch t 0 ); if C 0 has a very large conditioning number, then the con dence ellipsoid is a poor approximation of the con dence region. What is needed is a way to describe a better approximation to the nonlinear con dence region, to be used in the cases where the covariance matrix is already badly conditioned at the epoch of the initial orbit determination. The second step is the propagation of the uncertainty to the time t 1 . If the integral ow t 1 t 0 is expressed in terms of orbital elements, it is still nonlinear, but its nonlinearity is limited in the following sense. Excluding the cases in which close approaches of the asteroid with some major planet occur in the time span between t 0 and t 1 , and the cases of resonant perturbations, the integral ow is well approximated by the 2-body integral ow. The integral ow of the 2-body problem is linear with respect to all elements but the semimajor axis. Thus the nonlinearity of the integral ow is large when the uncertainty of the semimajor axis is signi cant, when the time span (between t 0 and t 1 ) is long, and in few other cases, such as the close approach ones. What is needed is an e cient way to exploit the 2-body approximation, without losing the nonlinear e ects. The third step is the computation of the observation function, which is strongly nonlinear, and therefore the image of the con dence ellipsoid is not at all close to the con dence ellipse, unless the latter is quite small. The computation of the observation function, however, is very simple: no solution of di erential equations is involved, the observation function R is known as a comparatively simple analytical algorithm, fully explicit apart from the solution of the Kepler equation. Thus it is possible to overcome the di culty of the nonlinearity of R by brute force, by computing it in many points. The di culty in doing this is that the con dence ellipsoid in the X space is a 6-dimensional region, and to sample it in an uniform way requires an enormous number of points, most of which would end up in predictions very close to each other when mapped into the 2-dimensional space of the observations Y . What is needed is an e cient way to nd which points, in the con dence ellipsoid, will map onto points close to the boundary of the con dence prediction region.
This paper contains a solution {that is, an e cient approximation algorithm{ for all three problems. These three solutions will be discussed in an order reversed with respect to the above list, namely the following subsection will de ne a new approximation to the boundary of the condence prediction region, while the following sections will discuss the nonlinearity of the covariance propagation and the determination of multiple solutions.
The semi-linear con dence boundary
For the reasons explained above, we introduce a new approximation, the semi-linear con dence boundary, which outperforms the con dence ellipse as an approximation to the boundary of the con dence prediction region.
The geometrical idea is as follows. The boundary of the con dence ellipse is indeed an ellipse K lin ( ) in the Y plane; the points on it come from an ellipse K X ( ) in the orbital elements space X. The image of the ellipse K X ( ) is a curve K N ( ) = F (K X ( )) in the Y plane; by the Jordan curve theorem, K N ( ) is the boundary of a region Z N ( ) in the Y plane; Z N ( ) is a subset of Z( ), the prediction con dence region, and is a much better approximation than Z lin ( ).
To compute the semi-linear con dence boundary we can proceed as follows. The rows of the Jacobian matrix DF(X ) de ne a 2-dimensional subspace; let us decompose X 2 < 6 into a component E in this subspace, and a component L in the 4-dimensional subspace orthogonal to the former. Let K E be the ellipse in the E space corresponding to the con dence ellipse K lin ; it is the boundary of the orthogonal projection of the con dence ellipsoid on the E space.
Then the formulas of Section 2.3, Case 2, can be used; in particular
de nes a 2-dimensional subspace in the X space, containing the points of the con dence ellipsoid with tangent space orthogonal to the E space. For e ciency and numerical stability reasons, this computation is performed by using a new coordinate system in the X space of elements, de ned by a new orthonormal basis with the rst two vectors in the E subspace; this is obtained The two asteroids were actually identi ed with a di erent method Sansaturio et al. 1996] . The recovery observation (cross) is well inside the semi-linear con dence boundary corresponding to the = 3 level, computed as described in the text. In this case, the linear approximation would have almost failed, with the recovery observation right on the boundary of the con dence ellipse.
with a suitable modi cation of the classical Graham-Schmidt algorithm. Then the E subspace is parametrized by the rst two coordinates, and C L ; C LE are just sub-matrices. The image of K E by the above formula is an ellipse which belongs to the boundary of the condence ellipsoid and maps into K E by the orthogonal projection, and into K lin by DF; therefore, it is K X (this is an existence proof as well as an algorithm to compute the points on this ellipse). The semi-linear con dence boundary can thus be computed by predicting the observations corresponding to the points of K X , that is: K N ( ) = F(K X ( )).
Note that to explicitly compute K N by the above de nition requires to compute a full orbit, with N-body model, for each point on K X , that is for each set of orbital elements on a curve, from time t 0 to time t 1 . In practice, this is of course done only for a nite number of points, e.g. a few tens in the easy cases, a few hundred when the shape of the curve is complex.
The Figures 1-2 and 4-5 show examples of this semi-linear con dence boundary, computed for lost asteroids which have later been recovered, as a result of the use of another algorithm, of the orbit identi cation class Sansaturio et al. 1996] . All the examples of this kind we have tested show that the recovery observations are inside the region Z N ( ), bounded by K N ( ), with = 3; only in one case (which turns out to be a precovery, that is with t 1 < t 0 ) it is necessary to extend to = 6, which still is not a very large value, given the uncertainties in the normalisation.
There are a number of technicalities, involved in the preparation of these Figures, which we can not explain in detail. Even a curve can only be computed as a discrete set of points; if the software The semi-linear con dence boundary at = 3, computed as in this gure with a full N-body propagation, bounds a very thin region, which contains the precovery observation (cross).
is e cient enough, e.g. because of the appropriate use of the approximation described in Section 4.2, it is possible to compute many such points, but when the curve has a \wild" behaviour (a very large and rapidly changing curvature) some defects are apparent. These cannot be removed by computer graphics tricks; actually we have used the most simple method to draw the curve, by joining the points with straight line segments, to prevent the risk of hiding the wild behaviour of the boundary with a curve drawing algorithm including a too strong smoothing. One problem, which is apparent in many of these examples (e.g. Figure 4 ), is that K N ( ) is often not a simple curve; this in particular implies that it is not the boundary of the image by F of the inside of K X ( ). Another way of stating the same problem is the following: it is not always the case that Z N ( 1 ) Z N ( 2 ) for 1 < 2 . Anyway, when the con dence ellipse K lin is distorted by strong nonlinearity of F, the curve K N is not convex.
The two e ects mentioned above imply that the use of some human intelligence is required to look at the plots such as Figure 4 and to decide that a given observation belongs to the con dence region. The method of computing a number of points on the curve K N ( ) for some reasonable , then plotting these points, is therefore very e ective for assisting a human observer, but cannot be easily transformed in an algorithm suitable for a fully automated observation campaign.
For the purpose of recovering lost asteroids, the semi-linear con dence boundary is very effective for the planning of a recovery observation campaign. The main reason is that the total area of the region indicated by this curve is, in most cases, not very large; the region is typically very elongated (after all, it is the nonlinear equivalent of an ellipse with very uneven semiaxes), line is the con dence ellipse, computed with the classical linear approximation of the con dence prediction region, while the cross is the precovery observation. In this rather di cult case (the observed arc in 1992 was 11 days) the linear approximation would have failed, by several degrees; even the 2-body approximation (described in Section 4) would have failed, although by a much smaller amount.
and even when the length is tens of degrees, the width can be only a few arc seconds. Thus an observation campaign can be planned essentially by following the line of variation, which is the image of the major axis of the ellipse K X ; there is little use in blinking large frames. This technique allows to use telescopes with small eld of view (and small CCD cameras), even when the uncertainty is large; this is practically important, because recoveries can be done by either good amateur or small professional observatories, leaving the big telescopes and big cameras free to pursue surveys. The examples in the Figures 6-9 show the cases of some lost asteroids; we begin with the most infamous case, (719) Albert, the only numbered asteroid which is still lost, after having been observed upon only one opposition (and therefore violating the present rules for numbering asteroids!). Since the observations of Albert were performed in September/October 1911, the asteroid is now very much lost, its position being uncertain by more than one full revolution ( Figure 6) ; however, if these predictions are mapped on the celestial sphere, the uncertainty by a multiple of 360 does not matter, and the region to be explored is a narrow strip, making a full tour of the sky (Figure 7) . We need to warn the observers willing to search for Albert that, this being one of the worst cases, we cannot exclude that our prediction of the con dence region could be optimistic, due to normalisation problems. This a mathematical way of saying that the original observations were likely to be of very poor quality, and therefore the value of to be chosen is likely to be more than the standard = 3, which has also been used in Figures 6-7 . , that is 33 year later. The two asteroids were actually identi ed with a di erent method Sansaturio et al. 1996] . The recovery observation (cross) is well inside the semi-linear con dence boundary corresponding to the = 3 level. In this case, even the linear approximation would have succeeded, that is, the recovery observation is also inside the con dence ellipse.
The other gures show a sample of lost asteroids, taken from the Unusual Minor Planets list issued by the Minor Planets Center (MPC) in the Minor Planets Electronic Circular 1997-V27 (November 13, 1997); this is a kind of \most wanted list" for lost asteroids. Predictions of the con dence boundary such as Figure 8 make perfectly clear that the asteroids from this list which have been lost for many years cannot be recovered by using only the \central" prediction supplied by the MPC; even the linear approximation would fail, in cases such as these, to provide the good region to look at. Both professional and good amateur astronomers know since many years that the lost asteroids have to be searched for along the line of variations, but they normally use a simple approximation to compute this line (by varying only the asteroid mean anomaly). This approximation is good enough in many cases, when a short arc asteroid has been lost since a long time, but sometimes fails, especially in the case of near-Earth asteroids lost not too long ago (as in Figure 9) .
The experiments performed with asteroids actually recovered, such as the ones documented in Figures 1-5 , give us some con dence that even asteroids which are lost in a very severe way, with predictions uncertain by several degrees, could be recovered provided the observers are tenacious enough to survey the entire con dence region, which is not impossible in the cases in which the total area is not too large. However, the problem of attribution arises; namely, how many other asteroids would be serendipitously found in the same area? An example of a false attribution is shown in Figure 10 ; this is an especially nasty case, in which it is di cult to disprove the con dence boundary at = 3, computed as in this gure with a full N-body propagation, bounds a very thin region, which contains the precovery observation (cross). In this case, the linear approximation would have failed; the 2-body approximation of Section 4 would have succeeded.
attribution even by using several observations (a \false identi cation" with Q = 3605:3 as least squares solution; such cases are discussed in Milani et al. 1998 ]), but it is clear that such false attributions can occur. A simple way to discard many false attributions arising by the simple comparison of the observation with the con dence boundary would be to use data on the proper motion, but we have not yet a tested algorithm for this.
4 Nonlinear propagation of the con dence region
As time goes by, the con dence region is deformed by the integral ow. If the linear approximation of the ow, represented by the state transition matrix, were applicable, then the con dence ellipsoid at time t 0 (de ned by the matrix C 0 ) would be deformed into a con dence region not very di erent from the con dence ellipsoid at time t, de ned by the matrix C t . However, this is not the case when the time span t = t ? t 0 is long enough to generate an uncertainty in which is large, say a signi cant fraction of one radiant.
Two body propagation of the con dence region
The nonlinearity of the ow is already present in the 2-body problem; the n-body integral ow can contain even stronger nonlinearity, but this is the case only when the perturbations are large, e.g., when there are deep encounters with the planets. Therefore we can use the very simple properties of the 2-body integral ow to establish how and when the nonlinearity of the ow becomes signi cant.
Let us suppose that the orbital elements used are equinoctal elements
a semimajor axis h = e sin $ where e is the eccentricity k = e cos $ and $ = ! + the longitude of perihelion p = tan(I=2) sin where I is the inclination q = tan(I=2) cos and the longitude of the node =`+ $ mean longitude, where`is the mean anomaly Note that these elements are non singular for e = 0 and for I = 0; they are singular only for I = and for e = 1. Not having a singularity at e = 0 and I = 0 is very important to avoid the nonlinearity e ects which only arise from the singularity; in practice, a covariance matrix for keplerian elements would be useless if the uncertainty in e is larger than the estimated value of e; the same for I.
In the two body approximation, the ow of the solutions is just X(t) = X(t 0 ) + E 6 n t with t = t ? t 0 the elapsed time, n = q GM=a 3 the mean motion, and E 6 the unit vector along the axis. A perturbed motion, at least for a short time span of only a few years, and excluding the case of close approaches, would not be very di erent. with I the identity matrix 6 6, and E 61 the matrix with 1 for the rst element of the 6th row, 0 elsewhere; for the following computations it is useful to know that these matrices with only one nonzero element have the following multiplication property:
E ij E kr = jk E ir ; jk = 0 for j 6 = k; jk = 1 for j = k :
The propagation of the normal matrix, in the 2 body approximation, is Figure 8: For 1978 CA, an Apollo asteroid lost for almost 20 years, the = 3 semi-linear con dence boundary bounds a very narrow strip, tens of degrees long; among the alternate orbits computed to generate this plot, there are many undergoing a close approach to Earth, as an example one with minimum distance of 0:0156 AU on September 3, 1997. To recover this asteroid is hard, although in theory it could be attempted by patiently covering this gure with many CCD frames.
Nonlinear e ects due to the propagation
From the formulas of the previous subsection it is clear that both the normal and the covariance matrices contain some coe cient growing quadratically with time; this corresponds to the intuitive notion that the uncertainty, along the axis, grows linearly with time, and is proportional to the uncertainty in semimajor axis a = p 11 . However, this is true only for in nitesimal a , because even the 2-body integral ow is nonlinear with respect to the variable a; moreover, this nonlinear e ect grows with time, thus no matter how small was a at epoch t 0 , the value of 66 = 2 always becomes too large to remain in the quasi-linear region provided the time span t is long enough. The conditioning number of both the normal and the covariance matrix goes to in nity, at least quadratically with time (even faster for close approaching orbits).
If the normal and covariance matrices are propagated with the formulas given above, and then the ellipsoid of con dence is recomputed for time t with t = t ? t 0 large, it is de ned by the inequality m 2 Q(X) ' X C t X = = X I + 3n t 2a E 16 C 0 I + 3n t 2a E 61 X 2 while the image of the con dence ellipsoid for t 0 by means of the integral ow t t 0 is de ned by Asteroid 97AP10, at 50775.000000 MJD, level 3.00
Figure 9: For the Apollo asteroid 1997 AP10, the predictions for a recovery less than one year after the observed arc give a = 3 semi-linear con dence boundary with a \banana" shape, elongated but still quite wide; the area enclosed is roughly one third of a square degree. In this case the uncertainty along track (that is, in the asteroid anomaly) is not the dominant one, and the search could not be conducted along a line.
the inequality m 2 Q(X) ' X ? n tE 6 ] C 0 X ? n tE 6 ] 2 with n the change in mean motion between the value n(a) for the least squares solution and the value n(a + a) corresponding to X. If we approximate n t ' ?(3n=2a) a t we obtain the previous formula; but for large enough n t, that is when the along track uncertainty is large, this approximation fails. The size of this e ect can be estimated in a simple way by using a one-dimensional argument, that is by neglecting all the correlations of the longitude with the other elements; a more complete and rigorous argument could be used, but it would not change the conclusions. The squared marginal uncertainty in , when computed from the covariance matrix at time t, is a very large area (more than 60 square degrees); the observations, upon which the predictions are based, were obtained only over an arc of about 9 days. This con dence area contains an observation (cross) of the asteroid 1991 GJ10. This occurs not only for the observation of 1991 GJ10 at one particular epoch, but indeed for all the avaliable observations of this second asteroid. However, the two set of observations can be t to a single orbit only with RMS of the residuals of about one arc minute. From this we deduce that the identi cation is negative, and an attribution to 1988 VC2 of the observations of 1991 GJ10 would be false.
that is, the linear estimate of the uncertainty is more pessimistic, with respect to the nonlinear one computed from the covariance at t 0 , on the side a > 0, more optimistic on the other side. It follows that the semi-linear con dence boundary, introduced in Section 3.3, needs to be computed from the covariance matrix relative to the orbital elements at a time close to the real observations; whenever the con dence prediction region is large, e.g. tens of degrees as in the examples of Figures 1-8 , the computation from the covariance matrix of the elements \now", that is close to the time of the planned recovery observation, could fail by a large amount.
This conclusion has some embarrassing implications. The problem should be considered from the point of view of some orbit computing centre (or consortium), which is providing to the observers a service of prediction of the asteroid positions on the celestial sphere. As should be clear from the discussion presented so far, to provide one prediction is not enough, at least not for the totally lost asteroids, because it does make possible neither to plan for a recovery with signi cant probabilities of success, nor to identify a serendipitous recovery. To provide a con dence ellipse signi cantly increases the e ciency, provided the semiaxes of the ellipse are not too big (say, less than one degree of arc). For such comparatively small uncertainties, also the simple approximation to the line of variations obtained by changing only the asteroid mean longitude is often good enough. 2−body semilinear bd. from covariance "now" Figure 11 : Simulated precovery of the asteroid 1994 CD2, at the time of 1976 GA2, with which it has been identi ed Sansaturio et al. 1996] . The continuous faint line is the con dence boundary for = 1 computed, starting from the 1994 covariance matrix, with the 2-body approximation de ned in the text; the actual precovery observation of 1976 GA2 is marked with cross and circle (a copy displaced by 360 degrees on the left gives a better agreement). The crosses are the results of the same computation, starting from the covariance matrix propagated to 1976. Most of the crosses do not appear in the plot, because the con dence boundary computed with the wrong approximation contains mostly hyperbolic orbits; this is not surprising, considering that = 278 degrees! When the semiaxes of the con dence ellipse reach several degrees, what would be required is a computation of the semi-linear con dence boundary, as de ned in Section 3.3; however, this de nition depends upon the time t 0 for which the covariance matrix has been computed. If the covariance matrix is computed for the discovery epoch, as suggested in Muinonen et al. 1994 ], and accurately stored, then the prediction of the con dence boundary restarting from ? 0 ; C 0 can be accurate as shown in the examples of the Figures 1-2 and 4-5. This requires, however, the computation of a number of orbits for a long time span, as long as the time interval for which the asteroid has been lost. If on the contrary the catalogue of covariance and normal matrices is kept up to date, the predictions from the con dence ellipsoid of the elements \now" will be computationally very e cient, but the computation of the con dence prediction region is not reliable.
Two solutions can be o ered to this dilemma. The rst one is to set up an algorithm (and software system) which is very e cient in computing accurate orbits. Appendix A describes what we have achieved with our software system OrbFit, which is indeed e cient enough to generate all the computations and the gures of this paper with a personal computer.
The second solution is to use a less accurate approximation, with negligible computational cost. Since, as pointed out above, the nonlinearity of the integral ow is already contained in Figure 12 : For 9076 PLS, the semi-linear con dence boundary for = 1 is computed from the covariance matrix \then", that is at the time of the observations in 1960, and from the covariance matrix \now", that is at a time very close to the prediction time. The rst computation successfully predicts where the asteroid has been recovered (as 1993 QB5), while the second one fails. The failure is even more spectacular than it is apparent from this plot, because our computations exclude the hyperbolic orbits, which would further extend the con dence boundary computed from \now" on the left of the gure. The 2-body approximate computation, as proposed in this Section, is the line close to the n-body approximation; it is not very accurate but still correctly predicts the recovery observation. The linear approximation of the con dence ellipse is also shown. the 2-body problem, we have experimented with a 2-body approximation to compute the e ect of the nonlinearity of the con dence region propagation. The algorithm is as follows: an accurate orbit, and observation prediction Y 0 , is computed for the least square solution. Then the same prediction is computed by means of a 2-body propagation, let this approximation be Y 2 . The semi-linear con dence boundary K N ( ) is computed as a sequence of points (typically a few tens to a few hundreds) Y i , all of them in the 2-body approximation; then the prediction of K N ( ) is approximated by Y i ? Y 2 + Y 0 .
This 2-body approximation can not be used in all cases; it is bound to fail whenever there are close approaches (as in the case of Figure 8 ) and/or resonant perturbations. It is also often not accurate enough for Earth-crossing asteroids, even in absence of very close approaches, because to predict the observations during a comparatively close passage the position in the sky of the asteroid has to be known with signi cantly better precision than it is the case for a main belt object. However, for main belt asteroid this 2-body nonlinear approximation is often of satisfactory accuracy, as in the cases shown in the Figures 11-12 .
As an example we use the case already presented in Figure 4 , namely 9076 PLS, a long lost asteroid which was recovered as 1993 QB5, and only later identi ed. The covariance matrix at the time of discovery, in 1960, had a conditioning number of 3:7 10 , and = 62:1 degrees. Already at the = 1 level, as shown in Figure 12 , the nonlinear contribution to the propagation of the con dence ellipsoid is so large, that the semi-linear con dence boundary is totally di erent when computed from the covariance matrix \now". In this case, the semi-linear con dence boundary computed from covariance \now" fails, by a large amount, to enclose the actual recovery observation. This example has some strange properties: the linear approximation of the con dence ellipse, even if the overall shape has nothing to do with the con dence prediction region, does include the recovery observation; the 2-body approximation proposed above is also successful. However, this happens in this case, in which the recovery observation is closer to the least square prediction than one would ordinary expect by chance, at about = 1=3.
It is also worth noting that the con dence region is almost always, for long lost main belt asteroids, a very narrow strip along the variation line (to be computed as described in Section 3.3), with a width which is often a few arc seconds. For the purpose of recovery, an error in the computation of the con dence boundary by a few arc minutes is unin uential, since anyway the eld of view of the telescopes used for the search is not likely to be a few arc seconds! As an example, in the case discussed in the Figures 2-3 , the error in prediction, which is many degrees with the linear formalism (Figure 3) , reduces to about 50 arc minutes with the 2-body approximation.
With all this, the problem of devising an e cient strategy to provide con dence boundary computations for a large catalogue of asteroids is not easy to solve. Some hints to a possible solution are given in Section 6.
Multiple solutions
As discussed in Section 3.2, the con dence region m 2 Q (X)   2 is only approximately an ellipsoid, and indeed di ers in a signi cative way from such a simple shape whenever the solution is weak, that is whenever the con dence ellipsoid is too large. In most cases of weak solution, when the observed arc is too short, the normal matrix C and the covariance matrix ? are badly conditioned, that is there is a very weak direction along the eigenspace of a quite large eigenvalue of ?, while other eigenvalues can be much smaller. A ratio between the largest and the smallest eigenvalue of 10 12 is quite common; thus, the con dence ellipsoid has one axis 10 6 times longer than another one. When this is the case, the linear approximation fails totally, and the con dence region is a strongly distorted image of the con dence ellipsoid.
Multiple solutions along the weak direction
To describe all the points of the con dence region is theoretically possible, but practically to compute a number of alternative solutions large enough to span uniformly the six dimensional hyper-volume of the con dence region is not reasonable. An e cient approximation is possible when one eigenvalue is by far the largest; this is often the case Muinonen et al., 1997] .
The idea is to compute a sequence of solutions along a line, which corresponds, in the nonlinear case, to the longest axis of the con dence ellipsoid. Some geometric insight is obtained by thinking of the graph of the target function as a valley, with a minimum X along a curved line which is the bottom of the valley and has a very gentle slope (the \river" bed along the valley). The \river" is curved, not a straight line, but has a tangent direction in the minimum point along the major axis of the con dence ellipsoid.
To compute points along the \river" line, we begin by computing an unit eigenvector V 1 corresponding to the largest eigenvalue 1 = 2 1 of the covariance matrix ?(X ), then we move along the eigenspace by h 1 with a small step h = =p, with p an integer (typically of the order of a few tens). Because the \river" is curved, the point X 1 = X + h 1 V 1 does not belong to the river, but is not far (the distance is of the order of h 2 ). The basic idea is to use X 1 as the starting point of an iterative di erential correction procedure; however, if the corrections were not constrained, they would lead the computed solution back to X , the least square solution.
Di erent methods could be envisaged to constrain the solution to remain distant from X ; the simplest scheme constrains the di erential correction process to take place on the hyperplane passing from X 1 and orthogonal to V 1 . This can be achieved in an e cient and numerically stable way by using a new coordinate system in the X space of elements, de ned by a new orthonormal basis with V 1 as the rst vector; the new basis is obtained with a suitable modi cation of the classical Graham-Schmidt algorithm. Then we need only to perform the usual di erential correction process, with the component along V 1 not solved for; at convergence, the process gives a new constrained solution X 1 , which is di erent from X but corresponds to a value of the target function only slightly higher than the minimum value. Figure 13 : The procedure to obtain multiple solutions; here only two steps are shown. Top: starting from X (circle), here projected on the (a; e) plane, the solutions are sought for by an iterative di erential correction process (each iteration is a cross); they converge to the \river" (continuous line), which has been computed by repeating the same procedure with a much smaller step. Bottom: the root mean square of the residuals is quite large at the starting point of each di erential correction procedure, and rapidly converges (crosses) towards the much smaller values obtained along the \river" line (circles).
The process is repeated, by recomputing the weak direction V 2 as a unit eigenvector with maximum eigenvalue 2 = 2 2 of the covariance matrix ?(X 1 ); the use of the covariance matrix at a di erent point is necessary, because the \river" bends. Then a new di erential correction procedure is started at X 2 = X 1 + h 2 V 2 , constrained on the hyperplane by X 2 and orthogonal to V 2 . After p steps we obtain a sequence X 1 ; X 2 ; : : : ; X p of points which follow the weak direction approximately up to the (m=2) Q = 2 boundary, and therefore can end up very far from X , but still correspond to values of the residuals RMS are compatible with observational errors. Then the same process is repeated with h = ? =p to obtain another p points following the \river" in the opposite direction; see Figure 13 .
We have tested this method, by computing tens of alternate solutions, in many cases of \weak" solutions, corresponding to asteroids observed only over short arcs. As an example Figure 14 shows the multiple solutions obtained, with the algorithm described above, for the asteroid 1994 CD2, which was observed for only three nights, a total of 8 observations spread over an arc of 18 days. These observations are still compatible, with root mean square residuals of less than 1 arc second, with solutions so diverse, that the object could have been on a Jupiter crossing orbit as well as a main belt asteroid. This shows in a graphical way the fact that such a set of observations contains , computed with the algorithm described in the text, up to = 3. Top: the multiple solutions follow a curve, in the plane semimajor axis/eccentricity, very di erent from a straight line; note that there are both main belt and Jupiter crossing solutions. Bottom: as the orbital elements in the multiple solutions change a great deal, the standard deviation of the observation residuals change, although much less than predicted by the linearised theory; anyway, the residuals are still quite small, and compatible with observational errors. After the identi cation with 1976 GA2, the semimajor axis was found to be 2:633 AU. very limited orbital information; this asteroid is not lost, but only because we have been able to identify it with 1976 GA2, and in this case it turned out that the observational errors were indeed small, only one of them above 1 arc second. In this case the asteroid turned out to be a main belt one, as it is a priori more likely; however, to dismiss an alternate solution which is an a priori rare orbit (such as a Jupiter crossing one) would mean to take the chance of missing an important discovery.
How to use multiple solutions
The procedure described above to obtain multiple solutions is quite e cient, since only a few iterations of di erential correction are required for satisfactory convergence to each point X k , that is we need to compute only a few times 2p orbits, each one only for the time span of the observed arc; thanks to our e cient software (see Appendix A), this takes typically less than a minute on a personal computer. The real challenge is to nd how to use such a wealth of alternate solutions.
The simplest use of multiple solutions is to compute observation predictions. For each observation epoch t, we can compute the 2p points Y k = F(X k ) on the celestial sphere, and plot the line joining these points (note that the points have to be sorted in an appropriate way, before joining them with a line). This is another way of computing the line of variations. In all the cases we have tested, the two lines of variations computed with the semi-linear approximation of Section 3.3, (starting from the covariance matrix at the time of discovery, for the reasons explained in Section 4.2), and with the use of multiple solutions, are so close that they appear superimposed in a plot. The variation line computed with multiple solutions is, however, typically shorter than the one computed with the semi-linear approximation, if the two procedures use the same value of the parameter. This di erence is not surprising, since the computation of multiple solutions account for one more nonlinear e ect, out of the three discussed in Section 3.2; for short arc orbits, this is important in some cases. As an example, we have computed multiple solutions up to = 3 for the same asteroid 1992 BU of the Figures 2-3, and found that the predicted precovery line (at the time of the observations of 4161 PLS, 31 years earlier) is signi cantly shorter than in Figure 2 , but still is good enough to \ nd" the actual precovery observation (Figure 15 ). Note that the standard deviation of the residuals increases only from 1:27 to 1:45 arc seconds along the line of multiple solutions for 1992 BU. The same procedure applied to 4161 PLS, observed only 4 times, gives multiple solutions with root mean square below 1:12 arc second; after identi cation, a single orbit could be t with root mean square residuals of 1:33 arc second (this value could be improved by outlier rejection).
A possible application of these multiple predictions would be to search for an asteroid long lost, with a very long variations line, by combining the observations in di erent nights and even by di erent observatories: it is enough to number the alternate prediction, in accordance with the number k of the solution X k . If one observatory fails, in a given night, to nd the searched for object at some of the numbered predictions, it is possible to continue the search in di erent nights and from di erent sites by looking at predictions with di erent numbers. The points X k need to be dense enough, to have the predictions Y k = F(X k ) separated by less than the telescope aperture; the predictions Y k can be frequently updated (e.g., every night), while the alternate solutions X k can be kept xed for the duration of an observing campaign. This technique needs to be applied, however, for objects signi cantly brighter than the detection limit, in such a way that the negative observations can be relied upon to perform a complete search of the entire set of multiple solutions. This method consumes heavily the scarce resource of observer and telescope time, but might be worth attempting for very important lost objects.
Another use of the multiple solutions is conceivable, although we are not sure that it can be recommended. Identi cations could be achieved by comparing multiple solutions for two asteroids, both lost after having been observed during short and widely separated arcs.
As an example, in Figure 16 we show the already mentioned case of 4161 PLS = 1992 BU studied in this way. The two lines, plotted in the (a; e) plane (the inclination and node are often much better determined), are the multiple solutions computed for both single opposition orbits. The two lines cross in only one point, and it is feasible to select, among the multiple solutions computed, the two which are closest to this intersection point, and then use them to generate the rst guess to be used for the iterative least squares t of all the observations of both arcs together. This rst guess can be re ned with the technique described in Sansaturio et al. 1996] . The iterative di erential correction procedure for both arcs converges to a point, also shown on the (a; e) plane, very close to the intersection point.
This example appears to show that this technique would work; however, we have never been able to propose a new identi cation with this somewhat cumbersome technique, and once an identi cation has been proposed, typically it can be con rmed with simpler methods. Nevertheless, it would be possible to compute multiple solutions for all long lost asteroids, and then to compare all the multiple solutions of all asteroids by some e cient algorithm, such as the simple distance used in Sansaturio et al. 1996] , to propose identi cations which would be di cult to nd by means of a linearised theory.
Conclusions
In this paper we have proposed three new algorithms to account for the nonlinearity of the prediction function, thus to allow better predictions of the area on the celestial sphere where a lost asteroid could be recovered.
To compute the boundary of the con dence region, we have proposed (in Section 3.3) the use of the semi-linear con dence boundary, which accounts for the nonlinearity of the observation function and gives a more reliable boundary curve than the classical con dence ellipse.
To take into account the nonlinearity of the integral ow, we have proposed (in Section 4.2) to use the covariance matrix for an epoch near the observation times, and to explicitly compute the orbits from a curve on the con dence ellipsoid at that epoch to the time of the observation plane semimajor axis/eccentricity are superimposed, there is a single intersection point which turns out to be very close to the least square t to the observations of both arcs. These two asteroids could have been identi ed by this method, although they were actually identi ed with a completely di erent procedure.
to be predicted; if this is computationally too expensive, a 2-body approximation can be used in some cases.
To account for the nonlinearity of the least squares solution, even for an epoch close to the observation times, we have proposed (in Section 5.1) an algorithm to e ciently and automatically compute multiple solutions compatible with the available observations. These results should be compared with the ones by Muinonen and Bowell 1993] . The Monte Carlo method they have proposed is theoretically a solution for the same problems we have discussed. The Monte Carlo simulations, however, if applied rigorously (without extrapolations), require to compute a number of accurate orbits of the order of the inverse of the probability of the event being investigated. When looking for a rare event, such as a recovery close to the con dence boundary, this results in a very large computational load. The methods described in this paper can be implemented by computing only a few tens of accurate orbits, at most a few hundreds in the most di cult cases (such as Figure 6 ). Moreover, the Monte Carlo simulations assume knowledge of the error distribution law, to compute the probability distribution in the elements space to be sampled, and this is somewhat more di cult than the knowledge of the possible range of error sizes, as discussed in Section 2.2.
6.1 At the service of the observers From a purely theoretical point of view, we could claim that we have solved all the problem about the recovery prediction algorithms with e cient approximation. Even being a very abstract mathematician, however, the author understands that between the theoretical description of an algorithm and its adoption as a practical tool by the observers there is a long way to go, for three main reasons.
First, the observers and the existing orbit computation centres, providing asteroid/comet ephemerides, all have their own algorithms which are well tested. In many cases the known algorithms, based upon theories simpler than the one presented here, do work and allow successful recovery, attribution, identi cation, and orbit improvement. As examples we can mention that, for a numbered asteroid (excluding Albert), a single point prediction is enough; for an object already observed at two apparitions, the ellipsoid of con dence is generally good enough. When the uncertainty is larger, many observers compute the variation line by changing only the asteroid , and this method has often been used to plan a successful recovery campaign. In more di cult cases, such as the Edgeworth-Kuiper Objects, more complicated methods similar to the Figures 15-16 have been constructed by ad hoc algorithms at the Minor Planet Centre Marsden 1996]. Of course the problem is, sometimes these algorithms do not work, the asteroid is not recovered, and then nobody knows what went wrong.
Second, the observers, and to some extent also the coordination centres, need to have the algorithms delivered to them already implemented in easily transportable software. If software development is performed by di erent people, it is not always easy to compare the e ciency and the reliability of the algorithm; moreover, many amateur astronomers simply can not write their own software, it would be unfair even to ask them to do it.
Third, the observers and the coordination centres need to have algorithms tested on a large set of real cases. Although we have done a long series of tests, the variety of orbits and of observation conditions is so extreme, that there is no way to test anything like all of them. The tests performed by the authors of the algorithm and of the software are never enough: the procedure will be accepted only when many other people have tried it, and helped with their criticism to improve the reliability.
Our strategy to overcome these real di culties is as follows. The software which has been used to compute all the examples quoted in this paper, and even to prepare most of the gures, is available now and is distributed as free software. You can get it on Internet from the anonymous ftp server copernico.dm.unipi.it (from any WWW browser, use the Universal Resource Locator ftp://copernico.dm.unipi.it/pub/orbfit/). As it is the case with most public domain software, the documentation is not abundant in the current distribution (version 1.7.1, September 1998). Nevertheless, if you have read this paper so far, you should be able to run successfully the menu-driven interactive main FITOBS, and also the batch mode main ORBFIT. More details are given in Appendix A.
If enough people use this software, they will be able to experiment with the techniques proposed in this paper, all of which are available in the free software; their opinion about the absolute and relative reliability and e ciency of the di erent methods would be very valuable to us. If this happens, the theoretical progress can become a practically implemented improvement in our knowledge of the asteroid/comet complex, including the Earth-crossing fraction.
Orbit catalogues
One nal comment is about asteroid orbit catalogues. As it should be clear from the theoretical discussion, but also from the examples shown in the Figures of this paper, to give to the observers a single orbit for each object is not enough. Even after an orbit has been computed, with the best possible accuracy and care, as the least squares solution with respect to the existing observations, for the long lost asteroids this needs to come with some indication of the region in the orbital elements space which is compatible with the observations, and with a reasonable estimate of the observation error statistics.
To give an idea of the size of the problem, we have used the asteroid orbit catalogue maintained by the Lowell Observatory, in a version augmented with the covariance matrix for each one of the 33631 orbits (Bowell, private communication, 1997) . From the uncertainty a = p 11 and from the time span t between the last observation and now (December 1997), we have computed an estimate of the longitude uncertainty by the admittedly rough formula = n t ; n = n(a ? a ) ? n(a + a ) : Figure 17 is a log-log plot of the length of the observed arc versus the longitude uncertainty. The asteroids in the top left corner of the Figure are lost; there are more than 15000 with > 1 and more than 9000 with > 10 . As a matter of principle, an ephemerides computation centre should be able to provide the observers with recovery planning information for all these lost asteroids, plus the same for the periodic comets. This is not to suggest that all lost objects should be recovered by a dedicated search, on the contrary to allow the observers to chose the ones for which their resources would be adequate to achieve recovery. Given the number of orbits to be taken care of, the method to be used must be both e cient and accurate.
From the theory and examples of this paper, two possible solutions emerge. Solution one: together with the orbital elements, propagated to the current epoch, always provide the covariance (and normal) matrix at the current epoch, and also the orbital elements at a time near the discovery, together with the covariance (and normal) matrix for the same epoch. This allows to compute all the approximate con dence boundaries discussed in Sections 3 and 4, with di erent algorithms, depending upon the available computing power. The storage space for the orbit catalogue would be increased by a factor about 26, which is negligible with today's hardware.
Solution two: together with the least squares solution, compute and store a number 2p of multiple solutions, and then accurately propagate these to the current epoch. From these data, the computation of the nonlinear variations line, as in Section 5.2, requires a negligible computing power. The values of 2p could range between 16 and 64, probably a good strategy would be to use a variable number, larger for weaker solutions; if the average was 32, the storage increase would be similar to the other solution.
Again, between theory and practice there is some way to go, including the need to nd observers willing to learn new methods and to experiment with them. We can only repeat that all the necessary computations can be performed with our free software; suitably adapted versions, for large scale production of such augmented catalogues, could be easily manufactured. Figure 17: For all the 33631 orbits of the Lowell Observatory catalogue of asteroids, this plot shows the length of the observed arc (in days) versus the uncertainty in mean longitude (in degrees), computed with the simpli ed formula given in the text. Circles are numbered asteroids, dots are the unnumbered ones; the orbits are neatly subdivided in three groups, the numbered, multi-apparition (by de nition, observed arc > 365 days) and single apparition (but note the isolated circle indicating (719) Albert).
All the orbit determinations and the observation predictions used in this paper have been performed with the OrbFit software package. OrbFit has been developed by a consortium formed in 1996 by the groups led by myself, by M. Carpino (Obs. Milan/Brera), K. Muinonen (Univ. Helsinki) and Z. Kne zevi c (Obs. Belgrade). In the development of the portion of OrbFit under my responsibility, I have been supported by my students and former students L. Cattaneo, S. Baccili and A. La Spina, and by M.E. Sansaturio (Univ. Valladolid) . This software package is distributed as free software (under a GNU type public licence), and can be obtained either by anonymous ftp (at the address given above) or by contacting any one of the authors. The capabilities of the OrbFit system, whenever they implement innovative algorithms, will be documented in publications by some of the members of the consortium, such as this one. In this appendix I will shortly describe some of the algorithms which have been implemented in OrbFit under my responsibility, but of course the software system would not work without other parts for which I can only thank the other members of the consortium.
To compute accurate orbit computations for natural solar system bodies, two main choices have to be done. First, we need to select a dynamical model, e.g. which bodies have to be included with their gravitational attraction, which masses etc. have to be used. Second, a numerical integration algorithm has to be selected, with all the relevant parameters, such as discretisation stepsize, convergence controls, order; for non self-starting schemes, a starter algorithm has also to be selected. Both sets of choices need to be done in a consistent way, namely there is no point in having a numerical accuracy much better than the model accuracy, and vice versa.
To satisfy the requirement of a dynamical model not only accurate but consistent, we use the well known JPL ephemerides as a source for the positions of all the planets (and the Moon), with all the constants (e.g. masses) extracted from the same source. For main belt asteroids, all the planets Mercury to Neptune are used as perturbing masses; Pluto is added for transneptunian orbits, and the Moon (as a separate mass from the Earth-Moon barycentre) can be optionally added (but it is relevant only for close approaches to the Earth). General relativistic perturbations are handled with the Einstein-In eld-Ho man equation for the gravitational eld of the Sun. The motion of the observer is also fully accounted, taking into account the motion of the Earth around the Earth-Moon barycentre, precession, nutation, and Earth rotation; aberration is also computed.
Perturbations from a few asteroids for which the mass is known can be optionally added, but in this case the source of the perturbing bodies positions is an ephemerides le generated by an auxiliary program.
The software package OrbFit incorporates three numerical integration schemes: (1) an arbitrary order Gauss-Jackson-Cowell multistep, (2) an arbitrary (even) order implicit Runge-Kutta-Gauss, and (3) the 15th order implicit Runge-Kutta-Radau. (1) is used whenever possible, that is for moderate eccentricity, non planet-crossing orbits, because it is by far the fastest (one function evaluation per step); the stepsize is chosen automatically to achieve a prescribed truncation error, according to the theory developed in Milani and Nobili 1988] . (2) is an arbitrary order symplectic method, which is very accurate but slow, and is used essentially only as starter for (1). The Everhart method implemented in (3) is a well known public domain software Everhart 1985] , and is useful to handle the orbits where variable stepsize is mandatory. A special algorithm has been developed for close approaches, based upon Milani et al. 1990 ] and Baccili 1995] : the integration is slowed down to accurately compute the orbit and to record the closest approach.
The integration method and the dynamical model can be selected automatically, taking into account the di erent conditions of main belt, Mars crossing, Earth crossing, Jupiter crossing, Trojans, Edgeworth-Kuiper Objects, and Centaurs. The most delicate adjustment has been to select an order, and therefore a stepsize, in such a way that a main belt asteroid orbit can be computed with the multistep (1) even if Mercury is introducing a comparatively high frequency perturbation. A general relativistic correction is automatically introduced for Near Earth orbits only. Manual selection is possible for all the options, but it is very seldom necessary.
The package contains also di erential correction algorithms which have been recycled from the satellite geodesy software previously developed by our group Milani et al. 1995] .
To give an idea of the performance, on a computer with a Pentium Pro 200 MHz processor, the determination of the multiple solutions used for Figure 15 , including 624 iteration of single arc di erential corrections, and the accurate computation of 128 orbits for 31 years, has required 143 seconds of CPU time. This was a main belt case; the CPU times can be signi cantly longer for an Earth-crossing orbit, requiring a shorter and variable stepsize; however, even the (719) Albert computations used for the Figures 6-7 have required only about one hour.
The package can also generate graphic output, by using the public domain software GNU-PLOT, available on essentially all computers; all the Figures of this paper have been generated with OrbFit, though for some of them the output les have been graphically post-processed with Matlab.
