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Abstract
The beneficial, complementary nature of visual and textual information to convey information is widely known, for example,
in entertainment, news, advertisements, science, or education.While the complex interplay of image and text to form semantic
meaning has been thoroughly studied in linguistics and communication sciences for several decades, computer vision and
multimedia research remained on the surface of the problem more or less. An exception is previous work that introduced
the two metrics Cross-Modal Mutual Information and Semantic Correlation in order to model complex image-text relations.
In this paper, we motivate the necessity of an additional metric called Status in order to cover complex image-text relations
more completely. This set of metrics enables us to derive a novel categorization of eight semantic image-text classes based
on three dimensions. In addition, we demonstrate how to automatically gather and augment a dataset for these classes from
the Web. Further, we present a deep learning system to automatically predict either of the three metrics, as well as a system to
directly predict the eight image-text classes. Experimental results show the feasibility of the approach, whereby the predict-all
approach outperforms the cascaded approach of the metric classifiers.
Keywords Image-text class · Multimodality · Data augmentation · Semantic gap
1 Introduction
In our digitized world, we are faced with multimodal infor-
mation on a daily basis in various situations: consumption
of news, entertainment, everyday learning or learning in for-
mal education, social media, advertisements, etc. Different
modalities help to convey information in an optimal manner,
that is facilitating effective and efficient communication. For
instance, please imagine to describe the exact shape of a leaf
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birthday in solely visual1 form. Neither of them is possible in
a straightforward and comprehensible way and in general, it
is not possible to translate every kind of information fromone
modality to another one. Although a quote says that “a pic-
ture is worth a thousand words,” it is normally very difficult
or even impossible to denote these thousand words. Thus, to
appropriatelymake use of a singlemodality or twomodalities
is a key element for effective and efficient communication.
In a similar context, bridging the semantic gap has been
identified as one of the key challenges in image retrieval
(and multimedia) research [44], defined as “the lack of coin-
cidence between the information that one can extract from
the visual data and the interpretation that the same data have
for a user in a given situation.” One challenge at this point
in time was that information extraction from images was
limited to low-level features. As a consequence, most mul-
timedia and computer vision approaches aimed to solve the
(perceptual) problem of object and scene recognition, con-
sidering visual concepts as semantic, high-level features. In
fact, impressive progress has been reported for tasks such
as object and visual concept recognition [12,23], or image
captioning [1,20] in recent years. However, these approaches
1 We use the term visual to refer to non-textual, pictorial information
in this paper.
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Fig. 1 An example of a complex message portrayed by an image-text
pair elucidating the gap between the textual information and the image
content. (Source: [17])
mostly address only one possible interpretation of visual con-
tent focusing on objects, persons, etc., but lack capabilities
of human scene interpretation going beyond the visible scene
content, i.e., interpreting symbols, gestures, and other con-
textual information.
Unfortunately, the complexity increaseswhenweconsider
multimodal information or cross-modal references instead of
solely visual information. The semantic gap is often caused
(or enlarged) by amodality gap, since there is no direct trans-
lation between different modalities in general, as outlined
above. In this work, we focus on the interplay of visual and
textual information. An example is depicted in Fig. 1, which
illustrates the interplay of interdependent textual and visual
information. Today’s state-of-the-art approaches normally do
not contribute to answer intricate questions like “How much
context or meaning is shared between text and image inde-
pendent of the amount of shared concepts?” or “Does the
type of information (or image-text class) match the current
user query or retrieval scenario?”. To answer such questions,
a deeper understanding of the multimodal interplay of image
and text and the resulting message is necessary. A challenge
is that textual and related visual information are often not
directly aligned; moreover, their interplay is typically com-
plex and there is a large number of roles image and text
can take on. In communication sciences and linguistics, this
fact is often denoted as the “visual/verbal divide”, which, for
example, is well observable in comics or audiovisual data.
Recently, this research topic has gained some atten-
tion from some computer science researchers, who, either
intentionally or unintentionally, assimilated ideas from com-
munication sciences. Zhang et al. [53] investigate image-text
relations in advertisements and distinguish between equiv-
alent and non-equivalent parallel information transfer. They
propose amethod that automatically detects if the ad’s slogan
and pictorial component convey the same message indepen-
dently, or if there is a bigger, mutual message. While this
distinction is useful, it has been actually proposed before
but was termed differently (e.g., additive and parallel [21],
independent and complementary [30], and in a more gen-
eral manner in own previous work [13,14]). Kruk et al. [24]
tailor Marsh and White’s [29] taxonomy to measure the
author’s intent of Instagram posts and two kinds of image-
text relations, namely the contextual relation between the
literal meanings of the image and caption, and the semiotic
relationship between the meanings of the image and caption.
To address Instagram posts, they suggest some additions to
existing definitions, thus making their system less generaliz-
able to other domains. In previous work, we have presented
a more general approach [13,14] by introducing two metrics
to describe image-text relations: cross-modal mutual infor-
mation (CMI) and semantic correlation (SC). The metrics
are based on the assumptions that visual and textual infor-
mation can relate to each other a) based on their depicted or
mentioned content, or b) based on their semantic context.
In this paper, we follow this paradigm and present the
following contributions: First, we extend this set of two met-
rics by introducing a third metric called “Status,” which is
based on insights from linguistics and communication sci-
ences. Second, we show how this set of metrics can be used
to derive a set of eight semantic image-text classes, which
are also coherent with studies and taxonomies from linguis-
tics and communication science. Third, we demonstrate how
to automatically gather samples from various Web resources
in order to create a large (training) dataset, which we make
publicly available. Finally, we present two baselines in form
of deep learning systems to predict either the three metrics
or directly the eight image-text classes. Compared to our
conference paper at 2019 ACM International Conference
on Multimedia Retrieval [37], this paper has been modified
and extended as follows: Abstract, Introduction, and Con-
clusions are revised. The related work section is restructured
and updated. The experimental evaluation is complemented
with additional results and includes a comparison with our
previous approach. Finally, an in-depth discussion of results
is provided.
The remainder of the paper is organized as follows.
Related work is discussed in Sect. 2. Section 3.1 introduces
the third metric Status and provides definitions for all three
metrics,while eight semantic image-classes are derived using
thesemetrics inSect. 3.2. Twodeep learningbaseline systems
to predict either image-text metrics or semantic image-text
classes are described in Sect. 4. Experiments are presented
in Sect. 5, while Sect. 6 summarizes the paper and outlines
areas for future work.
2 Related work
2.1 Multimedia information retrieval
Numerous publications in recent years deal with multimodal
information in retrieval tasks. The general problem of reduc-
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ing or bridging the semantic gap [44] between images and
text is themain issue in cross-media retrieval [3,34,35,39,50].
Fan et al. [8] tackle this problem bymodeling humans’ visual
and descriptive senses with a multi-sensory fusion network.
They handle the cognitive and semantic gap by improving the
comparability of heterogeneous media features and obtain
good results for image-to-text and text-to-image retrieval.
Liang et al. [26] propose a self-paced cross-modal subspace
matching method by constructing a multimodal graph that
preserves both the intra-modality and inter-modality similar-
ity. Another application is targeted by Mazloom et al. [31],
who extract a set of engagement parameters to predict the
popularity of social media posts. While the confidence in
predicting basic emotions like happiness or sadness can be
improved by multimodal features [49], even more complex
semantic concepts like sarcasm [42] or metaphors [43] can
be predicted. This is enabled by evaluating the textual cues
in the context of the image, providing a new level of seman-
tic richness. The attention-based text embeddings introduced
by Bahdanau et al. [2] analyze textual information under the
consideration of previously generated image embeddings and
improve tasks like document classification [51] and image
caption generation [1,19,25].
A prerequisite to use heterogeneous modalities is the
encoding in a joint feature space, which depends on the type
of modality to encode, the number of training samples avail-
able, the type of classification to perform and the desired
interpretability of the models [4]. One type of algorithms uti-
lizes Multiple Kernel Learning [7,9]. Application areas are
multimodal affect recognition [18,38], event detection [52],
and Alzheimer’s disease classification [28]. Deep neural net-
works can also be utilized to model multimodal embeddings.
For instance, these systems can be used for the generation of
image captions [20]; Ramanishka et al. [40] exploit audiovi-
sual data and metadata, i.e., a video’s domain, to generate
coherent video descriptions “in the wild,” using convolu-
tional neural networks (CNN, ResNet [12]) to encode visual
data. Alternative network architectures are GoogleNet [45]
or DenseNet [15].
2.2 Communication sciences
The interpretation ofmultimodal information and the “visual/
verbal divide” have been investigated in the field of visual
communication and applied linguistics for many years.
One direction of research in recent decades has dealt
with the assignment of image-text pairs to distinct image-
text classes. In a pioneering work, Barthes [5] discusses the
respective roles and functions of text and images. He pro-
poses a first taxonomy, which introduces different types of
(hierarchical) status relations between the modalities. If sta-
tus is unequal, the classes Illustration and Anchorage are
distinguished, otherwise their relation is denoted as Relay.
Martinec and Salway [30] extend Barthes’ taxonomy and
further divide the image-text pairs of equal rank into a
Complementary and Independent class, indicating that the
information content is either intertwined or equivalent in
bothmodalities. They combine it withHalliday’s [11] logico-
semantics relations, which originally have been developed to
distinguish text clauses. Martinec and Salway revised these
grammatical categories to capture the specific logical rela-
tionships between text and image regardless of their status.
McCloud [32] focuses on comic books, whose characteristic
is that image and text typically do not share information by
means of depicted or mentioned concepts, albeit they have
a strong semantic connection. McCloud denotes this cate-
gory as Interdependent and argues that “pictures and words
go hand in hand to convey an idea that neither could convey
alone.” Other authors mention the case of negative correla-
tions between the mentioned or visually depicted concepts
(for instance, Nöth [36] or van Leeuwen [48]), denoting
them Contradiction or Contrast, respectively. Van Leeuwen
states that they can be used intentionally, e.g., in magazine
advertisements by choosing opposite colors or other formal
features to draw attention to certain objects.
2.3 Computable image-text relations
Henning and Ewerth [13,14] propose two metrics to charac-
terize image-text relations in a general manner: cross-modal
mutual information and semantic correlation. They suggest
an autoencoder with multimodal embeddings to learn these
relations while minimizing the need for annotated training
data. Zhang et al. [53] investigate image-text relations in
advertisements anddistinguish, for instance, between equiva-
lent parallel and non-equivalent parallel information transfer.
However, they disregard previous work, e.g., in the field of
communication science, and instead of using existing defini-
tions (see next subsection) define their own set of relations.
Kruk et al. [24] utilize Marsh and White’s [29] taxonomy
to model the author’s intent of Instagram posts. Two kinds
of image-text relations are suggested: the contextual relation
between the literal meanings of the image and caption, and
the semiotic relationship between the image and the caption.
3 Semantic image-text relations
The discussion of related work reveals that the complex
cross-modal interplay of image and text has not been sys-
tematically modeled and investigated yet from a computer
science perspective. In this section, we derive a categoriza-
tion of classes of semantic image-text relations which can be
used for multimedia information retrieval and Web search.
This categorization is based on previous work in the fields of
visual communication (sciences) and information retrieval.
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Fig. 2 Part of Martinec and Salway’s taxonomy [30] that distinguishes
image-text relation based on status (simplified)
However, one drawback of taxonomies in communication
sciences is that their level of detail makes it sometimes
difficult to assign image-text pairs to a particular class, as
criticized by Bateman [6].
First, we evaluate the image-text classes described in com-
munication science literature. As a point of departure, we
consider Martinec and Salway’s taxonomy (Fig. 2), which
yields the classes Illustration, Anchorage, Complementary,
and Independent. We disregard the class Independent since
it is very uncommon that both modalities describe exactly
the same information. Next, we introduce the class Inter-
dependent suggested by McCloud [32], which in contrast
to Complementary consists of image-text pairs where the
intended meaning cannot be gathered from either of them
exclusively. While a number of categorizations do not con-
sider negative semantic correlations at all, Nöth [36], van
Leeuwen [48], and Henning and Ewerth [13] consider this
aspect. We believe that it is important for information
retrieval tasks to consider negative correlations as well,
for instance, in order to identify less useful multimodal
information, contradictions, mistakes, etc. Consequently, we
introduce the classes Contrasting, Bad Illustration, and Bad
Anchorage, which are the negative counterparts for Comple-
mentary, Illustration, and Anchorage. Finally, we consider
the case when text and image are uncorrelated.
While one objective of our work is to derive meaningful,
distinctive, and comprehensible image-text classes, another
contribution is their systematic characterization. For this
purpose, we leverage the metrics cross-modal mutual infor-
mation (CMI) and semantic correlation (SC) [13]. However,
these two metrics are not sufficient to model a wide range
of image-text classes. It is apparent that the status rela-
tion, originally introduced by Barthes [5], is adopted by the
majority of taxonomies established in the last four decades
(e.g., [30,47]), implying that this relation is essential to
describe an image-text pair. It portrays how two modali-
ties can relate to one another in a hierarchical way reflecting
their relative importance. Either the text supports the image
(Anchorage), or the image supports the text (Illustration),
or both modalities contribute equally to the overall mean-
ing (e.g., Complementary. This encourages us to extend the
two-dimensional feature space of CMI and SCwith the status
dimension (STAT). In the next section,we provide definitions
for the three metrics and subsequently infer a categorization
of semantic image-text classes from them. Our goal is to
reformulate and clarify the interrelations between visual and
textual content in order to make them applicable for multi-
modal indexing and retrieval. An overview of the image-text
classes and their mapping to the metrics, as well as possible
use cases is given in Fig. 3.
3.1 Metrics for image-text relations
Concepts and entities The following definitions are related
to concepts and entities in images and text. Generally, plenty
of concepts and entities can be found in images ranging from
the main focus of interest (e.g., a person, a certain object, an
event, a diagram) to barely visible or backgrounddetails (e.g.,
a leaf of grass, a bird in the sky). Normally, themeaning of an
image is related to the main objects in the foreground. When
assessing relevant information in images, it is reasonable to
regard these concepts and entities, which, however, adds a
certain level of subjectivity in some cases. But most of the
time the important entities can be easily determined.
Cross-modalmutual information (CMI)Depending on the
(fraction of) mutual presence of concepts and entities in both
image and text, the cross-modal mutual information ranges
from 0 (no overlap of depicted concepts) to 1 (concepts in
image and text overlap entirely).
Fig. 3 Overview of the proposed image-text classes and their potential use cases
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It is important to point out that CMI ignores a deeper
semantic meaning, in contrast to semantic correlation. If, for
example, a small man with a blue shirt is shown in the image,
while the text talks about a tall man with a red sweater, the
CMIwould still be positive due to themutual concept “man.”
But since the description is confusing and hinders interpreta-
tion of themultimodal information, semantic correlation (SC,
see below) of this image-text pair would be negative. Image-
text pairs with high CMI can be found in image captioning
datasets, for instance. The images and their corresponding
captions have a descriptive nature, which is why they have
explicit representations in both modalities. In contrast, news
articles or advertisements often have a loose connection to
their associated images by means of mutual entities or con-
cepts. The range of cross-modal mutual information (CMI)
is [0, 1].
Semantic correlation (SC) The (intended) meaning of
image and text can range from coherent (SC = 1), over
uncorrelated (SC = 0) to contradictory (SC = −1). This
refers to concepts, descriptions and interpretation of sym-
bols, metaphors, as well as to their relations to one another.
Typically, an interpretation requires contextual information,
knowledge, or experience and it cannot be derived exclu-
sively from the entities in the text and the objects depicted in
the image. The range of possible values is [−1, 1], where a
negative value indicates that the co-occurrence of an image
and a text is contradicting and disturbs the comprehension of
the multimodal content. This is the case if a text refers to an
object in an image and cannot be found there, or has different
attributes as described in the text. An observer might notice
a contradiction and ask herself “Do image and text belong
together at all, or were they placed jointly by mistake?”.
A positive score on the contrary suggests that both modali-
ties share a semantic context or meaning. The third possible
option is that there is no semantic correlation between entities
in the image and the text, yielding SC = 0.
Status (STAT) Status describes the hierarchical relation
between an image and text with respect to their relative
importance. Either the image is “subordinate to the text” (stat
= T ), implying an exchangeable imagewhich plays theminor
role in conveying the overall message of the image-text pair,
or the text is “subordinate to the image” (stat = I ), usually
characterizing text with additional information (e.g., a cap-
tion) for an image that is the center of attention. An equal
status (stat = 0) describes the situation where image and text
are equally important to convey the overall message.
Images which are “subordinate to text” (class Illustration)
“elucidate” or “realize” the text. This is the case, if a text
describes a general concept and the associated image shows
a concrete example of that concept. Examples for the class
Illustration can be found in textbooks and encyclopedias. On
the contrary, in the class Anchorage the text is “subordinate
to the image.” This is the case, if the text answers the ques-
tion “What can be seen in this image?”. It is common that
direct references to objects in the image can be found and
the readers are informed what they are looking at. This type
of image-text pair can be found in newspapers or scientific
documents, but also in image captioning datasets. The third
possible state of a status relation is “equal,” which describes
an image-text pair where both modalities contribute individ-
ually to the conveyed information. Also, either part contains
details that the other one does not. According to Barthes
[5], this class describes the situation where the information
depicted in either modality is part of a more general message
and together they elucidate information on a higher level that
neither could do alone.
3.2 Defining classes of image-text relations
In this section, we show how the combination of our three
metrics can be naturally mapped to distinctive image-text
classes (see alsoFig. 3). For this purpose,we simplify the data
value space for each dimension. The level of semantic cor-
relation can be represented by the interval [−1, 1]. Henning
and Ewerth [13,14] distinguish five levels of CMI and SC.
In this work, we omit these intermediate levels since the gen-
eral idea of positive, negative, and uncorrelated image-text
pairs is sufficient for the task of assigning image-text pairs
to distinct classes. Therefore, the possible states of semantic
correlation (SC) are sc ∈ {−1, 0, 1}. For a similar reason,
finer levels for CMI are omitted, resulting in two possible
states for cmi ∈ {0, 1}, which correspond to no overlap and
overlap. Possible states of status are stat ∈ {T , 0, I }: image
subordinate to text (stat = T ), equal status (stat = 0), and
text subordinate to image (stat = I ).
If approached naively, there are 2 × 3 × 3 = 18 possible
combinations of SC, CMI, and STAT. A closer inspection
reveals that (only) eight of these classes match with exist-
ing taxonomies in communication sciences, confirming the
coherence of our analysis. The remaining ten classes can be
discarded since they cannot occur in practice or do not make
sense. The reasoning is given after we have defined the eight
classes that form the categorization (Fig. 4).
Uncorrelated (cmi = 0, sc = 0, stat = 0) This class contains
image-text pairs that do not belong together in an obvious
way. They neither share entities and concepts nor there is
an interpretation for a semantic correlation (e.g., see Fig. 5,
left).
Complementary (cmi = 1, sc = 1, stat = 0) The classComple-
mentary comprises the classic interplay between visual and
textual information, i.e., both modalities share information
but also provide information that the other one does not. Nei-
ther of them is dependent on the other one and their status is
equal. It is important to note that the amount of information is
not necessarily the same in both modalities. The most signif-
icant factor is that an observer is still able to understand the
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Fig. 4 Our categorization of
image-text relations. Discarded
subtrees or leaves are marked by
an X for clarity. Please note that
there are no hierarchical
relations implied




(Sources: see Sect. 4.1)
key information provided by either of the modalities alone
(Fig. 5, right). The definitions of the next two classes will
clarify that further.
Interdependent (cmi = 0, sc = 1, stat = 0) This class includes
image-text pairs that do not share entities or concepts by
means of mutual information, but are related by a seman-
tic context. As a result, their combination conveys a new
meaning or interpretation which neither of the modalities
could have achieved on its own. Such image-text pairs are
prevalent in advertisements where companies combine eye-
catching images with funny slogans supported by metaphors
or puns, without actually naming their product (Fig. 5,
middle). Another genre that relies heavily on these inter-
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Fig. 6 Examples for the Anchorage (left) and Illustration (right)
classes. (Sources: see Sect. 4.1)
dependent examples are comics or graphic novels, where
speech bubbles and accompanying drawings are used to tell a
story. Interdependent information is also prevalent in movies
and TV material in the auditory and visual modalities.
Anchorage (cmi = 1, sc = 1, stat = I) On the contrary, the
Anchorage class is an image description and acts as a supple-
ment for an image. Barthes states that the role of the text in
this class is to fix the interpretation of the visual information
as intended by the author of the image-text pair [5]. It answers
the question “What is it?” in a more or less detailed manner.
This is often necessary since the possible meaning or inter-
pretation of an image can noticeably vary and the caption
is provided to pinpoint the author’s intention. Therefore, an
Anchorage can be a simple image caption, but also a longer
text that elucidates the hidden meaning of a painting. It is
similar to Complementary, but the main difference is that the
text is subordinate to image in Anchorage (see Fig. 6).
Illustration (cmi = 1, sc = 1, stat = T) The class Illustra-
tion contains image-text pairs where the visual information
is subordinate to the text and has therefore a lower status.
An instance of this class could be, for example, a text that
describes a general concept and the accompanying image
depicts a specific example (Fig. 6). A distinctive feature of
this class is that the image is replaceable by a very different
image without rendering the constellation invalid. If the text
is a definition of the term “mammal,” it does not matter if
the image shows an elephant, a mouse, or a dolphin. Each of
these examples would be valid in this scenario. In general,
the text is not dependent on the image to provide the intended
information.
Contrasting (cmi = 1, sc = − 1, stat = 0)
Bad Illustration (cmi = 1, sc = − 1, stat = T)
Bad Anchorage (cmi = 1, sc = − 1, stat = I)
These three classes are the counterparts to Complemen-
tary, Illustration, and Anchorage: They share their primary
features, but have a negative SC (see Fig. 7). In other words,
the transfer of knowledge is impaired due to inconsistencies
or contradictionswhen jointly viewing image and text [13]. In
contrast to uncorrelated image-text pairs, these classes share
information and obviously they belong together in a certain
way, but particular details or characteristics are contradict-
ing. For instance, a Bad Illustration pair could consist of a
textual description of a bird, whose most prominent feature
is its colorful plumage, but the bird in the image is actually
a gray pigeon. This can be confusing and an observer might
be unsure if she is looking at the right image. Similarly, con-
tradicting textual counterparts exist for each of these classes.
In Sect. 4.1, we describe how we generate training samples
for these classes.
3.3 Impossible image-text relations
The eight classes described above form the categorization as
shown in Fig. 4. The following ten combinations of metrics
were discarded, since they do not yield meaningful image-
text pairs.
Cases A cmi = 0, sc = − 1, stat = T , 0, I These three classes
cannot exist: If the shared information is zero, then there is
nothing that can contradict one another. As soon as a textual
description relates to a visual concept in the image, there is
cross-modal mutual information and CMI > 0.
Cases B cmi = 0, sc = 0, stat = T , I The metric combination
cmi = 0, sc = 0, stat = 0 describes the class Uncorrelated of
image-text pairs which are neither in contextual nor visual
relation to one another. Since it is not intuitive that a text is
subordinate to an uncorrelated image or vice versa, these two
classes are discarded.
Cases C cmi = 0, sc = 1, stat = T , I Image-text pairs in the
class Interdependent (cmi = 0, sc = 1, stat = 0) are charac-
terized by the fact that even though they do not share any
information they still complement each other by conveying
additional or new meaning. Due to the nature of this class a
subordination of one modality to the other one is not plausi-
ble:Neither of the conditions for the states image subordinate
to text and text subordinate to image is fulfilled due to lack
of shared concepts and entities. Therefore, these two classes
are discarded.
Cases D cmi = 1, sc = 0, stat = T , 0, I As soon as there is an
overlap of essential depicted concepts, there has to be a min-
imum of semantic overlap. We consider entities as essential,
if they contribute to the overall information or meaning of
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Fig. 7 Examples for the
Contrasting (left), Bad
Illustration (middle), and Bad
Anchorage (right) classes.
(Sources: see Sect. 4.1)
the image-text pair. This excludes trivial background infor-
mation such as the type of hat a person wears in an audience
behind a politician giving a speech. The semantic correlation
can be minor, but it would still correspond to SC = 1 accord-
ing to the definition above. Therefore, the combination cmi
= 1, sc = 0 and the involved possible combinations of STAT
are discarded.
4 Predicting image-text classes
In this section, we present our approach to automatically
predict the introduced image-text metrics and classes. We
propose a deep learning architecture that realizes a multi-
modal embedding for textual and pictorial data. Deep neural
networks achieve better results, when they are trained with a
large amount of data. However, for the addressed task no such
dataset exists. Crowdsourcing is an alternative to avoid the
time-consuming task of manually annotating training data
on our own, but requires significant efforts to maintain the
quality of annotations obtained in this way. Therefore, we
follow two strategies to create a sufficiently large training
set. First, we automatically collect image-text pairs from
different open access Web sources. Second, we suggest a
method for training data augmentation (Sect. 4.1) that allows
us to also generate samples for the image-text classes that
rarely occur on the Web, for instance, Bad Illustration. We
suggest two classifiers, a “classic” approach, which simply
outputs the most likely image-text class, as well as a cas-
caded approach based on classifiers for the threemetrics. The
motivation for the latter is to divide the problem into three
easier classification tasks. Their subsequent “cascaded” exe-
cution will still lead us to the desired output of image-text
classes according to Fig. 4. The deep learning architecture is
explained in Sect. 4.2.
4.1 Training data augmentation
The objective is to acquire a large training dataset of high
quality image-text pairs with a minimum effort in manual
labor. On the one hand, there are classes likeComplementary
or Anchorage available from a multitude of sources and can
therefore be easily crawled. Other classes like Uncorrelated
do not naturally occur in the Web, but can be generated with
little effort. On the other hand, there are rare classes like
Contrasting or Bad Anchorage. While they do exist and it is
desirable to detect these image-text pairs as well (see Fig. 3),
there is no abundant source of such examples that could be
used to train a robust classifier.
Only few datasets are publicly available that contain
images and corresponding textual information, which are not
simply based on tags and keywords but also use cohesive
sentences. Two examples are the image captioning dataset
MSCOCO [27] as well as the Visual Storytelling dataset
VIST [16]. A large number of examples can be easily taken
from these datasets, namely for the classes Uncorrelated,
Complementary, and Anchorage. Specifically, the underly-
ing hierarchy of MSCOCO is exploited to ensure that two
randomly picked examples are not semantically related to
one another and then join the caption of one sample with the
image of the other one to formUncorrelated samples. In this
way, we gathered 60 000 uncorrelated training samples.
The VIST dataset has three types of captions for their five-
image-stories. The first one “Desc-in-Isolation” resembles
the generic image-caption dataset and can be used to generate
examples for the class Anchorage. These short descriptions
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Table 1 Distribution of class labels in the generated dataset









are similar to MSCOCO captions, but slightly longer, so we
decided to use them.Around 62 000 examples have been gen-
erated this way. The pairs represent this class well, since they
include textual descriptions of the visually depicted concepts
without any low-level visual concepts or added interpreta-
tions. More examples could have been generated similarly,
but we have to restrict the level of class imbalance. The sec-
ond type of VIST captions “Story-in-Sequence” is used to
create Complementary samples by concatenating the five
captions of a story and pairing them randomlywith one of the
images of the same story. Using this procedure, we generated
33 088 examples.
While there are certainly much more possible constella-
tions of complementary content from a variety of sources,
the various types of stories of this dataset give a solid basis.
The same argumentation holds for the Interdependent class.
Admittedly, we had to manually label a set of about 1 007
entries of Hussain et al.’s Internet Advertisements dataset
[17] to generate these image-text pairs. While they exhibit
the right type of image-text relations, the accompanied slo-
gans (in the image) are not annotated separately and optical
character recognition did not achieve high accuracy due to
ornate fonts, etc. Furthermore, some image-text pairs had
to be removed, since some slogans specifically mention the
product name. This contradicts the condition that there is no
overlap between depicted concepts and textual description,
i.e., cmi= 0.
The Illustration class is established by combining one
random image for each concept of the ImageNet dataset [41]
with the summary of the corresponding article of the English
Wikipedia, in case it exists. This nicely fits the nature of the
class since the Wikipedia summary often provides a defini-
tion including a short overview of a concept. An image of
the ImageNet class with the same name as the article should
be a replaceable example image of that concept.
The three remaining classes Contrasting, Bad Illustra-
tion and Bad Anchorage occur rarely and are hard to detect
automatically. Therefore, it is not possible to automatically
crawl a sufficient amount of samples. To circumvent this
Table 2 Distribution of metric
labels in the generated dataset









problem, we suggest to transform the respective positive
counterparts by replacing 530 keywords [37] (adjectives,
directional words, colors) by antonyms and opposites in the
textual description of the positive examples to make them
less comprehensible. For instance, “tall man standing in front
of a green car” is transformed into a “small woman stand-
ing behind a red car.” While this does not absolutely break
the semantic connection between image and text, it surely
describes certain attributes incorrectly which impairs the
accurate understanding and subsequently justifies the label
of sc= −1. This strategy allows us to transform a substantial
amount of the “positive” image-text pairs into their negative
counterparts. Finally, for all classes we truncated the text
if it exceeded 10 sentences. In total, the dataset consists of
224 856 image-text pairs. Tables 1 and 2 give an overview
about the data distribution, first sorted by class and the sec-
ond one according to the distribution of the three metrics,
which were also used in our experiments.
4.2 Design of the deep classifiers
As mentioned above, we introduce two classification
approaches: “classic” and “cascade.” The advantage of the
latter is that it is easier to maintain a better class balance
of samples, while it is also the easier classification problem.
For instance, example data of the classes Contrasting, Bad
Illustration, and Bad Anchorage are used to train the neural
network how negative semantic correlation looks like. This
should make the training process more robust against overfit-
ting and underfitting, but naturally also increases the training
and evaluation time by a factor of three.
Both methods follow the architecture shown in Fig. 8, but
for “cascade” three networks have to be trained and subse-
quently applied to predict an image-text class. To encode the
input image, the deep residual network “Inception-ResNet-
v2” [45] is used, which is pre-trained on the dataset of the
ImageNet challenge [41]. To embed this model in our sys-
tem, we remove all fully connected layers and extract the
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Fig. 8 General structure of the
deep learning system with
multimodal embedding. The last
fully connected layer (FC) has
2, 3, or 8 outputs depending on
whether CMI (two levels),




feature maps with an embedding size of 2048 from the last
convolutional layer.
The text is encodedby apre-trainedmodel of theword2vec
[33] successor fastText [10], which has the remarkable abil-
ity to produce semantically rich feature vectors even for
unknownwords.This is due to its skip-gram technique,which
does not observe words as a whole but as n-grams, that is a
sum of word parts. For instance, the word library would be
decomposed into the following tri-grams: 〈 li, lib, ibr, bra,
rar, ary, ry 〉.
Thus, it enables the system to recognize a word or
derived phrasings despite of typing errors. FastText utilizes
an embedding size of 300 for each word and we feed them
into a bidirectional GRU (gated recurrent unit) inspired by
Yang et al. [51], which reads the sentence(s) forwards and
backwards before subsequently concatenating the resulting
feature vectors. In addition, an attention mechanism is incor-
porated through another convolutional layer, which reduces
the image encoding to 300 dimensions, matching the dimen-
sionality of the word representation set by fastText. In this
way it is ensured that the neural network reads the textual
information under the consideration of the visual features,
which enforces it to interpret the features in unison. The final
text embedding has a dimension of 1024. After concatenat-
ing image (to get a global feature representation from the
image, we apply average pooling to the aforementioned last
convolutional layer) and text features, four consecutive fully
connected layers (dimensions: 1024, 512, 256, 128) com-
prise the classification layer. This layer has two outputs for
CMI, three outputs for SC and STAT, or eight outputs for
the “classic” classifier, respectively. For the actual classifi-
cation process in the cascade approach, the resulting three
models have to be applied sequentially in an arbitrary order.
We select the order CMI ⇒ SC ⇒ STAT, the evaluations of
the three classifiers yield the final assignment to one of the
eight image-text classes (Fig. 4).
5 Experimental evaluation
The dataset was split into a training set and a manually veri-
fied test set to ensure high quality labels. It initially contained
800 image-text pairs, where for each of the eight classes 100
examples were taken out of the automatically crawled and
augmented data. The remaining 239,307 exampleswere used
to train the four different models (three for the “cascade”
classifier and one for the “classic” approach) for 100,000
iterations each with the TensorFlow framework. The Adam
optimizer was used with its standard learning rate and a
dropout rate of 0.3 for the image embedding layer and 0.4
for the text embedding layer. Also a softmax cross entropy
loss was used and a batch size of 12 on a NVIDIA Titan
X. All images were rescaled to a size of 299 × 299 and
Szegedy et al.’s [46] image preprocessing techniques were
applied. This includes random cropping of the image as well
as random brightness, saturation, hue and contrast distortion
to avoid overfitting. In addition, we limit the length of the tex-
tual information to 50 words per sentence and 30 sentences
per image-text pair. All “Inception-ResNet-v2” layers were
pre-trained with the ILSVRC (ImageNet Large Scale Visual
Recognition Competition) 2010 [41] dataset to reduce the
training effort. The training and test data are publicly avail-
able at https://doi.org/10.25835/0010577.
5.1 Experimental results
To assure highly accurate ground truth data for our test set, we
asked three persons of our group (one of them is a co-author)
to manually annotate the 800 image-text pairs.
Each annotator received an instruction document that con-
tained short definitions of the three metrics (Sect. 3.1), the
categorization in Fig. 4, and one example per image-text class
(similar to Figs. 5, 6, 7). The inter-coder agreement has been
evaluated usingKrippendorff’s alpha [22] andyielded a value
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of α = 0.847 (across all annotators, samples, and classes). A
class label was assigned, if the majority of annotators agreed
on it for a sample. Besides, the eight image-text classes, the
Table 3 Comparison of the automatically generated labels with the
annotations of the three volunteers (i.e., ground truth data) and the
resulting number of samples per class in the test set
Class Uncorr. Interdep. Compl. Illustration
Recall 69.2% 97.6% 83.8% 83.7%
Precision 98.7% 96.3% 88.0% 80.7%
#Samples 149 100 106 95
Class Anchorage Contrasting Bad Illu. Bad Anch.
Recall 90.3% 89.0% 98.6% 91.9%
Precision 87.3% 78.3% 69.0% 87.0%
#Samples 95 87 71 95
annotators could alsomark a sample asUnsurewhich denotes
that an assignmentwas not possible. IfUnsurewas themajor-
ity of votes, the sample was not considered for the test set.
This only applied for two pairs, which reduced the size of
the final test set to 798.
Comparing the human labels with the automatically gen-
erated labels allowed us to evaluate the quality of the data
acquisition process. Therefore, we computed how good the
automatic labels matched with the human ground truth labels
(Table 3). The low recall for the class Uncorrelated indi-
cates that there were uncorrelated samples in the other data
sources that we exploited. The Bad Illustration class has the
lowest precision and was mostly confused with Illustration
and Uncorrelated, that is the human annotators considered
the automatically “augmented” samples either as still valid
or uncorrelated.
The results for predicting image-text classes using both
the “classic approach” (Table 5) and the “cascade approach”
Table 4 Confusion matrix for the “cascade” classifier on the test set of 798 image-text pairs
Class Undef. Uncorrelated Interdep. Compl. Illustration Anchorage Contrasting Bad Illust. Bad Anch. Sum
Undefined 0 0 0 0 0 0 0 0 0 0
Uncorrelated 2 96 4 7 21 1 4 13 1 149
Interdependent 3 3 92 1 0 1 0 0 0 100
Complementary 1 0 1 93 0 2 9 0 0 106
Illustration 1 0 0 0 82 0 0 12 0 95
Anchorage 11 4 5 25 1 41 2 1 5 95
Contrasting 0 0 0 2 0 0 85 0 0 87
Bad Illustration 0 0 0 0 8 0 0 63 0 71
Bad Anchorage 9 2 0 4 0 6 33 0 41 95
Precision – 91.43% 90.20% 70.45% 73.21% 80.39% 63.91% 70.79% 87.23% –
Recall – 64.43% 92.00% 87.74% 86.32% 43.16% 97.70% 88.73% 43.16% –
Bold values indicate the number of correctly classified samples on the main diagonal of the confusion matrix
The rows show the ground truth, while the columns show the predicted samples
Table 5 Confusion matrix for the “classic” classifier on the test set of 798 image-text pairs
Class Undef. Uncorrelated Interdep. Compl. Illustration Anchorage Contrasting Bad Illust. Bad Anch. Sum
Uncorrelated – 67 3 5 23 34 5 11 1 149
Interdependent – 0 94 0 0 5 0 0 1 100
Complementary – 0 0 93 0 4 9 0 0 106
Illustration – 0 0 0 84 0 0 11 0 95
Anchorage – 2 2 0 2 83 0 0 6 95
Contrasting – 0 0 3 0 0 84 0 0 87
Bad illustration – 0 0 0 2 0 0 69 0 71
Bad anchorage – 2 0 0 0 21 1 0 71 95
Precision – 94.4% 94.9% 92.1% 75.7% 56.5% 84.8% 75.8% 89.9% –
Recall – 45.0% 94.0% 87.7% 88.4% 87.4% 96.5% 97.2% 74.7% –
Bold values indicate the number of correctly classified samples on the main diagonal of the confusion matrix
The rows show the ground truth, while the coloumns show the predicted samples. (Undefined column was added for better comparability with
Table 4)
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Fig. 9 Results for both classifiers
Table 6 Performance of the single metric classifiers
CMI 0 (%) CMI 1 (%) –
Precision 87.72 91.40 –
Recall 80.32 94.90 –
SC 0 (%) SC 1 (%) SC -1 (%)
Precision 81.79 84.21 86.63
Recall 90.51 64.43 88.38
STAT 0 (%) STAT T (%) STAT I (%)
Precision 82.47 82.18 92.79
Recall 90.50 100.00 54.21
(Table 4) are presented in confusion matrices by means of
precision and recall. For a better comparison, Fig. 9 shows
the individual performance for each image-text class. The
overall results for our classifiers in predictingCMI, SC, STAT
aswell as the image-text classes are presented in Table 7. The
accuracy of the classifiers forCMI, SC andSTAT ranges from
83.8 to 90.3%, while the two classification variations for the
image-text classes achieved an accuracy of 74.3% (cascade)
and 80.8% (classic). We also compared our method with
our previous approach [13,14] bymapping their intermediate
steps for CMI = 0, 1, 2 to 0, CMI=3,4 to 1, and SC = ±0.5
to ±1.
5.2 Discussion of results
As shown by Tables 4 and 5, the classic approach outper-
formed the cascademethodby about 6% in termsof accuracy,
indicating that a direct prediction of the image-text class is to
be preferred over a combination of three separate classifiers.
A reason might be that an overall judgment of the connec-
tion between image and text is probably more accurate than
combining the independent ones, because all aspects of the
multimodal message are regarded. This is also pleasant since
an application would only need to train one classifier instead
of three. Nonetheless, as can be seen in Table 7, results of
the single metric classifiers suggest that they are still use-
ful for applications that require just a single dimension, e.g.,
CMI for image captioning tasks. Regarding the image-text
classes Uncorrelated achieved the lowest recall indicating
that both classifiers often detected a connection (either in the
SC dimension or CMI), even though there was none. This
might be due to the concept detector contained in Inception-
ResnetV2 focusing on negligible background elements that a
humanwould not consider to be of importance (cf. Sect. 3.1).
However, the high precision indicates that if it was detected it
was almost always correct, in particular for the cascade clas-
sifier. The classes with positive SC are mainly confused with
their negative counterparts, which is understandable since
the difference between a positive and a negative SC is often
caused by a few keywords in the text. But the performance is
still impressive when considering that positive and negative
Table 7 Test set accuracy of the
metric-specific classifiers and
the two final classifiers after
75,000 iterations
Classifier CMI (%) SC (%) STAT (%) Cascade (%) Classic (%)
Ours 90.3 84.6 83.8 74.3 80.8
[13] 68.8 49.6 – – –
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instances differ only in a few keywords, while image content,
sentence length and structure are identical.
The “cascaded” classifier struggled the most with both
Anchorage classes, confusing themwithComplementary and
Contrasting. This is an indicator indicates that the Status
classifier failed to identify that the text is subordinate and as
can be seen in Table 6, it has indeed the lowest recall of the
three dimensions.
Another interesting observation can be reported regarding
the cascade approach: the rejection classUndefined, which is
predicted if an invalid leaf of the categorization (the crosses
in Fig. 4) is reached, can be used to judge the quality of our
categorization. In total, 10 out of 18 leaves represent such
an invalid case, but only 27 image-text pairs (3.4%) of all
test samples were assigned to it. Thus, the distinction seems
to be of high quality which is due to the good results of the
classifiers for the individual metrics (Table 7).
Figure 10 shows some examples for correctly and incor-
rectly predicted image-text pairs. The third column in this
Figure shows a false prediction of an uncorrelated pair
as anchorage. There were some errors of false positives
for anchorage (or illustrations), which seem to be partially
caused by the typically corresponding shorter (or longer)
text length. But the overall results indicate that the system
does not solely rely on this feature, of course, otherwise a
distinction of eight classes of this quality would not have
been achievable. This is supported also by the correctly pre-
dicted example in Fig. 10, left, where despite the short text
the image-text pair is classified as uncorrelated (and not as
anchor).
6 Conclusions and future work
In this paper, we have presented a contribution to not only
bridge the semantic gap between visual and textual infor-
mation, but also the gap between research in linguistics
and communication science on one side, and multimedia
and computer vision research on the other side. By leverag-
ing and extending the set of computable image-text metrics
introduced in previous work [13], we have shown how they
can be translated into intuitive, distinct semantic image-text
classes. Our findings are motivated by research in linguistics
and visual communication sciences, which identified similar
classes. But instead of gathering distinct image-text classes
through observation, which is common practice in those dis-
ciplines, we have derived image-text categories from our set
of three metrics cross-modal mutual information, semantic
correlation, and the status relation. We have further demon-
strated how to (almost) automatically gather a dataset for
the eight classes, which is then used to train baseline deep
learning classifiers. We were able to predict the semantic
image-text classes with an accuracy of 80.8%, while the
accuracy was between 83% and 90% for the aforementioned
metrics. We believe that the presented categorization and the
automatic prediction of semantic image-text classes are a
solid basis to enable a multitude of possible applications in
fields such as multimodalWeb content analysis and retrieval,
cross-modal retrieval, or search as learning.
In the future, we plan to investigate additional metrics for
image-text relations to further detail the identified classes. To
do so,moreWeb resources need to be employedor potentially
labeled manually. Finally, we will evaluate the usefulness of
Fig. 10 Example predictions of the “classic” classifier. Green box: correct prediction; Red box: false prediction
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our approach in different applications that can benefit from
multimodal understanding, such as learning with multimedia
data, retrieval applications, recommendations of advertise-
ments, etc.
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