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ON THE TORUS BIFURCATION IN AVERAGING THEORY
MURILO R. CAˆNDIDO AND DOUGLAS D. NOVAES
Abstract. In this paper, we take advantage of the averaging theory to in-
vestigate a torus bifurcation in two-parameter families of 2D nonautonomous
differential equations. Our strategy consists in looking for generic conditions
on the averaged functions that ensure the existence of a curve in the parame-
ter space characterized by a Neimark-Sacker bifurcation in the corresponding
Poincare´ map. A Neimark-Sacker bifurcation for planar maps consists in the
birth of an invariant closed curve from a fixed point, as the fixed point changes
stability. In addition, we apply our results to study a torus bifurcation in a
family of 3D vector fields.
1. Introduction and statements of the main result
In the present study, we consider two-parameter families of nonautonomous
differential equations given by
x˙ = εF1(t,x;µ) + ε
2F˜(t,x;µ, ε). (1)
Here, F1 and F˜ are C1 functions T -periodic in the variable t ∈ R, x = (x, y) ∈ Ω
with Ω an open bounded subset of R2, ε ∈ (−ε0, ε0) for some ε0 > 0 small, and
µ ∈ R. Throughout in this paper, we shall consider the differential equation (1)
defined in the extended phase space S1 × Ω by taking t˙ = 1, where S1 = R/TZ.
Detecting limit sets of differential equations is a major problem in the qualita-
tive theory of dynamical systems. In particular, there are several research pieces
dealing with the existence of limit cycles for differential equations of kind (1).
In this direction, the averaging theory (see [11] and [12, Chapter 11]) is one of
the most used methods. In short, this theory provides a sequence of functions
gi, i = 1, 2, . . . , k, each one called i-th order averaged function, which “control”
the bifurcation of isolated periodic solutions of (1) (see Appendix). The first
averaged function can be defined as
g1(x;µ) = (g
1
1(x;µ),g
2
1(x;µ)) =
∫ T
0
F1(t,x;µ)dt,
which provides the so-called averaged system
x˙ = εg1(x;µ). (2)
When dealing with invariant sets of differential equations, the Poincare´ map
P : Σ → Σ is a classic tool in understanding their properties. It is defined in
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a transversal section of the orbits Σ, which leads to a dimensional reduction of
the problem. In turn, this provides conceptual clarity for many notions that
are somewhat cumbersome to state for differential equations. For instance, a
periodic orbit of a differential equation corresponds to a fixed point of a Poincare´
map and, consequently, the notion of orbital stability is reduced to the stability
of a fixed point (see [13, Chapter 10]). As another example, an invariant torus
of a differential equation corresponds to an invariant closed curve γ ⊂ Σ of a
Poincare´ map P, that is, P (γ) = γ.
No general method exists for constructing Poincare´ maps of arbitrary differen-
tial equations. Nevertheless, if a nonautonomous T -periodic differential equation
x˙ = F (t,x) admits, for each initial condition x ∈ Ω, a unique solution ϕ(t,x)
defined for every t ∈ [0, T ] and satisfying ϕ(0,x) = x, then the Poincare´ map
defined in the tranversal section Σ = {0}×Ω is given by P (x) = ϕ(T,x). Indeed,
since F is T -periodic in the time variable t, we can take t˙ = 1 and consider the
differential equation defined in the extended phase space S1 × Ω. In this way, P
maps Σ onto itself, which is identified with Ω. When F is given as (1), Lemma 5
from Appendix (see [6, Lemma 1]) provides the Taylor expansion of the Poincare´
map P (x) = P (x;µ, ε) around ε = 0. The coefficients of this expansion determine
the averaged functions gi’s.
One can find results in research literature corelating the existence of invariant
tori of the differential equation (1) with Hopf bifurcation of the averaged system
(2). This fact is briefly commented on [11, Appendix C.5]. Similar results can be
found in [3, Section 4.C] and [1, Chapter 2].
The main goal of this paper is to provide generic conditions on the averaged
functions gi’s to guarantee the existence of a codimension-one bifurcation curve
µ(ε) in the parameter space (µ, ε) characterized by the birth of an invariant torus
of (1) from a periodic solution.
Our strategy consists in looking for conditions that ensure the existence of a
Neimark-Sacker Bifurcation (see [7, 9, 10]) in the Poincare´ map of (1). In discrete
dynamical system theory, a Neimark-Sacker bifurcation in a one-parameter family
of planar maps is characterized by the birth of an invariant closed curve from a
fixed point, as the fixed point changes stability. Since invariant closed curves of
Poincare´ maps correspond to invariant tori of differential equations, a Neimark-
Sacker bifurcation in Poincare´ maps is called Torus Bifurcation. We shall discuss
this bifurcation in Section 2.
1.1. Setting of the problem. In what follows, we shall assume that (xµ0 ;µ0) is
a Hopf point of the averaged system (2), that is, g1(xµ0 ;µ0) = 0 and the Jacobian
matrix Dxg1(xµ0 ;µ0) has a pair of conjugated purely imaginary eigenvalues ±iω0
(ω0 > 0). By the Implicit Function Theorem, there exists a continuous curve
µ 7→ xµ ∈ Ω, defined in an interval J 3 µ0, such that g1(xµ;µ) = 0 for every
µ ∈ J. Clearly, the pair of complex conjugated eigenvalues α(µ) ± iβ(µ) of the
Jacobian matrix Dxg1(xµ;µ) satisfies α(µ0) = 0 and β(µ0) = ω0 > 0. Through a
linear change of variables, we can assume that Dxg1(xµ0 ; 0) is in its real Jordan
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normal form. Thus, the existence of a Hopf point (xµ0 ;µ0) is equivalent to the
following assumption.
A1. There exists a continuous curve µ ∈ J 7→ xµ ∈ Ω, defined in an interval
J 3 µ0, such that g1(xµ;µ) = 0 for every µ ∈ J ⊂ R, the pair of complex
conjugated eigenvalues α(µ) ± iβ(µ) of Dxg1(xµ;µ) satisfies α(µ0) = 0
and β(µ0) = ω0, and Dxg1(xµ0 ; 0) is in its real Jordan normal form.
As a first consequence of hypothesis A1, the next lemma ensures the existence
of a periodic solution of the differential equation (1).
Lemma 1. Assume that hypothesis A1 holds. Then, there exist a neighborhood
J0 ⊂ J of µ0 and ε1, 0 < ε1 < ε0 such that, for every (µ, ε) ∈ J0 × (−ε1, ε1), the
differential equation (1) admits a unique T -periodic solution ϕ(t;µ, ε) satisfying
ϕ(0;µ, ε)→ xµ as ε→ 0.
Lemma 1 is proven in Section 3. We notice that, when the differential equation
(1) is defined in the extended phase space S1×Ω, such a periodic solution is given
by Φ(t;µ, ε) = (t, ϕ(t;µ, ε)).
We also assume the following traversal hypothesis.
A2. Let α(µ)±iβ(µ) be the pair of complex conjugated eigenvalues of Dxg1(xµ;µ)
such that α(µ0) = 0, β(µ0) = ω0 > 0. Assume that α
′(µ0) 6= 0.
Finally, define the number
`1,1 =
1
8
(
∂3g11(xµ0 ;µ0)
∂x3
+
∂3g11(xµ0 ;µ0)
∂x∂y2
+
∂3g21(xµ0 ;µ0)
∂x2∂y
+
∂3g21(xµ0 ;µ0)
∂y3
)
+
1
8ω0
(
∂2g11(xµ0 ;µ0)
∂x∂y
(∂2g11(xµ0 ;µ0)
∂x2
+
∂2g11(xµ0 ;µ0)
∂y2
)
− ∂
2g21(xµ0 ;µ0)
∂x∂y(∂2g21(xµ0 ;µ0)
∂x2
+
∂2g21(xµ0 ;µ0)
∂y2
)
− ∂
2g11(xµ0 ;µ0)
∂x2
∂2g21(xµ0 ;µ0)
∂x2
+
∂2g11(xµ0 ;µ0)
∂y2
∂2g21(xµ0 ;µ0)
∂y2
)
.
(3)
It is worth mentioning that ε `1,1 is the first Lyapunov coefficient of the aver-
aged system (2) at (xµ0 ;µ0). Thus, A1, A2, and `1,1 6= 0 characterize a Hopf
Bifurcation in the averaged system (2) (see [2, 4]).
1.2. First order torus bifurcation. As our first main result, we establish the
relation between a Hopf Bifurcation in the averaged system (2) with a Torus
Bifurcation in the differential equation (1).
Theorem A. In addition to hypotheses A1 and A2, assume that `1,1 6= 0. Then,
for each ε > 0 sufficiently small, there exist a C1 curve µ(ε) ∈ J0, with µ(0) = µ0,
and neighborhoods Uε ⊂ S1 × Ω of the periodic solution Φ(t;µ(ε), ε) and Jε ⊂ J0
of µ(ε) for which the following statements hold.
(i) For µ ∈ Jε such that `1,1(µ − µ(ε)) ≥ 0, the periodic orbit Φ(t;µ(ε), ε)
is unstable (resp. asymptotically stable), provided that `1,1 > 0 (resp.
`1,1 < 0), and the differential equation (1) does not admit any invariant
tori in Uε.
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(ii) For µ ∈ Jε such that `1,1(µ − µ(ε)) < 0, the differential equation (1)
admits a unique invariant torus Tµ,ε in Uε surrounding the periodic orbit
Φ(t;µ, ε). Moreover, Tµ,ε is unstable (resp. asymptotically stable), whereas
the periodic orbit Φ(t;µ, ε) is asymptotically stable (resp. unstable), pro-
vided that `1,1 > 0 (resp. `1,1 < 0).
(iii) Tµ,ε is the unique invariant torus of the differential equation (1) bifurcating
from the periodic orbit Φ(t;µ(ε), ε) in Uε as µ passes through µ(ε).
Remark 1. The C1 differentiability of the functions F1 and F˜ was the very first
assumption on the differential equation (1). It is worth mentioning that this
hypothesis is not strictly necessary in order to apply Theorem A. In fact, we
shall see that it is sufficient to have the differentiability of the “Poincare´ Map”
of the differential equation (1). This implies that Theorem 1 can be applied to a
wider class of differential equations, in particular for the class of piecewise smooth
differential equation introduced in [5].
1.3. Structure of the paper. In Section 2, we discuss the Neimark-Sacker bi-
furcation, which plays a key whole in the proof of Theorem A. Section 3 is devoted
to the proof of Theorem A. Afterward, in Section 4, we state Theorem B, which
generalizes Theorem A by establishing weaker conditions on the higher order av-
eraged functions gi still ensuring a torus bifurcation. In Section 4.4, we relate
Hopf bifurcation in the higher order averaged system to a torus bifurcation in the
corresponding differential equation. Finally, in Section 5, the obtained results are
applied to study a torus bifurcation in a family of 3D vector fields. An Appendix
is provided with the formulae of the averaged functions.
2. Neimark-Sacker Bifurcation
The proof of our main result is mainly based on the classical Neimark-Sacker
Bifurcation, which is a version of Hopf Bifurcation for maps. In what follows we
shall briefly discuss this bifurcation.
Consider the following one parameter family of maps
x 7→ F(x;σ), x = (x1, x2)ᵀ ∈ R2, σ ∈ R1. (4)
Assume that x = 0 is a fixed point of the map (4), for every |σ| sufficiently small.
Denote by r(σ)e±iϕ(σ) the pair of complex conjugated eigenvalues of the Jacobian
matrix DxF(0, σ). We shall assume that r(0) = 1 and ϕ(0) = θ, with 0 < θ < pi.
Also, consider the Taylor expansion of F(x; 0) around x = 0 as
F(x; 0) = Ax +
1
2
B(x,x) +
1
6
C(x,x,x) +O(||x||4),
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where B(x,y) = (B1(x,y), B2(x,y)) and C(x,y, z) = (C1(x,y, z), C2(x,y, z))
are multilinear functions with the following components
Bi(x,y) =
2∑
j,k=1
∂2Fi
∂xj∂xk
(0; 0)xjyk,
Ci(x,y, z) =
2∑
j,k,l=1
∂3Fi
∂xj∂xk∂xl
(0; 0)xjykzl,
(5)
for i = 1, 2, and A = DxF(0, 0).
We use the elements above to construct the Lyapunov coefficient `1 of the
map (4) at (x;σ) = (0; 0). Accordingly, let p,q ∈ C2 be, respectively, complex
eigenvectors of Aᵀ and A satisfying Aᵀp = e−iθp, Aq = eiθq, and 〈p,q〉 = 1.
Here, for u, v ∈ C2, we are considering the inner product 〈u, v〉 = uᵀ · v. Thus, we
define
`1 := Re
(
e−iθg21
2
)
− Re
(
(1− 2eiθ)e−2iθ
2(1− eiθ) g20g11
)
− 1
2
|g11|2−1
4
|g02|2 6= 0, (6)
where
g21 = 〈p, C(q,q,q)〉, g20 = 〈p, B(q,q)〉,
g11 = 〈p, B(q,q)〉, and g02 = 〈p, B(q,q)〉.
(7)
Under generic conditions, a Neimark-Sacker bifurcation is characterized by the
existence of a neighborhood of the fixed point x = 0 in which a unique invariant
closed curve bifurcates from x = 0 (see [4, Theorem 4.6]). The next theorem
provides generic conditions ensuring a Neimark-Sacker bifurcation in (4).
Theorem 1. Suppose that for |σ| sufficiently small x = 0 is a fixed point of the
map (4) with complex eigenvalues r(σ)e±iϕ(σ) satisfying r(0) = 1 and ϕ(0) = θ,
0 < θ < pi. In addition, assume that
C.1 r′(0) 6= 0,
C.2 eikθ 6= 1, for k = 1, 2, 3, 4, and
C.3 `1 6= 0.
Then, there exists neighborhoods U ⊂ R2 of x = 0 and I ⊂ R of σ = 0 for which
the following statements hold.
(i) For σ ∈ I such that `1σ ≥ 0, the fixed point x = 0 is unstable (resp.
asymptotically stable), provided that `1 > 0 (resp. `1 < 0), and the map
(4) does not admit any invariant closed curve in U.
(ii) For σ ∈ I such that `1σ < 0, the map (4) admits a unique invariant
closed curve Sµ in U surrounding the fixed point x = 0. Moreover, Sµ is
unstable (resp. asymptotically stable), whereas the fixed point x = 0 is
asymptotically stable (resp. unstable), provided that `1 > 0 (resp. `1 < 0).
(iii) Sµ is the unique invariant closed curve of the map (4) bifurcating from
the fixed point x = 0 in U as σ pass through 0.
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3. Proofs of Lemma 1 and Theorem A
The Poincare´ Map of the differential equation (1), defined on the section Σ =
{0} × Ω, writes
x 7→ P (x;µ, ε) = x + εg1(x;µ) + ε2G˜(x;µ, ε). (8)
In what follows, we shall prove Lemma 1 by showing the existence of fixed points
ξ(µ, ε) for the Poincare´ Map.
Proof of Lemma 1. Define
f(x, µ, ε) :=
P (x;µ, ε)− x
ε
= g1(x;µ) + εG˜(x;µ, ε).
Notice that f(xµ0 , µ0, 0) = (0, 0) and
∂f
∂x
(xµ, µ, 0) = ∂xg1(xµ;µ).
From the hypothesis A1, α(µ0) = 0 and β(µ0) = ω0 6= 0, where α(µ) ± iβ(µ)
are the complex conjugated eigenvalues of ∂xg1(xµ;µ). Therefore, there exists a
neighborhood J0 ⊂ J of µ0 such that β(µ) 6= 0 for every µ ∈ J0. Consequently,∣∣∣∣∂f∂x(xµ, µ, 0)
∣∣∣∣ 6= 0,
for every µ ∈ J0. Hence, from the Implicit Function Theorem and from the
compactness of J0, there exists ε1, 0 < ε1 < ε0, and a unique function ξ(µ, ε),
defined on J0 × (−ε1, ε1), such that ξ(µ, 0) = xµ and f(ξ(µ, ε), ε) = 0 for every
ε ∈ (−ε1, ε1) and µ ∈ J0. 
The next result provides a curve µ(ε) of critical values for the parameter µ re-
garding the fixed point ξ(µ, ε) of the map (8) for which the conditions of Theorem
1 hold.
Lemma 2. For each (µ, ε) ∈ J0 × (−ε1, ε1), let λ(µ, ε) and λ(µ, ε) be the pair of
complex conjugated eigenvalues of DxP (ξ(µ, ε);µ, ε) and assume that hypotheses
A1 and A2 hold. Then, there exists ε2, 0 < ε2 < ε1, and a unique smooth
function µ : (−ε2, ε2)→ J0, with µ(0) = µ0, satisfying
1. |λ(µ(ε), ε)|= 1,
2. (λ(µ(ε), ε))k 6= 1, for k ∈ {1, 2, 3, 4}, and
3.
d
dµ
|λ(µ, ε)|
∣∣∣
µ=µ(ε)
6= 0,
for every ε ∈ (−ε2, ε2) \ {0}.
Proof. For each (µ, ε) ∈ J0 × (−ε1, ε1), the Jacobian matrix of the first return
map P (x;µ, ε) at its fixed point ξ(µ, ε) is given by
DxP (ξ(µ, ε);µ, ε) = Id+ ε
∂g1
∂x
(xµ;µ) +O(ε2),
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which has the following eigenvalues
λ(µ, ε) = 1 + ε (α(µ) + iβ(µ)) +O(ε2), and
λ(µ, ε) = 1 + ε (α(µ)− iβ(µ)) +O(ε2).
Notice that
|λ(µ, ε)|2 = 1 + 2εα(µ) +O(ε2)
= 1 + ε `(µ, ε),
(9)
where `(µ, ε) = 2α(µ) +O(ε). From hypothesis A2, we have
`(µ0, 0) = 0 and
∂`
∂µ
(µ0, 0) = 2α
′(µ0) 6= 0.
Thus, by the Implicit Function Theorem, there exist ε2, 0 < ε2 < ε1, and a
unique function µ : (−ε2, ε2) → J0 = (µ0 − δ1, µ0 + δ1) such that µ(0) = µ0 and
`(µ(ε), ε) = 0, for every ε ∈ (−ε2, ε2). This implies that |λ(µ(ε), ε)|= 1, for every
ε ∈ (−ε2, ε2). Hence, statement 1 is proved. Moreover, since
λ(µ(ε), ε) = 1 + ε(α(µ(ε)) + iβ(µ(ε))) +O(ε2)
= 1 + ε (iω0) +O(ε2), (10)
and ω0 > 0, the parameter ε2 > 0 can be made smaller, if necessary, in order that
λ(µ(ε), ε) 6∈
{
±1,±i,−1
2
± i
√
3
2
}
,
for every ε ∈ (−ε2, ε2) \ {0}. Consequently, for k ∈ {1, 2, 3, 4}, (λ(µ(ε), ε))k 6= 1
for every ε ∈ (−ε2, ε2) \ {0}, which proves statement 2. Finally, computing the
derivative of (9) at µ = µ0 we implicitly obtain that
∂
∂µ
|λ(µ, ε)|
∣∣∣
µ=µ(ε)
= α′(µ(ε))ε+O(ε2) = α′(µ0)ε+O(ε2).
Since α′(µ0) 6= 0, the parameter ε2 > 0 can be made smaller again, if necessary,
in order that
∂
∂µ
|λ(µ, ε)|
∣∣∣
µ=µ(ε)
6= 0,
for every ε ∈ (−ε2, ε2) \ {0}. This concludes the proof of statement 3. 
Now, we are ready to prove Theorem A.
Proof of Theorem A. For each (µ, ε) ∈ J0×(−ε2, ε2), let ξ(µ, ε) be the fixed point
of the Poincare´ map (8) given by Lemma 1 and let µ(ε) be the curve of critical
values of the parameter µ given by Lemma 2.
Changing the coordinates in (8) by setting x = y + ξ(µ, ε) and taking µ =
σ + µ(ε), we get the map
y→ Hε(y;σ) := P (y + ξ(σ + µ(ε), ε);σ + µ(ε), ε)− ξ(σ + µ(ε), ε). (11)
Notice that
Hε(y;σ) = y+εg1(y+ξ(σ+µ(ε), ε), σ+µ(ε))+ε
2G˜(y+ξ(σ+µ(ε), ε), ε;σ+µ(ε)).
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The proof of Theorem A will follow by showing that, for each ε > 0 sufficiently
small, the map (11) satisfies the hypotheses of Theorem 1.
First of all, fix ε3 (to be chosen later on) satisfying 0 < ε3 < ε2. Denote by I
′
ε the
set of σ ∈ R such that σ+µ(ε) ∈ J0. Since, from Lemma 2, µ(ε) ∈ J0, we get that
0 ∈ I ′ε. Thus, for each ε ∈ (0, ε3), Lemma 1 implies that y = 0 is a fixed point of
(11) for every σ ∈ I ′ε. Notice that ηε(σ) = λ(σ+µ(ε), ε) and ηε(σ) = λ(σ + µ(ε), ε)
are the eigenvalues of DyHε(0;σ). Denote ηε(σ) = rε(σ)e
iϕε(σ) and ϕε(0) = θε,
0 < θε < pi. Thus, from Lemma 2, we get
rε(0) = 1, e
ikθε 6= 1, for k ∈ {1, 2, 3, 4}, and r′ε(0) 6= 0,
for every ε ∈ (0, ε3). Therefore, the map (11) satisfies all the conditions of Theo-
rem 1 but C.3 for each ε ∈ (0, ε3).
In order to check condition C.3, we need to compute `1 as defined in (6).
Following the procedure of Section 2, we first compute the Taylor expansion of
Hε(y; 0) around y = 0 as
Hε(y; 0) = Aεy +
1
2
Bε(y,y) +
1
6
Cε(y,y,y) +O(||y||4),
whereBε(u,v) = (B
1
ε (u,v), B
2
ε (u,v)) and Cε(u,v,w) = (C
1
ε (u,v,w), C
2
ε (u,v,w))
are multilinear functions with the following components
Biε(u,v) = ε
2∑
j,k=1
∂2gi1
∂xj∂xk
(ξ(µ(ε), ε);µ(ε))ujvk +O(ε2)
= ε
2∑
j,k=1
∂2gi1
∂xj∂xk
(xµ0 ;µ0)ujvk +O(ε2),
Ciε(u,v,w) = ε
2∑
j,k,l=1
∂3gi1
∂xj∂xk∂xl
(ξ(µ(ε), ε);µ(ε))ujvkwl +O(ε2)
= ε
2∑
j,k,l=1
∂3gi1
∂xj∂xk∂xl
(xµ0 ;µ0)ujvkwl +O(ε2),
(12)
for i = 1, 2, and
Aε = DxHε(0; 0) = Id + εDxg1(ξ(µ(ε), ε);µ(ε)) +O(ε2)
= Id + εDxg1(xµ0 ;µ0) +O(ε2).
(13)
Now, let pε ∈ C2 and qε ∈ C2 be, respectively, the eigenvectors of the matrices
Aᵀε and Aε satisfying A
ᵀ
εpε = e
−iθεpε, Aεqε = eiθεqε, and 〈pε,qε〉 = 1. We claim
that pε = p+O(ε) and qε = q+O(ε), where p,q ∈ C2 satisfy Dxg1(xµ0 ;µ0)ᵀp =
−iω0p, Dxg1(xµ0 ;µ0)q = iω0q, and 〈p,q〉 = 1. Indeed, an eigenvector y ∈ C2 of
Aε with respect to ηε(0) satisfies
[Aε − ηε(0) Id] y = 0. (14)
From (10), (13), and taking y = y0 +O(ε), equation (14) writes
[Dxg1(xµ0 ;µ0)− iω0 Id] y0 +O(ε) = 0.
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Matching the coefficients of ε, we get that y0 is an eigenvector of Dxg1(xµ0 ;µ0)
with respect to the eigenvalue iω0. We can do the same for the matrix A
ᵀ
ε . Finally,
since 〈pε,qε〉 = 1 for every ε, we conclude that 〈p,q〉 = 1. Furthermore, from
hypothesis A1, Dxg1(xµ0 ;µ0) is in its real normal Jordan form, thus we can take
p = q = (1,−i)/√2.
Defining
B0(u,v) =
d
dε
Bε(u,v)
∣∣∣
ε=0
and C0(q,q,q) =
d
dε
Cε(q,q,q)
∣∣∣
ε=0
, (15)
and denoting g020 = 〈p, B0(q,q)〉, g011 = 〈p, B0(q,q)〉, g002 = 〈p, B0(q,q)〉, and
g021 = 〈p, C0(q,q,q)〉, we get, from (7) and (12), that
g20 = 〈pε, Bε(qε,qε)〉 = 〈p, Bε(q,q)〉+O(ε2) = ε g020 +O(ε2).
Analogously, g11 = ε g
0
11 + O(ε2), g02 = ε g002 + O(ε2), and g21 = ε g021 + O(ε2).
From (10), eiθε = ηε(0) = λ(µ(ε), ε) = 1 + ε(iω0) +O(ε2), thus
e−iθεg21
2
= ε
g021
2
+O(ε2) and
(1− 2eiθε)e−2iθε
2(1− eiθε) g20g11 = −ε
i
2ω0
g020g
0
11 +O(ε2).
Hence, substituting the above expressions into (6), we obtain
`1 =
ε
2
(
Re(g021)−
Re(i g020g
0
11)
ω0
)
+O(ε2). (16)
Moreover, from (12) and (15), we compute
Re(g021) =
1
4
(
∂3g11(xµ0 ;µ0)
∂x3
+
∂3g11(xµ0 ;µ0)
∂x∂y2
+
∂3g21(xµ0 ;µ0)
∂x2∂y
+
∂3g21(xµ0 ;µ0)
∂y3
)
,
Re(i g020g
0
11) =
1
4
(
∂2g21(xµ0 ;µ0)
∂x∂y
(∂2g21(xµ0 ;µ0)
∂x2
+
∂2g21(xµ0 ;µ0)
∂y2
)
− ∂
2g11(xµ0 ;µ0)
∂x∂y
·
(∂2g11(xµ0 ;µ0)
∂x2
+
∂2g11(xµ0 ;µ0)
∂y2
)
+
∂2g11(xµ0 ;µ0)
∂x2
∂2g21(xµ0 ;µ0)
∂x2
−∂
2g11(xµ0 ;µ0)
∂y2
∂2g21(xµ0 ;µ0)
∂y2
)
.
Substituting the above expressions into (16) we conclude that
`1 = ε `1,1 +O(ε2),
where `1,1 is given by (3). From hypothesis, `1,1 6= 0. Therefore, we can choose
ε3 > 0, 0 < ε3 < ε2, in order that sgn(`1) = sgn(`1,1) for every ε ∈ (0, ε3).
Then, for each ε ∈ (0, ε3), applying Theorem 1 for the map Hε, we get the
existence of neighborhoods Uε ⊂ R2 of the fixed point y = 0 and Iε ⊂ I ′ε of the
critical parameter σ = 0 for which items (i), (ii), and (iii) of Theorem 1 holds.
Going back through the change of variables and parameters we get the existence
of neighborhoods U ′ε ⊂ Ω of the fixed point x = ξ(µ(ε), ε) and Jε ⊂ J0 of the
critical parameter µ = µ(ε) for which the following statements hold.
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(i) For µ ∈ Jε such that `1,1(µ − µ(ε)) ≥ 0, the fixed point x = ξ(µ(ε), ε)
is unstable (resp. asymptotically stable), provided that `1 > 0 (resp.
`1 < 0), and the Poincare´ map (8) does not admit any invariant closed
curve in U ′ε.
(ii) For µ ∈ Jε such that `1,1(µ − µ(ε)) < 0, the Poincare´ map (8) admits a
unique invariant closed curve Sµ,ε in U
′
ε surrounding the fixed point ξ(µ, ε).
Moreover, Sµ,ε is unstable (resp. asymptotically stable), whereas the fixed
point x = ξ(µ, ε) is asymptotically stable (resp. unstable), provided that
`1 > 0 (resp. `1 < 0).
(iii) Sµ,ε is the unique invariant closed curve of the Poincare´ map (8) bifurcat-
ing from the fixed point x = ξ(µ(ε), ε) in U ′ε as µ pass through µ(ε).
Finally, define Uε as the saturation of {0} × U ′ε through Φ, that is, Uε =
{Φ(t,x;µ, ε) : t ∈ [0, T ],x ∈ U ′ε}. Hence, the proof of Theorem A follows by
noticing that the invariant closed curve Sµ,ε in U
′
ε of the Poincare´ map (8) sur-
rounding the fixed point ξ(µ, ε) corresponds to an invariant torus Tµ,ε in Uε of the
differential equation (1) (defined in the extended phase space S1×Ω) surrounding
the periodic orbit Φ(t;µ, ε). 
4. Higher order approach
In this section, we consider two-parameter families of nonautonomous differen-
tial equations given by
x˙(t) =
k∑
i=1
εiFi(t,x;µ) + ε
k+1F˜(t,x;µ, ε). (17)
Here, Fi, i = 1, 2, . . . , k, and F˜ are sufficiently smooth functions and T -periodic
in the variable t ∈ R, x = (x, y) ∈ Ω with Ω an open bounded subset of R2,
ε ∈ (−ε0, ε0) for some ε0 > 0 small, and µ ∈ R.
In what follows we shall apply the same ideas of the previous section for ob-
taining a higher order version of Theorem A.
4.1. Setting of the problem. Consider the averaged functions gi, i = 1, 2, . . . , k,
as defined in Appendix. Let l, 1 ≤ l < k, be the subindex of the first non-vanishing
averaging function. From Lemma 5 of the Appendix, the Poincare´ Map of the
differential equation (17), defined on the transversal section Σ = {0} ×Ω, writes
x 7→ P (x;µ, ε) = x + εlG(x, µ, ε), (18)
where
G(x, (µ, ε)) = gl(x;µ) + ε
1gl+1(x;µ) + · · ·+ εk−lgk(x;µ) + εk+1−lG˜(x;µ, ε).
As a first hypothesis we assume that the averaged system of order l
x˙ = εlgl(x;µ) (19)
has a Hopf point at (xµ0 ;µ0). Equivalently, suppose that
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B1. there exists a continuous curve µ ∈ J 7→ xµ ∈ Ω, defined in an interval
J 3 µ0, such that gl(xµ;µ) = 0 for every µ ∈ J and the pair of complex
conjugated eigenvalues α(µ)±iβ(µ) of Dxgl(xµ;µ) satisfies α(µ0) = 0 and
β(µ0) = ω0 > 0.
Here, the proof of Lemma 1 can be followed straightly in order to get a neigh-
borhood J0 ⊂ J of µ0, a parameter ε1, 0 < ε1 < ε0, and a unique function
ξ : J0 × (−ε1, ε1) → R2 satisfying ξ(µ, 0) = xµ and P (ξ(µ, ε);µ, ε) = ξ(µ, ε), for
every (µ, ε) ∈ J0 × (−ε1, ε1). This provides the following lemma.
Lemma 3. Assume that hypothesis B1 holds. Then, there exists a neighborhood
J0 ⊂ J of µ0 and ε1, 0 < ε1 < ε0 such that, for every (µ, ε) ∈ J0 × (−ε1, ε1) the
differential equation (17) admits a unique T -periodic orbit ϕ(t;µ, ε) satisfying
ϕ(0;µ, ε)→ xµ as ε→ 0.
We notice that, when the differential equation (17) is defined in the extended
phase space S1×Ω, such a periodic solution is given by Φ(t;µ, ε) = (t, ϕ(t;µ, ε)).
We also assume the following transversal hypothesis.
B2. Let α(µ)±iβ(µ) be the pair of complex conjugated eigenvalues of Dxgl(xµ;µ)
such that α(µ0) = 0, β(µ0) = ω0 > 0. Assume that
dα(µ)
dµ
∣∣∣
µ=µ0
= d 6= 0.
The proof of Lemma 2 can also be followed directly in order to get the following
result.
Lemma 4. For each (µ, ε) ∈ J0 × (−ε1, ε1), let λ(µ, ε) and λ(µ, ε) be the pair of
complex conjugated eigenvalues of DxP (ξ(µ, ε);µ, ε) and assume that hypotheses
B1 and B2 hold. Then, there exists ε2, 0 < ε2 < ε1, and a unique smooth
function µ : (−ε2, ε2)→ J0, with µ(0) = µ0, satisfying
1. |λ(µ(ε), ε)|= 1,
2. (λ(µ(ε), ε))k 6= 1, for k ∈ {1, 2, 3, 4}, and
3.
d
dµ
|λ(µ, ε)|
∣∣∣
µ=µ(ε)
6= 0.
We emphasize that the functions ξ(µ, ε) and µ(ε) can be both explicitly ex-
panded in Taylor series around ε = 0 up to order εk. Due to the complexity of
the coefficients of these expansions, we shall omit them here.
Now, applying the change of variables x = y+ξ(µ, ε) and taking µ = σ+µ(ε),
the Poincare´ map (18) writes
y 7→ Hε(y;σ) := y + εlG (y + ξ (σ + µ(ε), ε) , σ + µ(ε), ε) . (20)
Now, for each ε ∈ (0, ε2), denote by I ′ε the set of σ ∈ R such that σ+µ(ε) ∈ J0.
Since, from Lemma 4, µ(ε) ∈ J0, we get that 0 ∈ I ′ε. Thus, for each ε ∈ (0, ε2),
Lemma 3 implies that y = 0 is a fixed point of (20) for every σ ∈ I ′ε. Notice
that ηε(σ) = λ(σ + µ(ε), ε) and ηε(σ) = λ(σ + µ(ε), ε) are the eigenvalues of
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DyHε(0;σ). Denote ηε(σ) = rε(σ)e
iϕε(σ) and ϕε(0) = θε, 0 < θε < pi. Thus, from
Lemma 4, we get
rε(0) = 1, e
ikθε 6= 1, for k ∈ {1, 2, 3, 4}, and r′ε(0) 6= 0,
for every ε ∈ (0, ε2). Therefore, the map (20) satisfies all the conditions of Theo-
rem 1 but C.3 for each ε ∈ (0, ε2).
Theorem A will be generalized by showing that the Poincare´ map (20) admits
a Neimark-Sacker bifurcation. From here, it remains to show that condition C.3
holds. Accordingly, we need to compute `1 as defined in (6). Following the
procedure of Section 2, we first compute the Taylor expansion of Hε(y; 0) around
y = 0 as
Hε(y, 0) = Aεy +
1
2
Bε(y,y) +
1
6
Cε(y,y,y) +O(|y|4),
where Bε(u,v) and Cε(u,v,w) are the multilinear functions defined in (12), and
A = DxHε(0, 0). Moreover, Aε = Id + ε
lAε + O(εk+1), Bε = εlBε + O(εk+1),
Cε = ε
lCε +O(εk+1), where
Aε = Al + εAl+1 + · · ·+ εk−lAk,
Bε(u,v) = Bl(u,v) + εBl+1(u,v) + · · ·+ εk−lBk(u,v),
Cε(u,v,w) = Cl(u,v,w) + εCl+1(u,v,w) + · · ·+ εk−lCk(u,v,w).
(21)
We stress that Aε, Bε, and Cε can be explicitly computed. Due to the complexity
of these expressions, we shall omit them here.
Through a linear change of variables in (20), we can assume, without loss of
generality, that
B3. for each ε ∈ (0, ε3), the matrix Id+εlAε is in its real Jordan normal form.
This implies that
Id+ εlAε =
1 + α˜ε −β˜ε
β˜ε 1 + α˜ε
 ,
where α˜ε + iβ˜ε and α˜ε − iβ˜ε are the eigenvalues of Aε. Considering
eiθε = ηε(0) = 1 +
k∑
j=l
εj(αj + iβj) +O(εk+1), (22)
with αl = 0 and βl = ω0 > 0, we have that
α˜ε =
k∑
j=l
εjαj, and β˜ε =
k∑
j=l
εjβj.
Finally, for p = (1,−i)/√2 ∈ C2, define the number
`ε1 =− Re
(
(1− 2eiθε)e−2iθε
2(1− eiθε)
〈
p, εlBε(p,p)
〉 〈
p, εlBε(p,p)
〉)
+ Re
(
e−iθε
〈
p, εlCε(p,p,p)
〉)− |〈p, εlBε(p,p)〉 |2
2
− |
〈
p, εlBε(p,p)
〉 |2
4
,
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and consider its Taylor expansion around ε = 0, which can be explicitly computed
as
`ε1 = ε
l`1,l + ε
l+1`1,l+1 + ε
l+2`1,l+2 + · · ·+ εk`1,k +O(εk+1). (23)
In Section 4.3 we provide the expressions of `1,j, l ≤ j ≤ k.
4.2. Higher order torus bifurcation. As our second main result, Theorem A
is generalized as follows.
Theorem B. Let l, 1 ≤ l ≤ k, be the subindex of the first non-vanishing averaging
function and `1,j, l ≤ j ≤ k, as defined in (23). In addition to hypotheses B1,
B2, and B3, assume that `1,j 6= 0 for some l ≤ j ≤ k. Let j∗, l ≤ j∗ ≤ k,
be the first subindex such that `1,j∗ 6= 0. Then, for each ε > 0 sufficiently small
there exist a C1 curve µ(ε) ∈ J0, with µ(0) = µ0, and neighborhoods Uε ⊂ S1 ×Ω
of the periodic solution Φ(t;µ(ε), ε) and Jε ⊂ J0 of µ(ε) for which the following
statements hold.
(i) For µ ∈ Jε such that `1,j∗(µ − µ(ε)) ≥ 0, the periodic orbit Φ(t;µ(ε), ε)
is unstable (resp. asymptotically stable), provided that `1,j∗ > 0 (resp.
`1,j∗ < 0), and the differential equation (17) does not admit any invariant
tori in Uε.
(ii) For µ ∈ Jε such that `1,j∗(µ − µ(ε)) < 0, the differential equation (17)
admits a unique invariant torus Tµ,ε in Uε surrounding the periodic orbit
Φ(t;µ, ε). Moreover, Tµ,ε is unstable (resp. asymptotically stable), whereas
the periodic orbit Φ(t;µ, ε) is asymptotically stable (resp. unstable), pro-
vided that `1,j∗ > 0 (resp. `1,j∗ < 0).
(iii) Tµ,ε is the unique invariant torus of the differential equation (17) bifur-
cating from the periodic orbit Φ(t;µ(ε), ε) in Uε when µ passes through
µ(ε).
Proof. As before, fix ε3 (to be chosen later on) satisfying 0 < ε3 < ε2. We already
have that for each ε ∈ (0, ε3) the map (11) satisfies all the conditions of Theorem
1 but C.3.
In order to check condition C.3 we need to compute `1 as defined in (6). Ac-
cordingly, let pε ∈ C2 and qε ∈ C2 be, respectively, eigenvectors of Aᵀε and Aε
satisfying Aεqε = e
iθεqε, A
ᵀ
εpε = e
−iθεpε, and 〈pε,qε〉 = 1. Analogous to the proof
of Theorem A, pε = p˜ε +O(εk−l+1) and qε = q˜ε +O(εk−l+1), where p˜ε, q˜ε ∈ C2
satisfy Aᵀεp˜ε = (α˜ε − iβ˜ε)p˜ε, Aεq˜ε = (α˜ε + iβ˜ε)q˜ε, and 〈p˜ε, q˜ε〉 = 1. Further-
more, from hypothesis B3, Aε is in its normal Jordan form, thus we can take
p˜ε = q˜ε = p := (1,−i)/
√
2. Hence,
g20 = 〈pε, Bε(qε,qε)〉 =
〈
p, εlBε(p,p)
〉
+O(εk+1),
g11 = 〈pε, Bε(qε,qε)〉 =
〈
p, εlBε(p,p)
〉
+O(εk+1),
g02 = 〈pε, Bε(qε,qε)〉 =
〈
p, εlBε(p,p)
〉
+O(εk+1),
g21 = 〈pε, Cε(qε,qε,qε)〉 =
〈
p, εlCε(p,p,p)
〉
+O(εk+1).
(24)
Now, from (6), we compute
`1 = `
ε
1 +O(εk+1), (25)
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where `ε1 is given by (23). From hypothesis, j
∗, l ≤ j∗ ≤ k, is the first subindex
such that `1,j∗ 6= 0. Therefore, we can choose ε3 > 0, 0 < ε3 < ε2, in order that
sgn(`1) = sgn(`1,j∗) for every ε ∈ (0, ε3). From here, the proof follows analogously
to the proof of Theorem A by applying Theorem 1. 
4.3. Lyapunov Coefficient. Suppose that the expressions defined in (21) for
Aj, Bj, and Cj, l ≤ j ≤ k, are known. If the Taylor expansion (22) for eiθε
is explicitly known, then we can also compute the following Taylor expansions
around ε = 0,
e−iθε = 1 + εl
k−2l∑
n=0
εnrn+l +O(εk−l+1) and
εl(1− 2eiθε)e−2iθε
1− e−iθε =
k−l∑
n=0
εnsn +O(εk−l+1).
(26)
Notice that s0 = − i
ω0
and rl = −iω0.
In what follows, we provide the formulae for `1,j, l ≤ j ≤ k. Thus, let p =
(1,−i)/√2 and, for m ≤ k − l, denote
Lm = 〈p, Cl+m(p,p,p)〉 −
∑
n1+n2+n3=m
sn1 〈p, Bl+n2(p,p)〉 〈p, Bl+n3(p,p)〉 ,
L˜m = 〈p, Cl+m(p,p,p)〉 −
∑
n1+n2+n3=m
sn1 〈p, Bl+n2(p,p)〉 〈p, Bl+n3(p,p)〉
+
∑
n1+n2=m
rl+n1 〈p, Cl+n2(p,p,p)〉 −
∑
n1+n2=m
〈p, Bl+n1(p,p)〉〈Bl+n1(p,p),p〉
+
1
2
∑
n1+n2=m
〈p, Bl+n1(p,p)〉〈Bl+n1(p,p),p〉.
Proposition 1. Assume the hypotheses of Theorem B and consider the coeffi-
cients `1,j, l ≤ j ≤ k, as defined in (23). Then,
`1,l+m =

1
2
Re (Lm) for 0 ≤ m < l,
1
2
Re
(
Lm + L˜m−l − Lm−l
)
for l ≤ m ≤ k − l.
Proof. Substituting (24) and (26) into (6) and collecting the coefficients of εl and
ε2l, we have
`1 = ε
lRe(K
1
ε )
2
+ ε2l
Re(K2ε )
2
+O(εk+1), (27)
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where
K1ε = 〈p, Cε(p,p,p)〉)− 〈p,Bε(p,p)〉 〈p,Bε(p,p)〉
k−l∑
n=0
εnsn
K2ε = 〈p, Cε(p,p,p)〉
k−2l∑
n=0
εnrl+n − 〈p,Bε(p,p)〉 〈Bε(p,p),p〉
− 1
2
〈p,Bε(p,p)〉 〈Bε(p,p),p〉 .
First, notice that
〈p,Bε(q,q)〉 〈p,Bε(p,p)〉
k−l∑
n=0
εnsn =
k−l∑
m=0
εm
∑
n1+n2+n3=m
sn1 〈p, Bl+n2(p,p)〉 〈p, Bl+n3(p,p)〉
+O(εk−l+1).
Thus, from (21),
K1ε =
k−l∑
m=0
εmLm. (28)
Now, since
〈p, Cε(p,p,p)〉
k−2l∑
n=0
εnrl+n =
k−2l∑
m=0
εm
∑
n1+n2=m
rl+n1 〈p, Cl+n2(p,p,p)〉+O(εk−2l+1)
〈p,Bε(p,p)〉 〈Bε(p,p),p〉 =
k−2l∑
m=0
εm
∑
n1+n2=m
〈p, Bl+n1(p,p)〉〈Bl+n1(p,p),p〉+O(εk−2l+1),
〈p,Bε(p,p)〉 〈Bε(p,p),p〉 =
k−2l∑
m=0
εm
∑
n1+n2=m
〈p, Bl+n1(p,p)〉〈Bl+n1(p,p),p〉+O(εk−2l+1),
we have that
K2ε =
k−2l∑
m=0
εm(L˜m − Lm). (29)
Substituting (28) and (29) into (27), we get
`1 =
εl
2
(
k−l∑
m=0
εmRe(Lm) +
k−l∑
m=l
εmRe(L˜m−l − Lm−l)
)
+O(εk+1).
From here, we split the analysis in two cases, namely k − l < l and l ≤ k − l.
If k − l < l, we have
`1 =
k−l∑
m=0
εm+l
Re(Lm)
2
+O(εk+1).
Thus, in this case, `1,l+m =
1
2
Re(Lm), for m = 0, 1, . . . , k − l < l.
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Otherwise, if l ≤ k − l, we have
`1 =
l−1∑
m=0
εm+l
Re(Lm)
2
+
k−l∑
m=l
εm+lRe(Lm + L˜m−l − Lm−l) +O(εk+1).
Thus, in this case,
`1,l+m =

1
2
Re (Lm) for 0 ≤ m < l,
1
2
Re
(
Lm + L˜m−l − Lm−l
)
for l ≤ m ≤ k − l.
Hence, we have concluded this proof. 
4.4. Hopf bifurcation in the lth averaged system. Let l, 1 ≤ l < k, be the
subindex of the first non-vanishing averaging function. As set in hypothesis B1,
(xµ0 ;µ0) is a Hopf point of the averaged system of order l (19). It is easy to see
that its first Lyapunov coefficient at (xµ0 ;µ0) is given by ε
l `1,l. In addition, from
Proposition 1, we compute
`1,l =
1
8
(
∂3g1l (xµ0 ;µ0)
∂x3
+
∂3g1l (xµ0 ;µ0)
∂x∂y2
+
∂3g2l (xµ0 ;µ0)
∂x2∂y
+
∂3g2l (xµ0 ;µ0)
∂y3
)
+
1
8ω0
(
∂2g1l (xµ0 ;µ0)
∂x∂y
(∂2g1l (xµ0 ;µ0)
∂x2
+
∂2g1l (xµ0 ;µ0)
∂y2
)
− ∂
2g2l (xµ0 ;µ0)
∂x∂y(∂2g2l (xµ0 ;µ0)
∂x2
+
∂2g2l (xµ0 ;µ0)
∂y2
)
− ∂
2g1l (xµ0 ;µ0)
∂x2
∂2g2l (xµ0 ;µ0)
∂x2
+
∂2g1l (xµ0 ;µ0)
∂y2
∂2g2l (xµ0 ;µ0)
∂y2
)
.
We notice that a Hopf bifurcation in the averaged system (19) is characterized by
hypotheses B1, B2, and `1,l 6= 0. Hypothesis B3 is just a technical assumption
with no loss of generality. Therefore, from Theorem B, a Hopf bifurcation in the
averaged system of order l (19) implies in a Torus bifurcation in the differential
equation (17).
5. Invariant torus in a 3D vector field
In this section, as an example of application of the developed theory, we show
how to use Theorems A and B for detecting an invariant torus in the following
family of 3D vector fields,
x′ = −y + εP1(x, y, z;µ) + ε2P2(x, y, z;µ) +O(ε3),
y′ = x+ ε2Q(x, y, z;µ) +O(ε3),
z′ = εR1(x, y, z;µ) + ε2R2(x, y, z;µ) +O(ε3),
(30)
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where
P1(x, y, z;µ) = 10x(3µ+ a (9 + 4x
2 + 3z2))− 30xρ(x, y)
(
z + µ+ a (1 + 4x2 + z2)
)
,
P2(x, y, z;µ) = 10b x(9 + 4x
2 + 3z2)− 30b xρ(x, y)
(
1 + 4x2 + z2
)
,
Q(x, y, z;µ) = −30piy(15(µ2 − 1) + 20a (µ(4y2 + 3z2 + 9) + 3z))
+3a2(24y4 + 40y2(z2 + 5) + 15(z4 + 6z2 + 5))
+150piyρ(x, y)
(
3µ2 + 6µ(2a (4y2 + z2 + 1) + z)
+a (3a (24y4 + 8y2(3z2 + 5) + 3(z2 + 1)2) + 8y2z + 6z3 + 6z)− 3
)
,
R1(x, y, x;µ) = 30x
2(1− 2a z)ρ(x, y) + 15(a (2x2z + z3 + z) + µz − 1),
R2(x, y, z;µ) = −225pia2z(8y4 + 12y2(z2 + 3) + 3(z2 + 1)2)
−450pia (y2(4µz − 6) + (z2 + 1)(2µz − 1)) + 15b (2x2z + z3 + z)
−225pi((µ2 − 1)z − 2µ) + 60ρ(x, y)
(
5piy2(a ((6a z − 1)(4y2 + 3z2)
+18a z + 12µz − 9)− 3µ)− b x2z
)
,
and
ρ(x, r) =
1√
x2 + y2
.
Proposition 2. For ε > 0 and |µ| sufficiently small the vector field (30) admits a
unique limit cycle ϕ(t;µ, ε) = (x(t;µ, ε), y(t;µ, ε), z(t;µ, ε)) satisfying x(t;µ, 0)2+
y(t;µ, 0)2 = 1 and z(t;µ, 0) = 0, for every t ∈ R. Assume that a2 + b2 6= 0. Then,
there exists a smooth curve µ(ε), defined for ε > 0 sufficiently small and satisfying
µ(ε) = −εpi/2 +O(ε2), and neighborhoods Vε ⊂ R3 of the limit cycle ϕ(t;µ(ε), ε)
and Jε of µ(ε) for which the following statement holds.
(i) If a 6= 0, then a unique invariant torus of the vector field (30) bifurcates
in Vε from the limit cycle ϕ(t;µ(ε), ε), as µ passes through µ(ε). Such a
torus exists whenever µ ∈ Jε and a(µ−µ(ε)) < 0 and surrounds the limit
cycle ϕ(t;µ, ε). In addition, if a > 0 (resp. a < 0) the torus is unstable
(resp. stable), whereas the limit cycle ϕ(t;µ, ε) is asymptotically stable
(resp. unstable) (see Figure 1).
(ii) If a = 0 and b 6= 0, then a unique invariant torus of the vector field (30)
bifurcates in Vε from the limit cycle ϕ(t;µ(ε), ε), as µ passes through µ(ε).
Such a torus exists whenever µ ∈ Jε and b(µ − µ(ε)) < 0 and surrounds
the limit cycle ϕ(t;µ, ε). In addition, if b > 0 (resp. b < 0) the torus is
unstable (resp. stable), whereas the limit cycle ϕ(t;µ, ε) is stable (resp.
unstable) (see Figure 2).
Proof. Writing the vector field (30) in cylindrical coordinates (x, y, z) = (r cos θ, r sin θ, z)
and taking θ as the new independent variable we get the following nonautonomous
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differential equation
∂r
∂θ
= ε cos θP˜1(θ, r, z) + ε
2
(1
r
cos θ sin θP˜1(θ, r, z)
2 + cos θP˜2(θ, r, z) + sin θQ˜(θ, r, z)
)
,
∂z
∂θ
= εR˜1(θ, r, z) + ε
2
(1
r
sin θP˜1(θ, r, z)R˜1(θ, r, z) + R˜2(θ, r, z)
)
,
(31)
where P˜i(θ, r, z) = Pi(r cos θ, r sin θ, z) and R˜i(θ, r, z) = Ri(r cos θ, r sin θ, z), for
i = 1, 2, and Q˜(θ, r, z) = Q(r cos θ, r sin θ, z). Computing the first and second
averaging functions of (31) we get
g1(r, z) = 30pi
(
(r − 1)µ− z + a (r − 1)((r − 1)2 + z2) , r − 1 + µz
+a z((r − 1)2 + z2)
)
,
g2(r, z) = 30pib
(
(r − 1)((r − 1)2 + z2) , z((r − 1)2 + z2)
)
.
We notice that g1 satisfies hypothesis B1 for xµ = (1, 0) and µ0 = 0.
Following the method described in the previous section we take y = x+ξ(µ, ε)
and µ = σ + µ(ε). It is easy to see that ξ(µ, ε) = (1, 0) + O(ε2) and µ(ε) =
−εpi/2 + O(ε2). Thus, the transformed Poincare´ map (20) for the differential
equation (31) writes
Hε(y, 0) = Aεy +
1
2
Bε(y,y) +
1
6
Cε(y,y,y) +O(|y|4),
with Aε = Id+ ε
1A1 + ε
2A2 +O(ε3), Bε(u,v) = ε1B1(u,v) + ε2B2(u,v) +O(ε3),
and Cε(u,v,w) = ε
1C1(u,v,w) + ε
2C2(u,v,w) +O(ε3), where
A1 =
(
0 −1
1 0
)
, A2 =
−12 0
0 −1
2
 , B1(u,v) = B2(u,v) = (0, 0),
and
Ci(u,v,w) = 2 `
i
1
(
3u1v1w1 + u2v2w1 + u2v1w2 + u1v2w2,
u2v1w1 + u1v2w1 + u1v1w2 + 3u2v2w2
)
,
for i = 1, 2.
Notice that Id+εA1+ε
2A2 satisfies hypotheses B3. Thus, we can define e
iθε =
1+ε i−ε2 1
2
+O(ε3). From Proposition (1) and (25) we get `1 = ε 4 a+ε24 b+O(ε3).
In this case, following the notation (23), `1,1 = 4a and `1,2 = 4b . Hence, applying
Theorem B we conclude this proof. 
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z
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0.7 0.8 0.9 1.0 1.1 1.2
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-0.2
-0.1
0.1
0.2
z
x
(b)
Figure 1. Invariant torus of the vector field (30) predicted by
Proposition 2 (i) assuming a = −1, b = 0, µ = 0, and ε = 10−3.
Figure (a) shows a trajectory starting at (0.98, 0.21, 0), for t ∈
[50000, 51250]. The dashed line corresponds to the limit cycle. Fig-
ure (b) depicts the Poincare´ section y = 0, x > 0 showing the stable
invariant torus as a stable invariant closed curve.
x y
z
(a)
0.5 1.0 1.5
-1.0
-0.5
0.5
1.0
z
x
(b)
Figure 2. Invariant torus of the vector field (30) predicted by
Proposition 2 (ii) assuming a = 0, b = −80, µ = 0, and ε = 10−3/3.
The dashed line corresponds to the limit cycle. Figure (a) shows a
trajectory starting at (0.385, 0, 0.386), for t ∈ [57540, 59000]. Figure
(b) depicts the Poincare´ section y = 0, x > 0 showing the stable
invariant torus as a stable invariant closed curve.
Appendix: Higher order averaged functions
The averaging theory is one of the most classical analytical methods to study
isolated periodic solutions of differential equations in the presence of a small
parameter. Usually, this theory deals with differential equations in the following
standard form
x˙(t) =
k∑
i=1
εiFi(t,x) + ε
k+1F˜(t,x, ε), (32)
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where Fi and F˜ are sufficiently smooth functions, T -periodic in the variable t,
x ∈ Ω with Ω an open bounded subset of R2, t ∈ R, and ε ∈ (−ε0, ε0) for some
ε0 > 0 small. In [6, 8] it has been established that the i-th order averaged function
of (32) is given by
gi(x) =
yi(T,x)
i!
,
where yi : R×D → Rn, for i = 1, 2, . . . , k, are defined recurrently as
y1(t,x) =
∫ t
0
F1 (s,x) ds,
yi(t,x) =
∫ t
0
(
i!Fi (s,x)
+
i−1∑
l=1
l∑
m=1
i!
l!
∂mFi−l (s,x)Bl,m(y1(s,x), . . . , yl−m+1(s,x))
)
ds.
Here, ∂LF (t,x) denotes the Frechet’s derivative with respect to the variable x,
which is a L-multilinear map applied to a “product” of L vectors of Rn,
⊙L
j=1 yj ∈
RnL, where yj = (yj1, . . . , yjn) ∈ Rn. Formally,
∂LF (t,x)
L⊙
j=1
yj =
n∑
i1,...,iL=1
∂LF (t,x)
∂xi1 · · · ∂xiL
y1i1 · · · yLiL .
Also, for p and q positive integers, Bp,q denotes the partial Bell polynomials,
Bp,q(x1, . . . , xp−q+1) =
∑
S˜p,q
p!
b1! b2! · · · bp−q+1!
p−q+1∏
j=1
(
xj
j!
)bj
,
where now S˜p,q is the set of all (p−q+1)-tuple of nonnegative integers (b1, b2, · · · , bp−q+1)
satisfying b1 + 2b2 + · · ·+ (p− q + 1)bp−q+1 = p, and b1 + b2 + · · ·+ bp−q+1 = q.
The next results were proved in [6]. Nonsmooth versions of these results can
be found in [5].
Lemma 5 ([6]). Let ϕ(·,x, ε) : [0, tε]→ Rn be the solution of (17) with ϕ(0,x, ε) =
x. Then, for |ε| sufficiently small, tε > T and
ϕ(t,x, ε) = x +
k∑
i=1
εi
yi(t,x)
i!
+O(εk+1).
Theorem 2 ([6]). Assume that, for some l ∈ {1, 2, . . . , k}, gi = 0 for i =
1, 2, . . . , l − 1, and gl 6= 0. Then, for each a∗ ∈ D such that gl(a∗) = 0 and
det(dfl(a
∗)) 6= 0, there exists, for |ε|> 0 sufficiently small, a T -periodic solution
ϕ(·, ε) of (32) such that ϕ(0, ε)→ a∗ when ε→ 0.
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