Our goal is to identify beneficial interventions from observational data. We consider interventions that are narrowly focused (impacting few features) and may be tailored to each individual or globally enacted over a population. If the underlying relationship obeys an invariance condition, our approach can identify beneficial interventions directly from observational data, side-stepping causal inference. We provide theoretical guarantees for predicted gains when the relationship is governed by a Gaussian Process, even in settings involving unintentional downstream effects. Empirically, our approach outperforms causal inference techniques (even when our model is misspecified) and is able to discover good interventions in two practical applications: gene perturbation and writing improvement.
Introduction
In many applications, including medicine, the primary interest in causality has to do with identifying interventions that are likely to produce a desired change in some outcome of interest. Interventions may be tailored to each individual to improve their outcome with high probability or prescribed as a global policy applied to all individuals in the population. Optimal intervention in general requires understanding both the statistical relationship between features X P R d and the outcome Y P R as well as the underlying causal structure. While existing methods for causal inference aim to learn both of these, they remain limited to large sample sizes and few dimensions. We explore an alternative paradigm to improve outcomes that dispenses with causal modeling, instead treating the underlying mechanisms as a black-box function to be optimized.
Strictly speaking, the validity of statistical modeling alone to identify beneficial interventions requires the following three assumptions : (A1) Y " f pXq`ε with Erεs " 0, ε K K X for some underlying function f that encodes the effects of causal mechanisms (ie. some features in X causally affect Y , and not vice-versa).
(A2) It is clear how to precisely intervene upon certain features of an individual, and the set of feasible interventions is known (we do not consider "fat hand" settings where an intervention on one variable has unintended side-effects on other features [1] ).
(A3) Invariance assumption [2] : The underlying relationship between X and Y is not altered by any of the interventions under consideration (ie. P Y |X"x " P Y |X 1 "x for any X 1 produced by an intervention).
While many real-world tasks do not meet these criteria, there exist important applications in which these conditions can be assumed to approximately hold. Similar reasoning has been explored in [3, 4] , although these works do not address the problem of identifying the most beneficial intervention.
We use two applications to illustrate our methods. One is a writing improvement task where the data consists of documents labeled with associated outcomes (eg. grades, impact, popularity) and the goal is to suggest beneficial changes to the author. Our second example is a gene perturbation task where the expression of certain regulatory genes can be up/down-regulated in a population (eg. cells or bacteria) with the goal of inducing a particular phenotype or downstream gene expression pattern. These examples are settings where features cause outcomes (not vice-versa) and conditions (A1)-(A3) may hold approximately, depending on the types of external intervention used to alter the features.
Related Work
There exists a rich literature on causal discovery from observational data (cf. [5] ) but the work is primarily theoretical and suffers under limited sample sizes / increased dimensionality [6, 7] . Recent work emphasizes a greater role for predictive rather than causal modeling in various decisionmaking settings [1, 3, 8] , including identification of the underlying causal structure by leveraging the invariance assumption [2] . Broderson et al. use Bayesian predictive models under assumptions similar to ours in order to quantify the impact of an external intervention, after first collecting additional data under the intervention [9] . Bayesian deep learning has been used to predict the effects of hypothetical interventions [8] , but the task of identifying optimal interventions is not addressed.
While our goals appear similar to Bayesian optimization [10] and we also adopt Gaussian process models, additional data is not acquired in our setting. Acquisition functions tailored for exploration of uncertain areas are therefore not appropriate. Instead, we seek interventions that lead to the greatest improvement in each individual's outcome rather than finding a single answer (the maximum across the population). For example, in the writing improvement task, we wish to inform a particular author of simple modifications likely to improve their existing article rather than propose a single optimal article. Similarly, Bayesian optimization does not address policy optimization for a given population.
Methods
We assume the data D n :" `x piq , y piq˘( n i"1 consists of i.i.d. samples from joint distribution P XY over features X P R d and outcomes Y P R. Our strategy is to first fit a Bayesian model for Y | X whose posterior given the data encodes our beliefs about the underlying function f . Subsequently, this posterior for f | D n is used to identify a transformation of the features T : R d Ñ R d which is likely to improve expected post-intervention outcomes (f pT pxqq ą f pxq) according to our current beliefs. The posterior distribution f | D n may be summarized at any points x, x 1 P R d by its mean function Erf pxqs and covariance function Covprf pxq f px 1 qsq.
Intervening at the Individual Level
For x P R d representing the feature-measurements from an individual, we are given a set C x Ă R d that denotes constraints of possible interventions on x. Let T pxq P C x denote the new featuremeasurements of this individual after a particular intervention on x which alters features according to transformation T : R d Ñ R d . We first consider personalized interventions in which T may be tailored to a particular x. Under the Bayesian perspective, f | D n is randomly distributed according to our posterior beliefs, and we define the individual expected gain function:
Since f pxq " E ε rY | X " xs, random function G x evaluates the expected outcome-difference at the post vs. pre-intervention point x (note the expectation here is over the noise ε, not our posterior). To infer the best personalized intervention, we use optimization (over vectors T pxq P R d ) to find:
where F´1 Gp¨q pαq denotes the α th quantile of our posterior distribution over Gp¨q. We assume the choice 0 ă α ă 0.5, which implies the intervention that produces T˚pxq should improve the expected outcome with probability ě 1´α under our posterior beliefs.
Defined based on known constraints of feasible interventions, the set C x Ă R d enumerates possible transformations that can be applied to an individual with feature values x. If the set of possible interventions is independent of x (ie. C x " C @x), then our goal is similar to the optimal feature-configuration problem studied in Bayesian optimization. However, in many applications, x-independent transformations are not practically realizable. Consider gene perturbation, a scenario where it is impractical to simultaneously target more than a few genes due to technological limitations. If instead intervening on a quantity like caloric intake, it is only realistic to change an individual's current value by at most a small amount. The choice C x :" tz P R d : ||x´z|| 0 ď ku reflects the constraint that at most k features can be intervened upon. We can denote limits on the amount that the s th feature may be altered by C x :" tz P R d : |x s´zs | ď γ s u for s P t1, . . . , du. In realistic settings, C x may be the intersection of many such sets reflecting other possible constraints such as boundedness, impossible joint configurations of multiple features, etc.
For any x, T pxq P R d : the posterior distribution for G x pT q has mean Erf pT pxq | D n s´Erf pxq | D n s and variance Varpf pT pxqq | D n q`Varpf pxq | D n q´2Covpf pT pxqq, f pxq | D n q, which can be easily computed using the corresponding mean/covariance-functions of the posterior f | D n . When T pxq " x, the objective in (2) takes value 0, so any optimum corresponds to an intervention we are confident will lead to expected improvement. If there is no good intervention in C x or too much uncertainty about f given limited data, then this method simply returns T˚pxq " x indicating no intervention should be performed.
Interventions for Entire Populations
The above discussion focused on personalized interventions tailored on an individual basis. In many applications, policy-makers are interested in designing a single intervention which will be applied to all individuals from the same underlying population as the data. Furthermore, relying on such a global policy is the only option in cases where we no longer observe feature-measurements of new individuals outside the data. In our gene perturbation example, gene expression may no longer be individually profiled in future cells/organisms that receive the decided-upon intervention due to cost/labor constraints.
In this context, the features X are assumed distributed according to some underlying (pre-intervention) population, and we define the population expected gain function:
which is also randomly distributed based on our posterior (expectation E X is with respect to the feature-distribution X which is not modeled by f | D n ). Our goal is now to find a single transformation T : R d Ñ R d corresponding to a population intervention which will (with high certainty under our posterior beliefs) lead to large outcome improvements on average across the population:
where the family of possible transformations T is constrained such that T pxq P C x for all T P T , x P R d . In practice, a good model of multivariate features is difficult to specify, so we instead simply work with an empirical estimate:
where G n pT q :" 1 n
is the empirical population expected gain, whose posterior mean and variance can again be easily evaluated using the mean and variance of f |D n .
The population intervention objective in (5) is again 0 for the choice T pxq " x, so in the presence of high uncertainty or a dearth of good feasible interventions in T , the policy produced by this method will again simply be to perform no intervention. The policy T in this population intervention setting is designed under the assumption that future individuals will stem from the same underlying distribution as the samples in D n . Furthermore, it is assumed that the desired transformation T may be enacted exactly upon any individual from the population via external intervention (discussed further in §5.1).
Although T is a function of x, the form of the transformation must be agnostic to the specific values of x (so the intervention can be applied to new individuals without measuring their features).
We consider two types of transformations that we find widely applicable. Shift-interventions involve transformations of the form: T pxq " x`∆ where ∆ P R d represents a (sparse) shift that the policy applies to each individuals' features (eg. always adding 3 to the value of the second feature corresponds to T pxq " rx 1 , x 2`3 , . . . , x d s). Uniform-interventions are policies which set certain features to a constant value for all individuals and involve transformations T pxq " rz 1 , . . . , z d s such that for some feature subset I Ă t1, . . . , du : z j " x j @j R I (eg. always setting the first feature to 0 corresponds to T pxq " r0, x 2 , . . . , x d s). Figure 1 : Contour plot of relationship Y " X 1¨X2`ε depicting outcomes Y expected across feature space rX 1 , X 2 s. Black points: the underlying population. Red points: same population after global shift intervention T pXq " X`r´3, 0s. Gold diamond: optimal feature configuration if any transformation in the box is feasible. Light (or dark) green points (along border): best uniform intervention which can only set X 2 (or only X 1 ) to a fixed value. Blue, purple, and light blue points: individuals who receive a single-variable personalized intervention, the direction of the optimal transformation for each is shown. Figure 1 depicts examples of these different interventions. Under a sparsity constraint, we must carefully model the underlying population in order to identify the best uniform intervention (for this population, setting X 1 to a large value is superior to intervening on X 2 ). Under the optimal sparse personalized interventions, different intervention-variables may be chosen for different individuals, and the direction of the transformation can vary significantly.
Algorithms
Throughout this work, we use Gaussian Process (GP) regression [11] to model Y | X (the GP model is described in §S1, where references preceded by 'S' indicate locations in the Supplementary Material). This nonparametric method has been favored in many applications as it produces both accurate predictions and effective measures of uncertainty (with closed-form estimators available in the standard case). Furthermore, a variety of GP models exist for different settings including: non-Gaussian response variables [11] , non-stationary relationships [12] , deep architectures [13] , measurement error [14] , and heteroscedastic noise [15] . While these variants are not employed in this work, our methodology can be directly used in conjunction with such extensions, or more generally, any model which produces useful posterior estimates for f | D n .
In the GP setting, the α th quantile of our personalized gain is given by:
, and the quantiles of the empirical population gain take a similar form. When our GP prior adopts a smooth covariance-function kp¨,¨q, derivatives of our intervention-objectives are easily computed with respect to T pxq. To find transformations which maximize our objectives, we employ the proximal gradient method [16] described in §S2. However, a greedy gradient method is susceptible to the possible presence of local maxima. To avoid severely suboptimal solutions, we propose a continuation technique that performs a series of optimizations over variants of our objective with tapering levels of exaggerated smoothness (details in §S2).
Due to cost/feasibility-constraints, an intervention that only affects a small subset of variables is desired in many practical settings. This implies we must consider the underlying distribution of the remaining untouched variables in the population when evaluating a particular intervention (as demonstrated in Figure 1 ). Note that identifying a sparse transformation of the features is different from feature selection in supervised learning (where the goal is to identify dimensions along which f varies most). In contrast, we seek the dimensions I Ă t1, . . . , du along which one of our feasible feature-transformations can produce the largest high-probability increase in f , assuming the other features remain fixed at their initial pre-intervention values (in the case of personalized intervention) or follow the same distribution as the pre-intervention population (in the case of a global policy).
In shift-intervention settings where altering x s (the s th feature for s P t1, . . . , du) by one unit requires cost γ s , we take these costs into consideration by penalizing our intervention-objective with the following regularization term: Ω λ pT q " λ ř d s"1 γ s |∆ s |. Computing the full regularization path over different choices of λ ě 0 provides insight on the trade-off between each unit of expected outcome improvement (with probability ě 1´α according to our posterior belief) against the cost of intervening to produce this improvement. This can help analysts identify which variables to intervene upon, depending on the relative value of outcome-improvements.
In some applications, the per-feature costs of intervention may be unspecified, but it is clear that no more than k features should be intervened upon. Writing improvement software, for example, should not overwhelm authors with a multitude of desired changes, but rather present a concise list of the most important considerations. To find the best k-sparse shift intervention, we employ 1 -relaxation [17] , again leveraging the regularization path for our 1 -penalized objective (with all γ s " 1; details are provided in the Sparse Shift Algorithm of §S2.1). Recall that in the case of personalized intervention, we simply optimize over vectors T pxq P C x and thus any sparse T may be equivalently expressed as a sparse shift intervention. To find a uniform intervention which sets k of the features to particular fixed constants across all individuals from the population, we instead employ a forward step-wise selection algorithm (detailed in §S2.2), as the form of the optimization is not amenable to 1 -relaxation in this case.
Theoretical Results
Consider the following basic conditions: (A4) all data lies in C :" r0, 1s d , (A5) 0 ă α ď 0.5. Throughout this section, we assume (A1)-(A5) hold, and the true underlying relationship is Y " f˚pXq`ε. Our results are with respect to the true improvement of an intervention GxpT q :" f˚pT pxqq´f˚pxq, GX pT q :" E X rGxpT qs (note that Gx, GX are no longer random). Our theory relies on Gaussian Process results derived by [18, 19] , and we relegate proofs and some technical definitions to the Supplement §S6. Theorem 1. Suppose we adopt a GP`0, kpx, x 1 q˘prior and the following conditions hold:
(A6) noise variables ε piq iid " N p0, σ 2 q (A7) there exist ρ ą 0 such that the Hölder space C ρ r0, 1s d has probability one under our prior (see [19] ). (A8) f˚and any f supported by the prior are Lipschitz continuous over C with constant L (A9) the density of our input features p X P ra, bs is bounded above and below over domain C.
Then, for all x, T pxq P C:
where constant C depends on the prior and density p X and we define:
φ f˚m easures how well the RKHS of our GP prior H k approximates f˚(see [19] for more details). The expectation E Dn is over the distribution of the data tpX piq , Y piq qu n i"1 . Importantly, Theorem 1 does not assume anything about the true relationship f˚, and the bound depends on the distance between f˚and our prior. When f˚is a ρ-smooth function, a typical bound is given by ψ´1 f˚p nq " Opn´m intν,ρu{p2ν`dif k is the Matérn kernel with smoothness parameter ν. When k is the squared exponential kernel and f˚is β-regular (in Sobolev sense), ψ´1 f˚p nq " Opp1{ log nq β{2´d{4 q [19] .
Under the assumptions of Theorem 1, for any T such that PrpT pXq P Cq " 1:
ı Theorems 1 and 2 characterize the rate at which our personalized/population-intervention objectives are expected to converge to the true improvement (due to contraction of the posterior as n grows). Since these results hold for all T , this implies the maximizer of our intervention-objectives will converge to the true optimal transformation as n Ñ 8 (under a reasonable prior). Complementing these results, Theorem 6 in §S6 ensures that optimizing our personalized intervention objective corresponds to improving a lower bound on the true improvement with high probability (regardless of n), when α is small and f˚belongs to the RKHS of our prior. In this case, the optimal transformation inferred by our approach only worsens the actual expected outcome with low probability.
Imprecise Transformations and Causal Models
Until now, we assumed the desired transformation T is enacted exactly upon individuals from the population. When the transformation is only allowed to alter at most k ă d features, this requires that we can intervene to alter only this subset without affecting the other feature-values. However, in some domains (such as our gene perturbation example when the profiled genes belong to the same regulatory network), the feature-transformation produced by a particular external intervention can only be roughly controlled. Let T I z denote a uniform transformation which sets only a subset of features in I Ă t1, . . . , du to constant values z I P R |I| across all individuals in the population. We consider a scenario in which the intervention applied in hopes of achieving T I z propagates outward to affect other features outside I, formalized as the do operation of Pearl's causal calculus [5] . Here, the initial distribution of X, Y is assumed to follow a (fully endogeneous) structural equation model (SEM) [5] , and we suppose the population which arises post-intervention is distributed according to dopX I " z I q rather than our intended T I z pXq. The outcome Y is restricted to be a sink node of the causal DAG, so we can still write Y " f˚pXq`ε.
Theorem 3. For some I Ď t1, . . . , du, suppose the condition: (A10) papY q Ď I Ť descpIq C holds. Then, for any uniform transformation T I z :
Here, papY q denotes the variables which are parents of outcome Y in the underlying causal DAG, and descpIq C is the set of variables which are not descendants of variables in subset I. For the next result, we define: I˚:" argmin
the intervention set corresponding to the optimal k-sparse uniform transformation (where in the case of ties, the set of smallest cardinality is chosen), if transformations were enacted exactly. In the absence of extremely strong interactions between variables in papY q, the equality of Theorem 6 Results §S3 contains an analysis of our approach on simulated data from simple outcome-feature relationships. The average improvement produced by our chosen interventions rapidly converges to the best possible value with increasing n. In these experiments, sparse-interventions consistently alter the correct feature subset, and proposed transformations under our conservative α " 0.05 criterion are much more rarely harmful than optima of the posterior mean function (ignoring uncertainty).
Performance in Causal Settings
Here, we investigate how effective our methods are in a causal SEM setting, where a proposed sparse population intervention is actually realized as a do-operation [5] and can therefore unintentionally affect other features in the post-intervention population. We generate data from an underlying linear non-Gaussian SEM, and select Y as a variable corresponding to a sink node in the corresponding causal DAG (see §S3.1 for details). Our approach to identify a beneficial sparse population intervention is compared with inferring the complete SEM using LinGAM [20] and subsequently identifying the optimal do in the inferred SEM. Note that LinGAM is explicitly designed for this setting, while both our method and the relied-upon Gaussian Process model are severely misspecified. Figures  2A and 2B demonstrate that the inferred best single-variable shift population intervention (under constraints on the magnitude of the shift) matches the performance of LinGAM (except for in rare cases with tiny sample sizes), despite the unfavorable nature of these experiments. Thus, we believe a supervised learning approach like ours is preferable in practical applications where interpreting the underlying causal structure is not as important as producing good outcomes (especially for higher dimensional data where causal inference is generally ineffective [7] ). Figure 2 : The average (solid) and 0.05 th quantile (dashed) expected outcome change produced by our method (red) vs LinGAM (blue) over 100 datasets drawn from two underlying SEMs chosen by [20] . The black dashed line indicates the best possible improvement in each case.
Population Intervention for Gene Perturbation
Next, we applied our method to search for population interventions in observational yeast gene expression data [21] . We evaluated the effects of proposed interventions (restricted to single gene knockouts) over a set X of 10 transcription factors (n " 161) with the goal of down-regulating each of a set of 16 small molecule metabolism target genes, Y . Results for all methods are compared to the actual expression change of the target gene found experimentally under individual knockouts of each transcription factor in X. Compared to marginal linear regressions and multivariate linear regression, our method's uncertainty prevents it from proposing harmful interventions, and the interventions it proposes are optimal or near optimal ( Figure 3 ). Figure 3 show empirical marginal distributions between target gene TSL1 and members of X identified for knockout by our method (CIN5) and marginal regression (GAT2). From the linear perspective, these relationships are fairly indistinguishable, but only CIN5 displays a strong inhibitory effect in the knockout experiments. Inset (c) shows the empirical marginal for a harmful intervention proposed by multivariate regression for down-regulating GPH1, where the overall correlation is significantly positive, but the few lowest expression values (which influence our GP intervention objective the most) do not provide strong evidence of a large knockdown effect. OPI3  SAM3  MET13  TSL1  GPH1  GSY1  TPS2  GSY2  ZWF1  NTH2  URA7  CAR2  FKS1 PFK27 MGA2
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Personalized Intervention for Writing Improvement
Finally, we apply our personalized intervention methodology to the task of transforming a given news article into one which will be more widely-shared on social media. We use a dataset containing various features about individual Mashable articles along with their subsequent popularity in social networks [22] (detailed description / results of this analysis provided in §S5). We train a GP regressor on 5,000 articles labeled with popularity-annotations and evaluate sparse interventions on a held-out set of 300 articles based on changes they induce in article benchmark popularity, which we define in §S5. When α " 0.05, the average benchmark popularity increase produced by our personalized intervention methodology is 0.59, whereas it statistically significantly decreases to 0.55 if α " 0.5 is chosen. Thus, even given this large sample size, ignoring uncertainty appears detrimental for this application, and α " 0.5 results in 4 articles whose benchmark popularity worsens post-intervention (compared to only 2 for α " 0.05). Nonetheless, both methods generally produce very beneficial improvements in this analysis, as seen in Figure S3 .
As an example of the personalization of proposed interventions, our method (α " 0.05) generally proposes different sparse interventions for articles in the Business category vs. the Entertainment category. On average, the sparse transformation for business articles uniquely advocates decreasing global sentiment polarity and increasing word count (which are not commonly altered in the personalized interventions found for entertainment articles), whereas interventions to decrease title subjectivity are uniquely prevalent throughout the entertainment category. These findings appear intuitive (eg. critical business articles likely receive more discussion, and titles of popular entertainment articles often contain startling statements written non-subjectively as fact). Interestingly, the model also tends to advise shorter titles for business articles, but increasing the length for entertainment articles. Articles across all categories are universally encouraged to include more references to other articles / keywords that were historically popular.
Discussion
This work introduces methods for directly learning beneficial interventions from observational data without the intermediate causal inference. While this objective is, strictly speaking, only possible under stringent assumptions, our approach performs well in both intentionally-misspecified and complex real-world settings. Further theoretical and practical exploration of the intersection between predictive and causal modeling thus appears to be a valuable line of future research. Interesting extensions of this work might investigate stratified/budgeted interventions for populations or issues such as extrapolation beyond the data and robustness under imprecise transformation.
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S1 Gaussian Process Regression
Gaussian Process regression [23] adopts a prior under which f px p1q q, . . . , f px pnfollow multivariate Gaussian distribution Npm n , K n,n q for any collection tx piq u n i"1 . The model is specified by a prior mean function m : R d Ñ R and positive-definite covariance function k : R dˆRd Ñ R which encodes our prior belief regarding properties of the underlying relationship between X and Y (such as smoothness or periodicity). Here, the vector m n P R n denotes the evaluation of function m at each point tx piq u n i"1 , and K n,n denotes the matrix whose i, j th component is kpx piq , x pjq q. Given test input points x p1q , . . . , x pn˚q P R d in addition to training data D n , we additionally define: f˚:" rf px p1q q, . . . , f px pn˚q qs, y n " ry p1q , . . . , y pnq s, matrix K n,˚w ith i, j th entry kpx piq , x pjq q
(where x piq is the i th training input), and matrix K˚,˚which contains pairwise covariances between test inputs.
Assuming the noise ε " Np0, σ 2 ) is independently sampled for each observation, the posterior for f at the test inputs, f˚| D n , follows Npµ n˚, Σ n˚q distribution with the following mean vector and covariance matrix:
µ n˚" m˚`pK n,n`σ 2 Iq´1py n´mn q, Σ n˚" K˚,˚´K˚, n pK n,n`σ 2 Iq´1K n,N ote that our intervention-optimization framework is not specific to this GP model, but can be combined with any algorithm for learning f that provides reasonable uncertainty estimates. While employing a more powerful model should improve the results of our approach, comparing various regressors is not our focus. Thus, all practical results of our methodology are presented using only the standard GP regression model, under which the posterior distribution over f is given by the above expressions. In each application presented here, our GP uses the Automatic-Relevance-Determination (ARD) covariance function, a popular choice for multi-dimensional data [23] :
The ARD kernel relies on length-scale hyperparameters l 1 , . . . , l d which determine how much f can depend on each dimension of the feature-space. All hyperparameters of our GP regression model (covariance-kernel parameters l 1 . . . , l d and σ 0 (the output variance) as well as the variance of the noise σ 2 ) are empirically selected via marginal-likelihood maximization [23] . In each application, we employ the 0.05 th posterior-quantile (α " 0.05) in our method to ensure that with high probability, the intervention it infers to be optimal induces a nonnegative change in expected outcomes.
S2 Algorithms
Note that for personalized interventions, any feature transformation may be re-expressed as a shift intervention (in terms of shift vector ∆
For such a T , we write G x p∆ x q :" G x pT q for notational convenience. As a sparse personalized intervention on x is equivalent to a sparse ∆ x , we can employ the same algorithm used to identify sparse population shift interventions (details in §S2.1), only using a slightly different regularized objective function:
which is maximized over the feasible set C ∆x :" t∆ x P R d : x`∆ x P C x u.
To find an optimal transformation of our unregularized objective (λ " 0), we employ Sequential Least Squares Programming [24] . Under 1 -regularization (λ ą 0q, we instead use the proximal gradient method [25] . At each iterate of this gradient ascent approach, we follow a step in the gradient direction by a soft-thresholding operation [26] as well as a projection back onto the feasible set C ∆ . Note that the 1 penalty is equivalent to the cost-sensitive regularizer Ω λ (defined in §4) with γ s " 1 @s. By appropriately modifying the soft-thresholding operation, this same algorithm is employed to solve the more general setting with heterogeneous γ .
However, the intervention objective J can be nonconvex in certain cases. To deal with local optima in acquisition functions, Bayesian optimization methods employ heuristics like combining the results of many local optimizers or operating over a fine partitioning of the feature space [27, 28] . We instead propose a continuation technique that solves a series of optimization problems, each of which operates on our objective under a smoothed posterior (and the amount of additional smoothing is gradually decreased to zero). Excessive smoothing of the posterior is achieved by simply considering GP models whose kernels are given overly large length-scale parameters. Each time the amount of smoothing is tapered, we initialize our local optimizer using the solution found at the previously greater smoothing level. Intuitively, the highly smoothed GP model is primarily influenced by the global structure in the data, and thus our optimization with respect to the posterior of this model is far less susceptible to low-quality local maxima. Analysis of a similar homotopy strategy under radial basis kernels has been conducted in [29] .
S2.1 Sparse Shift Intervention
To find the best k-sparse population shift intervention, we resort to 1 relaxation (details provided in the Sparse Shift Algorithm below). As the 1 -norm provides the closest convex relaxation to the 0 norm, this is a a commonly adopted strategy to avoid combinatorial search in feature selection [26] . First, we compute the regularization path over different settings of the penalty λ ą 0 for the following regularized objective:
which is maximized over the feasible set C ∆ :" t∆ P R d : x`∆ P C x for all x P R d u (we again write G n p∆q :" G n pT q when T pxq " x`∆).
Subsequently, we identify the regularization penalty which produces a shift of desired cardinality and select our intervention set I as the features which receive nonzero shift. Finally, we optimize the original unregularized objective (λ " 0) with respect to only the selected features in I to remove bias induced by the regularizer (Step 3 below) . Each inner maximization in both the Sparse Shift and Uniform Shift algorithms is performed via the proximal gradient methods combined with our continuation approach discussed above in §S2.
Sparse Shift Algorithm: Identifies best k-sparse shift intervention.
Input: Dataset D n " tpx piq , y piq qu n i"1 , Posterior f | D n Parameters: k P t1, . . . , du specifies the maximal cardinality of the shift vector ∆ P R d , C ∆ Ď R d is the set of feasible shifts (ignoring the sparsity constraint), J λ is our empirical objective function: either the personalized or population objective in (9) 
S2.2 Sparse Uniform Intervention
Here, our goal is to identify a uniform intervention which sets k of the features to particular fixed constants uniformly across all individuals from the population. We employ the forward step-wise selection algorithm described below, as the form of the optimization in this case is not amenable to 1 -relaxation. Recall I Ď t1, . . . , du denotes the subset of features which are intervened upon, and the uniform intervention produces vector T I z pxq P R d such that T I z pxq s " x s if s R I, otherwise T I z pxq s " z s which is a constant chosen by the policy-maker. This same transformation is applied to each individual in the population, creating a more homogeneous group which share the same value for the features in I. For a given I, the objective function to find the best constants is:
with G n pT I z q " 1 n
which is maximized over the constraints: z s P C s Ď R for s P I.
Sparse Uniform Intervention Algorithm: Identifies best k-sparse uniform intervention.
Input: Dataset D n " tpx piq , y piq qu n i"1 , Posterior f | D n Parameters: k P t1, . . . , du specifies the maximal number of features which may be set by the uniform intervention, C 1 , . . . , C d Ď R are sets of feasible settings for each feature.
1: Initialize I Ð ∅, U Ð t1, . . . , du, J˚Ð 0 2: While |I| ă k: Figure S2 : The mean (solid) and 0.05 th quantile (dashed) expected outcome change produced by our population intervention method, over 100 datasets for each sample size (same setting as in Figure   §S1 ). The black line indicates the best possible expected outcome improvement.
Over the simulated data summarized in Figure S1 , we apply our basic personalized intervention method (α " 0.05) with purely local optimization (standard) and our continuation technique (smoothed), which significantly improves results. For each of the 100 datasets, we randomly sampled a new point (from the same underlying distribution) to receive a personalized intervention. The magnitude of each intervention is bounded by 1, except for in data from the quadratic relationship. We also infer sparse interventions (with a cardinality constraint of 2 for the linear and quadratic relationships, 1 for the product relationship). When Y " X 1¨X2`ε , the optimal (constrained) intervention may drastically vary depending upon the individual's feature-values, and our algorithm is able to correctly infer this behavior (Simulation C). Finally, we also apply a variant of our method which entirely ignores uncertainty (α " 0.5). While this approach is on average better for larger sample sizes, highly harmful interventions are occasionally proposed, whereas our uncertainty-adverse method (α " 0.05) is much less prone to producing damaging interventions (preferring to abstain by returning T pxq " x instead). This is an invaluable characteristic since interventions generally require effort and are only worth conducting when they are likely to produce a substantial benefit. Figure S2 displays the behavior of both the population shift intervention in the linear setting, and the population uniform intervention under the quadratic relationship. The population intervention is notably safer than the individually tailored variants, producing no negative changes in our experiments. Our method is applied to the data to infer an optimal 1-sparse shift population intervention (only interventions on a single variable are allowed). The maximal allowed magnitude of the shift is constrained to ensure the optimum is well-defined (to˘1 times the standard deviation of each variable in the underlying SEM distribution). An alternative approach to improve outcomes in contrast to our black-box approach is to apply a causal inference method like LinGAM [30] to estimate the SEM from the data, and then identify the optimal single-variable shift in the LinGAMinferred SEM (since all inferred relationships are also linear, the optimal single-variable shift will be either 0 or the lower/upper allowed shift and we simply search over these possibilities). We compare our approach against LinGAM by evaluating the actual expected outcome change (resulting from a do-operation in the true SEM) produced by the shift interventions proposed under each method.
S3.1 Linear SEM Analysis
In our experiment, two underlying SEM models are considered which were used by the LinGAM authors to demonstrate the utility of their method (albeit with sample size = 10,000) [30] . SEM A is used to refer to the model depicted in Figure 3 of [30] , where we define Y as x6 (a sink node in the causal DAG). SEM B denotes the underlying model of Figure 4 in the same paper (Y is defined as sink node x7). The remainder of the variables in each SEM are adopted as our observed features X.
This experiment represents an application of our method in a highly misspecified setting. The true data-generating mechanism differs significantly from assumptions of our GP regressor (output noise is now fairly non-Gaussian, the underlying relationships are all linear while we use an ARD kernel). Furthermore, an intervention to transform a single feature incurs the entire magnitude of unintentional effects of a do-operation on downstream features in the SEM, whereas our method believes transformations are enacted exactly. In contrast, this data exactly follows the special assumptions required by LinGAM, and we properly account for inferred downstream do-operation effects when identifying the best inferred intervention under LinGAM. Furthermore, since LinGAM only estimates linear relations, the best inferred shift-intervention found by this approach will always be 0 or the minimal/maximal shift allowed for a particular feature. Searching over these three values for each feature ensures the actual optimal shift will be recovered if the LinGAM SEM-estimate were correct. However, under our approach, identifying the optimal population shift-intervention requires solving an optimization problem. Even if the GP regression posterior were to exactly reflect the true data-generating mechanism, our approach might get stuck in a suboptimal local maximum or avoid the minimal/maximal allowed shift due to too much uncertainty about f in the resulting region of feature-space. In practice, these potential difficulties do not pose much of an issue for our approach.
S4 Gene Knockout Interventions
The data set used for this analysis contains gene expression levels for a set of wild type (ie. 'observational') samples, D obs pn " 161q, as well as for a set of 'interventional' samples, D int , in which each individual gene was serially knocked out. In our analysis, we search for potential interventions for affecting the expression of a desired target gene by training our GP regressor on D obs and determining which knockout produces the best value of our empirical uniform population intervention objective (for down-regulating the target). Subsequently, we use D int to evaluate the actual effectiveness of proposed interventions in the knockout experiments. We only search for interventions present in D int (single gene knockouts) rather than optimizing to infer optimal feature transformations.
As candidate genes for this analysis we used only the 700 genes that [31] classified as responsive mutants (at least four transcripts show robust changes in response to the knockout). Furthermore, we omitted genes whose expression over the 161 observational samples had standard deviation ă 0.1.
Out of the transcription factors present in the remaining set of genes, we defined the top 10 factors as our feature set X, after ranking the transcription factors by the difference between their expression when they were knocked out in the interventional data and their 0.1 th quantile expression level in the observational data. This was to ensure that our model would be trained on data that at least resembled the experimental data D int . The set of genes to down-regulate was simply chosen to be those classified by [31] as small molecule metabolism genes that met the minimum standard deviation requirement in their observational expression marginal distribution. The resulting set was 16 target genes, and the (negative) expression of each of was treated as an outcome Y in our analyses.
Each method evaluated in this analysis was to propose an intervention (single gene knockout) to down-regulate the expression of each target gene (separately). Once a gene to knock out was proposed, this intervention was evaluated by comparing the resulting expression of the target when the proposed knockout was actually performed in the experimental data D int . This expression level could then be compared to the 'optimal' choice of gene from X to intervene upon (the gene in X whose knockout produced the largest down-regulation of the target in D int ).
We compared our approach against two methods popularly used to draw conclusions about affecting outcomes in the sciences. First, we applied a multivariate regression analysis in which a linear regression model was fit to the observations of pX, Y q in D obs . The best gene to knockout was inferred on the basis of the regression coefficients and expression values (if no beneficial regression coefficient was found significant at the 0.05 level under the standard t-test, then no intervention was proposed). Second, we performed a marginal analysis in which separate univariate linear regression models were fit to pX 1 , Y q, . . . , pX d , Y q, and the best knockout was again inferred on the basis of the regression coefficients and expression values (again, no intervention was recommended if there was no statistically significant beneficial regression coefficient at the 0.05 level, after correcting for multiple testing via the False Discovery Rate). Figure 3 compares the results produced by these methods to the optimal intervention over X for downregulating each Y , as found in the experimental data D int . Of the 16 small molecule metabolism target genes tested, in three cases our method proposed an intervention which was found to be optimal or near optimal in D int , while in the remaining cases, the model uncertainty causes the method not to recommend any intervention (except for one very minorly harmful intervention for target SAM3). On the other hand, neither form of linear regression proposed effective interventions for any target other than FKS1, and in some cases, the linear regressors proposed counterproductive interventions that up-regulated the target. This highlights the importance of a model that properly accounts uncertainty when evaluating potential interventions.
S5 Interventions to Improve Article Popularity
We demonstrate our personalized intervention methodology in a setting with rich nonlinear underlying relationships. The data consist of 39,000 news articles published by Mashable around 2013-15 [32] . Each article is annotated with the number of shares it received in social networks (which we use as our outcome variable after log-transform and rescaling). A multitude of features have been extracted from each article (eg. word count, the category such as "tech" or "lifestyle", keyword properties), many of which were produced by natural language processing algorithms (eg. subjectivity, polarity, alignment with topics found by Latent Dirichlet Allocation) [32] . After removing many highly redundant features, we center and rescale all variables to unit-variance (see Table S2 for a complete description of the 29 features used in this analysis).
We randomly partition the articles into 3 disjoint groups: a training set (5,000 articles on which scaling-factors are computed and our GP regressor is trained), an improvement set (300 articles we find interventions for), and a held-out set (over 34,000 articles used for evaluation). A large group is left out for validation to ensure there are many near-neighbors for any given article, so we can reasonably estimate the true expected popularity given any setting of the article-features. Subsequently, a basic GP regression model is fitted to the training set. As the predictive power of our GP regressor does not measurably benefit from ARD feature-weighting, we simply use the squared exponential kernel. Over the held-out articles, the Pearson correlation between the observed popularity and the GP (posterior mean) predictions is 0.35. Furthermore, there is a highly significant (p ă 8¨10´4 1 ) positive correlation of 0.07 between the model's predictive variance and the actual squared errors of GP predictions over this held-out set. Our model is thus able to make reasonable predictions of popularity based on the available features, and its uncertainty estimates tend to be larger in areas of the feature-space where the posterior mean lies further from actual popularity values.
In this analysis, we compare our personalized intervention methodology which rejects uncertainty (using α " 0.05) with a variant of the this approach that ignores uncertainty (using the same objective function with α " 0.5). Both methods share the same GP regressor, optimization procedure, and set of constraints. For the 300 articles in the intervention set (not part of the training data) we allow intervening upon all features except for the article category which presumably is fixed from an author's perspective. All feature-transformations are constrained to lie within [-2,2] of the original (rescaled) feature value, and we impose a sparsity constraint that at most 10 features can be intervened upon for a given article.
Unfortunately, no pre-and-post-intervention articles are available for us to ascertain a ground truth evaluation. To crudely measure performance, we estimate the underlying expected popularity of a given feature-setting using benchmark popularity: the (weighted) average observed popularity amongst 100 nearest neighbors (in the feature-space) from the set of held-out articles (with weights based on inverse Euclidean distance). Over our improvement set, the Pearson correlation between articles' observed popularity and benchmark popularity is 0.28 (highly significant: p ď 2¨10´1 0 ). This approach thus appears to be, on average, a reasonable way to benchmark performance (even though nearest-neighbor held-out articles can individually differ from the text of a particular pre/postintervention article despite sharing similar values of our 29 measured features). Figure S3 depicts the results of our personalized intervention for each article in our intervention set. The expected improvement produced by a particular intervention is estimated as the difference between the benchmark popularity of the post-intervention feature-settings and the original featuresettings of the article receiving the personalized intervention. Table S1 summarizes these results. A paired-sample t-test suggests our method is significantly superior on average (p ă 2¨10´6). To provide concrete examples, we present some articles of the Business and Entertainment categories (taken from our improvement set). For this business article: http://mashable.com/2014/07/30/ how-to-beat-the-heat/, our method proposes shifting the following 10 features (see Table S2 for feature descriptions): 
S6 Proofs and additional Theoretical Results
Notation and Definitions
All points x P R d lie in convex and compact domain C Ă R d .
C denotes constants whose value may change from line to line.
All occurrences of f are implicitly referring to f | D n .
µ n p¨q, σ 2 n p¨q, and σ n p¨,¨q respectively denote the mean, variance, and covariance function of our posterior for f | D n under the GP`0, kpx, x 1 q˘prior. F´1 Z pαq denotes the α th quantile of random variable Z.
Φ´1p¨q denotes the N p0, 1q quantile function. papY q denotes the set of variables which are parents of variable Y in a causal directed acyclic graph (DAG) (corresponding to a structural equation model) [33] descpIq is the set of variables which are descendants of at least one variable in I according to the causal DAG.
A C denotes the complement of set A.
The squared exponential kernel (with length-scale parameter l ą 0) is defined:
he Matérn kernel (with another parameter ν ą 0 controlling smoothness of sample paths) is defined:
Random variables ε p1q , . . . , ε pnq form a martingale difference sequence which is uniformly bounded by σ if Erε piq | ε pi´1q , . . . , ε p1q s " 0 and ε piq ď σ @i P N.
A function f is Lipshitz continuous with constant L if: |f pxq´f px 1 q| ď L|x´x 1 | for every x, x 1 P C.
Suppose ρ ą 0 is expressed as ρ " m`η for nonnegative integer m and 0 ă η ď 1.
The Hölder space C ρ r0, 1s d is the space of functions with existing partial derivatives of orders pk 1 , . . . , k d q for all integers k 1 , . . . , k d ě 0 satisfying k 1`¨¨¨`kd ď m. Additionally, each function's highest order partial derivative must form a function h that satisfies: |hpxq´hpyq| ď C|x´y| η for any x, y.
Theorem 5 (van der Vaart & van Zanten [34] ). Under the assumptions of Theorem 1:
where Ψ´1 f˚p nq is defined as in Eq. (7) . See [34] for a detailed discussion about this function.
Proof of Theorem 1
Proof. Recall G x pT q :" f pT pxqq´f pxq | D n depends on f . We fix x 0 , T px 0 q P C and adapt the bound provided by Theorem 5 to show our result. Let B δ pxq Ă C denote the ball of radius 0 ă δ ă 1 2 centered at x P C. We first establish the bound: ż
where VolpB δ q " Opδ d q. Theorem 5 implies the following inequality (ignoring constant factors): 
Choosing δ :" rΨ f˚p nqs 1 2pd`1q and combining (13) and (14) produces the desired result, since assuming α ă 0.5 implies α ă 1´α.
Proof of Theorem 2
Proof. Combining the results of Lemmas 1 and 2 below, we obtain the desired upper bound through a straightforward application of the triangle inequality. Note that we've simplified the bound using the identity´logp1´αq ă 1{α for α ă 0.5. Proof of Lemma 1. Define random variables Z i :" f pT px piq q´f px pi| D n for i " 1, . . . , n.
Note that these variables all share the same expectation: E X rZs :" E X rZ i s " G X pT q and G n pT q " 1 n ř n i"1 Z i . The Lipschitz continuity of f combined with the fact that C " r0, 1s d implies: Z i P r´L ?
d, L ? ds for all i. Thus, Hoeffding's inequality ensures:
Pr˜ˇˇˇˇG n pT q´G X pT qˇˇˇˇě t¸ď 2 exp˜´n t 2 2L 2 dņ F´1ˇG n pT q´G X pT qˇp αq ď C¨"´L 2 d n logp1´αq
ı 1{2
Because posteriors G n pT q, G X pT q follow a Gaussian distribution: Here, we employ subscripts to index particular features of X. The notation ra R , a S s " a P R d is used to denote a vector assembled from disjoint subsets of dimensions R, S Ď t1, . . . , du. Regardless of the ordering of these partitions in our notation, we assume they are correctly arranged in the assembled vector based on their subscript-indices (ie. a " ra R , a S s " ra S , a R s).
Proof. Recall we defined:
as the intervention set corresponding to the optimal sparse uniform transformation (taken to be the set of minimal cardinality in cases with multiple maxima).
Proof. Since E X rf˚pT I z pxqqs does not change when z j :" rT I z pxqs j is altered for any j R papY q, including variables outside of the parent set in I does not improve this quantity. Thus, either papY q Ď I˚, or I˚Ă papY q. The first case immediately implies (A10). When I˚Ă papY q: our assumption that no variable in papY q is a descendant of other parents implies the other parents must belong the complement of descpI˚q, since this is a subset of desc`papY q˘.
Theorem 6 and Proof Theorem 6. Suppose we adopt a GP`0, kpx, x 1 q˘prior and, in addition to the assumptions outlined in §5, the following conditions hold: (A12) f˚P H k pCq which is the RKHS induced by our covariance function k with norm ||¨|| k (cf. [23] §6.1), (A13) noise variables ε piq form a uniformly bounded martingale difference sequence ε piq ď σ for i " 1, . . . , n.
Then, for any x, T pxq P C : F´1 GxpT q pαq ď GxpT q with probability (over the noise) greater than 1´Cpn`1q¨expˆ´r Φ´1pαqs 2´2 ||f˚|| 2 k γ nİ n Theorem 6, γ n :" max AĂC:|A|"n 1 2 logˇˇI`σ´2K Aˇi s a kernel-dependent quantity (K A :"
rkpx, x 1 qs x,x 1 PA ) which, in the Gaussian setting, is the mutual information between f and observations of Y at the most informative choice of n points. When the kernel satisfies kpx, x 1 q ď 1, the following bounds are known [35] : γ n " Opd log nq for the linear kernel, γ n " Opplog nq d`1 q for the squared exponential kernel, and γ n " Opn dpd`1q{p2ν`dpd`1qq plog nqq for the Matérn kernel with smoothness parameter ν.
Note that while f˚is not required to be drawn from our prior and ε may be non-Gaussian, this result assumes the kernel k and noise-level σ are correctly set. Our proof relies on the following statement:
