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Abstract
Seminal works on light spanners from recent years provide near-optimal tradeoffs between the
stretch and lightness of spanners in general graphs [11], minor-free graphs [7] and doubling metrics [26,
8]. In FOCS’19 the authors provided a “truly optimal” tradeoff (i.e., including the -dependency,
where  appears in both the stretch and lightness) for Euclidean low-dimensional spaces. Some of
these papers employ inherently different techniques than others (e.g., the technique of Chechik and
Wulff-Nilsen [11] requires large stretch while others are naturally suitable to stretch 1 + ). Moreover,
the runtime of these constructions is rather high.
In this work we present a unified and fine-grained approach for light spanners. Besides the obvious
theoretical importance of unification, we demonstrate the power of our approach in obtaining (1)
stronger lightness bounds, and (2) faster construction times. Our results include:
• Kr-minor-free graphs:
– A truly optimal spanner. We provide a (1 + )-spanner with lightness O˜r,(
r
 +
1
2 ), where
O˜r, suppresses polylog factors of 1/ and r, improving the lightness bound O˜r,(
r
3 ) of Bor-
radaile, Le and Wulff-Nilsen [7]. We complement our upper bound with a highly nontrivial
lower bound construction, for which any (1 + )-spanner must have lightness Ω( r +
1
2 ).
– A fast construction. Increasing the lightness bound by an additive term of O( 14 ) allows us
to achieve a runtime of O˜r(nrα(nr, n)), where α(x, y) is the inverse Ackermann function.
The previous state-of-the-art runtime is O(n2r).
• General graphs:
– A truly optimal spanner— almost. We provide a (2k − 1)(1 + )-spanner (for any k ≥
2,  < 1) with lightness O( g(n,k) ), where g(n, k) is the minimum sparsity of n-vertex graphs
with girth 2k + 1.1 (Recall that g(n, k) = O(n1/k) and Erdos’ girth conjecture is that
g(n, k) = Θ(n1/k).) The previous state-of-the-art lightness by Chechik and Wulff-Nilsen [11]
is O( n
1/k
3+
1
k
).
– A fast construction. A (2k − 1)(1 + )-spanner with lightness O(n1/k) can be constructed
in O(mα(m,n)) time; the lightness bound is optimal up to the -dependency and assuming
Erdos’ girth conjecture. In particular, when m = Ω(n log∗ n), the runtime is linear in
m. The previous state-of-the-art runtime of such a spanner is super-quadratic in n [11, 1].
• Low dimensional Euclidean spaces: For any point set in Rd and constant d ≥ 3, we construct
a Euclidean (1 + )-spanner with lightness O˜(
−(d+1)/2) using Steiner points. Our result im-
plies that Steiner points help in reducing the lightness of Euclidean (1 + )-spanners
almost quadratically for d ≥ 3. Previously, this fact was only known for point sets with small
spread2 [33].
• High dimensional Euclidean and normed spaces: We provide a construction of spanners that
improves the previous state-of-the-art lightness and size [30, 24].
1The sparsity of an n-vertex graph is the ratio of its size to n− 1.
2The spread of a point set is the ratio of the maximum pairwise distance to the minimum pairwise distance.
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1 Introduction
For a weighted graph G = (V,E,w) and a stretch parameter t ≥ 1, a subgraph H = (V,E′) of G is called a
t-spanner if dH(u, v) ≤ t ·dG(u, v), for every e = (u, v) ∈ E, where dG(u, v) and dH(u, v) are the distances
between u and v in G and H, respectively. Graph spanners were introduced in two seminal papers from
1989 [37, 38] for unweighted graphs, where it is shown that for any n-vertex graph G = (V,E) and integer
k ≥ 1, there is an O(k)-spanner with O(n1+1/k) edges. Since then, graph spanners have been extensively
studied, both for general weighted graphs and for restricted graph families, such as Euclidean spaces and
minor-free graphs. In fact, spanners for Euclidean spaces—Euclidean spanners, were studied implicitly
already in the pioneering SoCG’86 paper of Chew [12], who showed that any 2-dimensional Euclidean
space admits a spanner of O(n) edges and stretch
√
10, and later improved the stretch to 2 [13].
The results of [37, 38] for general graphs were strengthened in [2], where it was shown that for every
n-vertex weighted graph G = (V,E) and integer k ≥ 1, there is a greedy algorithm for constructing
a (2k − 1)-spanner with O(n1+1/k) edges, which is optimal under Erdos’ girth conjecture. (We shall
sometimes use a normalized notion of size, sparsity, which is the ratio of the size of the spanner to the
size of a spanning tree, namely n − 1.) Moreover, there is an O(m)-time algorithm for constructing
(2k− 1)-spanners with sparsity O(n 1k ) [29]. Therefore, not only is the stretch-sparsity tradeoff in general
graphs optimal (up to Erdos’ girth conjecture), one can achieve it in optimal time.
As with the sparsity parameter, its weighted variant—lightness—has been extremely well-studied;
the lightness is the ratio of the weight of the spanner to ω(MST (G)). Next, we survey the results on
light spanners for general graphs. Altho¨fer et al. [2] showed that the lightness of the greedy spanner is
O(n/k). Chandra et al. [10] improved this lightness bound to O(k · n(1+)/(k−1) · (1/)2), for any  > 0;
another, somewhat stronger, form of this tradeoff from [10], is stretch (2k − 1) · (1 + ), O(n1+1/k) edges
and lightness O(k ·n1/k · (1/)2). In a sequence of works from recent years [21, 11, 25], it was shown that
the lightness of the greedy spanner is O(n1/k(1/)3+2/k) (this lightness bound is due to [11]; the fact that
this bound holds for the greedy spanner is due to [25]). The best running time for the same lightness
bound in prior work is super-quadratic in n: O(n
2+1/k+′) [1] for any fixed constant ′ < 1. Here O(.)
hides a polynomial factor in 1 .
Despite this exciting line of work, the stretch-lightness tradeoff is not nearly as well-understood as
the stretch-sparsity tradeoff; furthermore, this gap in our understanding becomes more prominent when
considering the spanner construction time. The situation is similar also in restricted families of graphs.
This statement is not to underestimate in any way the seminal works on light spanners from recent years—
they provide near-optimal tradeoffs between the stretch and lightness of spanners in general graphs [11],
minor-free graphs [7], and doubling metrics [26, 8]. This statement aims to call for attention to the
important research agenda of narrowing this gap and ideally closing it. “Truly optimal” stretch-sparsity
and stretch-lightness tradeoffs, i.e., including the -dependency (where  appears in both the stretch and
lightness bounds), were achieved recently for constant-dimensional Euclidean spaces by the authors [35].
It should also be noted that some of these papers employ inherently different techniques than others, e.g.,
the technique of [11] requires large stretch while others are naturally suitable to stretch 1 + ; moreover,
the runtime of these constructions is rather high.
The goal of achieving a thorough understanding of spanners is of practical importance, due to the
wide applicability of spanners. Perhaps the most prominent applications of light spanners (and sparse
spanners) are to efficient broadcast protocols in the message-passing model of distributed computing
[3, 4], and to network synchronization and computing global functions [5, 38, 3, 4, 39]. There are many
more applications, such as to data gathering and dissemination tasks in overlay networks [9, 48, 18], for
VLSI circuit design [15, 16, 17, 44], in wireless and sensor networks [49, 6, 45], for routing [50, 38, 41, 47],
to compute almost shortest paths [14, 43, 20, 22, 23], and for computing distance oracles and labels
[40, 46, 42].
2
1.1 Our Contribution
In this work we present a unified and fine-grained approach for light spanners. Besides the obvious
theoretical importance of unification, we demonstrate the power of our approach in obtaining (1) stronger
lightness bounds, and (2) faster construction times. Next, we elaborate on our contribution, and put it
into context with previous work.
Kr-minor-free graphs. Borradaile, Le, and Wulff-Nilsen [7] showed that Kr-minor-free graphs have
(1+)-spanners with lightness O˜r,(
r
3
), where the notation O˜r,(.) hides polylog factors of r and
1
 . Indeed,
they showed that the greedy spanner achieves the lightness bound. Our first result is an improvement in
the lightness dependency on .
Theorem 1.1. Any Kr-minor-free graph admits a (1 + )-spanner with lightness O˜r,(
r
 +
1
2
) for any
 < 1.
The improvement in Theorem 1.1 follows from a unified and general framework that we develop in
Section 1.2. Moreover, as we argue next, this improved lightness bound is tight.
The quadratic dependency on 1 in the lightness bound may seem artificial. Indeed, past works
provided strong evidence that the dependency of lightness on 1/ should be linear : lightness (of (1 + )-
spanners) in planar graphs is O(1 ) by Altho¨fer et al. [2], in bounded genus graphs is O(
g
 ) by Grigni [28],
and in Kr-minor-free graphs is O˜r(
r logn
 ) by Grigni and Sissokho [27]. (The log n factor in the lightness
bound of Grigni and Sissokho [27] was removed by Borradaile, Le and Wulff-Nilsen [7] at the cost of a
cubic dependency on 1/.) Surprisingly perhaps, we show that the quadratic dependency on 1 in the
lightness bound is required.
Theorem 1.2. For any fixed r ≥ 6, there is a family of graphs excluding Kr as a minor such that for
any  < 1 and n ≥ r+ (1 )Θ(1/), there is an n-vertex graph G in this family for which any (1 + )-spanner
must have lightness Ω( r +
1
2
).
We remark that the exponential lower bound of n on 1/ in Theorem 1.2 is unavoidable since if
n = poly(1/), Grigni and Sissokho’s result yields a lightness upper bound of O˜r(
r
 log(n)) = O˜r,(
r
 ) [27].
Interestingly, our lower bound is realized by a geometric graph where the vertices correspond to points
in R2 and the edge weights are the Euclidean distances between the points.
Next, we design a near-linear time algorithm for constructing light spanners of Kr-minor-free graphs.
Prior to our work, the only known spanner construction with lightness independent of n was the greedy
spanner, and the current fastest implementation of the greedy spanner requires quadratic time [2], even
in graphs with O(n) edges; more generally, the runtime of the greedy algorithm from [2] on a graph with
m = O(nr) edges is O(r · n2).
Theorem 1.3. For any Kr-minor-free graph G and any  < 1, there is a deterministic algorithm that
constructs a (1 + )-spanner of G with lightness O˜r,(
r
√
log r
 +
1
3
) in O(nr · α(nr, n)) time, where α(·, ·)
is the inverse Ackermann function.
General graphs. Let g(n, k) be the minimum sparsity of graphs with girth 2k+1 and n vertices. It is
well known that g(n, k) = O(n1/k) and Erdo˝s’ girth conjecture is that g(n, k) = Θ(n1/k). Previous results
establish that the greedy algorithm [11, 25] achieves (2k− 1)(1 + )-spanners with lightness O( n1/k
3+
1
k
), and
this bound is optimal up to the  dependencies assuming Erdos’ girth conjecture. We show that:
Theorem 1.4. Given an edge-weighted graph G(V,E) and two parameters k ≥ 1,  < 1, there is a
(2k − 1)(1 + )-spanner of G with lightness O(g(n,k) ).
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That is, the dependency of the lightness on n and k in our spanner in Theorem 1.4 is optimal regardless
of Erdos’ girth conjecture. Furthermore, the spanner construction provided by Theorem 1.4 is the first
to achieve a linear dependency on 1/ even for constant k. The previous best known dependency on 1/
is at least quadratic [10, 19] or cubic [11].
Furthermore, we can construct spanners with lightness O(n
1/k) in near-linear time:
Theorem 1.5. For any edge-weighted graph G(V,E), a stretch parameter k ≥ 2 and  < 1, there
is a deterministic algorithm that constructs a (2k − 1)(1 + )-spanner of G with lightness O(n1/k) in
O(mα(m,n)) time.
Again, O(.) hides a polynomial factor of 1/. We remark that α(m,n) = O(1) when m = Ω(n log
∗ n);
in fact, α(m,n) = O(1) even when m = Ω(n log∗(`) n) for any constant c, where log∗(`)(.) denotes the
iterated log-star function with ` stars. Thus the running time in Thoerem 1.5 is linear in m in almost the
entire regime of graph densities, i.e., except for very sparse graphs. The previous state-of-the-art runtime
for the same lightness bound is super-quadratic in n, namely O(n
2+1/k+′), for any constant ′ < 1 [1].
Furthermore, our algorithm works for any k ≥ 2 while the algorithm of [1] works only for k ≥ 640.
Light Steiner Euclidean Spanners. In FOCS’19 [35], the authors showed the existence of point sets
P in Rd, d = O(1), for which any (1+)-spanner for P must have lightness Ω(−d) when  = Ω(n−1/(d−1)).
In the same paper [35], the authors showed that the lightness upper bound of the greedy spanner matches
this lower bound up to a factor of log(1/): The greedy (1 + )-spanner of any point set P ∈ Rd has
lightness O˜(−d) [35]. An important open problem is whether one could use Steiner points to construct
a (1 + )-spanner with o(−d) lightness.
In [33], the authors made the first progress on this question by showing that for any point set P ∈ Rd
with spread ∆(P ), one can construct a Steiner (1 + )-spanner with lightness O( log(∆(P )) ) when d = 2
and with lightness O˜(−(d+1)/2 + −2 log(∆(P ))) when d ≥ 3 [33]. In particular, when ∆(P ) = poly(1 ),
the lightness bounds are O˜(1 ) when d = 2 and O˜(
−(d+1)/2) when d ≥ 3. Thus, using Steiner points, one
can improve the lightness bounds almost quadratically when ∆(P ) is reasonably small. However, ∆(P )
could be huge, and it could also depend on n. In this case, these lightness bounds become trivial. Using
our unified framework, we completely remove the dependency on ∆(P ) for d ≥ 3.
Theorem 1.6. For any n-point set P ∈ Rd and any d ≥ 3, d = O(1), there is a Steiner (1 + )-spanner
for P with lightness O˜(−(d+1)/2) that is constructible in polynomial time.
High dimensional Euclidean metric spaces. We also obtain new results for high dimensional
Euclidean spaces.
Theorem 1.7. For any n-point set P in a Euclidean space and any given t > 1, there is an O(t)-spanner
for P with lightness O(n
1
t2 log n) that is constructible in polynomial time.
Note that there is no dependency on the dimension in the lightness bound of Theorem 1.7. The
previous state-of-the-art lightness bound is O(t3n
1
t2 log n), due to Filtser and Neiman [24]. Specifically,
when t =
√
log n, the lightness of our spanner is O(log n) while the lightness bound by Filtser and
Neiman [24] is O(log5/2 n).
We extend Theorem 1.7 to any `p metric, for p ∈ (1, 2].
Theorem 1.8. For any n-point `p metric (X, dX) with p ∈ (1, 2] and any t > 1, there is an O(t)-spanner
for (X, dX) with lightness O(n
log t
tp log n).
Theorem 1.8 improves the lightness bound O( t
1+p
log2 p
n
log t
tp log n) obtained by Filtser and Neiman [24].
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1.2 A Unified Approach
The starting point of our unified framework is the notion of spanner oracles that was introduced by
Le [34] for stretch t = 1 + . We consider spanner oracles with arbitrary stretch.
Definition 1.9 (Spanner Oracle). Let G be an edge-weighted graph and let t > 1 be a stretch parameter.
A t-spanner oracle for G, given a subset of vertices T ⊆ V (G) and a distance parameter L > 0, outputs
a subgraph S such that for every pair of vertices x 6= y ∈ T with L/8 ≤ dG(x, y) ≤ L:
dG(x, y) ≤ dS(x, y) ≤ t · dG(x, y) (1)
We denote a t-spanner oracle for G by OG,t, and its output by OG,t(T, L) given two parameters T ⊆ V (G)
and L > 0.
We note that the constant 8 in the distance lower bound L/8 ≤ dG(x, y) in Definition 1.9 is somewhat
arbitrary.
Definition 1.10 (Sparsity). Given a t-spanner oracle OG,t of a graph G, we define weak sparsity and
strong sparsity of OG,t, denoted by WsOG,t and SsOG,t respectively, as follows:
WsOG,t = sup
T⊆V,L∈R+
w (OG,t(T, L))
|T |L
SsOG,t = sup
T⊆V,L∈R+
|E (OG,t(T, L)) |
|T |
(2)
We observe that:
WsOG,t ≤ t · SsOG,t (3)
since every edge E (OG,t(T, L)) must have weight at most t·L; otherwise, we can remove it from OG,t(T, L)
without affecting the stretch. Thus, when t is a constant, strong sparsity implies weak sparsity. However,
this is not necessarily true when t is non-constant.
Our first result is that for t ≥ 2, one can obtain a t(1 + )-spanner whose lightness that depends
linearly on 1/ and the weak sparsity of the corresponding t-spanner oracle.
Theorem 1.11. Let G be an arbitrary edge-weighted graph with a t-spanner oracle O of weak sparsity
WsOG,t for t ≥ 2. Then there exists a t(1 + )-spanner S for G with lightness:
Lightness(S)
def
=
w(S)
w(MST(G))
= O˜
(
WsOG,t

)
. (4)
When t = 1 + , we obtain the following result
Theorem 1.12. Let G be an arbitrary edge-weighted graph with a (1 + )-spanner oracle O of weak
sparsity WsOG,1+. Then there exists an (1 +O())-spanner S for G with lightness:
Lightness(S)
def
=
w(S)
w(MST(G))
= O˜
(
WsOG,t

+
1
2
)
. (5)
The bound in Theorem 1.12 improves over the lightness bound due to Le [34] by a 1
2
factor. The
stretch of S in Theorem 1.12 is 1+O(), but we can scale it down to (1+ ) while increasing the lightness
by a constant factor.
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We remark that the additive factor
WsOG,t
 is unavoidable: we showed in our previous work [35] that
there exists a set of n points in Rd such that any (1 + )-spanner for that point set must have lightness
Ω(−d), while Le [34] showed that point sets in Rd have (1+)-spanner oracles with weak sparsity O(1−d).
Theorem 1.13, combined with the (1 + )-spanner oracle with weak sparsity O(1−d) of Le [34], implies
a simple black-box proof for the fact that any point set in Rd admits a (1 + )-spanner with lightness
O(−d) for any d ≥ 2. This provides a significant simplification for the proof from the previous work of
the authors [35].
The additive factor 1
2
in the lightness bound of Theorem 1.12 is tight by the following theorem.
Theorem 1.13. There is a graph family G, such that any graph G ∈ G with n vertices has a (1+)-spanner
oracle with weak sparsity O(1) and any (1 + )-spanner must have lightness Ω( 1
2
) where n ≥ (1 )Θ(
1

).
Consequently, there is an inherent difference between the dependence on  in the lightness of spanners
with stretch at least 2 and those with stretch (1 + ). Again, the exponential lower bound of n on  in
Theorem 1.13 is unavoidable, since it is possible to construct a (1 + )-spanner with lightness O(log n ·
WsOG,t
 ) using standard techniques.
To demonstrate that our framework is unified and applicable, we show that several graph families
admit sparse spanner oracles, and as a result also light spanners.
Theorem 1.14.
1. For any weighted graph G and any k ≥ 2, WsOG,2k−1 = O(g(n, k)).
2. For the complete weighted graph G corresponding to any Euclidean space (in any dimension) and
for any t ≥ 1, WsOG,O(t) = O(n
1
t2 log n).
3. For the complete weighted graph G corresponding to any finite `p space for p ∈ (1, 2] and for any
t ≥ 1, WsOG,O(t) = O(n
log t
tp log n).
Theorem 1.4 follows directly from Theorem 1.11 and Item (1) of Theorem 1.14; Theorems 1.7 (respectively,
Theorem 1.8) follows directly from Theorem 1.11 and Item (2) (resp., (3)) of Theorem 1.14 with  = 1/2
– indeed, any constant  < 1 works.
To prove Theorem 1.6, we also use sparse spanner oracles with stretch t = 1 +  but in a slightly
different way. If we work with the complete weighted graph G corresponding to a Euclidean point set
P ∈ Rd as in Theorem 1.14 and construct a light spanner from sparse spanner oracles for G, the resulting
spanner is non-Steiner and hence we cannot hope to obtain the lightness bound of Theorem 1.6 due to a
lower bound of Ω(−d) due to [35]. Our key insight here is to allow the oracle to include Steiner points,
i.e., points in Rd \ P . Formally, a (1 + )-spanner oracle, given a subset of points T ⊆ P and a distance
parameter L > 0, outputs a Euclidean graph S(VS , ES) with T ⊆ VS such that dS(x, y) ≤ (1 + )||x, y||
for any x 6= y,3 where ||x, y|| ∈ [L/8, L]. We denote the oracle by ORd,1+. We show that Euclidean spaces
admit sparse spanner oracles; our construction uses sparse Steiner (1 + )-spanners from our previous
work [35] as a black-box.
Theorem 1.15. Rd has a (1 + )-spanner oracle with weak sparsity WsORd,t+ = O˜(
−(d−1)/2).
Theorem 1.12 remains true even when the output of the oracle is not a subgraph of G. However,
the resulting spanner is not a subgraph of G as it may contain vertices not in G. For point sets in Rd,
the resulting spanner is a Steiner spanner. That is, Theorem 1.6 follows directly from Theorems 1.12
and 1.15.
3||x, y|| is the Euclidean distance between two points x, y ∈ Rd.
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We are unable to establish the lightness upper bound O˜r,(
r
 +
1
2
) of Theorem 1.1 by designing a
sparse spanner oracle for Kr-minor graphs. In fact, this seems challenging even in planar graphs; indeed,
since Theorem 1.12 remains true even when the output of the oracle is not a subgraph of G, if one could
construct a (1 + )-spanner oracle with sparsity WsOG,1+ = o(
1
3
) in planar graphs, this would break the
longstanding lightness upper bound of O(−4) for subset spanners in planar graphs by Klein [31]. For
that reason we establish the lightness upper bound of Theorem 1.1 directly, by tailoring the proof of
Theorem 1.12 to Kr-minor-free graphs.
1.3 Organization
• In Section 2 we present the terminology and notation used in this paper.
• In Section 3, we provide lower bound constructions. Specifically, the proofs of Theorem 1.2 and 1.13
are provided therein.
• In Section 4 we present fast algorithms to construct spanners for general graphs and minor-free
graphs. Specifically, the proofs of Theorems 1.5 and 1.3 are provided in Sections 4.3 and 4.4,
respectively.
• In Section 5 we present a unified approach to constructing light spanners. Specifically, Theo-
rems 1.11, 1.12 and 1.1 are provided in Sections 5.1, 5.2 and 5.3, respectively.
• In Section 6 we prove Theorems 1.15 and 1.14 by constructing sparse spanner oracles for several
graph families.
2 Preliminaries
Let G be a graph. We denote by V (G) and E(G) the vertex set and edge set of G, respectively. Sometimes
we write G(V,E) to clearly indicate the vertex set and edge set of G. We denote by w : E(G)→ R+ the
weight function on the edge set. We use MST(G) to denote a minimum spanning tree of G; when the
graph is clear from context, we simply use MST as a shorthand for MST(G).
For a subgraph H of G, we use w(H)
def
=
∑
e∈E(H)w(e) to denote the total edge weight of H. Let
dG(p, q) be the distance between two vertices p, q in G. The diameter of G is the length of the shortest
path of maximum length in G, and is denoted by Dm(G).
Given a subset of vertices X ⊆ V (G), we denote by G[X] the subgraph of G induced by X: G[X] has
V (G[X]) = X and E(G[X]) = {(u, v) ∈ E(G)|{u, v} ⊆ X}. Let F ⊆ E(G) be a subset of edges of G. We
denote by G[F ] a subgraph of G where V (G[F ]) = V (G) and E(G[F ]) = F .
Let S be a spanning subgraph of G; weights of edges in S inherit from G. The stretch of S is the
quantity maxx 6=y∈V (G)
dS(x,y)
dG(x,y)
. We say that S is a t-spanner of G if the stretch of S is at most t. There
is a simple greedy algorithm, called path greedy, to find a t-spanner of a graph G: considering all pairs
of vertices (x, y) in G in increasing weight order and adding to the spanner edge (x, y) whenever the
distance between x and y in the current spanner is at least t · w(x, y).
We call a complete graph Kr a minor of G if Kr can be obtained from G by contracting edges, deleting
edges and/or deleting vertices. A graph G is Kr-minor-free, if it excludes Kr as a minor for some fixed
r. We sometimes omit prefix Kr in Kr-minor-free when the value of r is not important in the context.
We also consider geometric graphs in our paper. Let P be a point set of n points in Rd. We denote
by ||p, q|| the Euclidean distance between two points p, q ∈ Rd. A geometric graph G for P is a graph
with V (G) = P and w(u, v) = ||u, v|| for every edge (u, v) ∈ V (G). Note that G may not be a complete
graph. For geometric graphs, we use the term vertex and point interchangeably.
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We use [n] and [0, n] to denote the sets {1, 2, . . . , n} and {0, 1, . . . , n}, respectively.
3 Lightness Lower Bounds
In this section, we provide lower bounds on light (1+) spanners to prove Theorem 1.2 and Theorem 1.13.
Interestingly, our lower bound construction draws a connection between geometry and graph spanners:
we construct a fractal-like geometric graph4 of weight Ω(MST
2
) such that it has treewidth at most 4 and
any (1 + )-spanner of the graph must take all the edges.
Theorem 3.1. For any n = Ω(Θ(1/)) and  < 1, there is an n-vertex graph G of treewidth at most 4
such that any light (1 + )-spanner of G must have lightness Ω( 1
2
).
Before proving Theorem 3.1, we show its implications in Theorem 1.2 and Theorem 1.13.
Proof: [Proof of Theorem 1.13] Le (Theorem 1.3 in [34]), building upon the work of Krauthgamer,
Nguy˜ˆen and Zondier [32], showed that graphs with treewidth tw has a 1-spanner oracle with weak spar-
sity O(tw4). Since the treewidth of G in Theorem 3.1 is 4, it has a 1-spanner oracle with weak sparsity
O(1); this implies Theorem 1.13. 
Proof: [Proof of Theorem 1.2] First, construct a complete graph H1 on r − 1 vertices whose spanner
has lightness Ω( r ) as follows: Let X1 ⊆ V (H1) be a subset of r/2 vertices and X2 = V (H1) \ X1. We
assign weight 2 to every edge with both endpoints in X1 or X2, and weight 1 to every edge between
X1 and X2. Clearly MST(H1) = 1 + (r − 2)2. We claim that any (1 + )-spanner S1 of H1 must
take every edge between X1 and X2; otherwise, if e = (u, v) is not taken where u ∈ X1, v ∈ X2, then
dS(u, v) ≥ dH1−e(u, v) = 1 + 2 > (1 + )dG(u, v). Thus, w(S) ≥ |X1||X2| = Ω(r2). This implies
w(S) = Ω( r )w(MST(H1)).
Let H2 be an (n− r+ 1) vertex graph of treewidth 4 guaranteed by Theorem 3.1; H2 excludes Kr as
a minor for any r ≥ 6. We scale edge weights of H1 appropriately so that. w(MST(H2)) = w(MST(H1)).
Connect H1 and H2 by a single edge of weight 2w(MST(H1)) to form a graph G. Then G excludes Kr
as minor (for r ≥ 5) and any (1 + )-spanner must have lightness at least Ω( r + 12 ). 
We now focus on proving Theorem 3.1. The core gadget in our construction is depicted in Figure 1.
Let Cr be a circle on the plane centered at a point o of radius r. We use
>
ab to denote an arc of Cr with
two endpoints a and b. We say
>
ab has angle θ if ∠aob = θ.We use |>ab| to denote the (arc) length of>ab,
and ||a, b|| to denote the Euclidean length between a and b.
By elementary geometry and Taylor’s expansion, one can verify that if
>
ab has angle θ, then:
|>ab| = θr
||a, b|| = 2r sin(θ/2) = rθ(1− θ2/24 + o(θ3))
||a, b|| = 2 sin(θ/2)
θ
|>ab| = (1− θ2/24 + o(θ3))|>ab|
(6)
Core Gadget The construction starts with an arc ab of angle
√
 of a circle Cr. W.o.l.g, we assume
that 1 is an odd integer. Let k =
1
2(
1
 + 1). Let {a ≡ x1, x2, . . . , x2k ≡ b} be the set of points, called break
points, on the arc ab such that ∠xioxi+1 = 3/2 for any 1 ≤ i ≤ 2k − 1.
4A graph is geometric if the vertex set is a set of point in Rd and the weight of each edge is the distance between its
endpoints in Rd.
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Figure 1: The core gadget
Let Hr be a graph with vertex set V (Hr) = {x1, . . . , x2k}. We call x1 and x2k terminals of Hr. For
each i ∈ [2k − 1], we add an edge xixi+1 of weight w(xixi+1) = ||xi, xi+1|| to E(Hr). We refer to edges
between xixi+1 for i ∈ [2k−1] as short edges. For each i ∈ [k], we add an edge xixi+k of weight ||xi, xi+k||.
We refer to these edges as long edges. Finally, we add edge ||x1, xk|| of E(Hr), that we refer to as the
terminal edge of Hr. We call Hr a core gadget of scale r. See Figure 1(a) for a geometric visualization of
Hr and Figure 1(b) for an alternative drawing of Hr.
We observe that:
Observation 3.2. Hr has the following properties:
1. For any edge e ∈ E(Hr), we have:
w(e) =

2r sin(3/2/2) if e is a short edge
2r sin(k3/2/2) if e is a long edge
2r sin(
√
/2) if e is the terminal edge
(7)
2. w(MST(Hr)) ≤ r
√
.
3. w(Hr) ≥ r6√ when  1.
Proof: We only verify (3); other properties can be seen by direct calculation. By Taylor’s expansion,
each long edge of Hr has weight w(e) = 2 sin(
1
4(
√
 + 3/2)) = r2(
√
 + o()) ≥ r√/3 when  < 1. Since
Hr has k long edges, w(Hr) ≥ kr
√
/3 ≥ r
6
√

.
We claim that Hr has small treewidth.
Claim 3.3. Hr has treewidth at most 4.
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Proof: We construct a tree decomposition of width 4 of Hr. In fact, we can construct a path decompo-
sition of width 3 for Hr. Let B1, . . . , B2k−2 be set of vertices where B2i−1 = {x2i−1, x2i+k−1, x2i+k} and
B2i = {x2i−1, x2i+k, x2i} for each i ∈ [k− 1] (see Figure 1(c)). We then add x1 and xk to every Bi. Then,
P = {B1, . . . , B2k−2} is a path decomposition of Hr of width 3.
Remark: It can be seen that Hr has K4 as a minor, thus has treewidth at least 3. Showing that Hr has
treewidth at least 4 needs more work.
Lemma 3.4. There is a constant c such that any (1 + /c)-spanner of Hr must have weight at least
w(MST(Hr))
6
.
Proof: Let e be a long edge of Hr and Ge = Hr \ {e}. We claim that the shortest path between e’s
endpoints in Ge must have length at least (1 + /c)w(e) for some constant c. That implies any (1 + /c)-
spanner of Hr must include all long edges. The lemma then follows from Observation 3.2 since Hr there
are at least 1/2 long edges, and each has length at least w(MST(Hr))/3 for  1.
Suppose that e = xixi+k. Let Pe is a shortest path between xi and xi+k in Ge. Suppose that
w(Pe) ≤ (1 + /c)w(e). Since the terminal edge has length at least 3/2w(e), Pe cannot contain the
terminal edge. For the same reason, Pe cannot contain two long edges. It remains to consider two cases:
1. Pe contains exactly one long edge. Then, it must be that Pi = {xi, xi+1, xi+k+1, xi+k}5 or Pi =
{xi, xi−1, xi+k−1, xi+k}. In both case, w(Pi) = w(e) + 4r sin(3/2/2) ≥ w(e)(1 + 2 sin(
3/2/2)
sin(k3/2/2)
) ≥
(1 + 2)w(e).
2. Pe contains no long edge. Then, Pe = {xi, xi+1, . . . , xi+k}. Thus we have:
w(Pe)
w(e)
=
2kr sin(3/2/2)
2r sin(k3/2/2)
= 1 + /96 + o()
≥ 1 + /100
Thus, by choosing c = 100, we derive a contradiction.
Proof of Theorem 3.1 The construction is recursive. Let H1 the core gadget of scale 1. Let s1 (`1)
be the length of short edges (long edges) of H1. Let x
1
1, . . . , x
1
k be break points of H1. Let δ be the ratio
of the length of a short edge to the length of the terminal edge. That is:
δ =
||x11, x12||
||x11, x12k||
=
sin(3/2/2)
sin(
√
/2)
= + o() (8)
Let L = 1 . We construct a set of graphs G1, . . . , GL recursively; the output graph is GL. We refer to
Gi is the level-i graph.
Level-1 graph G1 = H1. We refer to breakpoints of H1 as breakpoints of G.
Level-2 graph G2 obtained from G1 by: (1) making 2k − 1 copies of the core gadget Hδ of scale δ, (2)
for each i ∈ [2k − 1], attach each copy of Hδ to G1 by identifying the terminal edge of Hδ and the edge
between two consecutive breakpoints x1ix
1
i+1 of G1. We then refer to breakpoints of all Hδ as breakpoints
5indices are mod 2k.
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Figure 2: Two-leveled construction.
of G2. (See Figure 2.) Note that by definition of δ, the length of the terminal edge of Hδ is equal to
||x1i , x1i+1||. We say two adjacent breakpoints of G2 consecutive if they belong to the same copy of Hδ in
G2 and connected by one short edge of Hδ.
Level-j graph Gj obtained from Gj−1 by: (1) making (2k− 1)j copies of the core gadget Hδj−1 of scale
δj−1, (2) for every two consecutive breakpoints of Gj−1, attach each copy of Hδj−1 to Gj−1 by identifying
the terminal edge of Hδj−1 and the edge between the two consecutive breakpoints. This completes the
construction.
We now study properties of GL. We first claim that:
Claim 3.5. GL has treewidth at most 4.
Proof: Let T1 be the tree decomposition of G1 of width 5, as guaranteed by Claim 3.3. Note that for
every pair of consecutive breakpoints x1i , x
1
i+1 of G1, there is a bag, say Xi, of T1 contains both x
1
i and
x1i+1. Also, there is a bag of T1 containing both terminals of T1.
We extend the tree decomposition T1 to a tree decomposition T2 of G2 as follows. For each gadget Hδ
attached to G1 via consecutive breakpoints x
i
1, x
1
i+1, we add a bag B = {xi1, x1i+1}, connect B to Xi of
T1 and to the bag containing terminals of the tree decomposition of Hδ. Observe that the resulting tree
decomposition T2 has treewidth at most 4. The same construction can be applied recursively to construct
a tree decomposition of GL of width at most 4.
Claim 3.6. w(MST(GL)) = O(1)w(MST(H1)).
Proof: Let r() be the ratio between MST(H1) and the length of the terminal edge of H1. Note that
MST(H1) is a path of short edges between x
1
1 and x
1
2k. By Observation 3.2, we have:
r() ≤ r
√

2r sin(
√
/2)
= 1 + /24 + o() ≤ 1 +  (9)
when   1. When we attach copies of Hδ to edges between two consecutive breakpoints of G1, by re-
routing each edge of MST(H1) through the path MST(Hδ) between Hδ’s terminals, we obtain a spanning
tree of G2 of weight at most r()w(MST(H1)) ≤ (1 + )w(MST(H1)). By induction, we can show that:
w(MST(Gj)) ≤ (1 + )w(MST(Gj−1)) ≤ (1 + )j−1w(MST(H1)) (10)
Thus, we have w(MST(GL)) ≤ (1 + )L−1w(MST(H1)) = O(1)w(MST(H1)).
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Let S be an (1 + /100)-spanner of GL (c = 100 in Lemma 3.4). By Lemma 3.4, S includes every
long edge of all copies of Hr for every scale r in the construction. Recall that ||x11, x12k|| is the terminal
edge of G1. Let Lj be the set of long edges of all copies of Hδj−1 added at level j. Since
MST(G1)
||x11,x12k||
= r(),
we have:
w(MST(G1) =
r()
r()− 1
(
w(MST(G1))− ||x11, x12k||
) ≥ 24

(
w(MST(G1))− ||x11, x12k||
)
(11)
By Lemma 3.4, we have:
w(L1) ≥ 1
6
w(MST(G1)) ≥ 4
2
(w(MST(G1))− ||x11, x12k||)
w(L2) ≥ 4
2
(w(MST(G2))−MST(G1))
. . .
w(Lj) ≥ 4
2
(w(MST(Gj))− w(MST(Gj−1)))
(12)
Thus, we have:
w(S) ≥
L∑
j=1
w(Lj) ≥ 1
42
(w(MST(GL))− ||x11, x12k||) ≥
w(MST(GL))
42
(13)
By setting  ← /100, we complete the proof of Theorem 3.1. The condition on n follows from the
fact that GL has |V (GL)| = O((2k − 1)L) = O((1 )
1
 ) vertices. 
4 Fast Constructions of Light Spanners
In this section, we design fast algorithms to construct spanners for general graphs (Theorem 1.5) and
minor-free graphs (Theorem 1.3). The construction follows the same iterative clustering framework
proposed by Chechik and Wulff-Nilsen [11] for general graphs with stretch t = (2k− 1)(1 + ), called CW
construction.
4.1 Exposition of Existing Techniques
As CW construction [11] and the fast implementation of CW construction [1] are directly related to our
construction, we review their constructions here.
CW construction First, CW propose a weight reduction technique to reduce to the case where the
weight of every edge is in [1, gk] for some sufficiently big constant g and MST edges have weight exactly
1 each. Then, they partition the edge weight into k intervals {[1, g], . . . , [gi, gi+1], . . . , [gk−1, gk]}; edges
of weight in interval Ii = [g
i, gi+1] are called level-i edges. Associated with each interval Ii is a collection
of clusters Ci, called level-i clusters, where each cluster C ∈ Ci has diameter Θ(kgi) and at least Θ(kgi)
vertices.
The clusters in Ci induce a cluster graph Ki where each vertex is a level-i cluster and an edge between
two clusters has weight in Ii. (Ki is made simple by removing parallel edges.) Level-(i + 1) clusters are
constructed by grouping nodes of Ki in two steps. In the first step, each high degree node, that has degree
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at least some big constant ∆, and its neighbors are grouped into a level-(i+1) clusters. Low degree nodes,
those of degree less than d, are grouped into level-i+ 1 clusters greedily.
For each low degree node at level-i, it needs to pay for up to ∆ level-i edges, called light edges, of total
weight at most ∆ · gi+1 = O(gi+1) while it has at least Ω(kgi) vertices; thus, each vertex must pay for
O(g
i+1
kgi
) = O( 1k ) weight. Since there are only k levels, the total weight come from light edges that each
vertex must pay for is O(1). That implies the total weight of light edges is O(n) = O(MST). (Recall that
each MST edge has weight 1.) This argument is the main reason why level-i clusters must have diameter
Θ(kgi).
For each high degree node Ci at level-i, by grouping Ci and its neighbors into a level-(i+1) cluster Ci+1,
the total diameter reduced by
∑
C∈Ci+1 Dm(C)−Dm(Ci+1) = Ω(|Ci+1|kgi−1) (Lemma 5.2 in [11]). (|Ci+1|
is the number of level-i clusters in Ci+1.) This diameter reduction means that at least Ω(|Ci+1|kgi−1)
vertices are not participating in lightness chargings of future levels, called leftover vertices. If each level-i
cluster is only incident to at most n1/k edges in Ki, then the total weight of all the incident edges is
n1/k|Ci+1|gi+1. Thus, we can charge this weight to all leftover vertices, and each is charged O(n1/k/k)
weight, and hence total lightness is O(n1/k/k). But there is no reason to expect that a level-i cluster is
incident to only O(n1/k) edges, even on average. One idea is to apply the greedy algorithm for constructing
(2k−1)(1+ )-spanners to the subgraph of Ki induced by high degree nodes to reduce the average degree
to O(n1/k), and add all the edges of the greedy spanner to the final spanner. However, the stretch of
level-i edges is blown up to O(k2) in the spanner as the diameter of each level-i clusters is Ω(k) time the
weight of the edge. CW resolve this issue by going back and constructing a (2k − 1)(1 + )-spanner at
level i− logg(k/) for level-i edges since clusters at this level have diameter roughly O() time the weight
of level-i edges. This, however, yields a complicated argument since it is much harder to relate diameter
reduction and the weight of the spanner for level-i edges using a spanner at level i− logg(k/).
Fast implementation of CW construction by Alstrup et a. [1] There are several constructions
in the work of Alstrup et al. [1] that offer different trade-offs between stretch, lightness and running
time. The construction that is most relevant to our work is the implementation of CW construction6.
Their focus is on the graph with weight in the range [1, gk]. Most steps of the CW construction can
be implemented efficiently, except those where the greedy (2k + 1)(1 + )-spanner is called. Their main
insight is that CW construction called the greedy algorithm on graphs with edges in range [a, k a] for
some a and hence, one can find a (2k + 1)(1 + )-spanner on these graphs in O(m+ n log n) time at the
cost of an O(log k ) = O(log k) in the lightness. Thus, it remains unclear whether one can implement
CW construction in O(m+ n log n) time without a factor O(log k) in the lightness.
4.2 High Level Ideas of Our Construction
In the CW construction, it is crucial that the diameter of level-i clusters are roughly Θ(k) times the
weight of level-i edges for the amortized argument to work in bounding the total weight of light edges
(edges incident to low degree level-i clusters); specifically, if the diameter of i-level clusters exceeds the
weight of level-i edges by a factor of x, then the lightness bound due to light edges incurred in each level
of the hierarchy is O(n1/k/x), and since the number of levels is k, we need to take x = Θ(k) to achieve
a lightness bound of O(n1/k) for the light edges. This factor k overhead to the diameter causes another
significant hurdle: when handling edges incident to high degree level-i clusters, since the diameter of
level-i clusters is too big, CW must go back to level i− logg(k/) to decide which level-i edges should be
added to the spanner. Clusters at level (i− logg(k/)) have diameter Θ(gi) which is at most Θ() time
the weight of level-i edges.
6Other constructions either have near quadratic running time or stretch O(k) instead of (2k − 1)(1 + )
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In our construction, we follow a different variant of CW iterative clustering proposed by Borradaile,
Le, and Wulff-Nilsen [7], called BLW technique. This technique was developed to analyze the lightness of
greedy (1 + )-spanners of Kr-minor-free graphs, and there are two important properties that BLW take
advantage of in their settings. First, the greedy algorithm guarantees that for any edge (u, v) taken to
the spanner, say S, and any (simple) path Puv between u and v in S − (u, v), (1 + )w(u, v) ≤ w(Pu,v);
almost all fast constructions do not have this property. Second, the stretch is (1 + ) < 2 and hence,
there is no dependency on k of diameter of level-i clusters as in CW construction. (If k is constant, CW
construction can be made much simpler and in particular, we do not need to go back to level i− logg(k/)
to decide which level-i edges should be added to the spanner.)
Our insight is that it is possible to use BLW to construct level-i clusters of diameter independent of
k, even when k is not a constant. This is because BLW technique has a clever way to handle low degree
level-i clusters by grouping them into level-(i+1) clusters in such a way that the total diameter is reduced
by a constant fraction (depending on ). As a result, instead of taking the diameter of level-i clusters
to be at least k times the weight of level-i edges, we set the diameter of level-i clusters to be roughly 
times the weight of level-i edges. Specifically, level-i clusters in our construction have diameter O(Li)
while level-i edges have weight in (Li/(1 + ), Li]. (The exact value of Li is
w¯
i
for some scaling factor
w¯.) Consequently, when dealing with high degree level-i clusters, it suffices to restrict the attention to
the subgraph Hi induced by the high degree nodes of Ki. Specifically, we find a (2k − 1)-spanner Si for
Hi and add all edges of Si to the final spanner. Our construction is hence not only simper but also can
be implemented faster. This is because all level-i edges have almost the same length (up to a (1 + )
factor), and can be handled as an unweighted graph, by applying the linear time algorithm of Halperin
and Zwick [29].
There are some important details that we need to be careful in clustering low degree level-i clusters,
as running time is not relevant in BLW’s work. (Recall that they provide an analysis of the greedy
algorithm.) In particular, in clustering level-i clusters, BLW searched for a cluster by starting from a
level-i edge and considering the structure of the endpoints with respect to a spanning forest containing
the edge’s endpoints. The search could be very costly as in the worst case, one needs to explore a large
number of nodes. We instead restrict the search to a constant (depending on ) number of nodes close
to these endpoints and that makes our implementation efficient. As a result, the total running time of
our implementation is O(mpoly(1 )) = O(m), assuming that  is a (small) constant. The full details are
described in the following section.
4.3 A Fast Construction for General Graphs
In this section, we devise a nearly linear time algorithm to construct light spanners for general graphs
with stretch t = (2k − 1)(1 + ). First, we review several known constructions that we will use as black
boxes.
Theorem 4.1 (Halprin-Zwick [29]). Given an unweighted graph G with m edges, a (2k − 1)-spanner of
G with O(n1+
1
k ) edges can be constructed deterministically in O(m) time.
Denote by UWSpanner(G, 2k−1) the (2k−1)-spanner of an unweighted graph G(V,E) by Theorem 4.1.
We assume that the minimum edge weight of G(V,E) is 1. Let w¯ = w(MST)m . Let E
′ be the set of
edges with weight in the range [1, w¯/]. It’s possible that w¯/ < 1, and then this range is empty. Let
S′ = E′ ∪ E(MST). Observe that:
w(S′) ≤ (1 + 1

)w(MST). (14)
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That is, we can add all the edges of S′ into Esp without inducing much weight. Let E′′ = E(G)\E(S′).
Observe that w(e) ∈ (w¯/, w(MST)] = (w¯/,mw¯] for every e ∈ E′′.
Subdividing MST For each edge e ∈ MST of weight more than w¯, we subdivide e into dw(e)w¯ e edges
of equal weight (of at most w¯ each). The total number of edges of MST after the subdivision is O(m).
We denote the new graph after this step by G˜ = (V˜, E˜). Observe that E′′ still is the set of all edges of
weight larger than w¯/ of G˜.
Let I = dlog1/(m)e. Let Li = δw¯i where i ∈ [1, dlog 1 me] and δ > 1 is a parameter. We define a
family of sets of edges Eδ = {E1, . . . , EI} where:
Ei = {e ∈ E′′|w(e) ∈ ( Li
(1 + ε)
, Li]} (15)
Let E[δ =
⋃
i∈[1,I]Ei. The main goal of this section is to show that:
Theorem 4.2. Given any δ > 1, there is an O(mα(n)) time algorithm that finds a subset of edges
Esp ⊆ G such that w(Esp) = O(n1/k + 13 )w(MST) and:
dG[Esp](u, v) ≤ (2k − 1)(1 + )dG(u, v) (16)
for any edge (u, v) ∈ E[δ .
We next argue that Theorem 4.2 implies Theorem 1.5.
Proof: [Proof of Theorem 1.5] Let J = dlog1+(1 )e = O(1 log 1 ). For each j ∈ [1, J ], let δj = (1 + )j .
Observe that:
E1 = ∪Jj=1E[δj (17)
Let S1 = ∪j∈[1,J ]E(j)sp where E(j)sp is a spanner for edges in E[δj . By Theorem 4.2, we can construct S1 in
|J | ·O(m) = O(m) time Also by Theorem 4.2,
w(S1) = O(
1

log
1

)O(
n1/k

+
1
3
)w(MST) = O˜(
n1/k
2
+
1
4
)w(MST) (18)
Finally, by Equation 17 and Theorem 4.2, the stretch of every edge e ∈ E1 is at most (2k − 1)(1 + ),
hence S1 ∪ S0 is a (2k − 1)(1 + )-spanner of G. 
In what follows we prove Theorem 4.2. Initially, Esp contains every edge of weight at most w¯/0 in
G˜, and in particular, it contains all MST edges. We refer to the edges in Ei ∈ Eδ as level-i edges. Our
construction crucially relies on a hierarchy of clusters.
Definition 4.3 (Hierarchy of clusters). A hierarchy of clusters, denoted by H = {C0, C1, . . . , CI}, satisfies
the following properties:
• Covering Clusters in Ci, called level-i clusters, are vertex-disjoint subgraphs of G[Esp] and parti-
tion the vertex set of G˜ for i ∈ [1, I−1]. C0 is the set of singletons and CI contains a single subgraph
spanning every vertex of G˜.
• Refinement For each cluster C ∈ Ci where i ≥ 1, there is a subset of clusters B ⊆ Ci−1 such that
V (C) = ∪B∈BV (B).
• Diameter Each cluster C ∈ Ci has diameter at most gLi−1, for a sufficiently large constant g to
be determined later.
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We stress that the diameter property imposes only an upper bound on the diameter of clusters—the
diameter of level-i clusters could be asymptotically smaller than Li.
Since Li−1 = εLi, the diameter of level-i clusters is O() times the weight of level-i edges.
Remark 4.4. We stress that the new vertices, added as a result of subdividing the MST edges, are
regarded as vertices of G˜. Thus, the clusters in Ci span not only the original vertex set V of the graph
but also the subdividing vertices.
To obtain a fast construction, we will maintain for each cluster C ∈ Ci a representative vertex r(C).
The representative vertices are not vertices of G; they can be viewed as “dummy” or Steiner vertices
that are used to facilitate selecting level-i edges to Esp. For each vertex v ∈ C, we designate r(C) as the
representative of v, i.e., we set r(v) = r(C).
Level-1 clusters Let L0 = δw¯. We apply a simple greedy construction to break the MST into a
collection L of subtrees of diameter at least L0 and at most 5L0 as follows. (1) Repeatedly pick a vertex
v in a component T of diameter at least 4L0, break a minimal subtree of radius at least L0 with center
v from T , and add the minimal subtree to L. (2) For each remaining component T after step (1), there
must be an MST edge e connecting T and a subtree T ′ ∈ L formed in step (1); we add T ′ and e to T .
Lemma 4.5. Each subtree T ∈ L of MST has diameter at least L0 and at most 14L0.
Proof: In step (1), each subtree T in L has radius at most L0 + w¯ and hence diameter at most
2(L0+w¯) ≤ 4L0. In step (2), T is augmented by subtrees of diameter at most 4L0 via MST edges in a star-
like way. Thus, the augmentation in step (2) increases the diameter of T by at most 2(4L0 + w¯) ≤ 10L0;
this implies the lemma. 
Each subtree in L after step (2) will be a level-1 cluster. This step can be straightforwardly imple-
mented in O(|E(MST)|) = O(m) time.
Level-(i + 1) clusters Let Ki = Ki(Vi, Ei) be the graph where the vertex set Vi is the set of repre-
sentatives of level-i clusters and the edge set Ei corresponding to a subset of level-i edges, constructed
as follows. Initially, for each edge e = (u, v) ∈ Ei, we add an edge between r(u) and r(v) of weight
w(e). Then, we remove from Ei edges whose endpoints have the same representative, thereby removing
self-loops from Ki. We then keep Ki simple by removing all but one edge of minimum weight among
parallel edges. For each edge e ∈ Ei, we denote the edge in E(i, j) that corresponds to e by source(e).
Lemma 4.6. Ki can be constructed in O (α(n)(|V (Ki)|+ |Ei|)) time where α(.) is the inverse Ackermann
function.
Proof: For each edge e = (u, v), we compute the representative r(u), r(v). This can be done in O(α(m))
amortized time using Union-Find data structure. Thus, checking whether e’s endpoints in the same level-i
cluster by checking whether r(u) = r(v) takes O(1) time, and checking whether e = (u, v) is parallel to
e′ = (u′, v′) by comparing the representatives of their endpoints also takes O(1) time. 
We refer to vertices of Ki as nodes. For each node ν ∈ Ki, we denote by source(ν) the level-i cluster
C for which r(C) = ν.
For each node ν, we denote by Ei(ν) the set of edges incident to ν in Ki and denote by degi(ν) = |Ei(ν)|
the degree of ν in Ki. We call a node ν of Ki heavy if degi(ν) ≥ 2g and light otherwise. Let Vhv (Vli) be
the set of heavy (light) nodes. Let V+hv = Vhv ∪N [Vhv] and V−li = Vi \ V+hv.
In the first step, which has three smaller steps, we group all nodes in V+hv into level-(i+ 1) clusters.
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• Step 1A. This step has two mini-steps.
– (Step 1A(i). ) Let I ⊆ Vhv be a maximal 2-hop independent set over the nodes of Vhv, which
in particular guarantees that ν, µ ∈ I, NKi [ν] ∩ NKi [µ] = ∅. For each node ν ∈ I, form a
level-(i+ 1) cluster Ci+1 from ν, ν’s neighbors and incident edges, and add to Esp the edge set
Ei(v)7. We then designate any node in Ci+1 as its representative.
– (Step 1A(ii). ) We iterate over the nodes of Vhv \I that are not grouped yet to any (i+1)-level
cluster. For each such node µ ∈ Vhv \ I, there must be a neighbor µ′ that is already grouped
to a cluster C ′i+1; if there are multiple such vertices, we pick one of them arbitrarily. We add
µ and edge (µ, µ′) to C ′i+1, and add (µ, µ
′) to Esp. Observe that every heavy node is grouped
at the end of this step.
• Step 1B. For each node ν in V+hv that is not grouped in Step 1, there must be at least one neighbor,
say µ, of ν grouped in Step 1; if there are multiple such vertices, we pick one of them arbitrarily.
We add µ and the edge (ν, µ) to the level-(i+ 1) cluster containing ν. We then add edge (ν, µ) to
Esp.
• Step 1C. Add to Esp the following edge set:(
∪ν∈V+hv\VhvEi(ν)
)⋃
E(UWSpanner(Ki[Vhv], 2k − 1)) (19)
In calling procedure UWSpanner on Ki[Vhv], we disregard the weights of edges in Ki[Vhv].
Remark 4.7. We abuse notation by referring to subgraphs of Ki formed above as level-(i + 1) clusters.
To be more precise, the sources of these subgraphs are level-(i+ 1) clusters.
Lemma 4.8. Level-(i+ 1) clusters in Step 1 are subgraphs of G[Esp] of diameter at most 13Li and have
at least 2g nodes. Furthermore, the implementation can be done in O(|Ei|) time given Ki.
Proof: Each level-(i + 1) cluster contains at least one heavy node and all of it neighbors since I is a
2-hop independent set, and thus each such cluster has at least 2g nodes.
Observe that each level-(i + 1) cluster has hop-diameter8 at most 6. Recall that each level-i cluster
has diameter at most gLi−1 = gLi by diameter property. Thus the diameter of each level-(i+ 1) cluster
is at most 7gLi + 6Li ≤ 13Li, assuming that  < 1g .
For the construction time, first note that a maximal 2-hop independent set can be constructed via a
greedy linear time algorithm, hence Step 1A can be constructed in O(|Ei|) time. Steps 1B and 2 can be
implemented within this time in the obvious way. In Step 3, we apply the UWSpanner algorithm, whose
runtime is linear by Theorem 4.1, hence here too we get a runtime of O(|Ei|). Summarizing, the total
runtime is O(|Ei|). 
Let F1 be a forest with vertex set V−li and edges are MST edges; note that the vertices V−li of F1 are
the nodes that remain unclustered after Step 1. There could be more than one MST edge connecting two
level-i clusters; in this case, we keep only one (arbitrary) edge in F1. Note that MST edges have weight
at most w¯ and that the subdividing vertices (those subdividing the original MST edges) are included in
level-i clusters (see Remark 4.4). For the following claim, we can implement this step in O(mα(m,n))
time over all levels; this is because once an edge is thrown away at some level i (either as a self-loop or
7To be precise, we add to Esp the sources of edges in Ei(v).
8The hop-diameter of a graph is the maximum hop-distance over all pairs of vertices, where the hop-distance between a
pair of vertices is the minimum (hop-)length between them.
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a parallel edge), it will not be considered in subsequent levels. Inductively we can thus show that the
number of considered edges at level i due to this step is the size of V−li corresponding to the previous
level, and so the overall runtime (up to the α(m,n)) factor due to Union-Find) is linear in the sum of V−li
over all levels, which is a geometric sum, yielding a total runtime of O(mα(m,n)).
Lemma 4.9. F1 can be constructed in O(mα(m,n)) time.
Proof: Initially, F1 contains the nodes of Ki that remain unclustered after the first three steps. We then
examine each MST edge e = (u, v). We need to check whether r(u) 6= r(v) and r(u), r(v) ∈ V (F1), and
if so, we add edge (r(u), r(v)) to E[F1]. Using the Union-Find data structure, this can be implemented
within O(m · α(m,n) = O(m · α(m,n)) time overall. The resulting graph F1 may contain parallel edges.
Thus, for each component of F1, we compute a spanning tree and remove edges that do not belong to it;
the time required for this step is O(|E(F1)|) = O(m). Thus, the total runtime of constructing the forest
F1 is O(mα(m,n)). 
We assign each node ν of F1 a weight w(ν) = Dm(source(ν)) equal to the diameter of the corre-
sponding level-i cluster. We define the augmented weight of a path of F1 to be the total vertex and
edge weight. We define the augmented diameter of a (sub)tree T of F1, denoted by Adm(T ), to be the
maximum augmented weight of a path in T . Augmented radius and augmented distance are defined
analogously. A tree T ∈ F1 is said to be long if Adm(T ) ≥ 6Li and short otherwise. We say that a node
of a long tree T is T -branching if its degree in T is at least 3. (For brevity, we shall omit the prefix T
in “T -branching” whenever this does not lead to confusion.)
• Step 2. Pick a long tree T of F1 that has at least one T -branching node, say ν. We traverse T
starting at ν and truncate the traversal at nodes whose augmented distance from ν is at least Li,
which will be the leaves of the subtree. As a result, the augmented radius (with respect to the
center ν) of the subtree induced by the visited (non-truncated) nodes is at least Li and at most
Li + w¯. We then form a level-(i+ 1) cluster from the subtree induced by the visited nodes, remove
the subtree from T , and repeat this step until it no longer applies. We add to Esp all the edges of
Ei incident to (light) nodes of level-(i+ 1) clusters formed in this step.
Lemma 4.10. Level-(i + 1) clusters in Step 2 have diameter at least Li and at most 6Li when   1g .
Furthermore, Step 2 can be implemented in O(|V (F1)|) time given F1.
Proof: By construction, each level-(i+ 1) cluster C in Step 2 is a tree of radius at least Li and at most
Li + gLi + w¯, hence Li ≤ Dm(C) ≤ 2(Li + gLi + w¯) ≤ 6Li since w¯ < Li and  < 1g .
We next show that Step 2 can be implemented efficiently. We maintain a list B of branching nodes of
F1; all branching nodes can be found in O(|V (F1)|) time. Initially, nodes in B are unmarked. We then
repeatedly apply the following three steps:
1. Pick a node ν ∈ B; if ν is marked or no longer is a branching node, remove ν from B and repeat
until we find a branching, unmarked node. Let T be the tree containing ν.
2. We traverse T starting from ν until the augmented radius of the subtree induced by visited nodes,
denoted by Tν , is at least Li. It is possible that all nodes of the tree T containing ν are visited
before the radius gets to be Li, in which case we have Tν = T .
3. Mark every node of Tν , remove Tv from F1, and repeat these three steps.
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Clearly, maintaining the list B throughout this process can be carried out in O(|V (F1)|) time. Other
than that, each iteration of these three steps can be implemented in time linear in the number of nodes
visited during that iteration plus the number of edges in F1 incident to those nodes; note also that once a
node is visited, it will no longer be considered in subsequent iterations. It follows that the total running
time is O(|V (F1)|). 
Let F2 be F1 after Step 2. By the description of Step 2, we have:
Observation 4.11. Every heavy tree of augmented diameter at least 6Li of F2 is a (simple) path.
We call the paths of augmented diameter at least 6Li long paths. For each long path P ∈ F2, we color
their nodes red or blue. If a node has distance at most Li or hop distance at most
g
 − 1 from at least
one of the endpoints of P, then we color it red; otherwise, we color it blue. Observe that each red node
belongs to the suffix or prefix of P; the other nodes are colored blue.
For each blue node ν of P, we assign a subpath I(ν) of P, called the interval of ν, which contains all
the nodes within augmented distance (in P) at most Li and hop distance at most g from ν. By definition,
we have:
Claim 4.12. For any blue node ν, |I(ν)| ≤ 2g + 1 and Adm(I(ν)) ≤ 2Li. Furthermore, if |I(ν)| < g ,
Adm(I(ν)) ≥ (2− (3g + 2))Li
Proof: The upper bounds on the number of nodes in I(ν) and augmented diameter follow directly from
the construction. Thus, we focus solely on lower bounding Adm(I(ν)) when |I(ν)| < g . Let P be the
path containing I(ν). Let µ be an endpoint of I(ν). Let µ′ be the neighbor of µ in P \ I(ν); µ′ exists
since ν is a blue node. Observe that Adm(P[ν, µ′]) ≥ Li since |I(ν)| < g . Thus, we have:
Adm(P[ν, µ]) ≥ Li − w¯ − Dm(µ′) ≥ (1− (g + 1))Li
since w¯ ≤ εLi and Dm(µ′) ≤ gLi by the diameter property. Thus,
Adm(I(ν)) ≥ 2(1− (g + 1))Li − Dm(ν) ≥ (2− (3g + 2))Li,
as desired. 
We define the following two sets of edges with both blue endpoints:
Bfar = {(ν, µ) ∈ Ei \ Esp | color(ν) = color(µ) = blue and I(ν) ∩ I(µ) = ∅}
Bclose = {(ν, µ) ∈ Ei \ Esp | color(ν) = color(µ) = blue and I(ν) ∩ I(µ) 6= ∅}
(20)
We remark that the endpoints of edges in Bfar may belong to different paths.
• Step 3. Pick an edge (ν, µ) ∈ Bfar and form a level-(i + 1) cluster Ci+1 = {(ν, µ) ∪ I(ν) ∪ I(µ)}.
We add to Esp all edges in Ei incident to nodes in I(ν)∪I(µ). We then remove all nodes in Iν ∪Iµ
from the path or two paths containing ν and µ, update the color of nodes in the new paths, the
edge sets Bfar and Bclose, and repeat this step until it no longer applies.
Lemma 4.13. Level-(i + 1) clusters in Step 3 are subgraphs of G[Esp], of diameter at most 5Li when
 1g . Furthermore, Step 5 can be implemented in O((|V (F2)|+ |Ei|)−1) time.
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Proof: Since I(v) has agumented diameter at most 2Li by Claim 4.12, the total diameter of a level-(i+1)
cluster is at most Li + 2 · 2Li = 5Li.
Observe that for each path P, coloring all nodes of P can be done in O(|P|) time. Since the interval
associated with each blue node has O(1 ) nodes, listing intervals for all blue nodes can also be done in
O( |P| ). For each edge (ν, µ) ∈ Ei, we can check whether both endpoints are blue in O(1) time and
I(ν) ∩ I(µ) in O(−1) time. Thus, constructing Bfar and Bclose can be done in O(|Ei|−1) time.
For each edge (ν, µ) ∈ Bfar picked in Step 5, forming Ci+1 = {(ν, µ) ∪ I(ν) ∪ I(µ)} takes O(1) time.
When removing any such interval Iν from a path P, we may create two new sub-paths P1,P2, and then
need to recolor nodes, specifically, some blue nodes in the prefix and/or suffix of P1,P2 are colored red;
importantly, a node’s color may only change from blue to red, but it may not change in the other di-
rection. Since the total number of nodes to be recolored as a result of removing such an interval Iν is
at most 4g = O(
1
 ), the total recoloring running time is O(|V (F2)|−1). To bound the time required for
updating the edge sets Bfar and Bclose throughout this process, we note that edges are never added to
Bclose and Bfar. Specifically, when a node ν is colored from blue to red, we remove incident edges of ν
from Bclose and Bfar; this can be done in O(1 ) time per node ν since it has at most 2g = O(1 ) incident
edges. Once a node is added to Ci+1, it will never be considered again. Thus, the total running time
required for implementing Step 3 is O(|V (F2)|−1). 
Let F3 be F2 after Step 3.
• Step 4. Let Eli be set of edges incident to (light) nodes of F3. We add to Esp every edge in
Eli \Bclose. Let T be a tree of F3; observe that there must be an MST edge connecting T to a node
clustered in a previous step (see Remark 4.4).
– (Step 4A) If T has augmented diameter at most 6Li, let e be an MST edge connecting T and
a node in a level-(i+ 1) cluster C. We add both e and T to C.
– (Step 4B) Otherwise, the augmented diameter of T is at least 6Li and hence, it must be a path
by Observation 4.11. In this case, we greedily break T into subpaths of augmented diameter
at least Li and at most 2Li. If the prefix of T is connected to a node in a level-(i+ 1) cluster
C via an MST edge e, then we add that prefix and e to C; the same goes for the suffix. Each
of the remaining subpaths becomes an independent level-(i+ 1) cluster.
This completes our construction.
Lemma 4.14. Level-(i+ 1) satisfies all three properties in Definition 4.3 with g = 27.
Proof: Inductively, we assume that level-i clusters are subgraphs of G[Esp]. Let C be a level-(i + 1)
cluster. By examining each step of the construction, we observe that when C is formed, every edge of Ei
in C is added to Esp. Thus, C is a subgraph of G[Esp]; this implies the covering property. The refinement
property also follows directly from the construction.
We now show diameter property. If C is formed in Step 4B and becomes an independent (i +
1)-level cluster, then Dm(C) ≤ 2Li. Otherwise, excluding any augmentations to C due to Step 6,
Lemmas 4.8, 4.10, and 4.13 yield Dm(C) ≤ 13Li. At Step 6, we augment C with trees of diameter at
most 6Li (Step 4A) and/or with suffix or prefix subpaths of diameter at most 2Li (Step 4B). A crucial
observation is that any augmented tree or subpath is connected by an MST edge to a node that was
clustered to C at a previous step (Steps 1-3), hence all the augmented trees and subpaths are added to
C in a star-like way via MST edges. If we denote the resulting level-(i+ 1)-cluster by C ′, then we have
Dm(C ′) ≤ Dm(C) + 2w¯ + 2 · 6Li ≤ Dm(C) + 14Li ≤ 27Li,
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as desired. 
4.3.1 Running time analysis
We observe that |Vi| ≤ |Vi−1|/2 since each level-i + 1 cluster contains at least two nodes. This implies∑I
i=1 |Vi| = O(|V |) = O(m) and hence:
O(
I∑
i=1
|Vi|+
I∑
i=1
|Ei|) = O(m) (21)
Clearly Step 6 can be implemented in time O(|V (F3)|+ |Ei|) = O(|Vi|+ |Ei|). Lemmas 4.6, 4.8, 4.10,
and 4.13, the total running time to construct Ki and to implement Steps 1-4 is O((|Vi|+ |Ei|)−1). The
time to construct Fi over all levels is O(mα(m,n)). Thus the total running time is O(mα(m,n)−1)).
4.3.2 Stretch analysis
In this section we prove the stretch bound. It suffices to prove it for edges in Ei \ Esp.
Let e = (u, v) be an edge in Ei \Esp, let e be an edge of Ki corresponding to e and let ν and µ be e’s
endpoints in Ki.
Claim 4.15. If every edge in Ei has stretch t ≥ 1 in G[Esp], then every edge in Ei has stretch at most
t(1 +O()).
Proof: Let consider an edge e ∈ Ei \ Ei such that e 6∈ Ei (otherwise, e has stretch t). Then, either
both endpoints of e are in the same level-i cluster or there is another edge e′ with w(e′) ≤ w(e) parallel
to e (i.e., connecting the same two nodes in Ki). In the former case, there is a path of weight at most
gLi < Li when  <
1
g . In the latter case, since e
′ has stretch t, it follows that the shortest path between
the endpoints of e′ is of weight at most t · w(e′) ≤ tLi in G[Esp]. By adding the shortest paths between
the endpoints of e to the respective endpoints of e′ in ν and µ, we obtain a path of weight at most:
L˜i + 2gLi ≤ t(1 + 2g)Li ≤ t(1 + 2g)(1 + )w(e) = t(1 +O())w(e), (22)
as desired. 
By Claim 4.15, it remains to consider the case that e belongs to Ei. Since edge e does not belong to
Esp, either the two endpoints of e are heavy or e ∈ Bclose; we analyze each case separately.
If e ∈ Bclose, then I(ν) ∩ I(µ) 6= ∅, hence there is a path P of F of weight at most 2Li between e’s
endpoint. Since e = (u, v) belongs to Ei, it follows that there is a path of weight at most 2Li between u
and v in Esp. Thus, for any k ≥ 2, we have
dG[Esp](u, v) ≤ 2Li ≤ 2(1 + )w(e) < (2k − 1)(1 + )w(e). (23)
Otherwise, ν and µ are two different heavy nodes, and then the construction in Step 3 provides a path
P with at most (2k − 1) edges between ν and µ in Ki, where all the corresponding sources are added to
Esp. Since every edge of Ei has weight in (Li/(1+), Li], each edge e
′ ∈ P has weight at most (1+)w(e).
Since e = (u, v) belongs to Ei, it follows that there is a path between u and v in Esp of weight at most:
(2k − 1)(1 + )w(e) + (2k − 1)gLi ≤ (2k − 1)(1 + )w(e) + (2k − 1)g(1 + )w(e)
≤ (2k − 1) (1 + (2g + 1))w(e) (24)
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Summarizing, we have shown that if e = (u, v) belongs to Ei, there is a path between u and v in Esp
of weight at most (2k − 1) (1 + (2g + 1))w(e) = (2k − 1)(1 + O())w(e). By Claim 4.15, the stretch of
any edge in Ei is (2k − 1)(1 + O()). By setting ′ = /c where c is the constant behinds the big-O,
we obtain a spanner Esp with stretch at most (2k − 1)(1 + ′); in other words, we achieve a stretch of
(2k − 1)(1 + ) by increasing the lightness and running time by a constant factor.
4.3.3 Lightness analysis
We will bound the lightness of the spanner using the credit argument introduced by Boradaile, Le and
Wulff-Nilsen [7]. There are two main diffences in our argument. In [7], BLW used minor-freeness to
argue that each node in Vhv is responsible for paying the weight of O(r
√
log r) level-i edges of the greedy
spanner; here we use Theorem 4.1 to argue that each node Vhv must pay for O(n 1k ) level-i edges. Second,
we do not take any edge in Bclose to our spanner and this is because 2k − 1 > 2 when k ≥ 2 (see
Equation 23); in contrast, the greedy algorithm will take some edges in Bclose to (1+ )-spanner in BLW’s
setting. Hence, our overall argument is somewhat simpler.
The charging argument starts by allocating each MST (subdivided) edge (of weight at most w¯) c()w¯
credits, for some constant c() to be determined later. The total amount of allocated credits is:
c()w¯O(m) =
w(MST)
m
c()O(m) = O(c()w(MST)). (25)
The charging argument will transfer some credits allocated to MST edges to level-i clusters, starting
from level 1. Level-i clusters, after being allocated a sufficient amount of credits from level-(i−1) clusters
(or directly from MST edges in case i = 1), will spend those credits in two different ways: Part of the
credit is used to pay for the level-i spanner edges and the remaining part is transferred to level-(i + 1)
clusters. Level-(i+ 1) clusters spend the credit by following the same principle, and inductively, once we
get to level I, every spanner edge in Esp has been paid for. That is, the total weight of edges in Esp does
not exceed the total amount of credits that we allocated to MST edges, namely O(c()w(MST)), hence the
final lightness will be O(c()). In what follows we carry out this charging argument for c() = Θ(n
1/k
 +
1
3
).
We will maintain the following invariant for each i:
Credit Invariant Each level-i cluster C has at least c() max(Dm(C), Li−1) credits.
Recall that the diameter property implies that the diameter of any level-i cluster is upper bounded
by gLi−1, but its diameter may be much smaller asymptotically than Li−1. Since we do not impose a
lower bound on the diameter of clusters, in the Credit Invariant we lower bound the credit of C ∈ Ci both
in terms of the diameter of the cluster and in terms of Li−1.
For the basis of the induction, we show how to allocate credits to clusters in C1 in a manner satisfying
the Credit invariant. Let C be any cluster of C1. Recall that C is a subtree of MST. We allocate to C
credits of all MST edges in its diameter path D, which is a simple path (there may be more than one) in
C realizing the diameter of C. The total amount of credits allocated to C is at least∑
e∈D
c()w¯ ≥
∑
e∈D
c()w(e) ≥ c()w(D) = c()Dm(C) Lm. 4.5= c() max(Dm(C), L0).
For the induction step, we assume that level-i clusters satisfy the Credit Invariant and prove that
level-(i+1) clusters satisfy it as well. Let C be an arbitrary level-(i+1) cluster. We shall allocate credits
to C carefully, depending on the exact step and manner in which C has been formed. Note that when
we say that C is formed in a specific step, for example, Step 1, we mean that C includes the part formed
in Step 1 and the possible augmentation in Step 4A.
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• C is formed in Step 1. By Lemma 4.8, C contains at least 2g nodes (i.e., level-i clusters). We
take half the amount of credits of each level-i cluster in C and allocate them to C; by the induction
hypothesis, the total amount of credits allocated to C in this way is at least
2g

c()Li−1/2 ≥ gc()Li ≥ c() max(Dm(C), Li),
where the last inequality holds by the diameter property of level-(i + 1) clusters, In this way we
have allocated enough credits to satisfy the Credits invariant, but now we need to account for the
level-i spanner edges incident on nodes of C. At this stage each level-i cluster, say ν, has at least
c()Li−1/2) = c()Li/2 credits left. If ν ∈ Vhv, it must pay for O(n 1k ) level-i edges (of length Li
each) added to Esp in Step 3. The leftover credit of ν is sufficient when c() = Ω(
n1/k
 ). Any other
node ν of C has low degree, and hence at most 2g level-i edges incident on it for which it needs
to pay; the leftover credit of ν is sufficient when c() = Ω( g
2
). Recalling that c() = Θ(n
1/k
 +
1
3
)
completes the induction step in this case.
Remark 4.16. The argument above can be applied more generally, in any case where C has at least
2g
 level-i clusters, regardless of the exact step and manner in which C is formed. We henceforth
assume that C consists of less than 2g level-i clusters.
• C is formed in Step 2. By construction, C is a subtree of F1. Let D be a diameter path of C;
by Lemma 4.10, Dm(C) ≥ Li. The total amount of credits of level-i clusters and MST edges in D
is ∑
ν∈D
c()Dm(ν) +
∑
e∈D
c()w¯ ≥ c()Dm(D) = c()Dm(C) = c() max(Dm(C), Li) (26)
Thus, by allocating the credits of D to C, we maintain the Credit Invariant for C.
Since C contains a branching node ν, there must be at least one neighbor of ν, denoted by µ, which
does not belong to D. By Remark 4.16, C has less than 2g level-i clusters. By equally redistributing
the credits allocated to µ to all level-i clusters in C, each will get at least (c()Li−1)2g =
c()2Li
2g credits
as leftover. Each level-i cluster then uses its leftover credits to pay for its incident level-i edges
added to Esp; recalling that any cluster of C is a low degree node, there are at most
2g
 level-i edges
incident to it. Thus, the amount of leftover credits is sufficient when c() = Ω(4g
2
3
), which is indeed
the case.
Remark 4.17. Equation 26 also implies that for any subpath P of F1, the total credit of level-i
clusters and MST edges in P is at least c()Adm(P).
• C is formed in Step 3. Let D be a diameter path of C. There are two subcases:
– Case 1: D does not contain the edge (ν, µ). See Figure 3(a). In this case, D ⊆ F2. Thus, as in
the analysis given above for the case that C is formed in Step 2 (see Equation (26)), the credits
of level-i clusters and MST edges in D are sufficient to maintain the Credit Invariant for C.
Furthermore, I(ν)∩D = ∅ or I(µ)∩D = ∅. Focusing on I(ν) (wlog), if this interval contains
g/ i-level clusters, then it has at least gc()Li−1 = gLi credits. Otherwise, by Claim 4.12,
I(ν) has at least c()(2 − (3g + 2))Li ≥ c()Li credits assuming that  ≤ 13g+2 . In any case,
we have at least Li credits as leftover.
– Case 2: D contains the edge (ν, µ). See Figure 3(b). In this case at least two sub-intervals of
four intervals {I(ν) \ ν, I(µ) \ µ} are disjoint from D. By the same argument as in Case 1, at
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Figure 3: Illustration for the argument in Step 3.D is the diameter path and enclosed trees are agumented
to a Step 3 cluster in Step 4A. (a) D does not contain e. (b) (a) D contains e.
least c()(2− (3g + 2))Li ≥ Li credits are leftover. By assigning c()Li credits to edge (ν, µ),
we conclude that credits of level-i clusters and MST edges in D are sufficient to maintain the
Credit Invariant for C. Thus, at least c()(1 − (3g + 2))Li ≥ c()Li/2 credits are leftover
assuming that  < 12(3g+2) .
In both cases, at least c()Li/2 credits remain as leftover credits that we can equally redistribute to
every level-i cluster in C. Since there are less than 2g level-i clusters in C, each gets at least
c()Li
g
credits, which suffice to pay for at most 2g incident level-i edges when c() = Ω(
4g2
2
).
In summary, we have proved the following:
Observation 4.18. if C is formed in Steps 1-3, each level-i cluster in C has at least Ω(c()2Li) leftover
credits.
Remark 4.19. We may assume that each level-i cluster in a cluster originated in Steps 1-3 has at least
Ω(c()2Li) leftover credits after it pays for spanner edges considered in three cases above. This is because,
if a level-i cluster has x, say, leftover credits, we could use x/2 credits to pay for these spanner edges –
the asymptotic value of c() will not be changed – and retain the remaining x/2 credits. This credit will
be used to pay for incident edges of clusters in Step 4 in the argument below.
C formed in Step 4. Some of the clusters formed in Step 4 may be augmented to level-(i+1) clusters
that were formed in Steps 1-3. We first consider the special case where no cluster is formed in Steps 1-3.
Claim 4.20. If no cluster is formed in Steps 1-3, then F3 = F1, and this forest consists of a single (long)
path P, and V (P) = V (Ki). Moreover, every edge e ∈ Esp ∩ Ei must be incident to a level-i cluster in
P1 ∪ P2, where P1 and P2 are the prefix and suffix subpaths of P. Consequently, the leftover credits of
clusters formed in Step 4 can pay for all level-i edges in Esp, up to O(
1
2
) unpaid edges; the total weight
of all unpaid edges over all levels is O( 1
2
w(MST)).
Proof: We shall assume that no cluster is formed in Steps 1-3.
Since no cluster is formed in Step 1, V (F1) = V (Ki). Since no cluster is formed in Step 2, there is no
branching vertex in F3, thus F2 = F1 and it is a single (long) path P. Since no cluster is formed in Step
3, Bfar = ∅ and F3 = F1 is the path P, where V (P) = V (Ki).
Since Bfar = ∅ and edges in Bclose are not added to Esp, any edge e ∈ Esp ∩ Ei must be incident to
a red node. The augmented distance from any red node to at least one endpoint of P is at most Li by
definition, and hence any red node belongs to P1 ∪ P2.
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Let j ∈ {1, 2}. If |V (Pj)| ≥ 2g , then the leftover credits of level-i clusters in Pj can pay for its incident
level-i edges in Esp (see Remark 4.16). Otherwise, since each level-i cluster in this case is a low degree
node, it is incident to at most 2g edges of Ei, each of which has at least one endpoint in P1 ∪ P2. It
follows that the total number of unpaid edges is at most 2g · 2(2g − 1) = O( 12 ). Since level-i edges have
weight at most Li, the total weight of all unpaid edges over all levels is:
O
(
1
2
) I∑
i=0
Li = O
(
1
2
)
LI
I∑
i=0
i = O
(
1
2
)
w(MST)).

Having proved Claim 4.20, we henceforth assume that there is at least one cluster formed in Steps
1-3. We call level-(i+ 1) clusters formed from prefix or suffix of long paths affix clusters.
Consider a cluster X formed in Step 4, and as above denote by P1 and P2 the prefix and suffix
subpaths of P.
There are several cases and sub-cases to consider.
Suppose first that X is a subpath of a long path P in F3, where Li ≤ Adm(X) ≤ 2Li. As in the
analysis given above for the cases that C is formed in earlier steps (see in particular Equation (26)), the
credits of level-i and MST edges in X suffice to maintain the Credit Invariant for X. We argue that the
level-i edges incident to X can be paid for by other clusters.
If X is an affix cluster, w.l.o.g. X = P2, let P1 be the other affix.
Claim 4.21. P1 must be added to a cluster formed in Steps 1-3 in Step 4B.
Proof: By Observation 4.11, every tree T (in Step 4B) is a simple path, and so is P. Moreover it does
not have any branching node (otherwise we would take care of it at Step 2). As observed in Step 4, there
must be an MST edge connecting P to a node clustered in a previous step. Consequently, P must be
connected by an MST edge to a cluster that was formed in Steps 1-3, except when there is no cluster
formed in Steps 1-3; this case is already handled by Claim 4.20. If any such MST edge were to touch
a non-affix cluster of P, P could not be a simple path (and would have at least one branching node),
which is a contradiction to Observation 4.11. It follows that either the prefix or the suffix clusters are
connected by an MST edge to a node clustered in a previous step, and therefore at least one of the affix
clusters must be added to a cluster formed in Steps 1-3. 
By Claim 4.21, P1 is added to a cluster formed in Steps 1-3. By the diameter property, the diameter
of each level-i cluster is at most gLi−1 and each MST edge has weight at most Li−1, hence
|V(P1)| ≥ Adm(P1)
2gLi−1
≥ Li
2gLi−1
= Ω
(
1

)
(27)
Recall that we only use half of the leftover credits of each level-i cluster in P1 to pay for its incident
level-i edges (see Remark 4.19).
Thus, by Observation 4.18, the amount of remaining leftover credits of V (P1) is at least:
Ω
(
1

)
· Ω (c()2Li) = Ω (c()Li) (28)
We use this amount of credits to pay for edges incident to X; there are at most (2g )
2 = O( 1
2
) such
edges. Thus, it is sufficient when c() = Ω( 1
3
).
It remains to consider the case when X is not an affix cluster. In this case, we claim that every edge
incident to a level-i cluster in X is already paid for.
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Claim 4.22. If X is a non-affix cluster, then for every edge e ∈ Esp ∩Ei incident to a level-i cluster in
X, e is either incident to an affix cluster or a cluster formed in Steps 1-3.
Proof: Suppose that e is not incident to a cluster formed in Steps 1-3. Then e must be incident
to a level-i cluster in a long path P of F3. Since e 6∈ Bclose, at least one of the endpoints, say ν, of e
must have red color, i.e., ν ∈ P1∪P2, where P1 and P2 are the prefix and suffix of P. The claim follows.
In all cases, by choosing c() = Θ(n
1/k
 +
1
3
), we can pay for all edges in Esp. This implies lightness
bound in Theorem 4.2.
4.4 A Fast Construction for Minor-free Graphs
In this section, we prove Theorem 1.3. We use the same set up in the previous section. The following
theorem is analogous to Theorem 4.2.
Theorem 4.23. Given any δ > 1, there is an O(nα(n)) time algorithm that finds a subset of edges
Esp ⊆ G such that w(Esp) = Or( r + 13 )w(MST) and:
dG[Esp](u, v) ≤ (2k − 1)(1 + )dG(u, v) (29)
for any edge (u, v) ∈ E[δ .
By applying Theorem 4.23 for O(1 log
1
 ) different values of δ, we obtain Theorem 1.3; see the argument
in the previous section.
In proving Theorem 4.23, we use the same set up in the previous section until the construction of
level-(i+ 1) clusters That is, Lemma 4.5 holds.
Level-(i+ 1) clusters The constructions in Step 1A and 1B are exactly the same. In Step 1C, we do
the following:
• Step 1C. Add to Esp every edge incident to nodes in V+hv.
Recall that in Step 1C for general graphs, we applied the unweighted spanner construction with stretch
2k − 1 for Ki[Vhv]; this guarantees that on average, each node ν ∈ Vhv is incident to O(n 1k ) edges. As a
result, the overal stretch is (2k − 1)(1 + ). In minor-free graphs, we aim for stretch (1 + ) and hence,
we may need to retain all edges of Ki[Vhv]. The key observation is that Ki[Vhv] is a minor of the original
graph G and hence is Kr-minor-free. This implies that on average, each node ν ∈ Vhv is incident to O˜(r)
edges.
Steps 2 and 3 are exactly the same again. However, in Step 4 of the fast construction for general
spanners, we do not take any edge of Bclose to Esp; consequently, the stretch bound incurred by not taking
such edges to the spanner is 2(1 + ), but this does not exceed the required bound of t = (2k − 1)(1 + )
(see Equation 23). For minor-free graphs, however, we aim for stretch t = 1 + , hence we cannot simply
ignore edges in Bclose. (Recall that for every edge (ν, µ) ∈ Bclose, Iν ∩ Iµ 6= ∅; in this case, Iν and Iµ are
subpaths of the same path P of F3.) To guarantee a stretch of t = 1 + , we redefine the set far edges
B′far and the set of close edges B′close as follows:
B′close = {(ν, µ) ∈ Ei \ Esp | (ν, µ) ∈ Bclose and (1 + 6g)w(ν, µ) > Adm(P[ν, µ])}
B′far = {(ν, µ) ∈ Ei \ Esp | (ν, µ) ∈ Bfar or (ν, µ) ∈ Bclose \B′close}
(30)
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• Step 3B. Remove any edge e = (ν, µ) ∈ Bclose from Bclose such that (1 + 6g)w(e) > w(P[ν, µ]).
For any other edge e = (ν, µ) ∈ Bclose, we form a level-(i + 1) cluster Ci+1 = (ν, µ) ∪ Iν ∪ Iµ. We
add to Esp all edges in Ei incident to nodes in I(ν) ∪ I(µ). We then remove all nodes in Iν ∪ Iµ
from the path(s) containing ν and µ, update the color of nodes in the new paths, the edge set Bclose,
and repeat this step until it no longer applies.
The last step, Step 4, is identical to the construction for general graphs. We note that Lemma 4.14 still
holds in this setting as new clusters in Step 3B has diameter at most 5Li (the same proof in Lemma 4.13
applies here).
Lemma 4.24. The total running time to find Esp is O(nα(n)) where α(.) is the inverse Ackermann
function.
Proof: Step 1C can be straightforwardly implemented in O(|Ei|) time. Thus, the running time of the
first three steps is O(|Ei|) (see Lemma 4.8). Step 2 is unchanged, so Lemma 4.10 remains valid. For Step
3B, we note that P[ν, µ] ⊂ Iν ∪ Iµ and hence |V (P[ν, µ])| ≤ |Iν | + |Iµ| = O(g ). Thus, for each edge
(ν,mu) ∈ B′close, computing the weight of |V (P[ν, µ])| can be implemented in O(g ) = O(1 ) time. That is,
Lemma 4.13 holds for Step 3B as well. Thus, the total running time is still O(mα(n)−1) = O(nα(n)−1)
(see Equation 21). 
We next show that the stretch of the spanner is in check.
Lemma 4.25. The stretch of G[Esp] is 1 +O().
Proof: Let e be an edge in Ei \Esp and e is its corresponding edge in Ki. By Claim 4.15, we only need
to show that the stretch of e ∈ Ei is at most (1 +O()). However, the only case when e ∈ Ei \Esp is when
it is removed from Bclose in Step 3B since (1+6g)w(e) > w(P[ν, µ]). Hence, the stretch of e is 1+O().
Lightness analysis First, observe that:
Observation 4.26. Ki[Vhv] has O˜(r)|Vhv| edges.
Proof: Ki[Vhv] is a minor of G and hence, it excludes Kr as a minor. Thus, the observation follows
from the sparsity bound of Kr-minor-free graphs [36]. 
We use the credit argument and guarantee the same Credit Invariant for all level-i clusters. We now
show the invariant for level-(i+ 1) clusters; let C be such a cluster. The arguments for Steps 2 and 4 are
exactly the same and hence we do not repeat here; for Step 4, we need Observation 4.18 which can be
seen in the following argument.
• C is formed in Step 1 Since our construction is exactly the same in Steps 1A and 1B, by
the same argument, after maintaining Credit Invariant, each level-i cluster, say ν, has at least
c()Li−1/2) = c()Li/2 credits left. If ν ∈ Vhv, it must pay for O˜(r) level-i edges (of length Li
each) added to Esp in Step 1C. The leftover credit of ν is sufficient when c() = Ω˜(
r
 ).
• C is formed in Step 3B Let D be the diameter path of C. Recall that C contains only one level-i
edge e = (ν, µ). Let Pe = (ν, e, µ). Observe that:
w(P[ν, µ])− w(Pe)) > s · w(e)− w(ν)− w(µ) > 6g`i/2− 2g`i = g`i (31)
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We claim that if D contains both ν and µ, then it must contain e, since otherwise, D must contain
P[ν, µ] and by replacing P[ν, µ] by Pe we obtain a shorter path by Equation 31. Our goal is to
argue that the credit of at least one level-i is leftover after C maintains Invariant 1. We consider
two cases:
– Case 1 If D does not contain edge e, then (a) D ⊆ F3 and (b) |{ν, µ} ∩D| ≤ 1. Property (a)
implies that credits of level-i clusters and MST edges in D are sufficient to maintain Invariant
1 for C. Property (b) implies that the credit of at least one level-i cluster in {ν, µ} is leftover.
– Case 2 If D contains e, then we assign c()w(Pe) credits of P[ν, µ] to Pe. Thus, credits of
level-i clusters and MST edges in D are sufficient to maintain Credit Invariant for C. By
Equation 31, there are still c()g`i leftover credits which is at least the credit of at any level-i
cluster.
In both cases, at least c()Li−1 credits are leftover that we can equally distribute to every level-i
clusters in C; each gets at least at least c()
2Li
2g credits as leftover and hence Observation 4.18 follows.
The leftover credit of each level-i cluster can pay for the incident level-i edges when c() = Ω(4g
2
3
).
In all the cases, by choosing c() = Θ˜( r+
1
3
), we can pay for all edges in Esp; this implies Theorem 4.23.
5 Optimal Light Spanners
In this section, we present a unified approach to constructing light spanners. Interestingly, there is a
quantitative difference between stretch factors t ≥ 2 and 1 +  for  < 1. As a result, the arguments for
these stretch factors are also quite different from each other.
5.1 Stretch t ≥ 2
In this section, we prove Theorem 1.11. We start by giving high level ideas.
5.1.1 High Level Ideas
We first observe that the fast construction in Section 4.3 can be used to derive a weaker version of
Theorem 1.11 with worst dependency on : simply replace UWSpanner(Ki[Vhv], 2k − 1) by OG,t(T, 2Li
and hence, Equation 19 by: (
∪ν∈V+hv\VhvEi(ν)
)⋃
E(OG(T, 2Li, 4, t)) (32)
It is not hard to see that the stretch of the spanner is at most t(1 + O()); by scaling ′ = c for some
constant c, we get back stretch t(1 + ′). However, the lightness would be much worst.
O˜(
WsOG
2
+
1
4
) (33)
Our goal to improve the lightness of (1 + )t-spanners in to:
O(
WsOG

) ∀t ≥ 2 (34)
That is, we will completely remove the additive 1
4
factor and shave a 1 factor in the first term of
Equation 33. The idea is the following.
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In Step 1C of the efficient construction in Section 4.3, we use the linear time algorithm of Halperin
and Zwick to construct a (2k − 1)-spanner for high heavy node. Since the algorithm is applicable to
unweighted graphs only, every level-i edge must have almost the same weight – the weights are in range
( Li1+ , Li]– so that we can disregard the weights in the construction. If running time is not an issue, it
suffices to guarantee that level-i edges have weights in the range (Li/2, Li]. Specifically, we can define:
Eδ = {E1, . . . , EI} where Ei = {e ∈ E′′|w(e) ∈ (Li
2
, Li]} (35)
This definition Eδ reduces the number of possible values of δ from O(1 log 1 ) as in the proof of Theorem 1.5
to O(log 1 ). That is, we are able to shave the first O(log
1
 ) factor and bring the lightness down to
O˜(
WsOG
 +
1
3
).
Next we reduce the additive factor 1
3
to 1 . In the lightness analysis in Section 4.3, the factor
1
3
is due
to Step 2: each Step 2 cluster C is only guaranteed to have the credit of one level-i cluster as leftover (the
branching node). By redistributing the credit of this node to all other nodes in C, each has O(c()2Li)
leftover credits which are equivalent to Θ() fraction of its original credit. To shave a 1 factor in the
additive term, we need to group level-i clusters in a way that each node has Θ(1) fraction of its credits as
leftover. To this end, we use a more involved tree clustering procedure in our prior work [35]: the main
idea is to carefully construct sub-trees of F1 in a way that at least the credit of a constant fraction of
level-i clusters in each level-(i+ 1) cluster is leftover. Thus, the additive term is improved from 1
3
to 1
2
.
Now suppose that each level-i cluster ν has at least Θ(1) of its original credit as leftover; the precise
amount is Θ(c()Li). By definition of light nodes, ν could be incident to Θ(
1
 ) edges. That implies the
leftover credit can only pay for all the incident edges when c() = Ω( 1
2
). To shave the last 1 factor, we
have two additional ideas. First, we show that for each level-(i + 1) cluster C, we can remove all but a
constant number (independent of ) of vertices with both endpoints in C (Step 5B); in this argument, we
crucially make use of the fact that t ≥ 2. Second, we apply post-processing to guarantee that the total
number of level-i incident to nodes in C is O(1 ) (Step 5A). The two observations imply that each level-i
cluster needs to pay for at most O(1) edges on average. That is, we can choose c() = Θ(1 ). The final
lightness will thus be O(
WsOG
 +
1
 ) = O(
WsOG
 ).
5.1.2 The Construction
Recall that Eδ is defined in Equation 35 and E[δ = ∪Ii=1Ei. The following theorem improves the lightness
bound in Theorem 4.2.
Theorem 5.1. Given any δ > 1, in polynomial time, one can find a subset of edges Esp ⊆ G such that
w(Esp) = O(
WsOG,t
 )w(MST) and:
dG[Esp](u, v) ≤ t(1 + )dG(u, v) (36)
for any edge (u, v) ∈ E[δ .
We next argue that Theorem 5.1 implies Theorem 1.11.
Proof: [Proof of Theorem 1.11] Let J = dlog2(1 )e. For each j ∈ [1, J ], let δj = 2j . Observe that:
E1 = ∪Jj=1E[δj (37)
Let S1 = ∪j∈[1,J ]E(j)sp where E(j)sp is a spanner for edges in E[δj . By Theorem 5.1, we have
w(S1) = O(log
1

) ·O(WsOG,t

)w(MST) = O˜(
WsOG,t

)w(MST) (38)
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Finally, by Theorem 5.1, the stretch of every edge e ∈ E1 is at most t(1 + ), hence S1 ∪ S0 is a t(1 + )-
spanner of G. 
For the rest of this section, we focus on proving Theorem 5.1. We follow the same approach as in
Section 4.3: construct a hierarchy of clusters (see Definition 4.3) and add edges to Esp during the cluster
construction. The construction of level-1 clusters is exactly the same, and hence we do not repeat here.
Instead, we focus directly on constructing level-(i+ 1) clusters.
Level-(i + 1) clusters In Steps 1-4 below, we construct a set of candidate level-(i + 1) clusters. As
the name suggests, some candidate clusters become independent level-(i + 1) clusters, and some will be
merged together to make a bigger level-(i+ 1) cluster.
Let ζ to be a small constant – ζ = 1100 works. Recall that Ki(Vi, Ei) is the cluster graph. Heavy
nodes have degree in Ki at least 2gζ and light nodes otherwise. (We have an additional factor ζ in the
denominator in the definition of heavy nodes in this section.) Vhv (Vli) is the set of heavy (light) nodes.
Let V+hv = Vhv ∪ N [Vhv] and V−li = Vi \ V+hv. For each node ν ∈ V (Ki), the set of edges incident to ν is
denoted by Ei(v). For a subset of nodes V ⊆ V (Ki), we denoted by Ei(V) = ∪ν∈VEi(ν) the subset of edges
incident to at least one node in V.
• Step 1 We use the same construction in Steps 1A and 1B in Section 4.3.
The goal of Step 1, we group all heavy nodes and their neighbors to candidate level-(i + 1) clusters.
However, we delay adding edges to Esp, i.e, we do not have Step 1C here. This is because, if we add to
Esp every edge incident to each (light) node ν ∈ V+hv \ Vhv as in Step 1C, c() needs to be Ω( 12 ) since ν
has at most c()Li credits (assuming the Credit Invariant) while the total weight of edges incident to
ν is O(g )Li. In fact, we need to be more careful in choosing edges to add to Esp: if there are so many
edges, Ω(1ε ) say, incident to a level-i cluster, we will add to the set of nodes for which we construct a
sparse spanner oracle, and hence each node only need to pay for O(WsO)Li weight. This reduces the lower
bound of c() to O(WsO ).
Let F1 be the forest of level-i clusters after Step 1 – nodes of F1 are unclustered light nodes of Ki
and edges of F1 are MST edges. We do not reuse Step 2 in the efficient construction as the resulting
cluster only has the credit of one node as leftover; this causes the value of c() must be at least Ω(1 ).
Instead, we use a more sophisticated construction (Lemma 5.2 below) in [35] as a preprocessing so that
in following steps, we can guarantees that credits of at least Ω(1 ) level-i clusters are leftover.
Lemma 5.2 (Section 6.3.2 in [35]). Let T be a tree with vertex weight and edge weight. Let L, η, ζ be three
parameters where η  ζ  1. Suppose that for any vertex v ∈ T and any edge e ∈ T , w(e) ≤ w(v) ≤ ηL.
There is a polynomial time algorithm that finds a collection of vertex-disjoint subtrees U = {T1, . . . , Tk}
of T such that:
(1) Adm(Ti) ≤ 2ζL for any 1 ≤ i ≤ k.
(2) BT ⊆ ∪i∈[k]V (Ti) where BT is the set of T -branching vertices of T .
(3) Each Ti contains a Ti-branching vertex ri and three vertex disjoint paths P1, P2, P3 that have ri as
the same endpoint, such that Adm(P1 ∪ P2) = Adm(Ti) and Adm(P3 \ {ri}) = Ω(Adm(Ti)).
(4) Let T be obtained by contracting each subtree of C into a single node. Then each Tˆ -branching node
corresponds to a sub-tree of augmented diameter at least ζL.
Recall that augmented weight of a path is the total vertex weight and edge weight of the path. We
note that the collection of subtrees U in Lemma 5.2 may not contain every vertex of T .
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• Step 2 For every tree T ∈ F1 of augmented diameter at least ζLi, we construct a collection of
subtree UT = {T1, . . . , Tk} of T using Lemma 5.2 with η = g and ζ. For each subtree Tj ∈ UT
where j ∈ [1, k], if Adm(Tj) ≥ ζLi, we make Tj a candidate level-(i+ 1) cluster.
We choose the augmented diameter threshold ζLi, instead of Li as in the efficient construction, to
process trees in F1. As we will see later, having a small threshold help us in showing that there are only
a few level-i edges between nodes in the same level-(i+ 1) cluster.
By Item (2) of Lemma 5.2, we can show that every Step 2 cluster has credits of at least Ω(1 ) clusters
as leftover. Again, each node of Tj could be incident to Ω(g ) level-i edges. In such case, nodes in Tj will
be added to X . We then can show that every level-i cluster grouped in Step 2 that is not added to X
only need to pay for O(1) level-i edges on average.
Let F2 be the forest obtained from F1 as follows. For each tree T ∈ F1, let U¯T ⊆ UT be the set of
subtrees that are unclustered in Step 2. Let U¯F1 = ∪T ∈F1U¯T . F2 is obtained from F1 by (1) removing
every clustered node in Step 2 from F1 and (2) contracting each subtree T ′ ∈ U¯F1 into a single node,
called a contracted node, with weight equal to the augmented diameter of T ′. Note that there might be
nodes of F1 that are not in any tree of U¯F1 ; we say such a node noncontracted.
Claim 5.3. Every tree in F2 of augmented diameter at least ζLi is a path.
Proof: Let T be a tree of F2 of augmented diameter at least ζLi. Suppose that T has a branching
node, say ν¯. By Item (2) in Lemma 5.2, ν¯ must be a contracted node. By Item (4) in Lemma 5.2, the
augmented diameter of the tree Tν¯ corresponds to ν¯ must be at least ζLi. However, by the construction of
Step 2, Tν¯ will be clustered and hence removed in the construction of F2; this contradicts that ν¯ is in F2.
To avoid confusion with nodes that are used to refer to level-i clusters, we called nodes in F2 supern-
odes. Step 3 of our construction is applied to F2. We call paths in F2 of augmented diameter at least ζLi
long paths. For each long path P ∈ F2, we color their supernodes red or blue: a supernode has distance
at most Li from at least one of the endpoints of P has blue color and otherwise, has red color9. (It could
be that every node in P has red color.)
For each blue supernode ν¯ of P, we assign a subpath I(ν¯) of P, called the interval of n¯u, which
contains all the supernodes within augmented distance (in P) at most Li from ν¯. By using the same
argument in Claim 4.12, we have:
Claim 5.4. For any blue supernode ν¯, (2− (3ζ + 2))Li ≤ Adm(I(ν¯)) ≤ 2Li.
We define the following two sets of edges with both blue endpoints:
Bfar = {(ν¯, µ¯) ∈ Ei \ Esp | color(ν¯) = color(µ¯) = blue and I(ν¯) ∩ I(µ¯) = ∅}
Bclose = {(ν¯, µ¯) ∈ Ei \ Esp | color(ν¯) = color(µ¯) = blue and I(ν¯) ∩ I(µ¯) 6= ∅}
(39)
• Step 3. Pick an edge (ν¯, µ¯) ∈ Bfar and form a candidate level-(i+ 1) cluster A = {(ν¯, µ¯) ∪ I(ν¯) ∪
I(µ¯)}. We then add (ν¯, µ¯) to Esp. Finally, we remove all supernodes in I(ν¯) ∪ I(µ¯) from the path
or two paths containing ν and µ; update the color of supernodes in the new paths, the edge sets
Bfar and Bclose; and repeat this step until it no longer applies.
Let F3 be F2 after Step 3. Step 4 below is similar to Step 4 in Section 4.3; the main difference is the
diameter threshold in Step 4A, which is ζLi instead of 6Li.
9In Section 4.3, a blue node must be in hop distance g

from at least one of the endpoints of P; this constraint is used to
quickly color nodes. In this section, running time is not the main concern so we remove this constraint.
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• Step 4. Let T be a tree of F3; observe that there must be an MST edge connecting T to a
supernode clustered in a previous step (see Remark 4.4).
– (Step 4A) If T has augmented diameter at most ζLi, let e be an MST edge connecting T and
a node in a level-(i+ 1) cluster C. We add both e and T to C.
– (Step 4B) Otherwise, the augmented diameter of T is at least ζLi and hence, it must be a
path by Claim 5.3. In this case, we greedily break T into subpaths of augmented diameter at
least ζLi and at most 3ζLi
10. If the prefix of T is connected to a node in a level-(i+ 1) cluster
C via an MST edge e, then we add that prefix and e to C; the same goes for the suffix. Each
of the remaining subpaths becomes a candidate level-(i+ 1) cluster.
We still refer to a candidate cluster initially formed in Step j for some j ∈ [4] as a candidate Step j
cluster even though it is augmented in Step 4A.
Lemma 5.5. Let C be a candidate level-(i+ 1) cluster. If C is initiated in Steps 1 or 3, Dm(C) ≤ 17Li.
Otherwise, Dm(C) ≤ 5ζLi.
Proof: If C is a Step 4B cluster, then clearly Dm(C) ≤ 3ζLi. Observe that the augmentation in Step 4A
increases the diameter of each cluster by at most 2w¯ + 2ζLi ≤ 2(ζ + )Li ≤ 4ζLi as  < ζ. Thus, if C
is initiated in Step 2, Dm(C) ≤ 5ζLi. If C is initiated Steps 1 or 3, by the same argument in Lemma 4.8
and Lemma 4.13, Dm(C) ≤ 13Li + 4ζLi ≤ 17Li. 
After Step 4, all level-i clusters are grouped into level-(i + 1) clusters. However, we have not done
yet. We can show that the amount of leftover credit, if any, of a level-i cluster is at least Ω(c()Li).
Nevertheless, this is not sufficient for having c() = Θ(WsO ) since each (light) level-i cluster can be
incident to up to Θ(1 ) level-i edges. It is important to note that some level-i clusters, such as those in
Step 4B, do not have leftover credits since otherwise, we simply call the sparse spanner oracle on level-i
clusters so that, on average, each level-i cluster only needs to pay for O(WsOLi) weight. For those who
do not have leftover credits, their incident level-i edges must be paid for by other clusters.
Our idea is the following: If a level-(i + 1) cluster C is incident to more than 2gζ level-i edges – a
level-(i + 1) cluster C is incident to an edge if at least one node in C is incident to the edge– we can
merge C with neighboring clusters so that the resulting cluster has more than 2gζ nodes (and the total
diameter is still bounded by gLi for an appropriate choice of g). We then can show that each node in the
new cluster has at least Ω(c()Li−1) credits. ( The argument similar to the argument in Remark 4.16; the
only difference is the factor ζ in the denominator and this is due to a minor change in the credit invariant
below.) If C is incident to less than 2gζ level-i edges, with additional effort, we can show that C has Ω(
1
 )
nodes (see the argument for Equation 27), and hence the on average, each node in C only needs to pay
for O(1) number of level-i edges as desired. In this argument, we implicitly assume that the number of
level-i edges whose both endpoints are in C is O(1); such edges are said to be inside C. To this end, we
will argue that, except for Step 1 clusters, either there is no level-i edge inside C or we can discard all
but O(1) of them.
Let C be a candidate level-(i+ 1) cluster. We call C a heavy candidate cluster if it contains at least
2g
ζ level-i clusters – in particular, Step 1 clusters are heavy – or it is connected by level-i edges to at least
2g
ζ other candidate clusters; otherwise, we call C a light candidate cluster. Let Ki be a simple cluster
graph where V (Ki) are candidate clusters and there is an edge between two vertices if there is at least
one level-i edge between two corresponding candidate clusters. Note that there could be more than one
edges between two candidate clusters but we only keep (arbitrary) of them in Ki; as a result, a heavy
10Recall hat each MST edge has weight at most Li ≤ ζLi and each supernode has weight at most ζLi.
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candidate cluster may have less than 2gζ incident edges in Ki. We refer to vertices of Ki as mega nodes.
Let Vhv be the set of heavy candidate clusters and V
+
hv = Vhv ∪NKi [Vhv].
• Step 5. Let X = ∅. This step has three mini steps.
– (Step 5A) We apply the same construction in Steps 1A and 1B in Section 4.3 to construct a
collection of vertex-disjoint subtrees of Ki, denoted by {T1, . . . , Tk}, where each tree Tj has
hop-diameter at most 6, and ∪j∈[k]V (Tj) = V
+
hv. For each tree Tj with j ∈ [k], we do the
following: (i) make each tree Tj a level-(i+ 1) clusters, (ii) add level-i edges of Tj to Esp and
(iii) add level-i clusters in Tj to X .
– (Step 5B) For each light candidate cluster C ∈ V (Hi)\V
+
hv, we consider the set of level-i edges
incident to at least one vertex in C in an arbitrary linear order. For each edge e = (u, v) in
the order, if t · w(e) ≤ dG[Esp](u, v) we add e to Esp.
– (Step 5C) For each level-i cluster in X that is incident to at least one level-i edge, pick an
(arbitrary) subdividing vertex. Let T be the set of picked vertices. We then update Esp:
Esp ← Esp ∪ E(OG,t(T, 2Li)) (40)
This completes our construction.
Lemma 5.6. Level-i+ 1 clusters have diameter at most gLi for g = 125Li.
Proof: Let C be a level-(i+ 1) cluster. If C is formed in Step 5B, then Dm(C) ≤ 17Li by Lemma 5.5.
Otherwise, C is formed by a tree T of hop diameter at most 6 in Step 5A; in this case, by Lemma 5.5,
Dm(C) ≤ 6w¯ + 7 · 17Li ≤ 125Li. 
Lightness analysis We use the same set up in Section 4.3: each (subdivided) MST edge w¯ is allocated
c()w¯ credits so that the total allocated credit is O(c()MST). We will use these credits to allocate to
clusters and pay for spanner edges added to Esp. We will maintain the following (slightly different)
invariant:
Credit Invariant 2 Each level-i cluster C has at least c() max(Dm(C), ζLi−1) credits.
The credit lower bound of each cluster in Credit Invariant 2 is ζLi−1 instead of Li−1 since clusters in
Step 4B could have diameter at most ζLi−1.
Now we assume that level-i clusters satisfy the Credit Invariant and prove that level-(i + 1) clusters
satisfy it as well. (The base case is the same as the base case in the analysis in Section 4.3.) Let C be an
arbitrary level-(i+ 1) cluster.
Claim 5.7. If C is formed in Step 5A, it contains at least 2gζ level-i clusters.
Proof: Let T be the subtree of Ki that makes up C. By the construction in Steps 1A and 1B in
Section 4.3, T contains a heavy candidate cluster, say n¯u, and all of its neighbors. If n¯u is formed in Step
1, then it contains at least 2gζ level-i clusters and hence the same holds for C. Otherwise, by definition,
ν¯ has at least 2gζ neighbors in Ki. Thus, the claim holds. 
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We now show that except Step 5B clusters that are initiated in Step 4B, other level-(i + 1) clusters
can maintain their credit invariant and their level-i clusters have O(c()Li−1) leftover credits each.
Lemma 5.8. Let C be a level-(i+ 1) cluster. If C is not initiated in Step 4B, then level-i clusters in C,
after maintaining Credit Invariant 2 for C, have Ω(c()Li−1) leftover credits each.
Proof: We prove by case analysis.
• C is formed in Step 5A. By Credit Invariant 2, each level-i cluster in C has at least c()ζLi−1
credits. Thus, the total credit of half the number of level-i clusters in C, of value at least
g
ζc()ζLi−1 ≥ gc()Li ≥ c() max(Dm(C), ζLi−1), is sufficient to maintain Credint Invariant 2.
We then redistribute the credit of the remaining half to all level-i clusters in C, each has at least
c()ζLi−1/2 credits as leftover.
• C is a candidate cluster initiated in Step 2. Let T ⊆ F1 be the part of C that is formed in
Step 2; C is obtained from T by (possible) augmentation in Step 4A. By Item (2) of Lemma 5.2,
there is a T -braching node ν and three paths P1,P2,P3 sharing ν as the same endpoints such that
Adm(Pj \ {ν}) = Ω(Adm(T ))) = Ω(ζLi) for j ∈ [3].
For each tree T augmented in Step 4A, by uncontracting supernodes in T , we obtain a subtree of F1
of augmented diameter at most ζLi. Thus, C remains to be a subtree of F1 after the augmentation
in Step 4A since each tree is augmented to T via MST edges. Let P ⊆ F1 be the diameter path of
C; credits of nodes and edges of P suffices to maintain Credit Invariant 2 of C (see Remark 4.17).
Since ν is T -branching, there must exist j ∈ [3] such that P ∩Pi ⊆ {ν}. Thus, the credits of nodes
and MST edges in P is leftover; the total leftover credit is at least c()Adm(Pi \ {ν}) = Ω(c()ζLi)
(see Remark 4.17). Since C is light, it has at most 2gζ level-i clusters. Thus, by redistributing the
leftover credit to all level-i clusters in C, each gets at least Ω(c()Li) = Ω(c()Li−1) credits as
leftover.
• C is a candidate cluster initiated in Step 3. The argument is exactly the same as the argument in
Section 4.3.3. 
We now can pay for edges add to Esp in Step 5C.
Claim 5.9. Level-i clusters in X can use half their leftover credits to pay for edges of OG(T, 2Li, 8, t) in
Equation 40 when c() = Ω(WsO ).
Proof: Recall that level-i clusters in X are in Step 5A clusters. By Lemma 5.8, each level-i cluster in
X has at least Ω(c()Li−1) leftover credits. By taking out half the leftover credit of clusters in X , the
total credit taken is Ω(c()ζLi−1)|X | ≥ Ω(c()ζLi−1)|T |. Since the total weight of OG(T, 2Li, 8, t) is at
most O(WsO|T |Li) by Definition 1.9, the taken credit is sufficient to pay when c() = Ω(WsO ). 
We now focus on light clusters; those formed in Step 5B. Let C be one of them. By Lemma 5.8, if
C is not originated in Step 4B, level-i clusters in C has at least Ω(c()Li−1) credits as leftover. (If C is
formed in Step 4B, using the same argument in Section 4.3, we can show that level-i edges incident to C
are paid for by other clusters.) By the construction in Step 1, each level-i cluster in C is incident to at
most O(g ) level-i edges, and to pay for all of these edges, c() needs to be Ω(
1
2
). Our key insight is that
in Step 5B, there are only O(1 ) level-i edges incident to C added to Esp; this implies that each level-i
cluster in C only needs to pay for O(1) level-i edges on average. The following lemma formalizes this
intuition.
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Lemma 5.10. Let C be a level-(i+ 1) cluster formed in Step 5B. Then, the number of level-i edges with
both endpoints in C is O(1) and for any candidate cluster C ′ 6= C, there are at most O(1) level-i edges
between C and C ′.
Proof: First, we observe that any candidate cluster11 adjacent to C in Ki is light since every neighbor
of a heavy cluster is grouped in Step 5A. This implies that C is not formed in Step 1.
We consider the following decomposition DC of C into small clusters:
• If C is formed in Steps 2 or 4, then DC = {C}.
• Otherwise, C must be formed in Step 3. By construction, it consists of two intervals Iν¯ and Iµ¯
connected by a level-i edge (ν¯, µ¯), and a set of trees U = {T1, T2, . . . , Tp} each of augmented diameter
at most ζLi which are connected to nodes in Iν¯ ∪ Iµ¯ via MST edges due to the augmentation in
Step 4. We greedily partition each interval, say Iν¯ , into node-disjoint, subintervals I of augmented
diameter at most 3ζLi and at least ζLi; let {A1, . . . ,Aq} be the set of all the subintervals. We then
extend each Aj , j ∈ [q], to include all trees in U that are connected to nodes in Aj by MST edges.
We denote the extension of Aj by A+j . We define DC = {A+1 , . . . ,A+q }.
Claim 5.11. DC has three following properties:
1. |DC | = O(1)
2. For any small cluster X ∈ DC , Dm(X) ≤ 7ζLi when  < ζ.
3. There is at most one level-i edge in Esp connecting two different small clusters in DC if |DC | ≥ 2.
Proof: By Claim 5.4, Iν has augmented diameter at most 2Li. This implies
|DC | ≤ 2× 2Li
ζLi
= O(1) (41)
By construction of A+j , Adm(A+j ) ≤ Adm(Aj) + 2w¯ + 2ζLi ≤ 5ζLi + 2Li ≤ 7ζLi.
For the third item, assume that the greedy algorithm in Step 5B takes to Esp two edges (u, v), (u
′, v′)
between two small clusters A,A′ in DC where {u, u′} ⊆ A, {v, v′} ⊆ A′. W.l.o.g, we assume that (u′, v′)
is considered before (u, v). Let Puv be a shortest path between u and v before (u, v) is added. Then by
the triangle inequality,
w(P(uv)) ≤ w(u′, v′) + Dm(A) + Dm(A′) ≤ w(u′, v′) + 14ζLi
w(u′, v′) ≤ w(u, v) + Dm(A) + Dm(A′) ≤ w(u, v) + 14ζLi
(42)
Thus w(Puv) ≤ w(u, v) + 28ζLi
w(u,v)≥Li/2≤ (1 + 56ζ)w(u, v) < tw(u, v) when ζ = 1100 and t ≥ 2. Thus,
edge (u, v) will not be taken by the greedy algorithm in Step 5B; this gives us a contradiction. 
Items (1) and (3) in Claim 5.11 immediately implies Fact A. For Fact B, observe that for any two tiny
clusters in DC and DC′ , the same proof of Item (3) in Claim 5.11, there is at most 1 level-i edge in Esp
between them. Thus, by Item (1), there are at most O(1) level-i edges connecting C and C ′. 
A simple corollary of Lemma 5.10 is the following.
Corollary 5.12. For any level-(i+ 1) cluster C formed in Step 5B, there are O(1 ) level-i edges incident
to at least one vertex in C that are added to Esp in Step 5B.
11The candidate cluster may be merged to a level-(i+ 1) cluster in Step 5A.
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Proof: By construction, C is a light candidate cluster: it has at most 2g neighbors in Ki. For each
neighbor C ′ of C, by Lemma 5.10, there are O(1) level-i edges between C and C ′ added Esp. Thus, there
are O(1 ) level-i edges incident to exactly one vertex of C added to Esp. Also by Lemma 5.10, there are
at most O(1) level-i edges in Esp with both endpoints in C; this implies the corollary. 
We are now ready to show that clusters that have leftover credits can pay for its incident level-i edges.
The following claim is stated for candidate level-(i+1) clusters that may or may not become a level-(i+1)
cluster.
Claim 5.13. Let C be a candidate level-(i+ 1) cluster initiated in Steps 2 and 3. Then half the leftover
credit of C can pay for level-i edges incident to at least one vertex in C when c() = Ω(1 ).
Proof: By Lemma 5.8, each cluster in C has at least Ω(c()Li−1) = Ω(ceLi) leftover credits. By
construction, C contains a subtree of F1 of augmented diameter at least ζLi and since each MST edge
has weight at most Li and each level-i cluster has diameter at most gLi, C has at least Ω(
1
 ) level-i
clusters. By Corollary 5.12, on average, each level-i cluster, say ν, only needs to pay for O(1) level-i
edges incident to C; the leftover credit of ν is sufficient to pay when c() = Ω(1 ). 
By Claim 5.13, any level-(i + 1) cluster in Step 5B that is initiated in Steps 2 or 3 can pay for its
incident level-i edges using leftover credits.
Before we consider Step 5B clusters initiated in Step 4B, we again deal with the special case where
no cluster is formed in Steps 1-3. Similar to Claim 4.20, we conclude that: (a) mathcalF3 consists of a
single (long) path P, (b) every edge e ∈ Esp ∩ Ei must be incident to a supernode in P1 ∪ P2, where P1
and P2 are the prefix and suffix subpaths of P. Hence, clusters formed in Step 4B can pay for all level-i
edges in Esp, up to O(
1
 ) unpaid level-i edges by Corollary 5.12. (This is in contrast to Claim 4.20 where
the number of unpaid level-i edges is up to O( 1
2
).) The total weight of all unpaid edges over all levels is
O
(
1

) I∑
i=0
Li = O
(
1

)
LI
I∑
i=0
i = O
(
1

)
w(MST)).
which we can pay separately without using level-i clusters’ credits.
We now consider the case that a Step 5B cluster X is initiated in Step 4B. Then X is a subpath
of augmented diameter at least ζLi and most 3ζLi if a long path P in F3. The credits of level-i and
MST edges in X suffice to maintain Credit Invariant 2 for X using the same reasoning in Section 4.3; see
Equation (26. We consider two cases:
• X is not an affix of P. There is no level-i edge with both endpoints in X since any such edge
would have length at most Dm(X) ≤ 3ζLi < Li/2 while a level-i edge has length at least Li/2
(see Equation 35). Furthermore, by construction, any level-i edge incident to X also incident to
candidate clusters, which may or may not become independent level-(i+ 1) clusters – the argument
is exactly the same as that of Claim 4.22. Thus, level-i edges incident to X have been already paid
for.
• X is an affix of P. The same argument in Section 4.3.3 applies here: If X is an affix, say P2 of P,
the other affix, say P1 must be added to a cluster formed in Steps 1-3 in Step 4B. By Lemma 5.8,
each level-i cluster in P1 has at least Ω(c()Li) leftover credits. Recall that we only use half of
the leftover credits of each level-i cluster in P1 to pay for its incident level-i edges (see Claim 5.13.)
Since P1 has augmented diameter at least ζLi, it contains at least Ω(1 ) level-i clusters. Thus
amount of remaining leftover credits of V (P1) is at least Ω(c()Li); this is sufficient to pay for O(1 )
level-i edges incident to X – by Corollary 5.12 – when c() = Ω(1 ).
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In all cases, by choosing c() = Θ(WsO ), we can pay for all edges in Esp. This implies lightness bound
in Theorem 5.1.
It remains to show the stretch guarantee in Theorem 5.1.
Lemma 5.14. The stretch of G[Esp] is t(1 +O()).
Proof: To bound the stretch for the spanner, it suffices to bound the stretch for edges in Ei \Esp. Let
e be an edge in Ei \ Esp, let e be an edge of Ki corresponding to e. By Claim 4.15, we only need to
consider the case that e belongs to Ei.
There are three cases: (1) e ∈ Bclose, (2) the two endpoints of e are clusters in X in Step 5C, or (3)
e is not selected in Step 5B. By the same argument in Section 4.3.2, if e is in Case (1), the stretch of e
is at most 2 ≤ t. For Case (3), the stretch of e is at most t by construction. It remains to consider Case
(2).
For each node ν ∈ X , let tν be the vertex chosen to T . Let e = (u, v) and e = (ν, µ). By the triangle
inequality, we have:
dG(tµ, tµ) ≤ w(e) + 2gLi ≤ (1 + 2g)Li ≤ 2Li
dG(tµ, tµ) ≥ w(e)− 2gLi ≥ (1− 2g)Li ≥ Li/2
(43)
(Here we assume that e is a shortest path between its endpoints; otherwise, we can remove all such edge e
at the beginning of the algorithm in polynomial time.) By Definition 1.9, there is a path, say P , between
tν , tµ in OG,t(T, 2Li) with w(P ) ≤ t · dG(tµ, tµ). This implies that:
dG[Esp](u, v) ≤ dsource(µ)(u, tµ) + dOG(T,`i/4,t)(tµ, tν) + dsource(ν)(tν , v)
≤ gLi + tdG(tµ, tν) + g`i
≤ gLi + t (w(e) + 2g`i) + gLi
≤ tw(e) + t3gLi ≤ t(1 + 6g)w(e).
(44)
Thus, the stretch of e in any case is t(1 +O()). 
5.2 Stretch (1 + )
We use the same set up as in the previous section. Specifically, we still define Eδ as in Equation 35. The
focus on this section is to prove the following theorem.
Theorem 5.15. Given any δ > 1, there is an O(m) time algorithm that finds a subset of edges Esp ⊆ G
such that w(Esp) = O(
WsOG
 +
1
2
)w(MST) and:
dG[Esp](u, v) ≤ (1 + )dG(u, v) (45)
for any edge (u, v) ∈ E[δ .
That is, we have an extra additive term + 1
2
in the lightness. As we showed in Section 3, this addtive
factor is unavoidable. From the technical point of view, obtaining an optimal light spanner with stretch
(1 + ) poses different challenges. There are two places that the argument in the previous section takes
advantage of the fact that the stretch t ≥ 2: (a) in discarding the set of edges in Bclose (Equation 39) and
(b) in showing that for each candidate level-(i+ 1) cluster C, the number of level-i edges incident to at
least one vertex in C is O(1 ) (see Lemma 5.10).
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When t = (1+), we need to take edges in Bclose to the spanner as in Step 3B in Section 4.4. However,
each level-i clusters in the level-(i + 1) clusters formed from edges in Bclose can only have Ω(c()Li−1)
credits as leftover; this is in contrast to the case t ≥ 2 where the amount of leftover credit is Ω(c()Li−1).
Furthermore, it can be shown that the number of level-i edges incident to at least one vertex in a candidate
cluster C (initiated in Step 3) is Ω( 1
2
). Indeed, even the number of edges with both endpoints in C can
be Ω( 1
1
) as opposed to O(1) in Lemma 5.10. Thus, in the worst case, the number of level-i edges it
needs to pay for is Ω(1 ) amounted to Ω(
Li
 ) = Ω(
Li−1
2
). Hence, one must choose c() = Ω( 1
3
) for the
argument to work. Here, the clustering procedure in our prior work [35] provides a workaround: we form
level-(i+ 1) clusters in such a way that the number of level-i edges a cluster must pay for is proportional
to the amount of leftover credit it has. That is, if C must pay for t level-i edges, the clustering procedure
guarantees that it has Ω(tc()Li−1) = Ω(tc()Li) leftover credits. Thus, choosing c() = Ω( 12 ) suffices.
For the rest of this section, we prove Theorem 5.15. Here we focus directly on constructing level-(i+1)
clusters.
Level-(i + 1) clusters We reuse constant ζ and g here; ζ is sufficiently small (ζ = 1100) and g is
sufficiently large (g = 34). Ki(Vi, Ei) is the graph of level-i clusters. If a node has degree in Ki at least
2g
ζ , it is a heavy node; otherwise, it is a light node. Recall Vhv (Vli) is the set of heavy (light) nodes. Let
V+hv = Vhv ∪ N [Vhv] and V−li = Vi \ V+hv. We keep track of a subset of level-i edges in Epaid; intuitively
edges in Epaid can be paid for by the endpoints that cause them to be added to Epaid. Initially Epaid = ∅.
• Step 1 We use the same construction in Step 1 in Section 4.3. Recall that this step has three
smaller steps 1A, 1B, and 1C. The goal of Steps 1A and 1B is to group nodes in V+hv into clusters
where each has at least 2g nodes. In Step 1C, we add to Esp the following edge set:(
∪ν∈V+hv\VhvEi(ν)
)⋃
E(OG,1+(T, 2Li)) (46)
where T is the terminal set obtained by picking a (non-subdividing) vertex from each level-i cluster
in Vhv. We then add every level-i edge incident to a level-i cluster in V+hv \ Vhv to Epaid.
Let F1 be the forest of level-i clusters after Step 1 – nodes of F1 are unclustered light nodes of Ki
and edges of F1 are MST edges.
We use the same Steps 2 in Section 5.1 here. As we will exploit more structural properties of Step 2
clusters in this section, we reproduce it here for completeness:
• Step 2 For every tree T ∈ F1 of augmented diameter at least ζLi, we construct a collection of
subtree UT = {T1, . . . , Tr} of T using Lemma 5.2 with η = g and ζ. For each subtree Tj ∈ UT
where j ∈ [1, k], we add level-i edges incident to nodes in Tj to Epaid and Esp, and if Adm(Tj) ≥ ζLi,
we turn Tj into a level-(i+ 1) cluster.
We showed in Lemma 5.8 that for each tree T ′ ∈ UT which is turned in to a level-(i + 1) cluster,
each node in T ′ has Ω(c()Li−1) = Ω(c()Li) credits as leftover, and hence it can pay for (at most O(1 ))
incident level-i edges using leftover credit when c() = Ω( 1
2
). However, even if T ′ does not become a
level-(i + 1) cluster, we can still show that each node in T ′ has Ω(c()Li) leftover credits by using the
following lemma12
Lemma 5.16 (Lemma 6.13 in [35]). Let T ′ be any tree in UT and D be any path of T ′. We can take
out c()Adm(D) credits from edges and nodes of T ′ in a way that each node has at least Ω( ζg ) fraction of
its credit left. Thus, the remaining credit of each node is sufficient to pay for its incident level-i spanner
edges when c() = Ω( 1
2
).
12The lemma is in the full version of [35].
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The significance of Lemma 5.16 is the following. Assume that a level-(i + 1) cluster C contains a
subtree T ′ ∈ UT . Let D be the diameter path of C and D′ = D ∩ T ′. We will show later that D′ is a
single path. Then by taking exactly c()Adm(D′) credits from edges and nodes of T ′, we can maintain
Credit Invariant 2 for C. By Lemma 5.16, each node in T ′ still has sufficient leftover credits to pay for
its incident level-i edges. Thus, we can add them to Epaid.
Let F2 be the forest obtained from F1 by contracting each subtree T ′ ∈ UT in Step 2 into a single
contracted supernode, and removing the contracted nodes that corresponds to Step 2 clusters. For conve-
nience, we refer to nodes of F2 as supernodes, even though some of them are uncontracted, i.e, they are
nodes of F1. We say that a level-i e ∈ Ei is incident to a contracted supernode ν¯ if it is incident to at
least one node in ν¯. Indeed, since Adm(ν¯) ≤ ζLi < Li/2, e must be incident to exactly one node in ν¯.
Observation 5.17. Every level-i incident to contracted supernode is in Epaid.
In Step 3, we apply the construction to each long path P ∈ F2 – a path is long if its augmented
diameter is at least ζLi. As usual, we color supernodes in each long path by red or blue, and the sets of
edges Bfar and Bclose are defined in Equation 39.
• Step 3. This step has two smaller steps.
– (Step 3A) Pick an edge (ν¯, µ¯) ∈ Bfar and form a level-(i+1) cluster Ci+1 = {(ν¯, µ¯)∪I(ν¯)∪I(µ¯)}.
We then add to Esp and Epaid all edges in Ei incident to supernodes in Ci+1. Finally, we remove
all supernodes in I(ν¯)∪I(µ¯) from the path or two paths containing ν and µ; update the color
of supernodes in the new paths, the edge sets Bfar and Bclose; and repeat this step until it no
longer applies.
– (Step 3B) We define a partial order e on edges of Bclose as follows. For two edges e = (ν¯, µ¯)
and e′ = (ν¯ ′, µ¯′), we say e e e′ if: (a) all endpoints of e and e′ belong to the same path, say
P and (b) P[ν¯, µ¯] ⊆ P[ν¯ ′, µ¯′]. Let Le be an (arbitrary) linear extension of e.
We sort edges in Bclose in increasing order of Le . Let e = (u, v) be an edge in that order.
If (1 + 6g)w(e) < dG[Esp](u, v) we add e to Esp (but not Epaid); otherwise, we ignore e and
consider the next edge.
Let F3 be F2 after Step 3. Note that in this section, we need to take (some) edges in Bclose to
Esp. However, instead of dealing with Bclose immediately after Step 3 (as we did in Section 4.4), we will
proceed to Step 4. The main reason, as we pointed out above, is that we can only guarantee that each
level-i cluster in level-(i + 1) clusters formed by Bclose has Ω(c()Li−1) leftover credits while the worst
case bound on the number of incident level-i edges is Ω(1 ) which causes c() = Ω(
1
3
). To reduce the
dependency of c() on 1 , we form level-(i + 1) clusters in such a way that the number of level-i edges a
cluster must pay for is proportional to the amount of leftover credit it has.
In Step 4 below, we form tiny clusters which are the basis of the construction in Step 5.
• Step 4. Let T be a tree of F3; observe that there must be an MST edge connecting T to a
supernode clustered in a previous step (see Remark 4.4).
– (Step 4A) Adm(T ) ≤ 8Li. Let e be an MST edge connecting T and a node in a level-(i + 1)
cluster C. We add both e and T to C, and every level-i edge incident to supernodes of T to
Esp and Epaid.
– (Step 4B) Adm(T ) > 8Li. T must be a path (by Claim 5.3) and has augmented diameter at
least 8Li. Let P1,P2 be minimal prefix and suffix of T of diameter at least 2Li. If Pj , j ∈ [2],
is connected to a node in a level-(i+ 1) cluster C via an MST edge e, then we add Pj and e to
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C. Otherwise, we turn Pj into a level-(i+ 1) clusters. We then add every level-i edge incident
to supernodes of Pj to Esp and Epaid.
Let P = T \{P1∪P2}. We greedily partition P into subpaths, called tiny clusters, of augmented
diameter at least ζLi and at most 3ζLi. Let P be the path obtained from P by contracting
each tiny cluster into a single node. In Step 5 below, we group tiny clusters into level-(i+ 1)
clusters.
Let F4 be the collection of paths of tiny clusters in Step 4C. We say that a level-i edge incident to
a tiny cluster if it is incident to a supernode in the tiny cluster. Let Etiny be the subset of level-i edges
incident to tiny clusters added to Esp in Step 3B. For each tiny cluster ν¯, we denote by Etiny(ν¯) the set
of edges in Etiny incident to ν¯. Let P ∈ F4 be the path containing ν¯. By construction, we have:
Observation 5.18. P contains other endpoints of Etiny(ν¯).
We say that an edge e ∈ Etiny shadows a tiny cluster ν¯ ∈ P if the subpath of P between e’s endpoints
contains ν¯. Let Estiny(ν¯) ⊆ Etiny be the set of edges shadowing ν¯. By definition, Etiny(ν¯) ⊆ Estiny(ν¯).
• Step 5. This step has two small steps:
– (Step 5A) If Etiny 6= ∅, let ν¯ be a tiny cluster with maximum |Etiny(ν¯)|. Let P be the path in
F4 containing ν¯. Let P ν¯ be the minimal subpath of P that contains all endpoints of edges in
Estiny(ν¯). We form a level-(i + 1) cluster Ci+1 = P ν¯ ∪ Etiny(ν¯). We then remove every edge
incident to tiny clusters in Estiny(ν¯) from Etiny and tiny clusters of P ν¯ from F4, and repeat this
steps until it no longer applies.
– (Step 5B) We make each remaining tiny clusters in F4 a level-(i+ 1) cluster.
This completes our construction.
Claim 5.19. Level-i+ 1 clusters have diameter at most gLi for g = 34Li.
Proof: Let C be a level-(i + 1) cluster. We consider each case depending on when C is formed. If
C is formed in Step 5B, then Dm(C) ≤ ζLi by construction. If C is formed in Step 4B. That is, C is
a minimal affix of augmented diameter at least 2Li. Since each supernode has diameter at most ζLi,
Dm(C) ≤ 2Li + w¯ + ζLi ≤ 4Li since w¯ ≤ Li. If C is initiated in Steps 1-3 and (possibly) augmented in
Step 4. Let C− be the part of C before the augmentation in Step 4. Then Dm(C−) ≤ 17Li by the same
argument in Lemma 5.5. Since we augment C by trees of augmented diameter at most 8Li via MST
edges (of length at most Li) in a star-like way, we have:
Dm(C) ≤ Dm(C−) + 2w¯ + 16Li ≤ 34Li
It remains to consider the case where C is formed in Step 5A, then C is a subpath P ν¯ ⊆ F4. For
each edge e(α¯, β¯) with both endpoints on P ν¯ , we claim that:
Adm(P ν¯ [α¯, β¯]) ≤ 2(1 + ζ)Li (47)
Let P ν¯ be obtained from P ν¯ by uncontracting tiny clusters; P ν¯ is also a path. Let α¯ and β¯ be the
endpoints of e on P ν¯ in α¯ and β¯, respectively. By definition of Bclose, two intervals I(α¯) and I(β¯) has
I(α¯)∩I(β¯) 6= ∅. By definition, each interval, say I(α¯), includes all supernodes within augmented distance
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Li from α¯. This implies P ν¯ [α¯, β¯] ≤ 2Li; thus Equation 47 holds. (Here an extra 2ζLi is the upper bound
on the sum of augmented diameters of α¯ and β¯.)
Let ν¯0, µ¯0 be the two end tiny clusters of P ν¯ . Let e = (ν¯0, ν¯1) and e′ = (ν¯0, ν¯1) be two edges shadowing
ν¯; e and e′ exists by the minimality of P ν¯ . Then:
Adm(P ν¯) ≤ Adm(P ν¯ [ν¯0, ν¯1]) + Adm(P ν¯ [µ¯0, µ¯1])
Eq. 47
≤ 4(1 + ζ)Li < 8Li
This is also the upper bound on the diameter of C. 
Lightness analysis We maintain the same Credit Invariant 2 as in Section 5.1; we reproduce it here
for completeness.
Credit Invariant 2 Each level-i cluster C has at least c() max(Dm(C), ζLi−1) credits.
Now we assume that level-i clusters satisfy the Credit Invariant and prove that level-(i + 1) clusters
satisfy it as well. We have the following lemma whose proof is almost the same.
Lemma 5.20. Let C be a level-(i + 1) cluster. If C is initiated in Steps 1-3, then level-i clusters in C,
after maintaining Credit Invariant 2 for C, have Ω(c()Li−1) leftover credits each. Consequently, light
nodes in C can pay for all of its incident level-i edges when ce = Ω( 1
2
) using half their leftover credits.
Proof: We first show that each level-i cluster in C has Ω(c()Li−1) leftover credits. If C is initiated in
Step 1, then C has at least gζ nodes (i.e, level-i clusters). Thus, by taking half the credit of each level-i
cluster in C, we can maintain Credit Invariant 2; the remaining half is hence leftover. The proof for the
case when C is initiated in Steps 2 or 3 is exactly the same as the proof in Lemma 5.8.
If ν ∈ C is a light node, by definition ν is incident to at most 2gζ = O(1 ) level-i edges which amount
to O(Li ) total weight. Thus, half the leftover credit of ν is sufficient to pay when c() = Ω(
1
 ). 
Claim 5.21. Level-i clusters in Vhv can use half their leftover credits to pay for edges of OG,1+(T, 2Li)
in Equation 40 when c() = Ω
(
WsOG,1+

)
.
Proof: By Lemma 5.20, each heavy node has Ω(c()Li−1) leftover credits. By taking out half the
leftover credit of heavy nodes, the total credit taken is Ω(c()Li−1)|Vhv| ≥ Ω(c()Li−1)|T |. Since the
total weight of OG,1+(T, 2Li) is at most O(WsOG,1+ |T |Li). the taken credit is sufficient to pay when
c() = Ω
(
WsOG,1+

)
. 
We assume that there is at least one level-i cluster formed in Steps 1-3. Otherwise, an argument
similar to that of Claim 4.20 implies that there are at most O( 1
2
) unpaid level-i edges and hence the
total weight of unpaid edges over all levels is O( 1
2
w(MST)).
Claim 5.22. Let P1 be a level-(i+1) cluster formed in Step 4B, which is an affix of a long path P. Then
credits of MST edges and nodes of P can maintain Credit Invariant 2. Furthermore, let P2 be another
affix of P, which is augmented to a cluster initiated in Steps 1-3 by construction. Then leftover credits
of clusters in P2 can pay for edges incident to nodes of P1 when c() = Ω( 12 ).
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Figure 4: A level-(i+ 1) cluster Ci+1.
Proof: Recall that supernodes have two types: contracted supernodes, those are obtained by contracting
subtrees of F1 in Step 2, and uncontracted supernodes, those are nodes of F1. Let T1 be the subtree of
F1 obtained by uncontracting contracted supernodes. Clearly ζLi ≤ Adm(P1) ≤ Adm(T1). Let D be the
diameter path of T1. Then the credit of nodes and (MST) edges in D are sufficient to maintain Credit
Invariant 2 for T1 (see Remark 4.17).
We can assume that T1 has at most 2gζ ; otherwise, nodes in T1 can both maintain Credit Invariant 2
and pay for all incident level-i edges. Thus, P1 has at most O( 12 ) incident edges.
Let T2 be the subtree of F1 obtained by uncontracting contracted supernodes. Then Adm(T2) ≥
Adm(P2) = 8Li. Hence, T2 must has at least 8Li2gLi = Ω(1 ) nodes. By Lemma 5.20, the total leftover
credit of nodes in T2 is at least c()Li; this is sufficient to pay for O( 12 ) incident edges of P1 when
c() = Ω(1 ). 
Since in Step 5, we do not add any new to Esp. Thus, it remains to pay for edges in Bclose added to
Esp in Step 3B. We show that leftover credits of nodes of level-(i + 1) clusters in Step 5A can pay for
these edges. Note that Bclose = Etiny. Furthermore, edges in Etiny that are incident to tiny clusters in
Step 5B are also incident to tiny clusters in Step 4A, and hence paid by these clusters.
Step 5A clusters Let Ci+1 = P ν¯ ∪ Etiny(ν¯) be a level-(i + 1) cluster in Step 5B; Ci+1 is a path of
at most O(gζ ) = O(1) tiny clusters since Adm(Ci+1) ≤ 34gLi by Claim 5.19 while each tiny cluster has
diameter at least ζLi (see Figure 4).
Let E
Ci+1
be the set of unpaid edges in Etiny incident to tiny clusters in Ci+1. Since (¯v) incident to
the maximum number of edge Etiny among nodes in P ν¯ , we have:
Observation 5.23. |E
Ci+1
| = O(|Etiny(ν¯)|).
Let Ci+1 be obtained from Ci+1 by uncontracting tiny clusters. Note that Ci+1 is a path of F3. By
Lemma 5.16, unpaid edges of Esp are incident to uncontracted nodes (see also Observation 5.17). That
is, edges in E
Ci+1
are incident to uncontracted nodes. Let D be the diameter path of Ci+1.
The main idea to pay for edges in E
Ci+1
is the following lemma proved in our previous work [35].
Lemma 5.24 (Lemma 6.31 in [35]). Let ν¯ be an uncontracted node of Ci+1 that is incident to t edges in
E
Ci+1
. If ν ∈ D, the credits of at least t nodes (i.e, level-i clusters) in Ci+1 are leftover.
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The proof of Lemma 5.24 used the following property of greedy spanners : for any two edges e = (ν¯, µ¯)
and e′ = (ν¯, µ¯′) both incident to ν¯ such that e e e′, then
(1 + 6g)w(e′) ≤ Adm(Pe′) (48)
where Pe′ is the path e ∪ Ci+1[µ¯, µ¯′] between two endpoints of e′ (see Equation (26) in [35]). However,
this is exactly the order that we consider in Step 3B, and Equation 48 holds. Hence, the same argument
in [35] applies here.
Lemma 5.25. Leftover credits of nodes in Step 5A clusters can pay for all edges in Etiny.
Proof: Suppose that |Etiny(ν¯)| = t for some t > 0. Let X be the set of uncontracted supernodes of ν¯
that are incident to at least tζ4g edges in Etiny. We claim that:
|X | ≥ tζ
4g
(49)
since otherwise, the number of edges incident to ν¯,|Etiny(ν¯)|, is at most:
|X |2g
ζ
+
tζ
4g
(|Ci+1| − |X |)︸ ︷︷ ︸
≤ 2g
ζ
<
t

a contradiction. Thus, Equation 49 holds.
If D ∩ X = ∅, then the credit of at least Ω(t) nodes as leftover by Equation 49. Otherwise, by
Lemma 5.24, the credit of tζ4g = Ω(t) as leftover since nodes in X are incident to at least tζ4g edges in Etiny.
Thus, the total amount of leftover credit is Ω(tc()Li−11) = Ω(tc()Li), while, by Observation 5.23,
E
Ci+1
has at most O(|Etiny(ν¯)|) = O( t) level-i edges. Thus, the leftover credit is sufficient to pay when
c() = Ω( 1
2
). 
Stretch analysis To bound the stretch for the spanner, it suffices to bound the stretch for edges in
Ei \Esp. Let e be an edge in Ei \Esp, let e be an edge of Ki corresponding to e. By Claim 4.15, we only
need to consider the case that e belongs to Ei.
There are two cases: (1) e ∈ Bclose and (2) the two endpoints of e are clusters in Vhv in Step 1C.
By the same argument in Section 4.3.2, if e is in Case (1), the stretch of e is at most (1 + 9g) by
the construction in Step 3B. If e is in Case (2), the argument in Section 5.1 applies; the stretch is
(1 + )(1 + 6g) = (1 +O()).
5.3 Optimal Light Spanners for Minor-free Graphs
In this section, we show how to simply adapt the construction in Section 5.2 to prove Theorem 1.1.
Proof: [Proof of Theorem 1.1] In the unified approach for stretch (1 + ) in Section 5.2, sparse spanner
oracle is used in Step 1C (Equation 46) to argue that (a) for every edge e between two nodes in Vhv,
the distance between e’s endpoint is preserved in OG,1+(T, 2Li), and hence is preserved in G[Esp]; and
(b) each node in Vhv must pay for total weight O(WsOG,1+Li) while its leftover credit is Ω(c()Li−1) =
Ω(c()Li−1).
In constructing light spanners for Kr-minor-free graphs, we simply taking every edge of Ki[Vhv] to
Esp. Since Ki[Vhv] is a minor of G, it is Kr-minor-free. Thus, |E(Ki[Vhv])| = O(r
√
log r)|Vhv|. That
is, each node in Vhv must pay for total weight O(r
√
log rLi) and its leftover credit is sufficient to pay
when c() = Ω( r
√
log r
 ). The rest of the argument remains unchanged, and hence the total lightness is
O˜r,(
r
 +
1
2
). 
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6 Sparse Spanner Oracles
In this section, we prove Theorem 1.15 (Subsection 6.1) and Theorem 1.14 (Section 6.2 and 6.3). We say
that a pair of terminals is critical if their distance is in [L/8, L].
6.1 Low Dimensional Euclidean Spaces
We will use the following result proven in the full version of our previous work [35]:
Theorem 6.1 (Theorem 1.3 [35]). Given an n-point set P ∈ Rd, there is a Steiner (1 + )-spanner for
P with O˜(
−(d−1)/2|P |) edges.
Let T ⊆ P be a subset of points given to the oracle and L be the distance parameter. By Theorem 6.1,
we can construct a Steiner (1 + )-spanner S for T with |E(S)|O˜(−(d−1)/2|T |). We observe that:
Observation 6.2. Let x 6= y be two points in T such that ||x, y|| ≤ L, and Q be a shortest path between
x and y in S. Then, for any edge e such that w(e) ≥ 2L, e 6∈ P when  < 1.
Proof: Since S is a (1 + )-spanner, w(P ) ≤ (1 + )||x, y|| ≤ (1 + L) < 2L. 
Let ORd,(1+)(T, L) be the graph obtained from S by removing every edge e ∈ E(S) such that w(e) ≥
2L. By Observation 6.2, ORd,(1+)(T, L) is an (1 + )-spanner for T . Since
w(ORd,(1+)(T, L)) ≤ 2L|E(ORd,(1+)(T, L))| ≤ 2L|E(S)| = O˜(−(d−1)/2|T |L),
it holds that WsORd,1+ = O˜(
−(d−1)/2). This completes the proof of Theorem 1.15.
6.2 General Graphs
For a general graph G, let GT be the graph that has V (GT ) = T and there is an edge between two vertices
if they form a critical pair. We apply the greedy algorithm [2] to GT with t = 2k − 1 and return the
output of the greedy spanner, say ST , (after replacing each artificial edge by the shortest path between
its endpoints) as the output of the oracle OG,t. We now bound the weak sparsity of OG,t.
Observe that ST has girth g = 2k + 1 and hence has at most g(|T |, k)|T | edges by the definition of
the function g(.). Thus, w(ST ) ≤ g(|T |, k)|T |L ≤ g(|T |, k)|T |L. That implies:
WsOG = sup
T⊆V,L∈R+
2g(|T |, k)|T |L
|T |L ≤ 2g(n, k).
This implies Item (1) of Theorem 1.14.
6.3 Metric Spaces
Let (X, dX) be a metric space and P be a partition of (X, dX) into clusters. We say that P is ∆-bounded
if Dm(P ) ≤ ∆ for every P ∈ P. For each x ∈ X, we denote the cluster containing x in P by P(x). The
following notion of (t,∆, δ)-decomposition was introduced by Filtser and Neiman [24].
Definition 6.3 ((t,∆, η)-decomposition). Given parameters t ≥ 1,∆ < 0, η ∈ [0, 1], a distribution D
over partitions of (X, dX) is a (t,∆, η)-decomposition if:
(a) Every partition P drawn from D is t ·∆-bounded.
(b) For every x 6= y ∈ X such that dX(x, y) ≤ ∆, PrP∼D[P(x) = P(y)] ≥ η
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(X, d) is (t, η)-decomposable if it has a (t,∆, η)-decomposition for any ∆ > 0.
Claim 6.4. If (X, dX) is (t, η)-decomposable, it has a O(t)-spanner oracle OX,O(t) with sparsity WsOX,O(t) =
O( log |X|η ). Furthermore, there is a polynomial time Monte Carlo algorithm constructing OX,O(t) with con-
stant success probability.
Proof: Let T be a set of terminals given to the oracle OX,O(t) that we are going to construct. Let D be
a (t, L, η)-decomposition of (X, dX).
Initially the spanner S has V (S) = T and E(S) = ∅. We sample ρ = 2 ln |T |η partitions from D, denoted
by P1, . . . ,Pρ. For each i ∈ [ρ] and each cluster C ∈ Pi, if |T ∩C| ≥ 2, we pick a terminal t ∈ C and add
to S edges from t to all other terminals in C. We then return S as the output of the oracle.
For each partition Pi, the set of edges added to S forms a forest. That implies we add to S at most
|T | − 1 edges per partition. Thus, |E(S)| ≤ (|T | − 1)ρ = O( ln |T ||T |η ) and hence w(S) ≤ |E(S)| · L since
each edge has weight at most L. Thus, WsO = O(
log |X|
η ).
It remains to show that with constant probability, dS(x, y) ≤ O(t)dX(x, y) for every x 6= y ∈ T such
that L/8 ≤ dX(x, y) ≤ L. Observe by construction that if x, y fall into the same cluster in any partition,
there is a 2-hop path of length at most 2tL = O(t)dX(x, y). Thus, we only need to bound the probability
that x and y are clustered together in some partition. Observe that the probability that there is no
cluster containing both x and y in ρ partitions is at most:
(1− η)ρ = (1− η)
2 ln |T |
η ≤ 1|T |2
Since there are at most |T |
2
2 distinct pairs, by union bound, the desired probability is at least
1
2 .
Filtser and Neiman [24] showed that any n-point Euclidean metric is (t, n−O(
1
t2
))-decomposable for
any given t > 1; this implies Item (2) in Theorem 1.14. If (X, dX) is an `p metric with p ∈ (1, 2), Filtser
and Neiman [24] showed that it is (t, n−O(
log t
t2
))-decoposable for any given t > 1; this implies Item (3) in
Theorem 1.14.
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