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In this paper we investigate a generalization of the classical Rarita–Schwinger
equations for spin 3/2 fields to the case of functions taking values in irreducible
representation spaces with weight k+1/2. These fields may be realised as functions
taking values in spaces of spherical monogenics earlier considered in F. Sommen
and N. Van Acker (1993, in ‘‘Clifford Algebras and Their Applications in Mathe-
matical Physics,’’ Kluwer Academic, Dordrecht/Norwell, MA). In this paper we
develop the main function theoretic results. © 2001 Academic Press
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1. INTRODUCTION
Let e1, ..., em be an orthonormal basis of Rm; then by Cm we denote the
complex universal Clifford algebra generated by these basis elements
together with the defining relations eiej+ejei=−2dij. The operator
“x=; ej“xj acting on Clifford algebra valued functions f(x) in domains of
Rm is generally called the Dirac operator and solutions of “xf(x)=0 are
called left monogenic functions. In [DSS] the most important function
theoretic properties of left monogenic functions are presented and for the
basic nomenclature and properties we refer to that manual which is to
some extent an updated version of the earlier work [BDS]. Also [GM]
contains important information especially in connection with explicit
models for irreducible representations of Spin(m).
A central role in Clifford analysis is played by the space of homogeneous
monogenic polynomials Mk of degree k, called spherical monogenics of
degree k (see also [BDS], [DSS]) and more in general by polynomials of
the special form u sPk(u) which play a role in the harmonic analysis of the
Lie sphere (see also [So1]). More important however for practical applica-
tions is the so called Fischer decomposition which states that any homo-
geneous polynomial Rk(u) of degree k may be decomposed in a unique way
as a sum of the form
Rk(u)=Pk(u)+uPk−1(u)+· · ·+ukC
whereby the polynomials Pl(u) are left monogenic. This decomposition of
polynomials leads to a corresponding decomposition for operators acting
on the space P(u) of polynomials R(u) in the variable u. This lead to the
notion of ‘‘monogenic operators’’ which are basically special operators
which transform polynomials of type u sPk(u) into polynomials of similar
type u sŒPkŒ(u) and in our paper [SVA1] we proved that any differential
operator P(u, “u) with values in the Clifford algebra may be decomposed
into monogenic operators. This is explicitly true for the left multipliers
f(u)W ejf(u). Moreover, on considering functions f(x, u) depending on
the variable x and u, the Dirac operator “x in x and spherical monogenic in
u, decomposes as “x=D0x+D1x whereby D0xf(x, u) is the version of the
Rarita–Schwinger operator and D1xf(x, u) is the dual twistor operator. In
other words, the operator in which we are interested transforms Mk-valued
functions f: xW (uW f(x, u)) into Mk-valued functions, Mk being the
space of spherical monogenics of degree k. This corresponds to what we
called ‘‘polynomial valued monogenics’’ in [SVA2].
It is interesting and important to note, however, that apart from interest
coming from Clifford analysis itself, there are complementary points of
views leading to the study of the same operators with motivation coming
from geometry and physics. The main feature (and in fact a characteriza-
tion) of the Dirac operator is that it is the elliptic, first order, conformally
invariant operator acting on functions with values in the basic spinor
representation. A recent study of conformally invariant operators (see e.g.
[Br], [BS], [Fe], [Sl]) has made clear that there is a sequence of similar
elliptic first order conformally invariant operators acting on functions with
values in more complicated spinor representations. The simplest one is an
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analogue of the Rarita–Schwinger operator introduced by physicists in
dimension 4. It acts on functions on Rm with values in the irreducible
representation with the highest weight (3/2, 1/2, ..., 1/2) (in Clifford
analysis, this representation can be realized as the space of all spherical
monogenics of degree 1).
Both these operators—the Dirac and the Rarita–Schwinger—are the first
and simplest examples of the whole array of elliptic, first order, confor-
mally invariant systems of equations for fields with values in more
complicated representations. Many interesting spectral properties of such
operators have already been studied (for details, see [Br], [BS]). For any
irreducible representation Vl with highest weight l=(l1, ..., ln) with
ln=1/2, there is a unique (up to a multiple) first order, conformally
invariant, elliptic system. In the paper, we are going to study in more detail
one sequence of such operators from the whole system, the ones acting on
fields with values in the irreducible representations Vlj with highest weight
lj=((2j+1)/2, 1/2, ..., 1/2). These representations can be realized as the
spaces Mj of all spherical monogenics of degree j in an auxilary variable u.
In such a way, functions F: Rm QMj are naturally represented by functions
f(x, u)=F(x)[u] of two Clifford variables, which are polynomials of
degree j and monogenic in u.
It is a natural question to ask, whether a function theory for solutions of
Rarita–Schwinger equation can be developed similarly as it was done in
Clifford analysis up to now. First steps in this directions were made in
[JB].
There are two basic methods how to treat solutions of such equations.
The first one (quite natural in context of Clifford analysis) is to realize the
abstract representation Vlj as the space of spherical monogenics and to
treat the map F as a function f(x, u) of two Clifford variables (as indicated
above). Many methods and a lot of results developed in last decades in
Clifford analysis are then available, which makes the problem easier. This
is an approach used in the present paper.
It is useful to note, however, that there is the second possibility—to keep
values as abstract representation spaces and to use geometrical tools and
tools coming from representation theory for a study of a function theory
for solutions of these equations. This includes a general definition of the
equations on any Riemannian manifold with a given spin structure. A
study of these equation and its solutions from this more abstract and
geometrical point of view can be found in the paper [BSSVL].
This paper itself is concerned mostly with the development of the basic
function theoretic results for nullsolutions of generalized Rarita–Schwinger
operators. In the first two sections we discuss the introduction of the
Rarita–Schwinger type operators starting from the Fischer decomposition,
which is to some extent similar to [SVA2]. We also introduce a new type
RARITA–SCHWINGER EQUATIONS 427
of spherical Dirac operator acting on polynomial valued functions which is
expected to be related to the Rarita–Schwinger operator on the sphere. In
the next section we establish the action of the conformal group
Spin(m+1, 1) on polynomial valued functions, leading to a formula for the
inversion of a nullsolution to the Rarita–Schwinger system.
The next section deals with the first really important function theoretic
result, namely the explicit calculation of the fundamental solution of the
Rarita–Schwinger system and the establishment of the according Cauchy–
Pompeiu and Cauchy integral representation theorems. In the process of
obtaining the explicit fundamental solution, the inversion playes the crucial
role.
The next section (and main section of this paper) deals with the complete
study of all polynomial solutions of the Rarita–Schwinger equation, which
leads to the decomposition of the spaces of homogeneous solutions into
irreducible Spin-modules. In the derivation of our results we have to solve
a certain inhomogeneous system
3“xf=g
“uf=h
(1)
which is the subject of important recent work by D. Struppa and I. Sabadini
(see [ABLSS]). Important recent work has also been done in connection
with so called simplicial monogenics (see [So2], [VLSC]) which in the two
variable case are monogenic polynomials in x and u of the special form
f(x, xNu). In particular in [VLSC] we proved that spaces of simplicial
monogenics provide explicit models for all irreducible representations of
Spin(m). In this paper, simplicial monogenics are used to decompose
monogenic functions in x and u into irreducible pieces. This then together
with the induction principle is basically enough to arrive at the abstract
decomposition of the spaces of homogeneous solutions of the Rarita–
Schwinger system. But to have more concrete formulas for special solutions
we have to compute the inverse “ −1x on the spaces u ker Rk−1. In that, an
important role is played by the Casimir operator of the subgroup of trans-
vections. This leads to the so-called Christmas tree. Of course several other
function theoretic results remain to be established which will be subject of a
forthcoming paper.
2. DEFINITION OF RARITA–SCHWINGER TYPE OPERATORS
FROM CLIFFORD ANALYSIS
In this section we will show how Rarita–Schwinger type and twistor type
operators arise naturally from the Clifford analysis formalism which is set
up as follows.
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Let Rm (resp. Cm) be the real (resp. complex) Clifford algebra generated
by the basis {e1, ..., em} together with the defining relations
eiej+ejei=−2dij.
Then the Dirac operator in the vector variable u=;mj=1 ujej is given by
“u=;mj=1 “ujej. A smooth function f: Rm Q Rm which is solution of
“uf(u)=0 is called a left monogenic function. In case f(u)=Pk(u) is a
homogeneous polynomial of degree k, we call f a ‘‘spherical monogenic of
degree k’’. The spherical derivative or ‘‘momentum operator’’ or ‘‘gamma
operator’’ in the variable u is given by
Cu=−uN“u=− C
i < j
eijLij, u,
where Lij, u=ui“uj −uj“ui are the angular momentum operators. The Euler
operator in u is given by:
Eu= C
m
j=1
uj“uj .
As the operators Eu and Cu commute, we can study their simultaneous
eigenfunctions. The following fact is well known.
Lemma 1. Spherical monogenics of degree k in Rm are common eigen-
functions of E and C with
EuPk(u)=kPk(u), CuPk(u)=−kPk(u)
and their space is denoted by Mk.
But the spherical monogenics are not the only simultaneous eigenfunc-
tions of the commuting operators Eu and Cu. These follow from the
‘‘monogenic decomposition’’ or ‘‘Fischer decomposition’’ of general
homogeneous Clifford-polynomials Rk ¥Pk. First, on the space Pk of Rm-
valued polynomials one introduces the Fischer-bilinear form (with values in
Cm)
(R, S)=R¯(“u)S(u)
whereby R(“u) means ‘‘replacing the variables uj by derivatives “uj inside
the polynomial R(u)’’ and aQ a¯ is the main anti-involution on Rm given by
e¯j=−ej
and a¯b¯=b¯a¯ (in the complex setting one also needs to compose it with
complex conjugation).
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The spinor spaces are represented as minimal left ideals S=C+m I=LI
whereby I is primitive idempotent and L is a suitable Grassmann algebra
inside C+m (ee [DSS]). Let us fix one of them.
Lemma 2. The Fischer bilinear form leads to a Fischer inner product for
spinor valued polynomials.
Proof. Indeed, let R(u) I and S(u) I be spinor valued polynomials, then
R¯I=IR¯ so that
(R(u) I, S(u) I)=IR¯(“u) S(u) I=[R(“u) S(u)]0 I
because for every a ¥ L, IaI=[a]0 I, [a]0 being the scalar part of a ¥ L. L
The Fischer inner product leads to the following unique orthogonal
decomposition of the space of spinor valued homogeneous polynomials
PkI. For every RkI ¥PkI,
Rk(u) I=Pk(u) I+uRk−1(u) I
for some Rk−1 ¥Pk−1, and whereby “uPk(u) I=0.
Remark. The above decomposition also exists for general Cm-valued
polynomials: Rk(u)=Pk(u)+uRk−1(u) and the Fischer orthogonality
holds not only for the Fischer inner product [(f, g)]0 but even for the full
bilinear form (f, g).
Moreover, by recursion one arrives at the monogenic decomposition
Rk(u)=Pk(u)+uPk−1(u)+· · ·+uka, (F)
which is also orthogonal for the Fischer bilinear form. A similar decompo-
sition for spinor valued polynomials follows then automatically.
Definition 1. The decomposition (F) for functions with values in any
space mentioned above is called the Fischer decomposition.
Remark. In the paper [So1], polynomials of the form u sPk(u) were
called ‘‘spherical monogenics on the Lie sphere,’’ because they form an
orthogonal basis for the space of L2-functions on that manifold. for our
purpose it is sufficient to know that the collection of special polynomials of
the form u sPk(u) are exactly the simultaneous eigenfunctions of both
commuting operators Eu and Cu.
It is well known that
Eu(u sPk(u))=(k+s) u sPk(u)
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and
Cu(u2sPk(u))=−ku2sPk(u), Cu(u2s+1Pk(u))=(k+m−1) u2s+1Pk(u).
The Fischer decomposition hence corresponds to the decomposition of a
function into eigenfunctions of Eu, Cu and these objects u sPk(u) could be
called simply ‘‘spherical monogenics in Rm’’ (as opposed to Sm−1). In the
paper [SVA1] the notion of ‘‘monogenic operator’’ is introduced. It will be
at the basis for the definition of Rarita–Schwinger operators. Let us denote
by P=Ák Pk the space of all Clifford polynomials.
Definition 2. An operator A acting on the space P is called mono-
genic if it satisfies the relations:
• either [Eu, A]=lA, [Cu, A]=KA (monogenic operator of degree
(l, K))
• or [Eu, A]=lA, {Cu, A}=(K+m−1) A (anti-monogenic operator
of degree (l, K)).
Note that a monogenic operator or anti-monogenic operator transforms
any polynomial of the spherical monogenic form u sPk(u) into a polynomial
of the similar form u sŒP −kŒ(u) but there are operators having this property
which are not monogenic; for monogenic operators (sŒ, kŒ) depend solely
upon (s, k) and (l, K) AND the intertwining relations are satisfied. For
example, the operator fW uf is antimonogenic of degree (1, 0), hence the
operator given by multiplication with u2 is monogenic of degree (2, 0).
Another example is the Dirac operator “u, which is antimonogenic of
degree (−1, −1).
Immediate examples of such operators are: Eu, Cu, fW uf and fW “uf.
It is clear from the definition, that the composition of monogenic operators
remains monogenic.
Remark. The main reason why monogenic or anti-monogenic operators
are important is because they are the ‘‘operator version’’ of the spherical
monogenics u sPk(u) and any Clifford differential operator P(u, “u) with
polynomial coefficients admits a unique ‘‘monogenic decomposition’’ into
monogenic operators. This is the main result of [SVA1] which is obtained
by only considering the basic operators fQ ej f, fQ uj f, fQ “uj f.
Moreover, as uj=−1/2(uej+eju), “uj=−1/2(“uej+ej“u) it suffices to
consider ONLY the operators fQ ejf.
Let us introduce the operators Tj, Dj:
Tj=−(Cuej+ej(Cu−m+2)),
Dj=Cuej−ejCu.
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Lemma 3. The operators Tj, Dj are monogenic operators and the follow-
ing relations are satisfied
[Cu, Tj]=0, CuDj=Dj(m−2−Cu),
[Tj, Eu]=[Dj, Eu]=0
and
Tj+Dj=ej(m−2−2Cu).
As the operator (m−2−2Cu) is invertible on all polynomials, we arrive
at the monogenic decomposition
ej=E0j+E1j
with
E0j=Tj(m−2−2Cu) −1, E1j=Dj(m−2−2Cu) −1.
The crucial point now is that the same idea is possible for any Clifford
basis element fQ eJf, eJ=ej1 · · · ejh and hence also for any Clifford
multiplier fQ af.
Proposition 1. We have the monogenic decomposition
eJ=E0J+E1J,
E0J=TJ(m−2−2Cu) −1, E1J=DJ(m−2−2Cu) −1
with
TJ=−(CueJ+eJ(Cu−m+2)), DJ=CueJ−eJCu.
Now we are in a position to define the Rarita–Schwinger operators. Let
us consider the space F(x, u) of functions
f: Rm×Rm Q Rm
of two vector variables. We shall write them in the form f(x, u) ¥F(x, u).
On the space F(x, u) act all types of operators in x and u. Let P(x, u) be
the subspace of F(x, u) of functions of the form f(x, u) which are poly-
nomial in u , this space can be considered as
P(x, u)={h: Rm QP(u)}.
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Lemma 4. The space P(x, u) can be decomposed into the subspaces
Ns, k={u sf(x, u) with “uf(x, u)=0, f(x, lu)=lkf(x, u)}.
Any polynomial valued f(x, u) ¥P(x, u) may indeed be decomposed into
functions of this special form and this decomposition is for every fixed x
orthogonal with respect to the Fischer bilinear form
(f(x, · ), g(x, · ))=f¯(x, “u) g(x, u)|u=0
which is defined for all polynomial valued functions.
Let us denote by P(x, u) …P(x, u) the subspace of functions which are
polynomials in both x and u. On the space P(x, u) we can define the ‘‘full’’
Fischer bilinear form
(f, g)=f¯(“x, “u) g(x, u)|x=u=0.
Let D(x, u, “x, “u) be any Clifford differential operator with polynomial
coefficients in x and u, i.e an operator of the type
D= C
|I|+|J|=k
fI, J(x, u)
“I+J
“xI “uJ
with fI, J ¥P(x, u). This operator can be rewritten in the form
D= C
a, b
xa“x bDa, b(u, “u),
with respect to the variable u. Any operator Dab can be decomposed
into monogenic operators, thus leading to a decomposition of D into
‘‘monogenic pieces.’’ In the next section examples of such operators and
their decompositions will be given and discussed.
3. THE RARITA–SCHWINGER AND TWISTOR OPERATORS
According to the above scheme, the Dirac operator in x
“x=C
m
j=1
ej“xj
is defined on the space F; it is the mapping given by
f(x, u)Q “xf(x, u).
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Lemma 5. There is the following ‘‘monogenic decomposition’’
“x=D0x+D1x
whereby
D0x=−(Cu“x+“x(Cu−m+2))(m−2−2Cu) −1,
D1x=(Cu“x−“xCu)(m−2−2Cu) −1.
Definition 3. The operator D0x is called the total Rarita–Schwinger
operator and the operator D1x is called the total twistor operator.
For further investigation of the properties of operators D0x, D1x we can
study their behaviour on basic functions of the form
u sf(x, u),
where f(x, u) is spherical monogenic of degree k in u . Due to the commu-
tation relations
D0xu2s=u2sD0x, D1xu2s=u2sD1x,
it is in fact already sufficient to investigate the following four basic
operators:
• (1) The Rarita–Schwinger operator Rk: C.(Rm,Mk)Q C.(Rm,Mk)
given by
Rkf(x, u)=D0xf(x, u), f(x, · ) ¥Mk.
• (2) The dual twistor operator Tgk : C
.(Rm,Mk)Q C.(Rm, uMk−1)
given by
Tgkf(x, u)=D1xf(x, u), f(x, · ) ¥Mk.
• (3) The twistor operator Tk : C.(Rm, uMk−1)Q C.(Rm,Mk) given
by
Tkuf(x, u)=D1xuf(x, u), f(x, · ) ¥Mk−1.
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• (4) The remaining operator Dk : C.(Rm, uMk−1)Q C.(Rm, uMk−1)
given by
Dkuf(x, u)=D0xuf(x, u), f(x, · ) ¥Mk−1.
Explicit formulas for Rk, Tk, T
g
k , Dk are readily obtained; they correspond
to operators introduced in [SVA2], [B]. To that end, note that for any
homogeneous polynomial of degree k in u:
Cuf(u)=(−uN“u) f(u)=(−u“u−Eu) f(u)=(−u“u−k) f(u).
Lemma 6. For any f ¥ C.(Rm,Mk), we have
Rkf(x, u)=−(Cu“x+“x(Cu−m+2))(m−2−2Cu)−1 f(x, u)
=
−1
2k+m−2
((−u“u−k) “x+“x(−k−m+2)) f(x, u)
=1 u“u
2k+m−2
+12 “xf(x, u),
Dkuf(x, u)=−(Cu“x+“x(Cu−m+2))(m−2−2Cu)−1 uf(x, u)
=
−1
2k+m−2
((−u“u−k) “x+“x((k+m−2)−m+2)) uf
=−
1
2k+m−2
u“u“xuf,
Tgkf(x, u)=−
1
2k+m−2
u“u“xf,
Tkuf(x, u)=1 u“u2k+m−2 +12 “xuf.
Remark. Note that the total operators D0x and D1x are acting on the
whole space F of spinor valued functions f(x, u) of two Clifford variables.
This has to be interpreted as maps depending on x with values in the space
P(u) of spinor valued functions of one auxiliary variable u. From a point
of view of invariant differential equations, this is a map with values in a
big, reducible Spin(m)-module P(u), which can be decomposed into an
infinite sum of smaller, irreducible pieces. This decomposition is just the
Fischer decomposition (in the auxiliary variable u) of the space P(u).
It was shown above that if we restrict values to one irreducible piece, we
get the Rarita–Schwinger and twistor operators described by the above
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formulae. On the other hand, it is worthwhile to note that even for maps
with values in a sum of some (or all) irreducible pieces, the total Rarita–
Schwinger (resp. twistor) operators do not mix individual components
together.Hence, for example. amapf(x, u) is in the kernel of the totalRarita–
Schwinger operator D0x if and only if each of its irreducible components
(with values in u sPk) is in the kernel of the corresponding Rarita–Schwinger
operator Rk.
An additional advantage of considering the operators D0x and D1x lies in
the possibility to define also a Rarita–Schwinger operator of degree a ¥ C
by considering the system of equations
(Cu+a) f(x, u)=0
−(Cu“x+“x(Cu−m+2))(m−2−2Cu)−1 f(x, u)=0
If one also assumes homogeneity Euf(x, u)=af(x, u) i.e. “uf(x, u)=0,
the second equation reduces to
1 u“u
2+m−2
+12 “xf(x, u)=0.
3.1. Multiplication Operators
The basic vector multiplier m(x)
m(x) f(x, u)=xf(x, u)
admits a monogenic decomposition of the form
m(x)=m0(x)+m1(x)
whereby
m0(x) f(x, u)=−(Cux+x(Cu+2−m))(m−2−2Cu)−1 f(x, u),
m1(x) f(x, u)=(Cux−xCu)(m−2−2Cu)−1 f(x, u).
Lemma 7. For any pair of polynomials f and g
(m0(x) f, g)=(f, D0xg)
holds, so that D0x is the Fischer adjoint of m0x and every polynomial f admits
an orthogonal decomposition of the form
f=f(1)+m0(x) f (2)
whereby D0xf (1)=0 and f (2) is a polynomial in x and u of lesser degree in x.
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By recursion one might then again split f (2) into
f (2)=f(21)+m0(x) f (22)
whereby D0xf (21)=0 and f (22) is a polynomial of lesser degree in x but
the problem is that mo(x) f (21) need not be Fischer orthogonal to
m0(x) m0(x) f (22). The Fischer orthogonality condition is equivalent with
the equation
D0xD0xm0(x) f (21)=0
and recursively one may only arrive at an orthogonal Fischer decomposi-
tion of f of the form
f=C m0(x) s ms(f)
whereby ms(f) is uniquely determined by the above identity and by the
equation
D s+10x m0(x)
s ms(f)=0.
3.2. Rarita–Schwinger Type Gamma Operators
The gamma operator Cx : f(x, u)Q Cxf(x, u) behaves with respect to
the variable u simply like a fixed bivector multiplication operator. Let us
decompose the operator C with respect to the monogenic decomposition
Cx=C0x+C1x
whereby
C0x=−(CuCx+Cx(Cu−m+2))(m−2−2Cu)−1
C1x=(CuCx−CxCu)(m−2−2Cu)−1.
Proposition 2. The operator C0x is monogenic and we have a set
{Eu, Cu, Ex, C0x} of four commuting operators. Any homogeneous poly-
nomial p(x, u) in two variables (homogeneous in x and in u) may be
decomposed uniquely as a sum of the form
p(x, u)=C Pstkl(x, u) (f)
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whereby
EuPstkl(x, u)=sPstkl(x, u), ExPstkl(x, u)=tPstkl(x, u),
CuPstkl(x, u)= C(k) Pstkl(x, u), C0xPstkl(x, u)=CŒ(l) Pstkl(x, u),
whereby C(k) and CŒ(l) run over the set of eigenvalues of Cu, C0x .
As the operators Cu and C0x are obviously self adjoint with respect to the
Fischer inner product on polynomials p(x, u), the above ‘‘monogenic
decomposition’’ is also orthogonal!
Remark. There is a claim, that this decomposition (f) can be preferred
over the Fischer decomposition which follows from the Rarita–Schwinger
operator itself because here one needs only four operators not infinitely
many. This also indicates however that the eigenfunctions of Eu, Ex, Cu,
C0x can not be merely expressed in terms of homogeneous solutions of the
Rarita–Schwinger operators D0x.
In other words, there is a major distinction now between the Rarita–
Schwinger–Dirac operator on the sphere and the Rarita–Schwinger-gamma
operator C0x.
We are now in a position to define simultaneous eigenfunctions with
general complex homogeneity
(Cu+a) f(x, u)=0
(C0x+b) f(x, u)=0.
We are now also in a position to define monogenic operators in two vector
variables x and u, by assuming the proper commutation relations with the
Euler operators Eu, Ex and the proper commutation or anti-commutation
relations with the gamma operators Cu and C0x.
Question: The intrigueing question is: does every partial differential
operator with values in the Clifford algebra and polynomial coefficients in
the variables uj, xj have a monogenic decomposition? This is not yet clear
to the authors.
4. ACTION OF THE CONFORMAL GROUP
The standard definition of an invariant operator D on a G-homogeneous
bundle E over M=G/H is that the operator D should commute with the
induced action of G on the space C(E) of sections of E. Conformally
invariant operators on the sphere (or its open subsets) are invariant opera-
tors in this sense [Fe]. It is very useful information which can be used to
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produce explicit formulae for conformal behaviour of solutions of con-
formally invariant operators.
We are interested here in conformal geometry, where the group G is the
group Spin(m+1, 1). The group G is the double cover of the orthogonal
group defined by a quadratic form Q(x), x ¥ Rm+1, 1 of signature (m+1, 1).
The corresponding projective quadric Q is the sphere SM and Sm=G/P,
where P is the isotropy group of a chosen point.
The sphere Sm is the conformal compactification of the Euclidean space
Rm. On the compactification, all conformal transformations of Rm are well-
defined in all points. The group G is, in fact, the double cover of the con-
formal group SO(m+1, 1) of Rm. It is necessary to use this double cover in
order to be able to consider conformal behaviour of spinor fields (or fields
with values in more complicated representations of Spin(m)).
There is a comfortable way how to describe this double cover using so
called Vahlen matrices (see e.g. [Al, Cn, PeQi, Ry]). For that, let us
introduce the standard Clifford algebra notation. Let Cm denote the
complex Clifford algebra for Rm with signature (0, m). We shall denote
by * the main antiinvolution (called reversion) characterized by x*=x,
x ¥ Rm. The norm in Cm is given by the Euclidean norm of components
with respect to an orthonormal basis of Rm. The Clifford group Cm is
defined in the usual way. The group G acting on Rm … Sm can be now
described by 2×2 matrices with entries in the Clifford algebra Cm satisfying
certain constraints. Let V(m) be the group of the Vahlen matrices A=(ac
b
d)
such that the following three conditions are satisfied:
(i) a, b, c, d ¥ Cm 2 {0},
(ii) ab*, cd*, d*b, c*a ¥ Rm,
(iii) ad*−bc*=1.
All conformal transformations can be expressed in the form f(x)=
(ax+b)(cx+d) −1, where x ¥ Rm, A ¥ V(m). The conformal compactifica-
tion of Rm is Sm=Rm 2 {.} and such maps are well-defined everywhere
on Sm. Let G denote the identity component of the group V(m), this is the
double cover of the group of all (direct) conformal transformations of Rm.
The group G is acting transitively on Sm and the isotropic group of the
point 0 ¥ Rm is clearly the subgroup P of all matrices in G with b=0. It
leads to the specific realization Sm 4 G/P.
Now, G homogenous bundles on Sm are all associated vector bundles to
a representation of P. We shall consider here only bundles associated to
irreducible representations. Due to the condition (iii), elements of P have
the property a −1=dg and P is a semidirect product of G0 :=Spin(m)×R+
and a commutative normal subgroup. Hence irreducible representations of
P are tensor products of irreducible representations of Spin(m), with one-
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dimensional representations of R+. They are classified by their highest
weights l for Spin(m), and by a complex number w ¥ C (conformal
weight). For a matrix A ¥ P, the element a ¥ Cm has a nonzero norm and
can be written as the product of a/|a| ¥ Spin(m) and |a| ¥ R+. If l is a
dominant integral weight for Spin(m), if Vl is the corresponding irredu-
cible representation and w ¥ C, we denote by rl(w) the irreducible repre-
sentation of P on Vl given by
rl(w)(h)[v]=(|a| −2)w rl(a/|a|)[v]; v ¥ Vl, h ¥H; h=1ac 0d2 .
The convention for normalization of the conformal weight was chosen to
respect the usual requirement that vectors have the conformal weight equal
to −1 (see [Fe]).
In the paper, we are going to discuss differential operators acting on
sections of homogeneous vector bundles over open subsets of M=G/H.
In fact, we shall consider mostly open subsets of Rm, which is considered
as embedded to the sphere by
s : Rm Q G/P, s(x)=11 x
0 1
2 P; x ¥ Rm.
Such a choice makes possible to identify the space of sections C(Rm, Vl(w))
with smooth maps of Rm to Vl(w) by
f˜ ¥ C.(p −1(Rm), Vl(w))H W f ¥ C.(Rm, Vl(w)); f(x)=f˜[s(x)], x ¥ Rm.
The induced action of G on the space of the sections is then given by
[g ·f](x)=|cx+d|−2w rl((cx+d)*/|cx+d|)[f((ax+b)(cx+d) −1)],
where g−1=(ac
b
d).
For conformally invariant operators, we get now the following useful
information (more details can be found in [Sou1]).
Theorem 8. Suppose that D is a conformally invariant differential
operator acting on the space of sections of a homogenous bundle Vl(w). Let
Df=0 for f(x) ¥ C.(Rm, Vl(w)). Then also
[g ·f](x)=|cx+d|−2w rl((cx+d)*/|cx+d|)[f((ax+b)(cx+d) −1)],
belongs to the kernel of D.
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For further use, let us recall that the Rarita–Schwinger operators studied
in this paper are conformally invariant if acting on the spaces with the
conformal weight w=m−12 (this is the same conformal weight as for the
Dirac operator, for details of computations see [BuSou2]).
5. INTEGRAL FORMULAE
We will now give the basic integral formulae related to the Rarita–
Schwinger operators Rk.
5.1. The Fundamental Solution of the Operator Rk
The identity of End(Mk) can be represented by the reproducing kernel
Kk(u, v) for the inner spherical monogenics of degree k. This so called
zonal spherical monogenic satisfies
Pk(v)=(Kk(u, v), Pk(u))u
=
1
Am
F
Sm−1
Kk(u, v) Pk(u) dS(u),
where ( , )u denotes the Fischer inner product with respect to u. A homo-
geneous End(Mk)-valued C.-function xQ E(x) on Rm0{0} satisfying
RkE(x)=d(x) Kk(u, v) will be referred to as a fundamental solution for the
operator Rk. Such a fundamental solution can be constructed as follows.
Put
Ek(x; u, v)=Ck
1
|x|m−1
L 1 x
|x|
2 Kk(u˙, v)
=Ck
x
|x|m+2k
Kk(xux, v),
where the L-representation f(u)W sf(s˜us) of Pin(m) acts on the dotted
variable and Ck is some constant. By the conformal invariance of Rk, we
have Rk(“x) Ek(x; u, v)=0 in Rm0{0}. Clearly this function is homo-
geneous of degree −m+1 in x and belongs to L loc1 (R
m). Because d(x) is
the only (up to a multiple) distribution homogeneous of degree −m+1
having its support in the origin, we have in the sense of distributions
Rk(“x) Ek(x; u, v)=d(x) Pk(u, v)
for some Pk(u, v) ¥Mk éMgk ; and thus for all Qk ¥Mk,
Rk(“x) 1Ck 1|x|m−1 L 1 x|x|2 Qk(u)2=d(x) 1Am FSm−1 Pk(u, v) Qk(v) dS(v).
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As the reproducing kernel Kk(u, v) is invariant under the H-representation
of Spin(m), the kernel E(x; u, v) is also Spin(m)-invariant:
s¯Ek(sxs¯; sus¯, svs¯) s=Ek(x; u, v).
From this it follows that also Pk(u, v) must be invariant under H. Let now
j be a test function with j(0)=1. Then
7Rk(“x) 1Ck 1|x|m−1 L 1 x|x|2 L(s) Qk(u)2 , j(x)8
=
1
Am
F
Sm−1
Pk(u, v) L(s) Qk(v) dS(v)
=L(s)
1
Am
F
Sm−1
Pk(u, v) Qk(v) dS(v)
=7L(s) Rk(“x) 1Ck 1|x|m−1 L 1 x|x|2 Qk(u)2 , j(x)8.
In this way we have constructed an element of End(Mk) commuting with
the L-representation. By Schur’s lemma it follows that Pk(u, v) must be the
reproducing kernel Kk(u, v) if we choose Ck properly. Hence
Rk(“x) Ek(x; u, v)=d(x) Kk(u, v)
for a suitable choice of Ck. We will indicate later on how to determine this
constant. Let now y, v be fixed, then the Cauchy kernel (with singularity
in y) for Rk is given by
Ek(x−y; u, v)=Ck
1
|x−y|m−1
L 1 x−y
|x−y|
2 Kk(u˙, v)
=Ck
x−y
|x−y|m+2k
Kk((x−y) u(x−y), v)
and satisfies
Rk(“x) Ek(x−y; u, v)=d(x−y) Kk(u, v).
Moreover
Ek(x−y, u, v)=−Ck
1
|x−y|m−1
Kk 1 (x−y) u(x−y)|x−y|2 , v2 1 x−y|x−y|2
=−Ck
1
|x−y|m−1
Kk 1v, (x−y) u(x−y)|x−y|2 2 1 x−y|x−y|2
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=−Ck
x−y
|x−y|m
Kk 1 (x−y) v(x−y)|x−y|2 , u2
=−Ek(x−y; v, u).
Hence we also have the following identity:
Ek(x−y; u, v) Rk(“x)=d(x−y) Kk(u, v).
We will now give an alternative construction to obtain the Cauchy kernel
of Rk. As we will see later on, each null solution of Rk is a null solution of
the operator gk+1. As a matter of fact the Rarita–Schwinger operator Rk
factorizes a specific power of the Laplacian. This is stated in the following
Theorem 9. There exists a differential operator A2k+1 of order 2k+1
acting between spaces of Mk-valued functions such that:
RkA2k+1=gk+1. (2)
Proof. The proof is given by induction: A1=−“x. Suppose we have
constructed an operator A2k−1 such that Rk−1A2k−1=gk. To perform cal-
culations we consider the space Mk to be normalized to the sphere, i.e.
u ¥ Sm−1oru2=−1.Becauseoftheidentities−g=R2k+TkTgk , −(m+2k−4)
uRk−1=(m+2k−2) Dk and TkDk+RkTk=0 we have
gk+1=−(R2k+TkTgk )gk
=−R2kgk+TkugkuTgk
=−R2kgk+TkuRk−1A2k−1uTgk
=−R2kgk−
m+2k−2
m+2k−4
TkDkuA2k−1uT
g
k
=−R2kgk+
m+2k−2
m+2k−4
RkTkuA2k−1uT
g
k
=Rk 1−Rkgk+m+2k−2m+2k−4 TkuA2k−1uTgk 2
from which the operator A2k+1 follows by induction. L
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To obtain the fundamental solution of Rk it is now sufficient to let the
operator A2k+1 act on the fundamental solution of gk+1 multiplied with the
zonal spherical monogenic Kk(u, v).
5.2. Basic Integral Formulae
The basic integral formulae related to the Rarita–Schwinger operators
can be easily deduced from Stokes’ theorem for the Dirac operator (see e.g.
[DSS]). Put
dx=dx1 N · · · Ndxm and ds=“xH dx= C
m
k=1
(−1) j−1 ej dxˆj ,
where dxˆj=dx1 N · · · N[dxj]N · · · Ndxm. Then for g, f ¥ C1(WŒ,Mk) and
W … W¯ … WŒ:
F
“W
g(x, u) dsx f(x, u)=F
W
[−(“xg(x, u)) f(x, u)+g(x, u)(“xf(x, u))] dx.
This identity is still depending on the variable u. To obtain Stokes’ formula
for the Rarita–Schwinger operators it is sufficient to take the Fischer inner
product with respect to u or equivalently to integrate the variable u over
Sm−1. This automatically produces the projections on spaces of inner
spherical monogenics and we obtain:
Theorem 10. Let WŒ … Rm and W … WŒ. Then for f, g ¥ C1(WŒ,Mk):
(i) (Stokes’ Theorem)
F
W
[−(Rkg(x, u), f(x, u))u+(g(x, u), Rkf(x, u))u] dx
=F
“W
1g(x, u), 1 u“u
m−2+2k
+12 dsx f(x, u)2
u
=−F
“W
11 u“u
m−2+2k
+12 dsx g(x, u), f(x, u)2
u
.
(ii) (Cauchy–Pompeiu Theorem) Let y ¥ W. Then
−f(y, v)+F
W
(Ek(x−y; u, v), Rkf(x, u))u dx
=F
“W
1Ek(x−y; u, v), 1 u“um−2+2k+12 dsx f(x, u)2u
=−F
“W
11 u“u
m−2+2k
+12 dsxEk(x−y; u, v), f(x, u)2
u
.
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(iii) (Cauchy integral formula). If moreover Rkf=0, then for y ¥ W,
f(y, v)=−F
“W
1Ek(x−y; u, v), 1 u“um−2+2k+12 dsx f(x, u)2u
=F
“W
11 u“u
m−2+2k
+12 dsx Ek(x−y; u, v), f(x, u)2
u
,
where we consider ( u“um−2+2k+1) dsx f(x, u) as an Mk-valued (m−1)-form.
The constant Ck can now be calculated by applying Cauchy’s theorem to
the ‘‘constant’’ function f(x, u)=Kk(u, z) (which is in the kernel of Rk) by
integrating over the cycle Sm−1. We thus obtain
Kk(z, v)=−Ck 1 z“˙zm−2+2k+12 FSm−1 H(w) Kk(z˙, v) dS(w).
This fixes the constant Ck, i.e. Ck=−
1
Am
m−2+2k
m−2 .
6. POLYNOMIAL SOLUTIONS OF THE RARITA–SCHWINGER
EQUATIONS
In this section we describe a natural hierarchy between the Rarita–
Schwinger operators Rk. It states that the solutions of Rk can be con-
structed from solutions of Rk−1 together with solutions of the double
monogenic system. This will lead to the decomposition of the kernel of Rk
into its irreducible Spin(m)-modules.
6.1. The Induction Principle
Let fW f(x, u) be an Mk-valued polynomial. The Rarita–Schwinger
operator Rk acting on Mk-valued polynomials is given by:
Rkf=1 u“um−2+2k+12 “xf.
An Mk-valued polynomial f(x, u) belongs to Ker Rk if and only if:
“xf=Tgkf=
2
2k+m−2
uO“x, “uP f.
From the relation
(m+2k−4+u“u) “xO“x, “uP=O“x, “uP(m+2k−2+u“u) “x+“2x “u
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it follows that Rkf(x, u)=0 implies Rk−1(O“x, “uPf(x, u))=0. On the
other hand, let xW g(x, u) be an Mk−1-valued polynomial solution of Rk−1
and suppose that xW f(x, u) is an Mk-valued polynomial satisfying the
inhomogeneous Dirac equation “xf=ug. Then (m+2k−2+u“u) “xf=0
or Rkf=0. Therefore the equation Rkf=0 is equivalent to the system of
equations:
3“xf=Tgkf=ug
“uf=0
, g ¥Ker Rk−1 . (3)
The first equation of this system has always a solution. Whether we can
find a solution f(x, u) of this inhomogeneous equation which is monogenic
in u is not so straightforward. As a matter of fact, one can consider the
more general (“x, “u)-system on the space of polynomials P(x, u) in two
vector variables:
3“xf=g
“uf=h.
(4)
If f is a solution of this system; g and h must satisfy the system of second
order equations:
1 “2u
−“u“x
−“x“u
“2x
21g
h
2=10
0
2 . (5)
Systems of this type where f, g and h belong to more general function
spaces, were already studied (see [ABLSS], [Pe] and [VLSSS]). Using
advanced algebraic methods they proved that the above system of equa-
tions is exactly the compatibility system for the (“x, “u)-system. In case
f, g, h ¥P(x, u), we can give a proof of this property based on the Fischer
inner product. Consider the operator
A : P(x, u)Q 1P(x, u)
P(x, u)
2 : fW 1“xf“uf2
and its adjoint
A* : 1P(x, u)
P(x, u)
2QP(x, u) : 1p
q
2W xp+uq.
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The kernel of Ag is given by pairs of polynomials (p, q) such that
xp+uq=0. It was proved in [Co] that any polynomial T of the form
T=xR=uS for some polynomials R, S ¥P(x, u) can always be written as
T=xu2V+ux2W
for some polynomials V, W ¥P(x, u). This means that the kernel of Ag has
the form
1p
q
2=1 u2
−xu
−ux
x2
21p1
q1
2 ,
p1, q1 being arbitrary polynomials in P(x, u). Since
Im A À+ Ker Ag=1P(x, u)
P(x, u)
2 ,
one can always find polynomials f, p1, q1 ¥P(x, u) such that for any
g, h ¥P(x, u):
1“xf
“uf
2 À+ 1 u2−ux −xux2 21p1q1 2=1p1q1 2 .
Hence the (“x, “u)-system (4) has a solution iff the following orthogonality
condition is fulfilled
1g
h
2 + 1 u2
−xu
−ux
x2
21p1
q1
2
for all p1, q1 ¥P(x, u) with respect to the Fischer inner product, leading to
the compatibility system (5). Consider now our particular system (3) where
we suppose g to be homogeneous of degree l in u. Then the compatibility
system reduces to the system of equations “2u(ug)=0 and “u“x(ug)=0. The
first condition is equivalent to the monogenicity of g in the variable u
which means that g is spherical monogenic of order l in u. By the commu-
tation relations
[“u, u]=−m+2Cu, [O“x, “uP, u]=“x
and “ug=0, the second equation is equivalent to (2O“x, “uP+“x“u)) ug
=(u“u+(m+2Ou, “uP−2)) “xg=0 or g ¥ Ker Rk−1. Hence, for any g ¥
Ker Rk−1 one can always find a polynomial satisfying (3). The structure
of the polynomial null solutions of the Rarita–Schwinger operator Rk
follows now by recursion from the following
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Theorem 11. (The induction principle).
Ker Rk=M· , k(x, u) À+ “ −1x (u Ker Rk−1), k=1, 2, ...,
where M· , k(x, u) denotes the space of polynomials, monogenic in both
variables, homogeneous of degree k in u and Ker R0 5 Ker “x . The operator
“ −1x or Tg−1k associates to each g ¥ Ker Rk−1 the unique solution of the
system
3“xf=Tgkf=ug
“uf =0
which is orthogonal to M· , k with respect to the Fischer inner product.
Remark. From this it follows that null solutions of Rk are polymo-
nogenic in x (hence its components are polyharmonic polynomials). In
case P ¥Ker R1, either “xP=0 or “3xP=0, “xP ] 0. By induction, if P ¥
Ker Rk, it is clear that P satisfies one of the conditions “xP=0,
“3xP=0, ..., “2k+1x P=0 sharply.
Polynomial null solutions of the Rarita–Schwinger operators Rk can be
graded with respect to the degree of homogeneity in the domain variable x
and (3) reduces to
Ker Rk 5Pl, k=Ml, k(x, u) À+ “ −1x (u( Ker Rk−1) 5Pl, k−1(x, u)), (6)
where Pl, k …P(x, u) denotes the space of polynomials, homogeneous of
degree l in x and degree k in u, and Ml, k …Pl, k is the space of homoge-
neous polynomials, monogenic in both variables.
The space of homogeneous null solutions of Rk can be further
decomposed into irreducible Spin(m)-modules.
6.2. Simplicial Monogenic Polynomials
Polynomial models for irreducible representations of Spin(m) were
described in [So2], [VLSC]; they are given by the so called simplicial
monogenics. To fix ideas, let us consider the case m odd, m=2M+1. Put
yj=
1
2 (e2j−1−ie2j), y¯j=−
1
2 (e2j−1+ie2j) and Ij=yj y¯j. Then I=I1 · · · IM is a
primitive idempotent and the minimal left ideal C+m I is a model for the
spinor space S. Consider the following highest weight vectors:
wl, k=Ox, y1P l−k OxNu, y1 N y2Pk I, l \ k.
With respect to the L-representation F(x, u)W sf(s¯xs, s¯us), s ¥ Spin(m),
these weight vectors generate irreducible representations of Spin(m) corre-
sponding to the weight (l+12 , k+
1
2 ,
1
2 , ...,
1
2 ). Models of these representa-
tions inside P(x, u) are then provided by specific simplicial monogenics.
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A polynomial Pl, k ¥Ml, k(x, u) is called simplicial iff it satisfies Ox, “uP
Pl, k(x, u)=0. Polynomials of this type can be written as Fl, k(x, xNu) for
some Fl, k ¥Pl, k; they can be regarded as polynomials in the components of
x, xNu. The space of spinor valued (i.e. taking values in C+m I) simplicial
monogenic polynomials, homogeneous of degree l in x and k in u will be
denoted by Sl, k(x, u) and is a model for the irreducible representation
(l+12 , k+
1
2 ,
1
2 , ...,
1
2 ). The Fischer decomposition of the space Mk, l with
respect to the operator Ox, “uP is given by:
Ml, k(x, u)=Sl, k(x, u) À Ou, “xPMl+1, k−1(x, u).
Repeating this decomposition, the space of homogeneous monogenic
polynomials decomposes into irreducible Spin(m)-modules as follows:
Ml, k(x, u)=C
k
j=0
Ou, “xP j Sl+j, k−j(x, u), l \ k
5 C
k
j=0
(l+j+12, k−j+
1
2 ,
1
2, ...,
1
2 ). (7)
6.3. The Splitting in Spin(m)-Modules
Using this decomposition it is clear how the space of l-homo-
geneous null solutions of Rk, l \ k can be decomposed by recursion. Let us
first restrict our attention to the Rarita–Schwinger operator R1. The space
of homogeneous null solutions of R1, homogeneous of degree l in x (l \ 1),
decomposes as:
Ml, 1(x, u) À+ “ −1x (uMl−1(x))
=(Sl, 1(x, u) À+ Ou, “xPMl+1(x)) À+ “ −1x (uMl−1(x))
5 (l+12 ,
3
2 ,
1
2 , ...,
1
2 ) À (l+32 , 12 , ..., 12 ) À (l− 12 , 12 , ..., 12 ).
We can describe the third piece in the decomposition more explicitly. Since
Ox, y1P l−1 I generates by action of the L-representation the irreducible
Spin(m)-module Ml−1(x), it is sufficient to solve the equation “xPl, 1(x, u)
=uOx, y1P l−1 I. It can be verified that
Pl, 1(x, u)=
1
2(l+m−1)
(mOx, uP+ux+|x|2 Ou, “xP)Ox, y1P l−1 I
gives the solution and thus
“ −1x (uMl−1(x)) 5 (mOx, uP+ux+|x|2 Ou, “xP)Ml−1(x),
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which gives us the explicit realization of the representation (l− 12 ,
1
2 , ...,
1
2 )
inside Ker R1. By the induction principle, the space of solutions of Rk
always consists of two types of solutions. On the one hand we have
the double monogenic polynomials which are generated by simplicial
monogenics together with specific Spin(m)-invariant operators acting on
them. On the other hand we have an embedding of the solutions of Rk−1
inside Ker Rk. However, in case of the higher Rarita–Schwinger operators,
finding an explicit expression for the operator solving the inhomogeneous
system describing Rk,
“xPl, k(x, u)=ug, g ¥Ker Rk−1 5Pl−1, k−1(x, u),
is much more complicated. The right hand side of the above equation now
decomposes into k(k+1)2 irreducible pieces and one may expect, depending
on the considerated irreducible piece, different operators inverting the
system, each of them Spin(m)-invariant and mapping Mk−1-valued poly-
nomials to Mk-valued polynomials. However, to see which irreducible
pieces occur in Ker Rk, it is not necessary to solve the inhomogeneous
equations explicitly. In general, null solutions of Rk, homogeneous of
degree l in x (l \ k) will decompose into (k+1)(k+2)2 irreducible pieces. The
whole induction proces and the structure of the kernel of the Rarita–
Schwinger equation Rk has the shape of the following ‘‘Christmas tree’’.
For simplicity only the first two (non trivial) numbers of the weights are
mentioned. From the abstract point of view, each of the triangles contains
all information about the irreducible Spin(m)-modules occuring in the
space of l-homogeneous solutions of R0, R1, ..., Rk. The triangle corre-
sponding to the space of l-homogeneous solutions of Rk is denoted by
g(l, k). The left edge of a triangle always corresponds to solutions of the
double monogenic system. It ends at the lower vertex of this triangle in the
simplicial monogenic system, while the left vertex of this triangle corre-
sponds to the Stein–Weiss system (see [SW]). By the induction principle
each triangle g(l−1, k−1) is repeated in the triangle g(l, k). Therefore
the line next to the left edge consists of solutions P satisfying
“xP ] 0, “3xP=0. On the right of this line we have the line of solutions
satisfying “xP ] 0, “3xP ] 0, “5xP=0 etc., terminating eventually in the
right vertex corresponding to solutions P satisfying “xP ] 0, ..., “2k−1x P ] 0,
“2k+1x P=0. Let us consider again the system
“xPl, k(x, u)=ug or gxPl, k(x, u)=−“xug,
g ¥Ker Rk−1 5Pl−1, k−1(x, u).
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As the Laplace operator gx commutes with Rk; the application of gx
preserves solutions of Rk and lowers the degree of homogeneity in x by
two. By the conformal invariance of Rk, the inversion IR preserves solu-
tions and so does IRgxIR, raising the degree of homogeneity in x by two.
So we have the following maps
g(l, k)|Qgx g(l−2, k)|||QIRgx IR g(l, k),
where the inversion IR (corresponding to the Rarita–Schwinger operator) is
given by:
(IRf)(x, u)=
x
|x|m
f 1 x
|x|2
,
xux
|x|2
2 .
Since
(L(s)(IRf))(x, u)=
x
|x|m
sf 1 s¯xs
|x|2
,
s¯xuxs
|x|2
2
=(IRL(s)f)(x, u),
the L-representation and the inversion IR commute, hence IRgxIR also
commutes with the L-representation. Therefore IRgxIRgx is a Spin(m)-
invariant operator preserving the triangle g(l, k) of solutions of Rk. The
operator IRgxIR has a natural geometrical meaning; it is the Casimir
operator corresponding to the representation of the conformal group
restricted to the subgroup of transvections ( i.e. the group of translations
conjugated by inversion). By Schur’s lemma the operator IRgxIRgx acts
by scalar multiplication on each irreducible Spin(m)-module occuring in
the triangle g(l, k). In this way we can invert the system
gxPl, k(x, u)=−“xug, g ¥Ker Rk−1 5Pl−1, k−1(x, u)
by the identity
Pl, k(x, u)=aklIRgxIR“xug (8)
for some suitable normalization of akl. Because the Casimir operator of the
transversions is Spin(m)-invariant, it must be possible to express IRgxIR in
terms of the basic operators Rk(“x) :=Rk, Dk(“x) :=Dk, Tk(“x) :=Tk,
Tgk (“x) :=Tgk , and their Fischer adjoints Rk(x), Dk(x), Tgk (x), Tk(x) where
Rk(x) f(x, u)= 1 u“u2k+m−2 +12 xf(x, u), E(W,Mk)Q E(W,Mk)
Dk(x) uf(x, u)=−
1
2k+m−2
u“uxuf, E(W, uMk−1)Q E(W, uMk−1)
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Tgk (x) f(x, u)=−
1
2k+m−2
u“uxf, E(W,Mk)Q E(W, uMk−1)
Tk(x) uf(x, u)= 1 u“u2k+m−2 +12 xuf, E(W, uMk−1)Q E(W,Mk).
From the identity
−gx=R2k(“x)+Tk(“x) Tgk (“x)
and I2R=−1, it follows that
IRgxIR=(IRRk(“x) IR)2+(IRTk(“x) IR)(IRTgk (“x) IR).
To calculate the action of IRgxIR on Mk-valued homogeneous polynomials
it is thus sufficient to know the action of our basic operators conjugated by
inversion. Let us start with the action of IR“xIR on Hk-valued polynomials
homogeneous of degree s in x. As this space is generated by the weight
vectors of the form Ox, yP s Ou, yPk, y2=0, we only need to know:
IR“xIROx, yP s Ou, yPk
=s |x|2 Ox, yP s−1 Ou, yPk y+2kOx, yP s Ou, yPk−1 Ou, xP y
−2kOx, yP s Ou, yPk−1 Ox, yP u.
Thus
IR“xIR=|x|2 “x+2Ox, uP “u−2uOx, “uP (E(W,Hk)Q E(W,Hk)).
Since the space of k-homogeneous harmonic polynomials splits as
Hk(u)=Mk(u) À+ uMk−1(u)
and projection on these spaces commutes with IR we now have the following
Lemma 12.
IRRk(“x) IR=|x|2 Rk
IRT
g
k (“x) IR=|x|2 Tgk (“x)−(2k+m−2) Tgk(x)
IRTk(“x) IR=|x|2 Tk(“x)+(2k+m−2) Tk(x)
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and the Casimir operator of the transvections is given by
IRgxIR=|x|2 (2Rk(x) Rk(“x)+(m+2k) Tk(x) Tgk (“x)
−(m+2k−2) Tk(“x) Tgk (x))
−(m+2k−2)2 Tk(x) T
g
k (x)− |x|
4 gx .
Polynomial Solutions of Rarita–Schwinger Equations
For k=0:
(l+12 ,
1
2 ).
For k=1:
(l+32 ,
1
2 ), (l−
1
2 ,
1
2 )
(l+12 ,
3
2 ).
For k=2:
(l+52 ,
1
2 ), (l+
1
2 ,
1
2 ), (l−
3
2 ,
1
2 )
(l+32 ,
3
2 ), (l−
1
2 ,
3
2 )
(l+12 ,
5
2 ).
For k=3:
(l+72 ,
1
2 ), (l+
3
2 ,
1
2 ), (l−
1
2 ,
1
2 ), (l−
5
2 ,
1
2 )
(l+52 ,
3
2 ), (l+
1
2 ,
3
2 ), (l−
3
2 ,
3
2 )
(l+32 ,
5
2 ), (l−
1
2 ,
5
2 )
(l+12 ,
7
2 ).
For general k:
(l+k+12 ,
1
2 ), (l+k−
3
2 ,
1
2 ), ... (l−k+
5
2 ,
1
2 ), (l−k+
1
2 ,
1
2 )
(l+k− 12 ,
3
2 ), (l+k−
5
2 ,
3
2 ), ..., (l−k+
7
2 ,
3
2 ), (l−k+
3
2 ,
3
2 )
· · ·
(l+32 , k−
1
2 ), (l−
1
2 , k−
1
2 )
(l+12 , k+
1
2 ).
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Theorem 13 (The splitting of l-homogeneous null solutions of Rk in
Spin(m)-modules). Put IRgxIR“xu=F, Ou, “xP=G. Then g(l, k) is given
by:
GkSl+k, 0 FG
k−1Sl+k−2, 0 ...... Fk−1GSl−k+2, 0 FkSl−k, 0
Gk−1Sl+k−1, 1 FG
k−2Sl+k−3, 1 ... Fk−2GSl−k+3, 1 Fk−1Sl−k+1, 1
· · ·
G2Sl+2, k−2 FGSl, k−2 F
2Sl−2, k−2
GSl+1, k−1 FSl−1, k−1
Sl, k
or
Ker Rk= C
k
j=0
C
k−j
s=0
(IRgxIR“xu) s Ou, “xPk−j−s Sl+k−j−2s, j(x, u)
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