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a b s t r a c t
This paper presents an alternative approach for mathematical modeling of an oscillating
system with an irrational restoring force. Such a model corresponds to the oscillation of
an elastic wire or string. A generalized Senator–Bapat perturbation technique is employed
to deal with this nonlinear system. Unlike the conventional perturbation method, it not
only solves the nonlinear problem without the requirement of small parameters, but
also provides highly accurate solutions for small as well as large amplitudes of motion.
Illustrative examples are selected and demonstrated for verifying the accuracy of this
approach.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Nonlinear dynamics is a multi-disciplinary study in physical science and engineering. Many theoretical models in
nonlinear systems can be defined by a set of differential equations and auxiliary conditions that arise from modeling
processes [1]. The pursuit of accurate solutions to nonlinear mathematical models has generated many analytical or semi-
analytical techniques for solving the steady-state and transient responses of nonlinear differential equations. Unfortunately,
many of the approaches, such as the conventional perturbation and harmonic balancemethods, frequently have restrictions,
and thus their validity and scope of application are limited to specific areas. For instance, the perturbation method is only
capable in principle for solving problems with the presence of small parameters. Analytically, it expands the solution in a
power series of the small parameter. However, numerous mechanical systems do not necessarily contain small parameters,
and one of the typical examples is the nonlinear system having an irrational restoring force.
The nonlinear oscillation system governed by an irrational restoring force has several practical applications, e.g.
the oscillation of a mass attached to a stretched wire [2]. Such an oscillatory system has been solved by a number
of ingenious methods, for instances, the improved harmonic balance methods [3–5] and the homotopy perturbation
method [6]. Recently, an archetypal systemwas proposed to demonstrate the smooth and discontinuous dynamics, namely
the smooth-discontinuous (SD) oscillator [7–10]. The equation of motion is also expressed in terms of an irrational
function. The intricate dynamical behaviour of this SD oscillator is affected by the smoothness parameter that exhibits both
geometrical and physical properties.When the smoothness parameter value adjusts to zero, the nonlinear systembecomes a
dynamically shifted oscillator [11]. The qualitative analysis of the SD oscillator has been investigated in detail by Cao and his
associates [7–10]. Besides, the SD oscillator is a model of some structural problems, including the oscillation of a simple
elastic arch, and the oscillation of a pair of springs pinned to rigid supports [7–10].
In general, the Lindstedt–Poincaré (LP) perturbationmethod [1,2,12] is one of the widest used asymptotic techniques for
solving nonlinear problems. However, the conventional LP method is still limited in its ability to solve problems with large
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parameters and amplitudes of oscillation. Over the last two decades, a number of modified and improved LP perturbation
methods have been presented and extended to probe certain strongly nonlinear systems [6,13–25]. In an attempt to solve the
present problem, a generalized Senator–Bapat (GSB) perturbation technique [19] is adopted for solving some special cases
of the conservative oscillating system with an irrational nonlinearity. These cases correspond to the oscillating systems
of elastic wire or string problems. Building on Senator and Bapat’s works [14], Wu et al. [19] proposed a new method to
select an optimal linear spring constant for determining highly accurate nonlinear frequencies of the Duffing oscillator.
On the contrary, the GSB perturbation method is distinct from the conventional ones, because it does not require the
presence of small parameter in the equation of motion. Hence, the aim of this paper is to employ the GSB perturbation
method as an alternative and effective approach for the analysis of the nonlinear problemwith an irrational restoring force.
Illustrative examples are selected and the solutions are compared to established approximate and exact solutions in order
to authenticate the accuracy and correctness of the solution methodology presented here.
2. Solution methodology
Consider an ordinary differential equation governed by
d2u
dt2
+ f (u) = 0 u(0) = A, du(0)
dt
= 0 (1)
in which the restoring force function−f (u) is given as
− f (u) = −ω20u
(
1− λ√
u2 + α2
)
(2)
where u and t are, respectively, the dimensionless displacement and time variables, ω0 is the natural frequency that is
assumed to be unity here, λ is the stretch parameter [4], and α is the smoothness parameter [8]. It is remarked that either
the parameter α or λ, or both, in Eq. (2) should be equal to one, such that Eq. (1) corresponds to different mathematical
models. In the present works, the following three cases will be considered in order to examine the accuracy and correctness
of the GSB perturbation method [19]:
(i) For α = 1 and 0 < λ < 1, the system corresponds to oscillation of a mass attached to a stretched wire [2–6].
(ii) For α = 1 and λ = 1, the system corresponds to oscillation of a mass attached to a non-stretched wire [4], and
(iii) For α > 1 and λ = 1, the system corresponds to oscillation of a pre-tensioned discrete elastic string [7–10].
The dynamical systems above have a singular point at (0, 0) [8,10] and they oscillate between symmetric intervals [−A, A].
Introducing an independent variable, τ = ωt , Eq. (1) becomes
ω2u′′ + f (u) = 0 u(0) = A, u′(0) = 0 (3)
where a prime denotes the derivative with respect to τ and Eq. (3) is a periodic function of τ of period 2pi . The period of
oscillation is given by T = 2pi/ω. The periodic solution and oscillation frequency rely upon the initial amplitude A.
Applying the generalized Senator–Bapat perturbation method [19], a neighboring linear term is introduced in Eq. (3). By
adding φu to the left side and balancing this term to the right side by εφu, and replacing f (u) on the left by−εf (u) on the
right give rise to
ω2u′′ + φu = ε [φu− f (u)] (4)
where ε = 1 is the bookkeeping quantity that formulates the sequence of a set of linear differential equations to replace the
original nonlinear equation, and φ is the embedding parameter.
It is worth noting that the formulation and methodology of the GSB method [19] is quite dissimilar to other modified
or improved perturbation techniques, such as the homotopy perturbation method (HPM) [6,16,20,24,25]. For the HPM, the
artificial homotopy parameter p ∈ [0, 1] is embedded into the nonlinear problem. However, both ε and φ are implemented
herein as shown in Eq. (4). By incorporating the HPMmethod with Eq. (1), the following equation can be constructed as
d2u
dt2
+ ω2u = p [ω2u− f (u)] (5)
whereω is the unknown frequency parameter. The solutions u(t) andω in Eq. (5) can then be expressed as a power series of
the parameter p [6,24,25] to yield a set of linear differential equations in lieu of nonlinear ones. We refer readers to Ref. [6],
in which the utility of the HPM has been discussed in solving Eq. (1) for α = 1 and 0 < λ ≤ 1. Although the homotopy
equation of the HPM can be constructed in other ways when dealing with different nonlinear equations [6,16,20], Eq. (5) is
one of the common equation forms in use. In contrast to Eqs. (4) and (5), the major difference between the HPM and the
GSBmethod is themathematical formulation of the nonlinear system. The rationale of the GSBmethod requires the optimal
choice of linear spring term φ [19] to determine the nonlinear frequency and periodic solution of Eq. (1). This also leads to
different solution methodologies regarding these two approaches.
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In Eq. (4), the embedding parameter φ is determined via the conventional LP perturbation technique [1,2,12]. Hence, the
approximate solutions of Eq. (4) can be expanded as
Uk (τ ) =
k∑
i=0
εiui (τ ) (6)
ω2k = φ +
k∑
i=1
εiφi (7)
where Uk (τ ) and ω2k are, respectively, the kth level approximations to u and ω, ui (τ ) and φi are the ith terms in the
corresponding expansions, and ui are periodic in τ with period 2pi . In view of Eq. (3), the initial conditions for ui are
u0(0) = A, u′0(0) = 0 (8)
and
ui(0) = 0, u′i(0) = 0, (i = 1, 2, . . . , k). (9)
Substituting Eqs. (6) and (7) into Eq. (4) and equating the coefficients of ε0, ε1 and ε2 lead to a series of linear differential
equations in Eqs. (10)–(12) as
u′′0 + u0 = 0 (10)
u′′1 + u1 = u0 −
(
φ1
φ
)
u′′0 −
(
1
φ
)
f (u0) (11)
u′′2 + u2 = u1 −
(
φ1
φ
)
u′′1 −
(
φ2
φ
)
u′′0 −
(
1
φ
)
fu (u0) u1 (12)
in which
fu(u) = df (u)du = ω
2
0
[
1− α
2λ(
u2 + α2)3/2
]
. (13)
The equations of higher-order terms ui (i ≥ 3) are omitted here. By solving Eqs. (10)–(12) sequentially, the first-order and
second-order approximate solutions can be established readily.
Making use of Eqs. (8) and (10) leads to
u0 (τ ) = A cos τ . (14)
Because f (u) is an odd function in Eq. (2), thus f (u0) in Eq. (11) can be expressed in terms of the Fourier series expansion
as follows
f (u0) =
∞∑
n=0
a2n+1 cos [(2n+ 1) τ ] (15)
where the Fourier series coefficients a2n+1 can be truncated for n ≥ 3 in Eq. (11) and are presented as
a1 = ω
2
0
Api
√
A2 + α2
[
A2pi
√
A2 + α2 − 4λ (A2 + α2) E(m)+ 4α2λK(m)] (16)
a3 = 4λω
2
0
3A3pi
√
A2 + α2
[(
A4 + 9A2α2 + 8α4) E(m)− α2 (5A2 + 8α2) K(m)] (17)
a5 = − 4λω
2
0
15A5pi
√
A2 + α2 [(3A
6 + 91A4α2 + 216A2α4 + 128α6)E(m)− α2(39A4 + 152A2α2 + 128α4)K(m)] (18)
and
m = A
2
A2 + α2 . (19)
In Eqs. (16)–(18), K (·) and E (·) are, respectively, the complete elliptic integrals of the first kind and the second kind,
m = k2 is the parameter with k being the modulus of the elliptic integral. These elliptic integrals are difficult to express
into the explicit functions of the oscillation amplitude A. Provided that an analytical representation is required, the explicit
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functions of such integrals in terms of A can only be written as the following power series [26].
K(k) = pi
2
{
1+
(
1
2
)2
k2 +
(
1 · 3
2 · 4
)2
k4 + · · · +
[
(2n− 1)!!
2nn!
]2
k2n + · · ·
}
(20)
E(k) = pi
2
{
1− 1
22
k2 − 1
2 · 3
22 · 42 k
4 − · · · −
[
(2n− 1)!!
2nn!
]2 k2n
2n− 1 − · · ·
}
. (21)
Conveniently, the numerical results of K(·) and E(·) in Eqs. (16)–(18) can be directly computed by using the symbolic
software.
Substituting Eqs. (14) and (15) into Eq. (11) with the initial conditions given in Eq. (9) for i = 1 and eliminating the
secular term in the periodic solution u1 (τ ), we have
φ1 = a1A − φ (22)
and
u1 (τ ) = 1
φ
∞∑
n=1
a2n+1[
(2n+ 1)2 − 1] {cos [(2n+ 1) τ ]− cos τ }. (23)
By virtue of Eqs. (6) and (7), the corresponding first-order approximate frequency ω1 and periodic solution U1 (τ ) are
ω1(A) =
√
a1
A
(24)
and
U1 (τ ) = A cos τ + u1 (τ )
=
(
A− a3
8φ
− a5
24φ
)
cos [ω1(A)t]+ a38φ cos [3ω1(A)t]+
a5
24φ
cos[5ω1(A)t]. (25)
Prior to solving Eq. (12), it should be indicated that fu (u0) u1 is also an odd function and thus can be expressed as
fu (u0) u1 =
{
b0
2
+
∞∑
n=1
b2n cos (2nτ)
}{
1
φ
∞∑
n=1
a2n+1[
(2n+ 1)2 − 1] {cos [(2n+ 1) τ ]− cos τ }
}
= 1
φ
∞∑
n=0
c2n+1 cos [(2n+ 1) τ ] (26)
where
b0 = 2ω20 −
4λω20E(m)
pi
√
A2 + α2 (27)
b2 = 4λω
2
0
A2pi
√
A2 + α2
[(
A2 + 2α2) E(m)− 2α2K(m)] (28)
b4 = − 4λω
2
0
A4pi
√
A2 + α2
[(
A4 + 16A2α2 + 16α4) E(m)− 8α2 (A2 + 2α2) K(m)] (29)
b6 = 4λω
2
0
3A6pi
√
A2 + α2 [(3A
6 + 134A4α2 + 384A2α4 + 256α6)E(m)− 2α2(27A4 + 128A2α2 + 128α4)K(m)] (30)
c1 = 148 [−3a3 (b0 − b4)+ a5 (−b0 − b2 + b4 + b6)] (31)
c3 = 148 [−a5b4 + 3a3 (b0 − b2 − b4 + b6)] (32)
c5 = 148 [a5 (b0 − b4 − b6)+ 3a3 (b2 − b4 − b6)] (33)
in which m in the elliptic functions of Eqs. (27)–(30) is given in Eq. (19), and a3, a5 are presented in Eqs. (17) and (18). For
brevity, the Fourier series coefficients b2n (n ≥ 4) and c2n+1 (n ≥ 3) in Eq. (26) are ignored while solving Eq. (12). Further
substituting Eqs. (14), (23) and (26) into Eq. (12) with the initial conditions in Eq. (9) for i = 2, and vanishing the secular
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term in u2 (τ ) yield
φ2 = c1Aφ +
a1
A2φ
∞∑
n=1
a2n+1[
(2n+ 1)2 − 1] (34)
and
u2 (τ ) = 1
φ
∞∑
n=1
{[
a2n+1 + c2n+1
φ
−
(
a1
Aφ
)(
(2n+ 1)2
(2n+ 1)2 − 1
)
a2n+1
] [
1
(2n+ 1)2 − 1
]}
×{cos [(2n+ 1) τ ]− cos τ }. (35)
According to Eqs. (7), (22) and (34), the combined frequency of ε0, ε1 and ε2 equations is
ω22 =
a1
A
+ c1
Aφ
+ a1
A2φ
∞∑
n=1
a2n+1[
(2n+ 1)2 − 1] . (36)
The optimal φ in Eq. (36) can be determined by assuming that frequency of the perturbed system approaches the
corresponding unperturbed system as closely as possible [19]. Hence, the perturbation method works best for the kth level
approximation of ω2k that is equal to the parameter φ as follows
ω2k = φ. (37)
By comparing Eqs. (7) and (37), we have
k∑
i=1
φi = 0. (38)
Therefore, the second-order approximate frequency can be obtained using the relationships Eqs. (22), (34), (38) and (37)
for k = 2 as follows
ω2(A) =
√√√√√ 1
2A
a1 ±
√√√√a21 + 4Ac1 + 4a1
[ ∞∑
n=1
a2n+1
(2n+ 1)2 − 1
]. (39)
The sign ‘‘±’’above is determined by the ratio ω2 (A) /ω1(A) ≈ 1, and Eq. (39) can be further simplified as
ω2(A) =
√
1
2A
[
a1 +
√
a21 + 4Ac1 + 4a1
(a3
8
+ a5
24
)]
. (40)
The corresponding second-order approximate periodic solution U2 (τ ) is
U2 (τ ) = A cos τ + u1 (τ )+ u2 (τ )
=
[
A− 3a3 + a5
12φ
+ a1 (81a3 + 25a5)
576Aφ2
− 3c3 + c5
24φ2
]
cos [ω2(A)t]
+
(
a3
4φ
− 9a1a3
64Aφ2
+ c3
8φ2
)
cos [3ω2(A)t]+
(
a5
12φ
− 25a1a5
576Aφ2
+ c5
24φ2
)
cos [5ω2(A)t] . (41)
From Eq. (38), the optimal solutions φ in Eqs. (25) and (41) are, respectively, expressed as
φ = a1
A
(42)
φ = 1
2A
[
a1 +
√
a21 + 4Ac1 + 4a1
(a3
8
+ a5
24
)]
. (43)
3. Results and discussion
For comparison, the exact frequency ωe(A) can be derived by direct integration of Eq. (1) as,
ωe(A) = pi
2
∫ pi/2
0
ω20 − 2ω20λ(√
A2 sin2 θ + α2 +√A2 + α2
)
−1/2 dθ

−1
. (44)
In Eq. (44), the exact solution is expressed in implicit integral function that is neither convenient for computation nor
indicative of any physical insight in general.
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Table 1
Comparison of the exact frequencies with various second-order approximate solutions for α = 1 and 0 < λ < 1.
A ωe
ω2NHB
ωe
, [3] ω2RHB
ωe
, [5] ω2
ωe
, Present ωe
ω2NHB
ωe
, [3] ω2RHB
ωe
, [5] ω2
ωe
, Present
λ = 0.1 λ = 0.5
0.1 0.94887969 1.000000 1.000000 1.000000 0.70842295 1.000000 1.000000 1.000000
0.4 0.95155713 0.999991 1.000000 1.000000 0.72612556 0.999943 0.999999 1.000000
0.7 0.95613672 0.999948 1.000000 1.000000 0.75547955 0.999667 0.999989 1.000001
1 0.96109793 0.999874 0.999999 1.000000 0.78617122 0.999244 0.999965 1.000004
4 0.98507517 0.999840 0.999998 1.000000 0.92272685 0.999280 0.999940 1.000014
7 0.99112294 0.999946 0.999999 1.000000 0.95468855 0.999795 0.999974 1.000007
10 0.99371282 0.999980 1.000000 1.000000 0.96810224 0.999939 0.999987 1.000004
λ = 0.75 λ = 0.95
0.1 0.50278601 1.000000 1.000000 1.000000 0.23136705 1.000024 1.000000 1.000000
0.4 0.53921369 0.999931 0.999993 1.000000 0.31764168 1.001183 0.999905 1.000006
0.7 0.59627839 0.999548 0.999933 1.000009 0.42643081 1.001286 0.999561 1.000084
1 0.65277101 0.998927 0.999827 1.000031 0.52033468 1.000160 0.999261 1.000189
4 0.88125457 0.999071 0.999832 1.000047 0.84639887 0.999068 0.999673 1.000102
7 0.93109439 0.999771 0.999935 1.000019 0.91171182 0.999811 0.999885 1.000036
10 0.95169605 0.999953 0.999968 1.000010 0.93833273 0.999993 0.999944 1.000018
Table 2
Comparison of the exact and approximate frequencies for α ≥ 1 and λ = 1.
A ωe
ω1
ωe
ω2
ωe
ωe
ω1
ωe
ω2
ωe
α = 1 α = 1.25
0.1 0.05973043 1.022041 0.999708 0.44934575 1.000002 1.000000
0.4 0.22916184 1.019863 0.999917 0.47827659 1.000309 1.000000
0.7 0.37081340 1.016373 1.000172 0.52750985 1.001368 1.000005
1 0.48085078 1.012940 1.000324 0.58096968 1.002432 1.000024
4 0.83742053 1.001882 1.000123 0.84304402 1.001427 1.000076
7 0.90679079 1.000647 1.000042 0.90811186 1.000569 1.000033
10 0.93495725 1.000317 1.000020 0.93546682 1.000294 1.000018
α = 1.5 α = 1.75
0.1 0.57830893 1.000000 1.000000 0.65518674 1.000000 1.000000
0.4 0.59188432 1.000047 1.000000 0.66287544 1.000012 1.000000
0.7 0.61737781 1.000285 1.000000 0.67801554 1.000086 1.000000
1 0.64841205 1.000685 1.000003 0.69766537 1.000242 1.000001
4 0.84883863 1.001073 1.000047 0.85467179 1.000803 1.000029
7 0.90955567 1.000497 1.000026 0.91109446 1.000431 1.000021
10 0.93603578 1.000270 1.000015 0.93665504 1.000248 1.000013
α = 2 α = 2.25
0.1 0.70743763 1.000000 1.000000 0.74557653 1.000000 1.000000
0.4 0.71225946 1.000004 1.000000 0.74881199 1.000002 1.000000
0.7 0.72202501 1.000032 1.000000 0.75548634 1.000014 1.000000
1 0.73522794 1.000100 1.000000 0.76476558 1.000046 1.000000
4 0.86044677 1.000600 1.000018 0.86609377 1.000448 1.000011
7 0.91270527 1.000372 1.000016 0.91436881 1.000321 1.000013
10 0.93731688 1.000226 1.000011 0.93801470 1.000205 1.000009
Table 1 shows a comparison between the exact and various second-order frequencies for α = 1, 0 < λ < 1 and
A ∈ [0.1, 10]. The second-order solutions are obtained by the Newton harmonic balance method (ω2NHB) [3], the rational
harmonic balancemethod (ω2RHB) [5], and the present GSB perturbationmethod (ω2). It seems that the nonlinear frequency
ω2RHB is more accurate than that of ω2NHB. A comparison between ω2NHB and ω2RHB was formerly conducted by Gimeno
et al. [5]. It should be pointed out that both solutions ofω2RHB andω2 are expressed in terms of the complete elliptic integrals
of the first kind and the second kind, but the solution of ω2NHB is not a function of such integrals. Apparently, the degree of
accuracy between ω2NHB and ω2RHB cannot be only distinguished passing through direct numerical comparison. Therefore,
themajor scope of the present paper is to demonstrate the great accuracy of theGSB perturbation technique over the rational
harmonic balance method in solving Eq. (1), and also to present an alternative pathway to unravel this nonlinear problem.
We observe that the present approach can provide excellent results with respect to the exact solution. For λ = 0.1, there is
virtually no difference betweenω2 andωe. For other cases (λ = 0.5, 0.75 and 0.95), the GSB perturbation technique solutions
are still the best among other approximations as compared to the exact solution.
Table 2 shows a comparison between the exact solution and the first-order and second-order perturbation results for
α ≥ 1, λ = 1 and A ∈ [0.1, 10]. There are six cases in Table 2, the second-order GSB perturbation solution is better than
the first-order results. As compared to the second-order solution derived by the rational harmonic balance method [5] for
α = 1 and λ = 1, the distribution of relative errors is graphically depicted in Fig. 1. For A < 0.3, the accuracy of the rational
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Fig. 1. Comparison of the relative errors of the second-order GSB perturbation and rational harmonic balance [5] solutions for α = 1, λ = 1 and
A ∈ [0.1, 10].
Fig. 2. Comparison of the exact and approximate periodic solutions for α = 1, λ = 1 and A = 1.
harmonic balance method is somewhat better than the present method. Yet, the present solutions are much better for
A ≥ 0.3. Overall, the largest relative error RE2RHB [5] is about 0.12% in the range of A ∈ [0.1, 10], while for the second-order
GSB method (RE2)it is less than 0.04%.
To further examine the accuracy for this perturbation technique, a comparison of the time history periodic response of
Eq. (1), derived from the exact solution (ue), the first-order (U1) and second-order (U2) approximations in Eqs. (25) and (41),
is presented in Figs. 2 and 3. In Fig. 2, the second-order solution U2 provides excellent agreement with respect to the exact
solution for α = 1, λ = 1 and A = 1, but the first-order solution U1 slightly deviates from the exact solution. In Fig. 3, the
curves for all approximate and exact periodic solutions virtually coalesce together for α = 1.5, λ = 1 and A = 4.
Future works will concentrate on quantitative investigation using the present method for the periodicity of Eq. (1)
governed by 0 < α < 1, λ = 1 and ω0 = 1. In this case, the singular points of system (1) are (0, 0) and
(
±√1− α2, 0
)
. Its
dynamic behaviour is similar to the double-well Duffing oscillator [7–10].
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Fig. 3. Comparison of the exact and approximate periodic solutions for α = 1.5, λ = 1 and A = 4.
4. Conclusion
Newand alternative approximate solutions have beenderived for thenonlinear systemswith an irrational restoring force.
The first two order approximations are formulated using a generalized Senator–Bapat perturbation technique. The approach
presented here overcomes the barrier of the conventional perturbation technique that requires solving the nonlinear
problems with the presence of small perturbed parameters. Several examples are presented and discussed. The current
results demonstrate correct modeling and great numerical accuracy and as compared to the existing approximate and exact
solutions. In addition, this method is suitable for small as well as large amplitudes of oscillation. Further generalization of
this technique can be used to solve nonlinear systems with complicated dynamic behaviour.
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