ABSTRACT
INTRODUCTION

Iterative roots and fractional iterations
Given some arbitrary self mapping of a set X , the solutions of the functional equation cp(Cp(4) = f ( 4 , 2 E x (if they exist) are called iterative roots of f . Formally they can also be introduced as generalization of the operation of iteration towards non-integer iteration counts. In addition to the well known notations f 1 = f, fo = id, f-l for the inverse of f and f" = f o f o ... o f (n times) for the nth iterate of f, the iterative root of f can be symbolized by f1I2. Furthermore f m/n, m, n E N (N being the set of all natural numbers) defines a fractional iterate of f. Finally ft, t E R, t 2 0 is called continuous iterate of f , if the limits lim,,t fQ(5) exist for any t 2 0 and any z E X ( X being in this case a topological space) and are equal to fP(z), if t = p (a rational number). In this case the one
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This problem was first considered by Charles Babbage, the inventor of the digital programmable computer, in his "Essay on the calculus of functions" from 1815 [2] , where he extended the concept of algebra to functional spaces. The function combination f o cp is the most natural operation in this context and the iterates f 2 arise naturally. Most famous is the so called Babbage equation cp(p(z)) = z, whose solutions are denoted as "roots of identity".
The main field of applications of this formalism is in dynamical systems [ 11 and in the theory of complexity, where iterative roots of the exponential function play an important role [4] . But there are also industrial applications which require to find iterative roots of some order [5] . The problem of existence, uniqueness and analytical description of iterative roots for given mappings is far from solved, a survey paper from 2001 on functional equations states: "...one should not expect results on iterative roots in a general situation. In fact, even roots of polynomials are not described. Even worse: we d o not know whether every complex cubic polynomial has a square root ..." [3] . Furthermore, most of the theoretical work stays in the real or complex domain, while applications get more interesting in higher dimensional spaces.
Application to data from dynamical systems
Let z be a (complete) state vector of a deterministic dynamical system, that evolves continuously in time according to some unknown law.
Assume, that we can measure this state only in fixed time intervals of length At (sampling rate). From this measurements we obtain a set of pairs of states ( 2 0 , z 1 ) . Let f be the (initially unknown) function that describes how z changes in At, i.e. 2 1 = f(z0) (the finite flow).
Let us assume the ideal case that we can derive f from the training data arbitrarily well, e.g. by a neural network that is trained on the data set. This is simple function approximation, one of the standard applications of neural networks.
Without loss of generality we can set A t = 1 and t = 0 when measuring the initial state. Then iterating f on xo will
give the discrete time evolution of this state:
The task is to derive, if possible, from this discrete time mapping another mappings with smaller time steps or even "continuous" time model x(x0, t), described by a continuous iterative semigroup o f f defined by the following three properties:
1) fo(x) = x for any x E X (X being a state space);
2)ft+S(x) = f'(f"(x))foranyx E X a n d a n y t ,~ 2 0
If, in addition, ft(xo) is non-expansive for fixed t (i.e. In short: under the given assumptions this method allows to reconstruct true continuous time trajectories from discrete time data. It is the natural interpolation method in a sense that it does not introduce new assumptions like linear or spline interpolation and is error free under ideal conditions.
Ilft(x)
However, in many practical situations the non-expansive property is not satisfied (even for the discrete mappings), but nevertheless, there exist iterative roots of such mappings. In the next section we shall see such examples.
ITERATIVE ROOTS OF MONOTONE MAPPINGS
It is well known that continuous monotone iterative roots of all orders exist for continuous strictly monotone function on the real line (see for instance [SI) . In this section we generalize this result for the multidimensional case of strictly monotone mappings defined in R". 
B ( x ) = A(B-'(x))
( 1) starting from x E D1. We shall prove that
( 2 )
For n = 0, ( 2 ) is true by definition. We have also that B-' is single-valued on D1. Assume that (2) is true for some n and B-l is single-valued on Dn+l. For n + 1 we have: if y E Dn+l, then y = B ( x ) for some x E D,, so z = B-'(y) by induction hypothesis. By (l), B(y) = z E Dn+2. Now, using the strict monotonicity, continuity and coercivity assumptions on A, and the condition that A-l is strictly monotone with respect to the cone -C, one can easily derive that there exists x, such that A(x,) = z. We shall prove that B is strictly monotone. We consider two cases:
1) B is restricted to E, (the closed hull of 0,).
We proceed by induction. For n = 0 the assertion is true by definition of B on DO. Assume that for some n, B restricted to D, is strictly monotone. Let q , x 2 E Dn+l and x1 >C x2. By (2), xi = B(yi) for some B restricted to Dn is also strictly monotone.
2) General case. Let 2 1 ,~ E zo + C and 2 1 >c 2 2 .
Assume that the segment 
APPROXIMATING ITERATIVE ROOTS WITH NEURAL NETWORKS
Topology of the network
The idea how to map the problem of finding iterative roots of a given function f(x) to a neural network is straightforward: A network of the topology shown in figure 1 , with the additional constraint that all the weights in both subnets are pairwise identical, is trained to approximate f . If this succeeds, each of the two identical subnets approximates it's iterative root p[5].
This scheme can easily be extended to compute fractional iterates f mln by simply introducing more layers.
LEARNINGRULES
The problem is to find a training algorithm for these networks, that incorporates the constraints of equal weights in all subnets and still has a fast convergence behavior. We derived two methods that give good results. One starts with different subnets and uses a penalty term, that assigns an error to the sum of all squared differences of corresponding weights in the subnetworks. Furthermore we calculated the exact derivatives in the case of initially identical subnetworks (or a finitely recurrent network) which can be used in a slightly modified pseudo Newton algorithm [6].
Apart from the case where explicit functions are given as a formula, practical applications often relay on measurements or sampled data. If the function f is given only implicitly as input -output data pairs defined by a table of ( 2 , f(s)) values, the training set in neural network t e enology, finding the iterative root becomes part of a regression problem: There may be noise or errors in this data and one has to deal with problems like generalization and overfitting. Neural networks have the proven ability to be highly successful in this context and lots of methods are available, which then naturally combine with the fractional iteration capability described here to provide practical solutions for specific applications. Previously we have shown the capability of this method to find the iterative roots of several one-dimensional functions. This allowed to solve some interesting problems from physics with a purely data based approach 171.
Improving convergence by initialization
The more complex the function f gets, the more difficult it is for the network to find a solution for it's iterative root. Local minima become a serious problem for the used network topology. Therefore it becomes important to start somewhere near the desired solution if possible. While it is difficult to calculate an exact solution of the iterative root, it can often be guessed how it looks l i e . This guess can be used to pre-train all subnetworks before the whole network is used to find the exact solution. For strictly monotonic mappings there is always a solution that is located somewhere between identity and the mapping itself. A linear interpolation can be used to find a starting point for the search for 9. and use this as the training data set for a single sublayer. For the given examples this reduced the number of training epochs by about a factor of ten in those cases the net found an solution and reduced the number of failures to find a solution due to local minima from about 90 % to about 5 %.
This means, without initialization only one in ten attempts to find a solution succeeds while with previous interpolation the method works almost immediately.
EXAMPLES
Freefall
The state of falling body is completely defined by its position and speed v. For the free fall with gravitational acceleration a we know how an initial state (zo, yo) evolves in time:
From this we generated a set of data pairs Of course this mapping should have iterative roots of all order because of it's construction from a continuous time system. But existence can also be guaranteed without this knowledge because the mapping is monotone with respect to the first octant, according to chapter 2. In order to reconstruct the complete trajectories from this data, we trained the network from figure 2 with this data and computed the fractional iterates up to order 8. The (2 -5 -2)' network was able to reproduce the targets with an accuracy (relative mean square error) of lo-' and the iterative root with MSE of Figure 3b shows the trajectories compared to the expected values (diamonds) at At/2.
Damped harmonic oscillator
The state of a harmonic damped oscillator z ( t ) = A sin(wtp)e-ct, v(t) = k ( t ) , is sampled "stroboscopically" at fuced time intervals A(t). Figure 4a graphs 
(t).
While this is not a monotone mapping in the sense of chapter 2 the existence of solutions is also guaranteed because this is a non expansive mapping so there exist a continuous iterative semigroup that defines a continuous flow of this system. We used the network from figure 2 again to compute the 8th fractional iterate on this data set to calculate trajectories with an 8-fold increased time resolution. The diamonds show the expected positions at times A(t)/2 which are modelled perfectly by the network. The accuracy is about the same as in the last example.
CONCLUSION
We presented a neural network model for finding rational roots of multidimensional mappings. We considered a special class of mappings, called monotone (with respect to a cone) and prove that they have iterative roots. [8] M. Kuczma, B. Choczewski, R. Ger, "Iterative Func- 
