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Preface
Analogy is one of the most effective techniques of human reasoning: When we face new
problems we compare them with simpler and already known ones, in the attempt to use
what we know about the latter ones to solve the former ones. This strategy is particu-
larly common in Mathematics, which offers several examples of abstract and seemingly
intractable objects: Subsets of the plane can be enormously complicated but, as soon as
they can be approximated by rectangles, then they can be measured; Uniformly finite
metric spaces can be difficult to describe and understand but, as soon as they can be ap-
proximated by Hilbert spaces, then they can be proved to satisfy the coarse Novikov’s and
Baum-Connes’s conjectures.
These notes deal with two particular instances of such a strategy: Sofic and hyperlinear
groups are in fact the countable discrete groups that can be approximated in a suitable
sense by finite symmetric groups and groups of unitary matrices. These notions, introduced
by Gromov and Ra˘dulescu, respectively, at the end of the 1990s, turned out to be very deep
and fruitful, and stimulated in the last 15 years an impressive amount of research touching
several seemingly distant areas of mathematics including geometric group theory, operator
algebras, dynamical systems, graph theory, and more recently even quantum information
theory. Several long-standing conjectures that are still open for arbitrary groups were
settled in the case of sofic or hyperlinear groups. These achievements aroused the interest
of an increasing number of researchers into some fundamental questions about the nature
of these approximation properties. Many of such problems are to this day still open such
as, outstandingly: Is there any countable discrete group that is not sofic or hyperlinear? A
similar pattern can be found in the study of II1 factors. In this case the famous conjecture
due to Connes (commonly known as Connes’ embedding conjecture) that any II1 factor can
be approximated in a suitable sense by matrix algebras inspired several breakthroughs in
the understanding of II1 factors, and stands out today as one of the major open problems
in the field.
The aim of this monograph is to present in a uniform and accessible way some cor-
nerstone results in the study of sofic and hyperlinear groups and Connes’ embedding con-
jecture. These notions, as well as the proofs of many results, are here presented in the
framework of model theory for metric structures. We believe that this point of view, even
though rarely explicitly adopted in the literature, can contribute to a better understanding
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of the ideas therein, as well as provide additional tools to attack many remaining open
problems. The presentation is nonetheless self-contained and accessible to any student
or researcher with a graduate-level mathematical background. In particular no specific
knowledge of logic or model theory is required.
Chapter 1 presents the conjectures and open problems that will serve as common thread
and motivation for the rest of the survey: Connes’ embedding conjecture, Gottschalk’s con-
jecture, and Kaplansky’s conjecture. Chapter 2 introduces sofic and hyperlinear groups, as
well as the general notion of metric approximation property; outlines the proofs of Kaplan-
sky’s direct finiteness conjecture and the algebraic eigenvalues conjecture for sofic groups;
and develops the theory of entropy for sofic group actions, yielding a proof of Gottschalk’s
surjunctivity conjecture in the sofic case. Chapter 3 discusses the relationship between
hyperlinear groups and the Connes’ embedding conjecture; establishes several equivalent
reformulations of the Connes’ embedding conjecture due to Haagerup-Winsløw and Kirch-
berg; describes the purely algebraic approach initiated by Ra˘dulescu and carried over by
Klep-Schweighofer and Juschenko-Popovich; and finally outlines the theory of Brown’s in-
variants for II1 factors satisfying the Connes’ embedding conjecture. An appendix by V.
Pestov provides a pedagogically new introduction to the concepts of ultrafilters, ultralimits,
and ultraproducts for those mathematicians who are not familiar with them, and aiming
to make these concepts appear very natural.
The choice of topics is unavoidably not exhaustive. A more detailed introduction to the
basic results about sofic and hyperlinear groups can be found in [127] and [128]. The surveys
[120, 123, 122] contain several other equivalent reformulations of the Connes’ embedding
conjecture in purely algebraic or C*-algebraic terms.
This survey originated from a short intensive course that the authors gave at the Uni-
versidade Federal de Santa Catarina in 2013 in occasion of the “Workshop on sofic and
hyperlinear groups and the Connes’ embedding conjecture” supported by CAPES (Brazil)
through the program “Science without borders”, PVE project 085/2012. We would like to
gratefully thank CAPES for its support, as well as the organizers of the workshop Daniel
Gonc¸alves and Vladimir Pestov for their kind hospitality, and for their constant and pas-
sionate encouragement.
Moreover we are grateful to Hiroshi Ando, Goulnara Arzhantseva, Samuel Coskey, Ilijas
Farah, Tobias Fritz, Benjamin Hayes, Liviu Pa˘unescu, Vladimir Pestov, David Sherman,
Alain Valette, and five anonymous referees for several useful comments and suggestions.
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Introduction
Valerio Capraro and Martino Lupini
I.1 Von Neumann algebras and II1 factors
Denote by B(H) the algebra of bounded linear operators on the Hilbert space H. Recall
that B(H) is naturally endowed with an involution x 7→ x∗ associating with an operator x
its adjoint x∗. The operator norm ‖x‖ of an element of B(H) is defined by
‖x‖ = sup {‖xξ‖ : ξ ∈ H, ‖ξ‖ ≤ 1} .
Endowed with this norm, B(H) is a Banach algebra with involution satisfying the identity
‖x∗x‖ = ‖x‖2 (C*-identity)
i.e. a C*-algebra.
The weak operator topology on B(H) is the weakest topology making the map
x 7→ 〈xξ, η〉
continuous for every ξ, η ∈ H, where 〈·, ·〉 denotes the scalar product of H. The strong
operator topology on B(H) is instead the weakest topology making the maps
x 7→ ‖xξ‖
continuous for every ξ ∈ H. As the names suggest the strong operator topology is stronger
than the weak operator topology. It is a consequence of the Hahn-Banach theorem that,
conversely, a convex subset of B(H) closed in the strong operator topology is also closed
in the weak operator topology (see Theorem 5.1.2 of [91]).
A (concrete) von Neumann algebra is a unital *-subalgebra (i.e. closed with respect
to taking adjoints) of B(H) that is closed in the weak (or, equivalently, strong) operator
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topology. It is easy to see that if X is a subset of B(H), then the intersection of all von
Neumann algebrasM ⊂ B(H) containingX is again a von Neumann algebra, called the von
Neumann algebra generated by X. Theorem I.1.1 is a cornerstone result of von Neumann,
known as von Neumann double commutant theorem, asserting that the von Neumann
algebra generated by a subset X of B(H) can be characterized in a purely algebraic way.
The commutant X ′ of a subset X of B(H) is the set of y ∈ B(H) commuting with every
element of X. The double commutant X ′′ of X is just the commutant of X ′.
Theorem I.1.1. The von Neumann algebra generated by a subset X of B(H) containing
the unit and closed with respect to taking adjoints coincides with the double commutant X ′′
of X.
A faithful normal trace on a von Neumann algebra M is a linear functional τ on M
such that:
• τ(x∗x) ≥ 0 for every x ∈M (τ is positive);
• τ(x∗x) = 0 implies x = 0 (τ is faithful);
• τ(xy) = τ(yx) for every x, y ∈M (τ is tracial);
• τ(1) = 1 (τ is unital)
• τ is continuous on the unit ball of M with respect to the weak operator topology (τ
is normal).
A (finite) von Neumann algebra endowed with a distinguished trace will be called a
tracial von Neumann algebra. A tracial von Neumann algebra is always finite as in [92,
Definition 6.3.1]. Conversely any finite von Neumann algebra faithfully represented on a
separable Hilbert space has a faithful normal trace by [92, Theorem 8.2.8].
The center Z(M) of a von Neumann algebra M ⊂ B(H) is the subalgebra of M
consisting of the operators inM commuting with any other element ofM . A von Neumann
algebra M is called a factor if its center is as small as possible, i.e. it contains only the
scalar multiples of the identity. A finite factor has a unique faithful normal trace (see [92,
Theorem 8.2.8]). Moreover any faithful unital tracial positive linear functional on a finite
factor is automatically normal, and hence coincides with its unique faithful normal trace.
Example I.1.2. If Hn is a Hilbert space of finite dimension n, then B(Hn) is a finite factor
denoted by Mn(C) isomorphic to the algebra of n× n matrices with complex coefficients.
The unique trace on Mn(C) is the usual normalized trace of matrices.
It is a consequence of the type classification of finite factors (see [92, Section 6.5]) that
the ones described in Example I.1.2 are the unique examples of finite factors that are finite
dimensional as vector spaces.
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Definition I.1.3. A II1 factor is an infinite-dimensional finite factor.
Theorem I.1.4 is a cornerstone result of Murray and von Neumann (see [116, Theorem
XIII]), offering a characterization of II1 factors within the class of finite factors.
Theorem I.1.4. If M is a II1 factor, then M contains, for every natural number n, a
unital copy of Mn(C), i.e. there is a trace preserving *-homomorphism from Mn(C) to M .
It follows from weak continuity of the trace and the type classification of finite factors
that if M is a finite factor, then the following statements are equivalent:
1. M is a II1 factor;
2. the trace τ of M attains on projections all the real values between 0 and 1.
The unique trace τ on a finite factor M allows to define the Hilbert-Schmidt norm ‖·‖2
on M , by ||x||2 = τ(x∗x) 12 . The Hilbert-Schmidt norm is continuous with respect to the
operator norm ‖·‖ inherited from B(H). A finite factor is called separable if it is separable
with respect to the topology induced by the Hilbert-Schmidt norm.
Let us now describe one of the most important constructions of II1 factors. If Γ is
a countable discrete group then the complex group algebra CΓ is the complex algebra of
formal finite linear combinations
λ1γ1 + · · ·+ λkγk
of elements of γ with coefficients from C. Any element of CΓ can be written as∑
γ
aγγ,
where (a)γ∈Γ is a family of complex numbers all but finitely many of which are zero. Sum
and multiplication of elements of CΓ are defined by(∑
γ
aγγ
)
+
(∑
γ
bγγ
)
=
∑
γ
(aγ + bγ) γ
and (∑
γ
aγγ
)(∑
γ
bγγ
)
=
∑
γ
∑
ρρ′=γ
aρbρ′
 γ.
Consider now the Hilbert space ℓ2(Γ) of square-summable complex-valued functions on Γ.
Each γ ∈ Γ defines a unitary operator λγ on ℓ2(Γ) by:
λγ(f)(x) = f(γ
−1x).
The function γ → λγ extends by linearity to an embedding of CΓ into the algebra B
(
ℓ2(Γ)
)
of bounded linear operators on ℓ2(Γ).
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Definition I.1.5. The weak closure of CΓ (identified with a subalgebra of B
(
ℓ2(Γ)
)
) is a
von Neumann algebra denoted by LΓ and called the group von Neumann algebra of Γ.
The group von Neumann algebra LΓ is canonically endowed with the trace τ obtained
by extending by continuity the condition:
τ
(∑
γ
aγγ
)
= a1Γ ,
for every element
∑
γ aγγ of CΓ.
Exercise I.1.6. Assume that Γ is an ICC group, i.e. every nontrivial conjugacy class of Γ
is infinite. Show that LΓ is a II1 factor.
Exercise I.1.7. Show that the free group Fn on n ≥ 2 generators and the group Sfin∞ of
finitely supported permutations of a countable set are ICC.
It is a milestone result of Murray and von Neumann from [116] (see also Theorem
6.7.8 of [92]) that the group factors associated with the free group F2 and, respectively,
the group Sfin∞ are nonisomorphic. It is currently a major open problem in the theory
of II1 factors to determine whether free groups over different number of generators have
isomorphic associated factors.
Connes’ embedding conjecture asserts that any separable II1 factor can be approximated
by finite dimensional factors, i.e. matrix algebras. More precisely:
Conjecture I.1.8 (Connes, 1976). If M is a separable II1 factor with trace τM then for
every ε > 0 and every finite subset F ofM there is a function Φ fromM to a matrix algebra
Mn(C) that on F approximately preserves the operations and the trace. This means that
Φ(1) = 1 and for every x, y ∈ F :
• ‖Φ(x+ y)− (Φ(x) + Φ(y))‖2 < ε;
• ‖Φ(xy)− Φ(x)Φ(y)‖2 < ε;
•
∣∣τM(x)− τMn(C) (Φ(x))∣∣ < ε.
I.2 Voiculescu’s free entropy
Connes’ embedding conjecture is related to many other problems in pure and applied
mathematics and can be stated in several different equivalent ways. The simplest and
most practical way is probably through Voiculescu’s free entropy.
Consider a random variable which outcomes the set {1, . . . , n} with probabilities p1, . . . , pn.
Observe that its Shannon’s entropy, −∑ pi log(pi), can also be constructed through the
following procedure:
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1. Call microstate any function f from {1, 2, . . . , N} to {1, 2, . . . , n}. A microstate f
ε-approximates the discrete distribution p1, . . . pn if for every i ∈ {1, 2, . . . , n}∣∣∣∣∣
∣∣f−1(i)∣∣
N
− pi
∣∣∣∣∣ < ε.
Denote the number of such microstates by Γ(p1, . . . , pn, N, ε).
2. Take the limit of
N−1 log |Γ(p1, . . . , pn, N, ε)|,
as N →∞
3. Finally take the limit as ε goes to zero.
One can show that the result is just the opposite of the Shannon entropy, that is,∑
i∈n pi log pi. Over the early 1990s, Voiculescu, in part motivated by the isomorphism
problem of whether the group von Neumann algebras associated to different free groups are
isomorphic or not, realized that this construction could be imitated in the noncommutative
world of II1 factors.
1. Microstates are self-adjoint matrices, instead of functions between finite sets. For-
mally, let ε,R > 0, m,k ∈ N, and X1, . . . ,Xn be free random variables∗ on a II1-
factor M . We denote ΓR(X1, . . . ,Xn;m,k, ε) the set of (A1, . . . , An) ∈ (Mk(C)sa)n
such that ‖Am‖ ≤ R and
|tr(Ai1 · · ·Aim)− τ(Xi1 · · ·Xim)| < ε
for every 1 ≤ m ≤ p and (i1, . . . , im) ∈ {1, 2, . . . , n}m.
2. The discrete measure is replaced by the Lebesgue measure λ on (Mk(C)sa)n.
3. The limits are replaced by suitable limsups, sups, and infs.
Specifically, set
χR(X1, . . . ,Xn;m,k, ε) := log λ(ΓR(X1, . . . Xn;m,k, ε)),
χR(X1, . . . Xn;m, ε) := lim sup
k→∞
(k−2χR(X1, . . . Xn;m,k, ε) + 2−1n log(k)),
χR(X1, . . . Xn) := inf{χR(X1, . . . Xn;m, ε) : m ∈ N, ε > 0},
∗Freeness is the analogue of independence in the noncommutative framework of II1-factors. For a formal
definition we refer the reader to [149].
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Finally, define entropy of the variables X1, . . . ,Xn the quantity
χ(X1, . . . Xn) := sup{χR(X1, . . . Xn) : R > 0}.
The factor k−2 instead of k−1 comes from the normalization. The addend 2−1n log(k) is
necessary, since otherwise χR(X1, . . . Xn;m, ε) would always be equal to −∞.
It is not clear why this construction should give entropy different from −∞. In-
deed Voiculescu himself proved that it is −∞ when X1, . . . ,Xn are linearly dependent
(see [150, Proposition 3.6]). A necessary condition to have χ(X1, . . . ,Xn) > −∞ is that
ΓR(X1, . . . ,Xn,m, k, ε) is not empty for some k, i.e. the finite subset X = {X1, . . . ,Xn} of
Msa has microstates. This requirement turns to be equivalent to the fact that M satisfies
Connes’ embedding conjecture.
Theorem. Let M be a II1 factor. The following conditions are equivalent
1. Every finite subsets X ⊆Msa has microstates.
2. M verifies Connes’ embedding conjecture.
I.3 History of Connes’ embedding conjecture
Connes’ embedding conjecture had its origin in Connes’ sentence: “We now construct
an approximate imbedding of N in R. Apparently such an imbedding ought to exist for
all II1 factors because it does for the regular representation of free groups. However the
construction below relies on condition 6” (see [43, page 105]). This seemingly innocent
observation received in the first fifteen years after having been formulated relatively little
attention. The situation changed drastically in the early 1990s, when two fundamental
papers appeared on the scene: the aforementioned [150] where the Connes embedding
conjecture is used to define free entropy, and [102] where Eberhard Kirchberg obtained
several unexpected reformulations of the Connes embedding conjecture very far from its
original statement, such as the fact that the maximal and minimal tensor products of the
group C*-algebra of the free group on infinitely many generators coincide:
C∗(F )⊗min C∗(F ) = C∗(F )⊗max C∗(F ). (I.1)
What is most striking in this equivalence is that Connes’ embedding conjecture concerns
the class of all separable II1 factors, while ((I.1)) is a statement about a single C*-algebra.
Even more surprising is the fact that the equivalence of these statements can be proved a
topological way as shown in [84].
Following the aforementioned papers by Voiculescu and Kirchberg, a series of papers
from different authors proving various equivalent reformulations of Connes’ embedding
conjecture appeared, such as [16],[120], [41], [85], [64] contributing to arouse the inter-
est around this conjecture. In particular Florin Ra˘dulescu showed in [132] that Connes’
I.4. HYPERLINEAR AND SOFIC GROUPS 7
embedding conjecture is equivalent to some noncommutative analogue of Hilbert’s 17th
problem. This in turn inspired work of Klep and Schweighofer, who proved in [104] a
purely algebraic reformulation of Connes’ embedding conjecture (see also the more recent
work [90]). In [25] it is observed that Connes’ embedding conjecture could theoretically
be checked by an algorithm if a certain problem of embedding Hilbert spaces with some
additional structure into the Hilbert space L2(M, τ) associated to a II1 factor has a posi-
tive solution. Another computability-theoretical reformulation of the Connes’ embedding
conjecture has more recently been proved in [74]. Other very recent discoveries include the
fact that Connes’ embedding conjecture is related to Tsirelson’s problem, a major open
problem in Quantum Information Theory (see [67], [89], and [123]) and that it is connected
to the “minimal” and “commuting” tensor products [97] of some group operator systems
[35], [65], [63].
I.4 Hyperlinear and sofic groups
In [133] Ra˘dulescu considered the particular case of Connes’ embedding conjecture for II1
factors arising as group factors LΓ of countable discrete ICC groups. A countable discrete
ICC group Γ is called hyperlinear if LΓ verifies Connes’ embedding conjecture. As we will
see in Section II.2 and Section II.6 the notion of hyperlinear group admits several equivalent
characterizations, as well as a natural generalization to the class of all countable groups.
The notion of hyperlinear group turned out to be tightly connected with the notion of sofic
groups. Sofic groups are a class of countable discrete groups introduced by Gromov in [80]
(even though the name “sofic” was coined by Weiss in [152]). A group is sofic if, loosely
speaking, it can be locally approximated by finite permutation groups Sn up to an error
measured in terms of the Hamming metric Sn (see Section II.1). Elek and Szabo´ in [55]
showed that every sofic group is hyperlinear. Gromov’s motivation to introduce the notion
of sofic groups came from an open problem in symbolic dynamics known as Gottschalk’s
surjunctivity conjecture: Suppose that Γ is a countable group and A is a finite set. Denote
by AΓ the set of Γ-sequences of elements of A. The product topology on AΓ with respect
to the discrete topology on A is compact and metrizable. The Bernoulli shift of Γ with
alphabet A is the left action of Γ on AΓ defined by
ρ · (aγ)γ∈Γ =
(
aρ−1γ
)
γ∈Γ .
A continuous function f : AΓ → AΓ is equivariant if it preserves the Bernoulli action,
i.e. f (ρ · x) = ρ · f(x), for every x ∈ AΓ and ρ ∈ Γ. Conjecture I.4.1 was proposed by
Gottschalk in [77] and it is usually referred to as Gottschalk’s surjunctivity conjecture.
Conjecture I.4.1. Suppose that Γ is a discrete group and A is a finite set. If f : AΓ → AΓ
is a continuous injective equivariant function, then f is surjective.
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It is currently an open problem to determine whether Gottschalk’s surjunctivity conjec-
ture holds for all countable discrete groups. Gromov proved in [80] using graph-theoretical
methods that sofic groups satisfy Gottschalk’s surjunctivity conjecture. Another proof was
obtained Kerr and Li in [100] as an application of the theory of entropy for actions of sofic
groups developed by Bowen, Kerr, and Li (see [15], [100], and [101]). The countable discrete
groups satisfying Gottschalk’s surjunctivity conjecture are sometimes called surjunctive.
An example of a monoid that does not satisfy the natural generalization of surjunctivity
for monoids has been provided in [33]. More information about Gottschalk’s surjunctivity
conjecture and surjunctive groups can be found in the monograph [31].
Since Gromov’s proof of Gottschalk’s conjecture for sofic groups, many other open
problems have been settled for sofic or hyperlinear groups such as the Kervaire-Laudenbach
conjecture (see Section II.8), Kaplansky’s direct finiteness conjecture (see Section I.5 and
Section II.10), and the algebraic eigenvalues conjecture (see Section II.12). This showed
how deep and fruitful the notion of hyperlinear and sofic groups are, and contributed to
bring considerable attention to the following question which is strikingly still open:
Open Problem I.4.2. Is there any countable discrete group Γ that is not sofic or hyper-
linear?
I.5 Kaplansky’s direct finiteness conjecture
Suppose that Γ is a countable discrete group, and consider the complex group algebra CΓ
defined in Section I.1. Kaplanksi showed in [93] that CΓ is a directly finite ring. This
means that if a, b ∈ CΓ are such that ab = 1 then ba = 1. In [19] Burger and Valette gave a
short proof of Kaplansky’s result by means of the group von Neumann algebra construction
introduced in Section I.1. Indeed, one can regard CΓ as a subalgebra of the group von
Neumann algebra LΓ and prove that LΓ is directly finite using analytic methods. This is
the content of Theorem I.5.1.
Theorem I.5.1. If M is a von Neumann algebra endowed with a faithful finite trace τ ,
then M is a directly finite algebra.
We now prove this theorem. Let M be a von Neumann algebra and τ be a faithful
normalized trace on M . If x, y ∈ M are such that xy = 1 then yx ∈ M is an idempotent
element such that
τ(yx) = τ(xy) = τ(1) = 1.
It is thus enough to prove that if e ∈M is an idempotent element such that τ(e) = 1 then
e = 1. This is equivalent to the assertion that if e ∈M is an idempotent element such that
τ(e) = 0 then e = 0. The latter statement is proved in Lemma I.5.2 (see [19, Lemma 2.1]).
Lemma I.5.2. If M is a von Neumann algebra endowed with a faithful finite trace τ and
e ∈M is an idempotent such that τ(e) = 0, then e = 0.
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Proof. The conclusion is obvious if e is a self-adjoint idempotent element (i.e. a projection).
In fact in this case
τ(e) = τ (e∗e) = 0
implies e = 0 by faithfulness of τ . In order to establish the general case it is enough to
show that if e ∈ M is idempotent, then there is a self-adjoint invertible element z of M
such that f = ee∗z−1 is a projection and τ(e) = τ(f). Define
z = 1 + (e∗ − e)∗ (e∗ − e) .
Observe that z is an invertible element (see [14, II.3.1.4]) commuting with e. It is not
difficult to check that f = ee∗z−1 has the required properties.
The construction of the complex group algebra of Γ introduced in Section I.1 can be
generalized replacing C with an arbitrary field K. One thus obtains the group K-algebra
KΓ of Γ consisting of formal finite linear combinations
k1γ1 + . . . + knγn
of elements of Γ with coefficients in K. As before a typical element a of KΓ can be denoted
by ∑
γ
aγγ
where the coefficients aγ ∈ K are zero for all but finitely many γ ∈ Γ. The operations on
KΓ are defined by (∑
γ
aγγ
)
+
(∑
γ
bγγ
)
=
∑
γ
(aγ + bγ) γ
and (∑
γ
aγγ
)(∑
γ
bγγ
)
=
∑
γ
∑
ρρ′=γ
aρbρ′
 γ.
Conjecture I.5.3 is due to Kaplansky and usually referred to as direct finiteness conjecture.
Conjecture I.5.3. The algebra KΓ is directly finite, i.e. any one-side invertible element
of KΓ is invertible.
Kaplansky’s direct finiteness conjecture was established for residually amenable groups
in [118] and then for sofic groups in [54]. Section II.10 contains a proof of Conjecture I.5.3
for sofic groups involving the notion of rank ring and rank ultraproduct of rank rings. It
is a well know fact (see Observation 2.1 in [128]) that any field embeds as a subfield of an
ultraproduct of finite fields (see Section 2 of for the definition of ultraproduct of fields).
It is not difficult to deduce from this observation that a group Γ satisfies Kaplansky’s
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direct finiteness conjecture as soon as KΓ is directly finite for every finite field K (this fact
was pointed out to us by Vladimir Pestov). This allows one to deduce that Gottschalk’s
conjecture is stronger than Kaplansky’s direct finiteness conjecture. In fact suppose that Γ
is a group satisfying Gottschalk’s conjecture andK is a field that, without loss of generality,
we can assume to be finite. Consider the Bernoulli action of Γ with alphabet K. We will
denote an element (a)γ∈Γ of KΓ by
∑
γ aγγ, and regard the group algebra KΓ as a subset
of KΓ. Defining (∑
γ
aγγ
)
·
(∑
γ
bγγ
)
=
∑
γ
∑
ρρ′=γ
aρbρ′
 γ
for
∑
γ aγγ ∈ KΓ and
∑
γ bγγ ∈ KΓ one obtains a right action of KΓ on KΓ that extends
the multiplication operation in KΓ and commutes with the left action of Γ on KΓ. Suppose
that a, b ∈ KΓ are such that ab = 1Γ. Define the continuous equivariant map f : KΓ → KΓ
by f(x) = x · a. It follows from the fact that b is a right inverse of a that f is injective.
Since Γ is assumed to satisfy Gottschalk’s conjecture, f must be surjective. In particular
there is x0 ∈ KΓ such that
x0 · a = f(x0) = 1Γ.
It follows that a has a left inverse. A standard calculation allows one to conclude that a is
invertible with inverse b.
I.6 Kaplansky’s group ring conjectures
Conjecture I.5.3 is only one of several conjectures concerning the group algebra KΓ for a
countable discrete torsion-free group Γ attributed to Kaplansky. Here is the complete list:
• Zero divisors conjecture: KΓ has no zero divisors;
• Nilpotent elements conjecture: KΓ has no nilpotent elements;
• Idempotent elements conjecture: the only idempotent elements of KΓ are 0 and 1;
• Units conjecture: the only units of KΓ are kγ for k ∈ K \{0} and γ ∈ Γ;
• Trace of idempotents conjecture: if b is an idempotent element of KΓ then the
coefficient b1Γ corresponding to the identity 1Γ of Γ belongs to the prime field K0 of
K (which is the minimum subfield of K).
All these conjectures are to this day still open, apart from the last one which has
been established by Zalesskii in [153]. We will present now a proof of the particular case
of Zalesskii’s result when K is a finite field of characteristic p. Recall that a trace on
KΓ is a K-linear map τ : KΓ → K such that τ(ab) = τ(ba) for every a, b ∈ KΓ. If n
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is a nonnegative integer and a ∈ KΓ, define τn(a) to be the sum of the coefficients of
a corresponding to elements of Γ of order pn. In particular τ0(a) is the coefficient of a
corresponding t the identity element 1Γ of Γ.
Exercise I.6.1. Verify that τn is a trace on KΓ.
Exercise I.6.2. Show that if K is a finite field of characteristic p and τ is any trace on
KΓ, then
τ ((a+ b)p) = τ(ap) + τ(bp), (I.2)
for every a, b ∈ KΓ. Thus by induction
τ(ap) =
∑
γ
apγτ(γ
p).
The identity (I.2) can be referred to as “Frobenius under trace” in analogy with the
corresponding identity for elements of a field of characteristic p. Suppose now that e ∈ KΓ
is an idempotent element. We want to show that τ(e) belongs to the prime field K0 of K.
To this purpose it is enough to show that τ(e)p = τ(e). For n ≥ 1 we have, by Exercise
I.6.1 and Exercise I.6.2, denoting by |γ| the order of an element γ of Γ:
τn(e) = τn(e
p)
=
∑
γ
epγτn(γ
p)
=
∑
|γ|=pn+1
epγ
=
 ∑
|γ|=pn+1
eγ
p
= τn+1(e)
p.
On the other hand:
τ0(e) = τ0(e
p)
=
∑
γ
epγτ0(γ
p)
=
∑
|γ|=1
epγ +
∑
|γ|=p
epγ
= τ0(e)
p + τ1(e)
p.
From these identities it is easy to prove by induction that
τ0(e) = τ0(e)
p + τn(e)
pn ,
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for every n ∈ N. Since e has finite support, there is n ∈ N such that τn(e) = 0. This
implies that τ0(e) = τ0(e)
p and hence τ0(e) ∈ K0.
The proof of the general case of Zalesskii’s theorem can be inferred from the particular
case presented here. The details can be found in [19].
Chapter II
Sofic and hyperlinear groups
Martino Lupini
II.1 Definition of sofic groups
A length function ℓ on a group G is a function ℓ : G→ [0, 1] such that for every x, y ∈ G:
• ℓ(xy) ≤ ℓ(x) + ℓ(y);
• ℓ(x−1) = ℓ(x);
• ℓ(x) = 0 if and only if x is the identity 1G of G.
A length function is called invariant if it is moreover invariant by conjugation. This
means that for every x, y ∈ G
ℓ(xyx−1) = ℓ(x)
or equivalently
ℓ(xy) = ℓ(yx).
A group endowed with an invariant length function is called an invariant length group. If
G is an invariant length group with invariant length function ℓ, then the function
d : G×G→ [0, 1]
defined by d(x, y) = ℓ(xy−1) is a bi-invariant metric on G. This means that d is a metric
on G such that left and right translations in G are isometries with respect to d. Conversely
any bi-invariant metric d on G gives rise to an invariant length function ℓ on G by
ℓ(x) = d(x, 1G).
This shows that there is a bijective correspondence between invariant length functions and
bi-invariant metrics on a group G. If Γ is any group, then the function
13
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ℓ0(x) =
{
0 if x = 1G,
1 otherwise;
is an invariant length function on Γ, called the trivial invariant length function. In the
following any discrete group will be regarded as an invariant length group endowed with
the trivial invariant length function.
Consider for n ∈ N the group Sn of permutations over the set n = {0, 1, . . . , n− 1}.
The Hamming invariant length function ℓ on Sn is defined by
ℓSn(σ) =
1
n
|{i ∈ n : σ(i) 6= i} .
Exercise II.1.1. Verify that ℓSn is in fact an invariant length function on Sn.
The bi-invariant metric on Sn associated with the invariant length function ℓSn will be
denoted by dSn .
Definition II.1.2. A countable discrete group Γ is sofic if for every ε > 0 and every finite
subset F of Γ \{1Γ} there is a natural number n and a function Φ : Γ → Sn such that
Φ (1Γ) = 1Sn and for every g, h ∈ F \{1Γ} :
• dSn (Φ(gh),Φ(g)Φ(h)) < ε;
• ℓSn (Φ(g)) > r(g) where r(g) is a positive constant depending only on g.
This local approximation property can be reformulated in terms of embedding into a
(length) ultraproduct of the permutation groups. The product∏
n∈N
Sn
is a group with respect to the coordinatewise multiplication. Fix a free ultrafilter U over
N (see B for an introduction to ultrafilters). Define the function
ℓU :
∏
n∈N
Sn → [0, 1]
by
ℓU ((σn)n∈N) = lim
n→U
ℓSn(σn).
It is not hard to check
NU =
{
x ∈
∏
n∈N
Sn : ℓU(x) = 0
}
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is a normal subgroup of
∏
n Sn. The quotient of
∏
n Sn by NU is denoted by∏
U Sn
and called the ultraproduct relative to the free ultrafilter U of the sequence (Sn)n∈N of
permutation groups regarded as invariant length groups.
Exercise II.1.3. Show that if (σn)n∈N, (τn)n∈N ∈
∏
n Sn belong to the same coset of NU
then ℓU ((σn)n∈N) = ℓU
(
(τn)n∈N
)
.
Exercise II.1.3 shows that the function ℓU passes to the quotient inducing a canonical
invariant length function on
∏
U Sn still denoted by ℓU . If x ∈
∏
U Sn belongs to the coset
of NU associated with (σn)n∈N ∈
∏
n Sn, then (σn)n∈N is called a representative sequence
for the element x. It is not difficult to reformulate the notion of sofic group in term of
existence of an embedding into
∏
U Sn.
Exercise II.1.4. Suppose that Γ is a countable discrete group. Show that the following
statements are equivalent:
1. Γ is sofic;
2. there is an injective group *-homomorphism Φ : Γ→∏U Sn for every free ultrafilter
U over N ;
3. there is an injective group *-homomorphism Φ : Γ→ ∏U Sn for some free ultrafilter
U over N .
Hint. For 1.⇒ 2. observe that the hypothesis implies that there is a sequence (Φn)n∈N of
maps from Γ to Sn such that Φn (1Γ) = 1Sn and for every g, h ∈ Γ \{1Γ}
lim
n→+∞ dSn (Φn (gh) ,Φn(h)Φn (g)) = 0
and
lim inf
n→+∞ ℓSn (Φn (g)) ≥ r (g) > 0.
Define Φ : Γ→∏U Sn sending g to the element of∏U Sn having (Φn (g))n∈N as representa-
tive sequence. For 3.⇒ 1. observe that if Φ : Γ→ ∏U Sn is an injective *-homomorphism
and for every g ∈ G
(Φn (g))n∈N
is a representative sequence of Φ (g) then the maps Ψn = Φn (1Γ)
−1Φn (g) satisfy the
following properties: Ψn (1Γ) = 1Sn and for every g, h ∈ Γ \{1Γ}
lim
n→U
dSn (Ψn (gh) ,Ψn (g) Ψn(h)) = 0
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and
lim
n→U
ℓSn (Ψn (g)) ≥ ℓU (Φ (g)) .
If F ⊂ Γ is finite and ε > 0 then the maps Ψn for n large enough witness the condition of
soficity of Γ relative to F and ε > 0.
In view of the fact that a (countable, discrete) group is sofic if and only embeds in
∏
U Sn
for some free ultrafilter U , the (length) ultraproducts of the sequence of permutations are
called universal sofic groups (see [55], [128], [147], [112], [126]).
Universal sofic groups are not separable. This fact follows from a well known argument.
Two functions f, g : N → N are eventually distinct if they coincide only on finitely many
n’s.
Exercise II.1.5. Suppose that h : N→ N is an unbounded function. Show that there is a
family F of size continuum of pairwise eventually distinct functions from N to N such that
f (n) ≤ h (n) for every f ∈ F .
Hint. For every subset A of N define fA : N→ N by
fA (n) =
∑
k<n
χA (n) 2
k
where χA denotes the characteristic function of A. Observe that
F0 = {fA : A ⊂ N}
is a family of size continuum of pairwise eventually distinct functions such that f (n) ≤ 2n
for every n ∈ N.
Exercise II.1.6. Show that for any free ultrafilter U there is a subset X of ∏U Sn of size
continuum such that every two distinct elements of X have distance one. Conclude that
any dense subset of
∏
U Sn has the cardinality of the continuum.
Hint. By Exercise II.1.5 there is a family F of size continuum of pairwise eventually distinct
functions such that f (n) ≤ √n for every n ∈ N and f ∈ F . For every f ∈ F consider the
element xf of
∏
U Sn having (
σf(n)n
)
n∈N
as representative sequence, where σn is any cyclic permutation of n. Show that
X := {xf : f ∈ F}
has the required property.
An amplification argument of Elek and Szabo´ (see [55]) shows that the condition of
soficity is equivalent to the an apparently stronger approximation property, which is dis-
cussed in the following Exercise II.1.8.
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Definition II.1.7. Suppose that G,H are invariant length groups, F is a subset of G,
and ε is a positive real number. A function Φ : G → H is called an (F, ε)-approximate
morphism if Φ (1G) = 1H and for every g, h ∈ F :
•
∣∣ℓH (Φ(gh)Φ(h)−1Φ(g))∣∣ < ε;
• |ℓH (Φ(g)) − ℓG(g)| < ε.
Exercise II.1.8. Prove that a countable discrete group Γ is sofic if and only if for every
positive real number ε and every finite subset F of Γ there is a natural number n and
an (F, ε)-approximate morphism from Γ to Sn, where Γ is regarded as an invariant length
group with respect to the trivial invariant length function.
Hint. If n, k ∈ N and σ ∈ Sn consider the permutation σ⊗k of the set [n]k of k-sequences
of elements of n defined by
σ⊗k (i1, . . . , ik) = (σ(i1), . . . , σ(ik)) .
Identifying the group of permutations of
k times︷ ︸︸ ︷
n× · · · × n with Snk , the function
σ 7→ σ⊗k
defines a group *-homomorphism from Sn to Snk such that
1− ℓS
nk
(
σ⊗k
)
= (1− ℓSn (σ))k .
Using Exercise II.1.8 one can express the notion of soficity in terms of length-preserving
embedding into ultraproducts of permutations groups.
Exercise II.1.9. Suppose that Γ is a countable discrete group regarded as an invariant
length group endowed with the trivial invariant length. Show that the following statements
are equivalent:
• Γ is sofic;
• there is a length-preserving *-homomorphism Φ : Γ→∏U Sn for every free ultrafilter
U over N ;
• there is an length-preserving *-homomorphism Φ : Γ→ ∏U Sn for some free ultrafilter
U over N .
18 CHAPTER II. SOFIC AND HYPERLINEAR GROUPS
Hint. Follow the same steps as in the proof of Exercise II.1.9, replacing the condition given
in the definition of sofic group with the equivalent condition expressed in Exercise II.1.8.
In a number of cases it is useful to consider approximate morphisms satisfying conve-
nient additional properties. An example of such morphisms with additional properties is
considered in the following exercise, originally proved in [56, Lemma 2.1].
Exercise II.1.10. Suppose that Γ is a countable discrete sofic group, F is a finite sym-
metric subset of Γ containing the identity element, and ε is a positive real number. Show
that one can find an (F, ε)-approximate morphism g 7→ σg from Γ to Sn for some n ∈ N
such that, for every g ∈ F , σg has no fixed points and σg−1 = σ−1g .
Hint. Fix η > 0 small enough and set F̂ = F · F . By Exercise II.1.8 one can consider an
(F̂ , η)-approximate morphism g 7→ τg from Γ to Sn for some n ∈ N. For any nonidentity
element g of F̂ consider the largest subset Ag of n such that τg−1τg is the identity on Ag
and τg has no fixed points on Ag. Verify that τg defines a bijection between Ag and Ag−1 .
Define an approximate morphism g 7→ σg from Γ to S2n in the following way. Identify
S2n with the group of premutations of n × 2. For any nonidentity element g of F̂ fix
a bijection φg from Ag\Ag−1 × 2 to Ag−1\Ag × 2 and a fixed-point free involution ψg of(
n\(Ag ∪Ag−1)
)× 2 such that φg−1 = φ−1g and ψg−1 = ψ−1g . Define then
τg (i, j) =

(σg (i) , j) if i ∈ Ag,
φg (i, j) if i ∈ Ag\Ag−1 ,
φg−1 (i, j) if i ∈ Ag−1\Ag,
ψg (i, j) otherwise.
Verify that for η small enough the assignment g 7→ τg is an (F, ε)-approximate morphism
with the required extra properties.
II.2 Definition of hyperlinear groups
Recall that Mn(C) denotes the tracial von Neumann algebra of n × n matrices over the
complex numbers. The normalized trace τ of Mn(C) is defined by
τ ((aij)) =
1
n
n∑
i=1
aii.
The Hilbert-Schmidt norm ‖x‖2 on Mn(C) is defined by
‖x‖2 = τ(x∗x)
1
2 .
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An element x of Mn(C) is unitary if x∗x = xx∗ = 1. The set Un of unitary elements
of Mn(C) is a group with respect to multiplication. The Hilbert-Schmidt invariant length
function on Un is defined by
ℓUn(u) =
1
2
‖u− 1‖2 .
Exercise II.2.1. Show that ℓUn is an invariant length function on Un such that ℓUn(u)
2 =
1
2 (1− Re (τ(u))).
Hyperlinear groups are defined exactly as sofic groups, where the permutation groups
with the Hamming invariant length function are replaced by the unitary groups endowed
with the Hilbert-Schmidt invariant length function.
Definition II.2.2. A countable discrete group Γ is hyperlinear if for every ε > 0 and every
finite subset F of Γ \{1Γ} there is a natural number n and a function Φ : Γ → Un such
that Φ (1Γ) = 1Un and for every g, h ∈ F :
• dUn (Φ(gh),Φ(g)Φ(h)) < ε;
• ℓUn (Φ(g)) > r(g) where r(g) is some positive constant depending only on g.
As before this notion can be equivalently reformulated in terms of embedding into
ultraproducts. If U is a free ultrafilter over N the ultraproduct ∏U Un of the unitary
groups regarded as invariant length groups is the quotient of
∏
n Un with respect to the
normal subgroup
NU =
{
(un)n∈N : lim
n→U
ℓUn (un) = 0
}
endowed with the invariant length function
ℓU ((un)NU ) = lim
n→U
ℓ(un).
Exercise II.2.3. Suppose that Γ is a countable discrete group. Show that the following
statements are equivalent:
• Γ is hyperlinear;
• there is an injective *-homomorphism Φ : Γ→ ∏U Un for every free ultrafilter U over
N ;
• there is an injective *-homomorphism Φ : Γ→∏U Un for some free ultrafilter U over
N .
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As in the case of sofic groups, (length) ultraproducts of sequences of unitary groups
can be referred to as universal hyperlinear groups in view of Exercise II.2.3. Exercise
III.2.1 in Section III.2 shows that the same conclusion of Exercise II.2.3 holds for (length)
ultrapowers of the unitary group of the hyperfinite II1 factor (see Definition III.1.2).
If σ is a permutation over n denote by Pσ the permutation matrix associated with σ,
acting as σ on the canonical basis of Cn. Observe that Pσ is a unitary matrix and the
function
σ 7→ Pσ
is a *-homomorphism from Sn to Un. Moreover
τ (Pσ) = 1− ℓSn(σ)
and hence
ℓUn (Pσ)
2 =
1
2
ℓSn(σ). (II.1)
It is not difficult to deduce from this that any sofic group is hyperlinear. This is the content
of Exercise II.2.4.
Exercise II.2.4. Fix a free ultrafilter U over N . Show that the function
(σn)n∈N 7→ (Pσn)n∈N
from
∏
n Sn to
∏
n Un induces an algebraic embedding of
∏
U Sn into
∏
U Un.
Proposition is an immediate consequence of Exercise II.2.4, together with II.1.4, and
II.2.3.
Proposition II.2.5. Every countable discrete sofic group is hyperlinear.
It is currently and open problem to determine whether the notions of sofic and hyper-
linear group are actually distinct, since no example of a nonsofic groups is known.
Exercise II.2.6. Show that for any free ultrafilter U there is a subset X of ∏U Un of size
continuum such that every pair of distinct elements of X has distance 1√
2
.
Hint. Proceed as in Exercise II.1.6, where for every n ∈ N the cyclic permutation σn is
replaced with the unitary permutation matrix Pσn associated with σn. Recall the relation
between the Hamming length function and the Hilbert-Schmidt length functions given by
Equation II.1.
It follows from II.2.6 that a dense subset of
∏
U Un has the cardinality of the continuum.
In particular the universal hyperlinear groups are not separable.
An amplification argument from [133] due to Ra˘dulescu (predating the analogous ar-
gument for permutation groups of Elek and Szabo´) shows that hyperlinearity is equivalent
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to an apparently stronger approximation property. In order to present this argument we
need to recall some facts about tensor product of matrix algebras.
If Mn(C) and Mm(C) are the algebras of, respectively, n × n and m × m matrices
with complex coefficients, then their tensor product (see Appendix A) can be canonically
identified with the algebraMnm(C) of nm×nm matrices. Concretely if A = (aij) ∈Mn(C)
and B = (bij) ∈Mm(C) then A⊗B is identified with the block matrix
a11B a12B . . . a1nB
a21B a22B . . . a2nB
...
...
. . .
...
an1B . . . . . . annB
 .
It is easily verified that
τ (A⊗B) = τ(A)τ (B)
and A⊗B is unitary if both A and B are.
Exercise II.2.7. Suppose that u ∈ Un. If u is different from the identity, then the absolute
value of the trace of (
u 0
0 1Un
)
∈ U2n
is strictly smaller than 1.
Exercise II.2.8. If u ∈ Un then define recursively u⊗1 = u ∈ Un and u⊗(k+1) = u⊗k⊗u ∈
Unk+1 . Show that the function
u 7→ u⊗k
is a group *-homomorphism from Un to Unk such that
τ(u) = τ(u)k.
We can now state and prove the promised equivalent characterization of hyperlinear
groups.
Proposition II.2.9. A countable discrete group Γ is hyperlinear if and only for every
finite subset F of Γ and every positive real number ε there is a natural number n and an
(F, ε)-approximate morphism from Γ to Un, where Γ is regarded as invariant length groups
with respect to the trivial length function.
Proof. Suppose that Γ is hyperlinear. If F is a finite subset of Γ and ε is a positive real
number, consider the map Φ : Γ → Un obtained from F and ε as in the definition of
hyperlinear group. By Exercise II.2.7 after replacing Φ with the map
Γ → U2n
γ 7→
(
Φ(γ) 0
0 1Un
)
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we can assume that
|τ (Φ(γ))| < 1
for every γ ∈ F . It is now easy to show using Exercise II.2.8 that the map
Γ → Unk
γ 7→ Φ(γ)⊗k
for k ∈ N large enough satisfies the requirements of the statement. The converse implication
is obvious.
As before we can deduce a characterization of hyperlinear groups in terms of length-
preserving embeddings into ultraproducts of unitary groups.
Exercise II.2.10. Suppose that Γ is a countable discrete group regarded as an invariant
length group endowed with the trivial invariant length function. Show that the following
statements are equivalent:
• Γ is hyperlinear;
• there is a length preserving *-homomorphism Φ : Γ→∏U Un for every free ultrafilter
U over N ;
• there is a length preserving *-homomorphism Φ : Γ→ ∏U Un for some free ultrafilter
U over N .
We conclude this section with yet another reformulation of the definition of hyperlinear
group in terms of what are usually called microstates. Suppose that Γ is a finitely generated
group with finite generating set S = {g1, . . . , gm}. If n ∈ N and ε > 0 then an (n, ε)-
microstate for Γ is a map Φ : Γ→Mk (C) for some k ∈ N such that for every word w in xi
and x−1i for i ≤ m of length at most n one has that
|τ (w (Φ (g1) , . . . ,Φ (gm)))| < ε whenever w (g1, . . . , gm) 6= 1Γ,
and
|τ (w (Φ (g1) , . . . ,Φ (gm)))− 1| < ε whenever w (g1, . . . , gn) = 1Γ.
A countable discrete groups is hyperlinear if and only if it admits (n, ε)-microstates for
every n ∈ N and ε > 0. In order to verify that such a definition is equivalent to the
previous ones—and, in particular, does not depend on the choice of the generating set
S—let us consider the relation R (x) defined by
max {‖xx∗ − 1‖2 , ‖x∗x− 1‖2} .
It is obvious that an element a in Mn (C) is a unitary if and only if R(a) = 0. Moreover
such a relation has the following property, usually called stability : for every ε > 0 there is
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δ > 0 such that for every n ∈ N and every element a of Mn (C) if R(a) < δ then there is
a unitary u ∈ Mn (C) such that ‖a− u‖2 < ε. In other words any approximate solution
to the equation R (x) = 0 is close to an exact solution. Such a property, which holds even
if one replaces Mn (C) with an arbitrary tracial von Neumann algebra, can be established
by means of the polar decomposition of an element inside a von Neumann algebra; see [14,
Section III.1.1.2].
Exercise II.2.11. Using stability of the relation defining unitary elements, verify that the
microstates formulation of hyperlinearity is equivalent to the original definition.
II.3 Classes of sofic and hyperlinear groups
A classical theorem of Cayley (see [29]) asserts that any finite group is isomorphic to a
group of permutations (with no fixed points) on a finite set. To see this just let the group
act on itself by left translation. This observation implies in particular that finite groups are
sofic. This argument can be generalized to prove that amenable groups are sofic. Recall
that a countable discrete group Γ is amenable if for every finite subset F of Γ and for every
ε > 0 there is an (H, ε)-invariant finite subset K of Γ, i.e. such that
|hK△K| < ε |K|
for every h ∈ H. Amenable groups were introduced in 1929 in [151] by von Neumann in
relation with his investigations upon the Banach-Tarski paradox. Since then they have been
the subject of an intensive study from many different perspectives with recent applications
even in game theory [23], [26]. More information about this topic can be found in the
monographs [78] and [124].
Proposition II.3.1. Amenable groups are sofic.
Proof. Suppose that Γ is an amenable countable discrete group, F is a finite subset of Γ,
and ε is a positive real number. Fix a finite
(
F ∪ F−1, ε)-invariant subset K of Γ. If γ ∈ F
then define
σγ(x) = γx
for x ∈ γ−1K ∩K and extended σγ arbitrarily to a permutation of K. Observe that this
defines an (F, 2ε)-approximate morphism from G to the group SK of permutations of K
endowed with the Hamming length (which is isomorphic as invariant length group to Sn
where n is the cardinality of K). This concludes the proof that Γ is sofic.
If C is a class of (countable, discrete) groups, then a group Γ is locally embeddable into
elements of C if for every finite subset F of Γ there is a function Φ from Γ to a group T ∈ C
such that Φ is nontrivial and preserves the operation on F , i.e. for every g, h ∈ F :
Φ(gh) = Φ(g)Φ(h),
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and
Φ(g) 6= 1, for all g 6= 1.
The group Γ is residually in C if moreover Φ is required to be a surjective *-homomorphism.
Recall also that Γ is locally in C if every finitely generated subgroup of Γ belongs to C.
It is clear that if Γ is either locally in C or residually in C, then in particular Γ is locally
embeddable into elements of C.
It is clear from the very definition that soficity and hyperlinearity are property con-
cerning only finite subsets of the group. This is made precise in Exercise II.3.2.
Exercise II.3.2. Show that a group that is locally embeddable into sofic groups is sofic.
The same is true replacing sofic with hyperlinear.
In particular Exercise II.3.2 shows that locally sofic and residually sofic groups are sofic.
Groups that are locally embeddable into finite groups were introduced and studied in
[76] under the name of LEF groups. Since finite groups are sofic, Exercise II.3.2 implies
that LEF groups are sofic. In particular residually finite groups are sofic. More gener-
ally groups that are locally embeddable into amenable groups (LEA)—also called initially
subamenable—are sofic. It is a standard result in group theory that free groups are resid-
ually finite (see [128, Example 1.3]). Therefore the previous discussion implies that free
groups are sofic . Examples of hyperlinear and sofic groups that are not LEA have been
recently constructed by Andreas Thom [145] and Yves de Cornulier [45], respectively. We
will present these examples in Section II.5.
It should be now mentioned that it is to this day not know if there is any group which
is not sofic, nor if there is any group which is not hyperlinear.
Open Problem II.3.3. Are the classes of sofic and hyperlinear groups proper subclasses
of the class of all countable discrete groups?
It is not even known if every one-relator group, i.e. a finitely presented group with only
one relation, is necessarily sofic or hyperlinear. This is an open problem suggested by Nate
Brown. Similarly it is not known whether all Gromov hyperbolic groups are sofic. In fact
it is not known whether there is a Gromov hyperbolic groups that is not residually finite.
An example of a monoid that does not satisfy the natural generalization of soficity for
monoids is provided in [32].
II.4 Closure properties of the classes of sofic and hyperlinear
groups
The classes of sofic and hyperlinear groups have nice closure properties.
Proposition II.4.1. The class of sofic groups is closed with respect to the following oper-
ations:
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1. Subgroups;
2. Direct limits;
3. Direct products;
4. Inverse limits;
5. Extensions by amenable groups;
6. Free products;
7. Free products amalgamated over an amenable group;
8. HNN extension over an amenable group;
9. Graph product.
It is clear from the definition that soficity is a local property. Therefore a group is sofic
if and only if all its (finitely generated) subgroups are sofic. In particular subgroups of sofic
groups are sofic. It immediately follows that the direct limit of sofic groups is sofic.
To see that the direct product of two sofic groups is sofic, suppose that Γ0,Γ1 are sofic
groups and F0, F1 are finite subsets of Γ0 and Γ1 respectively. If σ0 and σ1 are elements of
Sn and Sm respectively, then define σ0 ⊗ σ1 ∈ Snm by
(σ0 ⊗ σ1) (im+ j) = σ0(i)m+ σ1 (j)
for i ∈ n and j ∈ m. If Φ0 : Γ0 → Sn is an (F0, ε)-approximate morphism and Φ1 : Γ1 → Sm
is an (F1, ε)-approximate morphism, then the map
Φ0 ⊗ Φ1 : Γ0 × Γ1 → Snm
defined by
(γ0, γ1) 7→ Φ0 (γ0)⊗ Φ1 (γ1)
is an (F0 × F1, 2ε)-approximate morphism. This observation is sufficient to conclude that
a direct product of two sofic groups is sofic. The result easily generalizes to arbitrary direct
products in view of the local nature of soficity. Since the inverse limits is a subgroup of
the direct product, it follows from what we have observed so far that the inverse limit of
sofic groups is sofic.
We now prove the result—due to Elek and Szabo´ [56]—that the extension of a sofic
group by an amenable group is sofic. Suppose that Γ is a group, and N is a normal sofic
subgroup of Γ such that the quotient Γ/N is amenable. We want to show that Γ is sofic.
Fix ε > 0 and a finite subset F of Γ. Denote by g 7→ g the canonical quotient map from Γ to
Γ/N and let r be a (set-theoretic) inverse for the quotient map. Observe that r (g)−1 g ∈ N
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for every g ∈ G. Følner’s reformulation of amenability yields a finite subset A of Γ\N such
that ∣∣Ag\A∣∣ ≤ ε ∣∣A∣∣
for every g ∈ F . Let A be the image of A under r and F̂ be N ∩ (A · F ·A−1). Since N is
sofic there is a (F̂ , ε)-approximate morphism g 7→ σg from N to Sn for some n ∈ N. Let k
be n|A| = n ∣∣A∣∣ and identify Sk with the group of permutations of n×A. Define the map
g 7→ τg from Γ to Sk by setting
τg (i, h) =
{ (
σ
r(gh)
−1
gh
(i) , r(gh)
)
if gh ∈ A
(i, h) otherwise.
.
This is well defined since, as we observed above, r
(
gh
)−1
gh ∈ N .
Exercise II.4.2. Show that the map g 7→ τg is an (F, 3ε)-approximate morphism from Γ
to Sk.
Hint. Suppose that g ∈ F\ {1Γ}. To show that τg has at most εn |A| fixed points, distin-
guish the cases when g /∈ N and g ∈ N . In the first case observe that (i, h) is a fixed point
only if gh /∈ A, and use the fact that ∣∣Ag\A∣∣ ≤ ε ∣∣A∣∣. In the second case observe that (i, h)
is a fixed point only if i is a fixed point for σh−1gh, and use the fact that h
−1gh ∈ F̂ and
γ 7→ σγ is a (F̂ , ε)-approximate morphism. To conclude fix g, g′ ∈ F and observe that for
all but ε |A| values of h ∈ A, gh and g′gh both belong to A. For such values of h show that
for all but εn values of i ∈ n one has that τg′τg (i, h) = τg′g (i, h).
It is a little more involved to observe that the free product of sofic groups is sofic, which
is a result of Elek and Szabo´ from [56]. Suppose that Γ0,Γ1 are sofic groups, F0, F1 are
finite subsets of Γ0 and Γ1, and ε > 0. We identify canonically Γ0 and Γ1 with subgroups
of the free product Γ = Γ0 ∗Γ1. Every element γ of Γ has a unique shortest decomposition
γ = g1h1 · · · gnhn
with gi ∈ Γ0 and hi ∈ Γ1. Fix N ∈ N and set F to be the set of elements of γ of Γ such
that the unique shortest decomposition of γ has length at most N and its elements belong
to F0 ∪ F1. By Exercise II.1.10 one can find n ∈ N, an (F0, ε)-approximate morphism
g 7→ σ(0)g from Γ0 to Sn and an (F1, ε)-approximate morphism g 7→ σ(1)g from Γ1 to Sn
such that
(
σ
(i)
g
)−1
= σ
(i)
g−1
and σ
(i)
g has no fixed points for g ∈ F (i)\ {1Γi} and i = 0, 1. It
follows from the already recalled fact that free groups are residually finite that there is a
finite group V generated by elements vij for i, j ∈ [n] such that the generators satisfy no
nontrivial relation expressed by words of length at most N . Equivalently the Cayley graph
of V with respect to the generators vij has no cycle of length smaller than or equal to N .
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Consider then k = n2 |V | and identify Sk with the permutation group of n×n×V . Define
for g ∈ Γ0 the permutation τg of n× n× V by
τg (i, j, w) =
(
σ(0)g (i) , j, w
)
.
Similarly define for h ∈ Γ1 the permutation τh of [n]× [n]× V by
τh (i, j, w) =
(
i, σ
(1)
h (j) , w · v−1ij · vi,σ(1)
h
(j)
)
.
Finally is γ is an element of F with shortest decomposition g1h1 · · · gnhn for n ≤ N set
τγ = τg1 ◦ τh1 ◦ · · · ◦ τgn ◦ τhn .
Exercise II.4.3. Show that the map γ 7→ τγ defied above is an (F, ε)-approximate mor-
phism from Γ to Sk.
Hint. The fact that the generators vij of V satisfy no nontrivial relations expressed by
words of length at most N implies that τγ has no fixed points whenever γ is a nonidentity
element of F . Suppose now that γ, γ′ ∈ F\ {1} and consider the corresponding unique
shortest decompositions γ = g1h1 · · · gnhn and γ′ = g′1h′1 · · · g′nh′n. In order to show that
τγ ◦τγ′ and τγγ′ differ on at most εk points of [n]×[n]×V consider different cases depending
whether both, none, or exactly one between hn and g
′
1 is equal to the identity.
The result about the free product of sofic groups has been later generalized by Collins
and Dykema, who showed that the free product of sofic groups amalgamated over a
monotileable amenable group is sofic [42]. The monotileability assumption has been later
removed by Elek and Szabo´ [57, Theorem 1] and, independently, by Paunescu [125].
Suppose that Γ is a group with presentation 〈S|R〉, H is a subgroup of Γ, and α : H → Γ
is an injective homomorphism. Let t be a symbol not in Γ. The corresponding HNN
extension Γ̂ is the group generated by S ∪ {t} subject to the relations R and t−1ht = α(h)
for h ∈ H. We claim that Γ̂ is sofic whenever Γ is sofic anH is amenable. Define Γi = t−iΓti
for i ∈ Z, and let S be the subgroup of Γ̂ generated by Γi for i ∈ Z. Then Γ̂ is an extension
of S by Z. In particular to show that Γ̂ is sofic it suffices to show that S is sofic. To show
that S is sofic it is enough to show that for every n ∈ N the group Sn = 〈Γi : i ∈ [−n, n] ∩ Z〉
is sofic. This can be shown by induction on n observing that S0 = Γ, and Sn+1 can be
obtained as a free product of Sn and isomorphic copies of Γ amalgamated over amenable
subgroups isomorphic to H.
A different generalization of the result about free products consists in considering the
graph products of sofic groups. Suppose that (V,E) is a simple undirected graph and, for
every v ∈ V , Γv is a group. The corresponding graph product is the quotient of the free
products of the Γv’s by the normal subgroup generated by the relators [gv, gw] for gv ∈ Γv
and gw ∈ Γw such that v and w are connected by an edge. Clearly free products correspond
to graph products where there are no edges. Theorem 1.1 of [38] refines the argument for
free products to show that in fact an arbitrary graph product of sofic groups is sofic.
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II.5 Further examples of sofic group
In this section we want to list some interesting examples of sofic and hyperlinear groups.
It follows from the discussion in Section II.3 that all residually finite groups are sofic. In
particular free groups are sofic. To obtain an example of a sofic group that is not resid-
ually finite one can consider, for n,m ≥ 2 distinct, the Baumslag-Solitar group BS(m,n)
generated by two elements a, b satisfying the relation a−1bma = bn. These groups were
introduced in [11] to provide examples of simple finitely presented groups that are not
Hopfian, i.e. admit a surjective but not injective endomorphism. It is known that one
hand such groups are not residually finite [114, Theorem C]. On the other hand they are
residually solvable [105, Corollary 2] and, in particular, sofic.
An example of a sofic (and in fact LEF) finitely generated group that is not residually
amenable is provided in [56, Theorem 3], adapting a construction from [76]. Recall that a
function φ : Γ→ C has positive type if whenever λi ∈ C and gi ∈ Γ are for i ≤ n then∑
i,j≤n
λiλjφ
(
g−1i gj
) ≥ 0.
A group Γ has Kazhdan’s property (T) if any sequence of positive type functions on G
that converges pointwise to the function 1 constantly equal to 1 in fact converges to 1
uniformly. Such a property, originally introduced by Kazhdan in [99], has played a key
role in the latest developments of geometric group theory; see [12]. Property (T) can
be regarded as a strong antithesis to amenability, since the only amenable groups with
property (T) are the finite groups. Since property (T) is preserved by quotients, it follows
that an amenable quotient of a property (T) group must be finite. We also recall here that
a group with property (T) is finitely generated [12, Theorem 1.3.1].
Consider an infinite hyperbolic residually finite property (T) group K. (Examples of
such groups are provided in [79].) Let P be the group of finitely supported permutations
of K, and Q be the group generated by P and the left translations by elements of K. Then
P is a normal subgroup of Q and Q is a semidirect product of P and K. Consistently we
identify K with a subgroup of Q. Let S be a finite set of generators for K and TS be the
set of transpositions of the form (1, s) for s ∈ S.
Exercise II.5.1. Show that S ∪ TS is a set of generators for Q.
Hint. Observe that if s ∈ S and g ∈ K then the transposition (g, gs) can be written as
g−1 (1, s) g. Recall that the group of permutations on n symbols x1, . . . , xn is generated by
the transpositions (xi, xi+1) for i ≤ n− 1.
We now observe that Q is not residually amenable. Recall that every hyperbolic group
contains an nontorsion element. Let t ∈ K such an element, and let a ∈ P be the transposi-
tion (t, 1). Observe that tnat−n =
(
tn+1, t
) 6= a for every n ∈ N. Suppose by contradiction
that there is a homomorphism φ : Q→M into an amenable groupM such that φ(a) 6= 1M
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and φ (t) 6= 1M . Let A be the (simple) subgroup of P of even permutations. Since A is
simple, a ∈ A , and φ(a) 6= 1M , φ must be injective on A. As observed before the fact that
K has property (T) implies that the image of K under φ is finite. Let n be the rank of
φ [K] and observe that φ (tn) = 1. Therefore φ (t−nat−n) = φ(a) while t−nat−n 6= a. This
contradicts the injectivity of φ on A.
We now show that Q is sofic and, in fact LEF. Denote by Bn(K) the n-ball around 1K
in the Cayley graph of K associated with the generating set S. Define Fn to be the set of
elements of Q of the form kσ where k ∈ Bn(K) and σ ∈ P is supported on Bn(K). We
want to define an injective map from F2n to a finite group that preserves the operation
on Fn. Since K is residually finite it has a finite-index normal subgroup Nn such that
Nn ∩ B2n(K) = {1K}. Define Hn to be the (finite) group of permutations on K/Nn.
Denote by πn the quotient map from K onto K/Hn and define ψn : F2n → Hn by setting
ψn (kσ) = ψn (k)ψn (σ) .
Here ψn (k) is the left translation by π (k), while ψn (σ) is defined by ψn (σ) (πn(h)) =
π (σ(h)) if h ∈ B2n(K) and acts as the identity otherwise. Clearly ψn is injective on F2n.
Exercise II.5.2. Show that ψn (xy) = ψn (x)ψn (y) for x, y ∈ Fn.
Hint. Want to show that ψn (xy) (πn(h)) = ψn (x)ψn (y) (πn(h)) for every h ∈ K. Distin-
guish the cases when h ∈ B2n(K) and h /∈ B2n(K).
Another example of a not residually finite sofic group which is moreover finitely pre-
sented (and in fact one-relator) was provided by Jon Bannon in [8]; see also [9] for other
similar examples. Consider the group Γ generated by two elements a, b subject to the rela-
tion a =
[
a, ab
]
where ab = bab−1 and
[
a, ab
]
is the commutator of a and ab. Such a group
was introduced by Baumslag in [10] as an example of a non-cyclic one-relator group all of
whose finite quotients are cyclic. In particular Γ is not residually finite and, in fact, not
residually solvable since a belongs to all the derived subgroups of Γ. We now show that it
is sofic.
Set x = a−1 and y = bab−1. Then the relator a−1
[
a, ab
]
becomes x−2y−1xy. Observe
that the group H =
〈
x, y|y−1xy = x2〉 is the Baumslag-Solitar group B (1, 2) and, in
particular, sofic. Moreover Γ is the HNN extension of H with respect to the isomorphism
xn 7→ yn between the subgroups 〈x〉 and 〈y〉 of H. It follows that Γ is sofic since HNN
extensions of sofic groups over amenable groups are sofic.
We would now like to present examples of hyperlinear and sofic groups that are not LEA.
Recall that a group is locally embeddable into amenable groups (LEA) if, briefly, every finite
portion of its multiplication table can be realized as a portion of the multiplication table
of an amenable group. The first example of a hyperlinear not LEA group was constructed
by Thom in [145], adapting a construction due to de Cornulier [48] and Abels [1].
If n,m ∈ N denote by Mn,m
(
Z
[
1
p
])
the space of n ×m matrices over Z
[
1
p
]
and by
SLn
(
Z
[
1
p
])
the group of n×n matrices of determinant 1. Let Γ be the group of matrices
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in SL8
(
Z
[
1
p
])
of the form 
1 a12 a13 a14
0 a22 a23 a24
0 0 a33 a34
0 0 0 1

where the diagonal blocks are square matrices of rank 1, 3, 3, 1 and a22, a33 ∈ SL3
(
Z
[
1
p
])
.
The center C of Γ consists of the matrices of the form
1 0 0 a
0 I 0 0
0 0 I 0
0 0 0 1

where I is the 3×3 identity matrix and a ∈ K. Thus C is isomorphic to the additive group
of Z
[
1
p
]
. In particular C contains a subgroup Z isomorphic to Z.
It is shown in [48, Proposition 2.7] that Γ is a lattice in a locally compact group with
property (T). Since property (T) passes to lattices [12, Theorem 1.7.1], it follows that Γ has
property (T) and, in particular, is finitely generated. It is moreover shown in [48, Section
3] that Γ and (hence) Γ/Z are finitely presented. We present here the argument to show
that Γ/Z is not Hopfian, i.e. it has a surjective endomorphism with nontrivial kernel.
Denote by Z
[
1
p
]×
the multiplicative group of invertible elements of Z
[
1
p
]
. Then Z
[
1
p
]×
identified with the group of matrices of the form
a 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

naturally acts on Γ by conjugation. Considering p ∈ Z
[
1
p
]×
gives an automorphism β of
Γ that maps the center Z of Γ to its property subgroup Zp. Thus β induces a surjective
endomorphism β of Γ/Z whose kernel is the (nontrivial) subgroup C/Z of Γ/Z; see [48,
Lemma 2.3]. As a consequence Γ/Z is not Hopfian.
As observed in [145, 3.1] a finitely presented LEA group that has property (T) is
necessarily Hopfian. In fact a finitely presented LEA group is residually amenable by [31,
Proposition 7.3.8]. As recalled before an amenable quotient of a property (T) group is
necessarily finite. Therefore a property (T) residually amenable group is residually finite.
Finally a residually finite finitely generated group is easily seen to be Hopfian. It follows
from this argument that the group Γ/Z, being finitely presented, property (T), and not
Hopfian, is not LEA.
II.5. FURTHER EXAMPLES OF SOFIC GROUP 31
To conclude one needs to observe that Γ/Z is hyperlinear. Considering the reduction
modulo q where q is an arbitrary positive integer prime with p shows that the group Γ
is residually finite and, in particular, hyperlinear. The argument is concluded by showing
that hyperlinearity is preserved by taking quotients by central subgroups; see [145, Remark
3.4].
It is not known whether the group Γ/Z above is sofic. We conclude this sequence of
examples with an example due to de Cornulier of a finitely presented sofic group that is
not LEA [46]. Let Γ be the group of matrices
a b u02 u03 u04
c d u12 u13 u14
0 0 pn2 u23 u24
0 0 0 pn3 u34
0 0 0 0 1

with
•
[
a b
c d
]
∈ SL2 (Z),
• uij ∈ Z
[
1
p
]
, and
• n2, n3 ∈ Z.
Let M be the normal subgroup of Γ consisting of matrices of the form
1 0 0 0 m1
0 1 0 0 m2
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

with m1,m2 ∈ Z
[
1
p
]
. The normal subgroup MZ is defined similarly with m1,m2 ∈ Z.
Then one can consider the quotient Γ/MZ. It is shown in [46] that such a group is sofic
and finitely presented but not LEA.
In order to prove soficity, it is enough to show that Γ can be obtained as an extension
of a sofic group by an amenable group. Consider the normal subgroup Υ of elements of Γ
for which n2 = n3 = 0. Observe that Γ/Υ is isomorphic to Z2. Therefore it remains to
show that Υ/MZ is sofic.
Fix m ∈ N and consider the subgroup Υm of elements of Υ for which
• u02, u12, u23, u34 ∈ p−mZ,
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• u03, u13, u24 ∈ p−2mZ, and
• u04, u14 ∈ p−3mZ.
It is clear that
⋃
mΥm = Υ. Therefore by the local nature of soficity we are left with
the problem of showing that Υm/MZ is sofic for every m ∈ N. Such a group is in fact
residually finite and hence sofic. Consider the subgroup Λ of elements of Γ for which the
block [
a 0
0 b
]
∈ SL2 (Z)
is the identity matrix. Observe that (Υm ∩ Λ) /MZ is a normal subgroup of Υm/MZ, and
moreover Υm/MZ is isomorphic to the semidirect product (Υm ∩ Λ) /MZ ⋊ SL2 (Z). Now
Υm ∩ Λ is solvable and finitely generated, and hence residually finite [81, 2.1]. The proof
is concluded by observing that a semidirect product of a finitely generated residually finite
group by a residually finite group is residually finite.
Observe that the quotient map Γ 7→ Γ/MZ restricted to the subgroup (isomorphic to
SL2 (Z)) of elements 
a b 0 0 0
c d 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

is injective. Thus Γ/MZ contains a copy of SL2 (Z) and, hence, of the free group on 2
generators F2. (Recall that the matrices
A =
[
1 2
0 1
]
and B =
[
1 0
2 1
]
generate a copy of F2 inside SL2 (Z); see [128, page 3].)
By [31, Corollary 7.1.20] in order to show that Γ/MZ is not LEA it is enough to show
that it is an isolated point in the space of marked groups. Fix n ∈ N. An n-marked
group is a group Γ endowed with a distinguished generating n-tuple (γ1, . . . , γn). Let Gn
be the space of n-marked groups. Given an n-marked group one can consider the kernel
of the epimorphism Fn → Γ mapping the canonical free generators of Fn to the γi’s.
Conversely any normal subgroup N of Fn gives rise to the n-marked group Fn/N where
the distinguished n-tuple of generators is the image of the free generators of Fn. This
argument shows that one can identify the space Gn of n-marked group with the space
of the normal subgroups of Fn. Identifying in turn a normal subgroup of Fn with its
characteristic function yields an inclusion of Gn into 2Fn as a closed subspace. This defines
a compact metrizable zero-dimensional topology on Gn. Corollary 7.1.20 in [31] shows that
a group is LEA if and only if it is a limit of amenable groups in the space of marked groups.
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Therefore since Γ/MZ is not LEA, it is enough to show that Γ/MZ is isolated, i.e. it is an
isolated point in the space of marked groups.
It is shown in [47, Lemma 1] that being isolated is indeed a well defined property
of a group, independent of the marking. Proposition 2 in [47] provides the following
characterization of being isolated: a group is isolated if and only if it is finitely presented and
moreover finitely discriminable, i.e. it contains a finite subsets that meets every nontrivial
normal subgroup in a nonidentity element. The proof that Γ/MZ satisfies these conditions
is presented in [46, Section 3] and [47, 5.4].
Other examples of finitely presented sofic groups that are not LEA are provided in [94].
II.6 Logic for invariant length groups
The logic for metric structures is a generalization of the usual first order logic. It is a
natural framework to study algebraic structures endowed with a nontrivial metric and their
elementary properties (i.e. properties preserved by ultrapowers or equivalently expressible
by formulae). In the sequel we introduce a particular instance of logic for metric structures
to describe and study groups endowed with an invariant length functions.
A term t(x1, . . . , xn) in the language of invariant length groups in the variables x1, . . . , xn
is a word in the indeterminates x1, . . . , xn, i.e. an expression of the form
xn1i1 . . . x
nl
il
for l ∈ N and ni ∈ Z for i = 1, 2, . . . , l. For example
xyx−1y−1
is a term in the variables x, y. The empty word will be denoted by 1. If G is an invariant
length group, g1, . . . , gm are elements of G, and t(x1, . . . , xn, y1, . . . , ym) is a term in the
variables x1, . . . , xn, y1, . . . , ym, then one can consider the term t(x1, . . . , xn, g1, . . . , gm)
with parameters from G, which is obtained from t (x1, . . . , xn, y1, . . . , ym) replacing formally
yi with gi for i = 1, 2, . . . ,m. The evaluation t
G(x1, . . . , xn) in a given invariant length
group G of a term t (x1, . . . , xn) in the variables x1, . . . , xn (possibly with parameters from
G) is the function from Gn to G defined by
(g1, . . . , gn) 7→ t (g1, . . . , gn)
where t (g1, . . . , gn) is the element of G obtained replacing in t(x1, . . . , xn) every occurrence
of xi with gi for i = 1, 2, . . . , n. For example the evaluation in a invariant length group
G of the term xyx−1y−1 is the function from G2 to G that assigns to every pair (g, h)
of elements of G their commutator ghg−1h−1. The evaluation of the empty word is the
function on G constantly equal to 1G.
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A basic formula ϕ in the variables x1, . . . , xn is an expression of the form
ℓ (t(x1, . . . , xn))
where t(x1, . . . , xn) is a term in the variables x1, . . . , xn. The evaluation ϕ
G(x1, . . . , xn) of
ϕ(x1, . . . , xn) in an invariant length group G is the function from G
n to [0, 1] defined by
(g1, . . . , gn) 7→ ℓG
(
tG (g1, . . . , gn)
)
where ℓG is the invariant length of G. For example
ℓ(xyx−1y−1)
is a basic formula whose interpretation in an invariant length group G is the function
assigning to a pair of elements of G the length of their commutator. This basic formula
can be thought as measuring how much x and y commute. The evaluation at (g, h) of its
interpretation in an invariant length group G will be 0 if and only if g and h commute.
Finally a formula ϕ is any expression that can be obtained starting from basic for-
mulae, composing with continuous functions from [0, 1]n to [0, 1], and taking infima and
suprema over some variables. In this framework continuous functions have the role of log-
ical connectives, while infima and suprema should be regarded as quantifiers. With these
conventions the terminology from the usual first order logic is used in this setting. A for-
mula is quantifier-free if it does not contain any quantifier. A variable x in a formula ϕ is
bound if it is within the scope of a quantifier over x, and free otherwise. a formula without
free variables is called a sentence. The interpretation of a formula in a length group G is
defined in the obvious way by recursion on its complexity. For example
sup
x
sup
y
ℓ(xyx−1y−1)
is a sentence, with bound variables x and y. Its evaluation in an invariant length group G
is the real number
sup
x∈G
sup
y∈G
ℓG(xyx
−1y−1).
This sentence can be thought as measuring how much the group G is abelian. Its inter-
pretation in G is zero if and only if G is abelian. This example enlightens the fact that
the possible truth values of a sentence (i.e. values of its evaluations in an invariant length
group) are all real numbers between 0 and 1. Moreover 0 can be thought as “true” while
strictly positive real numbers of different degrees as “false” . In this spirit we say that a
sentence ϕ holds in G if and only if its interpretation in G is zero. Using this terminology
we can assert for example that an invariant length group G is abelian if and only if the
formula
sup
x
sup
y
ℓ(xyx−1y−1)
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holds in G. Observe that if ϕ is a sentence, then 1− ϕ is a sentence such that ϕ holds in
G if and only if the interpretation of 1 − ϕ in G is 1. Thus 1− ϕ can be though as a sort
of negation of the sentence ϕ. Another example of sentence is
sup
x
min {|ℓ(x)− 1| , |ℓ(x)|} .
Such sentence holds in an invariant length group G if and only if the invariant length
function in G attains values in {0, 1}, i.e. it is the trivial invariant length function on G.
It is worth noting at this point that for any sentence ϕ as defined in the logic for invariant
length groups there is a corresponding formula ϕ0 in the usual (discrete) first order logic
in the language of groups such that the evaluation of ϕ0 in a discrete group G coincides
with the evaluation of ϕ in G regarded as an invariant metric group endowed with the
trivial invariant length function. For example the (metric) formula expressing that a group
is abelian corresponds to the (discrete) formula
∀x∀y (xy = yx).
Sentences in the language of invariant length groups allow one to determine which
properties of an invariant length group are elementary. A property concerning length
groups is elementary if there is a set Φ of sentences such that an invariant length group
has the given property if and only if G satisfies all the sentences in Φ. For example the
property of being abelian is elementary, since an invariant length group is abelian if and
only if it satisfies the sentence supx,y ℓ(xyx
−1y−1). Two invariant length groups G and G′
are elementarily equivalent if they have the same elementary properties. This amounts to
say that any sentence has the same evaluation in G and G′. A class C of invariant length
groups will is axiomatizable if the property of belonging to C is elementary. The previous
example of sentence shows that the class of abelian length groups is axiomatizable by a
single sentence. Elementary properties and classes are closely related with the notion of
ultraproduct of invariant length groups.
Suppose that (Gn)n∈N is a sequence of invariant length groups and U is a free ultrafilter
over N. The ultraproduct
∏
U Gn of the sequence (Gn)n∈N with respect to the ultrafilter U
is by definition quotient of the product
∏
nGn by the normal subgroup
NU =
{
(gn)n∈N : limn→U
ℓGn (gn) = 0
}
endowed with the invariant length function
ℓU ((gn)NU ) = lim
n→U
ℓGn (gn) .
As before a sequence (gn)n∈N in
∏
nGn is called representative sequence for the correspond-
ing element in
∏
U Gn. Observe that ultraproducts of the sequence (Sn)n∈N of permutation
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groups endowed with the Hamming invariant length function as defined in Section II.1 and
ultraproducts of the sequence (Un)n∈N of unitary groups endowed with the Hilbert-Schmidt
invariant length function as defined in Section II.2 are particular cases of this definition.
When the sequence (Gn)n∈N is constantly equal to a fixed invariant length group G the
ultraproduct
∏
U Gn is called ultrapower of G and denoted by G
U . Observe that diagonal
embedding of G into GU assigning to g ∈ G the element of GU having the sequence con-
stantly equal to g as representative sequence is a length preserving group homomorphism.
This allows one to identify G with a subgroup of GU .
The ultraproduct construction behaves well with respect to interpretation of formulae.
This is the content of a theorem proven in the setting of the usual first order logic by  Los´
in [109]. Its generalization to the logic for metric structures can be found in [13] (Theorem
5.4). We state here the particular instance of  Los´’ theorem in the context of invariant
length groups.
Theorem II.6.1 ( Los´). Suppose that ϕ(x1, . . . , xk) is a formula with free variables x1, . . . , xk,
(Gn)n∈N is a sequence of invariant length groups, and U is a free ultrafilter over N. If
g(1), . . . , g(k) are elements of
∏
nGn then
ϕ
∏
U Gn
(
g(1), . . . , g(k)
)
= lim
n→U
ϕGn
(
g(1)n , . . . , g
(k)
n
)
where g(i) is any representative of the sequence
(
g
(i)
n
)
, for i = 1, 2, . . . , k. In particular if
ϕ is a sentence then
ϕ
∏
U Gn = lim
n→U
ϕGn .
Theorem II.6.1 can be proved by induction on the complexity of the formula ϕ. The
particular instance of Theorem II.6.1 when the sequence (Gn)n∈N is constantly equal to
an invariant metric group G shows that G and any ultrapower GU of G are elementarily
equivalent. Moreover the diagonal embedding of G into GU is an elementary embedding,
i.e. it preserves the value of formulae possibly with parameters from G.
A particularly useful property of ultraproducts is usually referred to as countable sat-
uration. Roughly speaking countable saturation of a group H asserts that whenever one
can find elements of H approximately satisfying any finite subset of a given countably
infinite set of conditions, then in fact one can find an element of H exactly satisfying si-
multaneously all the conditions. In order to precisely define this property, and prove it for
ultraproducts, we need to introduce some model-theoretic terminology, in the particular
case of invariant length groups.
Definition II.6.2. Suppose that H is a group endowed with an invariant length function.
A countable set of formulae X in the free variables x1, . . . , xn and possibly with parameters
from H is:
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• approximately finitely satisfiable in H or consistent with H if for every ε > 0 and
every finite collection of formulae ϕ1 (x1, . . . , xn) , . . . , ϕm(x1, . . . , xn) from X there
are a1, . . . , an ∈ H such that
ϕHi (a1, . . . , an) < ε
for every i = 1, 2, . . . , n;
• realized in H if there are a1, . . . , an ∈ H such that
ϕH(a1, . . . , an) = 0
for every formula ϕ(x1, . . . , xn) in X . In this case the n-tuple (a) is called a realization
of X in H.
In model-theoretic jargon, a set of formulae X as above is called a type over A, where
A is the (countable) set of parameters of the formulae in X . Clearly any set of formulae
which is realized in H is also approximately finitely satisfiable H. The converse to this
assertion is in general far from being true. For example suppose that H is the direct sum
G⊕N of countably many copy of a countable group G with trivial center endowed with the
trivial length function. Consider the set X of formulae
max
{|1− ℓ(x)| , ℓ (xax−1a−1)}
in the free variable x where a ranges over the elements of G⊕N. Being the center of G⊕N
trivial, the set of formulae X is not realized in G⊕N. Nonetheless the fact that one can find
in H a nonidentity element commuting with any given finite subset of G⊕N shows that X
is approximately finitely satisfiable in H.
Definition II.6.3. An invariant length group is countably saturated if any countable set
of formulae X with parameters from H which is approximately finitely satisfied in H is
realized in H.
Thus in a countably saturated invariant length group a countable set of formulae is
approximately finitely satisfiable if and only if it is realized. Moreover it can be easily shown
by recursion on the complexity that in the evaluation of a formula in a countably saturated
structure infima and suprema can be replaced by minima and maxima respectively. More
generally one can define κ-saturation for an arbitrary cardinal κ replacing countable types
with types with less than κ parameters (it is not difficult to check that countable saturation
is the same as ℵ1-saturation). An invariant length group G is saturated if it is κ-saturated
where κ is the density character of G, i.e. the minimum cardinality of a dense subset of
G. The notions of saturation and countable saturation here introduced are the particular
instances in the case of invariant length groups of the general model-theoretic notions of
saturation and countable saturation. Being countably saturated is one of the fundamental
features of ultraproducts. The proof of this fact in this context can be easily deduced from
 Los´’ theorem and is therefore left as an exercise.
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Exercise II.6.4. Suppose that (Gn)n∈N is a sequence of invariant length groups, and U is
a free ultrafilter over N. Show that the ultraproduct
∏
U Gn is countably saturated.
Saturated structures have been intensively studied in model theory and have some
remarkable properties. In the case of usual first order logic it is a consequence of the so
called Chang-Makkai’s theorem (see [34, Theorem 5.3.6]) that the automorphism group of
a saturated structure of cardinality κ has 2κ elements. The generalization to this result to
the framework of logic for metric structures is an unpublished result of Ilijas Farah, Bradd
Hart, and David Sherman. Proposition is the particular instance of such result in the case
of invariant length groups of density character ℵ1.
Proposition II.6.5. Suppose that G is an invariant length group. If G is countably satu-
rated and has a dense subset of cardinality ℵ1 then the group of automorphisms of G that
preserve the length has cardinality 2ℵ1 .
Proposition II.6.6 is an immediate consequence of Proposition II.6.5 and Exercise II.6.4.
Recall that the Continuum Hypothesis asserts that the cardinality of the power set of N
coincides with the first uncountable cardinal ℵ1. A cornerstone result in set theory asserts
that the Continuum Hypothesis is independent from the usual axioms of set theory, i.e.
can not be neither proved nor disproved (see [73], [39], [40]).
Proposition II.6.6. Suppose that (Gn)n∈N is a sequence of separable invariant length
groups. If the Continuum Hypothesis holds then
∏
U Gn has 2
ℵ1 length preserving automor-
phisms for any free ultrafilter U over N. In particular ∏U Gn has outer length-preserving
automorphisms.
Proof. Assuming the Continuum Hypothesis
∏
U Gn has a dense subset of cardinality ℵ1.
Moreover by Exercise II.6.4
∏
U Gn is countably saturated. It follows from Proposition
II.6.5 that
∏
U Gn has 2
ℵ1 length-preserving automorphisms.
Corollary II.6.7 is the particular instance of Proposition II.6.6 when the sequence
(Gn)n∈N is the sequence of permutation groups or the sequence of unitary groups, one
can obtain
Corollary II.6.7. Assume that the Continuum Hypothesis holds. For any free ultrafilter U
over N the universal sofic group
∏
U Sn has 2
ℵ1 automorphisms. As a consequence
∏
U Sn
has outer automorphisms. The same is true for the universal hyperlinear group
∏
U Un.
We do not know if there exist models of set theory where some universal sofic or
hyperlinear groups have only inner automorphisms. It is conceivable that this could be
proved using ideas and methods from [138]. For example in [110] Lucke and Thomas show
using a result from [138] that there is a model of set theory where some ultraproduct of
the permutation groups regarded as discrete groups has only inner automorphisms.
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Corollary II.6.7 and the discussion that follows address a question of Pa˘unescu from
[126]: Theorem 4.1 and Theorem 4.2 of [126] show that all automorphisms of the universal
sofic groups preserve the length function and the conjugacy classes. Pa˘unescu then asks if it
is possible that all automorphisms of the universal sofic groups are in fact inner. Corollary
II.6.7 in particular implies that such assertion does not follow from the usual axioms of set
theory.
An application of Theorem 2 from [51] (known as Dye’s theorem on automorphisms of
unitary groups of factors) allows one to prove the analogue of Theorem 4.1 and Theorem 4.2
from [126] in the case of universal hyperlinear groups. More precisely all automorphisms of
the universal hyperlinear groups preserve the length function, while the normal subgroup
of automorphisms that preserves the conjugacy classes has index 2 inside the group of all
automorphisms. The not difficult details can be found in [111].
Finally let us point out another consequence of countable saturation of ultraproducts.
Suppose that Γ is a discrete group of size ℵ1 such that every countable (or equivalently
finitely generated) subgroup of Γ is sofic. It is not difficult to infer from Exercise II.1.9 and
countable saturation of
∏
U Sn that for any ultrafilter U over N there is a length-preserving
homomorphism from Γ (endowed with the trivial length function) to
∏
U Sn. For example
this implies that
∏
U Sn contains a free group on uncountably many generators. Analogue
facts hold for hyperlinear groups and ultraproducts
∏
U Un.
II.7 Model theoretic characterization of sofic and hyperlin-
ear groups
In this section we shall show that the classes of sofic and hyperlinear groups are axioma-
tizable in the logic for invariant metric groups. Equivalently the properties of being sofic
or hyperlinear are elementary. Recall that the quantifiers in the logic for invariant metric
groups are inf and sup. More precisely sup can be regarded as the universal quantifier,
analogue to ∀ in usual first order logic, while inf can be seen as the existential quantifier,
which is denoted by ∃ in the usual first order logic. A formula is therefore called univer-
sal if it only contains universal quantifiers, and no existential quantifiers. The notion of
existential sentence is defined in the same way. A quantifier-free formula is just a formula
without any quantifier. Say that two formulae ϕ and ϕ′ are equivalent if they have the
same interpretation in any invariant length group. It can be easily proved by induction on
the complexity that any universal sentence is equivalent to a formula of the form
sup
x1
. . . sup
xn
ψ(x1, . . . , xn)
where ψ(x1, . . . , xn) is quantifier-free. An analogous fact holds for existential sentences.
It is easy to infer from this that if ϕ is a universal sentence, then 1 − ϕ is equivalent
to an existential sentence, and vice versa. Exercise II.7.1 together with  Los´’ theorem on
40 CHAPTER II. SOFIC AND HYPERLINEAR GROUPS
ultraproducts shows that universal and existential formulae have the same values in any
ultraproduct of the symmetric groups regarded as invariant length groups.
Exercise II.7.1. If ϕ is a universal sentence then the sequence
(
ϕSn
)
n∈N of its evaluation
in the symmetric groups converges. Infer that the same is true for existential formulae.
Deduce that the same holds for existential formulae.
Proof. Fix n ∈ N and ε > 0. If N > n write
N = kn+ r
for k ∈ N and r ∈ n. Define the map ι : Sn → SN by
ι(σ) (ik + j) =
{
in+ σ (j) if i ∈ k and j ∈ n
in+ j otherwise.
Observe that ι is a group homomorphism that preserves the Hamming length function up
to 1k . This means that
|ℓSn(σ)− ℓSN (ι(σ))| ≤
1
k
.
Deduce that if ϕ is a universal sentence and ε > 0 then∣∣ϕSN − ϕSn∣∣ < ε.
for N ∈ N large enough.
Theorem 5.6 of [112] asserts that the same conclusion of Exercise II.7.1 holds for for-
mulae with alternation of at most two quantifiers. It is currently an open problem if the
same holds for all formulae. A positive answer to this question would imply that the uni-
versal sofic groups, i.e. the length ultraproducts of the permutation groups, are pairwise
isomorphic as invariant length groups if the Continuum Hypothesis holds. Theorem 1.1 of
[147] asserts that if instead the Continuum Hypothesis fails there are 22
ℵ0 ultraproducts
of the permutation groups that are pairwise nonisomorphic as discrete groups.
We can now show that the property of being sofic is axiomatizable. Suppose that Γ is
a sofic group. By Exercise II.1.9 there is a length preserving embedding of Γ into
∏
U Sn
for any free ultrafilter U , where Γ is endowed with the trivial length function. It is easily
inferred from this that
ϕΓ ≤ ϕ
∏
U Sn = lim
n→+∞ϕ
Sn
for any universal sentence ϕ in the language of invariant length groups. If ϕ is instead an
existential sentence then
ϕΓ ≥ lim
n→+∞ϕ
Sn .
In particular if ϕ is an existential sentence that holds in Γ, then limn→+∞ ϕSn . Exercise
II.7.2 shows that this condition is sufficient for a group to be sofic.
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Exercise II.7.2. Suppose that Γ is a (countable discrete) group with the property that
for any existential sentence ϕ that holds in Γ the sequence
(
ϕSn
)
n∈N of the evaluation of
ϕ in the symmetric groups is vanishing. Show that Γ is sofic.
Hint. Fix ε > 0 and a finite subset F = {g1, . . . , gn} of Γ. Write an existential sentence
ϕ witnessing the existence of elements g1, . . . , gn with the multiplication rules given by Γ.
Infer from the fact that ϕ holds in Γ that ϕ approximately holds in Sn for n large enough.
Use this to construct an (F, ε)-approximate morphism Φ : Γ→ Sn.
It is easy to deduce from Exercise II.7.2 the following characterization of sofic groups,
showing in particular that soficity is an elementary property.
Proposition II.7.3. If Γ is a group, the following statements are equivalent
1. Γ is sofic;
2. if ϕ is an existential sentence that holds in Γ, then limn→+∞ ϕSn = 0;
3. if ϕ is a universal sentence such that limn→+∞ ϕSn = 0, then ϕΓ = 0.
All the results of this section carry over to the case of hyperlinear group, when one
replaces the permutation groups with the unitary groups (see [112]). The analogue of
Exercise II.7.1 for the unitary groups can be proved in a similar way, considering for
u ∈ Un and N = kn+ r the unitary matrix(
u⊗ Ik 0
0 1Ur
)
∈ UN .
II.8 The Kervaire-Laudenbach conjecture
Let Γ be a countable discrete group and γ1, . . . , γl ∈ Γ. Denote w(x) the monomial
w(x) = xn1γ1 . . . x
nlγl,
where ni ∈ Z for i = 1, 2, . . . , l. Consider the following problem: Determine if the equation
w(x) = 1
has a solution in some group extending Γ. The answer in general is “no”. Consider for
example the equation
xax−1b−1 = 1
If a and b have different orders then clearly this equation has no solution in any group
extending Γ. Assuming that the sum
∑l
i=1 ni of the exponents of x in w(x) is nonzero is
a way to rule out this obstruction. A conjecture attributed to Kervaire and Laudenbach
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asserts that this is enough to guarantee the existence of a solution of the equation w(x) = 1
in some group extending Γ.
We will show in this section that the Kervaire-Laudenbach conjecture holds for hyper-
linear groups (see Definition II.2.2). This result, first observed by Pestov in [127], will be
a direct consequence of the following theorem by Gerstenhaber and Rothaus (see [70]).
Theorem II.8.1. Let Un denote the group of unitary matrices of rank n. If a1, . . . , , ak
are elements of Un then the equation
xs1a1 · · · xskak = 1
has a solution in Un as long as
∑k
i=1 si 6= 0.
Proof. Let w(x, a1, . . . , ak) := x
s1 · · · xskak and consider the map f : Un → Un defined by
b 7→ w(b, a1, . . . , an).
We just need to prove that f is onto. Recall that Un is a compact manifold of dimension
n2. Thus the homology group Hn2 (Un) is an infinite cyclic group. (A standard reference
for homology theory is [68, Chapter 23].) Being continuous (and in fact smooth) f induces
a homomorphism
f∗ : Hn2 (Un)→ Hn2 (Un) .
If e is a generator of Hn2 (Un) then
f∗(e) = de
for some d ∈ Z called the degree of f . In order to show that f is onto, it is enough to show
that its degree is nonzero. We claim that d = sn, where s =
∑n
i=1 si. Being Un connected,
the map f is homotopy equivalent to the map
fs : Un → Un
defined by
b 7→ bs.
By homotopy invariance of the degree of a map, f and fs have the same degree. Therefore
we just have to show that fs has degree s
n. This follows from the facts that the generic
element of Un has s
n s-roots of unity, and that the degree of a map can be computed
locally.
Theorem II.8.1 is in fact a particular case of [70, Theorem 2], where arbitrary compact
Lie groups and system of equations with possibly several variables are considered.
Let us now discuss how one can infer from Theorem II.8.1 that the Kervaire-Laudenbach
conjecture holds for hyperlinear group. Consider a word
w(x, y1, . . . , yk) ≡ xs1y1xs2y2 · · · xskyk,
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where
∑k
i=1 si 6= 0. By Theorem II.8.1, formula
sup
y1,...,yk
inf
x
ℓ (w(x, y1, . . . , yk))
evaluates to 0 in any unitary group Un. By  Los´’ theorem on ultraproducts, the same
formula evaluates to 0 in any ultraproduct
∏
U Un of the unitary groups. Thus if a1, . . . , ak
are elements of
∏
U Uk
inf
x∈∏U Un
ℓ (w(x, a1, . . . , ak)) = 0.
By countable saturation of
∏
U Un one can find b ∈
∏
U Un where the infimum is achieved.
This means that
ℓ (w(b, a1, . . . , ak)) = 0
and hence b is a solution of the equation
xs1a1 · · · xskak.
This shows that any ultraproduct
∏
U Un satisfies the Kervaire-Laudenbach conjecture.
Since hyperlinear groups are subgroups of
∏
U Un, they will satisfy the Kervaire-Laudenbach
conjecture as well.
II.9 Other metric approximations and Higman’s group
The notions of sofic and hyperlinear groups as defined in Section II.1 and Section II.2
respectively admit natural generalizations where one considers approximate morphisms
into different classes of invariant length groups. Suppose that C is a class of groups endowed
with an invariant length function.
Definition II.9.1. A countable discrete group Γ has the C-approximation property if for
every finite subset F of Γ \{1Γ} and every ε > 0 there is an (F, ε)-approximate morphism
(as defined in Definition II.1.7) from Γ endowed with the trivial length function to a group
T in C , i.e. a function Φ : Γ→ T such that Φ (1Γ) = 1T and for every g, h ∈ F :
• ℓT
(
Φ(gh)Φ(h)−1Φ(g)−1
)
< ε;
• ℓT (Φ(g)) > 1− ε.
The following characterization of groups locally embeddable into some class of invariant
length groups can be proved with the same arguments as Section II.6, where the notions
of universal and existential sentence are introduced.
Proposition II.9.2. The following statements about a countable discrete group Γ (endowed
with the trivial length function) are equivalent:
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1. Γ has the C-approximation property;
2. There is a length-preserving group homomorphism from Γ to an ultraproduct
∏
U Gn
of a sequence (Gn)n∈N of invariant metric groups from the class C;
3. For every existential sentence ϕ in the language of invariant length groups
ϕΓ ≥ inf {ϕG : G ∈ C}
where ϕG denotes the evaluation of ϕ in the invariant length group G;
4. For every universal sentence ϕ in the language of invariant length groups
ϕΓ ≤ sup{ϕG : G ∈ C} .
This characterization in particular shows that the C-approximation property is elemen-
tary in the sense of Section II.6
Observe that when C is a class of groups endowed with the trivial length function, the
C-approximation property coincides with the notion of local embeddability into elements
of C as defined in Section II.3. It is immediate from the definition that a group is sofic if
and only if it has the C-approximation property where C is the class of symmetric groups
endowed with the Hamming invariant length function. Analogously hyperlinearity can be
seen as the C-approximation property where C is the class of unitary groups endowed with
the Hilbert-Schmidt invariant length functions. Weakly sofic groups as defined in [71] are
exactly C-approximable groups where C is the class of all finite groups endowed with an
invariant length function. More recently Arzhantseva and Pa˘unescu introduced in [6] the
class of linear sofic groups, which can be regarded as C-approximable groups where C is
the class of general linear groups endowed with the invariant length function
ℓ(x) = N(x− 1)
where N is the usual normalized rank of matrices.
Giving a complete account of the notion of local metric approximation in group theory
(not to mention other areas of mathematics) would be too long and beyond the scope of
this survey. It should be nonetheless mentioned that it can be found in nuce in the work
of Malcev. More recently it has been considered by Gromov in the paper [80] that lead
to the introduction of sofic groups. The notion of C-approximation is defined implicitly by
Pestov in [127, Remark 8.6] and explicitly by Thom in [146, Definition 1.6], as well as by
Arzhantseva and Cherix in [5].
A more general notion of metric approximation called asymptotic approximation has
been more recently defined by Arzhantseva for finitely generated groups in [4, Definition
9]: A finitely generated group Γ is asymptotically approximated by a class of invariant
length groups C if there is a sequence (Xn)n∈N of finite generating subsets of Γ such that
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for every n ∈ N there is a (BXn(n), 1n)-approximate morphism as in Definition II.1.7 from
Γ endowed with the trivial invariant length function to an element of C, where BXn(n)
denotes the set of elements of Γ that have length at most n according to the word length
associated with the generating set Xn. In the particular case when the finite generating set
Xn does not depend on n one obtains the notion of C-approximation as above. It is showed
in [4, Theorem 11] that several important classes of finitely generated groups, including
all hyperbolic groups and one-relator groups, are asymptotically residually finite, i.e. have
the asymptotic C-approximation property where C is the class of residually finite groups
endowed with the trivial length function. In particular these groups are asymptotically
sofic. (It is currently not known if these groups are in fact sofic.)
To this day no countable discrete group is known to not have the C-approximation
property as in Definition II.9.1 when C is any of the classes of invariant length groups
mentioned above. In an attempt to find an example of a countable discrete group failing
to have the C-approximation property with respect to some natural large class of invariant
length groups, Thom introduced in [146] the class Fc of finite commutator-contractive
invariant length groups, i.e. finite groups endowed with an invariant length function ℓ
satisfying
ℓ(xyx−1y−1) ≤ 4ℓ(x)ℓ(y).
Examples of such groups, besides finite groups endowed with the trivial length function, are
finite subgroups of the unitary group of a C*-algebra A endowed with the length function
ℓ(x) =
1
2
‖1− x‖ .
Corollary 3.3 of [146] shows that groups with the Fc-approximation property form a proper
subclass of the class of all countable discrete groups. More precisely Higman’s group H
introduced by Higman in [86] does not have the Fc-approximation property. This is one of
the few currently know examples of a group failing to have the C-approximation property
for some broad class C of groups endowed with a (nontrivial) invariant length function.
Higman’s group H is the group with generators hi for i ∈ Z /4Z subject to the cyclic
relations
hi+1hih
−1
i+1 = h
2
i ,
for i ∈ Z /4Z where the sum i+1 is calculated modulo 4. It was first considered by Higman
in [86], who showed that H is an infinite group with no nontrivial finite quotients, thus
providing the first example of a finitely presented group with this property. Higman’s proof
in fact also shows that H is not locally embeddable into finite groups. Theorem 3.2 and
Corollary 3.3 from [146] strengthen Higman’s result, showing that H does not even have
the Fc-approximation property.
We will now prove, following Higman’s original argument from [86], that Higman’s
group H is nontrivial and in fact infinite. Consider for i ∈ Z /4Z the group Hi generated
46 CHAPTER II. SOFIC AND HYPERLINEAR GROUPS
by hi and hi+1 subjected to the relation
hi+1hih
−1
i+1 = h
2
i ,
where again i + 1 is calculated modulo 4. It is not hard to see that every element of Hi
can be expressed uniquely as hni h
m
i+1 for n,m ∈ Z. In particular hi and hi+1 respectively
generate disjoint cyclic free groups in Hi. Define H01 to be the free product of H0 and H1
amalgamated over the common free cyclic subgroup generated by h1, andH23 to be the free
product of H2 and H3 amalgamated over the common free cyclic subgroup generated by
h3. By Corollary 8.11 from [117] {h0, h2} generates a free subgroup of both H01 and H23.
Define H to be the free product of H01 and H23 amalgamated over the subgroup generated
by {h0, h2}. Again by Corollary 8.11 from [117] {h1, h3} generates a free subgroup of H.
In particular H is an infinite group.
As mentioned before, Higman showed that the group H is not locally embeddable into
finite groups. Equivalently the system RH(x0, x1, x2, x3) consisting of the relations
xi+1xix
−1
i+1 = x
2
i ,
for i ∈ Z /4Z has no nontrivial finite models. This means that if F is any finite group and
ai ∈ F for i ∈ Z /4Z satisfy the system RH , i.e. satisfy
ai+1aia
−1
i+1 = a
2
i ,
for i ∈ Z /4Z , then
a0 = a1 = a2 = a3 = 1F .
In fact suppose by contradiction that one of the ai’s is nontrivial. Define p to be the
smallest prime number dividing the order of one of the ai’s. Without loss of generality we
can assume that p divides the order of a0. From the equation
a1a0a
−1
1 = a
2
0,
one can obtain by induction
an1a0a
−n
1 = a
2n
0 .
In particular if n is the order of a1 we have
a2
n−1
0 = 1F ,
which shows that 2n − 1 is a multiple of the order of a0 and hence of p. In particular p is
an odd prime and
2n ≡ 1 (modp) .
Thus by Fermat’s little theorem p−1 divides n, contradicting the assumption that p is the
smallest prime dividing the order of one of the ai’s.
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A similar argument from [143] shows that the system RH has no nontrivial solution in
GLn(C) for any n ∈ N. In fact suppose that ai ∈ GLn(C) for i ∈ Z /4Z satisfy the system
RH . The relation
ai+1aia
−1
i+1 = a
2
i
implies that ai and a
2
i are conjugate and, in particular, have the same eigenvalues. This
implies that the eigenvalues of ai are roots of unity. Considering the Jordan canonical form
of ai shows that the absolute value of the entries of a
n
i grows at most polynomially in n.
Now the relation
ani+1aia
−n
i+1 = a
2n
i
shows that also the absolute value of the entries of a2
n
i grows at most polynomially in n.
It follows that ai is diagonalizable and, having roots of unity as eigenvalues, a finite order
element of GLn(C). The same argument as before now shows that the ai’s are equal to the
unity of GLn(C).
Andreas Thom showed in [146, Corollary 3.3] thatH does not have the Fc-approximation
property where Fc is the class of finite groups endowed with a commutator-contractive in-
variant length function. This is a strengthening of Higman’s result that H is not locally
embeddable into finite groups, since the trivial invariant length function on a group is
commutator-contractive. The following proposition is the main techinical result involved
in the proof; see [146, Theorem 3.2].
Proposition II.9.3. Suppose that G is a finite commutator contractive invariant length
group and ε is a positive real number smaller than 1176 . If ai for i ∈ Z /4Z are elements of
G satisfying the system RH up to ε, then
ℓ(ai) < 4ε
for every i ∈ Z /4Z .
In view of Proposition II.9.2 in order to conclude that Higman’s group H does not have
the Fc-approximation property, it is enough to show that there is a universal sentence ϕ
such that ϕG = 0 for every invariant length group G but ϕΓ = 1. Write
ψ(x0, x1, x2, x3) ≡ max
i∈Z/4Z
ℓ(xi)− 4 max
i∈Z/4Z
ℓ(xi+1xix
−1
i+1x
−2
i )
where i+ 1 is calculated modulo 4, and define ϕ to be the universal sentence
sup
x0,x1,x2,x3
f(ψ)
where f is the function
x 7→ min {max {x, 0} , 1} .
Observe that by Proposition II.9.3 the interpretation of ϕ in any commutator-contractive
invariant length group is 0, while the interpretation of ϕ in Higman’s group endowed with
the trivial length function is 1.
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II.10 Rank rings and Kaplansky’s direct finiteness conjec-
ture
Recall that Kaplansky’s direct finiteness conjecture for a countable discrete group Γ asserts
that if K is a field, then the group algebra KΓ is directly finite. This means that if a, b
are elements of KΓ such that ab = 1 then also ba = 1. This conjecture has been confirmed
when Γ is a sofic group by Elek and Szabo´ in [55]. An alternative proof of this result has
been obtained in [30, Corollary 1.4] using the theory of cellular automata; see also [31,
Section 8.15]. The proof of this result can be naturally presented within the framework of
rank rings.
Definition II.10.1. Suppose that R is a ring. A function N : R→ [0, 1] is a rank function
if:
• N(1) = 1;
• N(x) = 0 iff x = 0;
• N(xy) ≤ min {N(x), N(y)};
• N(x+ y) ≤ N(x) +N(y).
If N is a rank function on R then
d(x, y) = N(x− y)
defines a metric that makes the function x 7→ x + a isometric and the functions x 7→ xa
and x 7→ ax contractive for every a ∈ R. A ring endowed with a rank function is called a
rank ring.
In the context of rank rings, a term in the variables x1, . . . , xn is just a polynomial in
the indeterminates x1, . . . , xn. A basic formula is an expression of the form
N (p(x1, . . . , xn))
where p(x1, . . . , xn) is a term in the variables x1, . . . , xn. . formulae, sentences and their
interpretation in a rank ring can then be defined starting from terms analogously as in the
case of invariant length groups. Also the notion of elementary property, and axiomatizable
class, saturated and countably saturated structure carry over without change.
Suppose that (Rn)n∈N is a sequence of rank rings and U is a free ultrafilter over N. The
ultraproduct
∏
U Rn is the quotient of the product ring
∏
nRn by the ideal
IU =
{
(xn) ∈
∏
n
Rn
∣∣∣∣ limn→U Nn(xn) = 0
}
.
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The function
NU (xn) = lim
n→U
Nn(xn)
induces a rank function in the quotient, making
∏
U Rn a rank ring. Then all the Rn
coincide with the same rank ring R the corresponding ultraproduct will be called ultrapower
of R. The notion of representative sequence of an element of an ultraproduct of rank rings is
defined analogously as in the case of length groups.  Los´’ theorem and countable saturation
of ultraproducts can be proved in this context in a way analogous to the case of invariant
length groups. In particular:
Theorem II.10.2 ( Los´). Suppose that ϕ(x1, . . . , xk) is a formula for rank rings with free
variables x1, . . . , xk, (Rn)n∈N is a sequence of rank rings, and U is a free ultrafilter over N.
If a(1), . . . , a(k) are elements of
∏
nRn then
ϕ
∏
U Rn
(
a(1), . . . , a(k)
)
= lim
n→U
ϕRn
(
a(1)n , . . . , a
(k)
n
)
where a(i) is any representative sequence of
(
a
(i)
n
)
n∈N
for i = 1, 2, . . . , k. In particular if ϕ
is a sentence then
ϕ
∏
U Rn = lim
n→U
ϕRn .
A rank ring R such that for every x, y ∈ R
N(xy − 1) = N (yx− 1)
is called a finite rank ring . Clearly any finite rank ring is a directly finite ring. Moreover
the class of finite rank rings is axiomatizable by the formula
sup
x
sup
y
|N(xy − 1)−N (yx− 1)| .
It follows that an ultraproduct of finite rank rings is a finite rank ring and in particular
a directly finite ring. Exercise II.10.3 shows that there is a tight connection between rank
functions on rings and length functions on groups.
Exercise II.10.3. Suppose that N is a rank function on a ring R. Define
ℓ(x) = N(x− 1),
for x ∈ R. Show that ℓ is a length function on the multiplicative group R× of invertible
elements of R, which is invariant if and only if R is a finite rank ring.
A natural example of finite rank rings is given by rings of matrices over an arbitrary
field K. Denote by Mn(K) the ring of n×n matrices with coefficients in K Suppose that ρ
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is the usual matrix rank on Mn(K), i.e. ρ(x) for x ∈Mn(K) is the dimension of the range
of x regarded as a linear operator on a K-vector space of dimension n. Define
N(x) =
1
n
ρ(x)
for every x ∈Mn(K).
Exercise II.10.4. Prove that N is a rank function on Mn(K) as in Definition II.10.1.
Show that moreover Mn(K) endowed with the rank N is a finite rank ring.
Another natural example of finite rank rings comes from von Neumann algebra theory:
If τ is a faithful normalized trace on a von Neumann algebra M , then
Nτ (x) = τ (s(x)) ,
where s(x) is the support projection of x, is a rank function on M . Moreover M endowed
with the rank function Nτ is a finite rank ring.
Fix a free ultrafilter U over N. In this section the symbol ∏U Mn(K) will denote the
ultraproduct with respect to U of the sequence of matrix rings Mn(K) regarded as rank
rings. By Exercise II.10.4 and  Los´’ theorem on ultraproducts
∏
U Mn(K) is a finite rank
ring (and in particular a directly finite ring).
The rest of this section is dedicated to the proof from [54] that sofic groups satisfy
Kaplansky’s direct finiteness conjecture. The idea is that soficity of Γ together with the
algebraic embedding of Sn intoMn(K) obtained by sending σ to the associated permutation
matrix Pσ allows one to construct an injective *-homomorphism from the group algebra
KΓ to the ultraproduct
∏
U Mn(K). In order to do this one needs some relations between
the rank of a linear combination of permutation matrices and the lengths of the associated
permutations. Explicit upper and lower bounds of the former in term of the latter ones
are established in Exercise II.10.5 and Exercise II.10.6 respectively.
In the following for σ ∈ Sn denote by Pσ ∈Mn(K) the associated permutation matrix
as in Section II.2.
Exercise II.10.5. Show that
N (Pσ − I) ≤ ℓSn(σ)
where ℓSn is the Hamming invariant length function.
Hint. Define c (σ) the number of cycles of σ (including fixed points). Show that
N (Pσ − I) = 1− c (σ)
n
by induction on the number of cycles.
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Exercise II.10.6. Suppose that σ1, . . . , σk ∈ Sn and λ1, . . . , λk ∈ K \{0} . Define
ε = min
1≤i≤k
(1− ℓ(σi)) .
Prove that
N
(
k∑
i=1
λiPσi
)
≥ 1− εk
k2
.
Hint. Denote by {ei | i ∈ n} the canonical basis of Kn. Recall that Sn is assumed to act on
the set n = {0, 1, . . . , n− 1}. Define D to be a maximal subset of n such that for s, t ∈ X
and 1 ≤ i, j ≤ k such that either s 6= t or i 6= j one has
σi (s) 6= σj (t) .
Observe that if x ∈ span {ei | i ∈ D} then
k∑
i=1
λiPσi(x) 6= 0.
Infer that
N
(
k∑
i=1
λiPσi
)
≥ |D|
n
.
By maximality of X for every s ∈ n there are t ∈ D and 1 ≤ i, j ≤ k such that
s = σ−1i σj (t)
When i, , j vary between 1 and k and t varies in D the expression
σ−1i σj (t)
attains at most εnk + k2 |D| values. Infer that
|D|
n
≥ 1− εk
k2
.
Exercise II.10.5 and Exercise II.10.6 allow one to define a nontrivial morphism from
the group algebra K (
∏
U Sn) to
∏
U Mn(K). This is the content of Exercise II.10.7.
Exercise II.10.7. Define, using Exercise II.10.5, a ring morphism Ψ : K (
∏
U Sn) →∏
U Mn(K). Prove using Exercise II.10.6 that if x1, . . . , xk ∈
∏
U Sn are such that ℓU (xi) =
1 for i = 1, 2, . . . , k and λ1, . . . , λk ∈ K \{0} then
N (λ1x1 + · · ·+ λkxk) ≥ 1
k
.
52 CHAPTER II. SOFIC AND HYPERLINEAR GROUPS
One can now easily prove that a sofic group Γ satisfies Kaplansky’s finiteness conjecture.
In fact if Γ is sofic then Γ embeds into
∏
U Sn in such a way that the length of any element
in the range of Γ \{1Γ} is 1. This induces a ring morphism from KΓ into K (
∏
U Sn).
By composing it with the ring morphism described in Exercise II.10.7, we obtain a ring
morphism from KΓ into
∏
U Mn(K) that is one to one by the second statement in Exercise
II.10.7. This shows thatKΓ is isomorphic to a subring of the directly finite ring
∏
U Mn(K).
In particular KΓ is itself directly finite.
II.11 Logic for tracial von Neumann algebras
In the context of tracial von Neumann algebras a term p(x1, . . . , xn) in the variables
x1, . . . , xn is a noncommutative *-polynomial in x1, . . . , xn, i.e. a polynomial in the non-
commuting variables x1, . . . , xn and x
∗
1, . . . , x
∗
n. A basic formula is an expression of the
form
τ (p(x1, . . . , xn)) ,
where p(x1, . . . , xn) is a noncommutative *-polynomial. General formulae can be obtained
from basic formulae composing with continuous functions or taking infima and suprema
over norm bounded subsets of the von Neumann algebra or of the field of scalars. More
formally if ϕ1, . . . , ϕm are formulae and f : Cm → C is a continuous function then
f (ϕ1, . . . , ϕm)
is a formula. Analogously if ϕ(x1, . . . , xn, y) is a formula then
inf
‖y‖≤1
Re (ϕ (x1, . . . , xn, y))
and
inf
|λ|≤1
Re (ϕ (x1, . . . , xn, λ))
are formulae. Similarly one can replace inf with sup. The interpretation of a formula in a
tracial von Neumann algebra is defined in the obvious way by recursion on the complexity.
For example
(τ(x∗x))
1
2
is a formula usually abbreviated by ‖x‖2 whose interpretation in a tracial von Neumann
algebra (M) is the 2-norm on M associated with the trace τ . Analogously
sup
‖x‖≤1
sup
‖y‖≤1
‖x− y‖2
is a sentence (i.e. a formula without free variables) that holds in a tracial von Neumann
algebra M iff M is abelian, while
sup
‖x‖≤1
inf
|λ|≤1
‖x− λ‖2
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is a sentence which holds in (M) iff M is one-dimensional (i.e. isomorphic to C).
The notion of elementary property and axiomatizable class of tracial von Neumann
algebras are defined as in the case of length groups or rank rings. In particular the pre-
vious examples shows that the property of being abelian and the property of being one-
dimensional are elementary. Exercise II.11.1 and Exercise II.11.2 show that the property
of being a factor and, respectively, the property of being a II1 factor are elementary.
Recall that the center Z(M) of a von Neumann algebra M is the set of elements that
commute with any other element of M . This is a weakly closed subalgebra of M and hence
it is itself a von Neumann algebra. The von Neumann algebra M is called a factor if its
center contains only the scalar multiples of the identity.
The unitary group U(M) ofM is the multiplicative group of unitary elements ofM , i.e.
elements u satisfying uu∗ = u∗u = 1. Recall that it can be seen using the Borel functional
calculus [14, I.4.3] that the set of linear combinations of projections of a von Neumann
algebra is dense in the σ-weak topology.
Exercise II.11.1. Suppose that M is a von Neumann algebra endowed with a faithful
trace τ . Show that M is a factor if and only if for every x ∈M
‖x− τ(x)‖2 ≤ sup
y∈M1
‖xy − yx‖2 . (II.2)
Conclude that the property of being a factor is elementary.
Hint. If M is not a factor then a nontrivial projection p in Z(M) violates Equation (II.2).
If M is a factor and x is an element of the unit ball of M consider the strong closure of
the convex hull of the orbit
{uxu∗ : u ∈ U(M)}
of x under the action of U(M) on M by conjugation. Observe that such set endowed
with the Hilbert-Schmidt norm is isometrically isomorphic to a closed subset of the Hilbert
space L2 (M, τ) obtained from τ via the GNS construction [14, II.6.4]. It therefore has a
unique element of minimal Hilbert-Schmidt norm x0, which by uniqueness must commute
with every element of U(M). Since the convex hull of U(M) is dense in the unit ball of
M by the Russo-Dye theorem [14, II.3.2.17], x0 belongs to the center of M . Moreover
by normality of the trace x0 must coincide with τ(x). Thus τ(x) can be approximated
in the Hilbert-Schmidt norm by convex combinations of elements of the form uxu∗, with
u ∈ U(M). Equation (II.2) easily follows from this fact.
Exercise II.11.2. Fix an irrational number α ∈ (0, 1). Using the type classification of
factors prove that a factor M is II1 if and only there is a projection of trace α. Deduce
that the property of being a II1 factor is elementary.
Hint. Recall that by Theorem I.1.4 the trace in a II1 factor attains on projections all the
values between 0 and 1.
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Let us now define the ultraproduct
∏
U Mn of a sequence (Mn) of tracial von Neumann
algebras with respect to a free ultrafilter U over N. Define ℓ∞(M) the C*-algebra of
sequences
(an)n∈N ∈
∏
n
Mn
such that
sup
n
‖an‖ < +∞
endowed with the norm
‖(an)‖ = sup
n
‖an‖ .
The ultraproduct
∏
U Mn is the quotient of ℓ
∞(M) with respect to the norm closed ideal
IU of sequences (a) such that
lim
n→U
τ (a∗nan) = 0
endowed with the faithful trace
τ ((an) + IU ) = lim
n→U
τ(an).
Being the quotient of a C*-algebra by a norm closed ideal,
∏
U Mn is a C*-algebra. Exercise
II.11.3 shows that in fact
∏
U Mn is always a von Neumann algebra. When the sequence
(Mn) is constantly equal to a tracial von Neumann algebra M , the ultraproduct
∏
U Mn is
called ultrapower of M and denoted by MU . The notion of representative sequence of an
element of an ultraproduct of tracial von Neumann algebras is defined analogously as in
the case of invariant length groups.
The notions of approximately finitely satisfiable (or consistent) and realized set of
formulae and countably saturated structure introduced in Definition II.6.2 and II.6.3 for
invariant length groups admit obvious generalization to the setting of tracial von Neumann
algebra. An adaptation of the proof of Exercise II.6.4 shows that an ultraproduct of a se-
quence of tracial von Neumann algebras is countably saturated. If moreover the elements of
the sequence are separable, and the Continuum Hypothesis is assumed, then ultraproducts
are in fact saturated (cf. the discussion after Exercise II.6.4).
Exercise II.11.3. Show that the unit ball of
∏
U Mn is complete with respect to the
2-norm. Infer that
∏
U Mn is a von Neumann algebra.
Hint. Recall that an ultraproduct of a sequence of tracial von Neumann algebra is countably
saturated. Suppose that (xn)n∈N is a sequence in the unit ball of
∏
U Mn which is Cauchy
with respect to the 2-norm. Define for every n ∈ N
εn = sup
{‖xi − xj‖2 : i, j ≥ n} .
Observe that (εn)n∈N is a vanishing sequence. Consider for every n ∈ N the formula ϕn (y)
inf
‖y‖≤1
max {‖xn − y‖2 − εn, 0} .
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Argue that the set X of formulae containing ϕn (y) for every n ∈ N is approximately finitely
satisfiable and hence realized in
∏
U Mn. A realization x of X is such that
‖xn − x‖2 ≤ εn
for every n ∈ N and hence the sequence (xn)n∈N converges to x. In order to conclude that∏
U Mn is a von Neumann algebra it is enough to observe that, by completeness of its unit
ball with respect to the 2-norm and Kaplansky’s density theorem (see [14, I.9.1.3]),
∏
U Mn
coincides with the von Neumann algebra generated by the GNS representation of
∏
U Mn
associated with the canonical trace τ of
∏
U Mn.
 Los´’ theorem on ultraproducts also holds in this context without change.
Theorem II.11.4 ( Los´’ for tracial von Neumann algebras). Suppose that ϕ (x1, . . . , xk)
is a formula with free variables x1, . . . , xk, (Mn)n∈N is a sequence of tracial von Neumann
algebras, and U is a free ultrafilter over N. If a(1), . . . , a(k) are elements of ∏nMn then
ϕ
∏
U Mn
(
a(1), . . . , a(k)
)
= lim
n→U
ϕMn
(
a(1)n , . . . , a
(k)
n
)
,
where a(i) is any representative sequence of
(
a
(i)
n
)
n∈N
for i = 1, 2, . . . , k. In particular if ϕ
is a sentence then
ϕ
∏
U Mn = lim
n→U
ϕMn .
In particular  Los´’ theorem implies that a tracial von Neumann algebraM is elementarily
equivalent to any ultrapower MU of M . This means that if ϕ is any sentence, then ϕ has
the same evaluation in M and in MU . It follows that any two ultrapowers of M are
elementarily equivalent. If moreover M is separable and the Continuum Hypothesis is
assumed, then any two ultrapowers of M , being saturated and elementarily equivalent,
are in fact isomorphic by a standard result in model theory (see Corollary 4.14 in [61]).
Conversely if the Continuum Hypothesis fails then, assuming that M is a II1 factor, by
Theorem 4.8 in [60] there exist nonisomorphic ultrapowers of M (and in fact 22
ℵ0 many by
Proposition 8.2 of [62]).
Theorem II.11.4 together with the fact that the property of being a II1 factor is elemen-
tary (see Exercise II.11.2) shows that an ultraproduct of II1 factors is again a II1 factor.
Analogously an ultraproduct of factors is a factor and an ultraproduct of abelian tracial
von Neumann algebras is abelian.
The trace on the von Neumann algebra naturally induces an invariant length function
on U(M), as shown in the following exercise.
Exercise II.11.5. Suppose that M is a tracial von Neumann algebra. Show that the
function ℓ : U(M)→ [0, 1] defined by
ℓ(u) =
1
2
‖u− 1‖2
is an invariant length function on U(M).
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In particular ifM is the algebraMn(C) of n×n complex matrices, then U(M) coincides
with the group Un of n×n unitary matrices, and the induced length function on Un coincides
with the one considered in Section II.2.
Recall that in Section II.2 we introduced the following relation
max {‖x∗x− 1‖2 , ‖xx∗ − 1‖2} .
This is a formula ϕu in the logic for tracial von Neumann algebras. We have also mentioned
that the polar decomposition shows that such a formula is stable, i.e. every approximate
solution of ϕu (x) = 0 is close to an exact solution (and the estimate is uniform over all
tracial von Neumann algebras). In model theoretic jargon this means that the zero-set of
the interpretation ϕu in a given von Neumann algebraM—i.e. the unitary group U(M)—is
a definable set as in [13, Definition 9.16]; see also [13, Proposition 9.19]. In particular it can
be inferred that the unitary group of an ultraproduct of tracial von Neumann algebras is
the ultraproduct of corresponding unitary groups. This is the content of Exercise II.11.6.
Exercise II.11.6. Suppose that (Mn)n∈N is a sequence of tracial von Neumann algebras,
and U is a free ultrafilter on N. Show that any element of the unitary group of the
ultraproduct
∏
U Mn admits a representative sequence of unitary elements. Conclude that
U (
∏
U Mn) is isomorphic as invariant length group to the ultraproduct
∏
U U(Mn) of the
sequence of unitary groups of the Mn’s endowed with the invariant length described in
Exercise II.11.5.
In particular the unitary group of
∏
U Mn(C) can be identified with the group
∏
U Un
introduced in Section II.2.
Exercise II.11.7. The unitary group of
∏
U Mn(C) contains a subset X of size continuum
such that ‖u− v‖2 =
√
2 for every pair of distinct elements u, v of X. Deduce that the
same conclusion holds for the unitary group of any ultraproduct
∏
U Mn of a sequence of
II1 factors.
Hint. The first statement follows directly from Exercise II.11.6 and Exercise II.2.6. For the
second statement observe that by Theorem I.1.4, if (Mn)n∈N is a sequence of II1 factors,
and U is a free ultrafilter on N, then ∏U Mn (C) embeds into ∏U Mn.
II.12 The algebraic eigenvalues conjecture
Suppose that Γ is a (countable, discrete) group. Considering the particular case of the
group algebra construction for the field C of complex numbers as in Section I.1 one obtains
the complex group algebra CΓ of formal finite linear combinations
λ1γ1 + · · ·+ λkγk
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where λi ∈ C and γi ∈ Γ. The group ring ZΓ is the subring of CΓ of finite linear combina-
tions
n1γ1 + · · ·+ nkγk
where ni ∈ Z and γi ∈ Γ. The natural action of CΓ on the Hilbert space ℓ2Γ defines an
inclusion of CΓ into B
(
ℓ2Γ
)
. A conjecture due to Dodziuk, Linnell, Mathai, Schick, and
Yates known as algebraic eigenvalues conjectures (see [50]) asserts that elements x of ZΓ
regarded as linear operators on ℓ2Γ have algebraic integers as eigenvalues. Recall that a
complex number is called an algebraic integer if it is the root of a monic polynomial with
integer coefficients. The algebraic eigenvalues conjecture has been settled for sofic groups
by Andreas Thom in [144]. The proof involves the notion of ultraproduct of tracial von
Neumann algebras and can be naturally presented within the framework of logic for metric
structures.
The complex group algebra CΓ can be endowed with a linear involutive map x 7→ x∗
such that
(λγ)∗ = λγ−1.
Recall that the trace τ on CΓ is defined by
τ
(∑
γ
λγγ
)
= λ1Γ .
The weak closure LΓ of CΓ in B
(
ℓ2Γ
)
is a von Neumann algebra containing CΓ as a *-
subalgebra. The trace of CΓ admits a unique extension to a faithful normalized trace τ on
LΓ. Moreover CΓ is dense in the unit ball of LΓ with respect to the 2-norm of LΓ defined
by ‖x‖2 = τ(x∗x)
1
2 .
In the rest of the section the matrix algebraMn(C) of n×n matrices with complex coef-
ficients is regarded as a tracial von Neumann algebra endowed with the (unique) canonical
normalized trace τn. If U is an ultrafilter over N then
∏
U Mn(C) denotes the ultraproduct
of Mn(C) as tracial von Neumann algebras. (Note that this is different from the ultra-
product of Mn(C) as rank rings.) Denote by
∏
U Mn(Z) the closed self-adjoint subalgebra
of
∏
U Mn(C) consisting of elements admitting representative sequences of matrices with
integer coefficients. Recall that Un denotes the group of unitary elements of Mn(C). If σ
is a permutation over n, then the associated permutation matrix Pσ is a unitary element
of Mn(C) such that τ (Pσ) = 1− ℓ(σ). This fact can be used to solve Exercise II.12.1. The
argument is analogous to the proof that sofic groups are hyperlinear (see Exercise II.2.4).
Exercise II.12.1. Suppose that Γ is a sofic group and U is a nonprincipal ultrafilter
over N . Show that there is a trace preserving *-homomorphism of *-algebras from CΓ to∏
U Mn(C) sending ZΓ into
∏
U Mn(Z).
Hint. Use, as at the end of Section II.2, the embedding of Sn into Mn (C) sending σ to its
associated permutation matrix Pσ, recalling that τ(Pσ) = 1− ℓ(σ).
