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Eine graphische Methode zur Analyse 
multivariater Zeitreihen 
Axel Benner, Rüdiger Ostermann 
Zusammenfassung 
Im Rahmen dieser Arbeit schlagen wir eine einfache graphische Methode vor, die dazu dienen 
soll, Konkomitanzen und andere strukturelle Abhängigkeiten zwischen den Komponenten 
einer multivariaten (äquidistanten) Zeitreihe zu entdecken. Dazu wird das Konzept der inter-
aktiven Scatterplotmatrix benutzt. 
Summary 
In this paper we propose a simple graphical method to detect concomitances and other struc-
tural dependencies between the components of a multivariate (equally spaced) time series 
using the concept of an interactive scatterplotmatrix. 
1. Einleitung 
In vielen Anwendungsbereichen der Statistik, z. B. Psychologie, Medizin oder Biologie, 
treten die gegebenen Daten in Form einer multivarianten Zeitreihe auf. Neben Deskrip-
tion, Modellierung und/oder Prognose ist oft die Analyse von Zusammenhängen 
zwischen den einzelnen Variablen dieser multivariaten Zeitreihe von Interesse. Es stellt 
sich hierbei häufig die Frage, inwieweit die zeitlichen Entwicklungen der einzelnen Vari-
ablen zusammenhängen ("Suche nach Konkomitanzen und aufflilligen Strukturen"). 
Neben den klassischen Methoden rur den Fall bekannter spezieller Erzeugungsgesetze 
der Zeitreihen zur Ermittlung potentieller Zusammenhänge, wie z. B. die Berechnung 
der Kohärenz oder des Kreuzspektrums (vgl. FULLER (1976)), existieren auch neuere 
Vorschläge zu dieser Problematik (yASSOURIDIS & HANSERT (1984, 1986)). Allerdings 
beruhen fast alle diese Verfahren darauf, die gegebene Dateninformation zu wenigen 
(numerischen) Größen zusammenzufassen, deren Interpretationsmöglichkeiten sehr 
beschränkt sind, oder es werden Verteilungsannahmen benutzt, fiir die auf grund der 
vorhandenen Daten selten ausreichende Belege vorliegen. 
An Stelle der Reduktion aller Dateninformationen einer multivariaten Zeitreihe zu eini-
gen wenigen Ausdrücken, die zumeist nur einen Teilaspekt des Datenmaterials berück-
sichtigen, soll im Rahmen dieser Arbeit ein explorativ-graphischer Ansatz zur Analyse 
multivariater Zeitreihen vorgeschlagen werden. Dabei werden keine Wahrscheinlich-
keitsmodelle fiir die Zeitreihe gefordert. Der Ansatz ist einfach und die Ergebnisse zei-
gen anschaulich seine Wirksamkeit. Er beruht darauf, die multiple Zeitreihe durch eine 
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Tabelle 1: Krankenkassenmitglieder 1888 -1909 
Jahr BI 
1888 -
1889 -
1890 -
1891 1201 
1892 1116 
1893 1028 
1894 1025 
1895 988 
1896 952 
1897 1084 
1898 1020 
1899 1065 
1900 1248 
1901 1377 
1902 1294 
1903 1304 
1904 1294 
1905 1289 
1906 1329 
1907 1326 
1908 1499 
1909 1556 
BI ~ Bergleute (Knappschaft) 
B2 ~ A 0 K, männlich . 
B3 ~ A 0 K, weiblich 
B 2 
84 
109 
119 
120 
123 
118 
137 
101 
-
218 
166 
181 
312 
345 
226 
247 
373 
424 
364 
338 
278 
364 
B 3 B 4 B s 
17 .52 29 
33 64 27 
32 79 31 
38 94 27 
42 94 26 
51 9:3 27 
57 116 27 
57 127 27 
- 153 28 
83 179 29 
101 169 23 
112 144 25 
14.5 129 23 
166 101 21 
104 110 21 
134 119 17 
169 99 17 
232 132 19 
208 228 21 
228 173 22 
229 91 22 
223 .58 21 
B4 ~ B KK Fa. C. J. Winter, männlich, 
BS ~ B KK Fa. Jellinghaus, männlich, 
B6 ~ Vereinigte Gesellenlade, männlich, 
E6 
274 
286 
298 
:302 
291 
:329 
348 
3.52 
362 
363 
:371 
382 
393 
391 
371 
335 
306 
294 
301 
297 
:J01 
29.5 
Scatterplotmatrix darzustellen (vgl. CHAMBERS et.al. (1984)). Dies erlaubt es, Abhängig-
keitsstrukturen auf visuellem interaktivem Wege zu erkennen. 
2. Das Verfahren 
Gegeben sei eine p-variate Zeitreihe Y = (YI, ... , Yp), die an n (äquidistanten) Zeitpunk-
ten beobachtet wurde; Yij bezeichne dabei die Beobachtung der j-ten Komponente von Y 
zum Zeitpunkt i. Die p (p -1) Streu diagramme (Scatterplots) der Paare (Yk, yl), k =F 1 
werden innerhalb einer (p + 1) x (p + 1) Scatterplotmatrix gegeneinander dargestellt. 
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Dabei geben die erste Spalte und Zeile der Matrix die Zeitreihenplots der Komponenten 
Yj, j = 1, ... , p wieder. 
Mit Hilfe interaktiver Methoden, die direkt auf die graphische Darstellung wirken, lassen 
sich auf einfache und schnelle Weise Strukturen und Zusammenhänge erkennen. Dabei 
wird die Methode des "Brushing" zur Isolierung und Identifizierung bestimmter Beob-
achtungsgruppen des Datensatzes verwendet (vgl. BEcKER & CLEVELAND (1987)). Außer-
dem wird ein Algorithmus zur Anpassung einer "glatten" Kurve an eine Zeitreihe 
(Trendapproximation) in Anlehnung an das von WHITTAKER (1923) und HENDERsoN 
(1924) beschriebene Verfahren verwendet: 
Ein Trendvorschlag t j wird hierbei an die j-te Komponente Y j angepaßt durch die Mini-
mierung des objektiven Funktionals rp (tj), 
n n 
rp (tj) = a}; (Dktij)2 +}; (Yij - ij)2, 
i=k+1 i=l 
Dk ist der Differenzenoperator k-ter Ordnung und a ein Gewichtsfaktor. Das Glättungs-
verfahren kann benutzt werden, um durch die Bestimmung von Trends zur Beschrei-
bung der Grundtendenzen der betrachteten Zeitreihen und Wiedergabe dieser Trends 
1_ -I ... !:: :! !~: ~ ~ ~i ~ 
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11'2 1115 12) .u ,.. 2S"'1 
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Abbildung 1: Bildschirmkopie der Anwendung des DataScope zur Bearbeitung der multiplen Zeit-
reihe KKM (Krankenkassenmitgliederzahlen der Stadt Kamen, 1888 -1909 (vgl. Tab. 1)). Es sind 
neben der Scatterplotmatrix und einem einfachen Zeitreihenplot der Zeitreihe B _6 (Vereinigte 
Gesellenlade, männlich) das Datenfenster der Zeitreihe KKM, die Shell des ISP-Prozesses und 
das globale Menü des DataScope-Systems dargestellt. 
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Abbildung 2: Eine Trennung der Zeitreihe durch Markieren der Werte fiir die Jahre 1902 -1909 
zeigt deutlich einen Wechsel der Gestalt der Zusammenhänge zwischen den Komponenten von 
KKM. Zur Verdeutlichung wurden die Werte fiir 1888-1899 durch das Symbol \l und die Werte 
fiir 1902 -1909 durch das Symbol!::" gekennzeichnet. Da die Zuordnung der Werte fiir 1900 und 1901 
nicht klar genug ist, wurde hier ein weiteres Symbol (0) gewählt. Zur Bezeichnung der Beobach-
tungspunkte wurden die beiden letzten Ziffern der entsprechenden Jahreszahlen verwendet. In 
dieser Abbildung wurde so die Beobachtung fiir 1902 hervorgehoben. 
anstelle der Originalwerte in der Scat1erplotmatrix strukturelle Abhängigkeiten zwischen 
den Zeitreihen klarer herauszuarbeiten. Über die Parameter kund a kann die Trendan-
passung vom Benutzer kontrolliert und gesteuert werden. Eine ausführliche und weiter-
gehende Behandlung dieses Ansatzes findet man bei SCHLICHT (1981). 
Das hier beschriebene Verfahren ist innerhalb des DataScope-Systems (RIEKEN & 
BENNER (1990)) entwickelt worden. DataScope ist rur Apollo Workstations entwickelt 
worden und erlaubt durch die Kombination von interaktiven graphischen Methoden mit 
dem Kommandointerpreter ISP (ISP/DGS/SGS (1988)) eine flexible Behandlung des zu 
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Abbildung 3: Zur differenzierten Behandlung auch partieller Konkomitanzen wurden hier die 
Werte der Jahre 1900 -1909 isoliert betrachtet. Durch Hervorheben der Beobachtungspunkte für 
die Jahre 1905 -1909 zeigen sich weitere Wechsel struktureller Zusammenhänge. Man betrachte 
dazu speziell die Plots der Paare (B _1, B _3), (B _3, B _4) und (B _5, B _6). 
analysierenden Datenmaterials. So kann bei der hier beschriebenen Anwendung sowohl 
die Trendapproximation jederzeit vom Benutzer korrigiert oder verändert werden; es 
können aber auch beliebige weitere numerische Methoden hinzugefügt werden. Die 
Trendanpassung wird hierbei im ISP durchgeführt und resultierende Änderungen an 
aktive Graphikprozesse des DataScope-Systems mitgeteilt. 
3. Ein Beispiel 
Als multivariate Zeitreihe, die zur Demonstration des oben vorgeschlagenen Ansatzes 
herangezogen werden soll, sei das Datenmaterial von BENNER & ÜSTERMANN (1987) aus-
gewählt (Bez. KKM). Gegeben sind die jährlichen Mitgliederzahlen für verschiedene 
Biometrie und Informatik in Medizin und Biologie 1/1991 
6 BENNER/OSTERMANN, Eine graphische Methode zur Analyse multivariater Zeitreihen 
Abbildung 4: Darstellung der nach dem in WHITTAKER (1923) beschriebenen Verfahren komponen-
tenweise geglätteten Zeitreihe (Parameter a = 3, k = 2). Die Punkte sind durch Polygonzüge ver-
bunden. Der behandelte Zeitbereich ist wieder 1888 -1909. Man erkennt deutlich die verschiede-
nen Formen struktureller Abhängigkeiten zwischen den einzelnen Komponenten. Man vergleiche 
die Plots der Paare (B _1, B _4) oder (B _3, B _6). 
Krankenkassen der Stadt Kamen aus den Jahren 1888 -1909, aufgelistet in Tab. 1. In der 
Knappschaft waren alle Bergleute der Kamener Zeche "Monopol" versichert. Die 
Betriebskrankenkassen (B KK) wurden auf Grund des Bismarckschen Krankenversiche-
rungsgesetzes von 1883 gegründet. Die Fa. Winter war u. a. für Tiefbohrungen rur den 
Bergbau (Schachtabteufungen) zuständig, Fa. Jellinghaus war eine Eisen- und Gelb-
gießerei. In der kommunalen Gemeindeversicherung AOK waren alle Arbeitskräfte, 
außer denen des Handwerks, des Bergbaus und der BK K s, versichert. 
Abb. 1 zeigt neben Scatterplotmatrix und einfachem Zeitreihenplot das Datenfenster, die 
Shell des ISP-Prozesses und das globale Menü des DataScope-Systems. In den weiteren 
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Abbildungen wird allerdings nur noch die Scatterplotmatrix als ,,Ausschnitt" des 
Gesamtbildes wiedergegeben. 
Eine Trennung der Zeitreihe zwischen 1901 und 1902 zeigt deutlich einen Bruch des 
strukturellen Zusammenhangs zwischen den Komponenten der Reihe KKM (Abb. 2). 
In Abb. 3 sind isoliert die Beobachtungspunkte für die Jahre 1900 bis 1909 wiedergege-
ben. Eine erneute Trennung zwischen 1904 und 1905 zeigt auch hier eine klare Verände-
rung der Konkomitanzen. Wendet man den oben beschriebenen Glättungsalgorithmus 
auf die Reihe KKM an, so lassen sich generelle strukturelle Zusammenhänge ' klar 
erkennen (Abb. 4). 
4. Abschließende Bemerkungen 
Die Verwendung dieses Verfahrens eignet sich dazu, auf einfache aber vielseitige Weise 
strukturelle Zusammenhänge zwischen den einzelnen Komponenten einer multivaria-
ten Zeitreihe zu erkennen. Im Gegensatz zu einzelnen Maßzahlen, gewinnt man hier 
einen tieferen Einblick in die gegebene Struktur der multiplen Zeitreihe. Zudem werden 
keine Modellvoraussetzungen verlangt. 
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Statistical Methods for Mapping a Disease 
susceptibility Gene** 
R. Plaetke 
Abstract 
The purpose oJ this paper is to describe some statistical methods Jor determining the chromo-
somallocation oJ a gene conJerring to a disease. First, the backgrounds oJ the subject is revie-
wed briefly. As examples oJ the different methods that have been developed in this field, three 
useJul approaches Jor detecting linkage between a disease locus and a marker are introdu-
ced: 1) the Iod-score method; 2) the affected sib-pair method; and 3) regressive logistic 
models. 
Introduction 
More than 3000 diseases in humans are known to be influenced by genetic factors. Al-
though the symptoms and elinical descriptions may be known in detail, prevention, pre-
diction, development of reliable diagnostic tests, and ultimately treatment will often 
require knowledge of the genetic factors themselves. To analyse the genetic background 
of a disease, the first step is to locate the gene (genetic factor) to a certain part of one of 
the human chromosomes. This is done by utilizing a genetic map of a chromosome that 
is described by markers (genetic landmarks) and analysing linkage ofthe disease suscep-
tibility gene with the markers. Linkage may be defined as the occurrence of two loei suf-
fieiently elose together on a chromosome that their assortment is recognized as being 
(statistically) dependent. 
Building a genetic map of a chromosome utilizes the way genes are inherited. There are 
22 'pairs of homologous (matching) human autosomal chromosomes, and a pair of sex 
chromosomes in each (nueleated) somatic cel!. One chromosome per pair is inherited 
from the mother and one from the father. Cells of the germ line undergo a process more 
complicated than simple division. After duplication, all chromosomes are distributed 
among four germ cells during meiosis, the reduction stage of cell division that gives rise 
to sperm or eggs. Each ovum or spermatozoon gets 23 single chromosomes. During the 
first division, before reduction, recombination between homologous chromosomes takes 
**This paper is a revised and detailed version of the talk "Statistieal Methods for Mapping the Human Genome" held in the 
session "Biometrieal Problems in the Human Genome Projekt" at the eonferenee of the Biometrie Soeiety (German Region) at , 
Marburg, 1990, 
Biometrie und Informatik in Medizin und Biologie 1/1991 
PLAETKE, Statistic Methods for Mapping a Disease susceptibility Gene 9 
A a 
B b 
~ DUPLICATION 
A a 
B b 
~ CROSSING OVER 
A a 
B b 
~ RECOMBINATION 
AA aa 
Bb Bb FORMATION OF 
~ ~ ~ GERM CELLS 
A CD ACD"CD CD a ~ B ~ b ~ B 't , b 
Figure 1: Simplified presentation of the process of recombination between a pair of homologous 
chromosomes. After each chromosome has been duplicated within acelI, crossing over and recom-
bination takes place during the first division of meiosis. 
place; they recombine by crossing over and exchanging segments of equallength (Figure 
1). Consequently, each chromosome that is transmitted to a germ cell is "a patch-work of 
segments [derived] from the two parental chromosomes" (White and Lalouel1988). 
Recombination of homologous chromosomes in the human, can only be detected by 
examining the cells of offspring. A region where recombination takes place must be 
flanked by markers with different alleles (versions) on both chromosomes (see Figures 1 
and 2). Thus, when analyzing the phenomenon of recombination in man, one needs 
families consisting of at least two generations and markers that are polymorphie (indivi-
duals often have harmlessly variant alleles on homologous chromosomes). 
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Figure 2: Detection ofrecombination in a pedigree. The mother is heterozygous at both loci, while 
the father is homozygous. Thus, recombination in the mother can be detected but not in the 
father. Only children 3 and 4 got a recombined chromosome from their mother. 
Markers lying far apart on a chromosome recombine more often than those lying close 
together. Between markers lying very close to each other, recombination will rarely 
occur; its frequency will be nearly zero. The theoretical maximum recombination rate of 
50 % is achieved by markers lying on different chromosomes. Thus one can use the 
recombination rate to define a genetic distance between markers, a measurement that 
permits building a linear genetic map of a chromosome. However, the recombination 
rate by itself cannot serve to measure distance on a chromosome, because it is not linear. 
For example, if one assumes that recombination events in neighboring segments are 
independent, the recombination frequencies rab, rac, and rbc ofthe three markers A-B-C 
(ordered on the chromosome in this way) satisfY rac = rab + rbc - 2rabrbc. But this equa-
tion will be approximately linear only if A, B and C are closely linked, i. e. their recombi-
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nation frequencies are nearly zero (for more information and further references about 
linear distances and mapping functions see e. g. Bailey 1961; Ott 1985; and Lathrop and 
LalouelI990). 
In contrast to a physical map showing the distance between landmarks measured in nu-
c1eotide bases, a genetic map can be used for detecting linkage, determining genetic 
parameters that are important for the detection of the mode of inheritance, and estima-
ting genetic risk. Figure 3 shows as an example the genetic map of chromosome 16. 
Since the frequency of recombination in males often differs from that in females, genetic 
distances between the markers have been derived separately for both sexes. Figure 3 also 
shows where some of the markers are physically located on the chromosome. 
The main steps in building a genetic map of a chromosome inc1ude (see also Lathrop et 
Lalouell990) 
Figure 3: Genetic and physical map of chromosome 16 (Julier et al. 1990). 
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1. the detection of linkage between markers (i. e. the estimation of the recombination 
rate), 
2. the determination of a linear order of the linked markers on a chromosome, 
3. the determination of the location of other genes, for example disease susceptibility 
genes. 
The purpose of this paper is to describe some statistical methods for analysing data in 
the last of these steps. Three different approaches are presented; each can be used to 
detect linkage between a marker and a gene causing a disease: 1) the affected sib-pair 
method, 2) the Iod-score method, and 3) regressive logistic models. All three approaches 
have in common that they ask for the analysis of families with at least two generations 
available for the study. However, they apply information from the families in different 
ways. 
Affected Sib-Pair Method 
The affected sib-pair method asks for the analysis of nuclear families (parents and their 
offspring). The frequency with which affected sib-pairs share 0, 1, or 2 alleles of the 
marker are estimated. These frequencies are tested whether they deviate from the values 
expected under the assumption of no linkage between the marker and the disease gene. 
The major suppositions for detecting linkage are: 
- each of the four parental chromosomes must have different alleles at the marker 
locus, 
- there is random mating in the population, 
- there is no selective disadvantage associated with the disease. 
The method is straightforward when each family has a pair of affected sibs. One first 
determines the relative frequencies of sib-pairs sharing 0, 1, or 2 alleles. If one assurnes 
that the marker is unlinked to the disease gene, the expected frequencies are 0.25, 0.5, 
and 0.25, respectively. If marker and disease gene are linked, the freqency of sibs sharing 
two alleles is larger than 0.25. Depending on the sampie size, observed and expected fre-
quencies can be compared by a Chi-square test, an exact test as proposed by Buening 
and Trenkler (1978), or a binomial test that compares the observed and expected fre-
quencies of sharing two alleles (see e. g. Buening and Trenkler 1978). 
Lod-Score Method 
The goals of the Iod-score method are to estimate the recombination frequency between 
a susceptibility gene and a marker and to perform a statistical test to determine whether 
the two loci are linked. The approach is as follows. 
Likelihood Calculations. The likelihood of the pedigree, as a function of the recombina-
tion frequency r, is determined for each pedigree separately. The joint likelihood of seve-
ral pedigrees is then the product ofthe likelihoods ofthe pedigrees. The maximum-like-
lihood estimate of the recombination frequency is derived for each pedigree separately 
or for all pedigrees jointly, depending on one's data and working hypothesis. 
If we assurne that the phenotypes (traits) of individuals in the pedigree are independent, 
conditional on the genotype and the parameters of the genetic model, the likelihood L (r) 
for a pedigree with n individuals can be calculated in the following way (the genotype of 
an individual consists of a pair of alleles - one from each homologous chromosome; if 
several loci are involved, the genotype is determined by the pairs of alleles at all loci 
involved): 
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where 
- Yi denotes the phenotype determined by the locus of interest. In our case the pheno-
type is binary and describes whether a person is affected (Yi = 2) or not affected (Yi = 
1) with the disease. 
gi is the genotype of individual i and spans all the loci underlying Yi and the pheno-
tpye ofthe marker (for more explanation see the Appendix). 
The conditional probability P (yi!gi) describes the effect of the genetic background 
on the disease. It is called the penetrance. If the i-th phenotype is unlmown then 
P (Yi/gi) = 1. 
if genotypes of father and mother of i are not in the data 
(assuming random mating); { 
P (gj), 
Pi = P (g i I g F , gM), if genotypes offather and mother are in the data. g F (g M) is 
the genotype ofthe father (mother), respectively. 
- The sums are taken over all possible genotypes. 
The penetrance function in equation (1) is actually definded as P (Yi, Mi Igi), where Mi 
denotes the phenotype of the marker. However, if we assurne that the marker's pheno-
Figure 4: Hypothotical pedigree showing the inheritance of a fully dominant disease and the segre-
gation of a marker. Both loci have two alleles d, D and a, A respectively. Ifthe phases (i. e. the con-
stellations of pairs of alleles at each of the two loci) are known, this is indicated by a slash separa-
ting the two homologous chromosomes. 
1 2 
A a a a 
0 d d d 
3 5 6 
a a A I: a a d d 0 d d 
a a a a A I: a a ala d d d d 0 d d o d 
7 8 9 10 11 
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type is completely determined by the genotype gi, the penetrance function can be 
decomposed in the following way: 
P (Yi, Mi Igi) = P (Yi Igi) P (Mi IYi, gi) 
= P (Yi/gi) xL 
(2) 
Generally, the likelihood function of a pedigree is nonlinear and the maximum likeli-
hood estimate must be determined numerically. For example, the hypothetical pedigree 
in Figure 4 shows the inheritance of a dominant (affected persons have either dD or DD) 
disease and the genotypic distribution of a marker in a familiy. It is assumed that the 
disease gene and the marker have two alleles D, d and A, a, respectively. D is the allele 
causing the disease. The likelihood of this pedigree is not linear in the recombination 
rate: 
2 P I P27 ql q27 (rl2) «(1- r)/2)4 «(1 + 2r (r-l»/4), 
where 
PI, P2 are the frequencies of D and d, ql and q2 the frequencies of A and a, and r the 
recombination rate. 
If the disease is completely penetrant (i. e. all penetrances are equal to either 0 or 1), the 
likelihood of a pedigree is the sum of the probabilities of all those genotypes being com-
patible with the observed phenotypes. However, generally, (1) determines the multiple 
sum of probabilities over all possible combinations of genotypes with phenotypes. Thus, 
it is obvious that equation (1) is not suitable for a numerical evaluation of L (r). In order 
to derive the likelihood L (r) of a pedigree, the Eiston-Stewart algorithm (1971) or modifi-
cations (Ott 1974; Lange and Elston 1975; Cannings et al. 1978) can be used. The Eiston-
Stewart algorithm computes the likelihood of a pedigree recursively, starting with the 
most recent generation (i. e. the right-most sum in (3» and working back to the most 
remote (i. e. the left-most sum): 
Please, see the Appendix for an application of the Eiston-Stewart algorithm to determine 
the likelihood ofthe hypothetical pedigree in Figure 4. 
Hypotheses Testing. Linkage between the marker and the disease gene is established 
by means of the lad-score method (lod is an acronym for "logarithm of the odds 
ratio"). It compares the two hypotheses Ho : r = 0.5 and HI : r = TI (TI < 0.5). The 
test statistic is the Iod-score z (r) (Smith 1953; Morton 1955) that compares the likeli-
hood of the estimated recombination fraction L (r) with the likelihood of no linkage 
L (0.5) : z (r) = 10glO (L (r) 1 L (0.5». The approach is derived from Wald's sequential 
prob ability test (see e. g. Kendall and Stuart 1979, p. 631). If the two hypotheses are 
Ho : 8 = 80 and HI : 8 = 8 and the sampie consists of n individuals Xl, . . . , Xn from a 
population f (x, 8), the test statistic ofWald's probability ratio test is: 
n n 
Ln = H f(Xi, 8ü 1 II f(Xi, (0). (4) 
i = 1 i= 1 
Two critical values A and Bare determinded as 
A = (1 - beta) 1 alpha and B = beta 1 (1 - alpha), 
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where alpha and beta are the probabilities of type I and 11 errors. The test procedure is 
then as follows: 
ifB < Ln < A, then continue sampling; 
ifLn > = A, reject Ho; 
if Ln < = B, accept Ho . 
The hypothesis of no linkage between a marker and a disease gene will be rejected, if 
z (r) ~ 3. This means that in Wald's test alpha = 0.001 and beta = 0.01. Morton (1955) 
proposed this criterion to adjust the type I error for the prior prob ability that two ran-
domly chosen markers may be linked and to take into consideration that Iod-scores of 
sequentially sampled families (possibly from different studies) are summarized and again 
evaluated. 
Regressive Logistic Models 
Regressive logistic models for pedigrees generalize the penetrance P (Yi /gj) in (1). It is 
specified by additionally conditioning the observation in each individual upon observa-
tions in his/her antecedents, and by explanatory variables. Familial patterns of depen-
dence are described in terms of correlations without necessarily introducing a particular 
scheme of causal relationship. The models allow that the "entire genome, cultural fac-
tors, and unmeasured environmental factors are all regarded as possibly contributing to 
the covariability of the trait in relatives, although only the effects of one or a few genetic 
loci may be statistically discemible" (Bonney 1986). Since Bonney modeled the pene-
trance function by using logistic functions, and since the trait of a person is conditioned 
on the traits of his/her ancestors, models of this dass are called regressive logistic. The 
generalized penetrance function in (1) for person i is: 
(5) 
where 
- Yi, Mi, and gi are defined as in the preceding section, 
- YR presents the phenotypes Yil, Yi2, ... , Yij of j relatives (possibly induding the 
spouse) wherej = 1, ... , n - 1. 
- Xi is the explanatory variable. 
Taking (2) into consideration, the likelihood function in (1) becomes: 
n 
L(r) = I ···I II P(Yi/gi,YR,Xi) Pi, (6) 
gl gn i=1 
Let 
{ 
2 Yi - 1, ifYi = 0, 1. 
Zi= 
0, ifYi is missing. 
(7) 
The regressive logistic model defines a logistic function (see e. g. Kleinbaum et al. 1982) 
for the penetrance function in (6) with the n logits 
B P (Yi = 11 gi, YR, Xi) i = loge Ci = 1, ... , n). 
P (Yi = 0/ gi, YR, Xj) 
For all i = 1, ... , n is: 
Bi = a (gj) + ClZil + C2Zi2 + ... + CjZij + biXi, (8) 
where 
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- The coefficients are unknown and can take any real value. 
- a (gi) depends on the genotype of person i. It is the person's baseline risk (on the logit 
scale). 
- If the relative ik is affected, the risk of i is increased by Ck; if not affected, the risk is 
reduced by Ck. If ik is missing, the risk remains unchanged. 
The penetrance function in (6) becomes then 
e{)iYi/ (1 + eBi). 
Therefore (6) becomes 
n 
L(r) = L ···L.ll 
gl gn 1=1 
(9) 
For including the missing values in our analysis, a linear transformation ofYi is used to 
define Zi in (7). The use of a linear transformation of Yi is justified by the fact that the Bi 
are linear in Yil, ... , Yij, Xi (see Bonney 1987). The definition of the Zi in (7) can be 
modified (see for a detailed discussion Bonney 1987). 
Bonney (1986) specifies models with certain dependence structures. For example: 
The equaIly predictive model: Let i, j = 1, ... , n and all the traits Yik (k = 1, ... , j) have 
equal and additive predictive values for Yi on the logit scale. Then in (8) is Cl = C2 = ... 
= Cj = c. Let us define 
j 
Sj = L Zk 
k=1 
then (8) be comes 
Bi = a (gi) + cSj + bXi. 
SeriaIly dependent outcomes: A simple model for serial dependence is one with a Markov 
structure of order 1. On the logit seale (8) becomes 
Bi = a (gi) + CZi-l + bXi, 
where person i-I direct1y precedes i. 
Class A Models: Sibs are only dependent because of common parentage, i. e. 
P (Yi/gi, YR, Xj) = P (Yi/gi, Yp, YM, Xj) 
On the logit scale: 
Bi = a (gi) + cpYp + cMYM + bXi. 
If one assumes that the outcomes of couples are eorrelated, the trait Y s of the spouse 
has an effect on Yi: 
P (Yi/gi, YR, Xi) = P (Yi/gi, Ys, YP, YM, Xi). 
In this model, the logits are: 
Bi = a (gi) + csYs + cpYp + cMYM + bXi. 
Bonney (1986) additionally defines Class B, C, and D models. In Class B, parents and a 
few older sibs can account for dependence among sibs. Class C models situations where 
common parentage alone is not sufficient to account for the dependence among sibs. 
Sibs who are closer in birth are more highly correlated than sibs further apart. Class D 
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generalizes Class B. Analogously to the equally predictive model, the outcomes of all 
older sibs are equally predictive. 
LikeHhood Calculations. Finding the maximum likelihood estimates of the parameters is 
performed by maximizing the likelihood function (8). Regressive logistic models for 
pedigrees can thus be easily analyzed with already existing computer programs for 
linkage analysis in which only the penetrance functions have to be modified. Several 
classes of regressive models have been implemented already in the software package 
LINKAGE (see Bonney et al. 1988; available from M. Lathrop at the CEPH). 
Hypotheses Testing. Hypotheses may be tested by likelihood-ratio criterion. To test two 
different models, one compares - 2 loge (likelihood) of the two models. 
Another comparison based on likelihood theory is obtained by the use of Akaike's (1974) 
AlC criterion defined as: 
- 2 loge (likelihood) + 2 (number of parameters estimated). 
His approach allows a quick comparison of different models and follows the rationale 
that the more parameters a model contains, the less accurately the parameters can be 
estimated. 
Discussion 
I have presented three approaches to the detection of genetic linkage between a disease 
susceptibility gene and a marker. The following section presents advantages and disad-
vantages of each method. Additionally, I will describe their subsequents developments. 
Affected Sib-Pair Method. Penrose (1935) developed the sib-pair method that evaluates 
the distortion of the phenotypic distribution when two traits are closely linked (see also 
Bailey 1961 and Ott 1985). Others developeckthis method for affected sibs (Haseman and 
Elston 1972; Day and Simons 1976; Fishman et al. 1978; Green and Woodrow 1977; Sua-
rez 1978; Suarez et al. 1978). It was primarily and fruitfully used for analyzing HLA-rela-
ted diseases. 
Compared with the Iod-score method and the regressive models, the sib-pair method has 
some advantages and certainly some disadvantages. 
1) It does not ask for any assumptions of the mode of inheritance. This may be an 
advantage, when, for example, the genetic background of complex diseases as IDDM 
(insulin-dependent diabetes mellitus) or cardio vascular diseases is analyzed. 
Louis et al. (1983) and Thomson (1986) modified the method and introduced the esti-
mation of parameters characterizing the mode of inheritance of a susceptibility gene. 
2) No statistical parameters have to be estimated and the determination ofthe maximum 
of a nonlinear function is not necessary. Thus, it is a non parametric approach easily 
performed. 
3) Only the pairs of affected sibs and their parents must be genotyped at the marker 
locus. Therefore, a minimum of individuals need be examined in each family. How-
ever, as a consequence, one cannot take advantage of the information available from 
unaffected individuals or from other affected relatives. 
Motro and Thomson (1985) proposed appropiate weighting schemes to include fami-
lies with more than two affected sibs in the sib-pair analysis. Payami et al. (1985) modi-
fied the approach for the analysis ofsib trios. Finally, Lange (1986 a, b) and Weeks and 
Lange (1988) tried to generalize the affected sib-pair method by introducing "identity-
of-state". 
4) The assumption thatboth parents have different genotypes at the marker locus, and 
the analysis only of pairs of affected sibs, can certainly bias the sampie. 
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5) Another disadvantage is that one can analyze the linkage of only a pair of loci. How-
ever, the density of markers on chromosomal maps now asks for an approach that will 
allow the analysis of linkage of a susceptibility gene with a group of markers simulta-
neously. Lathrop and Lalouel (1990) have proposed a generalization of the affected 
sib-pair method for several markers. 
Lod-Score Method. The Iod-score method is the one generally used to build maps of 
human chromosomes. Bailey (1961), Ott (1985), and Smith (1986) each give a detailed 
survey of the development of this approach. Modified, this method can be used for 
ordering loci and for the determination of location scores (Lathrop et al. 1984, 1985). 
Because a large number of markers are already mapped on human chromosomes, lin-
kage analysis of multiple loci jointly is now desirable. However, the number of different 
orders increases very fast with the number of tested markers, so different approaches for 
performing multi-point linkage analysis have been worked out (see e. g. Morton et al. 
1986; Lander and Green 1987; Bishop and Sherman 1986; Weeks and Lange 1987; 
Lathrop et al. 1984, 1985, 1986; Buetow and Chakravarti 1987; Thompson 1984,1987). 
As a general rule, computer pro grams are needed to perform linkage analysis. Since 
1974, several programs have become available, and they are usually distributed freely: 
LIPED (Ott 1974), PAP (Hasstedt and Cartwright 1981), LINKAGE (Lathrop and Lalouel 
1984), and MENDEL (Lange et al. 1988), for generallinkage studies; Clayton's programs 
(Clayton 1986) for the analysis of X-linked traits; MAPMAKER (Lander et al. 1987) for 
the analysis of nuclear families; and MAP (Morton and Andrews 1989) for pairwise 
linkage analysis under interference. 
The rule that linkage between two loci will be accepted, if the Iod-score z (r) ;;;:; 3, is 
generally accepted. Chotai (1984) criticized this approach, because Wald's test is designed 
for hypotheses that remain flXed over the time of a study. In linkage analysis the para-
meter 81 in (4) is evaluated as a maximum-likelihood estimate. It is often questionable 
whether the sequential approach is still justified. Furthermore, the fact that data are 
often multiply tested in linkage analysis has not been taken into consideration. Since the 
Iod-score method is equivalent to the likelihood ratio test with the test statistic 
- 2 loge (L (r) / L (0.5», Chotai (1984) preferred to apply the likelihood ratio test without 
any corrections of the significance level. For detection of linkage its test statistic reduces 
to 4.6 z (r), and in large sampies it is distributed as a Chi-square with one degree offree-
dom. A Chi-square table shows that a Iod-score;;;:; 3 corresponds to a significance level of 
about 0.0002. If one takes into consideration multiple testing of the data by using a Bon-
ferroni-correction, for example, and tests with a nominal level of 0.05, 250 comparisons 
can be performed. Thus, the choice of a critical value of 3 seems not unduly conserva-
tive, if multiple comparisons are taken into account. At least, "the choice of z (r) ;;;:; 3 as a 
critical value for linkage studies has been of great practical benefit in restricting the num-
ber of spurious linkage reports (Rao et al. 1978)". However, this criterion may in fact be 
too strict and must certainly be evaluated when linkage is being tested between a disease 
susceptibility gene and a marker (Lathrop and LaloueI1990). 
Regressive Models. In comparison to the Iod-score method, the advantage of the regres-
sive models certainly is that they allow one to model the effect of environmental factors 
on the disease apart from the genetic factor. Modifications to the models are easily 
made. Thus, for example, assuming that the trait is normally distributed, regressive 
models can determine the underlying major genes of continuous traits (Bonney 1984). 
Nonadditivity (on the logit scale) ofthe effects can be taken into consideration by incor-
porating cross-products. 
Further generalizations of the regressive models (Bonney et al. 1988) include the model-
ing of the simultaneous effect of the genetic background, the environment, and explana-
tory variables on a quantitative trait and n qualitative (dichotomous) traits (penetrance: 
P (y qu, Yl, ... , Y n /g, YR, X». The penetrance functions for the quantitative or dichoto-
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mous traits are then modeled as normal densities or multiple logistic functions. These 
generalizations are useful when, for example, the information of indicator variables is 
evaluated along with the binary outcome of a disease. Other ways to generalize regres-
sive models inchide the modeling of the above mentioned factors on n quantitative traits 
(Bonney et al. 1988; penetrance function: a multivariate normal density) or n polychoto-
mous traits (Bonney et al. 1989). 
One disadvantage of Bonney's approach is that the number of estimated parameters defi-
ning a model can quickly become very large (see the Appendix, part II). 
Regressive models cover by far a much larger group of problems than those arising in 
genetic epidemiology. Bonney (1987) used regressive models to present the results of 
studies on the spontaneous abortion in successive pregnancies, College plans and par-
ental encouragement, and three-year survival of patients with breast cancer. 
A Comment. Finally, a comment about the presentation of biological subjects in this 
paper. Descriptions of biological processes were often simplified, in the interest of pre-
senting only enough information to permit an understanding of statistical approaches to 
genetic studies. Readers who desire to know more about the biological processes or the 
techniques of molecular genetics that are invoked for building genetic maps of human 
chromosomes will find additional information and references to further literature in 
White and Lalouel (1987), Cavalli-Sforza and Bodmer (1971), or Vogel and Motulski 
(1986). 
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Appendix 
I. Computation of the likelihood of the pedigree in Figure 4. 
The likelihood (1) for the pedigree in Figure 4 is deterrnined by means of the Elston-
Stewart algorithm (Elston and Stewart 1971; for other examples see Conneally and Rivas 
1980). The calculation of the likelihood is performed recursively, starting from the most 
re cent generation and working back to the most remote (see Figure Al): 
L (r) = L (P (YI/gr) PI (L P (Y2/g2) P2 . . . (L P (Yn/gn) Pn) . . . )) (Al) 
where 
Assumptions. 
gl ~ gn 
if genotypes of father and mother of i are not in the data 
(assuming random mating); 
if genotypes of the father and mother of i are in the data. 
- The disease is dominant and fully penetrant. 
- The affected individual 1 is heterozygous with respect to the disease allele. 
- The disease locus has two alleles D and d, where D is theallele causing the disease. 
- The frequencies ofD and d are PI and p2. 
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Figure Al: Illustration of the recursive method used by Elston and Stewart to determine the likeli-
hood of a pedigree. See text for more details. 
- The marker is codominant and has two alleles A and a. The frequencies of A and a 
are ql and q2, respectively. 
- The population is in Hardy-Weinberg equilibrium. Thus, the frequencies ofthe geno-
types DD, Dd, and dd (AA, Aa, and aa) are P12, 2PIP2, and P22, (Q12, 2qlq2 and q22), 
respectively. If the phase (i. e. the constellations of pairs of alleles from each of the two 
loci) is known, it is indicated by a semicolon that separates homologous chromosomes: 
AD; ad. The order of the homologues is not relevant to the examples in the appendix. 
Thus, AD; ad = ad; AD. If the phase is AD; ad, then the genotype is said to be in coup-
ling; ifthe phase is Ad; aD, the genotype is said to be in repulsion. 
For the individuals 4, 5, 9, and 11, the phases are known. Since the mother is a double 
homozygote aadd, and each parent transmits one chromosome to the child, the indivi-
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duals 4, 5, and 9 must have AD on one chromosome and ad on the other. Individual 11 
has the phase aD; ad. 
There are three matings of the type AaDd x aadd in the pedigree of Figure 4. While the 
double homozygote produces germ cells of the type ad, the heterozygote can produce 
four different germ cells: AD, ad, Ad, and aD. Depending on the phase of his/her geno-
type, the prob ability of producing one type among those four germ cells is either rl2 or 
(1 - r) / 2, where r is the recombination rate between the susceptibility gene and the mar-
ker. 
The pedigree in Figure 4 is small. Thus, its analysis merely serves to demonstrate the 
application of certain methods. 
1) The likelihood ofthe pedigree (a). 
Individual 7. The likelihood of an individual is the sum of the products of two conditio-
nal probabilities. The first conditional probability is the probability of the observed phe-
notype (observations: affected (aff.) and not affected (not aff.) with the disease) under 
the condition of one ofthe possible genotypes. The second prob ability is that ofthe indi-
vidual's genotype under the condition of the genotypes of his/her parents. Thus the like-
lihood of individual 7 is: 
L7 = P (not aff./aaDD) x P (aaDD/aadd x AD; ad) 
+ P (not aff./aadD) x P (aadD/aadd x AD; ad) 
+ P (not aff./aadd) x P (aadd/aadd x AD; ad) 
+ P (not aff./ AADD) x P (AADD/aadd x AD; ad) 
+ P (not aff./ AAdD) x P (AAdD/aadd x AD; ad) 
+ P (not aff./AAdd) x P (AAdd/aadd x AD; ad) 
+ P (not aff./aADD) x P (aADD/aadd x AD; ad) 
+ P (not aff./aAdD) x P (aAdD/aadd x AD; ad) 
+ P (not aff./aAdd) x P (aAdd/aadd x AD; ad) 
= P (not aff./aadd) x P (aadd/aadd x AD; ad) + 8 zero terms 
= 1 x (1 - r)12. 
Individual 8. In an analogous way, we get for individual 8 : 
Lg = P (not aff./aadd) x P (aadd/aadd x AD; ad) 
= 1 x (1 - r) /2. 
Individual 9. For individual 9, L9 is: 
L9 = P (aff./ AD; ad) x P (AD; ad/aadd x AD; ad) + 8 zero terms 
= 1 x (1 - r) / 2. 
Individual 3. Since there is no information on the parents of individual 3, the frequencies 
P (aadd) of his genotype in the population is used to determine his likelihood (in this 
example the genotypes are assumed to be in linkage equilibrium). 
L3 = P (not aff./aadd) x P (aadd) + 8 zero terms = 1 x P22q22. 
Finally, the likelihood ofpedigree (a) is: 
La = L3 X L7 X Lg x L9 
= P22q22 x «(1 - r) 12)3. 
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2) The likeühood ofthe pedigree (b). 
Analogously to pedigree (a), we get the likelihood ofthe pedigree (b). 
LlO = P (not aff.laadd) x P (aaddl aadd x AD; ad) 
= (1- r)/2. 
Ln = P (aff.lad; aD) x P (ad; aD 1 aadd x AD; ad) 
=r/2. 
L6 = P (not aff.laadd) x P (aadd) 
= P22q22. 
Then, 
Lb =L6xLlOxLn 
= P22 q22 x ((1 - r) 1 2) x (r 1 2). 
3) The likelihood of the pedigree (c). 
Individual 4. The likelihood of individual 4 depends on the phase of the genotype of indi-
vidual 1. If the genotype of individual 1 is in coupling (C), i. e. the genotype is AD; ad, 
the likelihood of individual 4 is 
L4C = P (aff.lAD; ad) x P (AD; adl AD; ad x aadd) 
= 1 x ((1 - r) 12). 
Then the likelihood ofthe pedigree (a) inc1uding individual 4 is: 
L~c = L4C x La 
= ( (1 - r) 1 2) x P22q22 ((1 - r) 12)3. 
= P22q22 x ((1 - r) 1 2)4. 
Ifthe genotype ofindividuall is in repulsion, i. e. the genotype is Ad; aD, the likelihood 
of the pedigree (a) and of individual 4 is: 
L~R = P (aff.l AD; ad) x P (AD; adl Ad; Ad x ddaa) x La 
= 1 x (rl2) x P22q22 ((1 - r) 1 2)3. 
= P22q22 x (rl2) x ( (1 - r) 1 2)3. 
Individual 5. Individuals 4 and 5 have the same genotypes. Thus, analogously to indivi-
dual 4, we get the following likelihood of pedigree (b) and of individual 5: 
L5C = Lsc x Lb 
= P22q22 X (rl2) x ((1 - r) 12)2 and 
L5R= LSRX Lb 
= P22q22 x (rl2)2 x ((1 - r) 1 2). 
Individual 1. To get the likelihood of individual 1, we utilize the frequency of his geno-
type in the population. 
LIC = LlR = P (aff.l AadD) x 0.5 P (AadD) 
= 1 x 2pIP2qlq2. 
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Finally, we get for the pedigree (e), 
Lc = (LI x L~R x LSR) + (LI x L~c x Lsc) 
= 2PIP25qIq25 x (rl2) ((1- r)/2)4 x ((rl2)2 + ((1- r)/2)2) 
=2PIP25qIq25 x (rl2) ((1- r)/2)4 x ((1 + 2r(r -1»/4), 
4) The Iikelibood LI of tbe wbole pedigree. 
In order to get the likelihood for individual 2, we use the frequency of her genotype in 
the population. Thus, the likelihood LI is: 
LI=L2 xLc 
= P22q22 x 2PIP25qIq25 x (rl2) ((1- r) 1 2)4 x ((1 + 2r(r - 1» 1 4) 
=2PIP27qIq27 x (rl2) ((1- r)/2)4 x ((1 + 2r(r -1»/4). 
5) An example. 
Ifwe assume that PI = 0,001, P2 = 0.999, ql = q2 = 0.5, then we can get the following Iod 
score for r = 0.1 : 
10glO (LI (0.1) 1 LI (0.5) ) = 10glO (3.443) = 0.537. 
The maximum likelihood estimate for the recombination rate is r 
LoglO (LI (0.153) ) = - 8.451 and a Iod score z (0.153) = 0.572. 
0.153 with 
11. Computation of the likelihood of the pedigree in Figure 4 using regressive 
logistic models. 
Since the penetrance function is generalized in the regressive models, (Al) becomes: 
L (r) = l: (P (Y I/gI, YR, XI) PI ' , , (l: P (Y n/gn, YR, Xn) Pn) .. . ) (A2) 
gl gn 
Let the explanatory variable be the sex of an individual; Xi = 1, if i is a male and Xi = 2, 
if i is a female. The penetrance function for c1ass A models is 
P (Yj/gi, Ys, YF, YM, Xi) = e8iYi l (1 + e8i) 
with 
Bi = a(gi) + csZs + CFZF + CMZM + bXi. 
and 
Zi is defined as in (7). 
The effect of the phenotypes of the spouses is modelled in all married females. Since we 
assurne that the marker does not have any effect on the disease we can define two diffe-
rent coefficients a(gj): 
al = aaadd 'and 
a2 = aaadD = aaAdD 
Table Al shows the expressions necessary to calculate (A2). 
1) The likelibood Ln oftbe wbole pedigree. 
The calculation of the likelihood Lu is done analogously to that of LI. Lu is the product 
of all Pi'S in Table Al, and the penetrances of the members of the pedigree. After conso-
lidating terms, we finally get the following likelihood: 
Lu = 2PIP27qIq27 x (rl2) ((1- r)/2)4 x ((1 + 2r (r -1»/4) x U, 
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Table Al: Expressions necessary to calculate the likelihood for the pedigree in Figure 4 
by using regressive logistic models. 
gi Zs ZF ZM Xi Pi Yi Oi 
Pedigree (a) 
7 aadd 0 -1 1 1 (1- r)12 0 al- CF + CM + b 
8 aadd 0 -1 1 2 (1- r)12 0 al - CF + CM + 2b 
9 ADad 0 -1 1 1 (1-r)/2 1 a2 - CF + CM + b 
3 aadd 1 0 0 1 P22q22 0 al + b 
Pedigree (b) 
10 aadd 0 -1 1 2 (1-r)/2 0 al - CF + CM + 2b 
11 aDad 0 -1 1 2 rl2 1 a2 - CF + CM + 2b 
6 aadd 1 0 0 1 P22q22 0 al + b 
Pedigree (c) coupling or repulsion 
4 ADad -1 1 -1 2 (1-r)/2 rl2 1 a2 - CS + CF - CM + 2b 
5 ADad -1 1 -1 2 (1-r)12 rl2 1 a2 - CS + CF - CM + 2b 
1 
2 
where 
aAdD -1 0 0 1 2PIP2Qlq2 
aadd 1 0 0 2 P22q22 
U = (1 + ea1 + b)-2 x (1 + ea1 + cs + 2bt 1 
x (1 + eal-cF+cM+b)-l x (1 + eal-cF+cM+2bt2 
x (1 + ea2 + b)-1 x (1 + ea2 - CF + cM +b)- 1 
1 a2 + b 
0 al + cs + 2b 
x (1 + ea2 - cF + cM + 2bt 1 x (1 + ea2 - cs + cF - cM + 2 b)-2 x e5a2 - 2cS + 8b 
2) An example. 
The following three models were analyzed to determine whether they fit the data of the 
hypothetic pedigree in Figure 4. 
Modell: no residual correlation, only genetic affect: 
al = -11.513, a2 = 11.512, and cs = CF = CM = b = O. 
Model 2: correlation between spouses and genetic effect: 
al = -11.513, a2 = 11.512, CS = 10, and CF = CM = b = O. 
Table A2: Summary of the analysis of the three models: -2loge (likelihood) of each 
model. For more explanations, see text. 
Model Recombination rate 
al a2 cs CF CM b 0.0001 0.153 0.5 
1. -11.513 11.512 0 0 0 0 51.6 38.9 41.4 
2. -11.513 11.512 10 0 0 0 52.7 40.1 41.7 
3. -5 5 10 0 0 5 93.8 81.1 83.6 
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Figure A2: The curve of the 
logs of the likelihood function 
for the hypotheticaJ pedigree in 
Figure 4 (Modell). 
Model 3: weak genetic effect in comparison to the correlation of spouses, and 
effect of sex: 
al = - 5, a2 = 5, cs = 10, b = 2, and CF = CM = O. 
The coefficients al and a2 were determined with the program REGRESS in LINKAGE 
(Lathrop and Lalouel 1984; Bonney et al. 1988). These coefficients are large (or small) 
enough so that for Modell (A2) is equivalent to (Al). 
The likelihood Ln was calculated for all three models and for the three recombination 
rates 0.0001 (very c10se linkage), 0.153 (maximum likelihood estimate for this pedigree in . 
1), and 0.5 (no linkage). Table A2 shows the results ofthe analysis. 
Ifwe apply Akaike's criterion, modell with r = 0.153 fits the data best. However, model 
1 with r = 0.5 and model 2 with r = 0.153 are not significantly different (alpha> 0.05, DF . 
= 1). The high correlation between spouses is due to the fact that the disease is domi-
nant and rare in the population (PI = 0.0001); consequently, affected individuals are . 
generally married to unaffected spouses. The equivalence of model 1 with r = 0.153 or . 
r = 0.5 (no linkage) indicates that the sample analyzed does not provide us with suffi-
cient information. This assumption is supported by Figure A 2 that shows a fairly flat 
curve ofthe log ofthe likelihood function for different recombination rates in modell. 
M.iling .ddress: Dr. R Plaetke, Howard Hughes Medical Institute or Dept. of Psychiatry University of Utah, Medic.1 School, 
Salt Lake City, UT 84132 
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An adaptive version of the Bonferroni-Holm 
method 
E. Eberle1), J. Scherer2) 
Summary 
A multiple test is proposed where the component problems are based on independent conse-
cutive experiments. This test controls the multiple level a and allows the design of the i-th 
experiment to be determined from previous experiments. 
Keywords: 
Multistage testing, multiple hypothesis testing. 
Zusammenfassung 
Es wird ein multipler Test vorgeschlagen, bei dem die Einzeltests auf unabhängigen nachein-
ander auszuführenden Experimenten beruhen. Der Test hält das multiple Niveau a und 
erlaubt die Bestimmung des Versuchsplans im i-ten Experiment aus den vorhergehenden 
Experimenten. 
Schlüsselwörter: 
Mehrstufen-Experimente, multiple Hypothesenprüfung 
1. Introduction 
Recently BAUER (1989) suggested a method to test a number of null hypotheses in at 
most k consecutive independent experiments. Basically, the method selects k test pro-
blems in a stepwise manner from a set of m test problems and applies a preassigned 
level-a-test for combining k p-values from the corresponding (independent) samples. 
1) GSF.Medis.Institut, Ingolstädter Landstraße I , D·8042 Neuherberg, FRG Telefon 089/3187·5316 
2) Psychiatrische Klinik der Universität München, Nußbaumstraße 7, D·8000 München 2, FRG 
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The selection process depends on previous data and permits (among other things) an 
adaptive formulation of the null hypotheses to be tested. The procedure has the global 
level a, and HOMMEL's comment shows that the multiple level a is controlled under 
additional assumptions. 
This paper presents a multiple (adaptive) test procedure for a k-stage experiment which 
controls the multiple level a under less restrictive prerequisites. Here, k test problems -
i. e. the null hypotheses to be tested - have to be flXed in advance. In contrast to ordi-
nary hypo thesis testing the choice of test statistic relies on previous experiments. This is 
the way how adaptive features enter into the propbsed method. 
2. Informal presentation of the procedure 
At some stage in the development of a new drug N a primary goal is frequently to estab-
lish its efficacy in comparison with a placebo P, or to test the null hypo thesis 
HI : N is as effective as P. 
Assurne further that there exists a standard drug S with efficacy proven and that 
H2 : N is as effective as S 
is another relevant null hypo thesis. The multiple test procedure suggested in this setting 
as an alternative to standard methodology would do hypothesis testing in two consecu-
tive experiments such that the multiple level a is controlled. 
After having completed the first experiment, the observation v in this experiment is used 
to design the second experiment (e. g. to determine the sample size ofthe second experi-
ment). Decisions are reached through the Bonferroni-Holm method (HOLM 1979): Sup-
pose PI and P2 are p-values based on the first and second experiment, respectively. If P(1) 
(P(2)) is the smaller (larger) one ofthe PiS, then H(l) is rejected if 
p(1);:;;;a/2 
and both H(1) and H(2) are rejected if 
p(I);:;;;a/2 
and 
p(2);:;;;a. 
Since the design of the second experiment depends on v, so does p2. To make things 
precise one therefore has to assurne a p-value P2 for each observation v of the first expe-
riment. This is done in the next section. 
3. Theoretical considerations 
Let a k-stage experiment be formally described by a product of statistical experiments, i. 
e. by a product x~ = I Xn of sample spaces Xn (endowed with a product a-algebra) and a 
family {® ~ = I P Yn : YiEri Cl :::;;;; i :::;;;; k)} of products ® ~ = I P yn of probabilities P yn on Xn . 
It is assumed that null hypotheses HiCFi are given. 
Theorem. 
Suppose that Pi is a statistic on xh = I Xn, i = 1, ... , k, such that for some a E (0, 1) 
PYi ({x: Pi (v, x):::;;;; alm)}) :::;;;; alm 
holds ifl:::;;;; i, m:::;;;; k, Yi EHi and VEX~:: t Xn . 
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(H is clear how to read this condition in case i = 1.) Then the following procedure con-
trols the multiple level a: 
Given (Xl, ... , Xk) E X~ = 1 Xn arrange the Pi = Pi (Xl, ... , Xi) such that P(I) ;;;; ... ;;;; P(k) 
and denote the corresponding null hypotheses by H(1), ... , HCk). Reject H(!), ... , 
H(k - m + 1) if and only if 
P(1);;;; alk, 
P(k-m+ 1);;;; alm. 
Proof. 
Let y = (Yl, ... , Yk) EX~ = 1 r n , I (y) = {i : Yi EHd, I I (y) I = m, and m > 0 (without restric-
ting generality). The following notation will be used: Ui is the projection of x~ = IXn 
onto Xi and Vi denotes (U 1, ... , Uj). The product probability 18l~ = 1 P Yn will be abbrevia-
ted to P. 
Define the set M to be 
niEI (y) {x : Pi (Vi (X)) > alm}. 
For any member ofM 
P(k-m+ 1) > alm 
and hence no Hi with i E I (y) is rejected. It is therefore enough to show that P (M) ~ 1 - a. 
To this end, observe the following fact: If Y and Z are random variables independent 
with respect to P, and if T is a mapping such that T (y, Z) is P-integrable, then for pY 
-alm ost all y E IR 
JT (y, Z) dP = E (T (y, Z) I Y = y), 
where the quantity on the right of the equality sign is the conditional expectation of 
T(y, Z) with respect to P given Y = y. Thus (suppressing the case 1 EI (y)): 
P (M) ~ 1 - 17 i EI (y) l1{x : Pi (Vi (x)) ;:;; alm) dP = 
1-17 iEI(y) JE (1 {x: Pi (Vi(x)) ;:;; alm) IVi-I =v) dpVi - 1 = 
1 - 17 iEI (y) H 1 {x : Pi (v, Uj(x)) ;:;; alm) dP dpV i-I ~ 
1 - 17 i EI (y) J almdPV i-I = 1 - a. 
4. Application 
Consider a 2-stage experiment where the design of the second experiment depends on 
the first. Design aspects may relate to sampIe size, statistical tests, endpoints or study 
length in a clinical trial, and the like. 
For notational convenience, attention is restricted to the case of two designs. Let these 
be characterized by a sampIe space X2 and a null hypothesis H2 of product form, X2 = 
Xl X X2 and H2 = HI X H2, where xj and Hj correspond to the j-th design. Now, 
p-values .pi on xj are required such that the probability of pi being less than or equal to a 
is bounded by a in case Hj is true, a E (0, 1). Given an observation v in the first experi-
ment one then chooses either pI or p2 for adecisIon on H2. 
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A word of caution is in order if H2 is rejected. This conlusion means that Hl or H2 is 
wrong. Thus, care has to be taken that both Hl and H2 refer to the same underlying que-
stion. 
To be more explicit, suppose that the equality of two treatments is at issue in the second 
experiment. If this question is to be settled either through the t-test or Wilcoxon's test, 
then the rejection of H2 clearly indicates treatment differences. But if Hl and H2 relate 
to different endpoints (incidence of a certain disease and overall mortality, say), the 
rejection ofH2 may provide insufficient information from a medical point ofview. 
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Zur Berechnung verteilungsfreier Konfidenz-
intervalle über Permutationstests 
Peter Roebruck 
Zusammenfassung 
Ein Algorithmus, basierend au/ dem Shift-Algorithmus (STREITBERGIRöHMEL 1987), 
zur Berechnung von Konfidenzintervallen für Shift-Parameter in Ein- und Zwei-Stichproben-
problemen durch Inversion von Permutationstests wird vorgestellt und an einem Beispiel 
demonstriert. 
Schlüsselwörter 
Exakte verteilungs/reie Konfidenzintervalle, Permutationstests, Lokationsparameter. 
Summary 
An algorithm is presented, which is use/ul/or the calculation 0/ confidence limits in one or 
two sampIe location problems. It is based on a shift algorithm (STREITBERGIRöHMEL 1987) 
which is used to compute the inversion 0/ permutation tests. Its performance is demonstrated 
with a simple set 0/ data. 
Keywords 
Exact distribution-free confidence limits, permutation tests, location parameter. 
1. Einleitung 
Durch die Veröffentlichung mehrerer effizienter Algorithmen zur exakten Berechnung 
der PrüfVerteilungen von Permutations- und Rangtests für Lokationsprobleme insbeson-
dere im Ein- oder Zweistichprobenfall haben Permutationstests deutlich an Attraktivität 
gewonnen. Es sind dies der auf einer geschickten Berechnung charakteristischer Funk-
tionen beruhende Algorithmus von PAGANO/TRITCHLER (1983), der Shift-Algorithmus 
von STREITBERG/RöHMEL (1987) - beide für Permutations und Rangtests auch im Falle 
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von Bindungen geeignet - sowie der Algorithmus von HARDING (1984) rur Rangtests 
ohne Bindungen. Ein weiteres Verfahren von STUCKY/VOLLMAR (1976) eignet sich 
besonders zur Berechnung exakter Tests ftir 2xk - Tafeln. Einen Vergleich der Algorith-
men ftir Permutations- und Rangtests bei Zwei-Stichprobenproblemen findet man bei 
KÖNIG/GIANl/HAux (1986) und DEBOElvSCHUMACHER (1986). 
Für den Anwender allerdings sind Konfidenzintervalle häufig von noch größerem Inter-
esse als Tests. Die Inversion von Permutationstests zur Gewinnung von Konfidenzinter-
vallen ist naturgemäß noch rechenintensiver als die Durchführung der Tests selbst. (Zur 
weniger aufwendigen Inversion von Rangtests siehe Literaturhinweise in Abschnitt 4.) 
Es liegt nahe, mit Hilfe geeigneter Algorithmen die Zeit zur Bestimmung von Konfi-
denzintervallen ähnlich zu reduzieren, wie die zur Berechnung der exakten Testvertei-
lung. Dies sind die Verteilungen von Beobachtungssummen, so daß die korrespondie-
renden Parameter Verschiebungsparameter sind. TRITCHLER (1984) hat bereits beschrie-
ben, wie der Algorithmus von PAGANo/TRITCHLER (1983) zur Berechnung von Konfi-
denzgrenzen benutzt wird. Damit kann das Problem, ein schnelles Verfahren zur Inver-
tierung von Permutationstests zu finden, eigentlich als gelöst betrachtet werden. Aller-
dings haben die erwähnten vergleichenden Untersuchungen gezeigt, daß ein schnellstes 
Verfahren zur Berechnung von Permutationsverteilungen nicht existiert. Außerdem ist 
der PAGANo/TRITCHLER-Algorithmus relativ schwierig zu programmieren und nicht ganz 
einfach zu verstehen. Damit erscheint es lohnend, auch die Verwendbarkeit anderer 
Algorithmen zur Berechnung von Konfidenzintervallen zu untersuchen. 
Auf der Basis des Shift-Algorithmus (STRElTBERG/RöHMEL 1987) ist die Durchführung 
der Inversion von Permutationstests ftir Shiftparameter in Ein- und Zweistichprobenpro-
blemen sehr leicht einsichtig und darüber hinaus auch einfach in einem Programm zu 
realisieren. Wie auch schon bei TRITCHLER (1984) wird der von LEHMANN (1986) 
beschriebene Inversionsansatz ftir Permutationstests benutzt. Dies wird in Abschnitt 3. 
ftir Ein- und Zwei-Stichprobenprobleme dargestellt, nachdem in Abschnitt 2. die Vor-
aussetzungen und theoretischen Grundlagen zusammengefaßt sind. Abschnitt 4. geht 
unter anderem kurz auf die Inversion von Rangtests zur Bestimmung von Konfidenzin-
tervallen ftir Shiftparameter ein. 
2. Inversion von Permutationstests 
zu Ein- und Zwei-Stichproben-Lokationsproblemen 
2.1. Modelle und Testverfahren 
Bekanntlich können Permutationstests sowohl in Stichproben- als auch in Randomisati-
onsmodellen verwendet werden. Diese werden im folgenden spezifiziert. In den Fällen 
a), b) und e) sind die Shiftparameter als (Behandlungs-) Effekte interpretierbar, die sich 
additiv zu den Effekten der einzelnen Beobachtungseinheiten verhalten. Die Modelle c) 
und d) beinhalten dagegen Verschiebungen der gesamten Verteilung ohne Bezug auf die 
Beobachtungseinheit. Wir beginnen mit dem verbundenen Zwei-Stichprobenproblem. 
a) Das Stichprobenrnodell kann folgendermaßen beschrieben werden: (Xl, Y Ü, ... ,(Xn, 
Y n) ist eine Zufallsstichprobe zu einer zweidimensionalen Verteilung mit Verteilungs-
funktion Fo (x, y) = F (x, y - 15), ftir die Fo (x, y) == Fo (y, x) gilt. 
b) Im Randomisationsmodell nehmen wir an, daß ftir alle Beobachtungspaare (Xi, Yj) 
Effekte Ui und Vi ftir die i-te Beobachtungseinheit existieren, so daß Po (Xi = Ui, Yi = 
Vi + 15) = Po (Xi = Vi, Yi = Ui + 15) = 1/2 ist. (Dabei ist Po die Randomisationsvertei-
lung, die durch die zuHillige Reihenfolge der "Behandlungen" ftir jede Beobachtungs-
einheit festgelegt ist: Die Reihenfolgen Ui, Vi und Vi, Ui der "Periodeneffekte" pro 
Beobachtungseinheit i sind gleich wahrscheinlich.) 
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In beiden Modellen ergibt sich für 0 = 0, daß die Differenzen Di = Yi - Xi symmetrisch 
zu Null verteilt sind, d. h. ihre Verteilungsfunktionen G (- d) .... 1- G (d) erfüllen. 
c) Beim Ein-Stichprobenproblem macht nur das Stichprobenmodell Sinn: (ZI, . . . , Zn) 
ist eine Stichprobe zu Fa (z) = F (z - 0), rur die gilt: Fo (z) .... 1 - Fo (- z). 
Zum Testen von Hypothesen H: 0 :;;; 0 oder H' : 0 = 0 benutzt der Permutationstest (hier 
vielleicht besser "Randomisierungstest") explizit die Verteilungssymmetrie der Di, die 
sich ohne weiteres ergibt, bzw. der Zi, die vorausgesetzt werden muß. 
Im unverbundenen Zwei-Stichprobenfalllauten die Hypothesen genauso wie oben. Die 
Lokationsmodelle können wie folgt formuliert werden: 
d)Stichprobenmodell: (Xl, . .. , Xm, YI, ... , Yn) besitzen Verteilungen Fa (Xl, ... , Xm, 
YI, ... , Yn) = F (Xl, ... , Xm, YI - 0, ... , Yn - 0), die rur jede Permutation n der m + n 
Komponenten (d. h. n E Sm + n) Fo (Xl, ... , Xm, YI, ... , Yn) .... Fo (n(XI, .. . , Xm, YI, 
.. . , Yn)) erfüllen. 
e) Randomisationsmodell: Es existieren Konstanten UI, ... , Un + m, so daß rur den m + 
n - dimensionalen Beobachtungsvektor und rur alle n E Sm + n gilt: Pa «Xl , ... , Xm, 
YI, .. . , Y n) = (Un (1), . . . , Un (m) , Un (m + 1) + 0 , ... , Un (m + n) + 0») = lI(m + n)! 
Wie in b) sind die Ui als Einflüsse der Beobachtungseinheiten anzusehen. 
Die Permutationstests rur H oder H' benutzen als Teststatistiken bekanntlich LDi in a) 
und b), LZi in c) und LYi - LXi in d) und e). Die Prüfgröße ergibt sich aus den tatsäch-
lich beobachteten Werten di, Zi, Yi, Xi, die Prüfverteilungen erhält man rur a) - c) aus 
den 2n Vorzeichenkombinationen der di bzw Zi, und rur d) und e) aus den (m + n)! Per-
mutationen der Xl, ... , Xm, YI, . . . , Yn. Äquivalente Tests erhält man mit den Teststatisti-
ken L Di+, L Zi+, LYi oder LXi, wobei A + = max (0, A). 
2.2 Inversion der Permutationstests 
Das übliche Verfahren zur Gewinnung von Konfidenzintervallen aus Tests ist die soge-
nannte Inversion: Die Menge aller 00, rur die beide Hypothesen HO: 0 E;:; 00 und HU: 0 
:;;; 00 zu jeweiligen aO bzw. aU nicht zugunsten der jeweils komplementären Hypothesen 
abgelehnt werden, bildet eine Konfidenzmenge zum Vertrauensniveau 1 - aU - aO. 
Unter gewissen Regularitätsbedingungen, die rur unsere Probleme und Tests erfiillt 
sind, stellen diese Konfidenzmengen Intervalle dar und die Hypothesen HO, HU liefern 
einzeln betrachtet obere bzw. untere Konfidenzschranken zu den Vertrauenswahr-
scheinlichkeiten 1 - aO bzw. 1 - a u. 
Die iterative Berechnung der Konfidenzgrenzen auf der Basis von Permutationstests 
und direkter Anwendung des obigen Prinzips dürfte sich wegen des immensen Rechen-
aufWandes verbieten. LEHMANN (1986) gibt aber explizite Formeln zur Gewinnung von 
Konfidenzgrenzen oder -intervallen bei Permutationstests an. (Siehe dazu auch HARTI-
GAN 1969.) Im folgenden wird das Ein-Stichprobenproblem c) nicht mehr gesondert 
betrachtet. Unter der Symmetrievoraussetzung kann es wie a) und b) behandelt werden. 
LEHMANN gibt leicht nachvollziehbare Beweise rur die folgenden Aussagen: 
1) Verbundenes Zweistichprobenproblem: Die M + 1 = 2n Intervalle (- 00, 0(1)) , (0(1), 
0(2)), ... , (O(M - 1), O(M)), (O (M), 00) überdecken jeweils mit Wahrscheinlichkeit 112n 
den unbekannten Parameter O. Dabei sind die 0 (i) die der Größe nach geordneten 
arithmetischen Mittelwerte aller M nicht leeren Teilfolgen aus den beobachteten Dif-
ferenzen dl, . .. , dn. 
2) Unverbundenes Zweistichprobenproblem: Die M + 1 Intervalle (- 00, 0(1)) , (0(1), 
0(2)), . . . , (O(M - 1), O(M)), (0 (M), 00) überdecken jeweils mit Wahrscheinlichkeit 
l/(M + 1) den unbekannten Parameter O. Dabei sind die O(i) die der Größe nach 
geordneten Differenzen der arithmetischen Mittelwerte aus je r Y- und r x-Werten (r = 
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1, ... , m mit m = min (n, m) o. B. d. A.). Diese sind also von der Form: (Yi (1) + ... + 
Yi (r) 1 r - (Xj (1) + ... + Xj (r) 1 r. Weiter ist 
m 
M = (m;i ~ - 1 =rf 1 (~) (~) 
Daraus lassen sich exakte (bei geeigneter Wahl der Irrtumswahrscheinlichkeit) oder kon-
servative Konfidenzgrenzen sofort angeben. Im Falle von Bindungen unter den 6(i) wer-
den die Grenzen entsprechend gewählt. Ist zum Beispiel 6(1) < 6(2) = 6(3) = 6(4) < 6(5) 
... , so giltP" (6(4)< 6)= 1- 4/(M + 1). 
3. Berechnung der Konfidenzgrenzen mit Hilfe des Shift-Algorithmus 
3.1. Der Shift-Algorithmus 
Der in STREITBERG/RöHMEL (1987) vorgestellte Shift-Algorithmus berechnet auf effi-
ziente Weise die absoluten Häufigkeiten hN (t), t E zq, aller 2N Teilsummen aus N 
q-dimensionalen Vektoren ai E zq mit ganzzahligen Komponenten. Der Algorithmus 
besteht aus der Rekursionsformel hN = hN - 1 + sa (N)hN - 1 mit a (i) = ai, sa f (t) = f (t-
a) und der Rekursionsverankerung ho (t) = 1 für t = 0 und 0 sonst. 
Für die Probleme a) - c) läßt sich die Permutationsverteilung der Teststatistik L'Di+ 
damit sofort angeben, falls die beobachteten Differenzen (oder bei c) die Beobachtun-
gen) di ganzzahlig sind: L'Di+ = t hat die Permutationswahrscheinlichkeit hn (t)l2n. 
(Hier ist q = 1.) Die Ganzzahligkeit läßt sich stets durch eine lineare Transformation 
erreichen, die aber im Hinblick auf die Rechenzeit so gewählt werden sollte, daß die auf-
tretenden Summen betragsmäßig möglichst klein sind. Im weiteren wollen wir daher 
davon ausgehen, daß die beobachteten di, Xi, Yi ganzzahlig (aber nicht notwendig posi-
tiv) sind. Die Konfidenzgrenzen für den Parameter 6 erhält man aus den mit den trans-
formierten Werten berechneten durch die Umkehrtransformation. 
Die Permutationsverteilung für die Probleme d) und e) erhielten STREITBERG/RöHMEL 
mit demselben Algorithmus durch einen kleinen Trick, der ähnlich auch im folgenden 
verwendet wird: Die Beobachtungen (Xl, ... , Yn) werden durch Hinzufügen einer zwei-
ten Komponente, die stets gleich 1 ist, zu zweidimensionalen Vektoren (al, ... , am + n) 
= ((Xl, 1), ... , (Yn, 1) ergänzt. Mit N = m + n ergibt hN ((11, t2» die Häufigkeit von tl 
unter allen Teilsummen der (Xl, ... , Yn) mit genau t2 Summanden. Folglich erhält man 
die Permutationswahrscheiniichkeit von L'Xi = t als hN ((t, m» 1 (m ri ~ und entspre-
chendes für die alternative Statistik L'Yi. 
3.2 Konfidenzintervalle bei verbundenen Stichproben 
Zu berechnen sind gemäß 2. die arithmetischen Mittel sämtlicher Teilfolgen der dl ... , 
dn mit mindestens einem Element. Dazu benötigt man zusätzlich zu den Werten der 
Summen jeweils die Anzahl der zugehörigen Summanden. Setzt man ai = (di, 1) i = 
1, ... ,n, so liefert der Shift-Algorithmus als hN ((11, t2» gerade die Häufigkeit, mit der 
die Summe 11 durch genau t2 Summanden aus dl, ... , dn erzielt wird. Man erhält die 
benötigten 6(i) also durch Ordnen der 11/t2 (t2 > 0), wobei diese die Vielfachheit hn 
((11, 12» erhalten. Ergeben verschiedene 11, t2 denselben Quotienten, so sind die ent-
sprechenden Vielfachheiten zu summieren. 
Das folgende einfache Zahlenbeispiel soll die Vorgehensweise verdeutlichen: Die di i = 
1, ... ,6 seien beobachtet als -2, 1, 1, 1,2,3. Damit erhalten wir (Es sind jeweils nur die 
Teile aufgeführt, die nichtverschwindende Einträge enthalten): 
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ho: t2/h - 2 - 1 0 
o 1 
1 
h1: t2/t1 -2 -1 0 1 
o 1 
1 1 
2 
h2: t2/h - 2 - 1 0 1 2 
o 1 
1 1 1 
2 1 
3 
S(-2,l)ho: t2/h -2 -1 0 
o 
1 1 
S(1, 1) ho: t2/t1 - 2 -1 0 1 
o 
1 1 
2 1 
usw. 
h6: t2/t1 - 2 -1 0 1 2 3 4 5 6 7 8 
o 
1 
2 
3 
4 
5 
6 
1 
1 3 1 
3 1 1 3 
333 
1 3 
1 
3 3 1 
233 3 
3 3 1 1 
1 1 3 
1 
3 
1 
Damit ergeben sich (Reihenfolge aus spaltenweisem Vorgehen) folgende ungeordnete 
Mittel mi und Vielfachheiten ki: 
mi -2 1 2 
3 
o 1 
4 15 
1 
2 
4 
1 
3 
3 
1 
4 
1 
2 
7 
2 
3 
3 
3 
1 
3 
2 
4 
1. 1. 
4 5 
3 1 
4 
3 
3 
4 
5 
1 
5 
2 
1 
5 
3 
3 
5 
4 
1 
7 
4 
3 1 
Für die 15 (i) ergibt sich somit: 15 (1) = - 2, 15 (2) = 15 (3) = 15 (4) = - 0.5, 15 (5) = 0, ... , 15 (55) = ... 
= 15(61) = 2,15(62) = 2.5,15(63) = 3, woraus man zum Beispiel zur Vertrauenswahrschein-
lichkeit 0.95 als konservatives Konfidenzintervall (- 2,3) erhält. (- 0.5, 2.5) ist ein Inter-
vall zur Wahrscheinlichkeit 0.90625 = 1 - 6 * 2-6. (Natürlich muß apriori festgelegt sein, 
welches Intervall bestimmt werden soll.) 
3.3 Konfidenzintervalle bei unverbundenen Stichproben 
Zur Berechnung der Mittelwertdifferenzen als Summen werden zunächst die Vorzei-
chen der Xi umgekehrt: Xi' = -Xi. Dann werden 3-dimensionale ai wie folgt definiert: 
ai = (Xi', 1,0) i = 1, ... ,m; am + i = (Yi, 0,1) i = 1, ... , n. 
Der Shift-Algorithmus liefert dann als hN ((tl, t2, t3» die Häufigkeit, mit der man t1 
als Differenz aus Summen von t3 y-Werten und t2 x-Werten erhält. Folglich ergeben 
sich die gewünschten 15(i) aus der Diagonalebene (tl, t2, t2) als die geordneten h/t2 mit 
Vielfachheit hN ((tl, t2, t2», wobei t2 = 1, ... , m. Bei Bindungen unter den t1/t2 sind 
die zugehörigen Vielfachheiten wie in 3.2 zu addieren. 
Auf ein Zahlen beispiel soll hier verzichtet werden, da es für einigermaßen realistische 
Biometrie und Informatik in Medizip und Biologie 311990 
ROEBRUCK, Zur Berechnung verteilungsfreier Konfidenzintervalle über Permutationstests 37 
Irrtumswahrscheinlichkeiten wegen der drei darzustellenden Dimensionen zu umfang-
reich wäre. Das Verfahren dürfte aber nach dem Beispiel in 3.2 gut nachvollziehbar sein. 
3.4 Tests und p-Werte 
Mit den ein- und zweiseitigen Konfidenzintervallen nach 3.2 und 3.3 zur Vertrauens-
wahrscheinlichkeit 1 - a können entsprechende Hypothesen über den Shiftparameter 0 
zur Irrtumswahrscheinlichkeit a getestet werden. In der Praxis zieht man allerdings häu-
fig die Berechnung von Überschreitungswahrscheinlichkeiten (p-Werten) den reinen 
Testentscheidungen vor. Man erhält diese Wahrscheinlichkeiten entweder unmittelbar 
aus den Permutationsverteilungen (zu deren Bestimmung im Falle unverbundener 
Stichproben eine neuerliche Anwendung des Shiftalgorithmus erforderlich ist) oder 
durch Inversion der oben gewonnenen Schar von Konfidenzintervallen: 
Ist 1 - a 0 die Vertrauenswahrscheinlichkeit der kleinsten unteren Konfidenzgrenze 01, 
die nicht kleiner als 00 ist, so ist ao die Überschreitungswahrscheinlichkeit rur den Test 
der Hypothese H1: 0;;;; 00. - Es ist dann (01, 00) der größte einseitige Konfidenzbereich 
dieser Art, der 00 nicht enthält. - Entsprechend ergibt sich der p-Wert zu Hf: 0;;;; 00 aus 
den oberen Konfidenzgrenzen. Da mit den oben berechneten 0(1), ... , O(M) alle Konfi-
denzschranken bekannt sind, ist die Durchführung einfach. Es sind allerdings die mögli-
chen Bindungen der 0 (i) zu berücksichtigen. 
Zur Berechnung: O(u) und 0(0) seien durch O(u - 1) < 00;;;; O(u) und 0(0);;;; 00 < 0(0 + 1) 
bestimmt. Dann ergeben sich als p-Werte 
für 0 ;;;; 00 gegen 0 > 00 : 
für 0 ;;;; 00 gegen 0 < 00 : 
ao=l{i: O(i);;;;o(u)}1 / (M+ 1) 
ao=l{i: 0(i);;;;0(0)}1 / (M+ 1). 
und 
Zweiseitige Überschreitungswahrscheinlichkeiten können aus den einseitigen nach 
einem der bekannten Prinzipien gebildet werden. 
3.5 Geschichtete Stichproben 
Das angegebene Verfahren ist leicht auf den Fall geschichteter unabhängiger Stichpro-
ben zu verallgemeinern. Zur Theorie vergleiche man auch TRITCHLER (1984) und LEH-
MANN (1986). Man benutzt dazu die Faltung der Verteilungen von Summendifferenzen 
und Summandenanzahl innerhalb der c Schichten: (Xl (s), ... Xm (s), Y1 (s), ... , Yn (s») 
bezeichnen die Beobachtungen in Schicht s, N(s) = m (s) + n (s) und 1 (s) = min (m(s), 
n (s)), s = 1, . . . , c. Die Schichten seien voneinander unabhängig und in jeder gelte 
Modell d) oder e). (Im allgemeinen wird es sinnvoll sein, das gleiche Modell fur alle 
Schichten zu wählen. Dies ist aber nicht notwendig.) Die Aussage aus 2.2 zur Inversion 
des Permutationstests bleibt gültig mit der Einschränkung, daß nun aus jeder Schicht 
gleich viele x- wie y-Werte in den Mittelwerten vertreten sein müssen. Man berechnet 
also für jede Schicht h s, N (s) entsprechend 3.3, und aus diesen: 
ksC (h, t2)) = h s, N (s) ((t1, t2, t2)), s = 1 , ... , c, t2 = 0, ... , 1 (s). 
Die Faltung K = k1* ... *kc ergibt dann die gemeinsame Verteilung der benötigten Sum-
men und der Anzahl ihrer Summanden unter dem modifizierten Permutationsmodell. 
Die O(i) erhält man analog zu oben durch Ordnung der h/t2 (t2 =1= 0), wobei deren Häu-
figkeiten K (h, t2) zu beachten sind. 
Enthält jede Stichprobe in jeder Schicht genau eine Beobachtung - dies ist das verbun-
dene Zwei-Stichprobenproblem - dann erhält man mit dem hier beschriebenen Verfah-
ren natürlich dasselbe Ergebnis wie in 3.2, allerdings mit größerem AufWand. 
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4. Schlußbemerkungen 
Die Frage, welcher der Algorithmen (PAGANO/TRITCHLER oder STREITBERG/RöHMEL) 
zur Berechnung der Konfidenzintervalle effizienter (schneller) ist, kann an Hand der 
Untersuchungen von KÖNIG et al. (1986) kaum beantwortet werden, da zusätzliche 
Rechenschritte erforderlich sind. Hierzu bedarf es weiterer Untersuchungen. Die 
Rechenzeit flir Konfidenzintervalle und Tests beim Ein-Stichprobenproblem (Stichpro-
benumfang n) nach dem hier vorgestellten Verfahren dürfte in etwa der flir Tests allein 
mit Hilfe des Shiftalgorithmus flir das Zwei-Stichprobenproblem (Stichprobenumfänge 
nj = n) entsprechen. Die Zeit flir dasZwei-Stichprobenproblem ist etwa um den Faktor 
nl + fi2 länger. 
Zur Berechnung von Konfidenzintervallen flir Schriftparameter auf der Basis von Rang-
tests benötigt man nur die Permutationsverteilungen der Rangstatistiken unter der Null-
hypothese. Die aber sind mit den in 1. aufgeflihrten Verfahren leicht zu bestimmen. Das 
weitere Vorgehen beruht auf der Bestimmung der Sprünge der Prüf größe, die diese bei 
Addition von 00 zu den entsprechenden Beobachtungen macht, (- 00 < 00 < 00), und 
wird durch keinen der bekannten Algorithmen unterstützt. Weitere Einzelheiten dazu 
findet man bei BAUER (1972), NOETHER (1978) und TRITCHLER (1984). 
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MOOLGAVKAR, S.H. 
Scientific Issues in Quantitative Cancer Risk Assessment 
Birkhäuser, Boston 1990 
ISBN 3-7643-3501-7, 312 S., 48 Abb., SFR 78,--
Das Societal Institute of the Mathematical Sciences (SIMS) veranstaltet seit 1974 Forschungs-
konferenzen über Anwendungen mathematischer und statistischer Methoden in verschiedenen 
anwendungsorientierten wissenschaftlichen Disziplinen. Der vorliegende Band ist der Procee-
dingsband zur 11. Konferenz im Juli 1989, die den wissenschaftlichen Verfahren zur quantitati-
ven Krebsrisikoabschätzung gewidmet war. Ziel des Herausgebers des Bandes und Organisa-
tors der Konferenz S. S. Moolgavkar war es, die neuesten Ergebnisse der Biologie bezgl. der 
möglichen Mechanismen der Krebsentstehung zusammenzuführen und ihre Anwendung für 
eine wissenschaftlich wohlfundierte Risikoabschätzung für Krebskrankheiten beim Menschen 
zu diskutieren. 
Entsprechend breit ist der Themenkreis der Beiträge angelegt. Er reicht von Fragen der geneti-
schen Veränderung, die bei der Karzinogenese eine Rolle spielen können, über Wachstums-
prozesse auf Gewebeebene und interindividuelle Variationen im Antwortverhalten auf karzi-
nogene Agentien bis zu Schätzverfahren für das Krebsrisiko, die auf epidemiologische Unter-
suchungen gegründet sind. 
So beschäftigen sich Beiträge von Clifton, Mendelsohn, Knudson und Wiseman mit der Rolle 
von Mutationen, Onkogenen und Tumorsuppressorgenen bei der Karzinogenese. Eine größere 
Zahl von Papieren betrifft verschiedene Aspekte der Wachstumsprozesse von Tumoren wie 
Wachstumsdynamik, Staging, interzelluläre Kommunikation. Autoren sind: Pitot et al. , 
Schwarz et al., Cohen und Ellwein, Moolgavkar, et al., Chen und Moini, Grosser und Whitte-
more, Krewski und Murdoch und Yamasaki und Fitzgerald. Ein Beitrag von Harris beleuchtet 
die Implikationen interindividueller Variationen bei der Wirtsreaktion für Risikoabschätzun-
gen. Die epidemiologischen Beiträge untersuchen Eigenschaften der "unit-risk"-Schätzung 
unter verschiedenen Bedingungen (Becher und Wahrendorf) und präsentieren Risikoquantifi-
kationen anhand der Beobachtungen des Effektes ihrerseits karzinogener Chemotherapeutika 
gegen Krebs (Kaldor). 
Das Werk vermittelt somit einen Einblick in die biologischen Aspekte, die derzeit bei der 
mathematischen ModelIierung des Krebsgeschehens diskutiert werden, sowie in einige mathe-
matischen Verfahren, die dabei Anwendung finden. Ein Mangel des Tagungskonzeptes kann 
man vielleicht darin sehen, daß die essentielle Frage, ob zu Risikoschätzungen auf der makros-
kopischen Ebene menschlicher Populationen die Betrachtung detaillierter biologischer Mecha-
nismen auf der mikroskopischen Ebene überhaupt erforderlich ist, nicht problematisiert 
wurde. Immerhin zeigen bedeutende andere Wissenschaften, wie z.B. Physik oder Volkswirt-
schaft, daß eine solche Kopplung im allgemeinen weder notwendig noch nützlich ist. Dieser 
Mangel ist allerdings kaum dem Organisator der Tagung anzulasten; er erscheint eher kenn-
zeichnend für die gesamte Diskussion um mathematische Modelle für die Karzinogenese 
schlechthin. N. Becker, Heidelberg 
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