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This paper is devoted to the study of contraction semigroups generated by linear
partial differential operators. It is shown that linear partial differential operators of
order higher than two cannot generate contraction semigroups on (L p)N for
p # [1, ) unless p=2. If p>1 and the L p-dissipativity criterion is restricted to the
cone of nonnegative functions for differential operators with real-valued coefficients,
it is proven that the criterion still fails for operators of order higher than two,
except for some fourth order operators if 32p3. A class of such fourth order
operators is also presented.  1999 Academic Press
1. INTRODUCTION
A large amount of literature is devoted to applications of semigroup
theory to partial differential equations, see, for instance, Fattorini [3] and
Goldstein [4]. In particular, it is well known that general elliptic operators
generate analytic semigroups on L p, 1<p<. For an elliptic operator,
the contraction property in L2 is equivalent to dissipativity and therefore,
a large class of strongly elliptic higher order scalar and vector operators are
generators of contraction semigroups. In L p, 1<p<, it is known that
second order elliptic operators with real coefficients, and also some weakly
coupled second order elliptic systems, generate contraction semigroups
under certain restrictions on their coefficients; see, for example, Maz’ya and
Sobolevski@$ [8]. This is also the case for p=1: sufficient conditions for a
second order elliptic scalar operator to generate a contraction semigroup
on L1 are given in Brezis and Strauss [2]. In Amann [1], necessary and
sufficient conditions are given for a second order elliptic scalar operator
to simultaneously generate contraction semigroups on all L p-spaces,
p # [1, ]. Some conditions for the (L p)N-contractivity of Markov semi-
groups for all p # [1, ] simultaneously, where obtained by E. B. Davies
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(private communication). The norm in (L p(0))N considered by E. B. Davies
is given by
\ :
N
i=1
&ui& pL p (0)+
1p
.
Note that this is not a rotation symmetric norm in contrast to (3).
It seems to be known, especially among probabilists, that no differential
operators of order higher than two can generate contraction semigroups on
L1. For special operators in L1(R) this can be easily seen. In fact, consider
the parabolic equation

t
u(x, t)+(&1)m
2m
x2m
u(x, t)=0, x # R, t0. (1)
The solution can be written as the convolution
u( } , t)=Kt V u( } , 0) t0, (2)
where the kernel Kt is obtained by Fourier transforming equation (1):
K t(!)=e&!
2mt, ! # R, t0.
Now observe that if m>1, then
0=K "t(0)=&|
R
x2Kt(x) dx,
showing that the kernel is negative on some set of positive measure. Since
1=K t(0)=|
R
Kt(x) dx,
it follows that &Kt&1>1 so the operator from L1(R) to L1(R) defined by
(2) has a norm greater than one. In semigroup language, this means that
the semigroup generated by the operator
(&1)m+1
d 2m
dx2m
, m>1
can not be a contraction. By duality, this is also true in L(R).
Results of this kind for higher order differential operators have until now
been unknown for 1<p<, p{2.
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Kresin and Maz’ya [7] proved that arbitrary higher order differential
operators fail to generate contraction semigroups on (L(0))N, where
0/Rn and the norm is given by
"\ :
N
i=1
|ui |2+
12
"L(0) . (3)
In the same paper, they also gave necessary and sufficient conditions, stated
in algebraic form, for L-contractivity for second order strongly elliptic
systems. Some sufficient conditions for contractivity and noncontractivity
in L p, where 1<p<, p{2, for the heat semigroup for differential forms
on a complete Riemannian manifold, were obtained by Strichartz in [9]
and [10].
1.1. Notation
The function spaces appearing in this paper will, unless otherwise stated,
all have complex scalar fields. If X is a function space, X + will denote the
set of nonnegative functions in X. Analogously, R+ denotes the set of non-
negative real numbers. Let 0 be an open subset of Rn, let p # [1, ] and
suppose that k is a nonnegative integer.
The set of all complex-valued functions defined on 0, having continuous
partial derivatives of all orders up to and including k, is denoted by Ck(0).
By Ck(0 ), we will mean the collection of restrictions of functions in Ck(Rn)
to the set 0. The set C(0) is the intersection of all Cm(0), m # N, and
C0 (0) consists of the functions in C
(0) having compact support. If 0 is
a bounded set, C(0 ) will denote the space obtained by letting the set
C0(0 ) inherit the norm of the space L(0). The subspace C0(0 ) of C(0 )
consists of the functions that are zero on the boundary of 0.
In this text, a mollifier . is a function fulfilling . # (C 0 (R
n))+ and
 . dmn=1, where the measure mn is understood to be the n-dimensional
Lebesgue measure on Rn.
The usual Ho lder space is denoted by Ck, s(0 ), that is, if 0<s1, then
Ck, s(0 ) consists of the functions f in Ck(0) for which there exists a constant
C such that
|:f (x)&:f ( y)|C |x& y| s
for all x, y # 0 and all multi-indices : with |:|k.
Let ( } , } ) denote the standard scalar product on CN. For f # (L p(0))N,
define | f |=( f, f) 12 pointwise and equip (L p(0))N with the norm
& f &(Lp(0))N=|| | f | | |p .
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This norm will henceforth also be denoted by & }&p , as the context will
show which norm is meant.
We will also use the ordinary Sobolev space Wk, p(0), consisting of the
functions f # L p(0) whose distributional derivatives :f, of order less than
or equal to k, all belong to L p(0). The norm is given by
& f &k, p=\ :
|:|k
&:f & pp +
1p
.
Wk, p0 (0) is defined as the closure of C

0 (0) in the norm of W
k, p(0).
The spaces Wk, 2(0) and W k, 20 (0) are denoted by H
k(0) and H k0(0),
respectively.
1.2. Description of Results
In this paper the question whether linear partial differential operators
generate contractive semigroups on the space L p is treated. After some
preliminaries, we continue in Section 4 by showing that no differential
operator of higher order, having L1loc(0)-elements in its coefficient matrices,
can generate a contraction semigroup on (L p)N:
Theorem 4.14. If 0/Rn is open and 1p<, p{2, no linear partial
differential operator of order higher than two which contains (C 0 (0))
N in its
domain of definition can generate a contraction semigroup on (L p(0))N.
In Section 5, a property similar to L p-contractivity for a solution with
non-negative initial data of the abstract Cauchy problem is considered.
More specifically, let A be a differential operator and consider the Cauchy
problem
{s$(t)=As(t),s(0)=x,
t # R+,
x # D(A).
(4)
It is said to be well-posed if there is a unique C1(R+, L p)-solution for every
x # D(A). Then the following result is obtained:
Theorem 5.2. Let 1<p<, p{2 and suppose that C 0 (0) is a subset
of the domain D(A) of the linear partial differential operator A. Assume
furthermore that A has L1loc(0)-coefficients and that the Cauchy problem
associated with A is well-posed for all nonnegative initial data in D(A). If
d
dt
&s(t)&p } t=0+ 0
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for every s(0) # (D(A))+, then either A is of order 0, 1 or 2, or A is of order
4 and 32p3.
We also present a class of fourth order operators that have the above
mentioned property for p in the interval [32, 3].
2. PRELIMINARIES
We remind the reader that, according to LumerPhillips (see e.g. Goldstein
[4]), the generation of strongly continuous contraction semigroups is charac-
terized by the following statement: if the operator A generates a contraction
semigroup, then (0, )/\(A), A is densely defined and A is dissipative
with respect to any duality section. Conversely, if \(A) & (0, ){<, A is
densely defined and dissipative, then A generates a contraction semigroup.
The theorem of Lumer and Phillips was also proved independently, in a
slightly weaker form (the norm was assumed to be Gateaux-differentiable),
by Maz’ya and Sobolevski@$ in 1960 [8].
In the Banach space (L p(0))N, where 0/Rn is open, 1p< and N
is a positive integer, the dissipativity criterion takes the follow form. Let A
be an operator on (L p(0))N. If
R |
0
(Au, u) |u| p&2 dmn0 (5)
for all u # D(A), then A is dissipative (with respect to any duality section).
Conversely, if p>1 and A is dissipative, then (5) holds for all u # D(A).
If p=1 and (5) fails to hold on D(A), then A is not dissipative with respect
to all duality sections.
In the inequality (5), the combination |u| p&2 u in the integrand is taken
to be zero where u vanisheseven in the case p=1.
3. APPROXIMATION LEMMAS
This section contains some approximation and density results which will
be needed in the last section. The results will be used to extend conclusions
obtained by investigating the L p-dissipativity criterion on some set of
smooth functions.
In the following lemmas, we will use the notation x=(x1 , ..., xn)=(x$, xn)
for a point in Rn. Analogously, a multi-index : is written as :=(:$, :n).
Furthermore, if 0 is a domain in Rn and $>0, set 0$=0 & [x: 0<xn<$].
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Remark. In the two density lemmas below, the crucial property is that
nonnegative functions can be approximated by smooth nonnegative functions.
Without this nonnegativity, the statements of the lemmas are well-known.
Lemma 3.1. Let p # [1, ), 1lk, let 0 be the half space [x: xn>0]
and assume that f # (Wk, p(0) & W l, p0 (0))
+ has bounded support. Then, for
every =>0, there exists a nonnegative function g with bounded support such
that
(a) &g& f&Wk, p(0)<=,
(b)  jn g( } , xn) # C

0 (R
n&1) for every xn0, j=0, ..., k,
(c)  jn g(x$, } ) is absolutely continuous for every x$, j=0, ..., k&1,
(d)  jn g( } , 0)=0 for j=0, ..., l&1.
Proof. By modifying  jn f on a set of measure zero for j=0, ..., k&1, the
expression  jn f ( } , t) can for each t0 be interpreted as the trace of 
j
n f in
the hyperplane [x: xn=t], so
& jn f ( } , t)&L p (Rn&1)Cp & f &Wk, p(0) , t0, j=0, ..., k&1.
It is well-known that  jn f ( } , t) for each t and j<k can be modified on a
set of mn&1-measure zero so that  jn f becomes absolutely continuous on
almost every line parallel to the xn-coordinate axis, without changing  jn f
as an L p-function.
Let . # C 0 (R
n&1) be a mollifier and define the function f. by
f.(x)=( f ( } , xn) V .)(x$), x # 0 .
We will show that the function g in the statement of the lemma can be
taken to be f. for a . with support small enough. It is clear that g has
bounded support. Exactly as with the normal regularization procedure, & f.&p
& f &p and & f.& f&p  0 as supp .  [0]. Furthermore,  j f.=(j f ). .
All this is shown with minor modifications of the proofs of the ordinary
regularization properties. An elementary induction argument shows that
& f.& f&W k, p (0)  0 as supp .  [0], establishing property (a). From the
identity  jn f.=(
j
n f ). for j=1, ..., k, property (b) is obtained.
By using the commutative properties of derivation and convolution, the
absolute continuity of f and its derivatives described above and by applying
the Fubini theorem, we get
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 jn f.(x$, xn)&
j
n f.(x$, 0)
=|
Rn&1
( jn f ( y$, xn)&
j
n f ( y$, 0)) .(x$& y$) dy$
=|
Rn&1 \|
xn
0
 j+1n f ( y$, t) dt+ .(x$& y$) dy$
=|
xn
0 \|R n&1 .(x$& y$)  j+1n f ( y$, t) dy$+ dt, j=0, ..., k&1.
Thus  jn f.(x$, } ) is absolutely continuous for every x$ and j<k, proving
property (c).
Since f # W l, p0 (0), it follows that 
j
n f ( } , 0)=0 for j=0, ..., l&1. Hence,
the identity  jn f.=(
j
n f ). shows that (d) holds. K
Lemma 3.2. Let p # [1, ), 1lk and let 0 be a bounded domain in
Rn with C k, 1-boundary. Then the set
X=[h # Ck, 1(0 ): :h|0=0, |:|<l]+
is dense in Y=(Wk, p(0) & W l, p0 (0))
+.
Proof. We begin by transforming the problem in order to get a simpler
domain and, with the help of the previous lemma, a simpler function to
approximate. The assumption on the boundary gives that there is a finite
collection of open sets covering 0 such that to every such open set U, we
have U & 0{< and a coordinate transformation  of class Ck, s which
maps U into the unit ball and
(U & 0)/[(x1 , ..., xn) # Rn: xn>0],
(U & 0)/[(x1 , ..., xn) # Rn: xn=0].
By using a standard argument with a partition av unity, we see that it is
enough to consider the domain 0=[x: |x|<2, xn>0] and to show that a
function f that belongs to Y and vanishes outside the unit ball can be
arbitrarily well approximated by a nonnegative C(0 )-function h that
satisfies  jnh(x$, 0)=0 for all x$ with |x$|<2 and all j=0, ..., l&1.
Let 0 and f be as just stated. The property (a) of the function g in
Lemma 3.1 enables us, without loss of generality, to assume that f has the
properties (b)(d) of the function g in the statement of the lemma.
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Suppose that l<k. The properties (c) and (d) mentioned above imply
that for every x$ # Rn&1 with |x$|<2,
0 f (x$, xn)=|
xn
0
|
t1
0
} } } |
tl&1
0
ln f (x$, tl) dtl } } } dt1 .
Hence, ln f ( } , 0)0. The function
F(x)= f (x)+=xln , x # 0
approximates f arbitrarily well in Wk, p(0) by choosing =>0 small enough.
This new function has all the properties of f previously stated except that
its support is the whole of 0 . The gain is that lnF( } , 0) is positive and
bounded away from zero. Furthermore, F is of class C outside the unit
ball. We will from now on assume that f has the properties of F.
After these simplifications of f and 0, we begin the construction of an
approximant of f. Define the function r # C(0 ) by
r(x)= :
k&1
j=l
 jn f (x$, 0)
j !
x jn , x # 0 .
The sum is taken to be zero if l=k. The smoothness of r is a consequence
of property (b) of Lemma 3.1. If l<k, ln f ( } , 0) is positive and bounded
away from zero. Since  jn f ( } , 0) is bounded for every j=l+1, ..., k&1,
there is a $0>0 such that r is nonnegative on 0$0 . If l=k, just take $0=
1
4
for instance. Let ’ # (C(R))+ vanish on (&, 12] and be 1 on [1, ) and
define for $ # (0, $0)
f$(x)=(1&’($&1xn)) r(x)+’($&1xn) f (x), x # 0 .
Then f$ is nonnegative, f$=r on 0$2 , f$= f on 0"0$ and
&:( f$& f )&Lp (0)C :
:n
j=0
$ j&:n &:$ jn(r& f )&Lp (0$ ) , |:|k. (6)
If g is an absolutely continuous function on [0, ) with g(0)=0, then, by
Ho lder’s inequality,
|
$
0
| g(t)| p dt
$ p
p |
$
0
| g$(t)| p dt. (7)
The definition of r implies that  jn(r& f )( } , 0)=0 for j=0, ..., k&1 so (7)
can for every x$ be applied to the functions
g=:$ jn(r& f )(x$, } ), j=0, ..., k&1, |:$|+ jk&1.
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Integrating the resulting inequality with respect to x$, we obtain
|
0$
|:$ jn(r& f )|
p dmn
$ p
p |0$ |
:$ j+1n (r& f )|
p dmn ,
or
&:$ jn(r& f )&Lp (0$ )C$ &
:$ j+1n (r& f )&Lp (0$ ) , |:$|+ jk&1.
Repeated use of this inequality in (6) shows that
&:( f$& f )&Lp(0)C &:(r& f )&L p (0$ ) , |:|k. (8)
Hence
& f$& f&Wk, p (0)C &r& f &Wk, p (0$ ) ,
where C only depends on ’, k and p. Since the measure of 0$ tends to zero
as $ tends to zero, this last inequality shows that f$  f in Wk, p(0) as
$  0. It remains to show that every function f$ can be approximated by
an nonnegative C(0 )-function which fulfills the boundary conditions.
Choose ,0 # C 0 (0) such that 0,01 and such that ,0 is identically
one on the set [x: |x|32, xn$2] and let ,1=1&,0 . Then ,1 f$ # C(0 )
and :(,1 f$)( } , 0)=0 for all multi-indices : with |:|<l since ,1 f$=r on
a neighborhood of the hyperplane [x: xn=0]. The function ,0 f$ vanishes
in a neighborhood of 0 so it can be arbitrarily well approximated by a
C0 (0)-function by regularization. Hence, f$ can be arbitrarily well approx-
imated in Wk, p(0) through (,0 f$) V .+,1 f$ by choosing a suitable
mollifier .. The approximant has clearly all the desired properties. K
These density lemmas will be used in connection with the following
lemma. It concerns the approximation of integral expressions arising when
checking for dissipativity of partial differential operators.
Lemma 3.3. Let p # (1, ) and let 0 be a domain in Rn. Furthermore, let
: be a multi-index and suppose that [ fk]1 /(W
|:| , p(0))N is a sequence
with (W |:| , p(0))N-limit f. Then
lim
k   |0 (
:fk , fk) | fk | p&2 dmn=|
0
(:f, f) | f | p&2 dmn .
81L p-CONTRACTIVITY
Proof. By expanding (:f, f) | f | p&2 into components, we see that it is
enough to show that
lim
k   |0 fk gk h
p&2
k dmn=|
0
fgh p&2 dmn , (9)
where [ fk], [gk], [hk]/L p(0) are sequences with L p-limits f, g and h,
respectively, fulfilling | gk |hk and | g|h.
After taking subsequences successively, we can assume that gk  g and
hk  h pointwise almost everywhere as k  . Let q be the conjugate
exponent to p and note that &gkh p&2k &q&hk & p&1p , so [gkh p&2k ] is a
bounded sequence in L q with pointwise limit gh p&2 almost everywhere.
This implies, see Hewitt and Stromberg [5], that gkh p&2k  gh
p&2 weakly
in Lq. An application of Ho lder’s inequality gives
} |0 ( fk gkh p&2k & fgh p&2) dmn }
& fk& f&p &hk& p&1p + } |0 f (gk h p&2k & gh p&2) dmn } ,
which shows that (9) holds for a subsequence, since the right-hand side
tends to zero due to the convergence of [ fk] and the weak convergence of
[gkh p&2k ]. If there is a subsequence of our original sequence such that the
left hand side of (9) does converge to some other value than the right hand
side, we can repeat the proof with this subsequence and get a contradiction.
Thus (9) holds for our original sequence. K
4. NONCONTRACTIVITY OF HIGHER ORDER OPERATORS
By examining the dissipativity condition, this section will show that
contractivity in (L p)N fails for semigroups generated by higher order dif-
ferential operators if p{2. The proof is divided in three parts. In the first,
operators acting on real-valued functions defined on the real line, of the
simple form v [ v(k), k # N, are treated, whereas the second part will
generalize the one-dimensional result to arbitrary scalar linear partial dif-
ferential operators. Finally, the last part generalizes the previous results to
the system case, i.e. to operators acting on vector-valued functions. The
terms ‘‘preserve sign’’ and ‘‘not change sign’’ are frequently used in this
section, and will mean that an expression either is nonnegative or nonpositive
as elements in the expression range over some given set. Henceforth, = will
denote positive numbers, so by ‘‘= tends to zero’’ we will mean the one-
sided limit =  0+.
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4.1. The One-Dimensional Case
The first step is to establish necessary and sufficient conditions in terms
of the natural number k and the constant p # [1, ) in order for the
integral
| v(k) |v| p&1 sgn v dm1
to preserve sign as v ranges over real-valued elements of C 0 (R). We will
also consider the same integral for functions ranging over the more narrow
class (C 0 (R))
+. Let us denote the one-dimensional Lebesgue measure by
just m.
We proceed with a sequence of lemmas containing various constructions
of counterexamples, after which the necessary and sufficient conditions men-
tioned above are presented in Theorems 4.8 and 4.9. After these theorems, the
results obtained are extended to a larger class of functions. The organization
of the counterexamples is shown in Table 1, where p and k refer to the integral
expression above. The case p=1 is dealt with separately in Lemma 4.7.
Lemma 4.1. Let k2, let I be a nonempty open interval and suppose
that the function v: R  R is infinitely differentiable on I, v| I>0, v(k)| I=0
and (v p&1) (k) is nonzero at some point in I. Then there exist functions v1 and
v2 , infinitely differentiable and nonnegative on I, such that supp(v&vi)/I
and
|
I
v (k)i v
p&1
i dm
is negative for i=1 and positive for i=2.
Proof. Since (v p&1) (k) is continuous and not identically zero on I, there
is a nonzero function . # (C 0 (R))
+ with supp ./I such that (v p&1) (k) is
either positive or negative on the support of .. Define the function f by
f (=)=|
I
(v+=.) (k) (v+=.) p&1 dm.
Then f is well-defined on a small neighborhood of 0, is infinitely differen-
tiable there and fulfills f (0)=0. Since v(k)| I=0, it follows that
f $(=)=|
I
.(k)(v+=.) p&1 dm+( p&1) = |
I
.(k).(v+=.) p&2 dm,
f $(0)=|
I
.(k)v p&1 dm=(&1)k |
I
.(v p&1) (k) dm.
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TABLE 1
The Structure for Counterexamples in One Dimension
1<p<2 2<p<
k=3 Lemma 4.3 Lemma 4.3
k=4 Lemma 4.5 Lemma 4.6 Lemma 4.6 Lemma 4.5
k=5 Lemma 4.3 Lemma 4.3
k=6 Lemma 4.4 Lemma 4.4
Hence, by our choice of ., f $(0){0 so for some small =1 and =2 with dif-
ferent signs, the desired functions can be given by vi=v+=i ., i=1, 2. K
Lemma 4.2. Let p>1 and k2, and suppose that v # C(R), v>0,
(v p&1) (k)=0 and v(k) is nonzero-at some point. If v(k)v p&1 # L1(R) and
| v(k)v p&1 dm=0,
there exist functions v1 and v2 , infinitely differentiable and nonnegative, such
that supp(v&vi) is compact and
| v (k)i v p&1i dm
is negative for i=1 and positive for i=2.
Proof. Choose a nonzero function . # (C 0 (R))
+ such that v(k) is either
positive or negative on the support of . and define as above, for small =,
the differentiable function f by
f (=)=| (v+=.) (k) (v+=.) p&1 dm.
By hypothesis, f (0)=0, and also
f $(=)=| .(k)(v+=.) p&1 dm+( p&1) | (v+=.) (k) .(v+=.) p&2 dm,
f $(0)=(&1)k | .(v p&1) (k) dm+( p&1) | .v(k)v p&2 dm.
Since the first integral in the expression for f $(0) vanishes and the second
is nonzero by our choice of ., f $(0) is nonzero. As in the proof of
Lemma 4.1, the existence of the desired functions v1 and v2 now follows. K
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Lemma 4.3. If p>1, p{2 and k3 is odd, then the integral
| v(k)v p&1 dm (10)
does not preserve sign as v ranges over (C 0 (R))
+.
Proof. That the integral (10) can not preserve sign over (C 0 (R))
+
unless it is identically zero, follows directly by observing that the substitu-
tion u(x)=v(&x) changes the sign of (10) since k is odd. To see that (10)
is not identically zero, take a v # (C0 (R))
+ whose restriction to the interval
[1, 2] is x [ x if p<2 and x [ xk&1 otherwise. If p{2, the assumptions of
Lemma 4.1 are clearly satisfied with I=(1, 2), so let v1 be as in the conclusion
of the lemma. We get
| v(k)v p&1 dm=| v (k)1 v p&11 dm&|
2
1
v (k)1 v
p&1
1 dm
and since the last term is nonzero, (10) is not identically zero. K
Lemma 4.4. Let k6 be even and suppose that p>1, p{2. Then the
integral
| v(k)v p&1 dm
assumes both negative and positive values as v ranges over (C 0 (R))
+.
Proof. We treat the case p>2 first. Let u # C(R) be defined by
u(x)=(1+x2)1( p&1), x # R.
An induction argument applied to the terms of u( j) gives the estimate
|u( j)(x)|C |x| 2( p&1)& j, |x|>1, j=0, ..., k, (11)
so u(k)u p&1 is an L1-function. Repeated integration by parts implies that
|
|
&|
u(k)u p&1 dm=[u(k&1)u p&1&u (k&2)(u p&1)$+u(k&3)(u p&1)"]|&| ,
where, by (11), the right-hand side tends to zero as | tends to infinity, so
we can apply Lemma 4.2 to the function u. Denote the resulting two func-
tions by u1 and u2 . Choose an even function , # C 0 (R) that satisfies
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0,1, supp ,/(&2, 2) and is identically 1 on a neighborhood of [&1, 1].
Choose i # [0, 1] and define for |2 the functions v| # (C 0 (R))
+ by
v|(x)=ui (x) ,(x|), x # R.
With C being a generic constant not depending on |, it follows by (11)
that v (k)| is estimated as
|v (k)| (x)|= } :
k
j=0
aju( j)(x) | j&k,(k& j)(x|) }
C|2( p&1)&k, ||x|2| (12)
for | large enough. We have for all large |
| v (k)| v p&1| dm=|
|
&|
u (k)i u
p&1
i dm+2 |
2|
|
v (k)| v
p&1
| dm,
where, using (12), the modulus of the second integral on the right-hand
side is majorized by
|
2|
|
C|2( p&1)&k|2 dm=C|2( p&1)+3&k.
This tends to zero as | tends to infinity since the hypothesis implies that
the exponent in the right-hand side is less than &1. Hence, we conclude
that
lim
|   | v
(k)
| v
p&1
| dm=| u (k)i u p&1i dm
and since v| # (C 0 (R))
+ for each | and the sign of the right-hand side can
be chosen arbitrarily, we are done with the case p>2.
Suppose that 1<q<2 and let p be the conjugate exponent to q. Then
p>2 so let u, ui and , be as above and define, for some i # [1, 2], the
functions v| # (C 0 (R))
+ for |2 by
v|(x)=u p&1i (x) ,(x|), x # R.
It is easily verified that
v|(x)Cx2, |v (k)| (x)|C|
2&k, ||x|2|,
and we have, observing that ( p&1)(q&1)=1,
| v (k)| vq&1| dm=|
|
&|
(u p&1i )
(k) ui dm+2 |
2|
|
v (k)| v
q&1
| dm. (13)
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Using the estimates of v| , and v (k)| above, we see that the second integral
on the right in (13) is majorized by C|2q+1&k so it tends to zero as |  
since k6. Integrating the first term on the right-hand side of (13) by
parts, the equality
|
|
&|
(u p&1i )
(k) ui dm
=|
|
&|
u (k)i u
p&1
i dm
+[&u(k&3)(u p&1)"+u(k&2)(u p&1)$&u(k&1)u p&1]|&|
is obtained. The last term tends to zero as |   due to (11) so, by letting
|   in (13), it follows that
lim
|   | v
(k)
| v
q&1
| dm=| u (k)i u p&1i dm,
showing that the integral given in the statement of the lemma can be both
negative and positive as v ranges over (C 0 (R))
+. K
Lemma 4.5. Suppose that 1<p<32 or p>3. Then the integral
| v(4)v p&1 dm
assumes both negative and positive values as v ranges over (C 0 (R))
+.
Proof. Suppose that p>3 and define the function u on R by
u(x)=x(1&x) /[0, 1](x),
where /[0, 1] is the characteristic function of the set [0, 1]. It is straight-
forward to verify that u fulfills the requirements of Lemma 4.1 with I=(0, 1)
and k=4 so let u1 and u2 be the two functions corresponding to u. Let 
be a mollifier that is even and define for =>0
.=(x)==&1(=&1x), x # R.
From now on, let C be a generic constant not depending on =. We have the
following estimate:
|. ( j)= (x)|C=
& j&1, x # R, j=0, ..., 4. (14)
Choose i # [1, 2] and set v= u i V .= . Then v= is a regularization of ui and
it is well-known, see for instance Ho rmander [6], that this implies that for
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each fixed j # N, v( j)= tends to u
( j)
i uniformly on compact subsets of (0, 1) as
=  0+ and that each v= belongs to (C 0 (R))
+. We now proceed by choos-
ing ’>0 such that supp(u&ui)/(’, 1&’). Since u(x)=u(1&x) and .= is
even, it follows that v=(x)=v=(1&x) and we get, with = small enough,
| v (4)= v p&1= dm=2 |
’
&’
v (4)= v
p&1
= dm+|
1&’
’
v (4)= v
p&1
= dm, (15)
where the last term, by our remark on uniform convergence above, tends
to
|
1&’
’
u (4)i u
p&1
i dm=|
1
0
u (4)i u
p&1
i dm
as = tends to zero. The final step is to show that the first term in the right-
hand side of (15) tends to zero as =  0+. Note that u=ui on a neighbor-
hood of [&’, ’]. Hence, using (14) and letting = be small enough, it
follows that
|v ( j)= (x)|= } |
=
&=
u(x& y) . ( j)= ( y) dy }
|
=
&=
C==& j&1 dy=2C=1& j, |x|<=, j=0, ..., 4 (16)
and that v (4)= (x)=0 for =|x|’, so we arrive at
} |
’
&’
v (4)= v
p&1
= dm }|
=
&=
C=&3= p&1 dm=2C= p&3,
which tends to zero as = tends to zero. Thus, taking limits in the expression
(15), we finally obtain
lim
=  0+ | v
(4)
= v
p&1
= dm=|
1
0
u (4)i u
p&1
i dm
and since the right-hand side is negative for i=1 and positive for i=2, the
result follows for p>3.
Suppose that 1<q<32 and let, as in the proof of the previous lemma,
p be the conjugate exponent to q. It follows that p>3, so let ui and ’ be
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as defined above. Choose i # [1, 2] and define for all small =>0 the func-
tions w= # (C 0 (R))
+ by w= u p&1i V .= ; For j=0, ..., 4, we immediately get
|w ( j)= (x)|{|
=
&=
|x& y| p&1 |. ( j)= ( y)| dyC=
p&1& j,
|
=
&=
C(x& y) p&1& j .=( y) dyC1x p&1& j,
|x|2=,
2=<x<’,
implying that the functions w(4)= w
q&1
= are majorized by the L
1(R)-function
x [ C/(&1, 2)(x)(1+|x| p&4+|x&1| p&4), x  [0, 1].
Furthermore, w (4)= w
q&1
= tends to (u
p&1
i )
(4) ui almost everywhere, the
exceptional set being [0, 1], so a direct application of Lebesgue’s dominated
convergence theorem gives
lim
=  0+ | w
(4)
= w
q&1
= dm=|
1
0
(u p&1i )
(4) ui dm=|
1
0
u (4)i u
p&1
i dm,
where the second equality follows by integrating by parts, having in mind
that ui is equal to u on two neighborhoods of 0 and 1. The sign of the
right-hand side can, by construction of ui , be chosen arbitrarily by choos-
ing i, and we are done. K
Lemma 4.6. If 32p3, p{2, the integral
| v(4) |v| p&1 sgn v dm
changes sign as v ranges over real-valued elements of C 0 (R).
Proof. Suppose that p>2 and let the function u be defined as in the
proof of Lemma 4.5:
u(x)=x(1&x) /[0, 1](x), x # R.
As before, Lemma 4.1 guarantees the existence of two functions u1 and u2
with properties stated in the same lemma. Choose the constant ’ # (0, 14)
so that supp(u&ui)/(’, 1&’) and let h be a nonnegative function which
is infinitely differentiable on (0, ), coincides with u on [0, 2’] and fulfills
supp h/[0, 1&2’]. Let i # [1, 2] and define the constants
A=|
1
0
u (4)i u
p&1
i dm, B=|
1
0
h(4)h p&1 dm,
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choose l # N so that l |A|>2 |B| and let the function v be given by
v(x)=&h(&x)+ :
l&1
j=0
(&1) j ui (x& j)+(&1)l h(x&l), x # R.
Let .= be defined exactly as in the proof of Lemma 4.5 and set v= v V .=
and h= h V .= . For = small enough, we have
| v (4)= |v= | p&1 sgn v= dm=(l+1) |
’
&’
v (4)= |v= |
p&1 sgn v= dm
+l |
1&’
’
v (4)= v
p&1
= dm+2 |
1
’
h (4)= h
p&1
= dm, (17)
where as before, the second integral on the right tends to
|
1&’
’
v(4)v p&1 dm=|
1
0
u (4)i u
p&1
i dm
as = tends to zero due to the uniform convergence of v= and its derivatives
on [’, 1&’]. The same can be said about h= and its derivatives, so the
third integral on the right-hand side of (17) tends to
|
1
0
h(4)h p&1 dm
as =  0+. Now consider the first term on the right-hand side of (17).
Similarly as in (16), it follows easily that |v=(x)|2= if |x|<=. Let $ denote
the Dirac distribution . [ .(0). If = is small enough, a straightforward
calculation together with (14) gives
v(4)| (&’, ’) =&4$$,
|v (4)= (x)|=4 |.$=(x)|C=
&2/(&=, =)(x), |x|<’.
Hence
} |
’
&’
v (4)= |v= |
p&1 sgn v= dm }|
=
&=
C=&2= p&1 dm=2C= p&2,
which tends to zero as =  0+, so we can finally deduce that
lim
=  0+ | v
(4)
= |v= |
p&1 sgn v= dm=lA+2B.
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But the right-hand side is by construction negative if i=1 and positive if
i=2, so since v= # C 0 (R) for every =, the claim of the lemma is proven for
p>2.
Now suppose that 32q<2 and let p be the conjugate exponent to q.
Then p # (2, 3] so let u, ui and ’ be as above. Integration by parts gives
|
1&+
+
u"i (u p&1i )" dm=[u"(u
p&1)$&u(3)u p&1]1&++ +|
1&+
+
u (4)i u
p&1
i dm
=O(+ p&2)+|
1
0
u (4)i u
p&1
i dm, 0<+<’. (18)
Choose + # (0, ’) such that, for i=1, 2, the integral on the left-hand side
has the same sign as the integral on the right. Let p be a polynomial of
degree one which joins u p&1 in a C1-manner at +, let a # R fulfill p(a)=0
and define for i=1, 2 the functions gi on R by
gi (x)={
u p&1i (x),
p(x),
p(1&x),
0,
+x1&+,
a<x<+,
1&+<x<1&a,
otherwise.
To simplify notation, let f i be gi composed with an affine transformation
that maps a to 0 and 1&a to 1. Redefine h as to satisfy the properties
supp h=[0, 1], h| (0, 2) # C(0, 2), h0 and h|[0, *]= f i | [0, *] , where *>0
is so small that fi is linear on [0, *]. Let i # [0, 1] and, as with v above,
set w to
w(x)=&h(&x)+ :
l&1
j=0
(&1) j fi (x& j)+(&1)l h(x&l), x # R,
where l will be chosen later, and define w= f i V .= for =>0. If = is small
enough it follows that
| w (4)= |w= |q&1 sgn w= dm=l |
1
0
w"=(wq&1= )" dm+2 |
2
*2
h (4)= h
q&1
= dm, (19)
since there are two neighborhoods of 0 and 1 where w"= is identically zero
for all small =. By the same reason, and since f "i only has finitely many
jump discontinuities, w"=(wq&1= )" is uniformly bounded with respect to =.
But w"=(wq&1= )" converges almost everywhere to f "i ( f
q&1
i )" on [0, 1] and
h(4)= h
q&1
= converges uniformly to h
(4)hq&1 on [*2, 2] as =  0+ so the
dominated convergence theorem applied to (19) implies that
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lim
=  0+ | w
(4)
= |w= |
q&1 sgn w= dm
=l |
1
0
f "i ( f q&1i )" dm+2 |
1
0
h(4)hq&1 dm
=lJ |
1&+
+
(u p&1i )" u"i dm+2 | h(4)hq&1 dm, (20)
where J is a positive constant resulting from the affine transformation. By
the choice of + above, l can now be chosen sufficiently large that the sign
of the right-hand side of (20) coincides with the sign of the left-hand side
of (18) and the proof is complete. K
Lemma 4.7. If k3, the integral
| v(k) sgn v dm
changes sign as v ranges over the real-valued elements of C 0 (R). K
Proof. Let f # (C 0 (R))
+ and set v(x)=xf (x) on R. Then
| v(k) sgn v dm=_ d
k&1
dxk&1
(xf (x))&

0
&_ d
k&1
dxk&1
(xf (x))&
0
&
=&2(k&1) f (k&2)(0),
which can be made to attain arbitrary sign by a suitable choice of f. K
Theorem 4.8. Let k # N and p # [1, ). The integral
| v(k) |v| p&1 sgn v dm (21)
preserves sign as v ranges over real-valued elements of C 0 (R) if and only if
p=2 or k # [0, 1, 2].
Proof. The necessity of the stated conditions follows immediately from
the counterexamples in Lemmas 4.3-4.7 so we have only to prove sufficiency.
In the rest of the proof, let v be an arbitrary real-valued C 0 (R)-function.
If p=2 we obtain, by integrating by parts,
| v(k)v dm={
&| vv(k) dm,
(&1)k2 | (v(k2))2 dm,
k odd,
k even,
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which shows that (21) preserves sign since the integral vanishes for odd k
and the right-hand side has a nonnegative integrand for even k. The case
k=0 is trivial and the case k=1 follows by observing that the function
p&1 |v| p is absolutely continuous with derivative v$ |v| p&1 sgnv almost
everywhere. Thus, the integral (21) is zero. The only remaining case to
investigate is k=2. Let =>0 and consider the equalities
| v"(v2+=) p2&1 v dm
=&| (v$)2 (v2+=) p2&1 dm&( p&2) | (vv$)2 (v2+=) p2&2 dm
=&| (( p&1) v2+=)(v$)2 (v2+=) p2&2 dm,
obtained by integration by parts and a simple rearrangement. The integrand
in the left-hand side is uniformly bounded with respect to =, so an application
of Lebesgue’s dominated convergence theorem implies that the first integral
converges to (21) as =  0+. Since the right-hand side is nonpositive for every
=>0, the theorem is proved. K
Theorem 4.9. Let k # N and p # (1, ). The integral
| v(k)v p&1 dm (22)
preserves sign as v ranges over (C 0 (R))
+ if and only if p=2 or k # [0, 1, 2]
or k=4 and 32p3.
Proof. That the stated conditions are necessary follows from Lemmas
4.3, 4.4 and 4.5. For sufficiency, Theorem 4.8 covers the cases p=2 or
k # [0, 1, 2], so the remaining case is when k=4 and 32p3. Let
v # (C 0 (R))
+ be arbitrary and define for every =>0 the function v= v+=.
We have
| v(4)v p&1= dm=( p&1) | (v")2 v p&2= dm
+( p&1)( p&2) | (v$)2 v"v p&3= dm, (23)
obtained by integrating by parts twice. By dominated convergence, the left-
hand side tends to the integral (22) as = tends to zero, so it is enough to
show that the right-hand side of (23) is nonnegative for each = in order to
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show that (22) is nonnegative. The first term on the right is clearly non-
negative, so let us examine the second term:
| (v$)2 v"v p&3= dm=(3& p) | (v$)4 v p&4= dm&2 | (v$)2 v"v p&3= dm
= 13 (3& p) | (v$)4 v p&4= dm. (24)
Substituting (24) into (23), the nonnegativity immediately follows if
2p3. If 32p<2, we estimate the integrals in (24) by using the
CauchySchwarz inequality:
| (v$)4 v p&4= dm=
3
3& p | (v"v
p2&1
= )((v$)
2 v p2&2= ) dm

3
3& p \| (v")2 v p&2= dm+
12
\| (v$)4 v p&4= dm+
12
.
This implies that
| (v$)4 v p&4= dm
9
(3& p)2 | (v")
2 v p&2= dm,
which, together with (24) and (23), finally gives
| v(4)v p&1= dm
( p&1)(2p&3)
3& p | (v")
2 v p&2= dm.
This clearly shows that the right-hand side is nonnegative if 32p<2 and
completes the proof. K
4.2. The Multi-dimensional Case
We will now turn our attention to the multi-dimensional extension of the
results above and we will therefore study expressions of the form
R |
0
(Pu) |u| p&2 u dmn , (25)
where 0/Rn is open, 1p< and u # C 0 (0). In the case p=1, the
expression |u|&1 u is interpreted as being zero where u is zero. The operator
P is a linear partial differential operator; writing
P= :
|:| k
a::, (26)
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we will require that all of the coefficient functions a: are elements of
L1loc(0) in order for expression (25) to make sense. With coefficients
belonging to this function class, P is of order k if (26) holds and at least
one of the functions in [a:] |:| =k is nonzero on a set of positive measure.
The two main results are Theorems 4.12 and 4.13, where necessary
conditions on the order of P are given in order for (25) to preserve sign as
u ranges over C 0 (0) and (C

0 (0))
+, respectively. To that end, some
preliminary lemmas are needed.
Lemma 4.10. Any linear partial differential operator P of order k defined
on an open nonempty set 0/Rn can by a linear transformation T be trans-
formed into
Q( y, )=b( y) k1+ :
:1<k
|:| k
b:( y) :
where b, b: # L1loc(T(0)) for |:|k and b is nonzero on a set of positive
measure.
Proof. Let P be given by
P(x, x)= :
|:| k
a:(x) :x . (27)
Since almost every point of 0 is a Lebesgue point of all functions in
[a:] |:| =k and at least one of the functions is nonzero, one of the points,
say x0 # 0, can be chosen such that a;(x0){0 for some ; of order k. Now
consider the multivariate polynomial
! [ :
|:|=k
a:(x0) !:, ! # Rn, (28)
where now at least one of the coefficients is nonzero. Therefore, we can find
a ! # Rn such that the polynomial (28) is nonzero at !. Since the mapping
(28) is continuous, the choice of !=(!1 , ..., !n) can be made so that all
the coordinates [!j] are nonzero. Now define a linear transformation
T: Rn  Rn by
yj = :
n
l= j
!l xl , j=1, ..., n,
Tx=y.
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The determinant of the transformation equals !1 ...!n and hence, by our
choice of !, T is an admissible change of coordinates. We get
xj =!j (y1+ } } } +yj), j=1, ..., n,
:x=!
: |:|y1 + :
;1<|:|
|;||:|
c:, ;;y (29)
for any multi-index :, where [c:, ;] are suitably chosen constants. Sub-
stituting (29) into (27) we obtain, with f # C(T(0)),
P(x, x)( f b T )(x)
=\ :
|:|=k
a:(x) !:+ (ky1 f )(Tx)+ :
:1<k
|:|k
c:(x)(:y f )(Tx) (30)
for some L1loc(0)-functions [c:]. Define the functions b and b: on T(0) by
b= :
|:|=k
(a: b T &1) !:, b:=c: b T&1.
Then (30) becomes
P(x, )( f b T )(x)=(Q(Tx, ) f )(Tx), x # 0,
with Q as in the statement of the lemma. By our choice of ! and x0 , b b T
is nonzero on a set of positive measure and since T is linear and non-
degenerate, it follows that b is nonzero. K
Lemma 4.11. If k3 and r& 12 , r{0, there are real-valued functions
v1 and v2 , both belonging to C 0 (R), such that
|
[v21+v
2
2{0]
(v (k)1 v2&v1 v
(k)
2 )(v
2
1+v
2
2)
r dm1 (31)
is nonzero.
Proof. Given v1 and then choosing v2 # C 0 (R) such that v2 is constant,
say v2=|>0, on the support of v1 , the integral (31) reduces to
| | v (k)1 (v21+|2)r dm1 .
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Setting ==|&12, it is therefore enough to show that for some v # C 0 (R),
the function f defined by
f (=)=| v(k)(1+=v2)r dm1
is nonzero for some =>0. This follows by observing that f is well-defined
in a small neighborhood of the origin and differentiable there with
f $(0)=r | v(k)v2 dm1 ,
which can be made nonzero by Theorem 4.9 for some v # (C 0 (R))
+ if
k{4. If k=4, it follows by integrating by parts that
f $(0)=| 2rv"((v$)2+vv") dm1=2r | v(v")2 dm1 ,
which of course is nonzero if v is nonzero. Thus, for some small positive =,
f (=){0 and we are done. K
Theorem 4.12. Suppose that p # [1, ), p{2 and that P is a linear
partial differential operator defined on an open nonempty set 0/Rn. If
R |
0
(Pu) |u| p&2 u dmn (32)
does not change sign as u ranges over C 0 (0), then P is of order 0, 1 or 2.
Proof. The idea of the proof is to scale the coordinates around a
Lebesgue point in order to reduce the problem to the one-dimensional case
with constant coefficients.
Let Q be the operator given by Lemma 4.10 and let T be the linear
transformation that takes P into Q. Since, with det T $ denoting the
Jacobian of T,
|
T(0)
(Qu) |u| p&2 u dmn=|det T $| |
0
P(u b T ) |u b T | p&2 u b T dmn ,
it follows that the assumptions of the theorem hold if and only if the same
assumptions hold with P and 0 replaced by Q and T(0), respectively. We
can therefore, without loss of generality, assume that P is of the form
P(x, )=b(x) k1+ :
: # J
b:(x) :,
J=[: # Nn: |:|k, :1<k].
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We will now assume that k3 and show that the integral in the hypothesis
does not preserve sign. Since b is nonzero, there is a function . # (C 0 (0))
+
such that
|
0
b. p dmn {0.
This is a well-known fact if p=1, see e.g. Ho rmander [6, Th. 1.2.5], but
the proof holds with obvious modifications for any p1. Extend b and .
by zero outside of 0 and define the function a on R by
a(x1)=| b(x1 , } ) . p(x1 , } ) dmn&1 . (33)
Since the integrand above belongs to L1(Rn), the Fubini Theorem implies
that a # L1(R) and that
| a dm1=|
0
b. p dmn ,
so a is nonzero by our choice of .. Hence, there exists a Lebesgue point
y # R of a with a0=a( y){0. Write a0 as a0=a1+ia2 where a1 and a2 are
real numbers. We will divide the rest of the proof into two partsone
where we assume that a1=0 and one where a1 is assumed to be nonzero.
Suppose that a1=0 and consequently that a2 {0. Let v1 and v2 be the
two functions given by Lemma 4.11 with r= p2&1 and define for |1
the functions w| # C 0 (R), u| # C

0 (0) and the sets K| by
w|(t)=(v1+iv2)( y+|t), t # R, (34)
u|(x)=w|(x1) .(x), x=(x1 , ..., xn) # 0, (35)
K|=supp . & ([&B|, B|]_Rn&1), (36)
where B has been chosen so that supp w1 /(&B, B). With these definitions,
|:u|(x)|C|:1 /K| (x), |:|k, x # 0, (37)
where /K| is the characteristic function of the set K| and C is a constant
not depending on |. Now consider the equalities
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R |
0
(Pu|) |u| | p&2 u | dmn
=R |
0
b(x) . p(x) w (k)| (x1) |w|(x1)|
p&2 w |(x1) dx+RH1(|)
=R | aw (k)| |w| | p&2 w | dm1+RH1(|)
=a2|k&1 |
[v21+v
2
2{0]
(v (k)1 v2&v1v
(k)
2 )(v
2
1+v
2
2)
p2&1 dm1
+RH1(|)+RH2(|). (38)
Here we have made use of (33) together with an application of the Fubini
Theorem in the second equality. The functions H1 and H2 are defined by
H1(|)=|
0
:
: # J
b::u| |u| | p&2 u | dmn
+|
0
:
k&1
j=0
b(x) cj u ( j)| (x1)((
k& j
1 .) |u| |
p&2 u |)(x) dx,
H2(|)=| (a&a0) w (k)| |w| | p&2 w | dm1 .
These functions can be estimated using (37) to obtain:
|1&k |H1(|)|C \ :: # J &b: /K|&L1(0)+&b/K|&L1(0) + , (39)
|1&k |H2(|)|C| |
B|
&B|
|a( y+t)&a( y)| dt. (40)
The collection [b/K|]|1 is majorized by the L
1(0)-function |b/K1 | and
b/K| tends to zero almost everywhere as |  . For each fixed multi-index
:, the same can be said about the collection [b:/K|]|1 and |b: /K1 |, so
by Lebesgue’s theorem of dominated convergence, the right-hand side of
(39) tends to zero as |  . Since y is a Lebesgue point of a, the right-
hand side of (40) also tends to zero as |   and by using these limits
together with (38), we obtain
lim
|  
|1&k R |
0
(Pu|) |u| | p&2 u | dmn
=a2 |
[v21+v
2
2{0]
(v (k)1 v2&v1 v
(k)
2 )(v
2
1+v
2
2)
p2&1 dm1 . (41)
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By construction, the right-hand side is nonzero. But the integrand on the
right is antisymmetric with respect to v1 and v2 so by changing places of
v1 and v2 in the definition (34), the right-hand side of (41) changes sign.
This proves that (32) can not preserve sign over C 0 (0) and we are done
with the first part.
Assume instead that a1 is nonzero. Let v # C 0 (R) be real-valued and
define the functions w| for |1 by
w|(t)=v( y+|t), t # R. (42)
Letting u| and K| be defined by (35) and (36), respectively, we immediately
see that (37) still holds. We get as above
R |
0
(Pu|) |u| | p&2 u | dmn
=|k&1a1 | v(k) |v| p&1 sgn v dm1+RH1(|)+RH2(|),
where H1 and H2 are as previously defined, still fulfilling the estimates (39)
and (40), respectively. Passing to the limit it therefore follows that
lim
|  
|1&kR |
0
(Pu|) |u| | p&2 u | dmn
=a1 | v(k) |v| p&1 sgn v dm1 . (43)
But from Theorem 4.8 it follows that the right-hand side can assume
arbitrary sign by choosing v properly since k3. Hence, (32) can not
preserve sign over C 0 (0). K
Theorem 4.13. Suppose that p # (1, ), p{2 and that P is a linear
partial differential operator with real-valued coefficient functions, defined on
an open nonempty set 0/Rn. Assume that
|
0
(Pu) u p&1 dmn
does not change sign as u ranges over (C 0 (0))
+. Then either P is of order
0, 1 or 2, or P is of order 4 and 32p3.
Proof. This is proved in exactly the same way as in the second part of
the proof of Theorem 4.12. Just note that the definitions (42) and (35)
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imply that u| # (C 0 (0))
+ for every | if v # (C 0 (R))
+ and that (43) now
reduces to
lim
|  
|1&k |
0
(Pu|) u p&1| dmn=a1 | v(k)v p&1 dm1 .
The result now follows from Theorem 4.9.
4.3. The General System Case
Dissipativity is a necessary condition for an operator to generate a
contraction semigroup. Hence, the dissipativity criterion together with
Theorem 4.12 will lead us to one of the main objectives of this paper. We
formulate the result for partial differential operators acting on vector-
valued functions.
Let, as in previous subsection, the differential operator P be given by
P= :
|:| k
a::, (44)
where the coefficients a: now are allowed to be N_N-matrices with entries
belonging to L1loc(0) for some positive integer N. The order of P is k if at
least one of the matrices in [a:] |:|=k has an entry which is nonzero on a
set of positive measure.
For differential operators of this form, we now state the following
theorem.
Theorem 4.14. If 0/Rn is open and 1p<, p{2, no linear partial
differential operator of order higher than two which contains (C 0 (0))
N in its
domain of definition can generate a contraction semigroup on (L p(0))N.
Proof. Suppose that the operator P generates a contraction semigroup
on (L p(0))N and that it is written as in (44). Let a; be a matrix in
[a:] |:| =k which has a nonvanishing element. Then there is some c # CN
with |c|=1 such that (a;c, c) is nonzero on a set of positive measure.
Define the partial differential operator Q on C 0 (0) by
Qu=(P(uc), c) = :
|:|k
(a:c, c) :u, u # C 0 (0).
By our choice of c, this scalar operator is still of order k. From the
dissipativity criterion it follows that
0R |
0
(P(uc), uc) |uc| p&2 dmn=R |
0
(Qu) |u| p&2 u dmn
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for all u # C 0 (0). By Theorem 4.12, the order of Q is 0,1, or 2, so since the
order of P and Q are equal, the theorem is proved. K
5. CONTRACTIVITY ON THE CONE OF
NONNEGATIVE FUNCTIONS
In applications, solutions to the Cauchy problem are sometimes known
to be nonnegative functions on some interval. That is, for each t belonging
to some interval, the function s(t) # L p(0) in (4) is nonnegative. It is there-
fore natural to ask if there is an analogue to the contractivity property of
dissipative operators in this case.
In the rest of this section, let 0 be an open subset of Rn and write Lr
instead of Lr(0). All Lr-spaces, r # [1, ), will be real. Indices will appear
extensively in this section; the letters i, j, k and l are used for indices rang-
ing over [1, ..., n].
Lemma 5.1. Suppose that the Cauchy problem (4) is well-posed. If
1<p<, then
d
dt
&s(t)&p } t=0+ 0
for every s(0) # (D(A))+ if and only if
|
0
(Au) u p&1 dmn0 (45)
for every u # (D(A))+. In the case p=1, (45) holds for every u # (D(A))+ if
lim inf
t  0+
t&1(&s(t)&1&&s(0)&1)0 (46)
for every s(0) # (D(A))+.
Proof. Let 1<p<. Since s and the map L p  L1 given by u [ |u| p
are differentiable, the composition t [ |s(t)| p, taking R+ into L1, is dif-
ferentiable and the right-hand derivative at t=0 is
p(s(0)) p&1 s$(0).
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Thus we have the relations
lim
t  0+
&s(t)& pp &&s(0)& pp
t
= lim
t  0+ |0
|s(t)| p&(s(0)) p
t
dmn
=p |
0
s$(0)(s(0)) p&1 dmn
=p |
0
(As(0))(s(0)) p&1 dmn ,
implying that the one-sided derivative of &s(t)&p at t=0 exists and is
nonpositive for all nonnegative initial data if and only if (45) holds on
(D(A))+.
Let p=1. Consider the relations
&s(t)&1&&s(0)&1
t
= |
0
|s(t)|&s(0)
t
dmn|
0
s(t)&s(0)
t
dmn
 |
0
s$(0) dmn=|
0
As(0) dmn , t  0+.
By assumption, the limes inferior of the left-hand side is nonpositive for
every s(0) # (D(A))+, showing that (45) is nonpositive for all u # (D(A))+. K
Remark. Lemma 5.1 can also be reformulated as to be a parallel to the
result that the solutions to the Cauchy problem governed by a contraction
semigroup are norm decreasing: we obtain sufficient conditions for
t [ &s(t)&p to be nonincreasing on the interval [t1 , t2] if s(t) is a non-
negative function for every t # [t1 , t2]. Due to an example of E. B. Davies,
this formulation is not empty for all operators, i.e. there is an operator A
and a function s(t1) # (D(A))+ such that s(t) is nonnegative on some inter-
val with t1 as left endpoint. In fact, it can be shown that the pair
A=
d 4
dx4
, (s(0))(x)=
1
1+x2
give an interval [0, T], T>0, where s takes nonnegative values.
Theorem 5.2. Let 1<p<, p{2 and suppose that C0 (0) is a subset
of the domain D(A) of the linear partial differential operator A. Assume
furthermore that A has L1loc(0)-coefficients and that the Cauchy problem (4)
is well-posed for all nonnegative initial data in D(A). If
d
dt
&s(t)&p } t=0+ 0
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for every s(0) # (D(A))+, then either A is of order 0, 1 or 2, or A is of order
4 and 32p3.
Proof. In view of Lemma 5.1, this theorem is an immediate corollary of
Theorem 4.13. K
Remark. The case p=1 is not covered by Theorem 5.2, but we can
make the observation that if the operator
A= :
|:|k
a::,
having L1loc(0)-coefficients and satisfying the hypotheses of Theorem 5.2,
fulfills inequality (46) for every s(0) # (C 0 (0))
+, then
& :
|:|k
(&1) |:| :a:
is a positive measure in the sense of distributions. This follows by noting
that Lemma 5.1 implies that the functional
u [ &|
0
a::u dmn , u # C 0 (0)
defines a positive distribution and hence, see Ho rmander [6], can be
represented by a positive measure + on 0 through
u [ |
0
u d+, u # C 0 (0).
Comparing the two different expressions for the same functional the state-
ment immediately follows.
Theorem 5.3. Suppose that 1<p<, that 0/Rn is open, bounded and
has C-boundary and that the real constant coefficients [aijkl] fulfill
aijkl=ajkil=ajlik
for all i, j, k and l, and also fulfill the relation
:
1i, j, k, ln
aijkl!ij !kl0
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for all real symmetric n_n-matrices !=[!ij]. Then
|
0
(aijkli jkl u) u p&1 dmn0
for all nonnegative functions u # W4, p(0) & W 2, p0 (0) if and only if 32p3.
Proof. The necessity of 32p3 follows immediately from
Theorem 4.13.
Let X consist of all functions in C4(0 ) that, together with their
gradients, vanish on the boundary of 0, and suppose that u # X+. Denote
i u by ui , i ju by u ij , ... and define the functions v= u+= for =>0. We
have for fixed indices i, j, k and l
|
0
uijklv p&1= dmn =R(=)&( p&1) |
0
uijkul v p&2= dmn
=R(=)+( p&1) |
0
uijuklv p&2= dmn
+( p&1)( p&2) |
0
uijuk ul v p&3= mn , (47)
where the second equality follows by integration by parts and the first
equality follows from Gauss’ theorem, producing the boundary term
R(=)=|
0
uijkv p&1= e^l } n^ dS,
S being the (n&1)-dimensional Lebesgue measure on 0, e^l being the l th
unit vector and n^ denoting the outward unit normal on 0. But v= = on
the boundary and since 0 is bounded and the boundary is of class C , the
surface area of 0 is finite, implying that R(=)=O(= p&1). Furthermore,
|
0
uijukulv p&3= dmn =(3& p) |
0
ui ujuk ulv p&4= dmn
&|
0
ujku i ulv p&3= dmn&|
0
ujl uiukv p&3= dmn , (48)
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and combining this with (47) and permuting indices, we arrive at
|
0
uijklv p&1= dmn+O(=
p&1)
=
p&1
3 |0 (uijukl+ujk uil+ujlu ik) v
p&2
= dmn
+
( p&1)( p&2)
3 |0 (uij uk ul+ujkuiul+u jluiuk) v
p&3
= dmn (49)
=
p&1
3 |0 (uijukl+ujk uil+ujlu ik) v
p&2
= dmn
+
( p&1)( p&2)(3& p)
3 |0 uiuj ukulv
p&4
= dmn . (50)
Summing and letting = tend to 0, using dominated convergence, (50)
becomes
|
0
aijklu ijklu p&1 dmn
=( p&1) lim
=  0+ \|0 aijkluijuklv p&2= dmn
+
( p&2)(3& p)
3 |0 aijkluiu juk ul v
p&4
= dmn+ , (51)
where the first hypothesis on the coefficients [aijkl] has been used in the
first integral on the right-hand side. By setting !ij=uij , ! becomes point-
wise symmetric and hence, the second hypothesis on [aijkl] implies that the
first integrand on the right-hand side of (51) is nonnegative for every =. The
same holds for the second integrand, since defining !ij=uiuj makes ! point-
wise symmetric. Therefore, if 2p3, the whole right-hand side is non-
negative and the theorem is proven for 2p3 and u # X+.
Assume that 32p<2, let Z be the space of n_n-matrices equipped
with the standard scalar product, let Y be the subspace of symmetric
matrices and define the linear operator A: Y  Z by
A[!ij]=_:kl aijkl !kl& , ! # Y.
We see that the hypothesis on the constants [aijkl] implies that A is a
positive operator on Y, that is, (A!, !)Z0 for every ! # Y. This means
that
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the map (!, *) [ (A!, *)Z defines a (possibly degenerated) scalar product
on Y, enabling us to use the CauchySchwarz inequality to get
(A!, *)Z- (A!, !)Z - (A*, *)Z , !, * # Y.
This makes it possible to estimate the integrals on the right-hand side of
equation (51) in terms of each other. Going back to (48), summing and
using the inequality just stated with !ij=uij and *kl=uk ul , we have
3& p
3 |0 aijkluiu jukul v
p&4
= dmn
=|
0
aijkluij ukul v p&3= dmn
|
0 \ :i, j, k, l a ijkluijukl+
12
\ :i, j, k, l aijkluiuj uk ul+
12
_v p2&1= v
p2&2
= dmn
\|0 a ijkluijuklv p&2= dmn+
12
\|0 aijklui ujuk ul v p&4= dmn+
12
,
so
|
0
aijklu iujuk ulv p&4= dmn
9
(3& p)2 |0 aijkluijukl v
p&2
= dmn .
Substituting this estimate into (51), it follows that
|
0
aijkluijklu p&1 dmn
( p&1)(2p&3)
3& p
lim inf
=  0+ |0 aijklu ijuklv
p&2
= dmn ,
showing that the left-hand side is nonnegative, since the integrand on the
right, as before, is nonnegative for each =.
We have now shown that the conclusion of the theorem holds for all
u # X+. According to Lemma 3.2, X+ is dense in (W4, p(0) & W 2, p0 (0))
+.
Lemma 3.3 now shows that the theorem holds for the given function class.
K
Corollary 5.4. Suppose that 32p3 and that 0 and the coefficients
of the operator
A=&aijklijkl ,
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with domain W 4, p(0) & W 2, p0 (0), fulfill the hypotheses of Theorem 5.3.
Then any differentiable solution s of the Cauchy problem (4) with non-
negative initial value s(0) # D(A) fulfills
d
dt
&s(t)&p } t=0+ 0.
Proof. This follows directly by combining the sufficiency part of
Lemma 5.1 with Theorem 5.3. K
Example 5.5. The biharmonic operator 22= i, j ii jj meets the
condition on the coefficients in Theorem 5.3: write 22 as
a$ijkl=$ij$kl , aijkl=3&1(a$ijkl+a$jkil+a$jlik), 22=aijkl ijkl ,
where $ij is one if i= j and zero otherwise. Then
:
i, j, k, l
aijkl!ij!kl = 13 \:i, k !ii!kk+:j, k !jk !jk+:j, l !jl! jl+
= 13 \:i ! ii+
2
+ 23 :
i, j
!2ij0
for all real n_n-matrices !. Hence Corollary 5.4 holds with A=&22.
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