We present a general method to obtain the exact rate function Ψ [a,b] (k) controlling the large deviation probability Prob [IN [a, b] = kN ] e −N Ψ [a,b] (k) that an N × N sparse random matrix has IN [a, b] = kN eigenvalues inside the interval [a, b]. The method is applied to study the eigenvalue statistics in two distinct examples: (i) the shifted index number of eigenvalues for an ensemble of Erdös-Rényi graphs and (ii) the number of eigenvalues within a bounded region of the spectrum for the Anderson model on regular random graphs. A salient feature of the rate function in both cases is that, unlike rotationally invariant random matrices, it is asymmetric with respect to its minimum. The asymmetric character depends on the disorder in a way that is compatible with the distinct eigenvalue statistics corresponding to localized and delocalized eigenstates. The results also show that the level compressibility κ2/κ1 for the Anderson model on a regular graph fulfills 0 < κ2/κ1 < 1 in the bulk regime, in contrast to the behavior found in Gaussian random matrices. Our theoretical findings are thoroughly compared to numerical diagonalization in both cases, showing a reasonable good agreement.
Since the fundamental works of Wigner [1] and Dyson [2] [3] [4] that lay the foundations of random matrix theory, several observables related to the eigenvalue statistics of N × N random matrices have been studied and a wealth of quantitative information is currently available, constituting an invaluable tool to address problems in various disciplines [5] . A primary observable is the number of eigenvalues I N [a, b] within a bounded interval [a, b] on the real line. The statistics of I N [a, b] describes the ground-state fluctuations of manybody systems [6, 7] , whose experimental realization may be achieved by confining cold atoms in optical laser traps [8] . From a more theoretical perspective, the fluctuations of I N [a, b] provide a criterion to distinguish between the localized and the extended phase in non-interacting disordered electronic systems [5, 9] , due to the striking different behavior of the eigenvalue statistics in each phase. Several works have been also devoted to the statistics of the number of eigenvalues in an unbounded interval (−∞, b] [10] [11] [12] [13] [14] [15] [16] [17] [18] , which is relevant to problems in different areas, such as the study of the intricate energy landscape of disordered systems [10, 19, 20] , or the meaningful analysis of the correlation matrix built from large datasets [13, 17] . These works deal with rotationally invariant random matrices (RIRM), where the joint distribution of eigenvalues is analytically known and the Coulomb gas method can be applied, yielding analytical results not only for typical statistical fluctuations of I N [a, b], but also for atypical, rare fluctuations, which remain finite for N → ∞.
Although the Coulomb gas method has played a crucial role in random matrix theory, its application is limited to RIRM. The statistics of I N [a, b] in other interesting random matrix ensembles has eluded a careful treatment, as the analytical form of the joint distribution of eigenvalues is not generally known. In this sense, the most relevant examples come from spectral graph theory [21] , in which the central interest lies in the eigenvalue statistics of certain matrices related to sparse random graphs, defined as a set of N nodes connected randomly by edges. The behavior of the fluctuations of I N [a, b] in random graphs is an interesting subject from the theoretical side, due to the interplay between the distinct statistical properties of eigenvalues corresponding to localized and extended states, both usually coexisting in the spectra of random graphs [22] [23] [24] [25] [26] . In the last decade, random graphs have become a fundamental tool to explore different branches of science, finding applications in complex networks, spin-glasses and information theory (see [27, 28] and references therein). Another important application is the study of transport properties in disordered electronic systems, where random graphs give rise to mean-field models [22, 23, 25, [29] [30] [31] . Motivated by the connection between Anderson localization on a regular random graph (RRG) and localization in the Fock space of many-body quantum systems [32, 33] , there has been a renewed interest in the Anderson model on a RRG due to the possible existence of a novel, non-ergodic delocalized phase [31, [34] [35] [36] [37] [38] [39] [40] , which would be characterized by extended eigenstates corresponding to uncorrelated energy levels [31] . In spite of this ubiquitousness, analytical techniques to pursue an in-depth analysis of the eigenvalue fluctuations of random graphs are still lacking, even in the context of the well-studied Anderson model on a RRG.
In this paper we introduce a powerful method to compute analytically the rate function Ψ [a,b] (k) describing the large deviations that a large N × N matrix associated to a random graph model has
Our approach explores an analogy between spin-glasses and random matrices by mapping the problem of computing the cumulant generating function (CGF) of I N [a, b] in a freeenergy calculation reminiscent from spin-glasses, which can be pursued using the replica method [41] . In order to illustrate the general character of our technique, we present results for two different examples: (i) the rate function of RIRM studied up to the present. We argue that such asymmetry comes from the presence of both localized and extended states in the spectra of random graphs. As another outcome of the method, our results show that, for fixed L = O(1) and large N , the level compressibility κ 2 /κ 1 [42, 43] for the Anderson model on a RRG fulfills 0 < κ 2 /κ 1 < 1, which complies with the absence of strong level repulsion. All results are compared with numerical diagonalization of large random matrices, showing a fairly good agreement.
We consider an N × N symmetric real matrix H with eigenvalues λ 1 , . . . , λ N , where
Using the discontinuity of the complex logarithm along the branch cut on the negative real axis as a prescription of the
where a η ≡ a − iη and 
where · · · represents the average over the ensemble of random matrices H, specified through the distribution p(H). Combining eqs. (2) and (3), one can write
with
Assuming that
, from large deviation theory we have that
, where the rate function
while the th cumulant
Thus, the CGF is the central object of interest, since the computation of Ψ [a,b] (k) and κ [a, b] boils down to being able to determine
Fortunately, F [a,b] (y) can be calculated exactly for N → ∞ using spin-glass techniques [41] . According to eqs. (4) and (5), F [a,b] (y) is obtained from the ensemble average of imaginary powers of Z(z), which is an unworkable calculation. In order to overcome this obstacle, one employs the replica method as discussed in [46] , by defining the function
in terms of positive integers n ± . Once Q r (n + , n − ) is computed in the limit N → ∞, the function Q [aη,bη] (y) of Eq. (5) is recovered by making an analytical continuation of n ± to the complex plane and then performing the replica limit n ± → ±iy/π of Q r (n + , n − ). Although the general scheme of the replica approach, including the underlying interchange of limits N → ∞ and n ± → ±iy/π, has been rigorously established only for some disordered systems [47] , the replica method has proven to be a valuable tool to calculate exactly the averaged spectral properties of random matrices for N → ∞ (see [48] and references therein). All technical details of the replica method to compute Q [aη,bη] (y) are discussed in the supplemental material [48] .
In order to illustrate the versatility of our approach, we study two different examples: (i) the number of eigenvalues inside (−∞, L], also known as the shifted index number (SIN), for the adjacency matrix of Erdös-Rényi (ER) graphs [49] ; (ii) the number of eigenvalues within [−L, L] for the Hamiltonian describing the Anderson model on a RRG [50] . The statistics of I N is studied from the eigenvalues of an N × N symmetric random matrix H. Both models are defined by a common matrix H with entries H ij = i δ ij + c ij , where { i } are independent random variables drawn from the distribution P ( ).
The structure of each random graph is encoded in the entries {c ij } of the underlying adjacency matrix [49] : c ij = 1 if nodes i and j are connected, and c ij = 0 otherwise. The distributions of {c ij } for each example are presented in [48] . It is important to note that, for a RRG, the number of neighbors connected to each node is fixed to a integer c, while this quantity fluctuates from node to node in the case of ER random graphs, with an average value c ∈ R. We refer to [48] for further details regarding the definition of each random graph model.
We present below the main outcomes of the method, namely the analytical results for the rate functions in each case. Let F L (y) denote, respectively, the CGF's for the examples (i) and (ii) introduced above. After following the replica method [48] , one ends up with the expressions
where u and v are complex variables, and we have defined
. (11) The integrals with the measure du dv in Eqs. (9) and (10) run over all possible values of the real and imaginary parts of u and v, with the constraints Re u > 0 and Re v > 0 [48] .
The function µ(u) is the joint distribution of (Re u, Im u), while ν(u, v|c) is the joint distribution of the real and imaginary parts of u and v for a fixed c. These quantities are evaluated from
and z = L − iη. The symbol . . . denotes the average over . The system of equations is closed for each example by the equations for the joint distributions ω p (u) and ω a (u, v)
The limit η → 0 + is implicit in Eqs. (9) and (10) (13) in Eqs. (15) and (16), we obtain self-consistent equations for ω p (u) and ω a (u, v), whose solutions depend on y. As the y-dependent factors play the role of reweighting terms in Eqs. (15) and (16), these are solved numerically by a weighted population dynamics algorithm, discussed in [48] . The subsequent numerical solutions are used to evaluate the CGF's of Eqs. (9) and (10) figure 1 , where we compare the population dynamics results with numerical diagonalization of finite matrices. Since the probability of observing
there is a compromise between considering larger and larger N to suppress finite size effects while at the same time exploring a sizeable subinterval of k ∈ [0, 1]. In spite of this difficulty, numerical diagonalization results approach the theoretical results for increasing N .
The effect of the average connectivity c on Ψ
L (k) is its asymmetry around the position of its minimum, located at the typical value k typ = lim N →∞ I N (−∞, L] /N . This is at odds to the behavior of the rate functions describing the eigenvalue statistics in RIRM studied up to the present [6, [11] [12] [13] [14] [15] [16] [17] [18] , but consistent with the gradual change of the eigenvalue statistical properties as c increases [22, 23] . For c < 1, the graph is composed of finite, disconnected clusters, and all eigenvectors are localized [23, 53] , while a giant cluster emerges at c ≥ 1, with the spectrum presenting a mobility edge that separates lo- calized and extended eigenstates [24, 26, 53] . Level repulsion between neighboring eigenvalues is stronger for c ≥ 1 and, accordingly, samples that increase the SIN become less probable, resulting in rate functions that grow faster for k > k typ when compared to the left branch k < k typ . By rescaling c ij as
L (k) becomes gradually more symmetric for increasing c > 1 [48] , consistently with RIRM [6, [11] [12] [13] [14] [15] [16] [17] [18] .
Next we present results for the rate function Ψ Figure 4 displays population dynamics results for κ 2 /κ 1 as a function of W for fixed connectivity c = 3. The level compressibility κ 2 /κ 1 is a continuous and monotonic function of W ≥ 0, which approaches κ 2 /κ 1 → 1 only for W → ∞. More interestingly, it fulfills 0 < κ 2 /κ 1 < 1 for any W > 0 and, consequently, the number of energy levels inside [−L, L] corresponding to extended eigenstates follows a sub-Poissonian statistics. This is in contrast to the behavior of the extended states in Gaussian random matrices [6] , where κ 2 /κ 1 = 0 for an interval of size 2L = O(1), due to the strong level-repulsion. The population dynamics results are free of finite size effects, as they arise from the solution of eqs. (13) and (16), valid for N → ∞.
Finally, we remark that our results do not allow to draw conclusions on the existence of an ergodic/non-ergodic transition in the extended phase of the Anderson model on a RRG, since we have considered L = O(1), independently of N . Such transition can be studied, in principle, by computing κ 2 /κ 1 corresponding to the statistics of low-lying energies {λ i } that fulfill 1/N λ i E T , where E T ∝ (ln N ) −1 is the Thouless energy for the Anderson model on a RRG [54] . This is achieved by setting L = s/N , with s 1 [54] . Although we do not study local eigenvalue fluctuations, our approach opens the very interesting perspective that such problem can be addressed analytically by considering finite size corrections, following the ideas of [55, 56] . Work along this line is underway.
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