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ABSTRACT Metamodeling has become a crucial technique in the process of software development.
However, the level of metamodeling acceptance is still very low in software development companies. To the
best of our knowledge, this paper can be considered as the first that aims to examine the factors that affect
the metamodeling acceptance by software engineers. To achieve this aim, the technology acceptance model
was adopted and extended by adding additional factors, which are the organizational and team-based factor,
perceived maturity, and perceived effectiveness. Data were collected from 152 software engineers from
different software development companies in Malaysia. SmartPLS was used to conduct the partial least
squares-structural equation modeling (PLS-SEM) for assessing the measurement and structural models.
The results indicated that perceived usefulness, perceived ease of use, organizational and team-based factor,
perceived maturity, and perceived effectiveness have a significant impact on metamodeling acceptance. The
R2 was 0.887 for metamodeling acceptance, which indicates that the level of model prediction is relatively
substantial. Limitations and prospects for future research are also discussed.
INDEX TERMS Metamodelling, TAM, PLS-SEM, acceptance, Malaysia.
I. INTRODUCTION
Model Driven Engineering (MDE) is a software engineer-
ing (SE) technique that conceives models as the first phase
of the software development life cycle [1]. In MDE, before
building a software system, the model that explains the sys-
tems’ features and functionality should be developed [2].
Metamodelling is the MDE technique that describes the
model’s abstraction levels and their associations with one
another [3]. Metamodelling also refers to the precise syntax
in which the model should be identified through an explicit
modelling language [4].
Currently, there are several metamodelling frameworks.
The most popular one is the Meta Object Facility (MOF)
that was initiated by the Object Management Group (OMG).
The Eclipse Modelling Framework (EMF) gives the imple-
mentation of an essential MOF (eMOF). Based on the MOF,
there are four layers of the metamodelling architecture, which
are M3, M2, M1, and M0. M3 is the highest level, which
describes a meta-metamodel as the infrastructure for the
metamodelling architecture. M2 is the metamodelling layer,
which defines the concepts of class, attribute, association, etc.
for software systemsmodelling. M1 is the model layer, which
describes the instances of the metamodel and the information
domain. The lowest layer M0 contains user-defined objects,
which are the instances of the model and describe domain-
specific information.
Metamodelling is considered as a part of language engi-
neering in general, and Domain Specific Languages (DSL)
in particular [5]. A DSL represents a software system in
the concepts of domain, but not universal concepts of algo-
rithms and data. Thus, a DSL gives a notation to model the
knowledge of a specific domain. DSL elements are the typical
concepts and relationships of a particular domain. For exam-
ple, Business Process Model and Notation (BPMN) is one
of the DSLs used for a business process modelling. BPMN
has modelling elements such as activities, events, gateways
and connecting objects relationships like sequence flow, mes-
sage flow and data association. In addition, the DSL has
been successfully integrated in many SE applications such
as automation of a measurement system [6], safety-critical
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software development [7], and composition and verification
of multidisciplinary models [8].
Althoughmetamodelling technology is important, the level
of its industrial acceptance is still very low, and this problem
has been overlooked by researchers. The issue may refer to
the lack of educational background of software engineers
as well as the inertia of the software development industry.
To the best of our knowledge, there is no research devoted
to exploring the factors that influence the metamodelling
acceptance. This research conducts an empirical study to
evaluate the software engineers’ attitudes towards the use
of metamodelling in their software development companies.
The theoretical basis for the evaluation is the two main con-
structs of the Technology Acceptance Model (TAM), which
include perceived usefulness and perceived ease of use. Thus,
the TAM has been modified by adding other factors, which
were derived from the existing literature.
II. LITERATURE REVIEW
Metamodelling is the core of MDE, where it is used
for language engineering and domain modelling. Thus,
the acceptance of metamodelling can be considered in the
broader context of MDE adoption.
A study by [2] proposed the use of MDE for automating
data engineering tasks such as schema integration or conver-
sion which can be implemented in an information system.
Besides, a study by [9] addressed the use of MDE in an infor-
mation system by focusing on multilevel modelling to tackle
the interoperability in heterogeneous ecosystem in the oil and
Gas industry. In terms of metamodelling, a study by [10] used
the metamodelling approach in a security-critical system for
the purpose of integrating other models in multi-paradigm
modelling. Furthermore, a study by [11] used the meta-
modelling technique in a multi-agent system for supporting
real-time requirement constraint during the early stage of the
software development process to reduce the risk of software
failure.
A study by [12] argued that MDE technologies are incor-
porated in a large-scale commercial software development.
In addition, a study by [13] concluded that while MDE has
been widely accepted by academia, its industrial acceptance
is very limited. It is argued that many of the challenges
restricting industrial adoption are linked to the lack of mature
MDE tools. The focus of researchers was on areas where
existing tools and frameworks were not sufficient, and they
especially emphasized on metamodel development. One of
the few successful examples of metamodelling applications
is the study of [14], in which the use of the MetaEdit+
tool for the development of Domain-SpecificModelling Lan-
guages (DSML) in industrial projects for more than 10 years
was discussed. As indicated by [15], the MetaEdit+ tool
remains one of the most mature tools used in the industrial
domain. At the same time, a study by [16] argued that MDE
is still in the early phases of being successfully adopted
by industry. The reason for this could be that MDE must
prove its advantages over other development paradigms and
be supported by standardized tools. Another precondition
for successful adoption of MDE is that MDE should not
introduce more complexity than it removes.
It is argued by [17] that despite the wide interest in MDE,
there are no mature tools that support the UML-based MDE
approach. The study focused on addressing an industrial rel-
evance for these types of tools. A study by [18] presented
results from empirical research on MDE adoption. Based
on the qualitative questionnaire and interviews, the scholars
investigated a range of technical, organizational, and social
factors that influenced an organizational response to MDE.
One of the factors investigated was the MDE perception,
which is regarded as a successful or unsuccessful organi-
zational intervention. To understand the MDE adoption in
industry, they also learned social, technical, and organiza-
tional factors. In the same context, another study by [19]
described the practices of three commercial organizations
that adopted an MDE approach to their software develop-
ment. The scholars used in-depth semi-structured interviews
to learn about the experiences of MDE practitioners. This
allowed the researchers to identify the importance of complex
organizational, managerial, and social factors as opposed to
simple technical factors in the success or failure of the MDE
adoption. The study argued that the effective deployment of
MDE requires a progressive and iterative technique, trans-
parent institutional commitment and motivation, integration
with relevant organizational processes, and a well-defined
business target.
According to [20], despite the availability of published
evidence that MDE significantly improves the developer’s
productivity and product quality in industrial projects,
MDE adoption is still surprisingly low. The technical and
non-technical causes behind this issue were reviewed, and the
requirements for MDE to become a reliable approach to soft-
ware development were outlined. A study by [21] discussed
how model-based techniques can enhance the daily practice
of software specialists. It is anticipated that MDE adoption
in the software industry will grow exponentially in the near
future due to the convergence of software development and
business analysis processes. A study by [22] discussed the
impact of tools on MDE adoption. The authors of the study
argued that the lack of adoption ofMDE is due to the poor tool
support within an organization. The data taken from inter-
views with MDE practitioners were analyzed in the context
of the adoption of MDE tools.
According to [23],MDE has become an effective technique
used in industry. Many companies are beginning to evaluate
the possibilities for adopting it. The paper examined the cur-
rent state of MDE use in the software industry, summarized
the current obstacles for the adoption, and discussed MDE’s
advantages and limitations. Finally, the study outlined ideas
for a smoother transition toward a wider industrial adoption
of MDE. Recently, a study by [24] argued that while poor
tool support is often blamed for the low adoption of MDE,
the problem is also linked with social and organizational
factors. They revisited the past data onMDE usage in industry
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to categorize the issues that users had with the tools they
adopted. Based on the empirical data, they formulated a
taxonomy of tool-related considerations, which reflects the
MDE tooling.
Based on the given analysis, the level of MDE’s industrial
acceptance is still very low, and this problem is a topic in
the existing literature. According to the literature, it has been
observed that there is no research devoted to exploring the
factors that influence the MDE acceptance. Although studies
like [18], [19], and [24] presented the organizational factors
impacting MDE adoption, the reasons for MDE acceptance
need further investigation. The focus of this study is the meta-
modelling since it is the core of MDE. Based on the previous
assumptions, the present study empirically evaluates the soft-
ware engineers’ attitudes towards the use of metamodelling
in their software development companies. The present study
adopts the two main constructs of the TAM [25] (i.e., ‘‘per-
ceived usefulness’’ and ‘‘perceived ease of use’’) along with
the other factors, which are the organizational and team-based
factor, perceivedmaturity, and perceived effectiveness aiming
to study the metamodelling acceptance. The selection of the
TAM constructs could be the reason that the TAM is one
of the most popular information systems (IS) models [26],
and this popularity tends to explain the users’ acceptance
of any IS or technology. Furthermore, based on the existing
literature, it can be seen that the TAM has not been used to
examine the metamodelling acceptance.
III. RESEARCH HYPOTHESES
The literature review allows the authors to identify the
relevant factors to evaluate the software engineers’ accep-
tance of metamodelling technology. The proposed model
was constructed based on the two main constructs of TAM:
perceived usefulness and perceived ease of use, along with
the other factors including the organizational and team-based
factor, perceived maturity, and perceived effectiveness as
additional factors from the existing literature. Fig. 1 shows the
proposed model. It assumes that metamodelling technology
acceptance is affected by five factors, namely perceived use-
fulness, perceived ease of use, organizational and team-based
factor, perceived maturity, and perceived effectiveness. It also
suggests that perceived usefulness is affected by perceived
ease of use.
A. PERCEIVED USEFULNESS (PU)
Perceived usefulness (PU) refers to ‘‘the degree to which a
person believes that using a particular system would enhance
his or her job performance’’ [25]. In the software devel-
opment companies’ context, the higher the usefulness of
metamodelling in the process of software development, the
higher the software engineers’ acceptance of such technol-
ogy. According to [27], PU enhances the performance of
software measures, which in turn leverages its acceptance.
The PU was found to affect the acceptance of different tech-
nologies such as mobile learning [28], e-books [29], Google
 
FIGURE 1. The proposed model.
classroom [30], corporate blogs [31], and social media [32],
among many others. Thus, we hypothesized the following:
H1: There is a significant positive relationship between
perceived usefulness and metamodelling technology
acceptance.
B. PERCEIVED EASE OF USE (PEOU)
Perceived ease of use (PEOU) is defined as ‘‘the degree
to which a person believes that using a particular system
would be free from effort’’ [25]. In the software development
companies’ context, when metamodelling is perceived to be
easy to use, it is more likely to be accepted by software engi-
neers. According to [27], the PEOUmakes it easy to increase
the usage of software measures, which in turn increases its
acceptance. Furthermore, the PEOU of the software measure
can affect the PU of that measure. The PEOU was found to
affect the acceptance and PU of various technologies, such
as mobile learning [28], e-government services [33], cloud
computing [34], and social media [35], among many others.
Accordingly, we hypothesize the following:
H2: There is a significant positive relationship between
perceived ease of use and metamodelling technology accep-
tance.
H3: There is a significant positive relationship between
perceived ease of use and perceived usefulness.
C. ORGANIZATIONAL AND TEAM-BASED FACTOR (OTB)
The organizational and team-based factor is a key fac-
tor in predicting the acceptance of several technologies
and systems. In the context of this study, several stud-
ies like [18], [19], and [24] studied the impact of an
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organizational and team-based factor on MDE adoption.
However, further investigation is required in terms ofMDE in
general and metamodelling in particular. It is suggested that
if there is sufficient training and support for metamodelling
from the organization, the software engineers’ acceptance of
metamodelling will be enhanced. Therefore, we hypothesize
the following:
H4: There is a significant positive relationship between
the organizational and team-based factor and metamodelling
technology acceptance.
D. PERCEIVED MATURITY (PM)
Perceived maturity (PM) is defined as ‘‘the degree to which
tools are perceived as mature and suitable for the tasks in
hand’’ [36]. PM can also refer to the function of technol-
ogy uncertainty and inexperience [37]. PM is considered a
critical factor in the assimilation of OOP languages [38].
In the context of SE, PM is regarded as an essential factor
for determining the end-users’ acceptance of a particular
technology [38], [39]. In the context of this study, studies
like [36] and [40] indicated that PM has a significant effect
on MDE acceptance. Nevertheless, further examination is
required in terms of MDE in general and metamodelling in
specific. It is assumed that if metamodelling tools are reliable
and mature enough, the software engineers’ acceptance of
metamodelling will be improved. Hence, we hypothesize the
following:
H5: There is a significant positive relationship between
perceived maturity and metamodelling technology
acceptance.
E. PERCEIVED EFFECTIVENESS (PE)
Perceived effectiveness (PE) refers to ‘‘the degree to which
using a technology will provide benefits to consumers in
performing certain activities’’ [41]. According to the exist-
ing literature, PE was found to have a significant effect on
the acceptance of many technologies like web-based learn-
ing systems [42], location-based advertising messaging [43],
information security [44], and e-learning [45], among many
others. In the context of SE, a study by [39] indicated that
PE has a significant impact on computer-aided software engi-
neering (CASE) technology. It is suggested that the higher
the benefits of metamodelling in the process of software
development, the higher the software engineers’ acceptance
of such technology. Therefore, we hypothesize the following:
H6: There is a significant positive relationship between
perceived effectiveness and metamodelling technology
acceptance.
IV. RESEARCH METHODOLOGY
A. CONTEXT AND SUBJECTS
The target population of this study is the software engi-
neers working at different software development compa-
nies in Malaysia. All the companies use different software
development methodologies in the process of developing
multiple-purpose software. A total of 152 valid responses
were received out of 1375 emails sent including the survey
link, which indicates a response rate of 11%.
B. SURVEY INSTRUMENT
An online questionnaire survey was sent through email to
all the software engineers for the purpose of data collection.
The survey consisted of three different parts. The first part
was a general information about the respondents. The second
part was dedicated to evaluating the respondents’ attitudes
towards the use of metamodelling technology based on the
proposed factors (perceived usefulness, perceived ease of use,
organizational and team-based factor, perceivedmaturity, and
perceived effectiveness). Those factors were used as deter-
minants for users’ acceptance of metamodelling technology
in the proposed model. The third part included open-ended
questions in which respondents were required to give their
comments and recommendations to implement the meta-
modelling technology in their company. The items used for
perceived usefulness and perceived ease of use constructs
were adopted from [25] with some modifications to suit the
purpose of the current study. In addition, the items used for the
organizational and team-based factor were adopted from [27],
while items used for the perceived maturity were adopted
from [38], and perceived effectiveness from [42] and [46].
The list of the constructs and their corresponding items are
detailed in the Appendix.
C. DATA ANALYSIS
In this study, we followed the suggested methodological
guidelines for conducting IS adoption research [47]. In that,
the Partial Least Squares-Structural Equation Modelling
(PLS-SEM) method using SmartPLS 3 is employed for
undertaking the statistical analysis [48]. Due to the reason that
this study is exploratory in nature, the PLS-SEM is suggested
to be the appropriate approach for this kind of studies [49].
In terms of the measurement model, [49] suggested that
researchers should measure the outer loadings of the items
and the average variance extracted (AVE) for establishing
the convergent validity. Additionally, [49] recommended two
measures for confirming a discriminant validity including
cross loading and Fornell-Larcker criterion. Moreover, [50]
proposed measuring the Heterotrait-Monotrait ratio (HTMT)
as another measure for evaluating the discriminant validity.
In terms of the structural model, the path coefficients and
the coefficient of determination (R2) will be measured [49].
Consequently, all the aforementioned criteria were followed
in order to evaluate the measurement and structural models.
V. RESULTS AND DISCUSSION
A. DESCRIPTIVE ANALYSIS
The first part of the survey concerns about the demographic
information of the respondents, such as age, gender, coun-
try, and educational level. It also covers the development
methodology used by the company and the type of software
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TABLE 1. Measurement model results.
companies. Among the 152 respondents, 53.9% are males,
and 46.1% are females. In addition, the respondents are aged
between 20 to 27 years (52.6%), followed by 28 to 39 years
(44.1%) and 40 to 54 years (2.6%), respectively. Addition-
ally, the majority of the respondents hold bachelor’s degrees
(75%), while respondents who are still undergraduates cover
the second largest portion in the survey (15.1%), followed by
respondents with a master’s level degree (6.6%). There are a
few respondents who hold a doctorate degree, at only 3.3% of
the total respondents. Furthermore, 14.5% of the respondents
are working in companies with 250 employees and above,
while only 1.3% of the respondents are working in compa-
nies with 1-5 employees. In terms of the software develop-
ment methodology used, most of the respondents apply the
agile software development in their company. The second
most popular methodology is the Software Development Life
Cycle (SDLC), which approximately comprises 53.3% of the
companies use. The third most popular method is the Spiral
method with 26.3%, followed by the Waterfall with 20.4%,
the Scrum method with 17.8%, and the Rapid Application
Development (RAD) with 17.1%, respectively. In terms of
metamodelling technology awareness, 88.8% of the software
engineers indicated that they do not have experience with
this technology, while only 11.2% are experienced with this
technology.
B. QUALITATIVE ANALYSIS
The third part of the survey analyses the reasons preventing
the use of metamodelling technology and gathers suggestions
from respondents to increase the level of industrial accep-
tance of the metamodelling. Most of the respondents indi-
cated that the main factor that may prevent the use of meta-
modelling technology in their company is the increasing cost
of software design and development. This is because experts
are hard to find in this field, so hiring experts and purchasing
tools for their company are usually expensive. Furthermore,
training will be costly to the company since many employees
are new to this technology, and sufficient training is required
for them to become familiar with metamodelling. Software
engineers also feel that they do not have adequate knowledge
of the metamodelling technology. As such, they do not know
what the technology is and how it can be implemented.
To increase the level of industrial acceptance of the
metamodelling, respondents agreed that training will be an
effective procedure to be performed and organized by the
decision makers of the company. Additionally, some respon-
dents suggested that instead of providing training in the
company itself, this procedure can be organized as a course
in a university so that they will have sufficient knowledge
in metamodelling, which can then be implemented in their
company when there is a need. Moreover, conferences, sem-
inars, and real case studies are highly encouraged by respon-
dents to increase the level of industrial acceptance of the
metamodelling technology.
C. MEASUREMENT MODEL ASSESSMENT
To measure the reliability of each item, the factor loading
should be measured. According to [49], a threshold value
equal to or greater than 0.7 for each item’s loading is con-
sidered as reliable. In addition, the Cronbach’s Alpha and
composite reliability values should be equal to or greater than
0.7. According to Table 1, it can be seen that all the items are
reliable and meet the suggested criteria. Moreover, the AVE
refers to the grand mean value of the squared loadings of
the items related to the construct and is considered the main
measure for confirming the convergent validity. A value equal
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to or greater than 0.5 for the AVE indicates that the variable
explainsmore than half of the variance of its items [49]. Based
on Table 1, the values of Cronbach’s Alpha and composite
reliability are all greater than 0.7, and the values of AVE
are greater than 0.5. Hence, this shows that the convergent
validity is confirmed.
To confirm the discriminant validity, the Fornell-Larcker
criterion, cross-loadings, and the HTMT ratio should be mea-
sured. In terms of the Fornell-Larcker criterion, the square
root of the AVE (diagonal value) for each construct should
exceed the correlation of latent constructs, which is satisfied
in the current study as shown in Table 2. In terms of the
cross-loadings, the loading of each indicator should be higher
than the loadings of its corresponding constructs’ indicators.
According to Table 3, it can be seen that the cross-loadings
criterion is met. With respect to the HTMT ratio, a value
of less than 0.85 for HTMT should be fulfilled. Based on
Table 4, we can notice that the HTMT criterion is satisfied,
and therefore, showing that the discriminant validity is con-
firmed.
TABLE 2. Fornell-larcker criterion results.
D. STRUCTURAL MODEL ASSESSMENT
The explanatory power of the model is assessed bymeasuring
the discrepancy amount in the dependent variables of the
model. With regard to [49], the R2 and path coefficients
are considered the main measures for evaluating the struc-
tural model. As depicted in Fig. 2, the model has an R2
value of 88.7% formetamodelling technology acceptance and
48.3% for perceived usefulness.
With respect to path analysis, Fig. 2 and Table 5 describe
the path coefficients and p-values for each hypothesis. It is
clearly shown that all the hypotheses are supported, which
in turn reveals that all the paths are significant between
the independent and dependent variables. H1 (B = 0.270,
p < 0.05) describes the path between perceived usefulness
and metamodelling technology acceptance, indicating that
the perceived usefulness enhances the acceptance of meta-
modelling technology by software engineers.H2 (B = 0.240,
p < 0.05) shows the path between the perceived ease of use
and metamodelling technology acceptance, representing that
the perceived ease of use leverages the software engineers’
acceptance of metamodelling technology. H3 (B = 0.695,
p < 0.001) demonstrates the path between the perceived ease
TABLE 3. Cross-loadings results.
TABLE 4. Heterotrait-monotrait ratio (HTMT) results.
of use and perceived usefulness, revealing that the perceived
ease of use positively influences the perceived usefulness
of metamodelling technology. H4 (B = 0.082, p < 0.05)
describes the path between the organizational and team-based
factor and metamodelling technology acceptance, indicating
that the organizational and team-based factor significantly
affects the software engineers’ acceptance of the metamod-
elling technology. H5 (B = 0.196, p < 0.05) shows
the path between the perceived maturity and metamodelling
technology acceptance, indicating that the perceived maturity
enhances the acceptance of metamodelling technology by
software engineers. H6 (B = 0.324, p < 0.01) demonstrates
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FIGURE 2. Path analysis results.
TABLE 5. Hypotheses test results.
the path between the perceived effectiveness and metamod-
elling technology acceptance, revealing that the perceived
effectiveness leverages the software engineers’ acceptance of
metamodelling technology. The results of this research study
suggest that the PEOU, PU, OTB, PM, and PE positively
affect the metamodelling technology acceptance by software
engineers who perceive the use of metamodelling as easy and
useful, and they are highly motivated towards the use of this
technology in their company.
VI. LIMITATIONS AND FUTURE WORK
The response rate of the participants was relatively low. Only
152 responses were gathered out of 1375 emails sent. A small
number of participants do not represent all the software engi-
neers’ groups and cannot give a reliable picture of the meta-
modelling technology acceptance in software development
companies inMalaysia. In future work, the number of respon-
dents needs to be increased to have a better understanding
of the studied problem. Other than Malaysia, other countries
need to be added in the survey to deduce a possible difference
in responses. In addition, the TAM has been extended by
adding three additional factors including the organizational
and team-based factor, perceived maturity, and perceived
effectiveness. In future work, additional research is required
to examine the impact of other factors that may affect the
metamodelling technology acceptance.
VII. CONCLUSION
The contribution of this paper is twofold. First, this is
the first study that attempts to examine the metamodelling
technology acceptance in general and to focus on soft-
ware engineers in particular. Second, the TAM has been
extended by adding three additional factors, which are the
organizational and team-based factor, perceived maturity,
and perceived effectiveness to examine the metamodelling
technology acceptance. Our results indicated that perceived
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usefulness, perceived ease of use, organizational and team-
based factor, perceived maturity, and perceived effectiveness
have a significant positive effect on metamodelling tech-
nology acceptance. Additionally, perceived ease of use was
found to affect the perceived usefulness of metamodelling
technology. This is considered a new finding to the existing
body of knowledge, as the literature has neglected to examine
the impact of such factors on metamodelling acceptance.
These empirical results have managerial implications
which are relevant for the policymakers and IT managers of
the software development companies in the developing coun-
tries in general, and theMalaysian software companies in par-
ticular. In that, the decision makers of these companies need
to schedule training sessions regarding metamodelling for
their software engineers in order to enhance their awareness,
and thereby, increase their industrial acceptance of meta-
modelling. Moreover, since perceived usefulness, perceived
ease of use, organizational and team-based factor, perceived
maturity, and perceived effectiveness were found to have a
significant effect on metamodelling technology acceptance,
the IT managers should take these factors into consideration
while employing the metamodelling in their companies.
APPENDIX
Perceived Usefulness
PU1: Metamodelling technology can improve the software
development process.
PU2: Metamodelling technology can accomplish software
development tasks more quickly.
PU3: Metamodelling technology can save a lot of time.
PU4: Metamodelling technology can increase the produc-
tivity of software development.
PU5: Metamodelling technology can enhance the quality
of software development.
Perceived Ease of Use
PEOU1: Metamodelling technology is easy to use.
PEOU2: Metamodelling technology requires no training.
PEOU3: Metamodelling technology is convenient.
Organizational and team-based factor
OTB1: My company has experts in the metamodelling
technology.
OTB2: My company has strong competence in using the
metamodelling technology.
OTB3: My company should provide training for the
metamodelling technology.
OTB4: My company has projects that require the
application of metamodelling technology.
OTB5: Metamodelling technology is supported in my
company.
Perceived Maturity
PM1: Metamodelling technology has mature and reliable
tools.
PM2: Experiences of metamodelling technology are accu-
mulated in the IT industry.
PM3: Metamodelling technology has many real-world
applications.
Perceived Effectiveness
PE1: Metamodelling technology provides effective
solutions.
PE2: Metamodelling technology avoids spending exces-
sive time on unimportant tasks.
PE3: Metamodelling technology enables hiding the
complexity of large software systems.
Metamodelling technology acceptance
MA1: I like to use the metamodelling technology.
MA2: I am positive towards themetamodelling technology.
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