Empirical research in any field is frequently hampered by missing data, but in no field is the problem more pervasive than in the social sciences. Research subjects may fail to respond to every item on a survey, students may be absent from classes during testing, questionnaires may be lost or inadvertently discarded by either the respondent or the researcher. To this list, one must add the considerations of equipment failures, illegible handwriting, and miscoded data fields.
Each time a set of data with missing fields is encountered, some type of missing data treatment is mandated. Summary statements in research reports such as "the missing data were ignored" or "only complete cases were used in the analysis", suggest that the explicit treatment of data absences is optional in statistical analyses. Such statements are misleading, flowever, because they describe (although implicitly) two types of missing data treatments, namely the pairwise and listwise deletion procedures. The researcher may be unaware that any missing data treatment has taken place, and consequently may be unconcerned about the effects of such treatment on any subsequent analyses, interpretations, and conclusions.
Although discourse on methc,...s for dealing with missing data is not uncommon in the social science literature, and although packaged computer sof ware for applied data analysis typically is programmed to treat missing data without explicit user directions, little is presented either in research literature or in softvAre users' manuals to guide the applied researcher in grappling with the problem in any practical manner. The issues surrounding the problem of missing data and its treatment are presented in surprisingly vague and imprecise terms. Typically, the researcher is advised that if data are randomly missing and if the amount of missing data is not excessive, then any treatment is as good as any other.
The purpose of this research is to provide practicing resean7hers with practical advice on three missing data issues:
(a) the extent to which data may be missing before statistics are seriously affected, (b) the best treatment to apply to missing data matrices, and (c) the effects of missing data and their treatment on the statistics interpreted in applied research.
Classifications of tlissing DatA Little and Rubin (1987) This is contrasted with the second type, situations in which a missing data point represents unique information which is different from any observed values of the variable. For example, a respondent who is unable to indicate a preference between products or political candidates represents a new response category (i.e., No Preference), not an underlying preference which was masked by the occurrence of nonresponse.
In another broad categorization of missingness, Anderson, Basilevsky, and Hum (1983) distinguished situations in which data are missing by design, and those in which data are inadvertently missing. Of the former type, experimental designs such as the Latin-square design are examples. In such designs, combinations of independent variables are purposely omitted under the explicit assumption that interaction effects are negligible. An additional example of data missing by design, encountered in survey research, is partial matrix sampling (Shoemaker, 1973) . The distinguishing feature of data missing by design is that the occurrence of missing data is under the control of the researcher. The occurrence of inadvertently missing data, in contrast, is not under the direct control of the researcher. Malfunctioning equipment, non-readable survey responses, and student absenses on the day of data collection -2-are examples of data that are missing inadvertently.
An additional categorization of types of missing data distinguishes missing fields from missing entire records. The latter is the problem of nonresponse in sample surveys, while the former is the problem of a single variable (or several variables) being unobserved in an otherwise complete case. The treatment of missing records is typically different from the treatment of missing fields within records.
Finally, the intent of the analysis of data has been used to distinguish among types (Frane, 1976) .
Analyses intended to provide estimates of parameters and tests of hypotheses regarding the magnitudes of parameters may be subject to different missing data treatments than analyses intended to estimate derived scores for individual subjects, such as factor scores.
The nature of randomness in missing data has received much attention in the consideration of types of missing data. Little and Rubin (1987) distinguish between the assumptions of data being "Missing at Random" and data being "Observed at Random" (see also Rubin, 1976) .
The first type consists of situations in which the observed units are a random subsample of the sampled units.
The observance of a variable (or conversely, the occurrence of a missing data point for a variable) does not depend on the value of the variable itself. Data are "Observed at Random" if the observed units are a random subsample only within classes of some other variable.
Thus, missing data on X1 is correlated with some other variable, X2. Given knowledge of X2, however, the missingness on X1 can be made conditionally independent.
p%n Overview of Treatments of Missing Data
Although the specific methods of treating missing data that have been detailed in the literature are numerous, two fundamental approaches are evident. In the first general approach, missing data are not included in the statistical calculations. Entire data records evidencing missing data may be deleted (the listwise deletion approach) or observations are deleted only if the missing data occur on variables needed for a particular calculation (the pairwise deletion approach). In the second general approach to missing data treatment, an estimate of each missing datum is calculated and the estimated value is used in statistical computations. The estimated value may be the mean of the variable for the total set of data (the mean substitution approach), the mean of a subgroup Gf the data (subgroup mean substitution), the value of the variable occuring on a similar data record (the hot-deck approach), or a predicted value based upon the relationships among variables in the data. This latter prediction of missing data may be based upon the regression of the variable with missing data on the single variable most highly correlated with it (the simple regression estimation approach) or the regression may be computed on all variables (the multiple regression approach). Frane (1976) provided a lucid critique of the many forms of regression approaches to missing data treatment.
In contrast to the deletion techniques and the imputation techniques, the maximum likelihood approach to missing data treatment uses the charLcteristics of an assumed population distribution to provide estimates of the values of parameters (typically, a vector of population means and matrix of population variances and covariances). The values are selected which maximize the likelihood of the observed data, given the population distribution.
Most published considerations of the maximum likelihood procedures for treating missing data are found in the technical statistics journals (Kariya, Krishnaiah, & Rao, 1983; Dempster, Laird, & Rubin, 1977) and are not encountered in the journals of applied research. The technical treatments of the procedures, although appropriate for the target journals, may reduce their appeal to practitioners. The practical utility of maximum likelihood estimation procedures may be further reduced because the procedures are not available as options in packaged statistical analysis programs (a notable exception being the BMDP package, Dixon, 1983) .
Comparisons of Misging_Datz Treatments
With the breadth of missing data treatments available, ranging from default methods on statistical packages to those requiring iterative estimations, applied researchers are likely to be confused about which methods work best with particular data structures and with particular levels of missing data. The extant literature on the comparison of missing data treatments may leave the researcher with few clear guidelines.
Research on missing data treatments that will be useful to researchers facing a missing data problem should address three practical concerns evident in applied data analysis:
1. The impact of missing data and the effectiveness of their treatment must be examined in terms of the effects on the parameter estimates that are to be interpreted.
2. The effects should be examined in the context of the sampling variation of the parameter estimates.
3. The data matrices investigated should reflect realistic data encountered in actual field research.
Comparisons Using_Computer Generated Data Haitovsky (1968) compared listwise and pairwise treatments with eight sets of data generated from either multivariate normal or uniform distributions. Haitovsky examined the bias and variance of each regression weight as criteria of the -5-effectiveness of the missing data treatments. The listwise approach was found to be superior to the pairwise method in both bias and efficiency, although no test of the significance of differences was conducted. Timm (1970) compared the use of four missing data techniques in the computation of correlation matrices and variance-covariance matrices. Using samples generated from multivariate normal distributions, Timm randomly deleted 1%, 10%, or 20% of the data.
The samples were generated in accord with correlation matrices obtained from field research, to represent patterns of high, moderate, and low levels of variable intercorrelations.
The number of variables comprising the matrices was controlled at two, five, or 10 variables.
The missing data treatments were evaluated on the basis of the difference between the known population matrix and the matrix computed from the treated data. No uniformly best technique was observed in the study, although the regression estimation technique showed the highest average congruence with the population matrices. The design included only three samples from each combination of sample size, number of variables, proportion missing, and extent of variable intercorrelation. Additionally, Timm presented the results as relative efficiencies (ratios of the effectiveness of one treatment to the effectiveness of another). Such a presentation allows comparisons between pairs of methods, but mitigates any attempt at discerning the degree to which any of the techniques reproduced the original population matrices. Gleason and Staelin (1975) compared the effectiveness of five missing data treatments in reproducing known population correlation matrices, using the same measure of differences between matrices as Timm (1970) .
The researchers manipulated sample size, number of variables, average magnitude of intercorrelation between variables and the proportion of missing data. The study provided no replications within cells, i.e., only one sample was drawn from each combination of sample size, -6-fi number of variables, average intercorrelation, and proportion missing. Additionally, some missing data treatments were applied in situations that normally would be inappropriate in actual data analysis.
The number of variables (three levels: 101 15, and 30) was large relative to the number of observations (three levels: 50, 100, and 200) . The construction of a regression equation to predict a missing value using 29 predictors when thl number of cases prior to missing data deletions is only 50 must be viewed as a questionable practice at best (Frane, 1976) . Beale and Little (1975) compared six missing data treatments in treating samples from computer-generated multivariate distributions, produced according to seven patterns of correlation.
Samples of sizes 50, 100, and 200 were selected and random deletions of 5%, 10%, 20%, or 40% of the observations on each variable were produced. The criterion of the effectiveness of missing data treatments was the percent increase in the residual sums of squares (over the complete data case), when the complete data were fitted to the obtained regression equation.
Beale and Little's results support the use of an iterated regression estimation/ especially with 40% of the data missing. Data were randomly generated to conform to several correlation patterns and all were drawn from the multivariate normal distribution. Following sample generation, the values of one predictor were randomly deleted, yielding three levels of missing data (10%, 25%, and 50%). All comparisons were made relative to the maximum likelihood estimator.
The absolute value of the deviation of the maximum likelihood estimator from the known regression coefficient was compared to the deviation of the other estimators from the known. The results were reported as the proportion of such comparisons in which the ML procedure deviated more (the magnitudes of the deviations were ignored). These comparisons were conducted for estimates of the regression coefficients for the variable with missing data and the coefficients for the variable without missing data.
Only partial results were reported by the authors.
For the variable without missing data, 72 comparisons were reported (three comparisons between estimators, eight patterns of correlation, and three degrees of missing data). Although most of the proportions reported favor the maximum likelihood method (most were less than 0.5), and the authors interpreted the results as supporting the superiority of maximum likelihood techniques, only 16 of the 72 comparisons were significantly different from a null proportion of 0.5 (constructing 95% confidence intervals around the reported proportions). Of these, 10 comparisons were between the pairwise deletion approach and the maximum likelihood approach. In the estimation of the regression parameter of the variable with missing values, only the comparisons between the listwise procedure and the ML procedure were reported. Of these 72 comparisons, none was significantly difierent from the null proportion. Kim and Curry (1977) The index of effectiveness of the missing data procedures was the deviation of the zero-order correlation coefficient from the total sample value.
Ths deviation was averaged over the entire matrix. These researchers, in contrast to Haitovsky, found that pairwise deletions were superior to listwise. Moreover, the differences between estimated correlations and "true" correlations were only slightly greater than the sampling variation in the coefficients obtained from the complete samples.
The contradictory results obtained by Kim and Curry (1977) and Haitovsky (1968) on the relative effectiveness of listwise deJetion and pairwise deletion may have little consequence in practical applications.
Kim and Curry examined data generated from a single multivariate distribution and drew only 10 samples for their computations, and in neither study were the magnitudes of the effects tested for statistical significance. The later research by Basilevsky, Sabourin, Hum and Anderson (1985) and Donner and Rosner (1982) suggest that the differences between these methods are small and nonsignificant even with much greater proportions of data missing. within his research design, so an evaluation cf the stability of the resulting equations was also not possible.
Comparisons Incorporating Sampling Variability
Raymond and Roberts (1987) compared four common missing data procedures: listwise deletion, mean substitution, simple regression estimation, and iterated regression estimation. Using computer generated multivariate normal datasets for three predictors and one criterion variable, the researchers compared the four techniques while manipulating sample size (with sizes of 50, 100, and 200), and the percentage of missing data (2%, 6%, and 10%). Additionally, the characteristics of the matrix of correlations among the four generated variables were manipulated to conform to matrices encountered in selection research. The efficacy of missing data treatments was indexed by two regression criteria, the deviation of R2 from that of the complete sample and the sum of regression weight deviations from those of the complete sample.
The data were analyzed using analysis of variance. The experimental design crossed sample size, percent missing, and missing value treatment. The data matrix provided 30 replications per cell.
The datasets generated from each of the four correlation matrices were analyzed separately. Significant main effects for sample size and proportion missing were obtained, as expected (as sample size increases and as the proportion of missing data decreases, che effectiveness of any missing data treatment is improved). Additionally, as expected, the researchers found that the four missing data procedures converged as the sample size increased and as the proportion of L.i.sing data decreased. This corresponds to the textbook prescription that if little data are missing, all methods are aLout equally effective.
In general, the two regression estimation procedures (simple regression and iterated regression) were superior to the others and the mean substitution procedure was superior to the case deletion method.
In addition to the accuracy of the estimates, the obtained variability of the estimates followed the same pattern, i.e., the regression estimates were the most consistent and the case deletion method was the least consistent.
Because case deletion is the typical default missing data treatment in multivariate software, the results of the Raymond and Roberts' study suggest that "ignoring the missing data" is not only not the best approach, it may be the worst approach.
While the obtained effect was evident on either criterion measure of effectiveness, the differences between missing data treatments were more pronounced on the regression wei,7,nt criterion than on the overall magnitude of R2. Basilevsky, Sabourin, Hum, and Anderson (1985) compared nine missing data treatments using computer generated multivariate normal data. In addition to several deletion and imputation methods, the3e authors included several estimation techniques based on a principal components analysis (originally derived by Dear, 1959) . The latter tecktniques derive the largest principal components from the complete data matrix and use these components to estimate Individual missing data elements.
The researchers controlled sample size (two levels: n=60 and n=600), degree of collinearity among five predictors (three levels: .10, .50, and .90), predictability of the dependent measure (three levels: R2-.20, .50, and .90), and extent of missing data (three levels: 10%, 30%, and 50% missing). The fifth factor (the missing data treatment) was designed as a within-subjects factor giving a five-dimensional completelycrossed design. Ten replications (different computer generated samples) were produced for each cell. Three dependent measures were used to evaluate the effectiveness of the missing data treatments: deviation of obtained value of R2 from actual R2, average regression weight deviation from the actual values, and difference in mean square error from that of the population% Unfortunately, the results of the study are difficult to assess because of the way in which they were reported. The authors asserted that no significant interactions were obtained in the study but no ANOVA table was providd in their report.
It is surprising that the convergence of methods when applied to larger samples and samples with greater degrees of completeness reported by Raymond and Roberts (1987) was not replicated on these data. Additionally, the results were reported in the form of Fisher LSD comparisons of each treatment with the treatment that gave the least degree of deviation from the complete sample values.
The significance of the deviation of any missing data treatment method from the results obtained for the complete sample was not evaluated.
Further, the results were reported as common logarithms, having been transformed from the original values for the analysis of variance.
While this simulation sugges that the commonly used missing data treatments may be superior to more complex treatments and are certainly no worse, the artificial nature of the simulated data limits its generality (the multivariate normal distribution used to generate the data had all pairwise zero-order correlations among the predictors equal to each other).
Further, the lack of clarity in the reported results limits the degree of confidence in the outcome.
The research also failed to indicate how poorly Any estimate was, so conclusions about how much missing data is too much cannot be reached.
Summary
The empirical comparisons of missing data treatments are of limited utility to the applied researcher, not because the results are contradictory (although such contradictions are evident in the research summarized here), but because the critical concerns of the applied researcher have been inadequately addressed.
First, the effectiveness of a missing data treatment must be evaluated against a criterion. The early report of Guertin (1968) and the more recent work of Raymond (1987) showed that different missing data treatments lead to different values for computed statistics but allow no method of determining which value of the statistic is closest to the truth (either the parameter being estimated or the sample value of the statistic which would have been obtained if no data were missing). The work of Timm (1970) , Donner and Rosner (1982) , and Raymmd and Roberts (1987) evaluated effectiveness in terms of deviation from a criterion. When such results are presented as ratios, the relative effectiveness of treatments can be addressed but an index of the absolute effectiveness of any treatment is lost. Beale and Little (1975) reported results as direct deviatIons from a criterion without creating ratios, a presentation which allows the reader to judge the absolute effectiveness of a treatment for a given missing data situation.
The choice of a criterion is a closely related issue. Timm (1970) and Gleason and Staelin (1975) used an index of agreement between correlation matrices as the criterion of effectiveness. In much applied research, the correlation matrix is only a preliminary step in the analysis. The use of regression coefficients and associated statistics as criteria more closely address the effects of treatments on statistics which are likely to be critical to a research project. Beale and Little's (1975) criterion of the percent increase in SSresid provides an index of the overall quality of a regression equation. Most applied research, however, involves the interpretation of regression weights and magnitudes of R2. The effects of missing data treatments on these statistics may not be proportional to those observed on sums of squares, as suggested by the research of Basilevsky et al. (1985) .
Second, the manifest differences among outcomes must be compared with differences likely to arise due to chance.
Although some researchers have reported tests of hypotheses regarding differences among treatments (Basilevsky et al., 1985; Raymond and Roberts, 1987) , no test of the significance of the difference between a treated matrix and the complete sample matrix has been reported. Kim and Curry (1977) reported that the estimated values obtained from their treated matrices were not notably discrepant from the variation in complete data statistics resulting from sampling.
Finally, the treatments must be applied to realistic situations. Comparisons based on actual field data (Guertin, 1968; Raymond, 1987) or on simulations based upon matrices obtained from field data (Timm, 1970; Raymond & Roberts, 1987) provide a better index of effectiveness than simulations based upon matrices not encountered in the real world (Basilevsky et al., 1985) .
In general, simulation studies have dealt with idealized data produced by random number generators following an exact mathematical model (typically the multivariate normal distribution).
Any actual field data naturally violates distributional assumptions to some extent. Further, the studies have failed to provide answers to the critical questions facing applied researchers concerning the selection of treatments and the amount of missing data. An examination of the effects of missing data treatments with actual field data rather than with computer generated data provides a useful extension and test of the real-world applicability of the simulations. Attention to the significance of differences in results obtained from the incomplete samples from those obtained in the complete samples will potentially yield insights not suggested from the previous research.
Method
Bootstrap samples were drawn from three large sets of actual field data, representing three types of data commonly encountered in social research: achievement test data, opinion rating scales (Likert rating data), and factor score scales (psychological trait data). Each sample was analyzed as a twopredictor regression model. Descriptive statistics on the variables comprising the three sets of data are presented in Table 1 , and the regression models computed on these pseudopopulations are presented in Table 2 .
From each data set 100 samples of size 50, 100, and 200 were drawn with replacement. Within each of the samples of each size, a proportion of the observations were randomly selected and assigned missing values in lieu of the existing values of one predictor variable. One hundred samples were examined at each of six levels of missing data: 10%, 20%, 30%, 40%, 50%, and 60% missing. Finally, the 100 samples of each size were examined with no missing data.
Treatments of the missing value data sets based upon listwise deletion, pairwise deletion, mean imputation, simple regression imputation, and multiple regression imputation were computed and the resulting regression parameters were compared with those of the 100 samples with no missing data. The details of these MDTs have been extensively described elsewhere (e.g., Kim & Curry, 1977) , and will not be repeated here.
Data Analysis
This experimental study representsa3X3X6X5 design, with two between-subjects factors (parent population and sample size) and two within-subjects factors (proportion of data missing and missing data treatment method). The dependent variables analyzed were the sample estimates of R2 and each of the two standardized regression coefficients. The data were analyzed by computing the effect sizes cbtained from the missing data treatment conditions relative to the complete sample condition.1
Results
The cell means and standard deviations of the obtained values of R2, the regression weight of the variable with missing data and the regression weight of the variable without missing data are presented in Tables 3/ 4 , and 5, respectively.
Effects of Missing Data on R2
The cell means for values of R2 are presented in Figures 1,   2 , and 3. Three trends in these data are evident in the figures.
.First, the differences among the MDTs increase as the proportion of missing data increases, an effect which is anticipated based upon previous empirical research on randomly missing data (e.g., Gleason & Staelin, 1975; Raymond & Roberts, 1987) . Second, the use of larger sample sizes does not substantively ameliorate the effect of missing data on the estimates of R2. The effects of the missing data and their treatment are relatively stable 1 Analyses of variance were computed on these data. Because of the large sample size, all effects and interactions were statistically significant. To conserve space, the details of these analyses are not presented here, but are available upon request from the authors.
-16-across the sample sizes examined. Finally, differences in the effectiveness of the MDTs are evident. The use of multiple regression imputation consistently yields overestimates of R2. Conversely, the use of mean imputation consistently yields underestimates of R2. The simple regression imputation procedures overestimates R2 only in the psychological trait data, where the overestimation is consistent. In the other two sets of data, the simple regression imputation procedure underestimates R2/ with the exception of the samples of size 50 in achievement data, where a slight overestimation is evident. The use of listwise deletion typically overestimates R2 (in some exceptions, the listwise procedure underestimates the value of R2, but the effect is very small). The pairwise deletion procedure shows a similar overestimation of R2/ with instances of underestimation.
Although no MDT yields consistently best estimates of R2 across the data sets, sample sizes, and levels of missing data examined, the listwise and pairwise deletion procedures perform better in most situations than the use of mean imputation and the two regression imputation techniques.
Effects on Beta for the Variable with Missing Data
The cell means obtained for the values of the regression weight of the variable with missing data are plotted in Figures   4 , 5, and 6. The divergence in the resulting values attributed to the MDTs that was evident in the values of R2 is also evident in the values of these regression weights. The use of multiple regression imputation consistently overestimates this regression weight, and the use of mean imputation consistently underestimates it. Simple regression yieids an overestimate in the psychological trait data/ an underestimate in the achievement data, and virtually no effect in the Likert rating data. The pairwise deletion procedure yields inconsistent, and small overestimates or underestimates. The listwise deletion procedure yields a small, consistent underestimate of this regression coefficient in the achievement data, and a small but inconsistent effect in the psychological trait data and Likert rating data.
Effects on Beta for the Variable without Missing Data
The cell means obtained for the values of the regression weight of the variable without missing data are presented in Figures 7, 8 , and 9. The divergence of values evident with increases in the amount of missing data is also apparent in these figures. However, the direction of effects obtained from the missing data procedures are the opposite of those obtained for the other regression weight. The use of multiple regression imputation underestimates this regression weight, and the ute of mean imputation overestimates it. Simple regression yields an underestimate in the psychological trait data, and small, inconsistent effects in the achievement data and Likert rating data. The pairwise deletion yields a small underestimate in the Likert rating data, but the direction of the effect is inconsistent in the achievement data and in the psychological trait data. The listwise delet:ion procedure yields small effects (inconsistent in direction) in all three types of data.
Discvssion
As an aid to interpretation of these data, the cell means were transformed to effect sizes, according to the formula:
a hOOk
where Ehijk = the effect size in data set h, for missing data treatment i, with proportion of missing data ) and sample size k.
a hook = the obtained standard deviation in data set h, for the 100 samples of size k with no missing data.
The effect sizes for the values of R2, and each regression weight are presented in Tables 6, 7 , and 8. To summarize the results obtained for the three sets of data, the obtained effect sizes were classified as significant or non-significant, from a practical perspective, on the basis of their magnitude. Effect sizes with absolute values less than 0.3 were considered to present no practical problem for the researcher, and those with effect sizes greater than or equal to 0.3 (in absolute value) were considered large enough to distort the interpretation of the regression. The criterion of 0.3 is somewhat more conservative than the 0.5 value recommended by Light and Pillmer (1984) in their consideration of "noticeable" effects. The more conservative criterion is recommended because, in contrast to the context in which Light and Pillmer were working, the regression parameters are likely to be subject to both a substantive interpretation and a test of statistical significance. A summary of this analysis of effect sizes is presented in Table 9 .
In this table, the differences in performance of the missing data treatments is particularly evident. Specifically, the use of the mean substitution provided effect sizes greater than 0.3 in 61% of the situations examined in the estimation of R2, in 93% of the situations in the estimation of the regression weight for the missing data variable, and in 78% of the situations in the estimation of the regression weight for the variable with no missing data.
A more detailed examination of the performance of the mean substitution technique shows substantial variations according to the data set analyzed. In the achievement data, only 17% of the estimates of R2 exceeded the 0.3 effect size limit, but 94% of the estimates of each regression weight exceeded this limit. In the psychological trait data, 72% of the R2 estimates exceeded the limit, as did 83% of the estimates of the regression weight for the variable with missing data. However, only 39% of the estimates of the regression weight for the variable without missing data exceeded the limit. Finally, in the Likert rating data, 94% of the R2 estimates exceeded the effect size limit, as did all of the regression weight estimates (for both the variable with missing data and the variable without missing data).
Similarly, most of the effect sizes obtained with the use of the multiple regression imputation technique exceeded the 0.3 criterion. Thirty-nine percent of the effect sizes for R2 exceeded 0.3 in the achievement data, 61% percent in the Likert rating data, and 83% in the psychological trait data. More than two-thirds of the regression weight effect sizes exceeded 0.3.
The simple regression procedure performed inconsistently in this analysis. None of the estimates of R2 exceeded the effect size limit of 0.3 in the achievement data, but 28% exceeded this limit in the Likert rating data, and 78% exceeded the limit in the psychological trait data. In estimating the regression weight for the predictor with missing data, none of the estimates for the Likert data and only 11% of the estimates for the achievement data exceeded the effect size limit. However, 83% of the estimates for the psychological trait data exceeded this limit. The performance of the simple regression imputation procedure was better for estimation of the regression weight of the variable without missing data. For this regression weight, 28% of the estimates exceeded the effect size limit in the psychological trait data and none of the estimates exceeded the limit for the other two types of data.
The two deletion procedures yielded more accurate estimates of R2 and both regression parameters than any of the imputation procedures. In the estimation of R2, both the pairwise deletion approach and the listwise deletion approach yielded estimates beyond the 0.3 effect size limit in only 4% of the situations examined. In the estimation of regression weights the listwise procedure performed slightly better than the pairwise deletion procedure. None of the estimates of the regression weights exceeded the 0.3 effect size limit with the listwise deletion approach, and only 4% of the estimates exceeded this limit with the pairwise approach. However, the missing data situations in which estimates of R2 and regression weights exceeded these limits were those in which at least 50% of the data were missing. For missing data conditions less severe than 50% missing, neither deletion procedure yielded effect sizes greater than 0.3.
Although of less concern than bias in the estimates resulting from missing data and their treatment, differential increases in the sampling variability of the parameter estimates are also evident in these data. To assist in the interpretation of these effects, ratios of the standard deviations of each regression statistic, relative to the standard deviation obtained from the complete data samples were computed.
SD Ratiohijk chijk c hOOk
where SD Ratiohijk = the standard deviation ratio iA data set hi for missing data treatment 1, with proportion of missing data ) and sample size k. chijk = the obtained standard deviation in data set hi for missing data treatment 1, with proportion of missing data ) and sample size k.
1100k ' the obtained standard deviation in data set h, for the 100 samples of size k with no missing data.
The standard deviation ratios for the estimates of R2, the regression for the variable with missing data, and the regression for the variable without missing data are presented in Tables 10, 11 , and 12, respectively. The largest increases in the variability of R2 are evident with the listwise deletion procedure and the two regression imputation techniques. As anticipated, the variability increases with the proportion of missing data. At the most extreme (simple regression imputation with samples of psychological trait data), the standard deviation of R2 is twice as large as that obtained with complete data samples.
The increases in variability of the regression weights (Tables 11 and 12 ) are larger in magnitude than those associated with R2 (Table 10 ), in some instances (i.e., multiple regression imputation in the samples of achievement data) becoming three times as large as the variability in the complete data samples.
The only missing data treatment thit is not associated with increases in variability is the mean imputation technique. However, the extent of bias evident with the mean imputation procedure renders its resistance to variability inflation of secondary importance.
In conclusion, the three imputation techniques examined in this study (multiple regression imputation, simple regression imputation, and mean imputation) did not perform well when applied to situations of actual field data presenting randomly missing values. Even with as little as 10% data missing, the imputation procedures can yield biased estimates with effect sizes greater than 0.3. An exception may be evident for the simple regression imputation procedure when the correlation between the predictors is very high, and the focus is on the magnitude of regression weights rather than on R2. However, caution should be taken in using this technique. In situations where the simple regression imputation procedure was ineffective, the resulting values were extremely biased.
In contrast, the deletion procedures appear to yield results that are not appreciably different from those obtained in sets of data without missing data. Furthermore, the effectiveness of the deletion procedures are maintained throughout the range of missing data examined in this study. Even when more than half of the data are missing, the deletion procedures typically yield accurate estimates of R2 and -22-regression weights. The increase the variability of the statistics evidenced in the missing data analyses implies that the researcher should make an adjustment to standard errors when testing hypotheses and constructing confidence intervals. When the level of missing data reaches 30%, an increase in the standard error of approximately 50% should provide a conservative adjustment for this increase in variability.
Without suggesting that applied researchers become complacent about missing data problems, this research provides empirical support for the use of certain MDTs and for the avoidance of other MDTs. The differences in the effectiveness of the treatments across the three types of data examined in this study highlight the need for further research to identify the types of data matrices that may be amenable to analysis by these MDTs. Equally important to the generalizability of the results are the consideration of regression models with more predictor variables, and matrices in which missing data occur on more than one predictor. Finally, additional research on variations in the nature of the missing data mechanism (i.e., nonrandomly missing data, Kromrey & Hines, 1990), will provide empirical support for the use of MDTs in situations for which the critical assumption of randomness is untenable. .3 
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