ABSTRACT
INTRODUCTION
A wireless sensor network consists of sensor nodes deployed over a geographic area mainly for monitoring physical phenomena like temperature, humidity, vibrations, seismic events, etc. [1] - [3] . Typically, a sensor node is a battery-operated device with a limited budget of energy, which consists of three basic components: a sensing element for data acquisition from environmental events, a processing subsystem for local data processing and storage, and a transmission device that provides wireless communication for nodes. As sensor nodes are usually deployed over environments that are almost unreachable, recharging the power sources proves cumbersome. This brings out the power consumption as a challenging issue and consequently, energy conservation is a key issue in designing WSNs [1] .
Since WSN nodes are not always deployed over predetermined locations, the network needs to be designed with some levels of self-configuration capability. Once the nodes are deployed, the network is left unattended to perform monitoring, thus the network topology changes due to alternative node failures, suspensions, temporary droppings, and environmental distortion. The relatively higher number of nodes in WSNs makes its management much more complicated. A typical wireless sensor network is depicted in Figure 1 , where nodes are deployed over the area referred to as sensor field. Each sensor node is capable of sensing the intended physical phenomena and routing the monitoring information toward the sink node through multipath with no infrastructure. The sink node is connected to a task manager node via Internet or satellite. With advances in VLSI and production of MEMS, nowadays it's possible to integrate sensing, video/audio processing, and communication apparatus into a single tiny node at low prices. These advancements have been led to emergence of wireless multimedia sensor networks (WMSNs) which are missioned to sense, process, and transport image/audio/video streams both reliably and efficiently. A typical node in WMSNs is equipped with multimedia recording devices such as camera and microphones, by which two different types of data acquisition is collected: snapshot and streaming data. The first multimedia data type delivers event triggered observations obtained in a short period of time. On the contrary, the second multimedia content is generated over longer time periods. Multimedia applications typically publish great amount of data requiring high transmission rate and huge processing. Thus, compared to traditional WSNs, in such networks, the role of computation power is much more important. Characteristics that are common to sensor networks, such as resource constraints, unbalanced traffic and data redundancy, also exist in WMSNs [4] . We note, however, that for the case of WMSNs, the challenges due to these characteristics are often of greater concerns.
Supporting the preliminary requirements for providing Quality-of-Service (QoS), which is necessary for multimedia applications, is directly related to energy consumption, delay, reliability, distortion, and network lifetime. There is an inevitable correlation between levels of quality of accessible services in WMSNs and energy consumption in these networks, while obtaining any of these bases acquires the influential interaction on the other.
There exist several studies that tried to propose congestion control mechanisms that are aware of different packet priorities [5] and [6] . Such priority-aware schemes provide good performance to guarantee QoS for packets with different importance levels. However, they evince poor performance when they face bursty traffics. In this paper, we present a novel congestion control mechanism that aims to mitigate huge packet dropping in the presence of bursty traffic. It also tries to provide the required QoS for data of vital priority. To this end, the proposed mechanism leverages existing node architectures such as those proposed in [5] and [6] , with only slight modifications. These modifications would only incur augmentation of a separate queue in each sensor node, thereafter referred to as essential queue. This essential queue is devoted to transfer delay-sensitive data over wireless sensor network. Thus, in the first place, all nodes send data buffered in their essential queues. If there is no packet in the essential queue, nodes will obey the rules dictated by priority-based rate adjustment schemes. We demonstrate QoS improvements asserted by extensive simulation experiments carried out in OMNET++.
The remainder of this paper is organized as follows. In the next section, a review of related works regarding QoS in WSNs is indicated. Then, a preliminary view to our scheme is mentioned in Section 3. Section 4 is devoted to our extensive experimental results. Finally, Section 5 concludes the paper.
RELATED WORK
This section is devoted to review some related studies. In the last few years, the networking research community has witnessed the emergence of a plethora of works concentrated on efficient communication protocol for wireless sensor networks. A large portion of such works have considered QoS guarantee in sensor network, e.g. [7] - [11] . Some other works concerned with providing light, efficient, and scalable congestion control protocols to possibly support several traffic classes in sensor networks [12] - [27] .
In order to manage sudden transfer of data measured by sensor nodes, the authors of [13] have proposed CODA, as a congestion detection and avoidance armed with the following three mechanisms: receiver-based congestion detection; open-loop hop-by-hop back-pressure; and closed-loop multi-source regulation. He et al. [14] proposed SPEED, which is a real-time communication protocol supporting unicast, area-multicast, and area-anycast, realtime traffics. SPEED takes advantages such as being stateless, localized, scalable, and having minimal control overhead.
In [15] , the authors presented a distributed and scalable algorithm to mitigate congestion occurred in a sensor network. The authors also aimed to guarantee fairness by trying to deliver equal number of packets by each node. In Yaghamaee et al. [6] , a protocol is presented in which by utilizing queuing techniques and a novel weight nomination mechanism, either avoids probable network congestion, yet tries to esteem data priority. In this mechanism, for every child node of an individual node, a queue is assigned where the data transmitted from the child node flows through the corresponding queue. The data congestion evaluation is provided defining a congestion index. In [5] , the authors proposed a novel congestion control protocol, dubbed Priority-based Congestion Control Protocol (PCCP), for wireless sensor networks. PCCP employs node priority index and congestion degree and enables cross-layer optimization and works under both single path and multipath routing. In [23] , following Network Utility Maximization (NUM) framework [22] , the authors aimed to formulate congestion control as the solution to an optimization-driven flow control problem with lifetime and link interference constraints. Similar to approaches used in NUM, the authors proposed a distributed and asynchronous flow control algorithm.
The authors of [17] have tried to improve network reliability by applying multipath data transmission. With this technique, there are multiple paths versus single shortest path to transmit data through, thus high density and congestion of data, containing multimedia records, on single shortest paths will not happen. This paper has also classified the data types and tried to perform more conscious node scheduling to moderate delay detriment. Finally, equipping nodes with multichannel transmission and exclusive transmission frequency provides a high throughput in this mechanism.
A typical sensor network has been simulated to evaluate lifetime and cost of the system by Cheng et al. [18] . In this paper, various cases are considered for different node variations like mobility, nodal structures, generated traffic types, and node energy allocation. In such cases, lifetime and cost of the network are evaluated and compared.
An evaluation model for performance of the sensor networks is presented by Chiasserini et al. [20] , which compares the sensor networks with or without actuator and exhibits the differences. With the presented model, the network is simulated while the sensors are powered off. Once an event happens, the sensors are powered on via actuator nodes and start to record and transmit the phenomena.
Breaking down data into two parts, real-time and normal data, Akkaya et al. [21] innovated a technique in which real-time packets do not delay more than expected limit. Also, this mechanism tries to maximize throughput of normal packets. The nodes near to destination dynamically inform the far nodes about processing rate of real-time data so the network nodes alternatively adjust their processing rates. Calculation of approximate delay of real-time packets for different paths is led to an optimization problem, and hence, a path that minimizes the cost function is selected among different choices.
CONGESTION-AWARE ARCHITECTURE
In wireless multimedia sensor networks (WMSNs) different data types might be in progress to be transferred to the sink node. Most of such data are not delay-sensitive to which we refer to as ordinary data. Neither multiple transmissions of these data and dropping of excess ones impose any large data overhead to the network, nor is the received data density too high. Unlike such delay-insensitive data, others such as imaging and sonic data are almost delay-sensitive, and due to their inherent value, they are occasionally generated and transmitted in WMSNs, thus making them an essential data type. On the other hand, transmitting these data types through the network from the source node to the destination requires a great amount of energy from the nodes visited on the path. Thus, an overflow of such data in an intermediate node's queue imposes huge power waste to the sensor system. Regenerating and retransmitting lost data might add even more overhead to the network. These above mentioned challenges suggest that there should be more considerations about essential data and overhead associated to them.
It seems that classification of data can successfully handle the aforementioned challenges. We note, however, that providing this mechanism will exclusively cause loss of major amount of data types other than multimedia type in the network and thus, the network will change to an application specific one, in which the other data types can route the paths only if there is no multimedia data to be processed or transmitted. Though, managing data according to their types may cause mis-recognition of essential packets, since they might not be of multimedia ones. Meanwhile, there might be a very important such data that a user prefers to cancel receiving any other data to receive this data sooner. Thus, such data should take different priorities during the production, and in intermediate nodes different policies are pursued to apply these priorities.
In this section, we present our scheme to provide a simple yet efficient scheme for sourceto-sink transmission of delay-sensitive data mentioned above. Our scheme employs the prioritybased architecture proposed in [24] . However, as such a hierarchical scheme would not guarantee timeliness for delay-sensitive data delivery; we provision a separate queue, thereafter referred to as essential queue, for such data at each node. Figure 2 shows the architecture for our scheme.
In the sequel, we briefly review priority-based rate control scheme proposed in [5] and [24] that will be used for upstream rate allocation for ordinary data at each node.
Priority-Bases Rate Control
Assume that Ts(i) and I i is defined as a nondecreasing function of q k (i). In [24] , the congestion index of k-th queue is defined according to a piecewise-linear model expressed by Each child k at node i is in possession of a queue. Thereby taking into account the traffic generated by source i and N i to be the number of children of node i, there will be N i +1 queues at node i. In order to avoid congestion, each node i determines the rate for each of these internal queues based on the priority of each queue and its congestion level. Using ( ) k X I i defined above, for each child k we define
Nodes are assumed as having different priorities. For each node i, we represent the source priority and the jth child's priority by SP(i) and TP(j), respectively. Then, the total priority of node i is the sum of its source priority and the priority of its children, i.e.
where C(i) is the set of children of node i. It's apparent from the above equation that for a leaf node l, i.e. C(l) =∅, we have TP(l) = SP(l). Based on the notion of total priority, in [24] the authors have defined the proportional priority factors for each node i as follows
Using this proportional priority factors, each node i will be able to calculate the rate for each child k, i.e. ω is a weight factor that combines the congestion index and priority of child k in the following way Figure 2 demonstrates our proposed architecture, where a queuing unit is provided for each child node. Data of each child node flow through the corresponding queue unit, unless it is an essential data. In this case, the essential data flow through the essential queue. Each queue unit is equipped with a scheduler of its own, which classifies entering data and applies the local timing according to the corresponding predefined policy. Data generated the sensor node are led to a separate queue unit that classifies all generated data on traffic generator and directs them through corresponding queues. If data generated by traffic generator are also of essential type, they will flow through essential queue and will be treated as an essential packet and scheduled by the timing strategy of this queue.
Essential Packets and the Queue Model
The scheduler in each node prescribes the packet processing rate as follows: If essential queue is empty, i.e. there is no essential packet, the scheduler determines rate for each child node according to rate control method presented in subsection 3.1. However, if essential queue is not empty, the scheduler sends all essential packets first, and then pays attention to other packets containing ordinary data. The priority-based rate control scheme described above assumes that child nodes generate data with the rate dictated by the parent node, and while the parent node detects crowd in a child node queue, it decreases this transmission rate to prevent dropping of data on that queue. However, in so many of WSNs, based on the usage, data might be generated in a bursty and regardless of nominated transmission rate, while most of them are essential ones. In this paper, we refer to such a deviation from nominated rate as norm-exceeding rate. If such normexceeding transmissions occur frequently, intermediate nodes will get in trouble since such norm-exceeding traffics are uncoordinated with the other data.
Uncoordinated data generation is referred to as data transmission with norm-exceeding rate. The first challenge is that such norm-exceeding traffics will cause congestion on the receiving buffer(s), while the ordinarily generated data fulfill the buffer, and once there is an empty room created in the buffer, again, a recently generated data occupies the available space. Thus, the later generated bursty data may find a full buffer and will be blocked. Even if the node treats these data as a high priority one, data overflow will be high over time, due to uncoordinated generation of such data types. The second challenge is that these data types are generated in a bursty and unpredictable fashion. Thus, once they are generated, the chance of dropping critical data as well as delayed adjustment of transmission rate for ordinary data due to high amount of such bursty data will increase dramatically.
In the next section, experimental results will show that how flowing such bursty data through essential queues would aim to dramatically alleviate packet dropping. 
4.
EXPERIMENTAL RESULTS
AND PERFORMANCE EVALUATION
In this section, we present the experimental results of the proposed architecture and compare the achieved results with those obtained from a system without using the proposed architecture. Performance of the essential queue has been explored through extensive experiments. The influence of norm-exceeding traffic on different aspects of network performance such as packet delay, packet dropping, and data throughput is also evaluated.
Simulation Setup
Simulation experiments are implemented in OMNET++ environment [28] , which is a discrete event simulator. We carried out our experiments for the topology used in [24] which is a simple tree based topology shown in Figure 3 . In this topology, the essential buffer length is 10 as well as the queue length of each child node. If the essential queue method is not used, the length of queues will grow up to reach the length of essential queue. If a node is equipped with the queue unit, buffers of all classes grow with the same amount of content. In the other word, unlike the case without using this scheme, when it is used the buffer for all the child nodes will grow with the same scale and this amount of growth will be equally divided among different classes in the queue unit.
Performance Assessment of Essential Queue
In this subsection, we examine utilizing the essential queue. Hence, we assume that all traffics generated by nodes are based on the feedback rate from the parent node. Thus, the essential data generation is also affected by the rate fed back from the parent node, and thus the rate of such essential data would diminish with the congestion detection and low feedback rate.
In a system without essential queue, it is expected that delay of essential packets exceeds that of a system with essential queue. On the other hand, it's expected that using this technique should not affect the ordinary packets and overall packet delay. These conjectures are validated by evaluating the packet delay simulation results which illustrate that the average packet delay for a system simulated without using the essential queue is 33 ms, and the packet delay through the simulation period varies from 20 to 60 ms. The same system is simulated with the utilization of essential queue. In this case, the packets delay varies between 2 to 70 ms and the average packet delay is about 33 ms, which is similar to the corresponding average in the system without essential queue. These results reveal that utilizing essential queue in a system, hopefully does not increase the packet delay of the system. Figure 4 . Essential packet delay of a system with and without utilizing essential queue Now, we evaluate the delay of essential packets in above experiments. Figure 4 depicts the packet delay in our simulation. The curve indicated by "Without EQ" shows the system in which the essential queue is not used. The same result when the essential queue is provided in system is denoted in the curve indicated by "With EQ". As it was expected, due to lack of a special method for essential packets, this simulation also reveals the same result as the first case, meaning that the range of delay and the average delay similarly are the same as the first case. For "With EQ" curve, however, we can observe that the delay of essential packets, when the system is equipped with the essential queue, varies between 1 to 4.6 ms with the average equal to 3.2 ms. The results of this simulation extensively differ from the system in which the essential queue is not used. Considering ordinary packets, we obtain the results denoted in Figure 5 . The results of systems without and with essential queue are illustrated and in Figure  5 (a) and Figure 5 (b), respectively. Comparing these two figures, we realize that the average ordinary packet delay in the first system, i.e. 33 ms, is exacerbated up to 36 ms when the system is equipped like the second system, and this diminution is almost 9% of delay of ordinary packets. In congestion avoidance strategy, besides the status of intermediate queues, source priority should also be considered. It is expected that the source priority concept regulates the proportion of received data from different nodes. This issue is also improved using essential queue concept. Table 1 denotes the simulation results of the number of packets received by the last node of the network.
The first column of this table denotes the source priority while the second one shows the number of packets received from each priority. When there is no congestion and no bursty data received, it is expected to meet the source priority in this column. In the third column, the portion of received packets of each node to the received packets of base source is shown, while it depicts the actual priority observed in the network, and error of the calculated priority is given in the fourth column. This error is calculated based on the number of received packets of the base node, the number of received packets of the other nodes, the priority of the sources, the difference between the number of received packets, and expected number of received packets. Above evaluations have been applied to essential packets and the corresponding results are shown in columns 5 to 7. It is recognizable that due to the separate queue that has been provided for essential data, it is not expected to meet the priority of ordinary packets for essential data. Nevertheless, it seems that the essential packets are also received by the last node according to the different source priorities. 
Performance of Essential Queue with Norm-Exceeding Traffic
Here, we evaluate the performance of essential queue concept while there is norm-exceeding traffic in the network. Thus, we assume that essential data are generated with no respect to nominated rate. Ordinary data are also generated with respect to the nominated rate and if there were essential data in the internal queue of a node, the essential data are transmitted and thereafter, the ordinary data are sent regarding the nominated rate. Figure 6 illustrates the mentioned traffic. Comparing "Without EQ" curve with the results of the first case discussed earlier, we see that the maximum packet delay is highly increased. Also, the average packet delay is about 500 ms, which is dramatically worse than the case with the traffic under the expected rate. Figure 6 . Packet delay of a system when norm-exceeding traffic is injected with and without utilizing essential queue
It is clearly depicted in the curve of the system utilizing essential queue that the average delay is approximately 90 ms, which is much better than the previous case. The reason for this great improvement stems from the way this system handles bursty traffics. When the essential queue is not used in the system, these essential data are generated in a bursty manner and flow through the corresponding child node. However, in the last system with the essential queue, the bursty data are directed to essential queue and they hierarchically traverse the network with essential queues toward the destination. Ordinary data then, realizing the bursty data due to the length of their queues, degrade the generating rate, and thus obviate the extra traffic. With this method the overall packet delay diminishes as well as packet dropping in the queues. We accomplish the same evaluation on essential data and the results are portrayed in Figure 7 . In the "With EQ" curve, the average packet delay is about 3 ms and the maximum delay is 6.3 ms. The significant point is that although the traffic rate is high and bursty, the packet delay is still preciously low, while the average delay is even lower than what is shown in "With EQ" curve of Figure 6 . The average essential packet delay in the system without essential queue is about 900 ms with the maximum delay of 4832 ms. These results are extremely high compared with the system with the essential queue. The overall diagram is so similar to the corresponding system in Figure 6 . Figure 7 . Essential packet delay of a system when norm-exceeding traffic is injected with and without utilizing essential queue
In Figure 8 we evaluate the results of above mentioned systems for ordinary data. It is expected that the overall shape of the diagram does not differ from the diagram for all packet types. Figure 8 (a) depicts the result for the system not using the essential queue. As it seems, the average delay of ordinary packets is about 500 ms that conforms the all-type average delay. When using essential queue in this system, the results will be like Figure 8(b) . The average packet delay in this case is 110 ms that is far better than that of not using essential queue. The reason of this improvement is that the ordinary data generation rate is not coordinated with the generation rate of bursty traffic. In the system without essential queue, although ordinary data justify their generation rate with the current queue status, because all the queues are crowded due to bursty traffic, the transmission rate adjustment is not appropriate regarding to the current network status. On the other hand, utilizing the essential queue in a system detaches the bursty traffic from ordinary data, and thus ordinary data are able to adjust their rate regarding the real network status. This issue will prevent from generation of traffics that sensor node is unable to support and handle. In this part, the portion of received packets by the last node of the network is calculated. Table 2 summarizes the experiment in which essential queue has been used. Comparing these with the one without essential queue demonstrates that packet priority for essential data and ordinary data is improved by 10.9% and 4.9%, respectively. Figure 9 (a)-9(b) comparatively depict the error of observing source priority in system with and without essential queue, respectively. 
Packet Dropping
If all data transmission is done with the maximum rate proposed by the parent node, then packet dropping will not happen. On the contrary, when there are bursty and norm-exceeding essential data traffic in the network, packet dropping is inevitable. Here we show that how utilization of essential queue in a network alleviates packet dropping. First, we consider a systemwithout essential queue and then we simulate the same system using essential queue and denote the data dropping diagram as Figure 10 . In this figure, dropping percentage is increasing at first, but after reaching the steady state, data transmission is done by dropping of 21% of data. In this figure, data dropping starts after 700 ms, and after its beginning and its bursty growth, in the time period of 800 ms to 1200 ms, dropping is restrained. This is due to increased intermediate queue lengths and consequently growth of congestion index of the queues. Thus, nodes degrade the rate of their ordinary data. Hence, data dropping is controlled in the aforementioned time period. On the other hand, because of high rate of essential data, packet dropping percentage increases up to its steady state value. This situation changes if the essential queue is utilized in the system. As it can be seen in Figure 10 , after bursty growth of dropping percentage, from 2000 ms, the transient state of the system passes and dropping percentage reaches a constant rate. The reason for such a bursty dropping at the beginning of the traffic generation and transmission is the higher priority of essential data with respect to ordinary data. The existence of essential data prevents ordinary data to be serviced. While the nodes are calculating the generation rate of their child nodes, high generation rate of essential data causes dropping of ordinary data. After the required time, when the network is in the steady state, the generation rate of nodes is specified and dropping rate reaches its permanent value. Figure 10 , it has been shown that utilizing essential queue improves total data dropping by 5% thanks to usage of separated queues for bursty and ordinary data. This improvement is observed in the essential data ( Figure 11 ). In the system without essential queue, packet dropping rate is more than 70%. This high amount of dropping demonstrates that most of the essential data face a full queue after generation and competition for the corresponding queue. According to the coordination between the generation rate and the transmission rate of ordinary data, these data types mostly enter the queue when it is not full. Hence, utilizing essential queue in a system makes packet dropping as small as zero. It means that all droppings happened in Figure 10 for "with E.Q.", is not related to essential data and they are all ordinary data that have been dropped. Also, in Figure 11 two curves are depicted for ordinary data dropping while utilizing and not utilizing essential queue in the system. Comparing these two curves reveals that ordinary data dropping without using essential queue is about 10%. Then, ordinary data dropping starts to diminish. Hence, the comparison between these curves illustrates that there is 10% difference of dropping of ordinary packets, whether there is essential queue provided for the system or not. This means that we can exploit essential queue in a system, and with increasing ordinary data dropping from 10 to 20%, we can degrade the essential data dropping from 70% to 0, and total data dropping decreases from 21 to 16%, which admits the efficiency of utilization of essential queue.
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Throughput
Now, we evaluate the performance of the network in terms of its throughput and investigate the influence of essential queue on this performance metric. We compare the essential packet throughput in a system with and without essential queue. We then study the ordinary data throughput of these systems. In Figure 12 the total data throughput is depicted while the system is equipped with and without the essential queue and norm-exceeding rate traffic is exerted. As it is shown, when the system doesn't use essential queue, in the time period of 500 to 5000 ms, throughput experiences an oscillatory behavior. Before 1000 ms, this value temporarily approaches zero. This is due to data dropping in the network because of buffer fulfillment and data generation rate adjustment by network nodes. In this figure, at the beginning, because of high packet dropping, throughput is deeply decreased and as it follows, due to adjustment of network rates to significant ones, the throughput approaches one. Finally, the average throughput in this case is about 0.9. It is clear that from the beginning of the simulation, throughput is almost around 1 and as compared to Figure 13 , here its oscillatory behavior is tolerable. From the beginning of the data transmission in the network, if there is essential data in a node, the ordinary data of that node are not sent and the corresponding queue will get a high amount of data. Thus, the congestion index of these queues will be high which will cause a quick adjustment of the generation rate of these data types. Hence, the rate adjustment of the ordinary data and even dropping of these data begin, and thus throughput will not be affected so much. Time (ms)
Throughput without E.Q with E.Q Figure 13 . Essential data throughput for norm-exceeding rate traffic in a system with and without essential queue
The throughput of essential data is displayed in Figure 13 . In the first figure, it is shown that although the throughput of essential data has higher values at the beginning of the simulation, but its average value is less than 0.1 and finally reaches the value 0.06 at the end. Obviously, the throughput of essential data in such a system is increased. The steady state distribution of throughput during the simulation period illustrates that essential data transmission is done steadily. Comparing "With EQ" curves in both Figure 13 and Figure 12 , we expect that ordinary data would also have high and almost constant throughput in this case. This expectation is validated with the results shown in Figure 14 .
According to the throughput of total data in a system without essential queue, we expect that ordinary data throughput is also affected by the data whose generation rate is not coordinated with the rate proposed by the parent node. The result for such a system is displayed in Figure 14(a) . As we expected, the ordinary data has the highest throughput too, which is validated due to non-existence of dropping that is seen in Figure 12 . The throughput distribution is smooth with average of 0.8; thereby affection of bursty traffic is seen there. Thus, we conclude that utilizing essential queue not only has no negative effect on ordinary data, but also the process applied for essential data also improves the status of ordinary data in terms of dropping, delay, and throughput. Figure 14 . Ordinary data throughput for norm-exceeding rate traffic in a system (a) without essential queue, (b) with essential queues
In Figure 14 (b) the above system is implemented without essential queue. As it was expected from the "Without EQ" curve of Figure 12 and Figure 13 , in this case ordinary data are affected by the bursty generation of essential data and their throughput have been degraded precipitately. While, according to the "With EQ" curve of Figure 13 , the throughput of essential data is of little variation, due to high amount of essential data generation and also dropping of ordinary data, their throughput catch extreme variations around the time period of 600 to 1400 ms. In the long run, when the network reaches steady state regime for data generation rate and dropping, ordinary data throughput tends to 86%.
CONCLUSION
In this paper we presented a novel priority based rate adjustment scheme for wireless sensor networks to manage the priority of delay-sensitive traffics in wireless sensor networks. Our scheme is based on the existing priority based schemes with an extra queue unit to serve delaysensitive data that might be generated in a bursty manner. We introduced the essential queue to propose priorities for the packets and to recognize the essential data from others. Then, to evaluate the performance of the proposed scheme, we simulated an illustrative wireless sensor network with tree topology. Our experimental results showed that augmentation of such a simple queue unit to each node for supporting essential data, can greatly improve delay, throughput, and packet dropping rate of such delay-sensitive data. On the other hand, it would incur slight impact on such performance metrics for ordinary data which obey priority-based rate assigned by their parents.
