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Abstract
In clinical routine, arterial spin labeling (ASL) faces many challenges, such as time
pressure, patient- and disease-specific artifacts, e.g., in steno-occlusive and Moya-Moya
disease. In addition, individually tailored parametrization of the MR pulse-sequence is
frequently required. Time-encoded ASL-techniques like Hadamard time-encoded pseudo-
continuous ASL (H-pCASL) offers a time and signal efficient way to measure accurately
both perfusion and arterial transit-times. However, it relies on the decoding of a series of
volumes. If even a single volume is corrupted this might, via the decoding process, lead
to artifacts in the entire dataset and in the worst case result in the loss of the data.
In this thesis three methods are introduced to increase the robustness of time-encoded
ASL against image artifacts and to detect corrupted images.
The first method is Walsh-ordered time-encoded H-pCASL (WH-pCASL). It proposes
the Walsh-ordering of Hadamard encoding-matrices. In contrast to conventional H-
pCASL, this makes perfusion-weighted images accessible during a running experiment
and even from incomplete sets of encoded images. An optional additional averaging strat-
egy is based on a mirrored matrix and results in more perfusion-weighted images without
any penalty in time. The feasibility of the method is shown using five volunteer datasets.
As a second method non-decoded time-encoded ASL is introduced. This novel model-
based approach to quantification avoids the decoding step altogether. It models the non-
decoded time encoded signal. Therefore it uses the convolution of the tissue response
function with a model of the true encoded arterial input function, which is determined
by the employed encoding matrix. The model was implemented in a Bayesian model-
based ASL analysis framework to fit maps for hemodynamic parameters. The feasibility
of the method is demonstrated in a study with five volunteers.
The last method is an algorithm for the automated detection of outliers and corrupted
images, which is based on variational Bayesian inference (VB). Using the variance of
the posterior normal distributions, the algorithm measures the quality of a fit directly
and without the need for a separate reference dataset. Its performance and feasibility is
demonstrated using volunteer data and a clinical dataset.
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General introduction
Beyond the many important functions of the blood, it serves as an unique medium for
transport, immune response and regulation of homeostasis. The supply of organs and
tissues with blood is one of the most important processes in the human body. In fact,
physiological processes are often accompanied by changes in blood supply. The activation
of neurons, for instance, increases their demand for oxygen and glucose. The vascular
system reacts by increasing the amount of blood supplied to the tissue - an effect that is
exploited in functional magnetic resonance imaging (fMRI) to identify functional brain
regions. More importantly, however, the supply of blood serves serves as a biomarker
for clinical diagnosis. Many diseases are preceded by or go along with altered blood flow
or perfusion, which is a key diagnostic parameter describing the rate at which blood is
delivered to the tissue.
Since the beginning of the 1940s several methods were developed for the measurement of
perfusion. One of the most prominent methods nowadays is magnetic resonance imaging
(MRI). It was introduced by Paul Lauterbur in 1973 [1] and completely avoids harmful
radiation while providing good spatial resolution. It uses a magnetic field several ten-
thousand times stronger than that of the earth in which the molecules of the body form
an equilibrium state. A tissue-specific signal can then be measured after temporarily
perturbing the equilibrium.
For the measurement of perfusion with MRI common clinical practice is to venously in-
ject a contrast agent and to follow the pathways of the contrast agent while it travels in
the blood. However, the injected substances are potentially harmful and usually costly
which makes the examination more dangerous and expensive. Furthermore, the contrast
agent remains in the blood for several hours making repetitive measurements impossi-
ble. Recent studies even indicate a possible permanent deposition of the substance in
the body [2].
A non-invasive and contrast agent free alternative is arterial spin labeling (ASL) which
was introduced in the mid 1980s for MR-based angiographic imaging [3, 4]. From the be-
ginning of the 1990s onwards ASL was also successfully employed as a truly non-invasive
technique for the measurement of perfusion [5, 6]. Rather than injecting an exogenous
substance, the blood is magnetically tagged which creates a labeled blood bolus whose
pathways can be tracked by MRI. Thus, the blood itself serves as an endogenous contrast
agent which is harmless and cheap, and makes the unpleasant injection unnecessary. Fur-
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thermore, the labeled blood returns to its normal magnetic state within seconds which
makes the technique perfectly suited for repetitive measurements. Finally, ASL enables
the measurement of perfusion quantitatively, i.e., in absolute numbers.
Nevertheless, it took almost 20 years to implement ASL into clinical routine. Besides
problems with confounders and robustness, one of the main reasons for this was the in-
trinsically low signal of ASL which is barely above the noise level of typical MRI images.
Therefore, most of these 20 years went into the development of robust and efficient label-
ing strategies, signal-efficient methods of image acquisition, the development of accurate
models and the tailoring of the technique to clinical needs.
Current technology includes sampling of the perfusion signal and fitting the ASL-models
to these data. Using this method, additional information about the underlying dynamics
of perfusion become accessible, and the diagnostic accuracy of the data is increased.
However, the additional measurements that are necessary for the sampling also increase
the durations of the scans.
In 2007 Gu¨nther [7] proposed the signal-efficient time-encoded ASL (te-ASL) to re-
duce the measurement times for a temporal sampling of the ASL-signal. The technique
comprises a temporal encoding and decoding of several images which on the one hand
increases the signal-gain but on the other the sensitivity to artifacts and the chance of
data loss. This is critical in clinical routine, where many confounders that may result in
artifacts are encountered [8, 9, 10, 11, 12]. Patients tend to be agitated and to move,
especially in emergency situations. Other patients may have a tendency to terminate
an MR-scan prematurely, e.g., children, claustrophobic patients or patients in a state
of confusion, e.g., after having suffered a stroke or suffering from Alzheimer’s disease.
Furthermore, technical problems can occur and hemodynamics can vary substantially
between patients and diseases. This makes it necessary to adapt the settings of an ASL-
sequence individually. Not taking these sources of artifacts into account can diminish the
quality of time-encoded ASL-data and, ultimately, their diagnostic value.
Therefore, increasing the robustness of te-ASL against common clinical confounders and
providing the flexibility to tailor sequence parameters to the individual patient are cru-
cial steps towards clinical applications of te-ASL. Furthermore, reliable mechanisms to
detect and correct corrupted images and erroneous settings are highly warranted.
Within the scope of this thesis three novel methods were developed that provide solu-
tions for these objectives. The concepts and theory behind them as well as tests of their
feasibility are described in part II of this thesis.
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Outline
The first part gives an overview of the basics that are necessary for the understanding
of the techniques developed in this work:
Chapter 1 lays out the physiological basis for a better understanding of this work.
This comprises a brief review of blood and the vascular system as well as the concept of
perfusion and its measurement.
Chapter 2 reviews the basics of magnetic resonance imaging including the concepts
of signal generation and relaxation, gradients and adiabatic inversion.
Chapter 3 introduces arterial spin labeling. The basic labeling strategies and back-
ground suppression as well as the General Kinetic Model and Hadamard time-encoded
pCASL are reviewed.
Chapter 4 gives an overview of some of the imaging and post-processing techniques
used in this thesis as well as variational Bayesian inference.
The second part introduces and discusses the three novel methods for time encoded
ASL that are the key developments made in this thesis:
Chapter 5 describes Walsh-ordered Hadamard time-encoded pCASL as a new
time-encoding scheme. With this method, perfusion-weighted images can be decoded
from incomplete sets of encoded data and at a very early time during the measurement.
Furthermore, the early access to inital images allows a dynamic adaption of sequence
parameters at runtime. The feasibility of the method is demonstrated in a study with
five volunteers.
Chapter 6 presents with non-decoded te-ASL a new model and fitting approach for
the time-encoded signal. Rather than performing conventional fits using decoded data,
the maps for hemodynamic parameters are gained from non-decoded te-ASL images.
It becomes possible to exclude individual corrupted encoded images which increases the
robustness of the fitted parameter maps. The feasibility of the technique is demonstrated
in a study with five volunteers.
xii General introduction
Chapter 7 proposes an algorithm for the automated detection of outliers and cor-
rupted images, which is based on variational Bayesian inference. The algorithm measures
the quality of a fit directly and without the need for a separate reference dataset. Its
performance is demonstrated using volunteer data and a clinical dataset.
Chapter 8 summarizes and discusses the main findings of this thesis and provides
some ideas for clinical applications and follow-up studies.
Part I.
Basics concepts
1

1. Physiology
1.1. Blood, blood flow and perfusion
This section is based on the book Anatomy & Physiology by the OpenStax College [13].
Blood itself is a connective tissue and consists of cellular elements in form of red blood
cells (erythrocytes), white blood cells (leukocytes) and platelets (thrombocytes), and a
liquid extracellular matrix - the blood plasma. Via the blood, oxygen, glucose and water
Figure 1.1.: Blood cells (from left to right): erythrocyte, thrombocyte and leukocyte in a
raster electron microscope image (Hitachi S-570 scanning electron microscope (SEM) equipped
with a GW Backscatter Detector). Source: Electron Microscopy Facility at The National
Cancer Institute at Frederick (NCI-Frederick), Public Domain, via Wikimedia Commons
are transported to the cells where they are metabolized into the energy that is vital for
the function of the cells and ultimately the survival of the entire organism. On the other
hand, cellular waste and byproducts like carbon dioxide are removed by the blood and
transported to various organs where they can be disposed of.
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Our immune system distributes a plethora of protective cells and molecules like T-cells,
leukocytes, thrombocytes and antibodies via the blood to defend the organism against
external and internal threats.
Even information in form of hormones, produced by the endocrine glands, reaches the
cells via the blood. Therefore, the supply of tissue with blood is vital for our well-being
and survival.
In the following, the vascular system, which provides the pathways for blood is de-
scribed. Since the in vivo examinations in this work were performed exclusively on the
brain, the description focusses on the head.
The bulk transport of blood to the individual organs takes place in the macrovessels,
a) b)
Figure 1.2.: Arterial and venous system of the head. Adapted from illustrations from Open-
Stax College - Anatomy & Physiology, Connexions Web site [13] licensed under CC BY 4.0.
i.e., arteries and arterioles (fig. 1.2 a and 1.3), on the one end, and veins and venules
(fig. 1.2 b) on the other. The diameter of the vessels decreases with increasing distance
to the heart, while the number of individual vessels increases. This ensures homogenous
distribution and serves as a buffer to reduce the pressure in the vessels.This so-called
macrovascular flow can be described as viscose physical flow in an elastic tubular system
with wall friction. It is therefore measured in ml
sec
.
At the cellular level, however, the supply takes place via the capillary bed which acts as
a bridge between the macrovessels and the interstitium and cells (fig. 1.4 a). In contrast
to the macrovessels, the capillaries are only microscopic channels with a diameters of
5-10 µm and the exchange happens by osmosis (fig. 1.4 b).
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Figure 1.3.: Arteries of the brain. Illustration from
OpenStax College - Anatomy & Physiology, Connex-
ions Web site [13] licensed under CC BY 4.0. With
increasing distance to the heart, the diameter of the
vessels descreases.
The process of perfusion describes the
transport of blood within this capil-
lary bed.
The net perfusion in an organ, i.e.,
the total amount of blood that passes
the organ per unit of time, is mea-
sured as flow in ml
min
. Often, the so-
called specific or regional perfusion is
assessed which describes how much
blood passes the tissue per unit time
and per unit mass. This is quantified
by ml
min·mg . In the brain, this specific
perfusion is called cerebral blood flow
(CBF), although it is not strictly real
flow as used in physics.
a)
b)
Macro vessels
Figure 1.4.: Capillary bed and exchange. Adapted from illustrations from OpenStax College
- Anatomy & Physiology, Connexions Web site [13] licensed under CC BY 4.0.
1.2. The importance of perfusion
The importance of healthy perfusion makes it one of the key parameters for clinical di-
agnosis. Diseases are often accompanied by changes in perfusion or are even preceded by
such.
Tumors, for example, have an increased metabolic demand compared to healthy tis-
sue [14]. As a consequence, perfusion is increased in the tumor area. A perfusion mea-
surement can therefore show the presence of a tumor and even help to characterize its
malignancy.
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A further example is Alzheimer’s disease (AD) which seems to cause a continuous de-
crease of neurons. It is hypothesized that this results in a decrease of the metabolism
and that this correlates with a lower perfusion in the affected areas, which could either
be a result of the decrease or its cause. In both cases, measuring brain perfusion may be
an important diagnostic marker to identify AD at an early stage.
Finally, in ischemic stroke the blood supply is partly or entirely blocked, e.g., by an oc-
clusion of the supplying vasculature. This leads to a visible reduction of perfusion in the
affected area. The reduced supply of oxygen leads to an energy deficit in the cells which
can eventually result in cell death. An assessment of perfusion in the brain can provide
vital information about the status of the tissue to the clinician. For example, in diag-
nostic MRI perfusion-weighted imaging (PWI) in combination with diffusion-weighted
imaging (DWI) can distinguish which part of the tissue is beyond recovery and which is
still salvageable, e.g., by mechanical recanalization of the vessel or recanalization using
clot-dissolving compounds like tissue-plasminogen activator (t-PA) [15].
Finally, perfusion measurements also find important applications outside a purely clini-
cal setting. In psychology and neuroscience, for example, it is used in fMRI experiments.
Tissue that is in a state of increased activation, e.g., the motor cortex in response to
a motoric task, has an increased metabolic demand. This is accompanied by an mea-
sureable increase in perfusion which makes it possible to identify individual regions of
activation and eventually to generate functional maps of brain regions.
1.3. Perfusion measurement
The idea behind all techniques to measure brain perfusion is to follow a tracer through
the vascular system to assess the amount of tracer that finds its way to the tissue of
interest. The tracer can be an external substance that is added to the blood or the even
blood itself, after tagging it as described in chapter 3.
The first attempts to measure perfusion go back to the 1940’s when Seymour Kety and
Carl Schmidt [16, 17] used nitrious oxyde (laughing gas, N2O) as a tracer that could
be transported by the blood. The volunteers inhaled the gas and the concentration of
the gas was measured at several timepoints before (femoral artery) and after (jugular
vein) passage through the brain. They inferred the absorption of N2O in the brain from
the difference between the concentrations. Using Fick’s principle, and the steady-state
assumption of equal gas tension in tissue and venous blood, it was possible to calculate
the net perfusion of the brain.
The measurement itself took more than 20 minutes, and the analysis an entire day.
Furthermore, the method would not allow the assessment of any regional differences in
perfusion within the organ. It was therefore far from any clinical application. However,
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it laid the foundation for future approaches to determine perfusion, particularly for the
so-called steady-state approaches.
Some years later, bolus tracking approach [18] was introduced as an alternative to the
steady-state techniques. Rather than waiting until a steady-state (or equilibrium-state)
was reached, the time-dependent tracer concentration was sampled. The kinetics of the
tracer were then described by a parametric model. By fitting the model to the sampled
data, perfusion and further hemodynamic parameters could be determined.
Modern imaging techniques finally made it possible to determine tracer concentrations
inside the tissue rather than only in the feeding and draining vessels. Perfusion could
now be determined regionally. Whereas before only the net perfusion of an entire organ
could be assessed, now local variations and pathologic changes of perfusion can be made
visible and can be compared to healthy regions.
Nowadays, both approaches, steady-state and bolus-tracking, are used and sophisticated
models to describe tissue perfusion have been developed over the years (see section 3.2).
Also, the number of imaging techniques has grown since then. Single photon emission
computer tomography (SPECT), positron emission tomography (PET), computer to-
mography (CT), ultrasound (US) and MRI offer excellent opportunities to measure per-
fusion of tissue within reasonable timescales for clinical applications and with high spatial
resolutions [19].
Two types of tracers can be distinguished:
- exogenous tracers: here an external substance is added to the blood (e.g., by in-
halation of a gas or injection of a liquid),
- endogenous tracers: here the blood itself acts as a tracer and is tagged, e.g., by
magnetically labeling the blood water protons. The generation and application of
these tracers is so far only possible with MRI.
Endogenous tracers have the advantages of being non-invasive and avoiding potentially
toxic (as Gadolinium) or radioactive (as 15O or 133Xenon) tracers. This increases patient
comfort and saves the time it takes to prepare an infusion or inhalation.
In chapter 3 arterial spin labeling (ASL) will be introduced as an MRI-based method
that uses the blood as endogenous tracer and that is the foundation for all techniques
that were used and developed in this thesis.
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2. Magnetic resonance imaging: The
Basics
MRI is a tomographic imaging technique and generates as such cross-sectional images of
the body (Greek τoµειν (tomein) = to cut, γραϕειν (grafein) = to write). These images
are subdivided in smaller units called voxels, which are the 3-dimensional (3D)-version
of a pixel. The measured signal is based on the emission of non-ionizing electromagnetic
waves resulting from nuclear magnetic resonance (NMR).
Each atomic nucleus carries a nuclear spin, I, composed of the spins of its nucleons and
their orbital angular momenta. The nuclear spin gives rise to a magnetic moment ~µ and
its excitation is used to generate a measurable signal. Generally any nucleus that carries
a non-zero spin can be used for this purpose. However, because of its great abundance in
the human body, hydrogen MRI, often referred to as proton MRI, is the most frequently
used technique in medical imaging. Based on [20, 21, 22], the proton and its behaviour
in a magnetic field are discussed in the following sections.
2.1. Spins and magnetization
In an external magnetic field ~B0 the nuclear spin vector ~I of a proton will start to precess
with the Larmor frequency
ωL = γ · | ~B0| . (2.1)
For a derivation of this precession please refer to appendix A.
The precession of ~I is associated with a magnetic moment ~µ that is connected to ~I and
precesses in a magnetic field ~B0
d
dt
~I = ~µ× ~B0 . (2.2)
The nuclear spin vector ~I and the magnetic moment ~µ are related to each other by the
gyromagnetic ratio γ
~µ = γ · ~I . (2.3)
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whose value depends on the specific spin-system and is determined experimentally. For
the proton it has a value of
γ
2pi
= 42.58
MHz
T
. (2.4)
The equation of motion for ~µ can be derived from eqns. 2.2 and 2.3 and results in
d
dt
~µ = γ · ~µ× ~B0 . (2.5)
In NMR volumes V filled with N spins that experience identical fields are encountered.
The individual magnetic moments ~µi in such an ensemble of spins can be summarized
as a vector of magnetization
~M =
1
V
∑
V
~µi . (2.6)
The magnetic moments in such an ensemble are distributed according to the Boltzmann
distribution
Ni
N
=
e−Ei/kBT∑M
j=1 e
−Ej/kBT
, (2.7)
which computes the fraction of particles that are in the energy state Ei given the ther-
mal energy kBT , where kB = 1.38 · 10−23JK−1 is the Boltzmann constant and T the
temperature.
In appendix B it is shown that this leads to an expectation value ~M0 of ~M that is aligned
along ~B0 and is given by
~M0 = ρ0 · γ
2}2
4kBT
~B0 , (2.8)
where ρ0 = N/V is the density of spins in V and } = h/2pi = 6.6 · 10−34/2pi is the
reduced Planck constant.
From eqns. 2.5 and 2.6 follows that for non-interacting protons also the magnetization
precesses about a given magnetic field ~B which is described by
d
dt
~M = γ ~M × ~B . (2.9)
Thus, in thermal equilibrium and for ~B = ~B0, eqns. 2.8 and 2.9, imply that the magne-
tization vector ~M = ~M0 will not precess. However, for small deviations of ~B from the
equilibrium, e.g., due to an additional magnetic field ~B1 ∦ ~B0, ~M will start to precess
about ~B.
2.2. The rotating coordinate system
A common convention is to define the z-axis of a laboratory reference frame to be along
the permanent magnetic field ~B0, such that ~B0 = B0 · ~ez. When describing MRI phe-
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nomena, it is often convenient to leave this stationary laboratory reference frame and
to switch to a reference frame that is rotating around the z-axis, i.e., the permanent
magnetic field ~B0. This makes the mathematical formulation of phenomena often easier
than using the laboratory frame.
To switch between the two reference frames, a rotation matrix R can be employed such
that a vector ~vrot in the rotating frame can be expressed in terms of its laboratory-frame
counterpart ~vlab:
~vrot = R · ~vlab =
cos(ωrott) − sin(ωrott) 0sin(ωrott) cos(ωrott) 0
0 0 1
 · ~vlab . (2.10)
In such a reference frame ~B0 keeps its direction but changes its strength by ωrot/γ.
A phenomenological explanation for this is that the angular velocity ωL of a precession
about the z-axis in the laboratory reference frame is in the rotating reference frame
reduced (or increased) by the angular velocity of the rotation of the frame ωrot. This,
however, is equivalent to a decrease (increase) of the magnetic field that causes the
precession (a more formal explanation can be found in e.g. [21]). Hence,
~B0,rot = ~B0,lab − ωrot
γ
· ~ez = 1
γ
· (ωL − ωrot) · ~ez (2.11)
where ωL is the Larmor frequency and γ the gyromagnetic ratio.
A system is said to be in resonance, if the equality ωrot = γ · | ~B0,lab| = ωL holds. In this
case | ~B0,lab| = 0.
2.3. Excitation
Alternating radio frequency (RF)-fields are used for the excitation of nuclear spins. This
chapter introduces a mathematical description of RF-fields and discusses their effect on
the magnetization.
2.3.1. Alternating B-fields
An alternating RF-field is generated by Helmholtz coils (linearly polarized) or quadrature
coils (circularly polarized), which due to their position in the MR-scanner, emit a B1-field
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that is perpendicular to the static B0-field [20, 23]. In the laboratory reference frame it
then has the form
~B1,lab(t) = B1(t) ·
 cos(ωRF · t+ φ)− sin(ωRF · t+ φ)
0
 = B1(t) · eiφ · e−iωRFt , (2.12)
where φ stands for an initial phase and the identification ~ex = 1 and ~ey = i was made
for the complex representation of the vector as a complex exponential.
In the rotating reference frame it takes the form
~B1,rot(t) = R · ~B1,lab(t)
= B1(t) ·
cos(ωrott) · cos(ωRFt+ φ) + sin(ωrott) · sin(ωRFt+ φ)sin(ωrott) · cos(ωRFt+ φ)− cos(ωrott) · sin(ωRFt+ φ)
0

= B1(t) ·
 cos([ωrot − ωRF] · t+ φ)− sin([ωrot − ωRF] · t+ φ)
0

= B1(t) · eiφ · e−i(ωrot−ωRF)t .
(2.13)
In the resonant case this reduces to
~B1,rot(t) = B1(t) ·
 cos(φ)− sin(φ)
0

= B1(t) · eiφ .
(2.14)
2.3.2. The effective B-field ~Beff
The stationary magnetic field ~B0 and the magnetic field of an additional RF-field ~B1
add up to form an effective B-field ~Beff(t) = ~B1(t) + ~B0.
Using eqns. (2.11) and (2.13) ~Beff(t) can be written in the rotating frame as:
~Beff,rot(t) = ~B1,rot(t) + ~B0,rot =
 B1(t) · cos([ωrot − ωRF] · t+ φ)− B1(t) · sin([ωrot − ωRF] · t+ φ)
1
γ
· (ωL − ωrot)
 , (2.15)
In the following, the standard reference frame is the rotating frame and therefore the
subscripts ’rot’ and ’lab’ will only be used when necessary.
Two special cases shall be mentioned here. First, in RF reference-frame ωrot = ωRF, i.e.,
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the angular velocity of the rotating reference frame equals the frequency of the RF-field.
Then the effective B-field in the rotating frame is reduced to
~Beff(t) =
 B1(t) · cos(φ)−B1(t) · sin(φ)
1
γ
· (ωL − ωRF)
 , (2.16)
Eqn. 2.16 implicates that for a constant B0-field the direction and amplitude of ~Beff can
be varied via the frequency and amplitude of an off-resonance RF-field as
| ~Beff(t)| =
√
B2eff,x(t) +B
2
eff,y(t) +B
2
eff,z(t)
ψ = arctan(
√
B2eff,x(t) +B
2
eff,y(t)
Beff,z(t)
)
. (2.17)
This possibility to manipulate ~Beff is extensively used in adiabatic RF-fields, which is
described in section 2.7.
In the second case, when the RF-field is also resonant, i.e., ωrot = ωRF = ωL, the z-
component Beff,z = B0,rot also disappears
~Beff(t) =
 B1(t) · cos(φ)−B1(t) · sin(φ)
0
 . (2.18)
2.3.3. RF-excitation
The effect of the effective B-field on the magnetization ~M using a resonant RF-Pulse in
a resonant system as in eqn. 2.18 can be derived from eqn. 2.9
d
dt
~M = γ ·
 My ·Beff,z −Mz ·Beff,yMz ·Beff,x −Mx ·Beff,z
Mx ·Beff,y −My ·Beff,x

=
 My · (ωL − ωRF)−Mz · ωRF · sin([ωrot − ωRF] · t+ φ)−Mx · (ωL − ωRF) +Mz · ωRF · cos([ωrot − ωRF] · t+ φ)
−Mx · ωRF · sin([ωrot − ωRF] · t+ φ)−My · ωRF · cos([ωrot − ωRF] · t+ φ)
 .
(2.19)
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For a resonant RF-pulse, the solution to this differential equation in the RF reference-
frame, i.e., for ωrot = ωRF = ωL, is
Mx = M0 · sin(ωRFt) · sinφ
My = M0 · sin(ωRFt) · cosφ
Mz = M0 · cos(ωRFt)
(2.20)
where ωRF = γ ·B1 and the initial condition Mz(t = 0) = M0 was applied.
Hence, a temporally limited burst of a resonant RF-field, which is also called an RF-
pulse, rotates ~M about ~B1 by the so-called flip angle of ωRFt. This rotation of ~M away
from the longitudinal direction is called RF-excitation.
2.4. Relaxation
Equations 2.9 and 2.19 assumed no interaction between the protons. In a real experiment,
however, the nuclei would interact with the thermal reservoir formed by its environment,
the so-called lattice, and also with each other. The effects of this interaction is described
in the following sections which finally leads to the Bloch-equations.
2.4.1. T1- or spin-lattice relaxation
The excitation of the spin-system by an RF-pulse is a perturbation of its thermal equilib-
rium with the result that ~M is no longer aligned with the longitudinal magnetic field ~B0.
By exchanging energy with the lattice, the thermal equilibrium is restored. This process
is called spin-lattice relaxation and as a result ~M will return to its equilibrium state ~M0,
i.e., be parallel to ~B0 again. The spin-lattice relaxation process can be phenomenologi-
cally described by
d
dt
Mz =
M0 −Mz
T1
(2.21)
where 1/T1 = R1 is the longitudinal relaxation rate which depends on the magnetic field
strength of ~B0 and the temperature and chemical environment of the spin-system. For
protons at room temperature T1 ranges between 0.1 to 10 seconds.
Solving eqn. 2.21 leads to
Mz(t) = Mz(0) · e−t·R1 +M0 · (1− e−t·R1) . (2.22)
The spin-lattice relaxation is also called T1- or longitudinal relaxation as it describes the
restoration of the longitudinal equilibrium component of ~M .
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2.4.2. T2- or spin-spin relaxation
The spins do not only interact with the lattice but also with each other. This spin-spin
interaction leads to another relaxation mechanism, the so-called spin-spin relaxation.
Each spin experiences, besides the applied field, also the fields caused by its neighbour-
ing spins. These experienced net-fields vary. This leads to a dephasing of the transverse
magnetization after initially being in phase due to the excitation. This process is de-
scribed by
d
dt
M⊥ = −M⊥
T2
(2.23)
with the solution
M⊥ = M⊥(0) · e−t·R2 (2.24)
where R2 = 1/T2 is the transverse relaxation rate. T2 is usually much shorter than T1
and ranges between 10 µs and 1 s .
2.4.3. T∗2-relaxation
In practice inhomogeneities of theB0-field, e.g. induced by differences in the susceptibility
of tissues, will lead to an additional dephasing of the transverse magnetization. These
effects are subsumed in an additional transverse relaxation rate R′2. Together, R2 and
R′2 yield the effective relaxation rate
R∗2 = R2 +R
′
2
and the transverse relaxation time
1
T ∗2
=
1
T2
+
1
T ′2
.
2.5. Bloch equations
Taking into account the static magnetic field ~B0, an RF-pulse ~B1(t) and the T1- and
T2-relaxations, the following equations of motion, known as the Bloch equations, can be
derived for the rotating frame of reference
d
dt
~M = γ · ~M × ~Beff −

Mx
T2
My
T2
Mz−M0
T1
 . (2.25)
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2.6. Gradients
So far the net signal of an entire object was considered. In order to obtain images
that contain spatially resolved information, the signal has to be equipped with spatial
encoding.
It is often warranted to excite the spins within a specific layer exclusively, which is called
a slice or a slab. This is carried out either to obtain a signal from this volume only, or
to prepare the magnetization in this volume. Examples for the latter application will be
given in the following sections and chapters.
For the spatial encoding of the signal and slice selective excitation, gradient fields ~G are
employed, which generate a spatially varying magnetic field along a specific direction in
space, i.e.,
~G =

∂Bz
∂x
∂Bz
∂y
∂Bz
∂z
 . (2.26)
These gradients are generated by gradient coils that superimpose a spatially varying
magnetic field to the static magnetic field ~B0. In reality, physics does not allow a gra-
dient field as in eqn. 2.26 whenever in addition to Gz also Gx or Gy are non-zero. The
Maxwell equations for a source-free region ∇× ~BG = 0 and ∇ · ~BG = 0 then demand a
corresponding B-field ~BG(~r) = ~G·~r that has non-zero components Bx and By. These lead
to a so-called Maxwell- or concomitant field that further increases the strength of the
field resulting from the superposition of ~B0 and ~G ·~r and also changes its direction. The
effect of concomitant gradient terms becomes more prominent with increasing gradient
strength.
In the following, slice selective excitation is described. The gradient-based spatial encod-
ing for the purpose of image generation, specifically the concept of k-space, frequency-
and phase encoding, are not necessary for the understanding of this work and will, for
the sake of brevity, not be explained here. However, since these are key-concepts in
MRI, a short description can be found in appendix D. The basics of magnetic resonance
(MR)-signal detection can be found in appendix C.
2.6.1. Slice selective excitation
When applying a gradient ~Gj = | ~Gj| ·~ej along the ~ej-direction, the magnetic field ~B, and
with it the precession frequency ω, become linear functions of the position ~r, or more
specifically, of its component along the ~ej-axis
B(~r) = ~r · ~Gj
ω(~r) = γ(~r · ~Gj)
(2.27)
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where concomitant gradient terms were neglected and ~ej can be any linear combination
of ~ex, ~ey and ~ez. Thus a gradient field ~Gj causes the position ~r to be frequency encoded
along the direction ~ej.
An RF-pulse with the frequency ωRF = γ · (|~r| · |~Gj|) and a bandwidth ∆ωRF excites only
ω
jIsocentre
Δω1,a
Δrj3
ω1,a
Δrj2Δrj1
rj3rj2
ω(rj)=γ⋅(Ga⋅rj)
ω(rj)=γ⋅(Gb⋅rj)
rj1
ω2,a
ω3,b
Δω2,a
Δω3,b= =
Figure 2.1.: Slice selective RF-excitation: to selectively excite spins within a slice of finite
thickness gradients are used. The thickness and the position of the slice are determined by
the frequency and bandwidth of the emitted RF-pulse, and the strength of the gradient. For
a given frequency ω and bandwidth ∆ω, the position and the thickness is determined by the
strength of the gradient G (blue and green line). For a fixed gradient strength, the position
and thickness depend on the frequency and bandwidth.
the spins at positions along ~ej
rj0 −
∆rj0
2
<rj < rj0 +
∆rj0
2
with ∆rj0 =
∆ωRF
γGj
rj0 =
(ωRF − ωL)
Gj
.
(2.28)
Hence, the position along the ~ej-axis rj0 and the thickness ∆rj0 of a slice (also called slab
in 3D-imaging) depend on the combination of the frequency ωRF and bandwidth ∆ωRF of
the RF-pulse and the strength | ~Gj| of the gradient field. Thus, by applying gradients, RF-
pulses can be made slice-selective, i.e. only magnetization within a defined slice or slab is
flipped, and by not applying any gradients they are non-selective, i.e., all magnetization
within the coverage of the transmitter coil is flipped.
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2.7. Adiabatic excitation and inversion
This section is based on Handbook of MRI Pulse Sequences by Bernstein, King and Zhou
[21].
In practice, non-ideal coils and susceptibility differences throughout the patient’s body
will cause B1-inhomogeneities. In many applications, however, homogeneous excitation
with a robust flip angle is crucial. In these cases, adiabatic RF-pulses are a good alter-
native to conventional ones, because they provide a good insensitivity to B1-inhomo-
geneities. The principles of adiabatic excitation are explained using adiabatic inversion
as an example, which is used for the ASL-preparation in this work.
The basic idea of adiabatic inversion is to rotate the effective B-field ~Beff by 180
◦ while
B1(t)
B0- ωRFγ( )ez
Figure 2.2.: Adiabatic inversion: the magnetization ~M0 starts to precede about an effective
B-field ~Beff that deviates from the direction of B0 (b). By adiabatically (sufficiently slowly)
rotating ~Beff by 180
◦, ~M0 follows and , therefore, is inverted [(c) - (e)]. Adapted from [21]
with permission.
the magnetization ~M is precessing around it. Under certain conditions, ~M will follow
~Beff and also be rotated by 180
◦.
To achieve this, frequency sweeping RF-pulses are used, i.e., RF-pulses as described by
eqn. 2.16 that sweep through different frequencies ωRF. Without loss of generality, it is
assumed that the RF-pulses are initially polarized along the x-axis, i.e., that the phase
φ = 0. By changing the frequency and the amplitude, the x- and z-component of ~Beff are
manipulated so that a rotation about the y-axis is achieved.
Starting with a strongly off-resonant pulse and a low amplitude, ~Beff will effectively
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point along the z-direction (fig. 2.2 (a)). Tuning ωRF closer to ωL while increasing the
amplitude, ~Beff will rotate to the transversal plane (fig. 2.2 (b)) until it crosses it at
ωRF = ωL (fig. 2.2 (c)). By further increasing ωRF while decreasing the amplitude again,
~Beff rotates through the negative hemisphere (fig. 2.2 (d)) until it finally reaches 180
◦
(fig. 2.2 (e)). This principle is also called full adiabatic passage.
In order to assure that ~M follows ~Beff while rotating, the so-called adiabatic condition
has to be fulfilled. It states, that the angular velocity ψ˙ of the rotation of ~Beff has to be
slow compared with the precession frequency of ~M
ψ˙  ωeff = γ · | ~Beff | . (2.29)
This condition is met by choosing a sufficiently high amplitude | ~Beff |.
2.7.1. Static adiabatic inversion
Adiabatic inversion pulses can either be spatially non-selective and then be expressed by
a sine-cosine modulation, a modulation frequency β and a tolerance level for off-resonance
of spins κ
B1(t) = Beff,x · sin(βt)
1
γ
· (ωL − ωRF) = Beff,z · cos(βt) + κ
(2.30)
Figure 2.3.: Frequency (dashed) and amplitude (solid) over time for an adiabatic 180◦
hyperbolic secant pulse. This type of RF-pulses is frequently used for spatially selective
inversion as in ASL or background suppression. Reprinted from [21] with permission.
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or be spatially selective and then be expressed by a hyperbolic secant pulse [24], a
modulation frequency ξ and a dimensionless parameter µ (see figure 2.3)
B1(t) = [B1,max · sech(ξt)]1−iµ
1
γ
· (ωL − ωRF) = −µξ · tanh(ξµ) .
(2.31)
2.7.2. Flow-driven adiabatic inversion
y
Beff(r<r0)
B1
Gz(r(t)-r0)ez
G
Figure 2.4.: Flow driven adiabatic inversion. For a sufficiently large distance to r0 the
resulting effective B-field ~Beff will point along the z-direction (a). The closer the magnetization
flows to r0, the closer ωL(t) and ωRF come to resonance. At the moment the spins pass r0,
~Beff , and with it ~M , is parallel to the transverse plane. The more the spins diverge from r0,
the more off-resonant ωL(t) and ωRF become until finally ~Beff is antiparallel to ~B0,lab and ~M
is effectively inverted (see fig. 2.4). Adapted from [21] with permission.
In the so-called flow-driven adiabatic fast passage (AFP) [3] a very effective and elegant
technique is used to achieve an adiabatic inversion of a moving magnetization. It takes
advantage of the effect that the resonance frequency of flowing spins continuously changes
with their actual position when a magnetic field gradient ~G is applied along the flow
direction
ωL(t) = γ ~G · ~r(t) . (2.32)
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For a given RF-pulse B1(t) = | B1| · e−iωRFt, with ωRF = γ G · r0, the flowing spins will
have a frequency offset relative to ωRF which is dependent on their position r(t) and
given by
ωL(t)− ωRF = γ G · r(t)− ωRF = γ G · [r(t)− r0] . (2.33)
This results in a position-dependent effective B-field
Beff = G · (r(t)− r0) · ez + | B1| · ex , (2.34)
where, as before, it was assumed, without loss of generality, that B1 is initially polarized
along the x-axis.
Thus, in the presence of a gradient, a continuous change in position due to flow has the
same effect on M as the frequency sweep from positive off-resonance to on-resonance to
negative off-resonance as described at the beginning of this chapter. Instead of modulat-
ing the frequency of the RF-pulse, a fixed frequency and an according gradient can be
used to fulfil the conditions for a full adiabatic passage (see figure 2.4). In this case the
AFP-condition including relaxation effects is:
1
T1,b
,
1
T2,b

G · v
| Beff |
 γ · | Beff | (2.35)
where T1,b and T2,b are the relaxation times of arterial blood and v = ˙r(t) is the mean
flow velocity. This takes into account that inversion has to be faster than the relaxation
effects to be efficient.
The relationship 2.35 is also reflected in the velocity-dependence of labeling efficiency.
For a fixed magnetic field gradient strength G, the efficiency decreases if either the blood
flows too slowly, such that the relaxation effects become dominant, or if it flows too fast,
such that the full adiabatic passage condition is not fulfilled any longer (see figure 2.5).
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Figure 2.5.: Labeling efficiency as a
function of the blood flow velocity.
Reprinted from [25] with permission.
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3.1. Classical ASL: Basics and overview
Arterial Spin Labeling (ASL) [5] is a non-invasive method to measure organ perfusion
using magnetic resonance imaging (MRI). The arterial blood itself is used as an endoge-
nous tracer (see chapter 1). A magnetically labelled bolus is created upstream to the
tissue of interest by inverting the magnetization inside the bolus (see figure 3.1). After
a delay time during which the blood can travel to the tissue and the labeled molecules
transit from the capillary bed to the pool of tissue water, a so-called label image is ac-
quired (see figure 3.2 a)). Since only 3-5% of the tissue water stems from blood water
and relaxation further decreases the concentration of labelled blood, the perfusion signal
makes up only 1-2 % of the overall signal. Hence, an additional control image without
any prior labeling is acquired (see figure 3.2 b)). Ideally, the signal of the static tissue
is identical in the control and label images and the difference between them stems from
the perfusion process. Subtracting the label from the control image will therefore reveal
signal originating from blood-flow and perfusion (see figure 3.2 c)).
3.1.1. Labeling strategies
Two main techniques to invert the spins can be distinguished:
- continuous arterial spin labeling (CASL) [5, 6], where a bolus is created over
a long period of time (typically 1-3s) within a thin (typically 10-20 mm) labeling
slab (see figure 3.3 I.a) and I.b)). The bolus duration (BD) is directly given by the
duration of the labeling phase.
- pulsed arterial spin labeling (PASL) [26, 27, 28], where the bolus is created
inside a thick (typically several cm) slab by applying a short labeling pulse (typi-
cally 10-20 ms) (see figure 3.3 II.a) and II.b)). Here the BD is determined by the
spatial extent of the labeling slab and the flow velocity of the blood. Therefore,
determining the BD in PASL is not straightforward. A common strategy to limit
the duration of the bolus is to saturate the labeled blood below the imaging vol-
ume, e.g., by using Q2TIPS [29]. These pulses effectively delete any labeling, and
23
24 3. Arterial Spin Labeling
bolus of inverted 
blood water 
magnetization
Figure 3.1.: Principle of ASL: upstream to the tissue of interest, (in this example the
brain) a bolus is created in which the magnetization of blood water is inverted (blue
arrows). The labeled blood can therefore be distinguished from non-labeled blood (red
arrows) where the magnetization is oriented along the direction of ~B0. The labeled blood
then flows and perfuses to the tissue of interest.
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when applied just below the imaging volume, the delay between labeling and the
start of the application of these pulses corresponds to the BD.
In both techniques the image is acquired after a delay, which in CASL (see figure 3.3
I.b)) is called post labeling delay (PLD) and in PASL inflow time (TI) (see figure 3.3
II.b)).
control label perfusion
weighted
controllabel
c)
a) b)
Figure 3.2.: Label-, control- and perfusion-weighted images: After a delay during which
the labeled blood can reach the tissue of interest, a so-called label image [a)] is acquired.
Furthermore, a control image [b)] without any prior labeling is acquired. To remove all signal
from static tissue and to reveal the perfusion-weighted signal, the label image is subtracted
from the control image in the subsequent post-processing, which yields a perfusion-weighted
image [c)] (intensity upscaled).
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Since the ASL-signal is so low, it is very important to obtain a homogenous and complete
inversion of the magnetization. The higher this so-called labeling efficiency is, the higher
is the final ASL-signal. The adiabatic inversion pulses that were introduced in chapter 2
are therefore a commnon choice in ASL-imaging. In this work continuous ASL, or more
specifically pseudocontinuous arterial spin labeling (pCASL) [30, 31, 32, 33] as a further
development of the technique, was used. Therefore, the two techniques are discussed in
more detail below.
Image 
readout
Labeling
Labeling
Image 
readout
Image
readout
Image
readoutlabeling
labeling
I.a) II.a)
I.b) II.b)
PLDBD TI
TI=BD+PLD
Figure 3.3.: CASL-/pCASL- and PASL-schemes: two common strategies to achieve the
inversion are based on a continuous or a pulsed approach. For continuous labeling (I) a
pulse train generates the bolus over a longer period and within a comparably thin layer.
For pulsed labeling (II), the bolus is generated with a short single inversion pulse, however
within a labeling slab of several centimeters thickness.
CASL
In CASL the inversion is achieved by flow-driven AFP (see section 2.7). To this end,
a constant magnetic field gradient is positioned as parallel as anatomy allows to the
feeding arteries, which determine the flow direction of arterial blood. Then, an RF-pulse
of constant frequency and amplitude is applied for the desired BD (see fig. 3.4). Although
its signal is superior, CASL could not prevail against PASL. The main problem lies in the
technical limitations of most MRI-scanners. The commonly sold hardware is not capable
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of generating continuous RF-pulses with a duration of several seconds. As a solution a
separate labeling coil fed by an external amplifier may be used (see e.g. [34]). However,
also the RF-energy absorbed by the tissue, which is quantified by the specific absorption
rate (SAR), is significantly higher in CASL than in PASL, which further limits the usage
of CASL. Finally, it has been shown [35] that CASL has a lower labeling efficiency α,
which describes the fraction of the maximum possible inversion of the z-magnetization
after labeling and is defined [32] as
α =
abs(M controlz,blood −M labelz,blood)
2 ·M0,blood (3.1)
where M
label/control
z,blood is the z-magnetization of arterial blood in the label- or control-case
and M0,blood is the equilibrium magnetization of arterial blood.
All in all, the additional hardware and costs plus the higher SAR and lower labeling
efficiency rendered CASL not practicable enough for clinical routine.
RF
Gz
BD
Figure 3.4.: CASL sequence diagram: a long RF-pulse is played out in combination with
a gradient along the z-axis. Adapted from [33] with permission.
pCASL
In 2005 pCASL was introduced [30, 31, 32, 33] as a technique to overcome the limita-
tions of CASL and to combine its superior signal-to-noise ratio (SNR) with the higher
labeling efficiency of PASL [32]. Here the long RF-pulse in CASL is split into many short
RF-pulses of duration d and flip angle α which are separated by delay time δ. So, the
continuous RF-pulse is replaced by a RF-pulse train.
If there were no phase accrual between the RF-pulses, a magnetization Mz which expe-
riences m such RF-pulses would be flipped by a net flip angle of m · α.
However, due to the applied z-gradient Gz the magnetization gains a phase accrual [32]
Φ = γ
∫ δ
0
Gzdt = γ
∫ δ
0
G(z0 + vt)dt = Φ0(z0) + Φ1(v) (3.2)
between two subsequent RF-pulses, where z0 is the distance of the labeling plane and
the isocentre and v is the flow velocity. Given the common values for the range of flow
velocities of ∼ 15-40 cm/sec, the duration of the delay of ∼ 1 ms, and the distance from
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the isocentre of ∼ 10 cm, Φ0 dominates over Φ1. Furthermore, if Φ does not equal 0 or a
multiple of 2pi, this phase accrual leads to a growing phase offset between the RF-pulses
and Mz, which reduces the effective flip angle [32].
A common strategy to compensate for this effect is to compute Φ0 from the given gradi-
ent waveform and z0, and to increase the phase of the subsequent one by Φ0 after each
RF-pulse. This makes the frequency offset between the RF-pulses and the magnetiza-
tion independent of the distance from the isocentre and only dependent on flow velocity
which results in an adiabatic flow-driven inversion.
In order to obtain a control image that is generated under the same conditions (besides
the inversion) as the labeling image, a 180◦-phase shift is applied to every other RF-pulse
(see figure 3.7 b)). This leads to an effective B1,ave = 0, but the same RF-power emission
as in the label case.
In a first attempt, the long single rectangular RF-pulse [figure 3.5 a)] was split into
many shorter rectangular or Hanning-shaped RF-pulses [see figure 3.5 b) and c)].
RF
Gz
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d δ
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RF
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Figure 3.5.: Splitting CASL into pCASL: a) continuous RF-pulse with constant gradient,
b) rectangular RF-pulses with constant gradient, c) Hanning-shaped RF-pulses with con-
tinuous gradient and d) Hanning-shaped RF-pulses with non-constant gradient. Adapted
from [33] with permission.
However, the comb-like form of the RF-pulse train results in a comb-like form in fre-
quency-space, i.e. many discrete frequencies. As a consequence, the blood is inverted in
several labeling planes and, therefore, more than once. In the following, the key steps
to understand the origin of the problem and its solution are presented. More detailed
calculations can be found in literature, e.g., in [33].
The Hanning pulse is a SINC-pulse that is apodized by a Hann(ing) window [21] and
yields therefore sharper pulse profiles. It is described by
H(t) =
{
0.5 + 0.5 · cos(2pit) , |t| < 1
2
0 , else
(3.3)
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The comb of the Hanning pulses can be formulated as:
RFrect(t) =
1
δ
· comb( t
δ
) ∗ H( t
d
) (3.4)
with ∗ denoting a convolution, and
comb(t) =
∞∑
n=−∞
δ(t− n) .
The Fourier transform of this is
F (RFrect) = comb(fδ) · F
(
H( t
d
)
)
(3.5)
with
F
(
H( t
d
)
)
= d · sinc(pidf) · 1
2(1− d2f 2)
which leads to several excitation frequencies at f = n/δ corresponding to labeling planes
at zRF = n/(γGδ) damped by a sinc-function (see fig. 3.6 a)). A solution to this problem
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Figure 3.6.: Suppressing aliased labeling planes. Using an increased gradient during the
RF-pulse leads to a sharper pulse profile and consequently to a suppression of the aliased
labeling planes (vertical lines). This is shown for a) a constant gradient of 1 mT/m where
several aliased labeling planes are within the excitation profile and for b) a constant mean
gradient with increased gradient strength of 9 mT/m during the RF-pulse. In b) the aliased
labeling planes are successfully suppressed because they lie outside the excitation profile.
Reprinted from [33] with permission.
is to increase the gradient to Gmax during the RF-pulses, while maintaining the mean
gradient over time Gave and the mean B1-field B1,ave at values comparable to the CASL-
case (see figure 3.5 d) and 3.7 a)). This leads to labeling planes at zRF = n/(γGaveδ)
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and a first zero-crossing of the sinc-function at zsinc,0 = 1/(γGmaxd) which is, according
to [33], a good measure for the effective half-width of the sinc-function. So, for
zRF  zsinc,0
⇐⇒
Gmax
Gave
 δ
d
the effect of additional labeling planes becomes neglegible (see fig. 3.6 b)).
Two variants can be distinguished. In balanced pCASL [36] the zeroth gradient moment
is non-zero in both the labeling and the control case (see figure 3.7 I). In unbalanced
pCASL [30] the zeroth gradient moment is non-zero in the labeling case and zero in
the control case (see figure 3.7 II). In both cases the polarity of every other RF-pulse is
inverted in the control case (see figure 3.7).
label
RF
control
RF
I) balanced
label
RF
Gz
control
RF
Gz
II) unbalanced
Gz Gz
Figure 3.7.: Sequence diagram for balanced and unbalanced pCASL: RF-pulses and gra-
dients for the acquisition of label and control images. In balanced pCASL I) a non-zero
mean gradient (horizontal dotted line) is maintained during the label and control case. In
unbalanced pCASL II) a non-zero mean gradient is maintained in the label case, however
no gradient is applied in the control case.
In conclusion, flow-driven AFP can be achived by the application of RF-pulse trains.
Other than the single RF-pulses with a duration of several seconds, which are needed
for CASL, RF-pulse trains can be generated by clinical MRI-systems currently on the
market. Also, the SAR can be reduced to a tolerable level by adjusting the delay time
between the RF-pulses δ and the flip angles. Finally, the labeling efficiency is increased
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compared to CASL [32]. All that resolves the limitations of CASL, which makes pCASL
a very good alternative to PASL.
3.2. The General Kinetic Model
Other than MRI-techniques that use exogenous contrast agents, where the tracer stays
intravascular and that measure the local blood volume, the labeled blood in an ASL
experiment can enter the extravascular space and therefore allows a direct measurement
of quantitative CBF [37]. However, to obtain quantitative values for perfusion from an
ASL measurement, a model of the tracer kinetics and the involved relaxation processes
is necessary.
The first approaches to model the signal of specific ASL applications were proposed by
Detre et al. [6], Kim [27] and Kwong et al. [38, 26]. Here the signal was deduced from
extended Bloch equations (compare section 2.5) that also take flow and perfusion into
account:
d
dt
~M = γ · ~M × ~Beff −

Mx
T2
My
T2
Mz−M0
T1
+ (f ·Ma − fλ ·M)
 (3.6)
where f is the CBF, λ is the brain/blood partition coefficient for water (concentration
of water in the brain/concentration of water in the blood) and Ma is the longitudinal
magnetization of arterial blood.
However, the first general model to describe continuous and pulsed methods was pro-
posed in 1998 by Buxton et al. [37]. This general kinetic model reproduces the results
of the earlier ones, but goes beyond this and takes the effect of other tissue parameters
into account.
The idea behind the general kinetic model is that the difference between the signals
from control and label images is caused only by spins that were labeled and traveled
to the tissue of interest. Therefore, the perfusion-weighted subtraction signal in a voxel
depends only on the difference in longitudinal magnetization ∆M(t) due to the presence
of inverted magnetization in the label case. The amount of labeled (inverted) magnetiza-
tion that is present in a voxel at time t, depends on the history of the delivery, relaxation
and clearance due to venous outflow.
These three effects enter the model in form of
• a delivery function or arterial input function (AIF) c(t′), which is the normalized
arterial concentration of inverted magnetization at the time of arrival at the voxel.
Directly after inversion the magnetization difference is 2αM0,b with α being the
labeling efficiency as defined in eqn. 3.1 and M0,b being the equilibrium magnetiza-
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tion of arterial blood. Between t′ and t′ + dt′ the amount 2αM0,bfc(t′) is delivered
to a specific voxel, where f is the CBF
• a residue function r(t − t′), which is the fraction of labeled water molecules that
arrived the voxel at t′ and are still present at t, and
• a relaxation function m(t− t′), which is the fraction of inverted longitudinal mag-
netization in the voxel that arrived at t′ and has not relaxed at t.
r(t− t′) and m(t− t′) are frequently summarized as a tissue response function (TRF).
The difference in longitudinal magnetization ∆M can then be written as
∆M(t) = 2αM0,bf
∫ t
0
c(t′)r(t− t′)m(t− t′)dt′
= 2αM0,bf (c(t) ∗ [r(t) ·m(t)]) .
(3.7)
where ∗ indicates a convolution. Using some simplifying assumptions, a basic model,
referred to as the the standard kinetic model of ASL [39, 40, 41, 42, 43, 44], can be
formulated. The details of this model vary slightly for pulsed and continuous ASL. Since
continuous ASL was used exclusively in this thesis, the model for this type of ASL is
described below. The formulation for the pulsed method can be found in [37].
The assumptions for the standard kinetic model are
• the created bolus of duration τ reaches the tissue as uniform plug flow. Thus, it
has the form of a box-car function. So, before the so-called arterial transit time
(ATT) ttra, which is the time it takes the blood to travel from the labeling slab to
the tissue voxels [45, 10], no inverted magnetization arrives at the voxel. For the
duration of the bolus τ , uniformly labeled blood arrives at the voxel and after that
time, i.e., for t > ttra + τ , the delivery stops. Furthermore, during the ATT the
magnetization relaxes with the T1-relaxation time of blood (T1,b). Thus, for pCASL
c(t) is described by
c(t) =

0 , 0 < t < ttra
e
− ttra
T1,b , ttra < t < ttra + τ
0 , ttra + τ < t
• the exchange of water between tissue and blood is described by single compartment
kinetics. This implicitly assumes that the exchange of water between possible sub-
compartments within the tissue is fast enough, for their concentration ratios to
remain constant while the net concentration of inverted magnetization in the tissue
is time-dependent. This is also called a well-mixed compartment. Furthermore,
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the exchange of tissue and venous water is determined by the blood/brain water
partition coefficient λ
r(t) = e−ft/λ
• after the arrival of the labeled blood in the voxel, the relaxation switches instantly
from T1,b to the tissues relaxation time T1
m(t) = e−t/T1 .
This yields an effective TRF
r(t) ·m(t) = e−
t
T ′1
with the apparent T1-relaxation time T
′
1 defined as
1
T ′1
=
1
T1
+
f
λ
.
Together with eqn. 3.7 this yields, for continuous ASL, a difference in longitudinal mag-
netization between control and label case of
∆M(t) =

0 , 0 < t < ttra
2αM0,bfT
′
1 e
− ttra
T1,b (1− e−
t−ttra
T ′1 ) , ttra < t < ttra + τ
2αM0,bfT
′
1 e
− ttra
T1,b (1− e−
τ
T ′1 ) e
− t−τ−ttra
T ′1 , ttra + τ < t .
(3.8)
Eqn. 3.8 implies that the signal does not depend on the CBF f alone. Other parameters
related to perfusion, like the apparent T1-relaxation time T
′
1, the ATT ttra, and the BD
τ , have a strong influence on the signal (see figure 3.8).
3.2.1. Relaxation of the standard kinetic model
The great advantage of the general kinetic model is that it can be, but does not have
to be, restricted to the assumptions for the standard kinetic model. It can be further
simplified, as is shown in the following section, or it can be made more complex and
accurate by relaxing some assumptions. For instance, the assumptions of the standard
kinetic model can be relaxed by assuming more realistic forms of c(t), r(t) and m(t),
e.g.,
• the box-car shape for c(t), which may hold true at the location where the labeled
bolus is created, can be assumed to be more complex. Over the distance the blood
has to flow to the tissue, dispersion due to flow profiles in the vessels and diffusion of
blood water within the blood will occur. These effects may be taken into account,
although they are considerably smaller in ASL than in methods using injected
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contrast agents (CAs) where the travelling distance is much longer. Particularly,
they may play a role for accurate quantification and the box-car AIF should be
replaced by smoother and more realistic forms [46]. Several AIFs, like the Gamma-
variate [47, 48, 49] AIF, AIFs based on convolutions of the box-car function and a
kernel [50, 51] or an AIF that models laminar flow [52], were proposed.
• the tissue response function can also be made more complex. The assumed in-
stantaneous exchange between the tissue and the blood water pool may be more
restricted [53, 54, 55]. Furthermore, the assumption of one-compartment may be
extended to two compartments, like tissue and vessels, or more [56]. Finally, T2-
and T ∗2 -effects can be taken into account [57].
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Figure 3.8.: Dependence of (p)CASL on model parameters. The (p)CASL signal given
by the general kinetic model for different values of CBF (f), ATT (ttra = ∆t), relaxation
times (T1) and bolus durations (τ). Reprinted from [37] with permission.
3.2.2. Application of the general kinetic model
The general kinetic model introduces several perfusion-related parameters and for quan-
tification they have to be either determined, estimated or, under certain assumptions,
neglected. For instance M0, T
′
1, α, T1,b and λ would have to be determined in separate
measurements. For the latter four, however, estimates in form of literature values are
used frequently and only M0 is determined by measurement.
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The ATT is not only of special importance for model based approaches to precisely quan-
tify absolute CBF with ASL [37, 58], but also for the estimation of relative CBF without
an explicit underlying model [59]. In the latter the results can be negatively impacted
by spatially varying ATTs [59] and artifacts due to prolonged ATTs are reported which
can make correct clinical diagnosis difficult, e.g. in patients with ischemic stroke, steno-
occlusive disease or Moyamoya disease [10, 59]. Assessment of ATTs is crucial in these
cases, and can even reveal additional clinically relevant information [60], e.g., on collat-
eral flow, steno occlusive impairment, or the identification of the border zones of flow
territories [61, 62, 63]. The ATT, being a local and highly individual parameter, cannot
be estimated and the measurement has either to be made insensitive to it, which is fea-
sible under some assumptions, or it has to be determined by measurement. Applications
for both approaches will be introduced in the following.
Single-TI ASL
In single-TI/PLD ASL an image is acquired at only one TI/PLD. The number of neces-
sary images is minimal and, thus, it is a fast way to obtain a perfusion-weighted image.
However, the ATTs cannot be determined this way and certain conditions have to be
fullfilled to make the effect of ATT neglegible.
At inflow times
TI > ATT + BD (3.9)
the sensitivity to ATTs is very small [37, 58]. In CASL/pCASL eqn. 3.9 is equivalent to
PLD > ATT, such that ideally a PLD > max(ATTs) should be chosen [58]. In PASL,
however, the BD is primarily unknown, which makes the choice of an apt TI difficult.
Here, the additional pulses like the Q2TIPS-pulses introduced in section 3.1 can be used
to determine the BD. Then, the optimal TI should be chosen according to eqn. 3.9 using
an estimated maximal ATT [58].
The advantage of single-TI/PLD ASL lies in the simplicity and brevity of the acquisi-
tion. The reconstruction is simple and the sensitivity to motion is reduced to a minimum.
Even in repeated acquisitions of label and control images in order to increase the SNR,
images corrupted by artifacts can simply be excluded - provided they can be identified.
Both approaches require assumptions of the longest ATT prior to the scan. Since ATTs
can vary significantly between subjects and can be extremely long in some patholo-
gies [12, 61], it is very difficult to make reliable estimations on maximum ATTs.
Nevertheless, with the further simplifying assumptions of no outflow of labeled blood-
water and the relaxation being governed by T1,b, a robust quantification equation that
only needs the additional measurement of M0 can be deduced and is given, e.g., in [58].
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Multi-TI and Look–Locker ASL
The other solution to the problem of unknown ATTs is to determine them for each
voxel. This can be done using multi-TI/PLD ASL. First, the ASL-signal course over
time is sampled. To this end, multiple images are acquired in several measurements with
different TIs or PLDs (see figure 3.9). Either several single-TI/PLD measurements are
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Figure 3.9.: Multi-TI/PLD ASL signal curve. Example of an ASL-signal sampled over time.
The signal is given for a single voxel (10 TIs) and also the fitted signal curve (PASL) is shown
(green, dashed line). With courtesy of Matthias Gu¨nther.
performed each time with a different TI/PLD, which is called sequential multi-TI/PLD
ASL, or a Look–Locker [64] readout series is performed after one single ASL-preparation.
Effectively, this also results in a series of multi-TI/PLD ASL images [65]. So far, Look–
Locker ASL is limited to gradient echo based imaging.
In a second step, a given model curve, e.g., the general kinetic model, is fitted to these
sampled data [37, 66]. These fits yield not only parameter maps for ATT, but also for
the correct CBF, i.e. CBF, with ATTs taken into account.
The great advantage of multi-TI/PLD ASL lies in the additional information that comes
from the more complex model, particularly the knowledge of ATTs, and importantly that
increases the clinical value of ASL. However, compared to single-TI/PLD ASL the multi-
TI/PLD approach can considerably increase the acquisition time (TA) [66]. Repeating
the multi-TI/PLD measurement to provide a sufficiently high SNR increases the TA
even further. Thus, the time constraints of the clinical environment will often limit the
number of applicable TIs/PLDs which in turn might decrease the accuracy of the fitted
parameters.
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3.3. Hadamard time-encoded pCASL: Basics and
overview
In 2007, Hadamard time-encoded pCASL (H-pCASL) [7] was introduced as a very time-
and SNR-efficient method to sample the ASL-signal curve. In this extension of conven-
tional ASL, the labeled bolus is divided in shorter and consecutive subboli (see figure 3.10
a) and b) ). Over the course of several subsequent measurements each subbolus obtains
an unique encoding pattern in form of an individual sequence of label and control states
(see individual columns in figure 3.10 c) ). In the subsequent decoding step, the contri-
bution of each subbolus can be isolated. The resulting perfusion-weighted images then
correspond to the different PLDs of the subboli. This makes H-pCASL equivalent to a
conventional multi-PLD measurement, however with a higher temporal SNR. As in con-
ventional multi-TI/PLD ASL, parametric maps, e.g., for CBF and ATT, can be obtained.
In the following, H-pCASL is explained in more detail.
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Figure 3.10.: Splitting
pCASL into H-pCASL.
The idea behind Hadamard
time-encoded pCASL is
to split a long bolus [a)]
into several smaller subboli
[b)] that intrinsically have
different temporal distances
∆ti to the image readout.
By encoding each subbolus
using a unique encoding
pattern of subsequent label
(blue) and control (green)
states [c)], the contribution
of each individual subbolus
to the perfusion-weighted
signal of the acquired image
can be filtered out in a
decoding step.
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3.3.1. Conventional H-pCASL
The aforementioned encoding of the subboli proposed in [7] follows the entries of a
Hadamard matrix. These matrices can easily be created iteratively using Sylvester’s
construction [67]
H2×2 =
(
1 1
1 −1
)
H2k×2k = H2×2 ⊗H2k−1×2k−1
(3.10)
where H2k×2k is the 2k × 2k representation of a Hadamard matrix and ⊗ denotes the
Kronecker product, which is defined for a m× n matrix A and a s× t matrix B as
A⊗B =

a1,1 ·B · · · a1,n ·B
...
. . .
...
am,1 ·B · · · am,n ·B
 .
Besides these matrics of order 2k, there exist many others, e.g., of order 12, 20 and 24.
The non-proven Hadamard conjecture assumes that for all positive integers k, there ex-
ists a Hadamard matrix of order 4k [68].
For many applications an equal subbolus duration (SBD) is assumed for all subboli,
e.g., in figure 3.10 b) and c). However, this is not a necessary requirement. Therefore,
N subboli are assumed that are of durations τk, which may be, but do not have to be,
equal. The PLD ∆tk of each subbolus can then be expressed as
∆tk = ∆t1 +
k−1∑
l=1
τl (3.11)
with (k = 2, . . . , N) and ∆t1 being the chosen delay between the end of the labeling
phase and the image acquisition (see figure 3.10 b) ).
Once a Hadamard matrix is chosen, an encoded image Ei is acquired for the encoding of
each row of the matrix. In each measurement the subboli are either put into a label or
put into a control state according to the entries of the respective row of the matrix, e.g.
1=control and -1=label (see figure 3.10 c) ). For each voxel the encoding process can be
described by a linear matrix equation
ME1
...
MEN
 = HN×N ·

M(τ1,∆t1)
...
M(τN ,∆tN)
 (3.12)
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where MEi is the magnetization in the voxel of the encoded image Ei at time of image
acquisition and M(τi,∆ti) is the magnetization that reached the voxel with the i − th
subbolus at the time ∆ti.
Hadamard decoding corresponds to solving eqn. 3.12 by inverting H
M(τ1,∆t1)
...
M(τN ,∆tN)
 = 1NH−1N×N ·

ME1
...
MEN
 (3.13)
where 1/N is a normalization factor. Since Hadamard matrices are orthogonal, H−1 =
HT where the superscript T denotes the transpose of a matrix. In addition Hadamard
matrices of order 2N are symmetric, such that H−1 = H is valid here.
Thus, in order to decode the measured signals, the N acquired encoded images Ei are
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Figure 3.11.: Hadamard decoding. In the decoding step the acquired
encoded images are added or subtracted according to the entries of
the applied transposed encoding matrix (e.g. +1 = ”add” and -1 =
”subtract”). perfusion-weighted images for different PLDs result from
this step. However, the first column contains only label or control states
and therefore does not yield a perfusion-weighted image.
simply added or subtracted according to the entries of the N column vectors of the in-
verted Hadamard matrix, e.g., 1=add and -1=subtract. This yields a decoded perfusion-
weighted image Di for each column of the matrix which contains only the contribution
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of the i− th subbolus (see figure 3.11).
For each voxel the decoding can be described by a linear matrix equation:
d1
...
dN
 = HTN×N ·

e1
...
eN
 (3.14)
where di stands for the value in the respective voxel in the i− th decoded image Di and
ei stands for the value of the same voxel in the i− th encoded image Ei.
However, the first column of the Hadamard matrix contains only control (or label) states.
Since the basic idea of ASL is to suppress the signal of static tissue by subtracting con-
trol and label states (also called ASL-condition), this cannot yield a perfusion-weighted
image. Thus, from the N measurements only N−1 perfusion-weighted images will result
(see figure 3.11).
At this point the TA-advantage becomes clear. For the N−1 perfusion-weighted images,
2 · (N −1) measurements instead of N are necessary in a conventional multi-TI/PLD ex-
periment. This makes H-pCASL almost twice as time-efficient and aditionally increases
SNR. During the decoding step, all N encoded images enter the computation of each
decoded image. In conventional multi-TI/PLD, however, only two images are used to
compute a perfusion-weighted image. All in all, at a given bolus duration, H-pCASL
yields a
√
2/N -times lower noise level in N
2(N−1) of the time. This makes H-pCASL very
efficient with respect to temporal SNR (tSNR), which is defined as the SNR per time.
This was recently demonstrated in animals [69] and humans [70]. Also a thorough study
of the basic properties, as well as new timing strategies were presented in [71]. Further-
more, the possible benefits of the method were recognized in the ASL community [72, 58].
3.3.2. State of the art Hadamard-encoded pCASL
Since the introduction of Hadamard time-encoded pCASL, the technique has not only
been tested but also further developed.
New encoding strategies were developed that use the fact that there is no restriction on
the duration of the individual subboli. In fact, each subbolus can have an individual SBD
without affecting the encoding/decoding characteristics of the technique. Only if a sub-
bolus is shorter than 50ms, its duration might be too short to allow switching between
a label and a control state which leads to severe loss of signal [71]. Also, new combina-
tions of Hadamard encoded labeling with different imaging and labeling strategies were
proposed. A short overview of these developments is given in the following.
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Free Lunch H-pCASL
In conventional pCASL measurements the scanner idles during the PLD (usually sec-
onds). The goal of Free Lunch H-pCASL [73, 71] is to make use of this gap. It takes
advantage of the fact that Hadamard encoding is not restricted to subboli of equal du-
ration.
With this in mind, the SBD and PLD of the first subbolus are set to the values of a
conventional pCASL-measurement, while the remaining N − 2 subboli are distributed
over the gap between the first subbolus and the image readout, i.e., the PLD . As an
example, figure 3.12 shows this for an 8 × 7 encoding matrix. This way, a conventional
pCASL-image is obtained after decoding the image corresponding to the first subbolus.
Furthermore, an ASL time series which is sampling the signal over time results from
decoding the images that correspond to the remaining subboli. Thus, this is equivalent
to a conventional single-PLD pCASL-measurement, where the PLD is used to collect
additional multi-PLD data. Therefore, parameter maps, e.g., for ATT, are obtained at
no extra cost, and are in fact a free lunch.
The Free Lunch approach can be extended to add vessel encoding to the time encod-
ing [74]. To this end, additional vessel encoding gradient pulses as described in [31] are
played during the Hadamard encoding of the second subbolus. This yields additional
images that show the contribution of individual selected vessels to the net perfusion.
image readoutFree Lunch H-pCASL
Figure 3.12.: Free Lunch H-pCASL. The first subbolus has the duration of a conven-
tional pCASL bolus, i.e., it is given a comparably long SBD and PLD. The remaining
subboli are kept short so that they can be used to sample the ASL signal over time.
This way the otherwise unused time of the PLD is used for sampling. This led to the
name Free Lunch H-pCASL.
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T1-adjusted H-pCASL
The earlier a subbolus is generated in the labeling phase, the longer its PLD is. Due
to T1-relaxation, the concentration of labeled blood decreases with increasing PLD. In
the case of equally long subboli this becomes visible in form of a decrease in signal with
increasing PLD. T1-adjusted H-pCASL intends to compensate for this loss of signal by
increasing the duration of the subboli according to their PLD [71].Figure 3.13 shows this
using the 8 × 7 encoding matrix as an example. This again uses the freedom to chose
individual SBDs for the subboli mentioned in section 3.3.2. As a result, the concentration
of labeled blood at the time of image acquisition is constant for all PLDs.
image readoutT1-adjusted H-pCASL
Figure 3.13.: T1-adjusted H-pCASL. With increasing PLDs the signal is decreasing
due to T1-decay. This is compensated by increasing SBDs for these longer delays.
Look–Locker H-pCASL
In conventional H-pCASL the temporal resolution is limited by the SBD, because it de-
termines the step size between the single PLDs. The common SBDs of several hundred
ms are sufficient for most applications. However, for high-precision fitting, e.g. to deter-
mine the optimal AIF type for a model fit, finer and more temporal steps are desirable.
Combining Hadamard encoded labeling with a Look–Locker readout (see section 3.2.2)
can yield the desired high temporal-resolution datasets (presentation by Teeuwisse et al.,
EU-COST meeting 2014 in Milan, Italy, private communication). Figure 3.14 illustrates
the principle for an 8×7 encoding matrix and eight readouts. This can be used to divide
each Hadamard timestep into even finer sub-steps. For example, a Look-Locker readout
with 8 echoes combined with an H-pCASL measurement with an 8x8 encoding matrix
and an SBD=400ms yields 56 PLDs with 50ms temporal distance compared to only 7
PLDs with 400ms temporal distance in conventional H-pCASL.
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image readoutsLook-Locker H-pCASL
Figure 3.14.: Look–Locker H-pCASL. Here the time-encoding of the bolus is com-
bined with a Look–Locker readout. This way several images are acquired instead of
one, which leads to more and finer sampling steps.
3.4. Background suppression
Due to the intrinsically low subtraction-signal in ASL, the resulting perfusion images are
prone to errors due to fluctuations in the static tissue. These fluctuations may arise from
pulsatile blood flow [3], motion and magnetic field fluctuations [75]. These unwanted ef-
fects can be significantly reduced by suppressing the signal of the static tissue at the time
of image acquisition. This technique is referred to as background suppression (BS) [76,
77] and it is based on the principles of saturation and T1-inversion recovery .
The BS-scheme consists of an initial saturation and one or more inversion pulses that are
applied at specific times before the image readout (see figure 3.15). The saturation sets
the starting point and ”resets the Mz of the static tissue. This allows the background
nulling to be independent of time (TR)” [77]. An inversion pulse flips in each tissue type
Mz into the negative plane by 180
◦. During the subsequent T1-recovery, Mz will at some
time τ(T1) after the inversion cross zero before becoming positive again (see figure 3.16).
The T1, and with it the τ(T1), depend on the tissue type. An excitation pulse that is
emitted at a tissue-specific τ(T1) after the inversion will therefore not generate any signal
in this tissue. Thus, by timing the image readout and τ(T1) appropriately, the signal of
a certain tissue type is suppressed. Tissues with several values of T1 (and in between)
can be suppressed by using additional inversion pulses.
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Figure 3.15.: Background suppression scheme. After saturation M , inversion pulses are
played out at times τ1 to τM before the excitation pulse of the image readout module.
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Figure 3.16.: Background suppressed signal. Temporal evolution of the longitudinal mag-
netization Mz for three tissue types with relaxation times T1,opt = 600 ms (blue, solid line),
T1 = 1000 ms (red, dotted line) and T1 = 5 × T1,opt = 3000 ms (green, dashed line).
After an initial saturation and two inversion pulses that follow at times τ2 = 2.00 s and
τ1 = 0.38 s before image readout (red, dashed vertical line). The times τ1 and τ2 were com-
puted using eqn. 3.18 to suppress T1,opt and 5× T1,opt. Clearly, the signal is zero at TI and
therefore maximally suppressed for T1,opt = 600 ms and 5 × T1,opt = 3000 ms, but not for
T1 = 1000 ms.
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For an excitation pulse applied at a time TI after the saturation and n inversion pulses
applied at times τi before the excitation Mz, is given for a specific T1 by [77]:
Mz(T1) = 1 + (−1)n+1e−
TI
T1 + 2
n∑
i=1
(−1)ie−
τi
T1 . (3.15)
In order to suppress several tissue types having different T1s the following non-linear
system of equations has to be solved:
1 + (−1)n+1e−
TI
T11 + 2
n∑
i=1
(−1)ie−τi/T 11 = 0
...
1 + (−1)n+1e−
TI
Tm1 + 2
n∑
i=1
(−1)ie−τi/Tm1 = 0
...
1 + (−1)n+1e−
TI
TM1 + 2
n∑
i=1
(−1)ie−τi/TM1 = 0
(3.16)
where the Tm1 stand for M different relaxation times T1.
In general, this system of equations cannot be solved analytically and optimization ap-
proaches are used to compute the appropriate τi [77]. However, for the case of two
inversion pulses, there exist analytic solutions to eqn. 3.16 for specific ratios of T 11 and
T 21 [78, 79]. E.g., for T
2
1 = 2 · T 11 the solutions are
τ1 = −2 · T 11 · ln(0.25 · e
− TI
2·T11 + 0.75)
τ2 = −2 · T 11 · ln(0.75 · e
− TI
2·T11 + 0.25)
(3.17)
This means that the inversion pulses have to be applied at time t1 = TI − τ2 and
t2 = TI − τ1 in order to suppress tissues with T1 = T 11 and T1 = 2 · T 11 . There is also an
analytical solution for T 21 = 5 · T 11 :
τ1 = −5 · T 11 · ln
(
0.25 ·
[
+1− e−
0.2·TI
T11
+
√
2 ·
√
13 + 12 · e−
0.2·TI
T11 + 14 · e−2·
0.2·TI
T11 + 12 · e−3·
0.2·TI
T11 + 13 · e−4·
0.2·TI
T11 − (e−
0.2·TI
T11 − 1)2

τ2 = −5 · T 11 · ln
(
0.25 ·
[
−1 + e−
0.2·TI
T11
+
√
2 ·
√
13 + 12 · e−
0.2·TI
T11 + 14 · e−2·
0.2·TI
T11 + 12 · e−3·
0.2·TI
T11 + 13 · e−4·
0.2·TI
T11 − (e−
0.2·TI
T11 − 1)2

(3.18)
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In practice, the signal will not be exactly zero everywhere because of local variations
of the tissues T1, e.g., due to variations of the local magnetic field. A common strategy
that ensures a uniform sign of the signal at the time of image acquisition is to subtract
a delay from the TI that enters the calculation of τi. This results in an image acquisi-
tion happening shortly after the zero-crossing of Mz and being very close to zero but
uniformly positive.
Finally, when using BS in combination with pCASL-based techniques some special as-
pects need to be taken into account. In earlier approaches of background-suppressed
pCASL, the BS-pulses where applied before and after the labeling period. However, for
longer BDs this becomes ineffective because the distance of the image readout to the
BS-pulses that were applied before the labeling period becomes to long. Therefore, the
BS-pulses have to be applied during the labeling period [80], i.e., interleaved with the
labeling pulses. This has two major implications. First, the BS-pulses that are applied
during the labeling period have to be slab-selective and the corresponding slab has to
cover the imaging volume and extend to the upper end of the labeling slab. Using non-
selective BS-pulses would lead to a potential unwanted mixing of labeled and non-labeled
blood, because the profile of a non-selective BS-pulse is not sharp enough. Second, as
a consequence of using slice-selective BS-pulses during the labeling period, the mode of
the labeling pulses has to be switched from label to control mode and vice versa af-
ter each slice-selective BS-pulse [80, 70]. The reason for this is that a BS-pulse inverts
the labeling state of blood that has left the labeling slab. For blood that is yet to flow
through the labeling slab, however, this is not the case. Not switching the mode of the
labeling pulses would therefore result in different labeling states within one bolus. Both
the necessity for slice-selective BS-pulses, and the switching of lableing modes, are il-
lustrated in figure 3.17. Furthermore, figure 3.18 demonstrates the switching of modes
using the example of two BS-pulses in combination with conventional pCASL [a)] and
time-encoded pCASL [b)].
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Figure 3.17.: Background suppression during pCASL labeling train. When the inversion
pulses for background suppression are emitted during the pCASL labeling train, these pulses
have to be slice-selective. Otherwise the BS-pulses may cause an unwanted mixing (indi-
cated by orange arrows) of inverted (blue arrows) and non-inverted (red arrows) blood-
magnetization, because the exact range of the slab profile of the BS-pulse is unknown.
Furthermore, the labeling mode of the RF-pulse train has to be switched from label (blue)
to control (red) and vice versa after each inversion pulse to maintain a continuous and
consistent labeling state of the bolus when slice-selective BS-pulses are used.
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a) conventional pCASL
b) H-pCASL
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Figure 3.18.: Background suppression during pCASL labeling train. When the inversion
pulses for background suppression are played out during the pCASL labeling train these
pulses have to be slice selective and the labeling state has to be switched from label
to control and vice versa after each inversion pulse. This ensures a continuous bolus or
subbolus having a consistent labeling state. This is shown for two inversion pulses and a)
a single bolus for conventional pCASL, and b) subsequent subboli for Hadamard encoded
pCASL (in the ideal case the BS-pulses are positioned between two subboli).
4. Selected methods of imaging and
post-processing
Throughout the second part of this thesis several methods were applied to prepare or
acquire the ASL-images and to analyze them in the postprocessing phase. In this chapter,
the methods that were common to the imaging protocols or post-processing pipelines of
the studies in part II are introduced.
4.1. Imaging methods
4.1.1. pCASL
As part of this thesis, pCASL in combination with a gradient and spin echo (GRASE)-
readout was implemented for the SIEMENS syngo VD-platform. It is based on an earlier
implementation of the pCASL pulse-train by Fernandez-Seara and colleagues [81], how-
ever it was re-manufactured to include background-suppression pulses during the labeling
pulse-train (see subsection 3.4) and the different time-encoding schemes, which are de-
scribed in this work.
A balanced approach (see section 3) with a mean z-gradient Gz,ave = 6 mT/m, a flip
angle α = 25◦, a pulse duration d = 0.5 ms and a pulse-to-pulse distance δ = 1 ms was
chosen. The RF-phase was inverted between two subsequent RF-pulses for the control
case.
4.1.2. Time of Flight Angiography
Prior to a pCASL-measurement a low resolution time of flight angiography (TOF) of the
lower head and neck region is acquired to accurately position the labeling plane shortly
below the V3-segment of the vertebral arteries and as perpendicular to the carotid and
vertebral arteries as anatomy allows. The sequence parameters are in detail: field of view
(FoV) = 200×150×76 mm3, matrix size: 256×192×76 (interpolated to 512×384×76),
partial Fourier = 7/8, repetition time (TR)/echo time (TE) = 21/3.48 ms, TA=1:02 min.
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4.1.3. 3D-GRASE
For all ASL-measurements in this thesis a 3D GRASE readout is used for image acquisi-
tion [79]. The 3D GRASE parameters are in detail: FoV = 228× 171× 120 mm3, matrix
size = 64×48×24 (interpolated to 128×96×24), 4 segments (2 in each phase-encoding
direction), turbo factor = 12, EPI factor = 25, receiver bandwidth = 2298 Hz/pixel,
refocusing flip angle = 120◦, TE = 19.00 ms.
4.1.4. Background suppression
Background suppression was implemented using a water suppression enhanced through
T1 effects (WET) saturation-module [82] and two hyperbolic-secant pulses (β = 800 s−1,
µ = 24.0) [24] for inversion. The timings θ1 and θ2 of the two inversion pulses are
calculated using either eqn. 3.17 or 3.18.
4.1.5. Acquisition of an M0-image
The M0-image is an image of the static tissue plus fully relaxed blood. It is acquired
after saturation and a TI=5000 ms with the same 3D GRASE readout as used for the
subsequent ASL-measurements and without prior background suppression.
4.2. Motion correction
Since even trained volunteers tend to move during longer MRI-sessions, it is important
to compensate motion during and in between scans. Retrospective motion correction can
be employed. The motion correction pipeline implemented for the studies in this thesis
works in two steps. As a first step, the entire set of images resulting from one measure-
ment is registered to the first image of the set. In the second step, the first image of each
set is registered to a reference image which was the M0-image here. For both registra-
tion steps the module RegLibParametric in MeVisLab [83] (MeVis Medical Solutions,
Bremen, Germany) was used to perform the necessary rigid 3D-transformations.
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4.3. Fitting and Bayesian inference
4.3.1. Basics of Bayesian inference
Bayesian inference aims to determine the probability of a hypothesis given a set of
collected data and all available additional information. It reflects a common situation in
scientific work, where the validity of a hypothesis, or more precisely the degree of belief
in it, is assessed using a set of acquired data and some further assumptions.
This chapter will give a short introduction to the concepts of Bayesian inference and
variational Bayesian inference (VB). It is based on the texts [84] and [85] which may be
referred to for more details about the techniques.
The foundation of Bayesian inference is the famous Bayes’ theorem
prob(X|Y, I) = prob(Y |X, I) · prob(X|I)
prob(Y |I) , (4.1)
where prob(X|Y, I) stands for the probability of X when Y and I are given.
Eqn. 4.1 can be directly derived from a basic rule of probability theory, namely the
product rule
prob(X, Y |I) = prob(X|Y, I) · prob(Y |I) . (4.2)
and the equality prob(X, Y |I) = prob(Y,X|I).
In reality, a probability density function is usually assessed, rather than determining a
single-event probability. Such a probability density function is defined as
prob(X, Y = y|I) = lim
δy→0
prob(X, y ≤ Y < y + δy|I)
δy
(4.3)
such that
prob(X, y1 < Y ≤ y2|I) =
y2∫
y1
prob(X, y|I)dy (4.4)
gives the probability that Y lies in the range [y1, y2] while X is true.
As in [84] prob() will be used as a uniform notation that covers the discrete and continuous
case.
Substituting hypothesis with X and data with Y in eqn. 4.1 then gives the desired
connection between hypothesis and data
prob(hypothesis|{data}, I) = prob({data}|hypothesis, I) · prob(hypothesis|I)
prob({data}|I)
∝ prob({data}|hypothesis, I) · prob(hypothesis|I)
(4.5)
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as prob({data}|I) = const. .
Bayes theorem relates the so-called posterior probability prob(hypothesis|{data}, I)
to the much easier to assign likelihood function prob({data}|hypothesis, I), i.e., the
probability to observe the measured data in case the hypothesis is true. Furthermore,
it takes the prior probability prob(hypothesis|I) into account which reflects any prior
knowledge about the truth of the hypothesis. The evidence prob({data}|I), sometimes
also called marginal likelihood or prior predictive, can often be omitted as a nor-
malization constant that is independent of the hypothesis.
When it comes to the estimation of parameters, two values may be deduced from a com-
puted posterior probability: the value x0 with the highest probability and its uncertainty
∆x0.
The former is determined by the maximum of the posterior probability P where
dP
dx
|x0 = 0
and
d2P
dx2
|x0 < 0 .
To further assess the reliability of this estimate, the spread of P in the proximity of x0
is estimated using a second order Taylor expansion of L = ln(P )
L =
dL
dx
|x0(x− x0) +
d2L
dx2
|x0(x− x0)2
= L(x0) +
d2L
dx2
|x0(x− x0)2 ,
(4.6)
taking into account that, according to eqn. 3.3.2, dL
dx
|x0 = 0. This approximates P effec-
tively as a normal distribution
P ≈ A · exp
(
1
2
d2L
dx2
|x0(x− x0)2
)
(4.7)
such that the uncertainty is approximated by the standard deviation
∆x0 = σ = (−d
2L
dx2
|x0)−1/2 (4.8)
4.3.2. Variational Bayesian inference
In the last section it was shown how for a given likelihood function and prior probability
the desired posterior probability can be computed. However, for a general model function
the posterior probability is often not determinable [85] analytically. In these cases an
approach known as VB can be used to estimate the posterior probability. To this end,
prob(X|Y, I) is approximated by a simpler variational distribution q(X), ” which itself
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is parameterized by a series of ’hyper-parameters’, i.e. parameters that define the form
of the distribution on the parameters of interest” [85]. In an iterative procedure the
similarity of q and P can be maximized by minimizing a measure of distance between q
and P .
In [85], for instance, the free energy
F =
∫
q(X) ln
(
P (Y |X) · P (X)
q(X)
)
dX (4.9)
is maximized, which is equivalent to minimizing the Kullback–Leibler distance between
q and P .
In practice, q(X) is factorized into
q(X) =
∏
i
qXi(Xi) , (4.10)
where the Xi stand for separate and statistically independent groups of the parameters
of interest, e.g., signal and noise parameters and qXi for the corresponding approximated
posterior probability. For each qXi(Xi) the free energy is then maximized. According
to [85] this maximum is given by
ln qXi(Xi) = 〈ln(P (X|Y ) · P (X))〉qXj 6=qXi , (4.11)
where 〈〉qXj 6=qXi stands for the expectation value using all qXj with j 6= i.
The ln q(Xi) will usually depend on the parameters that are not included in Xi, which
results in circular dependencies between the individual groupsXi. This makes an iterative
approach like expectation maximation [85] a good choice. In this approach the variables
are in a first step initialized and then in each iteration the expectation values of the
variables outside Xi are used for the computation of the variables in Xi until convergence
has bee achieved.
4.3.3. Variational Bayesian inference for a general kinetic model
In chapter 3 the ASL signal was described by a non-linear general kinetic model. Chappell
and colleagues proposed a VB approach for the inference of parameters of a non-linear
model [85]. To this end, the signal Y is modelled as
Y = g(θ) + e , (4.12)
54 4. Selected methods of imaging and post-processing
where g(θ) stands for the non-linear model and e for additive Gaussian noise with a
precision φ which is defined as 1/variance.
Here the posterior probability is factorized into two groups: the model parameters θ and
the noise parameters φ
q({θ, φ}) = qθ(θ|Y ) · qφ(φ|Y ) . (4.13)
A multivariate normal distribution (MVN) and a gamma distribution are assumed for
qθ(θ|Y ) and qφ(φ|Y ), respectively. Finally, from the MVN the estimates for the model
parameters and their variances can be deduced.
Practical applications of this VB approach can be found in the chapters 5 to 7. A more
detailed description of the VB approach for non-linear models can be found in [85]
and [84].
Part II.
New methodological approaches
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Introduction to part II
Because of their superior tSNR, time-encoded ASL-techniques like H-pCASL (see chap-
ter 3) are very promising for the imaging of perfusion. Furthermore, many new interesting
imaging strategies have emerged since the introduction of the time-encoded approach (see
section 3.3.2).
However, a potential limitation of time-encoded ASL is that all N encoded images en-
ter the decoding to the N − 1 perfusion-weighted images. Therefore, it takes the net
acquisition time of all N measurements before first perfusion-weighted images are acces-
sible. Furthermore, missing or otherwise corrupted encoded images can render the entire
dataset useless, because all N encoded images enter the decoding step. Artifacts in one
or more of the encoded images will be directly propagated to all decoded images leading
to incorrect results [71]. And even worse, if the examination is terminated before all N
images can be acquired no usable perfusion-weighted images may be decoded at all.
This is of great importance in the clinical routine, where, as described in chapter many
confounders have to be faced.
The second part introduces three new approaches that improve the robustness of time-
encoded ASL against some of the common confounders in the clinical environment.
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5. Walsh-ordered Hadamard
time-encoded pseudocontinuous
ASL
This chapter describes solutions to respond to the challenges in conventional H-pCASL,
described in the introduction of part II, based on newly developed encoding patterns.
More precisely, two new forms of the Hadamard encoding matrix are introduced: the
Walsh- (or sequency-) ordered and the mirrored Hadamard matrix. They open the pos-
sibilities to: access first, low temporal resolution perfusion-weighted images during the
measurement; to retrieve perfusion-weighted images also when only subsets of all N
encoded images are available; and to increase the total number of perfusion-weighted
images that can be obtained from a Hadamard encoded measurement to obtain more
data points for parametric fits.
These concepts will be discussed of subboli of equal SBD τsub =
τtot
N
( τtot: net-BD of all
N subboli) as an example. This is not a necessary restriction for these techniques, but,
so the author hopes, it will make it easier for the reader to follow the discussions in this
chapter.
The method Walsh-ordered Hadamard time-encoded pCASL (WH-pCASL) was filed as
a patent application and parts of the work in this chapter were presented at the Joint An-
nual Meeting of the ISMRM-ESMRMB 2014 [86] and awarded the ISMRM Summa Cum
Laude-award 2014. It was published in the journal Magnetic Resonance in Medicine [87]
and the text in this chapter is a an adaptation of this publication.
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5.1. Theory
5.1.1. The Walsh-ordered matrix Hwalsh and Walsh-ordered
H-pCASL
Hadamard matrices created using Sylvester’s construction (see section 3.3.1) have so-
called natural ordering [67]. Since a pairwise exchange of rows is an elementary row
operation, the classical (natural ordered) Hadamard matrix can be reordered without
changing the basic properties of the matrix like its invertability and the solution of
eqn. 3.12. The Walsh- or sequency-ordered Hadamard matrix Hwalsh is such a reordered
Natural ordering Walsh ordering
 1
 1 -1-1-1-1 1  1  1
 1 1 1 1 1 1  1  1
-1-1-1-1 1  1  1 1
 1 1 -1-1  1 1 -1-1
 1  1 -1-1  1 -1-1  1
 1  1 -1-1  1-1-1  1
 1 -1-1  1-1-1  1
 1  1 -1-1  1 -1-1  1
 1  1 1  1  1  1 1  1
 1  1-1 -1  1 -1 1 -1
 1 -1 1  1 -1 -1 1 -1
 1 -1-1 -1 -1  1 1  1
 1 -1-1  1  1  1-1 -1
 1  1-1  1 -1 -1-1  1
 1  1 1 -1 -1 1-1 -1
 1 -1 1 -1  1 -1-1  1
Figure 5.1.: Two orderings of the Hadamard matrix. Left: Natural ordering, right: Walsh-
or sequency-ordering. If “1” stands for control and “-1” for label in the encoding process,
then “1” stands for addition and “-1” for subtraction in the decoding process.
form of the natural ordered Hadamard matrix Hclass where the single rows of the matrix
are ordered according to the number of sign changes of its entries [88] (see figure 5.1).
This number of sign changes is also termed sequency and is the analogue to the frequency
in the discrete Fourier transform [89]. In the ASL context it corresponds to the changes
from label state to control state. The sequency ordering yields a big advantage over
natural ordering: the size of the effectively applied encoding matrix increases with the
number of image acquisitions (i.e. rows of the matrix) and as a consequence the number
of decodable perfusion-weighted images also increases (see figure 5.2). The reason for
this is that adjacent subboli that are in the same state (label or control) can be treated
as one consolidated longer subbolus, and subsets of rows of a full NxN Walsh-ordered
Hadamard matrix correspond to smaller (M < N) MxM Walsh-ordered Hadamard ma-
trices.
More precisely, the first two rows are equivalent to a 2x2 Walsh-ordered Hadamard ma-
trix with an effective subbolus duration (SBD) τsub =
τtot
2
, the first four to a 4x4 matrix
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Figure 5.2.: Evolution of the encoding matrix over time. Quadratic matrices of different
sizes are effectively applied within one measurement. After 2 image acquisitions a 2×2, after
4 acquisitions a 4×4 and after 8 acquisitions an 8×8 encoding matrix is effectively applied.
Thus, with increasing measurement time images for an increasing number of subboli with
decreasing subbolus durations respectively can be retrieved.
with τsub =
τtot
4
, the first eight to an 8x8 matrix with τsub =
τtot
8
and so on. More gener-
ally, whenever the number of images acquisitions reaches a power of 2, the dimension of
the effectively applied Walsh-ordered Hadamard matrix is doubled and as a consequence
the effective duration τsub of each subbolus is halved. Figure 5.2 illustrates using an 8x8
matrix as an example with a net bolus duration (BD) of =
∑
τsub = τtot.
This way, resolution levels k can be defined which become finer with increasing number
of acquisitions - from the coarsest initial resolution level 1 (21x21 matrix and τsub =
τtot
2
) with two acquired encoded images E1, E2 up until the finest resolution level kmax
(2kmaxx2kmax matrix and τsub =
τtot
2n
) with N encoded images E1, . . . , EN is reached. A
very important consequence of this is that first perfusion-weighted images can already
be decoded before all N encoded images have been acquired.
In the decoding process the dimension of the decoding matrix simply follows the ef-
fective dimension of the encoding matrix. In other words, for the decoding at a specific
resolution level k a Walsh-ordered Hadamard matrix of the size 2kx2k is used. As with
the classical Hadamard matrices, the first row of the encoding matrix and its subma-
trices does not fulfill the ASL-condition and the corresponding subbolus cannot yield a
perfusion-weighted image (see chapter 3.3.1). Nevertheless, that column is kept in this
text although it could simply be skipped for encoding and decoding (and in practice
often is).
Starting the decoding at level k = 1 with
Hwalsh2×2 =
(
1 1
1 −1
)
(5.1)
and the first two encoded images, the dimension of the decoding matrix is doubled
whenever the number of acquired encoded images reaches a power of 2. This is done
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until 2k = N , i.e. the maximum level k = kmax is reached. For each voxel at a resolution
level k the decoding can, as in section 3.3.1, be expressed by a linear matrix equation
d1(
τtot
2k
)
...
d2k(
τtot
2k
)
 = Hwalsh2k×2k ·

e1
...
e2k
 ∀k = 1, . . . , log2(N) (5.2)
where di(τ) stands for the value of the respective voxel the i − th decoded perfusion-
weighted image Di that corresponds to a subbolus of duration τ , H
walsh
2k×2k for the 2
k × 2k
submatrix of HwalshN×N and ei for the value of the respective voxel in the i − th encoded
image Ei.
With increasing k the temporal resolution of the time encoding, i.e. the PLD, becomes
finer, but also more encoded images have to be acquired to decode the perfusion-weighted
images at this resolution level. Finally, at the highest resolution level (2k = N) the same
perfusion images Di as in a conventional H-pCASL experiment can be generated. Thus,
at the highest resolution level kmax conventional H-pCASL and WH-pCASL are equiva-
lent.
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Figure 5.3.: Resolution levels of an 8×7 Walsh-ordered Hadamard encoding-matrix
(the first row that does not fulfill the ASL-condition is skipped in this example).
Overview of the resolution levels k (1st column), row vectors of the used decoding
(sub)matrix (2nd column), used (sub)sets of the encoded images Ei (3rd column)
and the corresponding subboli [green boxes] (4th column). The individual (sub)sets
of encoded images E1, . . . ,E8 are added or subtracted according to the entries of the
respective row vectors as described in eqn. 5.2. The arrows indicate the respective
combinations of row vector and (sub)sets of encoded images Ei that yield perfusion-
weighted images corresponding to subboli of different SBDs and PLDs (distance of
the respective subbolus to the readout [white box]).
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To summarize, each time a resolution level k is reached, i.e., from the first 2k encoded
images, a first set of 2k − 1 perfusion-weighted images for a SBD τsub = τtot2 can be de-
coded. The subsequent 2k − 1 images, that are acquired until the next higher resolution
level k + 1 is reached, yield a second set of further 2k − 1 perfusion-weighted images for
the same SBD. Compared to the PLDs of the first set, the PLDs of the second set are
shifted by half a SBD, i.e., τsub
2
. All in all, these 2 · (2k− 1) images correspond to an SBD
τsub =
τtot
2k
and PLDs ∆ti = ∆t1 + (i − 1) · τsub2 with i = 1, . . . , 2 · (2k − 1). Figure 5.3
gives an overview of the resulting subboli and the corresponding decoding matrices and
encoded images for the example using k =1, 2 and 3.
In practice, this means that while the encoded images that are necessary for the max-
imum resolution level kmax = 2N are still being acquired, encoded images that suffice
to decode lower resolution levels k < kmax are already available. Thus, when using WH-
pCASL first perfusion-weighted images can be decoded at a much earlier time during the
measurement than with conventional H-pCASL and by using only subsets of a full set
of N encoded images. A premature termination of the measurement would still result in
some usable perfusion-weighted images. An overview of the decodable subboli and the
resulting perfusion-weighted images is given in figure 5.4.
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Figure 5.4.: Levels of increasing temporal resolution of the ASL time-series can be ob-
tained with increasing numbers of acquired encoded images. Each of these levels corresponds
to a decreasing SBD and an increasing number of PLDs. The Walsh-ordered Hadamard ma-
trix ensures that at any time during a measurement, all encoded images that were acquired
so far can be used to generate perfusion-weighted images. When additionally using the
complementary matrix for averaging, an additional lowest level of resolution k=0 and one
additional subbolus per level of resolution can be encoded to yield a perfusion-weighted
image (see images with asterisk).
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5.1.2. The mirrored matrix H− and the combined matrix H±
Multiplying the encoding matrix Hwalsh with -1 corresponds to an interchange of the
label and control states. Therefore, this matrix will be called mirrored matrix Hwalsh− :
Hwalsh− = (−1) ·Hwalsh+ (5.3)
where in addition to the subscript ”-” also the subscript ”+” will from now on be used
for a better distinction between the mirrored and the non-mirrored matrix.
Even more resolution levels and more decodable subboli for each of these levels can be
gained by acquiring images that are encoded using Hwalsh+ in combination with H
walsh
− .
However, this comes at the price of doubling the number of encoded image acquisitions.
Nevertheless, since Hwalsh− and H
walsh
+ yield the same information, a measurement using
both is equivalent to a repetition of a measurement that uses only one of the two matrices.
Therefore, this approach is proposed as an alternative to repeating a full H- or WH-
pCASL measurement for averaging purposes, which has the advantage of additional
perfusion-weighted images. The reason for these new images is that in a matrix that
is combined of Hwalsh+ and H
walsh
− all rows and columns now fulfil the ASL-condition,
i.e. all contain an equal number of control and label states such that the static tissue
signal cancels out. Therefore, all subtract an equal number of label images from control
images. For example, when Hwalsh− and H
walsh
+ are interleaved to form a single 2NxN
matrix Hwalsh± , the two first rows yield a perfusion-weighted image corresponding to the
full bolus duration τtot. At higher resolution levels k < kmax, one additional image per
resolution level will be gained, and at the highest resolution level kmax = 2N , i.e., from
a measurement of all 2N rows, N instead of (N − 1) perfusion-weighted images will be
obtained. The additional subboli and the resulting perfusion-weighted images are shown
with asterisks in figure 5.4.
5.2. Methods
Five healthy volunteers (age 26-48, 2 female) were scanned using a 3T MR-system (MAG-
NETOM Skyra, SIEMENS Healthcare, Erlangen, Germany) and a 16-channel head coil.
Written informed consent was acquired from all participants prior to the measurements
and the study was run under a general protocol for pulse-sequence development approved
by the local ethics committee.
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5.2.1. Imaging
TOF : A TOF as described in chapter 4 was performed.
3D GRASE : A 3D-GRASE readout as described in chapter 4 was used.
M0-image: For registration purposes an M0-image, as described in chapter 4, was ac-
quired.
WH-pCASL: For encoding, two 8 × 8 Walsh-ordered Hadamard matrices (Hwalsh+ and
Hwalsh− ) were applied by interleaving them row by row. A PLD ∆t1 = 200 ms was used
and each of the 8 minimal subboli had an SBD τ = 350 ms. Four different SBDs and 8
different PLDs between 200 and 2650 ms can be encoded this way resulting in a total of
19 perfusion-weighted images at 4 different resolution levels k. With a TR=5000 ms, the
acquisition time per single measurement of the combined 2NxN matrix Hwalsh± was TA
= 5:20 min. The entire measurement was repeated twice (same session, same position of
subject) to also assess the reproducibility of the method.
Multi-PLD pCASL: To test feasibility, 11 standard pCASL images with BD/PLD-combi-
nations corresponding to the 8 images for level k < kmax WH-pCASL and the 3 additional
images that come from the mirrored matrix were acquired. All other imaging parame-
ters were identical to the ones used in the WH-pCASL measurement. Each of the 11
measurements was repeated 4 times for averaging. With TR = 4500 ms this resulted in
a total acquisition time of 2:24 min per BD/PLD-combination and 26:24 min for all 11
combinations.
Background suppression: WH-pCASL and multi-PLD pCASL were used in combination
with a background suppression as described in chapter 4. The timing of the inversion
pulses was computed using eqn.3.18 to suppress relaxation times T1,opt = 700 ms and
5× T1,opt = 3500 ms with an additional delay time of 100 ms.
5.2.2. Post-processing
Motion correction: Motion correction was performed as described in chapter 4.
Masking : In order to exclude all areas outside of the brain from further analysis a skull-
stripped 3D whole-brain mask was manually drawn for every subject using the M0. After
motion correction, this mask was applied to all multi-PLD and WH-pCASL images of
the respective subject. For the subsequent comparison of multi-PLD and WH-pCASL,
the 18 central slices were used.
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5.2.3. Image analysis
The 11 perfusion-weighted images resulting from levels k < kmax in WH-pCASL and the
mirrored matrix were visually and quantitatively compared with the perfusion-weighted
images resulting from the sequential multi-PLD pCASL measurements. No changes in
overall perfusion were assumed during scan time. In an analogous approach, conventional
H-pCASL was compared to multi-PLD pCASL [70]. Since at the resolution level k =
kmax, WH-pCASL yields the same SBDs as conventional H-pCASL and the reordering
of rows yields no significant change in signal [71], a comparison of level k = kmax WH-
pCASL and sequential multi-PLD pCASL would not yield any additional information to
reference [70] and was therefore not performed.
For the quantitative comparison, Pearsons’s cross-correlation of each perfusion-weighted
image resulting from levels k < kmax in WH-pCASL and the corresponding ones resulting
from sequential multi-PLD pCASL was computed for each combination of (S)BD and
PLD. To ensure an equal SNR for each pair of compared images, repeated measurements
of sequential multi-PLD pCASL were averaged such that the theoretical SNR of the
averaged images matched that of the WH-pCASL images. Thus, for (S)BDs of 2800 ms,
1400 ms and 700 ms one, two, and four repeated measurements of multi-PLD pCASL
were averaged accordingly.
To assess the reproducibility of the method, the cross correlation (Pearson) of the two
repeated measurements of the combined matrix Hwalsh± was computed.
5.3. Results
All predicted 11 perfusion-weighted images for levels k < kmax = 3 could be successfully
retrieved using the WH-pCASL scheme for encoding and decoding, and the mirrored
matrix for averaging. Furthermore, 8 level k = kmax perfusion-weighted images were
decoded. With increasing number of acquisitions, perfusion-weighted images for shorter
SBDs and more different PLDs, corresponding to the increasing resolution levels k, could
be decoded.
Visual inspection revealed very good agreement between the perfusion-weighted images
resulting from WH-pCASL and those obtained from sequential multi-PLD pCASL. Fig-
ure 5.5 shows subject 1 as an example.
Table 5.1 lists Pearson’s cross-correlation coefficients r for the comparison of multi-PLD
and WH-pCASL for each (S)BD/PLD-combination. Very good agreement with a mean
cross-correlation coefficient of r = 0.90(p < 0.0001) was found.
Table 5.2 lists Pearson’s cross-correlation coefficients r for each (S)BD/PLD-combination
for the reproducibility test of WH-pCASL. Here very good agreement with a mean cross-
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correlation coefficient of r = 0.91(p < 0.0001) was also found.
The inspection of the cross-correlation coefficients for the individual (S)BD/PLD-com-
binations indicates the following: for PLDs ≥ 1600 ms the agreement decreases with in-
creasing PLDs from very good to good or even moderate ((S)BD/PLD = 700/2300 ms).
Also, for short (S)BDs (700 ms) in combination with the shortest PLD (200 ms) the
agreement is slightly lower than at later PLDs with the same (S)BD. Figure 5.6 and 5.7
show scatter-plots for the multi-PLD and WH-pCASL comparison and the reproducibil-
ity test.
Subject number
SBD/PLD 1 2 3 4 5 Mean
2800/200* 0.96 0.97 0.97 0.97 0.96 0.97
1400/200 0.95 0.97 0.96 0.97 0.96 0.96
1400/900 0.97 0.95 0.98 0.97 0.93 0.96
1400/1600* 0.92 0.84 0.91 0.90 0.85 0.88
700/200 0.91 0.94 0.92 0.86 0.90 0.91
700/550 0.96 0.98 0.96 0.94 0.95 0.96
700/900 0.95 0.97 0.96 0.96 0.93 0.95
700/1250 0.93 0.92 0.96 0.94 0.85 0.92
700/1600 0.93 0.85 0.83 0.88 0.72 0.84
700/1950 0.90 0.83 0.87 0.80 0.68 0.82
700/2300* 0.79 0.64 0.76 0.73 0.64 0.71
Mean 0.93 0.90 0.92 0.90 0.85 0.90
Table 5.1.: The cross cor-
relation coefficients r of
WH-pCASL and sequential
multi-PLD pCASL were com-
puted for five subjects and for
all 11 SBD/PLD-combinations
(p < 0.0001). The mean values
per SBD/PLD-combination
and per subject are given. The
additional datasets resulting
from using H+ and H− for
averaging are marked with an
asterisk.
Subject number
SBD/PLD 1 2 3 4 5 Mean
2800/200* 0.97 0.97 0.97 0.98 0.97 0.97
1400/200 0.97 0.98 0.98 0.98 0.98 0.98
1400/900 0.97 0.96 0.98 0.98 0.95 0.97
1400/1600* 0.92 0.85 0.92 0.91 0.87 0.89
700/200 0.91 0.97 0.95 0.95 0.96 0.95
700/550 0.98 0.98 0.99 0.98 0.97 0.98
700/900 0.96 0.97 0.98 0.98 0.97 0.97
700/1250 0.95 0.93 0.95 0.96 0.88 0.93
700/1600 0.93 0.81 0.91 0.87 0.73 0.85
700/1950 0.86 0.70 0.87 0.73 0.76 0.78
700/2300* 0.77 0.74 0.78 0.71 0.59 0.72
Mean 0.93 0.90 0.94 0.91 0.88 0.91
Table 5.2.: The cross correla-
tion coefficients r of the first
and second measurement of the
WH-pCASL were computed for
five subjects and for all 11
SBD/PLD combinations (p <
0.0001). The mean values per
SBD/PLD-combination and per
subject are given. The addi-
tional datasets resulting from
using H+ and H− for averaging
are marked with an asterisk.
5.4. Discussion
The feasibility of WH-pCASL for perfusion measurements in humans was demonstrated.
The perfusion-weighted images obtained from WH-pCASL show very good agreement
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Figure 5.5.: Perfusion-weighted images for the 11 SBD/PLD combinations obtained from
sequential multi-PLD pCASL (top box) and WH-pCASL (bottom box). Each column shows
from top to bottom five axial example slices (feet to head) resulting from one SBD/PLD com-
bination. The values for the respective SBD and PLD are given on top of each column. Fur-
thermore, CBF- and ATT-maps were computed using FSL-FABBER [90] and SBD=700 ms.
Very good visual agreement was found between the two methods.
with those obtained from sequential multi-PLDpCASL measurements. The additional
usage of Hwalsh± instead of conventional averaging yielded, as predicted, an extra reso-
lution level corresponding to k = 0 and one extra perfusion-weighted image for each
resolution level.
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Figure 5.6.: Scatter plots for the 11 (S)BD/PLD-combinations for the comparison of WH-
pCASL and multi-PLD pCASL (using subject 5 as an example). For each voxel the signal
intensities for WH-pCASL and multi-PLD pCASL are plotted against each other. For each
(S)BD/PLD-combination Pearson’s cross-correlation coefficient r was determined (see also
table 1). In the high-intensity region slightly stronger deviations from the line of identity
can be observed for the earlier PLDs. They can be explained by the pulsatile nature of the
non-triggered intravascular signal (see also ‘Discussion’).
A slight decrease in agreement, from very good to good or even moderate, was observed
at (S)BD/PLD-combinations where either intravascular fluctuations (very short PLDs)
and cerebro-spinal fluid (CSF) signal-fluctuations (short (S)BLs) are dominant or the
signal is low due to T1 decay, i.e. where noise is dominant (very long PLDs). Since this
reduction was also observed in the reproducibility test between repeated WH-pCASL
measurements, the effect is most likely due to noise and fluctuations of the intravascular
and the CSF signal which underlie different dynamics than tissue perfusion signal, e.g.
pulsation and flow of blood and CSF. Additionally, the total correlating signal increases
during early PLDs, because the number of voxels containing perfusion signal increases.
This is reflected in an increasing correlation coefficient during these PLDs.
The scatter-plots (e.g. Figure 5.6, 5.7) do not imply non-linearity or offsets. Also, the
majority of data points confirms the good agreement between the images.
However, a small portion of high-intensity data-points deviates from the line of identity
– mainly for the early PLDs. These correspond to intravascular voxels and reflect the
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Figure 5.7.: Scatter plots for the 11 (S)BD/PLD-combinations to assess the reproducibility
(using subject 5 as an example). For each voxel the signal intensities for measurement 1
and measurement 2 of WH-pCASL are plotted against each other. For each (S)BD/PLD-
combination Pearson’s cross-correlation coefficient r was determined (see also table 2).
differences in the non-triggered, intravascular signal (see figure 5.8). Nevertheless, some
plots seem to show small overall deviations from the line of identity (both directions).
These might result from possible perfusion changes during the measurement (see limita-
tions). However, a thorough investigation of this observation is beyond the scope of this
work and part of an ongoing study.
All together, 19 perfusion-weighted images for the different SBD/PLD-combinations that
belong to 4 resolution levels can be gained from WH-pCASL in combination with the mir-
rored matrix. To obtain the equivalent data with the same SNR using multi-PLDpCASL
would result in a more than 11 times longer acquisition time.
The Walsh-ordered Hadamard matrix differs from the conventional (naturally ordered)
Hadamard matrix only in the order of the single rows. Thus, at the maximum resolution
level kmax WH-pCASL is equivalent to conventional H-pCASL and has no disadvantages
compared with it.
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Figure 5.8.: Same as figure 5.6 however here the data points corresponding to intravascular
voxels (red) are distinguished from the other voxels (blue). The intravascular voxels were
determined by creating a vessel-mask based on the short-PLD images that contain arterial
signal only. They only make up a small proportion (ca. 4%) of the total number of voxels.
However, because it also makes resolution levels k < kmax accessible, WH-pCASL of-
fers some important advantages compared to H-pCASL:
1 Perfusion-weighted images can be inspected much earlier than with conventional H-
pCASL. This opens the possibility to retrieve perfusion-weighted images while the
measurement is still running – either by the operator or using a dynamic feedback
algorithm. As a consequence, non-optimal or erroneous measurement setups (e.g.
in timing parameters) can be detected at a very early stage of the measurement. In
such cases the measurement can be aborted and repeated with corrected settings
without losing the time required for the acquisition of all N encoded images. This
can reduce the total scan duration and help to streamline and speed up clinical
workflow.
2 The robustness against image artifacts is significantly increased by the Walsh-
ordering of the Hadamard matrix. At any time during the measurement only those
images are acquired that are absolutely necessary for decoding at the current res-
olution level. This means the measurement can be interrupted at any time and,
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using the images acquired until the interruption, the maximally possible number of
decoded images can be generated. These images may often already be sufficient for
diagnosis or further analysis. This increases the robustness to artifacts in individ-
ual encoded images, especially regarding sources of clinically relevant artifacts that
can become more intense or probable with increasing TA, such as patient motion,
premature termination of the examination or magnetic field-drift.
3 The determination of TA becomes more flexible. With conventional H-pCASL it
is only possible to select an encoding matrix whose size is a power of 2. However,
when scanning time is strictly limited, as in many clinical protocols, a 4×4 matrix
might be quick enough but not deliver a sufficient number of PLDs for accurate
fitting, while an 8 × 8 matrix would just take too long. With WH-pCASL fewer
rows of the 8×8 matrix can be acquired deliberately, e.g., 6 or 7, leading to a lower
but still sufficient number of PLDs at an acceptable TA, which might be a good
compromise between the two.
The additional use of the mirrored matrix for averaging purposes yields the same tempo-
ral SNR as a simple repetition of the same measurement. However, additional perfusion-
weighted images can be retrieved from this dataset. When fitting ATT maps, the re-
sulting additional data points might increase the accuracy of the fit, and do so without
a time penalty compared to a repetition of the Hadamard measurements for averaging
purposes.
WH-pCASL and the mirrored matrix can easily be combined with other Hadamard
acquisition strategies like the Free-Lunch approach or T1-adjusted H-pCASL (see sec-
tion 3.3.2), and thus add to the advantages of these techniques.
Interleaving Hwalsh+ and H
walsh
− provides early access to a full set of low resolution levels
(k= 0 and 1), which is beneficial, e.g., for dynamic feedback algorithms. However, other
combinations of Hwalsh+ and H
walsh
− are also feasible. For example, a sequential acquisition
of Hwalsh+ and H
walsh
− is the fastest way to proceed through the resolution levels. Con-
sidering the artifacts discussed earlier, this further increases robustness. Finally, other
combinations of these two strategies are possible.
The described Walsh-ordering is not applicable to Hadamard matrices of orders other
than 2N because they cannot be built up of lower order matrices, and may have several
rows with equal sequency. Nevertheless, using mirrored matrices for averaging is always
possible.
Perfusion-weighted images that correspond to adjacent subboli can be summed up ret-
rospectively to generate longer subboli. These are called virtual subboli (Habilitation-
dissertation of Matthias Gu¨nther, 2007, private communication). The subboli of reso-
5.4. Discussion 73
lution levels k < kmax are equivalent to a subset of virtual subboli that correspond to
identical combinations of SBD and PLD. Teeuwisse et al. noticed a reduction in SNR
in images corresponding to virtual subboli which were retrospectively generated using
conventional H-pCASL images [71]. Teeuwisse and colleagues explain this by the fact,
that adding two or more of the decoded images reduces the effective number of encoded
images used for decoding, because some of the encoded images cancel out in the cal-
culation. The same is true for subboli of resolution levels k < kmax of WH-pCASL. As
discussed in the theory section of this chapter, reducing a resolution level k by 1 halves
the number of images that enter the computation of the decoded, perfusion-weighted im-
ages. Therefore, the noise level in decoded images at resolution levels k < kmax increases
by
√
2 each time k is decreased by 1. However, decreasing k by 1 doubles the SBD. This
leads to a stronger signal. Using the equations for the general kinetic model for pCASL
[37] it can be shown, that depending on the chosen PLD, the signal will be stronger by
a factor that is greater than one but smaller than two. In any case, the stronger signal
of the longer SBD reduces the decrease in SNR or even improves it.
So, in cases where time plays no dominant role, e.g., in purely scientific setups, one might
indeed consider performing several conventional H-pCASL measurements with adapted
SBD to ensure maximal SNR for each SBD/PLD-combination. In a clinical setting, how-
ever, where time is a critical factor, it might be favourable to sacrifice optimal SNR in
exchange for increased data robustness and early access to initial diagnostically evaluable
data - even more so as the longer subboli can even improve the SNR.
This study has several limitations. First, no significant change in perfusion during the
measurements was assumed in the applied method used for comparison, although the
individual measurements were performed over a long duration (ca. 40 min). The compara-
tive multi-PLDpCASL measurements alone took over 26 min. Over such a long timespan,
the above assumption might not hold true and overall perfusion might change. A con-
siderable time span can lie between the single measurements, especially when individual
(S)BD/PLD-combinations of WH-pCASL and multi-PLDpCASL are being compared.
Differences in the perfusion-weighted images can therefore result from differing perfu-
sion values during the scanning session. In a larger evaluation study, one might therefore
consider randomly changing the order of WH-pCASL and multi-PLDpCASL measure-
ments, to avoid systematic bias in the comparison. The high cross-correlation between
the modalities, however, indicates that potential perfusion changes did not significantly
alter the results of our study.
Second, the number of volunteers was sufficient for a feasibility study like the presented
one. However, for a clinical validation study larger numbers should be used.
Third, only young and healthy volunteers were scanned. To assess the clinical value of
WH-pCASL, studies in patients should be performed.
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Fourth, Pearson’s cross-correlation coefficient assumes a linear relationship between data-
sets and does not recognize non-linear relationships. Furthermore, it cannot distinguish
local differences from homogenously distributed ones and also does not reflect global
scaling differences or offsets. Additional information like underlying images or scatter-
plots should be looked at in this case.
In conclusion, WH-pCASL presents a very good alternative to conventional H-pCASL
and provides some major advantages – especially for clinical applications. Besides in-
creasing robustness against motion and other sources of artifacts, the early access to
perfusion-weighted images can help to draw first diagnostic conclusions at a very early
stage, and adaption of settings or detection of errors at runtime. WH-pCASL can there-
fore not only increase the data robustness and speed up diagnosis, but also help to opti-
mize clinical workflow and reduce overall scanning time. The mirrored matrix yields ad-
ditional perfusion-weighted images without penalties in measurement duration or SNR,
making this a very good alternative to conventional averaging approaches.
6. Non-decoded time-encoded arterial
spin labeling
6.1. Introduction
In this chapter, a new approach to obtain maps of perfusion-related parameters from
time-encoded pCASL is introduced which is based on a new general signal model and
therefore not limited to a specific encoding matrix. As such, it can be applied to all
forms of Hadamard time-encoded ASL like WH-pCASL [87] and those introduced in
sections 3.3.1 and 3.3.2, but also to other matrix-based, non-Hadamard time encoded
ASL forms. Based on a modified ASL-signal model, it describes the encoded signal, i.e.,
the signal as it is present in the acquired images before performing any decoding. In
combination with parametric fitting it entirely avoids any decoding. This allows fitting
of parameter maps using time-encoded data even if encoded images are missing, either
because they are excluded as they would worsen the quality of the resulting perfusion-
parameter maps or because they are simply missing. In other words, with this new
method maps for CBF and ATT can be obtained even from incomplete or corrupted
datasets. Hence, it can improve the quality of the resulting perfusion data and even help
to restore information from data that would otherwise be unusable. This is of special
importance in the clinical setup where corrupted or missing data, e.g., due to motion, is
a frequent cause of loss of diagnostic information.
In the following sections, the derivation of the model is presented and the feasibility of
the method along with its ability to cope with incomplete datasets is demonstrated.
The method non-decoded time-encoded arterial spin labeling and parts of the work in
this chapter were presented at the Annual Meeting of the ISMRM 2015 [91] and awarded
the ISMRM Summa Cum Laude-award 2015.
6.2. Theory
Generally, the measured signal in time-encoded images depends on the encoded labeling
pattern that was applied to the bolus in the labeling phase. In this section a model is
derived that describes the time-encoded signal. Later in this chapter the model is used
to obtain parameter maps without prior decoding.
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This new model is based on the general kinetic model described in section 3.2. There the
amount of tracer in a specific voxel was calculated by a convolution of an AIF and a TRF.
Since the time-encoded bolus is a succession of smaller subboli that are either in a label
or a control state, its AIF AIFnet can be written as the sum of the AIFs AIFk(τk,∆tk)
of the individual subboli and their respective encoding state (label or control), which
results from each row of the encoding matrix E,
AIFnet(j) =
∑
k
[Ej,k · AIFk(τk,∆tk)] (6.1)
where AIFnet(j) is the net AIF resulting from the j-th row of E (see figure 6.1), Ej,k is
the entry in the k-th column and j-th row of E (0: control, 1: label) and AIFk(τk,∆tk)
is the AIF corresponding to the k-th subbolus with an SBD τk and a PLD ∆tk. For
each encoding step j the signal Sj in a voxel then consists of a signal contribution ST,B
coming from the static tissue plus the fully relaxed blood and the signal component re-
sulting from labeled blood in a voxel Stag = −α·M0,B ·f ·AIFnet(j)⊗TRF (see figure 6.1):
Sj = ST,B + Stag
Sj = ST,B − α ·M0,B · f · AIFnet(j)⊗ TRF
= ST,B − α ·M0,B · f ·
(∑
k
[Ej,k · AIFk(τk,∆tk)]
)
⊗ TRF
(6.2)
where α is the inversion efficiency, M0,B is the magnetization of fully relaxed arterial
blood and f is the CBF. Other than in section 3.2, this is not a difference signal and,
therefore, the factor of 2 is not present in eqn. 6.2.
Defining s(τk,∆tk) = α · M0,B · f · AIFk(τk,∆tk) ⊗ TRF as the signal component of
labelled blood that a single subbolus with an SBD τk and with a PLD ∆tk contributes,
eqn. 6.2 is equivalent to summing up the signal contributions of the individual subboli:
Sj = ST,B −
∑
k
Ej,k · s(τk,∆tk) . (6.3)
The concentration s(τk,∆tk), however, can be described for different forms of AIFs
and TRFs (compare section 3.2) and can be computed using software packages for the
determination of perfusion related paramters from ASL-data like the FSL-tool FAB-
BER/BASIL [85].
Since for each encoding step j (matrix row Ej,k) the succession of label and control
states is unique, the signal Sj is unique in each encoded image. At a fixed time for im-
age acquisition TI0 = ∆t1 +
∑N
k=1 τk, the encoded signal Sj varies uniquely with the
encoding step j = 1, . . . , N (see figure 6.2 b) ). Apart from the encoding matrix E, this
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Figure 6.1.: Schematic depiction of the model for time-encoded signals. In each step of the
encoding process (row j of the encoding matrix), a unique sequence of label and control states
is created. The resulting AIF AIFnet for each j is determined by this sequence (here a Walsh-
ordered Hadamard-encoding and boxcar shape was assumed). The concentration of labeled
blood (inverted magnetization) in a voxel reduces the signal intensity and is proportional to a
convolution of AIFnet and the TRF. Finally, the time-encoded signal is given by a subtraction
of the concentration of labeled blood from the signal of tissue and non-labeled blood ST,B.
variation depends on the perfusion-related parameters introduced in section 3.2 and a
new parameter ST,B, as implied by eqn. 6.2. Thus by fitting the parametric model curve
given by eqn. 6.2 to the encoded signal that was measured for each encoding step j at
TI0, these parameters (including ST,B) can be determined. In multi-TI/PLD ASL the
signal over time is sampled at different TIs and a respective model curve is fitted to
these sampled data (see figure 6.2 a) ). Here the signal at a fixed TI TI0 is sampled over
different encoding steps j and the model curve, given by eqn. 6.2, is fitted to the sampled
data (see figure 6.2 b) ).
6.3. Methods
6.3.1. Implementation of the model
The signal model given by eqn. 6.2 was implemented in FSL [92] for parameter determi-
nation using VB with the toolbox FABBER/BASIL [85]. For this purpose the existing
implementation of the general kinetic model was used to compute the signals s(τk,∆tk)
of the individual subboli according to their respective SBD τk and PLD ∆tk. These
signal contributions were then added up by the program according to eqn. 6.3. In first
approximation the same assumptions as in the standard model for ASL (see section 3.2)
were made, i.e., a) plug flow of a box-car shaped bolus, b) single compartment kinetics
and c) instant switching of T1 from its value in arterial blood to its value in tissue at the
time of arrival in a voxel.
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Figure 6.2.: Sampling of the ASL-signal for: a) a multi-TI measurement (e.g. conventional
PASL and pCASL or decoded (W)H-pCASL), where the ASL measurement is repeated with
several different TIs (TI1, . . . , T I7) to sample the variation of the signal over time in a voxel
and b) non-decoded (W)H-pCASL where for each voxel at a fixed TI (TI0), the variation of
the signal over several different encoding steps is sampled. In both cases a) and b) an ATT
is taken into account.
6.3.2. Imaging
Five healthy volunteers (age 26-48, 1 female) were scanned in a 3T MRI-system (Skyra,
SIEMENS Healthcare, Germany) using a 16-channel head coil. Written informed con-
sent was acquired from all participants prior to the scans and the study was run under a
general protocol for pulse-sequence development approved by the local ethics committee.
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MPRAGE : A magnetization prepared 180◦ radio frequency pulses and rapid gradi-
ent echo (MPRAGE) 3D-image of the brain was acquired for the creation of masks.
The sequence parameters were in detail: voxelsize = 0.9 × 0.9 × 0.9 mm3, matrix size:
256× 256× 192, TR/TE = 2300/2.32 ms, TA=5:21 min.
TOF : A TOF as described in chapter 4 was performed.
3D GRASE : A 3D-GRASE readout as described in chapter 4 was used.
M0-image: For registration purposes an M0-image as described in chapter 4 was acquired.
WH-pCASL: For encoding a Walsh-ordered 8× 7 Hadamard matrix was used. The PLD
was set to 200 ms and the SBD to 350 ms. This corresponds to seven different PLDs
= 200 / 550 / 900 / 1250 / 1600 / 1950 / 2300 ms for the individual subboli. With a
TR=5000 ms this resulted in a TA of 2:40 min. In order to assess perfusion changes dur-
ing the session and the reproducibility of the method, the measurement was performed
once directly after the acquisition of the TOF (early) and once at the end of the protocol
(late).
Multi-PLD pCASL: As a reference method, conventional multi-PLD pCASL images were
acquired with a BD and PLDs equal to the SBD and the PLDs of the individual subboli
used in the WH-pCASL measurement, i.e., BD=350 ms and PLDs = 200 / 550 / 900 /
1250 / 1600 / 1950 / 2300 ms. This measurement was repeated four times to achieve a
theoretical SNR that is comparable to WH-pCASL. With a TR of 5000 ms, this resulted
in a TA of 2:40 min for each PLD and a total TA of 18:40 min for the entire series of
pCASL measurements.
Background suppression: WH-pCASL and multi-PLD pCASL were used in combina-
tion with the background suppression method described in chapter 4. The timing of
the inversion pulses was computed using eqn.3.18 in order to suppress relaxation times
T1,opt = 700 ms and 5× T1,opt = 3500 ms with an additional delay time of 100 ms.
6.3.3. Post-processing
Motion correction: Motion correction was performed as described in chapter 4.
Masking : From the MPRAGE images a whole-brain mask was generated using the mod-
ule SkullStrippingWithVesselExtraction in MeVisLab. The mask was then resliced to the
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resolution of the M0-image and registered to it.
After the motion correction step, the mask was applied to all WH-pCASL and multi-PLD
pCASL images of the respective subject. For all following comparisons, the 18 central
slices were used.
Parametric fitting : Seven datasets of parameter maps were generated using VB.
- Datasets Aearly and Alate are formed by the CBF-, ATT- and ST,B-maps that
were fitted from the WH-pCASL images acquired at the beginning (early) and the
end (late) of the protocol. The maps were generated without prior decoding and
using the modified FABBER that includes the proposed new model.
- Datasets Bearly and B late are formed by the CBF- and ATT-maps that were
fitted from the WH-pCASL images acquired at the beginning (early) and the end
(late) of the protocol. The maps were generated with prior decoding and using the
non-modified FABBER for VB from multi-PLD data.
The Hadamard decoding (see level kmax in chapter 5) was performed in MeVis-
Lab [83] and yielded perfusion-weighted images corresponding to a BD of 350 ms
and PLDs of 200 / 550 / 900 / 1250 / 1600 / 1950 / 2300 ms.
Since no ST,B-maps can be obtained from decoded datasets, the first encoded im-
age of the early and the late WH-pCASL dataset were also added to the datasets
Bearly and Blate respectively. These are a pure control images and like an ST,B-map
they carry the signal of background suppressed tissue and non-labelled blood. This
makes a later comparison with the ST,B-maps from the datasets Aearly and Alate
possible.
- Datasets C , Dearly and D late are formed by the CBF- and ATT-maps that were
fitted from the multi-PLD pCASL images using the non-modified FABBER for
VB from multi-PLD data. The parameter maps in dataset C are based on all four
repetitions of the measurement and those in dataset Dearly and dataset Dlate on
the first two and the last two repetitions respectively.
Again, no ST,B-maps can be obtained from decoded multi-PLD datasets. As for
the datasets Bearly and Blate control images were added instead to the datasets
C, Dearly and Dlate. A specific PLD of 2300 ms was chosen to assure that the
background suppression pulses are emitted at the same times as in the WH-pCASL-
measurements. The control images were furthermore averaged over the number of
repetitions used (four for dataset C and two for the datasets Dearly and Dlate).
For all maps the prior probability was specified by the parameters given in table 6.1. Fur-
thermore, a tissue relaxation time T1 = 1300 ms, a blood relaxation time T1,b = 1660 ms
and a blood/brain water partition coefficient λ = 0.9 were assumed.
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mean precision
CBF 0 10−12
ATT 1.0 1/(3.16)2
ST,B 0 10
−12
Table 6.1.: Priors for the parameters fitted by VB.
A multivariate normal distribution was assumed for the
prior probability of all three parameters (see section 4.3.
Therefore its respective mean and precision (= 1/vari-
ance) had to be specified.
6.3.4. Image comparison
The resulting parameter maps from all datasets were compared by determining the cor-
relation (Pearson) between maps to assess their voxel-by-voxel similarity. Five different
comparisons were made for each subject:
- Comparison I (non-decoded versus decoded, early acquisition): the cross-corre-
lation for the parameter maps of dataset Aearly and dataset Bearly was computed.
This assesses the similarity of the parametric maps that are fitted from the early
acquisition of non-decoded and decoded WH-pCASL images (CBF and ATT),
and of non-decoded WH-pCASL- and pure control-images (ST,B).
- Comparison II (non-decoded versus decoded, late acquisition): the cross-cor-
relation for the parameter maps of dataset Alate and dataset Blate is computed.
This assesses the similarity of the parametric maps that are fitted from the late
acquisition of non-decoded and decoded WH-pCASL images (CBF and ATT),
and of the non-decoded WH-pCASL- and pure control-images (ST,B).
- Comparison III (non-decoded versus multi-PLD pCASL): the cross-correlation
for the parameter maps of dataset Aearly and dataset C is computed. The similarity
of the parametric maps that are fitted from non-decoded WH-pCASL - and
(decoded) multi-PLD pCASL-images (CBF and ATT), and of the non-decoded
WH-pCASL- and pure control-images (ST,B) is assessed.
- Comparison IV (reproducibility non-decoded): the cross-correlation for the pa-
rameter maps of dataset Aearly and dataset Alate is computed. This assesses the
reproducibility of the parametric maps that are fitted from the early and the late
acquisition of non-decoded WH-pCASL images (CBF, ATT and ST,B).
- Comparison V (reproducibility multi-PLD pCASL): the cross-correlation for the
parameter maps of dataset Dearly and dataset Dlate is computed. This assesses
the reproducibility of the parametric maps that are fitted from the first two and
the last two repetitions of the (decoded) multi-PLD pCASL images (CBF and
ATT), and of the averaged control images from both datasets.
For all five comparisons Pearson’s correlation coefficient r was determined and scatter-
plots were generated. Due to the high number of points in the 2-dimensional (2D)
scatter-plots, it is hard to assess the density of these points; therefore additional 3D
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joint-histograms were plotted.
Finally, to give an example of the feasibility of the proposed method, motion was added
to the encoded images of subject 5 retrospectively. Specifically, rotations about the z-
axis of -0.06 rad (3.44◦) and 0.05 rad (2.86◦) were added retrospectively to the encoded
images five and seven respectively.
Perfusion maps were then fitted once, using all 8 encoded images, and once excluding
images five and seven and using only the 6 remaining encoded images. For both cases
Pearson’s correlation coefficient with the parameter maps without artificial motion was
calculated.
6.4. Results
Comparison I and II: the correlations between CBF-, ATT and ST,B-maps, fitted from
non-decoded and decoded images, were very good (r = 1.00 and 1.00 (CBF),r = 0.99
and 0.99 (ATT) and r = 1.00 and 0.99 (ST,B), p < 0.0001 (please see the first two bars
in figure 6.3). Exemplary slices for comparison I are shown in figure 6.4.
Comparison III: A very good correlation between CBF- and ST,B-maps from non-
decoded WH-pCASL- and multi-PLD pCASL-images (r = 0.86 and 0.95, p < 0.0001) was
found. However, the corresponding ATT-maps reveal only a fair correlation (r = 0.54,
p < 0.0001, please see third bar in figure 6.3). Slices for comparison III are shown in
figure 6.5.
Comparison IV: Similar to comparison III, the correlations between CBF- and ST,B-
maps resulting from the early and the late acquisition were very good (r = 0.90 (CBF)
and 0.99 (ST,B), p < 0.0001), while the corresponding ATT-maps reveal only a fair cor-
relation (r = 0.58, p < 0.0001, please see fourth bar in figure 6.3). Slices for comparison
IV are shown in figure 6.6.
Comparison V: A good correlation between CBF- and ST,B-maps fitted from the first
two and the last two repetitions of multi-PLD pCASL (r = 0.76 and 1.00, p < 0.0001)
was found, and again the correlation for the corresponding ATT-maps was considerably
lower (r = 0.38, p < 0.0001, please see fifth bar in figure 6.3). Slices for comparison I are
shown in figure 6.7.
The individual values of r and r2 for all subjects and all five comparisons are listed in
table 6.2. Figures 6.8 and 6.9 show examples of 2D scatter-plots and 3D joint-histograms
for CBF-, ATT- and ST,B-maps as resulting from comparison I and IV, as well as com-
parison III and V.
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Figure 6.3.: Pearson’s correlation coefficients (mean of all five values) for CBF- (left),
ATT- (centre) and ST,B-maps (right). The values result from comparisons I-V
Comparison
I II III IV V
(Aearly vs. Bearly) (Alate vs. Blate) (Aearly vs. C) (Aearly vs. Alate) (Dearly vs. Dlate)
CBF
r r2 r r2 r r2 r r2 r r2
subj. 1 1.00 1.00 1.00 1.00 0.86 0.75 0.91 0.83 0.78 0.60
subj. 2 1.00 1.00 1.00 1.00 0.79 0.62 0.88 0.78 0.53 0.28
subj. 3 1.00 1.00 1.00 1.00 0.90 0.82 0.93 0.86 0.87 0.75
subj. 4 1.00 1.00 1.00 1.00 0.86 0.75 0.87 0.76 0.80 0.64
subj. 5 1.00 1.00 1.00 1.00 0.87 0.76 0.89 0.80 0.80 0.65
mean 1.00 1.00 1.00 1.00 0.86 0.74 0.90 0.80 0.76 0.58
ATT
r r2 r r2 r r2 r r2 r r2
subj. 1 0.99 0.98 0.99 0.98 0.60 0.36 0.68 0.46 0.39 0.15
subj. 2 0.99 0.98 0.99 0.98 0.56 0.31 0.61 0.37 0.30 0.09
subj. 3 0.99 0.99 1.00 0.99 0.67 0.45 0.63 0.39 0.55 0.30
subj. 4 0.99 0.98 0.99 0.99 0.43 0.19 0.54 0.29 0.31 0.10
subj. 5 0.99 0.99 0.99 0.98 0.42 0.18 0.47 0.22 0.34 0.12
mean 0.99 0.98 0.99 0.98 0.54 0.29 0.58 0.34 0.38 0.15
ST.B
r r2 r r2 r r2 r r2 r r2
subj. 1 0.99 0.99 0.99 0.98 0.95 0.89 0.99 0.99 1.00 1.00
subj. 2 1.00 1.00 0.98 0.97 0.95 0.91 0.99 0.97 1.00 1.00
subj. 3 1.00 1.00 0.99 0.98 0.89 0.80 0.99 0.98 1.00 1.00
subj. 4 1.00 1.00 1.00 0.99 0.98 0.95 1.00 0.99 1.00 1.00
subj. 5 1.00 1.00 0.99 0.98 0.97 0.95 0.99 0.98 1.00 1.00
mean 1.00 1.00 0.99 0.98 0.95 0.91 0.99 0.98 1.00 1.00
Table 6.2.: For all 5 subjects and all three parameter maps Pearson’s correlation
coefficient r and r2 were computed (p < 0.0001) for the comparisons I-V.
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The effect of artificial motion on CBF-, ATT- and ST,B-maps is shown in Figure 6.10 for
the cases a) no artificial motion , b) artificial motion, and c) exclusion of images con-
taining artificial motion. The artifacts due to artificial motion clearly worsen the quality
of the resulting parameter maps. By excluding the affected encoded images and using
non-decoded te-ASL for fitting, these artifacts disappear. This is also reflected in the
corresponding correlation coefficients that are presented in figure 6.11.
6.5. Discussion
The very high correlation coefficients found in comparison I (Aearly vs. Bearly) and II
(Alate vs. Blate) support the visual impression of a very good agreement between param-
eter maps obtained from the proposed model in combination with non-decoded images
and the general kinetic model in combination with decoded multi-PLD images. These
results corroborate the hypothesis of this work that the proposed non-decoded method
is a good alternative to the conventionally performed parametric fitting after decoding,
and that therefore a decoding step can be avoided altogether.
Comparison III (Aearly vs. C) furthermore shows that the proposed method reliably
reproduces CBF- and ST,B-maps fitted from multi-PLD pCASL, i.e., from a different
independent dataset and by using a different, established method [58].
The comparably smaller correlation coefficient of ATT-maps, however, indicates a lower
agreement for this type of maps. However, a similar pattern of correlations was also found
in comparison IV (Aearly vs Alate) and V (Dearly vs. Dlate), where the reproducibility of
parameter maps fitted from non-decoded WH-pCASL and multi-PLD pCASL was as-
sessed. This implies that the lower correlation of ATT-maps is most likely not associated
with the use of time-encoded ASL or non-decoded te-ASL, but rather with differences
in the underlying datasets. In fact, some physiological variability of images that are ac-
quired at different times is expected. It explains why the observed correlation is slightly
lower in comparison III-V compared to comparison I and II, where different methods
were applied to identical underlying images. The different parameters of the models may
respond differently to these variations. However, the rather big difference between the
correlation coefficients for CBF- and ST,B-maps on the one hand, and ATT-maps on the
other, is presumably due to the short BD. This hypothesis would explain the gap be-
tween correlation coefficients of CBF-, ST,B- and ATT-maps found in comparisons III-V
and it is further supported by preliminary data (not shown) where a longer BD of 1800
ms lead to a much smaller difference between the correlation coefficients for CBF-, ST,B-
and ATT-maps.
Furthermore, for all types of maps the correlation found in comparison V is lower than
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in comparison II and IV, which may be explained by the lower SNR in comparison V,
where a lower number of underlying images was used compared to comparisons I-IV (two
instead of four).
The proposed method has some major advantages compared to the conventional fitting of
decoded images. Since no decoding step has to be performed, corrupted encoded images
can simply be excluded from the dataset. This prevents errors and artifacts resulting
from individual encoded images. In a decoding step, which is obligatory in conventional
time-encoded ASL, these would be propagated to all decoded images and ultimately
also to the resulting perfusion data. Therefore, the robustness of time-encoded pCASL
data is improved by the proposed method without additional costs in TA. Furthermore,
being a postprocessing step, no modifications of existing imaging protocols or MRI pulse-
sequences have to be made, and it can even be applied retrospectively to older datasets.
This study used WH-pCASL data as an example, but as mentioned earlier, the method
is not limited to a specific encoding scheme. Non-Hadamard encoding schemes as well as
other Hadamard-based encoding patterns like naturally ordered H-pCASL, Free-Lunch
H-pCASL or T1-adjusted H-pCASL can be used in combination with non-decoded te-
ASL. In many cases the determination of parameters becomes even easier. For example,
in the T1-adjusted H-pCASL it is easy to take the varying SBDs into account, because
only a single fixed PLD has to be considered. When using the decoded multi-PLD data,
however, the BD and PLD differ for each decoded image which makes the necessary
modifications of the parametric model more challenging.
Since the implementation presented here is built on existing FABBER structures, where
also more sophisticated model assumptions for the AIF and TRF (compare section 3.2)
are implemented, these implementations, e.g., to include dispersion of the bolus, can be
adopted relatively easily for non-decoded te-ASL.
As a closing example of the possible applications for the proposed method, a dataset
was prepared with artificial motion. Figure 6.10 illustrates the effect of this added mo-
tion and of the exclusion of the corrupted encoded images. The images with artificial
motion exhibit a significant decrease of correlation with the ground truth, i.e., the images
without artificial motion. Clearly, discarding the corrupted images improves the quality
of the resulting parameter maps and also restores the correlation with the ground truth
significantly. For the presented example, this demonstrates the feasibility of the propose
method. In the following chapter, the effects of motion and the exclusion of images are
discussed in more detail.
The presented study has some limitations. For the assessment of similarities between
parameter maps, Pearson’s correlation coefficient was used. As already discussed in chap-
ter 5, this measure has to be interpreted carefully, because it implicitly assumes a linear
86 6. Non-decoded time-encoded arterial spin labeling
relationship between datasets, and non-linear relationships would therefore not be rec-
ognized. Furthermore, it does not reflect global scaling differences or offsets. Therefore
additional information, like underlying images or scatter-plots, were used here (see fig-
ures 6.8 and 6.9) to inspect the data for non-linearity (curvature of the cloud), global
scaling (deviation from line of unity) or offsets (no crossing of the origin).
Finally, all measurements were performed without cardiac triggering, that may reduce
the variability of the parameter maps. However, Teeuwisse et al. showed that the effect of
cardiac triggering on H-pCASL is small [71] and therefore the effect of blood pulsatility
was neglected here.
In conclusion, using non-decoded te-ASL to determine parameters is a good alterna-
tive to conventional methods that use decoded images. A major advantage of the new
technique lies in the freedom to exclude single encoded images and the possibility to use
incomplete sets of encoded images. This makes the approach more robust against data
corruption, because images that carry critical artifacts can simply be rejected and miss-
ing images do not necessarily lead to a complete loss of data. This is of great importance
in clinical routine, where many confounders are encountered. Motion, premature termi-
nation of a measurement and technical problems can lead to loss of important diagnostic
information.
Here, non-decoded te-ASL can be a way to increase the data quality and to prevent loss
of data. Ultimately, this helps to save scanning time and thus to deliver the information
that is required for the patient’s treatment quicker and more reliably.
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Figure 6.4.: Comparison I (Aearly vs. Bearly): for decoded and non-decoded WH-pCASL
images of the early acquisition, four axial slices of the CBF- (top), ATT- (middle) and ST,B-
maps (bottom) are shown. The maps from all five volunteers (subject 1-5) are presented
here.
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Figure 6.5.: Comparison III (Aearly vs. C): for non-decoded WH-pCASL and conventional
multi-PLD pCASL images (early acquisition), four axial slices of the CBF- (top), ATT-
(middle) and ST,B-maps (bottom) are shown. Since no ST,B-maps can be obtained from
conventional pCASL, the control images are shown instead. The maps from all five volunteers
(subject 1-5) are presented here.
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Figure 6.6.: Comparison IV (Aearly vs. Alate): for non-decoded WH-pCASL images of the
early and the late acquisition, four axial slices of the CBF- (top), ATT (middle) and ST,B-
maps (bottom) are shown. The maps from all five volunteers (subject 1-5) are presented
here.
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Figure 6.7.: Comparison V (Dearly vs. Dlate): for the first (early) and the last (late) two
repetitions of the multi-PLD pCASL measurement, four axial slices of the CBF- (top) and
ATT-maps (middle), and control images (bottom) are shown. The maps from all five volun-
teers (subject 1-5) are presented.
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Figure 6.8.: Representative 2D scatter-plots and 3D joint-histograms from subject 1. CBF-,
ATT- and ST,B-maps from comparison I, i.e., from decoded and non-decoded WH-pCASL
[a), b) and c)] and from comparison IV, i.e., from the early and the late acquisition of non-
decoded WH-pCASL [d), e) and f)] are shown. Due to the large number of points it is not
possible to estimate the density in the 2D scatter-plots. Therefore, 3D joint-histograms, where
the distribution of the point can be better assessed, were also generated. The horizontal and
vertical line in the ATT scatter-plots correspond to voxels, where VB returned to the prior,
because it did not converge. The joint-histograms, however, show that the number of these
points is very small.
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Figure 6.9.: Representative 2D scatter-plots and 3D joint-histograms from subject 1. CBF-,
ATT- and ST,B-maps from comparison III, i.e., from non-decoded WH-pCASL and multi-PLD
pCASL [a), b) and c)] and from comparison V, i.e., from the first and the last two repetitions
of multi-PLD pCASL [d), e) and f)] are shown. Due to the high number of points it is not
possible to estimate the density in the 2D scatter-plots. Therefore, 3D joint-histograms, where
the distribution of the points can be better assessed, were also generated. The horizontal and
vertical line in the ATT scatter-plots correspond to voxels where VB returned to the prior
because it did not converge. The joint-histograms, however, show that the number of these
points is very small.
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Figure 6.10.: Effect of motion and exclusion of corrupted images. Top: 8 encoded images
with rotations of -0.06 rad (image 5) and 0.05 rad (image 7). Bottom: CBF- and ATT-maps
resulting from encoded images with no motion (all 8 encoded images included), motion (all
8 encoded images included) and motion (images 5 and 7 excluded).
Figure 6.11.: Correlation coefficients
of the fitted parameter maps with
the ground truth, i.e., the parameter
maps without added artificial motion.
Adding artificial motion decreases the
correlation considerably (three bars
on the left). Excluding the two cor-
rupted images clearly improves the
correlation (three bars on the right).
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7. Automated outlier-detection
In the previous two chapters issues that may arise from corrupted images were discussed
in the context of time-encoded ASL. Two methods were developed that do not rely
on complete sets of encoded images to yield perfusion-weighted images and therefore
increase the robustness of time-encoded ASL. Corrupted images that would otherwise
worsen the quality of the final images can be excluded from further analysis.
Based on the non-decoded te-ASL that was introduced in chapter 6, this chapter will
describe a prototype of an algorithm for the automated detection of outliers, i.e., images
that decrease the quality of the final data.
7.1. An algorithm for automated outlier detection
Ideally outliers would be detected by comparing a set of images to a reference dataset
that is not affected by any form of corruption. In reality this is seldom possible, because
such ideal reference images are usually not available and may be at best approximated.
In this section a method for the detection of outliers is introduced that does not rely on
ideal images for comparison, but instead uses the variance of each model parameter as
a measure for the quality of the fit. The variance results from the assumed multivari-
ate normal distributions of the posterior probability (see section 4.3), and FSL BASIL
yields the variances for each model parameter in form of maps, i.e, for each voxel. In
the following, the term variance will stand for the mean variance, which is obtained by
averaging over all voxels of a 3D variance-map. It is a parameter that on the one hand
is sensitive to the number of images that are included in the fit, and on the other hand,
to the SNR and possible artifacts of the individual images.
With increasing numbers of images that are included in the fit, the variance decreases,
which means that the accuracy (and therefore the quality) of the fit improves. Conse-
quently, excluding images will increase the variance of the fit, i.e., decrease its quality.
However, artifacts and noise also influence the quality of the fitted maps negatively and
increase the variance. Therefore, keeping corrupted images will increase the variance as
well.
Thus, there will be a threshold for the degree of image corruption beyond which the
benefit of excluding corrupted image(s) exceeds the loss in quality resulting from a lower
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number of included images.
Based on these considerations, an algorithm for the automated detection of outliers
that uses the variance of each of the fitted parameters was implemented. A schematic out-
line of the algorithm is given in figure 7.1 and the corresponding pseudo-code explained
in the following:
• Step 1:
For each parameter map, the mean variance 〈vartot,par〉 of the fit is computed for the
full data set, i.e., the set, where none of the acquired encoded images is excluded.
The value 〈vartot,par〉 is then used as a threshold for the subsequent steps.
1 fit parameter maps including all N images
2 for par in {CBF, ATT, ST,B}
3 compute mean variances 〈vartot,par〉
4 end
• Step 2:
For each parameter map the variances 〈varj,par〉 (j = 1, ..., N) that result from a
fit where the j − th encoded image is excluded are computed.
5 for j=1,...,N
6 exclude image j from input data
7 fit parameter maps using the remaining N − 1 images
8 for par in {CBF, ATT, ST,B}
9 compute mean variances 〈varj,par〉
10 end
11 end
• Step 3:
For each parameter map the image Ej,par with the lowest mean variance 〈varj,par〉 is
determined. Whenever 〈varj,par〉 is lower than the threshold 〈vartot,par〉, the image
is counted as a possible outlier (countj).
12 for j=1,...,N
13 countj = 0
14 end
15 for par in {CBF, ATT, ST,B}
16 if min(〈varj,par〉) < 〈vartot,par〉
17 countj = countj + 1
18 continue
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19 else
20 continue
21 endif
22 end
If the majority of parameter maps agree on one possible outlier (countj ≥ 2) Ej,
it is excluded as an outlier (case 2). Then, the procedure is repeated with the
remaining N − 1 images at step 1.
23 for j=1,...,N
24 if countj ≥ 2
25 exclude Ej as outlier
26 goto step 1
27 else
28 continue
29 endif
30 end
In case no further improvement of variance is gained by excluding individual en-
coded images (case 1), all of them are kept and the algorithm terminates.
31 stop and exit
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Figure 7.1.: Schematic representation of the algorithm. Each iteration of of the
algorithm can be split into three steps. In step 1 the mean variance for each
parameter map is determined for a fit that includes all images remaining after the
previous iteration. This value is used as a threshold for the subsequent steps (red
horizontal line). In step 2 one image at a time is excluded and the corresponding
variance determined for each parameter map (solid black line). Finally, for each
parameter map two cases resulting from step 2 are distinguished in step 3. In
case 1, the exclusion of an image did not improve the mean variance (values above
threshold). In case 2, the exclusion of one or more images improves the mean
variance (value below threshold) and the image whose exclusion results in the
greatest improvement is labeled as a potential outlier. If an outlier is identified
by a majority of parameter maps, the outlier is excluded and the next iteration
commences at step 1 with the reduced set of images. If, however, the majority of
parameter maps indicates case 1 or if no majority for the exclusion of a specific
image is reached, the algorithm stops without excluding any image.
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7.2. Examples
A semi-automated prototype of this algorithm was implemented in MATLAB (The Math-
Works, Inc., Natick, Massachusetts, United States) and FABBER [85]. Its performance
was then tested using example datasets. For all following examples the variances of all
five subjects were averaged.
Example 1: sensitivity of the algorithm
In this first test the sensitivity of the algorithm to artificial motion was estimated. There-
fore, the same motion-corrected datasets were used as in chapter 6 which have a native
resolution of 4 × 4 × 5 mm3 that was interpolated to 2 × 2 × 5 mm3. Based on these
datasets, eight new sets of images were generated in which artificial rotations of 0, 0.5◦,
1◦, 1.5◦, 2◦, 2.5◦, 3◦3.5◦ about the z-axis were added to the encoded image 6 and eight
further sets in which artificial translations of 0, 1, 2, 3, 4, 5, 6, 7 and 8 mm along the
x-axis were added to the encoded image 6. The x-axis was chosen, because translational
motion is more likely to happen along this axis than along the y-axis due to the position
of the subjects in the MR-scanner.
For each of the sixteen sets, step 1 and step 2 of the algorithm were performed and the
resulting normalized variance plotted against the number of the excluded image. The
corresponding plots in figure 7.2 show that rotations greater than 1.5◦ and translations
greater than 8 mm, i.e., twice the native voxel size, lead to an exclusion of image number
6 as an outlier.
In a second test these values were taken as first estimates for the sensitivity to motion
and artificial rotations of 1.5◦ about the z-axis and artificial translations of 8 mm were
added to the remaining 7 images, i.e. images 1-5 and 7, 8. This resulted in 7 sets of
images each containing a different image that is affected by artificial motion. Again, for
each dataset the variance was computed and compared to the threshold resulting from
including all eight images in the fit (see step 1 of the algorithm). The results, which
are shown in figure 7.3, imply that for all images but image 1 rotations greater than
1.5◦ about the z-axis and translations greater than 8 mm along the x-axis will cause the
algorithm to recommend the exclusion of the affected image as an outlier.
Summarizing the results shown in figures 7.2 and 7.3 it can be estimated that the algo-
rithm is sensitive to rotations about the z-axis ≥ 1◦ and translations along the x-axis
≥ 8 mm.
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Figure 7.2.: Rotations (left column) and translations (right column) of various amplitude
(see legend) were retrospectively added to the encoded image 6. For each type and amplitude
of motion, and for all three parameter maps, the variances were determined that result after
excluding encoded image 1, 2, · · · , 8 respectively from the fit. In a subsequent step, these were
normalized to the variance that results when all eight images are included in the fit. In this
figure these normalized variances (arithmetic means over all five subjects) are plotted against
the number of the image that was excluded from the fit. The dashed horizontal line represents
the normalized variance that results when all eight images are included in the fit.
7.2. Examples 101
1 2 3 4 5 6 7 8
0
0.5
1
1.5
2
ATT
CBF
ST,B
1 2 3 4 5 6 7 8
0
0.5
1
1.5
2
2.5
3
Excluded image
N
or
m
al
iz
ed
 v
ar
ia
nc
e
ATT
CBF
ST,B
Excluded image
N
or
m
al
iz
ed
 v
ar
ia
nc
e
a) Rotation around z-axis (1.5°)
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Figure 7.3.: Sensitivity of the algorithm. Based on figure 7.2 rotations of 1.5◦ about the
z-axis and translations of 8 mm along the x-axis were added to one image at a time. For a)
rotations about the z-axis and b) translations along the x-axis, the variances were determined
that result after excluding encoded image 1, 2, · · · , 8 respectively from the fit. The variances
were then normalized to the variance that results when all eight images are included in the
fit. In this figure the normalized variances (arithmetic means over all five subjects) are plotted
against the number of the image that was excluded from the fit. For all images but image 1
excluding the image that contains motion improves the variance, i.e., it becomes lower than
the threshold given by the variance that results when all eight images are included in the fit
(dashed red line).
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Example 2: dependence on the amount of motion and the number of included
images
In a further test the effect of a) increasing artificial motion and b) decreasing numbers
of images on the variance was assessed. For a) the first and second eight sets of images
from example 1, which contain increasing rotational and translational motion in encoded
image 6, were used. For each set the variance was once more normalized to the variance
of the set that contains no artificial motion and plotted against the amplitude of the
motion. Figure 7.4 shows how the variance increases with the amplitude of the motion
for CBF-, ATT- and ST,B-maps. The effect is, however, stronger for CBF- and ST,B-maps
than for ATT-maps.
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Figure 7.4.: a) Rotations about the
z-axis and b) translations along the z-
axis of various amplitudes were retro-
spectively added to the encoded im-
age 6. For each type and amplitude
of motion, and for all three parame-
ter maps, the respective variance was
normalized to the variance that re-
sults when no motion is added. In this
figure the normalized variances (arith-
metic means over all five subjects) are
plotted against the amplitude of mo-
tion.
For b) the variance for datasets containing the first, the first two, . . . first seven images
was computed and normalized to the variance of the set containing eight images. No
artificial motion was added to these sets. In figure 7.5 the respective variances are plotted
against the number of images that were included in the fit. Clearly, the variance decreases
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with decreasing number of images. Also here the effect is stronger for CBF- and ST,B-
maps than for ATT-maps.
Figure 7.5.: Variance resulting
from VB for increasing numbers of
images. CBF-, ATT- and ST,B-maps
were fitted including 1, 2, · · · , 8
images respectively in the fit. The
respective variances were then nor-
malized to the variance that results
when all eight images are included in
the fit. In this figure the normalized
variances are plotted against the to-
tal number of images that were in-
cluded in the fit. The values for each
individual subject (dashed lines), as
well as the mean over all subjects
(solid black line), are shown. The
normalized variances are displayed
on a logarithmic scale, due to the
strong increase in CBF- and ST,B
maps when less than five images are
included in the fit.
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Example 3: artificial rotations in more than one image
The third example is the dataset that was used in chapter 6 where artificial rotations
about the z-axis were added to image 5 and 7. Other than in chapter 6, where the ar-
tificial motion was applied to only one subject, it was for this test applied to all five
subjects and the computed variances were averaged over all five subjects.
The algorithm successfully identified the two images containing artificial motion. Fig-
ure 7.6 shows the results of step 1 and 2 for the individual iterations of the algorithm,
i.e., the threshold variance and the variances after excluding one image at a time. All
variances in this plot were normalized to the threshold variance resulting from the fit,
including all eight images. For each iteration (red, blue, green), the horizontal dashed
line represents the normalized variance that results from the fit where all images of the
current iteration were included (step 1). Data points below this line then indicate a pos-
sible outlier (case 2).
In the first iteration (solid red line), the CBF- and ST,B-maps identified image five as
the most probable outlier, whereas the ATT-map identified image one. Thus, following
the majority criterion, image five was excluded. In the second iteration (solid blue line),
all three maps identified image seven as a possible outlier and image 7 was excluded.
Finally, in the third iteration (solid green line) no further outliers were detected and the
algorithm terminated.
Compared to the case where all eight images are kept (dashed red line), the exclusion
of the outliers decreased the variances for CBF-, ATT- and ST,B-maps by 80%, 31%
and 81% respectively. Thus, the accuracy of the fits was considerably improved by the
removal of outlier images.
Some slices of the resulting parameter maps after excluding detected outliers and fitting
using VB, are shown in figure 7.7.
To provide a comparison of WH-pCASL and non-decoded te-ASL, multi-PLD images
for resolution level k = 1 (two multi-PLD images) and k = 2 (three multi-PLD images)
were decoded. To this end, encoded images 1-3 (k = 1) and 1-4 (k = 2) were used.
Since only four instead of seven encoded images were available, the decoding resulted in
only three instead of six multi-PLD images for resolution level k = 2. The corresponding
parameter maps were determined using VB and are shown in figure 7.8.
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Figure 7.6.: Volunteer dataset:
results of the outlier detection al-
gorithm for example 3. At the be-
ginning of each iteration, the vari-
ance for the case, where all re-
maining images are included, is
determined and used as a thresh-
old (dashed horizontal lines). For
each iteration and fitted param-
eter (CBF, ATT, ST,B) the re-
sulting variances are normalized
to the threshold of the first iter-
ation (all eight images included)
and plotted against the number of
the image that was exclude from
the fit. After the first iteration
(red), image 5 is excluded as an
outlier by majority decision. After
the second iteration (blue), image
7 is excluded. In the third itera-
tion (green) no further outliers are
detected.
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Figure 7.7.: Volunteer dataset: parameter maps for CBF, ATT and ST,B resulting from
non-decoded te-WH-pCASL. Slices of the parameter maps are shown before (upper row)
and after (middle row) the exclusions proposed by the algorithm (images 5 and 7). Fur-
thermore, maps showing the difference (before – after) are given (lower row).
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Figure 7.8.: Volunteer dataset: parameter maps for CBF and ATT resulting from different
resolution levels of decoded WH-pCASL. Slices of the parameter maps are shown before
(upper row) and after (middle and lower row) the exclusions proposed by the algorithm.
After the exclusion, two resolution levels, an incomplete level k=2 and a complete level
k=1, could be decoded. The red arrows indicate locations where a reduction of motion
artifacts due to the exclusions are visible. The blue arrows show exemplary locations
where differences between the two resolution levels are visible.
Example 4: clinical data
For this final example, artificial motion was abandoned and the algorithm applied to a
clinical dataset. The images were acquired from a 67-year-old male patient suffering from
steno-occlusion of both internal carotide arteries (<50% [left], 70%[right]). The data were
acquired as part of a prospective imaging study (Perfusion imaging by ASL for clinical use
in stroke [PEGASUS], WHO international Clinical trials registry no. DRKS00003198).
All scans were performed on a 3T MR system (Magnetom TRIO, Siemens Healthcare,
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Erlangen, Germany) using a 12-channel head-coil. The patient gave informed written
consent before the study, which was conducted according to the principles expressed in
the Declaration of Helsinki, and was approved by the authorized institutional review
board of the Charite´-Universita¨tsmedizin Berlin.
The ASL-images were acquired using WH-pCASL in combination with a 3D-GRASE
readout. For the WH-pCASL-encoding a combined 16 × 8 matrix (see chapter 5) was
used with a PLD of 200 ms and a uniform minimal SBD of 400 ms. For later averaging
a total of five repetitions was acquired. However, for this test the images of only one
repetition and one of the two combined matrices were used.
Background suppression was performed as described in chapter 4 and optimized for the
suppression of T1,opt = 700 ms and 2 × T1,opt = 1400 ms with an additional delay time
of 100 ms (see chapter 3).
The 3D GRASE readout was parametrized as in chapter 4, however with some differing
details. These are: FoV = 228 × 171 × 120 mm3, partial Fourier =5/8 (zero filling in
z-direction), single-shot, turbo factor = 16, EPI factor = 48, refocusing flip angle = 150◦,
TE = 28.72 ms. Using a TR=5500 ms, the acquisition time for the examined subset of
images was TA = 44 sec (7:20 min for the whole dataset).
Figure 7.9 shows the results of step 1 and 2 for the individual iterations of the algo-
rithm. As in example 3, the dashed horizontal lines show the threshold used for the
current iteration. In the first iteration (solid red line), all three parameter maps identi-
fied image eight as an outlier. In the second iteration (solid green line), the CBF- and
ST,B-maps indicated no further candidates, whereas the ATT-map identified image one
as an outlier. Following the majority criterion, the algorithm terminated here. Also, in
this example, the exclusion of the outlier image decreased the variance in all three pa-
rameter maps, by 63%, 17% and 62%, and therefore increased the accuracy of the fit.
To illustrate the effect of not following the majority criterion, a third iteration excluding
image one was performed (solid grey line). As a result, the variance of the ATT-map
decreased by a further 5%, however the variances of the CBF- and ST,B-maps increased
to 125% and 131% of the initial value, where all 8 images were included.
Some slices of the resulting parameter maps after excluding detected outliers, and fitting
using VB are shown in figure 7.10.
Also for this example a comparison of WH-pCASL and non-decoded te-ASL is pro-
vided. Multi-PLD images for resolution level k = 1 and k = 2 were decoded. Encoded
images 1-3 (k = 1) and 1-7 (k = 2) resulted in 3 and 6 decoded multi-PLD images, re-
spectively. The corresponding parameter maps were determined using VB and are shown
in figure 7.11.
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Figure 7.9.: Clinical dataset: re-
sults of the outlier detection algo-
rithm for example 2. At the be-
ginning of each iteration, the vari-
ance for the case, where all re-
maining images are included, is
determined and used as a thresh-
old (dashed horizontal lines). For
each iteration and fitted parame-
ter (CBF, ATT, ST,B) the result-
ing variances are normalized to
the threshold of the first iteration
(all eight images included) and
plotted against the number of the
image that was exclude from the
fit. After the first iteration (red),
image 8 is excluded as an outlier.
In the second iteration (green),
no further outliers are detected.
A third iteration (grey) was per-
formed to show that no further im-
provement can be achieved by ex-
cluding further images.
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Figure 7.10.: Clinical dataset: parameter maps for CBF, ATT and ST,B resulting from
non-decoded te-WH-pCASL. Slices of the parameter maps are shown before (upper row)
and after (middle row) the exclusion of images as proposed by the algorithm (image 8).
Furthermore, maps showing the difference (before – after) are given (lower row).
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Figure 7.11.: Clinical dataset: parameter maps for CBF and ATT resulting from different
resolution levels of decoded WH-pCASL. Slices of the parameter maps are shown before
(upper row) and after (middle and lower row) the exclusion of images as proposed by the
algorithm. After the exclusion, two complete resolution levels (level k=2 and level k=1)
could be decoded. The red arrows indicate locations where a reduction of motion artifacts
due to the exclusions are visible. The blue arrows show locations where differences between
the two resolution levels are visible.
7.3. Discussion
Example 1 gives an estimate for the sensitivity of the algorithm to rotations about the
z-axis and translations along the x-axis. For rotations a value of 1.5◦ was found which
agrees with the value of 1.5◦ proposed by Miranda and colleagues [93]. However, for
translations a value of 8 mm was found which differs considerably from the proposed
value of 2 mm. Since the article does not state why these specific values were chosen, it
can only be hypothesized about the reasons for the differing values. A major method-
ological difference is that Miranda et al. did not use any background suppression while
the 3D-GRASE readout used in this thesis is background suppressed. Since the main
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purpose of background suppression is to decrease the sensitivity to motion, this may be
the major reason for the observed disagreement. A further reason may be the different
image readouts. Miranda et al. used a 2D-EPI readout which has a lower SNR than
the used 3D-GRASE readout. In addition, the voxel sizes of the readouts differ from
each other, being 3 × 3 × 5.5 mm3 for the 2D-EPI readout and 4 × 4 × 5 mm3 for the
3D-GRASE readout. This further increases the SNR of the latter one and also decreases
its resolution. Both factors, SNR and resolution, may explain a lower sensitivity to noise
in general and therefore also motion. Finally, the degree of blurring of signal may be
considered as an additional factor. Due to T2- and T
∗
2 -decay the signal becomes blurred
after the transformation from k-space to position-space. This occurs within one slice
(in-plane blurring) and in 3D-readouts also through the slices (through-plane blurring).
Particularly, in 3D-GRASE images the latter one is higher and this additional blurring
might further reduce the sensitivity to motion.
An interesting observation is made when looking at figure 7.2. There, a slight improve-
ment of the variance of the ATT-maps is indicated when excluding image 3 and of the
variance of the CBF-maps when excluding image 4, even when no motion is added (the
algorithm would not mark them as outliers because of the majority criterion). This is
surprising as one expects no improvement from an exclusion of images when there are no
artifacts. The cause of this effect is not yet fully understood, but a possible factor may be
found in the timing of the sequence and in dispersion of the blood bolus. When a change
of label state of a bolus coincides with the TI, a cause for uncertainty may be intro-
duced. This can be seen in figure 6.2 b) (left side), where the signal switches from being
flat or decreasing (control state) to increasing (label state) at such timepoints. In a fit,
the corresponding signal may lead to an ambiguity that can increase the variance. The
concurrence of TI and such timepoints depends on the chosen timings of the sequence
and on physiological parameters of the subject. The encoding pattern of image 3 and 4
and the chosen SBD and PLD of 350 ms and 200 ms in combination with the typical
physiological parameters of young and healthy subjects may in fact lead to a concurrence
of the TI and the discussed timepoints in the course of the signal over time. This may
explain the effect on the variance of ATT- and CBF-amps that an exclusion of image 3
and 4 has. Furthermore, dispersion of the subboli was in this work not included into the
model. Since dispersion blurs the borders of the subboli, it can increase the discussed
effect and not modelling it leads to a poorer description of the signal, particularly at the
discussed timepoints where the label state is changed.
Example 2 illustrates the effect of motion and the total amount of images that is
included in the fit on the variance. The variance increases when the total amount of
included images is decreased, and when the amplitude of motion is increased. This cor-
roborates the initial hypothesis that both factors have an diminishing effect on the quality
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of the fit, and that there is a threshold for the amplitude of motion above which the ex-
clusion of an image is beneficial, despite the reduction of the quality due to a smaller
total amount of images.
Interestingly, the sensitivity to the amplitude of motion and the number of included im-
ages differs for the different parametric maps. Both factors, the total amount of images
and the amplitude of motion, apparently have a greater influence on CBF- and ST,B-maps
than on ATT-maps. Investigating and understanding the impact of individual images,
or even different combinations of individual images in more detail is therefore of great
interest and may also help to develop new encoding schemes and optimize parametriza-
tion, e.g., the SBD and PLD.
Example 3 demonstrates the performance of the algorithm on a dataset with more
than one corrupted image. The algorithm successfully detected the images that were
affected by artificial motion.
In example 4 the algorithm was successfully applied to data of a patient which were
acquired in as part of a clinical trial and contain real motion.
Having an intrinsic measure for the quality of the fits to detect outliers is of great
advantage, because reference images, which usually are not available, are not needed.
When using VB, the variance of parameters is a good candidate for such an intrinsic
measure. The presented examples show that the variance can be used as a measure for
automated detection of outliers. This motivates further investigation into the influence
of noise and artifacts on the fitted results and on also on further measures of the quality
of a fit. To this end, further degrees of freedom of artificial and real motion and their
superposition should be examined along with also other artifacts that affect the quality
of the image. For example, physiological noise like cardiac or CSF-pulsatility, which can
make an unambiguous interpretation of perfusion images difficult, or changes in perfu-
sion, which are reported to vary during the course of a measurement (presentation by
Clement et al., EU-COST meeting 2014 in Dubrovnic, Croatia, private communication).
Finally, confounding factors can also arise from technical imperfections [94]. Investigat-
ing the effect of these artifacts on ASL in general and on time-encoded techniques like
H- or WH-pCASL in particular, is therefore of great interest.
For this work the proposed algorithm was applied to non-decoded WH-pCASL as de-
scribed in chapter 6. However, it is also applicable to conventional multi-PLD/TI ASL.
Here, not the time-encoded images but the perfusion-weighted images for the different TI
would be excluded one at a time, but besides that the same algorithm would be applied.
A limiting factor of the method is the duration of the presented implementation. The
detection process can easily take 20 minutes or more since a full fit is performed for each
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excluded image. An acceleration, e.g., by using less accurate and therefore faster fits for
the detection, is warranted here.
In conclusion, the proposed algorithm for the detection of outliers based on the vari-
ance of VB-based fits correctly identified images affected by motion in the test datasets.
Their exclusion led to a considerable improvement in quality. The algorithm has the
important advantage of avoiding reference datasets and of allowing the quality of the
fitted parameter maps to be assessed directly. Therefore, the proposed algorithm helps
to increase the quality and reliability of ASL-parameter maps for scientific and clinical
questions and can easily be implemented as part of existing post-processing pipelines.
8. General discussion,
recommendations for future work
and conclusion
General discussion
Time-encoded ASL is an versatile and important tool for non-invasive perfusion mea-
surement. Its superior tSNR helps to further reduce scanning time and several novel
acquisition strategies evolved from this approach. However, the encoding and decoding
procedure also increases the complexity of the computation of perfusion-weighted im-
ages. The intrinsic entanglement of encoded images via the decoding results in a higher
sensitivity to artifacts in individual images. This is of great relevance for clinical routine,
where ASL faces many challenges, such as time pressure or patient- and disease-specific
artifacts, e.g., in steno-occlusive and Moya-Moya disease. Furthermore, the variations of
hemodynamics between subjects require individually tailored parametrization of the MR
pulse-sequence, particularly when diseases are involved.
In this thesis, three techniques and strategies were developed that address these chal-
lenges. Particularly they allow to detect and remove outliers, to obtain hemodynamic
information despite missing data and to individually adapt sequence parameters, even
at runtime.
First, in chapter 5 Walsh-ordered Hadamard-pCASL was introduced which is based on
a novel encoding scheme. Other than conventional H-pCASL, the proposed WH-pCASL
acquires encoded images using matrices of increasing effective size. This results in sev-
eral levels of temporal resolution that increase with the number acquired images. This
increases the robustness, particularly of the low-temporal resolution data, because ar-
tifacts, e.g., due motion and/or gradient heating, become more likely with increasing
duration of the measurement. For example, all images acquired before occurance of an
artifact can still be used to decode a set of uncorrupted perfusion-weighted images.
A further advantage is that initial perfusion-weighted data can be accessed during a very
early stage of the measurement. This opens the possibility to adapt sequence settings
at run-time or to abort the measurement for correct repetition, based on the initial,
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low temporal resolution images. Thus, the user or an automated feedback algorithm can
optimize or correct a running sequence without losing the time it would otherwise take
to repeat the whole measurement. An example for such an automated algorithm based
on WH-pCASL was presented at the 24th ISMRM by Breutigam and colleagues [95] and
a patent application for this approach filed.
A limiting factor is that most of the encoded images that are acquired after a corrupted
encoded image can no longer be used for decoding, even if they are free of artifacts.
Figure 5.3 illustrates this for the 7× 8-matrix, where the exclusion on encoded image 3
makes encoded images 4, 7 and 8 useless for decoding because they have to be combined
with encoded image 3.
Second, in chapter 6 non-decoded te-ASL was proposed. It introduces a new model for
the non-decoded signal of te-ASL in combination with VB. It is therefore a pure post-
processing approach. Fitting a non-decoded signal model to the non-decoded data has
the great advantage of making a decoding step obsolete. Individual images can therefore
be removed from the dataset without affecting the usability of the remaining ones. This is
a clear advantage of non-decoded te-ASL compared to conventional, decoded H-pCASL
and even decoded WH-pCASL, where an exclusion of individual images possibly leads
to a loss of all data in the former one and of at least some in the latter (see end of last
paragraph). On top of this, non-decoded te-ASL can be used in combination with any
kind of encoding scheme and without being limited to specific matrix sizes like 2n × 2n.
Finally, when the goal is to generate parametric maps via fitting, non-decoded te-ASL
does not require decoding which eliminates one post-processing step. This saves time
and reduces possible sources of error.
However, other than in decoded WH-pCASL early access to perfusion data during the
measurement is difficult. In theory, the first few images could be used for a first fit.
Nevertheless, the low number of images may not contain sufficient information about
the signal at different timepoints of the inflow curve. This results in inaccurate, or even
missing, determination of important parameters, e.g., ATTs, which impedes the adaption
of the sequence. Also, the duration of the fitting process would have to be significantly
decreased to be feasible.
A conclusion drawn from comparison of the two techniques, is that non-decoded te-ASL
is the more flexible and direct choice for fitting and when corrections or adaptions of
settings at run-time are not needed. However, WH-pCASL is the more suitable choice
as soon as feedback at run-time is needed, e.g., in order to taylor the measurement to an
individual patient and/or disease, or when individual perfusion-weighted images are re-
quired, e.g., for angiographic applications or identification of collaterals. The good news
here is that this is not a matter of either-or. Since non-decoded te-ASL is independent
of the encoding scheme, a combination of both techniques is possible and provides the
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best of both worlds.
Third, in chapter 7 the prototype of an algorithm for automated outlier detection was
presented. Since the method is based on the variance of the fitted parameters, it uses a
measure that is a) independent of a separate reference dataset and b) assesses the qual-
ity of the fit directly. For this work the algorithm was combined with the non-decoded
te-ASL method from chapter 6; but it can be used for the fitting of conventional multi-
TI/PLD data in a similar way. In this case, the subtracted perfusion-weighted images
would be tested. If outliers are detected the corresponding label and control image would
be excluded. Here too, a non-decoded approach may be possible. In the corresponding
model, however, the effect of the TI/PLD-dependent timing of the BS would have to be
taken into account.
Finally, fitting methods other than VB, e.g., based on the Levenberg-Marquardt algo-
rithm [96, 97], may be employed here.
Recommendations for future work
The presented techniques lay the basis for further developments and also inspire future
investigations. In the following, some thoughts on possible future research and develop-
ment related to this work are discussed.
The results presented in this work are based on volunteer studies and demonstrate the
feasibility of the proposed methods using small numbers of subjects. The next step should
be a clinical evaluation of the techniques in patient studies with a larger number of par-
ticipants.
However, some important remaining questions can be investigated using small number
of subjects. Several factors may influence the results of a time-encoded experiment. For
example, the choice of the SBD plays an important role for the measured signal. Both,
the step size of the sampling and the amount of labeled blood in each subbolus depends
on the choice of SBD. Therefore, the influence of the SBD on the results is of great
interest. In a previous study a lower limit for the SBD was deduced from numerical
simulations [71]. Based on this study further numerical simulations and experimental
studies should be performed to understand and optimize the effect of SBDs on the re-
sulting perfusion-weighted images and parameter maps.
In the same sense, the influence of individual encoded images and their total number on
the fits should be investigated in more detail. The results of chapter 6 and 7 showed that
the individual images indeed have a different impact on the variance of the VB-results
and that this impact depends on the type of parameter map. A better understanding
of these effects may lead to further optimization of the row-ordering of the encoding
matrices or even inspire new encoding schemes.
The model for the non-decoded te-ASL signal that was used in this work is based on
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a one compartment model that incorporates the T1-decay of inverted magnetization.
Future studies should test the feasibility and effect of more complex models that take
dispersion of the bolus into account, but also several compartments, e.g., for tissue and
vessels, and possible effects of T2- or T
∗
2 -decay during the acquisition (similar to, e.g.,
[57]).
In this work it was assumed that the perfusion remains sufficiently constant during the
acquisition of a set of encoded images. However, perfusion is reported to change during a
single session, e.g., due to stress [98], anxienty [99, 100] or by falling asleep [101]. There-
fore, this assumption may not always be justified. During the encoding, each encoding
step might in fact ”see” a different perfusion. Thus, an interesting and important step is
to incorporate a varying perfusion into existing models to estimate and understand the
possible effect of non-constant perfusion.
Other methods that increase the robustness against artifacts could be combined with
te-ASL. Prospective motion correction is a promising method to further decrease the
sensitivity to motion artifacts. Preliminary results of combining 3D-GRASE pCASL with
camera-assisted prospective motion correction were presented at the 23rd ISMRM [102]
and are promising. Combining prospective motion correction with time-encoded pCASL
is straightforward and may further enhance the existing techniques. Another interesting
approach could be based on PROPELLER-GRASE [103], where k-space is sampled in
form of blades that cross the k-space centre. Each blade therefore yields a low resolution
image that could be used to detect motion and to make an appropriate correction.
Finally, the presented algorithm for outlier detection represents a first prototype, that
may inspire new and faster methods based on the variance of VB. A next step towards
speeding up the performance could be using less accurate but quicker fits for the de-
tection, and a slower but more precise fit for the computation of the final parameter
maps. Also, some steps of the computations may be redundant and the total number be
reduced. Since the algorithm repeatedly fits similar datasets, each fit could, for example,
use the VB-posteriors of the preceding fit as a good initial guess for its VB-priors.
Conclusion
Within the scope of this work three new techniques were developed: WH-pCASL, non-
decoded te-ASL and a VB-based algorithm for automated detection of outliers. The
methods offer solutions to challenges encountered in clinical routine. This work fur-
thermore showed their feasibility and the great potential that lies in combining them.
WH-pCASL in combination with non-decoded te-ASL provides time-resolved perfusion-
weighted images and parametric maps, even from incomplete or corrupted datasets. In
addition, it offers the option to adapt and optimize the settings of the MR pulse-sequence
at runtime. The algorithm for automated outlier detection identifies and excludes cor-
rupted images, that would otherwise worsen the accuracy of parameter maps, e.g., for
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CBF, ATT and ST,B.
The techniques introduced in this thesis thereby address factors that are crucial for the
quality of perfusion data. They increase the robustness, flexibility and accuracy of te-ASL
and thereby the quality of the resulting images. These are important steps to establish
te-ASL for clinical applications and to improve diagnosis and treatment of patients based
on it.
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A. Precession of spins
The bra-ket-notation is used for the derivation of the precession of spins in the following.
A good introduction into this can be found e.g. in [104]. In this formalism a general
quantum state (wavefunction) can be expressed by a linear combination of basis kets (or
bras) |m〉:
|ψ〉 =
∑
m
am · |m〉 , am ∈ C . (A.1)
Furthermore, any observation is represented by an operator Oˆ. For example, the z-
component Iz of the nuclear spin I is represented by the operator Iˆz. In its eigenspace,
i.e., the space that is formed by its eigenstates |m〉, the following eigenvalue equation
holds:
Iˆz |m〉 = m · |m〉 (A.2)
where m = −I,−(I − 1), . . . , I − 1, I.
The expecation value of an observable is then given by
〈ψ|Oˆ|ψ〉 =
∑
n,m
a∗n · am 〈n|Oˆ|m〉
=
∑
m
|am|2 ·m
(A.3)
which uses the orthogonality condition that 〈n|m〉 = 0 for n 6= m.
With this formulation the Schro¨dinger equation is given by:
i}
∂
∂t
|ψ〉 = Hˆ |ψ〉 (A.4)
where Hˆ is the Hamilton operator. When Hˆ is time-independent, the solution to eqn.
A.4 is
|ψ(t)〉 = exp(−iHˆt
}
) · |ψ(t = 0)〉 , (A.5)
where the exponential function of an operator stands for its representation as a power
series
exp(Oˆ) =
∞∑
k=0
Oˆk
k!
.
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For a nucleus in a magnetic field ~B0, the Hamiltonian is given by Hˆ = −γ · } ·B0 · Iˆz.
The solution of eqn. A.5 of the Schro¨dinger equation then reads
|ψ(t)〉 = exp(iγB0Izt) · |ψ(t = 0)〉 (A.6)
which describes a clockwise precession about the z-axis with the Larmor frequency ωL =
γ ·B0.
B. Magnetization in thermal
equilibrium
In an ensemble of nuclei at thermal equilibrium each nucleus can be in a general spin-state
as given by eqn. A.1. Each of these states has a probability pψ such that the expectation
value of ~M is given by
〈 ~M〉 = ~M0 = ρ · } · γ · 〈ψ|ˆIz|ψ〉
= ρ · } · γ ·
∑
ψ
pψ 〈ψ|ˆIz|ψ〉
= ρ · } · γ ·
∑
m
m · |am|2
(B.1)
where, at thermal equilibrium, |am|2 =
∑
ψ pψ|am|2 is given by the Boltzmann distribu-
tion (see eqn. 2.7)
|am|2 = exp(m}γB0/kBT )∑+s
m=−s exp(m}γB0/kBT )
≈
∑+s
m=−sm · (1 +m}γB0kBT )∑+s
m=−s(1 +m
}γB0
kBT
)
≈ (s(s+ 1)}γB0
3kBT
)
(B.2)
where the last two approximations use that }γB0  kBT at room temperature, and that∑+s
m=−sm = 0 and
∑+s
m=−sm
2 = s(s+ 1)(2s+ 1)/3.
Thus, for a spin-1/2 system, this yields an expected magnetization of
~M0 = ρ · γ
2}2
4kBT
~B0 , (B.3)
where ρ0 = N/V is the density of spins in V and } = h/2pi = 6.6 · 10−34/2pi the reduced
Planck constant.
125
126
C. MR-signal detection
Once the magnetization ~M is tipped as described in section 2.3, its gained transversal
component causes a rotating magnetic field in the x-y-plane. When disregarding any
inhomogeneities of the external field, the strength of this field will decrease with T2 due
to the decreasing coherence of the individual spins that lead to ~M .
This rotating magnetic field can be detected by a coil. According to the integral form of
Faraday’s law, a magnetic flux changing over time induces a voltage U
U =
∮
~E · d~l = − d
dt
(∫
~Bd~S
)
= − d
dt
Φ(t) (C.1)
with Φ being the magnetic flux defined as
Φ(t) =
∫
surface
~B · d~S (C.2)
It can further be shown ([20], section 7.2) that according to the principle of reciprocity
Φ(t) =
∫
sample
~Bcoil(~r) · ~M( ~r, t) d3r (C.3)
where ~Bcoil(~r) = ~B(~ )r/I is the field that a unit current flowing through the receiver coil
would produce at position ~r.
The measurable signal is then the voltage that is induced in the receiver coil. It can be
calculated by solving eqn. C.1 with eqn. C.3. It can furthermore be shown ([20], section
7.3), that only the transverse components of ~M contribute to the signal, which leads to
S(t) ∝ ωL
∫
d3r e−t/T2(~r) M⊥ Bcoil,⊥ e−i[(ωL−ωrot)t−ϕ0(~r)+θB(~r)] (C.4)
Finally in ([20], subsection 9.1.2) it is shown that the signal can be expressed as
S(t) =
∫
d3r ρ(~r)e−i[(ωL−ωrot)t+ϕ(~r,t)] (C.5)
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where ρ is the effective spin density
ρ(~r) = ωL Λ Bcoil,⊥ M0(~r) (C.6)
and M0(~r) is given by eqn. 2.6.
D. k-space and encoding mechanisms
The MR-signal eqn. C.5 in the rotating frame of reference (ωrot = ωL) and in the presence
of a gradient ~G is given by
S(t) =
∫
d3r ρ(~r)e−iϕG(~r,t) (D.1)
where the phase ϕG(~r, t) is determined by the gradient
ϕG(~r, t) = −
∫ t
0
dt′ ωG(t′)
= −γ ~r ·
∫ t
0
dt′ ~G(t′)
(D.2)
Introducing the spatial frequency k as
~k(t) =
γ
2pi
∫ t
0
dt′ ~G(t′) (D.3)
eqn. D.1 can be written as
S(~k) =
∫
d3r ρ(~r)e−i2pi
~k·~r (D.4)
which is the Fourier transform of the effective spin density ρ(~r). This signal is formulated
in the frequency- or k-space and shows the distribution of spatial frequencies k. The spin
density is said to be Fourier encoded by the gradient ~G. However, by applying an inverse
Fourier transform, the k-space signal can be transformed into position-space which shows
the spatial distribution of spins
ρ(~r) =
∫
d3k S(~k) ei2pi
~k·~r (D.5)
Thus, by applying gradients and sampling the k-space, an MR-image can be generated.
In practice, the sampling time must be finite, which leads to finite k-space sampling-
strategies and the application of discrete Fourier transformation. A detailed description
can be found, e.g., in chapters 10 to 12 of [20].
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Acronyms
2D 2-dimensional. 81, 112
3D 3-dimensional. 9, 17, 50, 65, 79, 81, 108, 111, 112
AD Alzheimer’s disease. 6
AFP adiabatic fast passage. 20, 21, 26, 30
AIF arterial input function. 31, 34, 42, 76, 85
ASL arterial spin labeling. ix–xi, 18, 19, 26, 31–37, 40, 41, 43, 49, 50, 53, 57, 75–77, 84,
85, 95, 108, 113–115
ATT arterial transit time. 32, 33, 35–37, 41, 72, 75, 80–82, 84, 102–104, 108, 112, 113,
116, 119
BD bolus duration. 23, 25, 26, 33, 35, 46, 59, 61, 65–67, 69, 73, 79, 80, 84, 85
BS background suppression. 43, 46, 117
CA contrast agent. 34
CASL continuous arterial spin labeling. 23, 25–27, 29–31, 35
CBF cerebral blood flow. 5, 31–33, 35–37, 75, 76, 80–82, 84, 102–104, 108, 112, 113, 119
CSF cerebro-spinal fluid. 69, 113
CT computer tomography. 7
DWI diffusion-weighted imaging. 6
fMRI functional magnetic resonance imaging. ix, 6
FoV field of view. 49, 50, 108
GRASE gradient and spin echo. 49, 50, 65, 79, 108, 111, 112, 118
131
132 Acronyms
H-pCASL Hadamard time-encoded pCASL. 37, 40–42, 57, 59, 62, 63, 66, 70–74, 85, 86,
115, 116
MPRAGE magnetization prepared 180◦ radio frequency pulses and rapid gradient echo.
79
MR magnetic resonance. 16, 99, 118, 129
MRI magnetic resonance imaging. ix, x, 6, 7, 9, 10, 16, 26, 30, 31, 50, 78, 85
MVN multivariate normal distribution. 54
NMR nuclear magnetic resonance. 9, 10
PASL pulsed arterial spin labeling. 23, 25–27, 31, 35
pCASL pseudocontinuous arterial spin labeling. 26, 27, 30–32, 35, 40, 41, 46, 49, 65, 66,
68, 70, 73, 79–82, 84, 85, 118
PET positron emission tomography. 7
PLD post labeling delay. 25, 35–38, 41, 42, 63, 65–67, 69, 70, 72, 73, 76, 77, 79, 80, 85,
108, 112, 113
PWI perfusion-weighted imaging. 6
RF radio frequency. 11–14, 17, 18, 21, 27–30
SAR specific absorption rate. 27, 30
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