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Abstract
Computational models of complex biological systems can provide a better under-
standing of how living systems function but need to be validated before they are
employed for real-life (e.g. clinical) applications.
One of the most frequently employed in silico approaches for validating such
models is model checking. Traditional model checking approaches are limited
to uniscale non-spatial computational models because they do not explicitly
distinguish between different scales, and do not take properties of (emergent)
spatial structures (e.g. density of multicellular population) into account.
This thesis defines a novel multiscale multidimensional spatio-temporal meta
model checking methodology which enables validating multiscale (spatial) compu-
tational models of biological systems relative to how both numeric (e.g. concentra-
tions) and spatial system properties are expected to change over time and across
multiple scales. The methodology has two important advantages. First it supports
computational models encoded using various high-level modelling formalisms be-
cause it is defined relative to time series data and not the models used to produce
them. Secondly the methodology is generic because it can be automatically recon-
figured according to case study specific types of spatial structures and properties
using the meta model checking approach. In addition the methodology could
be employed for multiple domains of science, but we illustrate its applicability
here only against biological case studies. To automate the computational model
validation process, the approach was implemented in software tools, which are
made freely available online. Their efficacy is illustrated against two uniscale and
four multiscale quantitative computational models encoding phase variation in
bacterial colonies and the chemotactic aggregation of cells, respectively the rat
cardiovascular system dynamics, the uterine contractions of labour, the Xenopus
laevis cell cycle and the acute inflammation of the gut and lung.
This novel model checking approach will enable the efficient construction of
reliable multiscale computational models of complex systems.
iv
The predictive power of a model is dependent on the rigour of its validation.
(Walpole et al., 2013)
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PHML Physiological Hierarchy Markup Language
PI Parameter Identification
PLSTS Probabilistic Labelled State Transition System
PLTL Probabilistic Linear Temporal Logic
PLTLc Probabilistic Linear Temporal Logic with constraints
QFCTL Quantifier Free Computation Tree Logic
QFLTL Quantifier Free Linear Temporal Logic
RA Rectangle Algebra
RC Robustness Computation
RCC Region Connection Calculus
RKIP Raf Kinase Inhibitor Protein
SDES Stochastic Discrete-Event System
SSpDES Stochastic Spatial Discrete-Event System
SSTL Signal Spatio-Temporal Logic
STL Signal Temporal Logic
STML Spatial Temporal Markup Language
TCTL Timed Computation Tree Logic
TJ Tight Junction
UML Unified Modelling Language
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CHAPTER 1
Introduction
1.1 Systems biology
According to Noble (Noble, 2008) the concept of systems biology dates back to
1865 when Claude Bernard emphasized the need to study biological organisms as
collections of interacting rather than independent subsystems (Bernard, 1865).
Bernard claimed that new insights could be potentially gained by studying
interacting biological subsystems in the context of the entire organism and/or
across multiple levels of organization (Dada and Mendes, 2011). Moreover he
predicted that the complexity of biological organisms could be overcome by
employing mathematical models which abstract away from all biological details
irrelevant to the problem one tries to address.
However the term systems biology as we know it today was coined only in 1960
by Dennis Noble who published the first systems level mathematical model of a
biological system (Noble, 1960). The model encoded the action and pacemaker
potentials of the cardiac muscle and served as an initial proof that new insights
can be gained by studying biological organisms at the entire system level using
mathematical (and computational) modelling.
In spite of its early development systems biology, as a scientific field, has
started receiving significant attention only after the beginning of the 21st century
due to the advancements in high-throughput sequencing technologies (Ghosh
et al., 2011), which led to an explosion in the amounts of available biological data
(e.g. the first human genome sequences (Lander et al., 2001; Venter et al., 2001)),
and the increasing availability of computational power, which enabled building
more complex computational models.
Although it is now more than ten years since systems biology has gained
momentum there is still no single definition for it in the literature (Ideker et al.,
1
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2001; Kitano, 2002a,b). However for the purposes of this thesis we will interpret
systems biology as the interdisciplinary field of science whose main aim is to gain
a systems level understanding of how natural biological organisms function. For
achieving this aim, due to the same reasons as in 1865, one of the main employed
approaches is computational modelling.
1.2 Computational models in systems biology
The main benefits of employing computational models in systems biology is that
they can provide a better understanding of the mechanisms underlying biological
systems, and they can predict how the behaviour of a biological system changes
when the system is perturbed (Kell and Knowles, 2006).
One of the main advantages of computational models is that they can be
simulated in the in silico environment usually faster and cheaper than the cor-
responding in vitro experiments. Moreover biological systems state changes can
be observed and/or recorded easier during model simulations than in vitro ex-
periments. Conversely the main disadvantage of computational models is that
they cannot fully replace in vitro experiments when proving biological hypothe-
ses (Kaazempur-Mofrad et al., 2003). Therefore a mixed in vitro-in silico approach
is usually employed where computational models are used to predict which in
vitro experiments will provide the most biologically relevant information, and the
results obtained from those in vitro experiments are used to refine the model such
that it can make better predictions (Di Ventura et al., 2006).
Another advantage of employing computational models is that by running in
silico simulations the number of required in vitro human/animal tests could be
potentially reduced (Mone, 2014). For instance in scientific fields such as toxicology
computational models could replace animals for predicting the potential adverse
response of an organism to different chemicals (Andersen and Krewski, 2009;
Kleinstreuer et al., 2013).
Similarly computational models could be employed in synthetic biology (Andri-
anantoandro et al., 2006; Cheng and Lu, 2012; Endy, 2005) studies for predicting
how to (genetically) modify a biological system in order to obtain a desired be-
haviour. Inspired by the success of predictive computational models in engineering
(e.g. where a Boeing 777 jet airliner was entirely designed and tested in silico before
manufacturing (Selick et al., 2002)) some of the envisaged synthetic biology appli-
cations are biofuel production using synthetically engineered microorganisms (Lee
et al., 2008), microbiome engineering (Ruder et al., 2011) (e.g. using natural
commensal microorganisms as a vector for deploying synthetic gene circuits in an
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attempt to cure diseases), treatment and prevention of infections (Ruder et al.,
2011) (e.g. using bacteriophage viruses to infect specific bacteria and disrupt their
antibiotic defence mechanisms), and the development of novel cancer therapies
which can distinguish between healthy and cancerous cells (Cheng and Lu, 2012)
(e.g. synthetically engineered bacteria could selectively invade tumour tissues and
partially inhibit the division of cancerous cells (Weber and Fussenegger, 2012)).
1.2.1 Development
To minimize their complexity, computational models are usually built such that
they contain sufficient details about the real system to answer the biological
question considered while disregarding any additional information (as per Occam’s
razor principle). The main advantage of this approach is that model simulations
can be executed in reasonable time and the simulation output is easier to interpret.
Conversely one of the main disadvantages of this approach is that as many
computational models need to be developed as there are biological questions.
The behaviour of computational models is defined by a set of rules which
are derived from existing literature and/or new experimental data. Therefore
the ability to construct a computational model depends on the availability of
prior knowledge and/or the possibility to run new in vitro experiments. For lower
organisms (e.g. the Escherichia coli bacterium) running in vitro experiments and
obtaining the required information is usually constrained by the availability of
physical equipment and/or financial resources. Conversely for higher organisms
(e.g. humans) there are additional complexity, ethical and/or legal constraints
preventing certain types of in vitro/in vivo experiments to be run (e.g. testing
the effect of potentially toxic chemicals on humans). Therefore one of the main
limitations when modelling higher organisms is the inability to obtain the required
information through in vitro/in vivo experimentation.
To address this limitation representative lower organisms, called model or-
ganisms, are employed instead. Usually the criteria for choosing the model
organism are that it is sufficiently genetically/mechanistically similar to the higher
organism and relevant in vitro experiments can be run. Examples of model
organisms which have been successfully used in the past for studying human
diseases and/or identifying potential drug targets include the Caenorhabditis
elegans round worm (Kaletta and Hengartner, 2006), the Drosophila melanogaster
fruit fly (Pandey and Nichols, 2011) and the Danio rerio zebrafish (Lieschke and
Currie, 2007).
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1.2.2 Types of models
Once the biological question and organism considered are fixed, different types
of relevant computational models can be constructed ranging from deterministic
to stochastic, discrete- to continuous-time, non-spatial to spatial, respectively
spanning one or multiple levels of organization. Moreover after choosing the
appropriate computational model type a corresponding modelling formalism is
employed for encoding the model (Heath and Kavraki, 2009; Machado et al., 2011).
Some of the most employed modelling formalisms in systems biology are agent
based modelling (An et al., 2009; Thorne et al., 2007), Boolean networks (Kauff-
man, 1969), Bayesian networks (Wilkinson, 2007), cellular automata (Deutsch
and Dormann, 2007; Ermentrout and Edelstein-Keshet, 1993), constraint-based
modelling (Becker et al., 2007; Orth et al., 2010), Glazier-Graner-Hogeweg models
(also known as Cellular Potts) (Balter et al., 2007; Graner and Glazier, 1992), in-
teracting state machines (Kugler et al., 2010), P (or membrane) systems (Barbuti
et al., 2011; Besozzi et al., 2008), ordinary/partial differential equations (Hoops
et al., 2006; Schaff et al., 1997), Petri nets (Hardy and Robillard, 2004; Heiner
et al., 2008), process algebras (Feng and Hillston, 2014; John et al., 2010), and
rule based modelling (Blinov et al., 2004; Danos et al., 2007; John et al., 2011;
Maus et al., 2011; Nikolic´ et al., 2012). The large number of available modelling
formalisms led to the construction of many application-specific computational
models which cannot be reused in other applications and/or integrated with other
existing models.
1.2.3 Standards
To partially address this problem standard model representation formats and
ontologies have been developed which describe the model components and their
semantics in a generic manner. Systems biology relevant examples of some of the
most used model representation formats include the Systems Biology Markup
Language (Hucka et al., 2003) and the Systems Biology Graphical Notation (Nove`re
et al., 2009), respectively some of the most employed ontologies are the Gene
Ontology (Ashburner et al., 2000) and the Systems Biology Ontology (Courtot
et al., 2011). One of the main limitations of these standard notations is that they
were mainly designed for small scale systems (e.g. intracellular pathways) and
cannot explicitly encode properties specific to more complex multiscale biological
systems.
Large international projects which aim to scale up the existing modelling
methodologies and notations to the multiscale context include the International
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Union of Physiological Sciences Physiome (Hunter and Borg, 2003), Virtual Phys-
iological Human (Kohl and Noble, 2009), High-Definition Physiology (Kurachi,
2014), Virtual Physiological Rat (Beard et al., 2012), Human Brain (Markram,
2012) and Virtual Liver (Holzhu¨tter et al., 2012) projects. However a generic
multiscale modelling framework is yet to emerge (Hoekstra et al., 2014).
1.2.4 Validation
In spite of all their advantages computational models have one important drawback
— they are only abstractions of real systems. Therefore any prediction generated
by a model can be employed for real-life applications only if the model has been
validated first.
Traditionally this has been done by comparing the model simulation output
with biological observations recorded in the wet-lab. If significant inconsistencies
are detected the model needs to be updated and/or the experiments have to be
repeated. The main disadvantage of this approach is that it is both expensive
and time consuming.
In an attempt to reduce the costs and detect modelling errors as soon as possi-
ble in silico model validation methods could be additionally employed (Cheng and
Lu, 2012). Although useful, in silico model validation approaches complement
but cannot replace the corresponding in vitro validation experiments. Similarly
to computational modelling which reduces the number of required in vitro experi-
ments, in silico model validation approaches could potentially reduce the number
of required in vitro validation experiments.
In systems biology one of the most employed in silico model validation ap-
proaches is model checking, a formal method which automatically decides if a
computational model is valid relative to a specification describing the expected
system behaviour; see Chapter 2 for a more detailed description of model checking.
1.3 Motivation
Traditional model checking approaches employed in systems biology (see Chapter 2)
usually consider only how numeric properties (e.g. concentrations) change over
time and are appropriate for small scale biological systems (e.g. intracellular
pathways).
However when scaling up to more complex, large scale systems (e.g. multicellu-
lar populations) there is an additional need to explicitly consider how properties
of (emergent) spatial structures (e.g. area of multicellular population) change over
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time, which are not taken into account by traditional non-spatial model checking
approaches.
Moreover when modelling biological systems that span multiple levels of
organization (e.g. cellular and organ) the relation between changes occurring at
different temporal and/or spatial scales needs to be additionally considered.
Therefore the identified limitations of traditional model checking approaches
employed for validating computational models of complex large scale biological
systems are:
1. The inability to validate models with respect to how spatial structures and
their properties change over time;
2. The inability to validate models with respect to how both numeric and spatial
properties change over time considering multiple levels of organization.
In order to address these limitations the following challenges are considered:
1. Developing theoretical models which explicitly:
1.1 Distinguish between variables encoding numeric values (called numeric
state variables) and the spatial domain (called spatial state variables),
including functions which compute the values of these variables (called
numeric, respectively spatial value assignment functions). The main
advantage of distinguishing between numeric and spatial state variables
is that state variable type specific analysis functions can be developed
(as illustrated by Challenge 2).
1.2 Define and map both numeric and spatial state variables to different
scales for reasoning about how changes at one scale reflect at another
scale and vice versa.
2. Defining spatio-temporal analysis approaches for automatically detect-
ing spatial structures and computing how their properties change over time.
These analysis approaches are required for reasoning about spatial structures
representing subsets of the spatial domain which were not explicitly encoded
in the model but emerge during the model simulation.
3. Creating a standard representation format for time series data describ-
ing how both numeric and spatial properties change over time with or
without explicitly considering different scales. Such a standard representa-
tion format is required to enable the exchange of model simulation results
across the research community.
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4. Defining a quantitative formal logic for encoding the specification against
which the computational models are validated that enables reasoning about
how spatial and numeric properties change over time and across one or
multiple scales. There is a need for developing a new formal logic because,
to the best of my knowledge, most of the existing spatio-temporal logics
are either qualitative or semi-quantitative and are unable to capture how
biologically relevant quantitative properties change over time.
5. Adapting existing model checking algorithms to the new theoretical
model and formal logic, and proving that the algorithms are decidable.
1.4 Contributions
In order to tackle these challenges a novel model checking methodology is defined
in this thesis that enables validating multiscale computational models of complex
biological systems relative to formal specifications describing how both numeric
and spatial properties are expected to change over time and across multiple levels
of organization. Throughout this thesis it is assumed that biological systems which
span multiple levels of organization (i.e. are multilevel) inherently span multiple
spatio-temporal scales (i.e. are multiscale), where each level of organization has a
distinct corresponding spatio-temporal scale. Therefore the terms multilevel and
multiscale, respectively level and scale are used interchangeably.
The novel model checking methodology has two important advantages. First
of all it supports computational models encoded using various high-level modelling
formalisms because it is defined relative to time series data and not the models
used to produce them. Secondly the methodology is generic because it can
be automatically reconfigured according to case study specific types of spatial
structures and properties. In addition the methodology can be applied to multiple
domains of science (e.g. astrophysics, engineering, environmental science etc.), but
for the purpose of this thesis, its efficacy is illustrated only against computational
models of biological systems.
In order to automate the computational model validation procedure the model
checking method was implemented in model checking software, which is freely
available online. The efficacy of the approach is illustrated by employing the model
checking software to validate two uniscale spatial and four multiscale (spatial)
computational models of biological systems.
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1.4.1 Description
The main contributions of this thesis are:
1. Multidimensional spatio-temporal model checking:
a) A multidimensional spatio-temporal model checking method-
ology which enables validating uniscale spatial computational models
relative to formal specifications. The methodology comprises a theo-
retical uniscale model for abstractly representing biological systems,
spatio-temporal analysis approaches for automatically detecting and
analysing specific types of spatial structures in time series data, a
standard representation format for the model simulation output, a
formal language for writing specifications describing the expected sys-
tem behaviour, and corresponding Bayesian and frequentist model
checking algorithms. Moreover a proof is provided indicating that
the multidimensional spatio-temporal model checking problem can be
solved considering a finite number of model simulations and simulation
time points i.e. it is well-defined (Chapter 3).
b) Cross-platform implementation of the multidimensional
spatio-temporal model checking approach in the software tool
Mudi made freely available online at http://mudi.modelchecking.org
(Section 3.7).
c) Validation of the multidimensional model checking method-
ology against two computational models of biological systems encoding
phase variation in bacterial colony growth and the chemotactic aggre-
gation of cells (Chapter 4).
2. Multiscale multidimensional spatio-temporal meta model check-
ing:
a) A multiscale multidimensional spatio-temporal model check-
ing methodology which extends the multidimensional model checking
methodology with mechanisms for explicitly representing the hierarchi-
cal structure of multiscale biological systems, automatically detecting
and analysing certain types of spatial structures from multiple scales,
and reasoning about how changes of biological subsystems from differ-
ent scales relate to each other. Similarly to the multidimensional case
a proof is provided to show that the corresponding multiscale model
checking problem is well-defined (Chapter 5).
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b) A multiscale multidimensional spatio-temporal meta model
checking methodology that generalizes the multiscale model check-
ing methodology and enables automatically reconfiguring it according
to case study specific types of spatial structures and/or properties;
the term meta is used in meta model checking similarly to how it is
used in meta-programming (Sheard, 2001) (where instances of generic
meta-programs can be created to solve particular problems), which is
different from how the term meta is employed in other contexts (e.g.
meta data — data about data). From a theoretical point of view meta
model checking enables employing arbitrary spatial structure types
and properties for the validation of computational models. Conversely
from an implementation point of view a meta model checking program,
similarly to a meta-program, takes program templates and case study
specific types of spatial structures and properties as input and produces
a corresponding case study specific model checking program as output.
Multiscale multidimensional model checking problems corresponding to
different types of spatial structures and/or properties are well-defined
(Section 5.7).
c) Cross-platform implementation of the multiscale multidi-
mensional spatio-temporal meta model checking approach in
the software tool Mule made freely available online at http://mule.
modelchecking.org (Section 5.8).
d) Validation of the multiscale multidimensional meta model
checking methodology against four systems biology computational
models encoding the rat cardiovascular system dynamics, the uterine
contractions of labour, the Xenopus laevis oocytes cell cycle and the
acute inflammation of the gut and lung (Chapter 6).
1.4.2 Publications
Partial results presented in this thesis have been previously described in the
following publications:
1. Paˆrvu, O. and Gilbert, D. (submitted). A novel method to validate multilevel
computational models of biological systems using multiscale spatio-temporal
meta model checking. PLoS ONE
(Contributed to Chapters 5 and 6);
Paˆrvu O., 2015, CHAPTER 1. INTRODUCTION 10
2. Paˆrvu, O., Gilbert, D., Heiner, M., Liu, F., Saunders, N., and Shaw, S.
(2015). Spatial-Temporal Modelling and Analysis of Bacterial Colonies with
Phase Variable Genes. ACM Trans. Model. Comput. Simul., 25(2):13:1–13:25
(Contributed to Chapters 3 and 4);
3. Paˆrvu, O. and Gilbert, D. (2014a). Automatic validation of computational
models using pseudo-3D spatio-temporal model checking. BMC Systems
Biology, 8(1):124
(Contributed to Chapters 3 and 4);
4. Paˆrvu, O. and Gilbert, D. (2014b). Implementation of linear minimum
area enclosing triangle algorithm. Computational and Applied Mathematics,
pages 1–16
(Contributed to Chapter 3);
5. Paˆrvu, O., Gilbert, D., Heiner, M., Liu, F., and Saunders, N. (2013). Mod-
elling and Analysis of Phase Variation in Bacterial Colony Growth. In
Gupta, A. and Henzinger, T. A., editors, Computational Methods in Systems
Biology, number 8130 in LNCS, pages 78–91. Springer Berlin Heidelberg
(Contributed to Chapter 4).
and at the following scientific events:
1. Paˆrvu, O., Formal validation of multidimensional computational models,
International Study Group for Systems Biology (ISGSB) 2014, Durham,
United Kingdom, 1st–5th September, 2014 (best presentation award);
2. Paˆrvu, O., Multidimensional model verification, Doctoral colloquium of the
Conference On Spatial Information Theory (COSIT) 2013, Scarborough,
United Kingdom, 2nd–6th September 2013 (best presentation award);
3. Paˆrvu, O., Gilbert, D., Heiner, M., Liu, F., Saunders, N., A systems biology
approach to modelling growth and phase variation in bacterial colonies,
Annual Computational Life and Medical Sciences (CLMS) Symposium 2013,
UCL, London, United Kingdom, 28th June 2013 (3rd best poster award).
1.5 Structure
The thesis is structured as depicted in Figure 1.1, and a description of the next
chapters is provided below.
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Chapter 1
Introduction
Chapter 2
Model checking
Chapter 3
Multidimensional
model checking
methdodology 
and software
Chapter 4
Multidimensional
model checking
validation
Chapter 5
Multiscale meta
model checking
methodology
and software
Chapter 6
Multiscale meta 
model checking
validation
Chapter 7
Conclusions
Figure 1.1: Thesis structure where each chapter has an associated number and representative title.
Chapter 2 provides an introduction to model checking and its corresponding
model validation workflow comprising model construction, formal specification,
and model checker execution. In the beginning theoretical models for abstractly
representing real-life systems are presented. Afterwards the main types of formal
languages (i.e. linear and branching temporal logics) are described which are
employed to write the specifications against which the models are validated. The
two major classes of model checking approaches, non-probabilistic and proba-
bilistic, are described next with a focus on the latter due to its wide adoption
for the validation of computational models of biological systems. Traditional
model checking approaches specific to systems biology applications are reviewed
in the end emphasizing that they only consider how numeric properties such as
concentrations change over time.
The multidimensional spatio-temporal model checking methodology is intro-
duced in Chapter 3. First of all the theoretical model employed to represent
biological systems which evolve in time and space is defined. Secondly the spatio-
temporal analysis approaches are described which automatically detect spatial
structures in the model simulation output and describe how their properties
change over time. Next a standard model simulation output representation format
is introduced. Then a formal probabilistic multidimensional spatio-temporal
logic is defined for encoding the specifications against which the uniscale com-
putational models are validated. Afterwards the model checking procedure and
implementation are described. In the end related approaches are briefly presented.
The validation of the multidimensional spatio-temporal model checking method-
ology against the phase variation in bacterial colony growth and the chemotactic
aggregation of cells biological case studies is described in Chapter 4. The obtained
results and identified limitations of the methodology are discussed at the end of
the chapter.
Chapter 5 describes how the multidimensional model checking methodology
is extended to account for multiscale computational models, and how it can be
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parameterized such that the considered spatial structure types and/or properties
can be tailored to specific biological questions. The extended theoretical model
and the employed data structure for encoding the hierarchical organization of
multiscale biological systems are first described. Next the multiscale spatio-
temporal analysis approach and the standard simulation output representation
format are defined. Then a formal probabilistic multiscale spatio-temporal logic
is introduced which enables formally specifying how systems potentially spanning
multiple levels of organization are expected to change over time. Afterwards
the meta model checking methodology is introduced which enables validating
computational models with respect to case study specific types of spatial structures
and/or properties. Finally a brief description of the multiscale multidimensional
meta model checker implementation, and a comparison with related approaches
is given.
The multiscale multidimensional meta model checking methodology is validated
in Chapter 6 against four illustrative systems biology case studies encoding the rat
cardiovascular system dynamics, the uterine contractions of labour, the Xenopus
laevis oocytes cell cycle and the acute inflammation of the gut and lung.
Final conclusions, open problems and potential directions for future work are
presented in Chapter 7.
CHAPTER 2
Model checking
Introduction
This chapter provides a brief introduction to the formal method called model
checking employed to verify if computational models are valid relative to given
specifications. The first step for employing model checking approaches is to con-
struct a formal model of the system considered, which can be either probabilistic
or not. Afterwards the properties which are expected to hold for the system are
encoded as a formal specification using linear or branching time temporal logics.
Finally given a model and a specification, a model checking software tool auto-
matically verifies if the specification holds for the model or not. Details regarding
each one of these model checking steps are provided in this chapter. In the end
model checking approaches specifically employed for validating computational
models of biological systems are described.
2.1 Preliminaries
2.1.1 Formal verification methods
Formal verification methods are mathematical approaches employed to (dis)prove
the correctness of a system relative to a specification (Baier and Katoen, 2008,
Chapter 1). One of their main advantages compared to other verification ap-
proaches (e.g. testing) is that they usually consider all possible system behaviours
and therefore guarantee the (in)validity of the system relative to the specification.
However since all possible system behaviours are considered, formal verification
methods cannot usually be employed to validate complex systems in reasonable
time.
13
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In the 1970s and early 1980s most formal verification methods involved writing
proofs by hand (Clarke, 2008). One of their main disadvantages was that they
were not scalable (Emerson, 2008). The main reason for this was that the difficulty
of manually writing a proof usually increased with the complexity of the system.
One type of complex systems which could not be verified using formal veri-
fication methods was concurrent systems. Moreover such systems could not be
verified using testing based approaches either because concurrency errors were
usually hard to reproduce.
2.1.2 Model checking background
In order to address the limitations of existing approaches a new concurrent
systems formal verification method was developed called model checking (Clarke
and Emerson, 1982; Queille and Sifakis, 1982). When it was initially proposed
model checking was a formal verification method for finite-state concurrent systems
i.e. concurrent systems whose possible behaviours could be described by a finite
number of states (e.g. the Alternating Bit network communication protocol (Clarke
et al., 1986)). Its novelty relied on the fact that it was an algorithmic approach
which could be employed to prove the correctness of a system relative to a
specification in an automatic manner without human intervention.
A graphical description of the model checking process is depicted in Figure 2.1.
The model checker is usually a software tool which takes as input a formal
specification and a mathematical representation of the system (i.e. a model),
and automatically decides if the model is valid relative to the specification.
Depending on the system considered different formal modelling (see Section 2.2)
and specification (see Section 2.3) languages can be employed. The output of
the model checker is either yes (i.e. the model is valid) or no (i.e. the model is
invalid). In the latter case a counterexample is additionally provided for model
debugging purposes.
The general steps for verifying a system using model checking are (Clarke
et al., 1999):
1. Model construction: Creating an abstract formal representation of the
system;
2. Formal specification: Encoding the specification using a formal language.
The specification should cover all properties that are expected to hold for
the system;
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Formal 
specification
Yes
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Formal modelling
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Formal specification
language
ModelSystem
Specification
Model 
checker
Figure 2.1: Description of the model checking process. The system is encoded as a model using a
formal modelling language. Similarly the specification is translated to its formal representation using
a formal specification language. Both model and formal specification are taken as input by the model
checker which verifies if the model is valid relative to the specification. The output of the model checker
is either yes (i.e. the model is valid) or no (i.e. the model is invalid).
3. Verification: Ideally totally autonomous, but in reality whenever a coun-
terexample is provided there is typically the need for human intervention.
2.2 Model construction
Real world systems verified using model checking approaches are assumed to be
reactive (Clarke et al., 1999, Chapter 1) which means they have the possibility to
react to changes in their environment. Moreover the behaviour of such systems is
usually described as a sequence of discrete states where changes between states
occur instantaneously and are triggered by events.
Such reactive discrete systems are usually represented as state transition
systems. Formally these are directed graphs where the vertices represent system
states and the edges encode possible transitions between states.
Assuming a directed graph representation, at any given moment the system is
described by one vertex/state and can transition to the successor vertices/states
indicated by outgoing edges.
An execution/run of the system is described by a computation path through
the graph σ = {s0, s1, s2, ...}, where s0, s1, s2, ... represent states and for all
si ∈ σ, i ≥ 1 there exists a directed edge in the graph starting from si−1 ∈ σ and
ending in si.
The length of the execution can be finite or infinite. In case of the latter the
system either cycles infinitely often through a finite set of states, or the number
of states is infinite.
In order to reason about the behaviour of the system, semantic information is
associated with states and edges using labelling functions. Moreover the subset
of states from which the system execution could start is explicitly defined. This
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particular type of system is called a labelled state transition system (LSTS).
2.2.1 Labelled state transition systems
Definition 1 Labelled state transition system (LSTS)
A labelled state transition system (Baier and Katoen, 2008, Chapter 2) is a 6-tuple
〈S, Act, −→, I, AP , L〉 where:
• S is the set of states;
• Act is the set of actions;
• −→ ⊆ S × Act× S is the relation encoding state transitions;
• I ⊆ S is the set of initial states;
• AP is the set of atomic propositions;
• L : S → 2AP is the function employed to label states with atomic proposi-
tions.
The set S represents the system states, and the vertices in the corresponding
directed graph. Actions executed when the system transitions between states
are described by the set Act. Transitions between states, and edges in the
corresponding directed graph, labelled by actions are encoded by the relation −→.
The set I represents the initial states from which the execution of the system
could start. AP is a set of atomic propositions i.e. Boolean expressions which
cannot be divided in simpler statements. Atomic propositions usually encode
the semantics of the system and are defined over variables describing the system
state (i.e. state variables), constants and predicate symbols. The subset of atomic
propositions which evaluate true for a given state is encoded by the labelling
function L.
An LSTS is denoted as finite if the sets S, Act and AP are finite (Baier and
Katoen, 2008, Chapter 2). Moreover if the number of initial states |I| = 1 and the
number of possible state transitions
∑
α∈Act
| −→ (si, α)| ≤ 1 for all states si ∈ S
then the LSTS is deterministic. Otherwise it is non-deterministic.
An execution of a LSTS starts in one of the initial states s0 ∈ I and proceeds
according to the state transition function −→. Whenever the system transitions
from one state si to another state sj the corresponding action α is executed ((si,
α, sj) ∈ −→). The set of atomic properties L(si) which hold in each state si are
computed using the labelling function L.
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Example 1 LSTS encoding the life cycle of a Dictyostelium dis-
coideum population
Let us assume we would like to model the life cycle of a Dictyostelium dis-
coideum (Williams et al., 2006) cellular population using an LSTS. The initial
state of the population is “unicellular” when the cells are assumed to be sparsely
distributed in space. In the initial state cells can either divide if sufficient nutrients
are available in their environment, or start to starve otherwise. If cells divide the
population doubles in size and transitions back into the “unicellular” state. Oth-
erwise if cells starve the population transitions into the “aggregating” state. Once
cells start to aggregate they will move chemotactically (i.e. chemotact) towards a
common point and start forming a slug. When the slug formation is completed
the population is assumed to have transitioned from the “aggregating” to the
“slug” state. Afterwards cells in the population will start to differentiate and the
population transitions to the next “fruiting body” state. Finally the fruiting body
will release a new generation of cells and the population will transition back to
the initial “unicellular” state.
The corresponding LSTS is defined as follows:
• S = {unicellular, aggregating, slug, fruiting body};
• Act = {divide, starve, chemotact, differentiate, release};
• −→ = {(unicellular, divide, unicellular), (unicellular, starve, aggregating),
(aggregating, chemotact, slug), (slug, differentiate, fruiting body), (fruiting
body, release, unicellular)};
• I = {unicellular};
• AP = {distance = short, distance = medium, distance = long, population =
homogeneous, population = heterogeneous}, where the atomic propositions
a ∈ AP were defined over the state variables:
– distance ∈ {short, medium, long} representing the average distance
between cells;
– population ∈ {homogeneous, heterogeneous} representing the cellular
population type.
• L = {(unicellular, (distance = long, population = homogeneous)), (aggre-
gating, (distance = medium, population = homogeneous)), (slug, (distance
= short, population = homogeneous)), (fruiting body, (distance = short,
population = heterogeneous))}.
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Figure 2.2: Labelled state transition system representing the life cycle of the Dictyostelium discoideum
cellular population. States are represented as ellipses, and transitions between states as directed arcs.
Arc labels describe the actions associated with the corresponding transitions. The initial state is
marked by an incoming directed arc which does not have a source state.
A graphical representation of the LSTS is provided in Figure 2.2. ∎
The main advantage of the LSTS as a formal representation is that it is generic
and can account for many types of real world systems. However due to its general
structure an LSTS cannot encode specific types of constraints (e.g. explicitly
accounting for time).
In order to address this limitation several modelling formalisms have been
developed which build on the concepts of LSTSs. These modelling formalisms
include Bu¨chi automata (Bu¨chi, 1962; Vardi and Wolper, 1986) (that additionally
specify a set of states called final states in which the system execution ends),
timed automata (Alur and Dill, 1994) (which extend Bu¨chi automata with explicit
time constraints for modelling real-time systems), hybrid automata (Alur et al.,
1995; Henzinger, 1996) (employed to represent systems which have both discrete
and continuous semantics), process algebras (Baeten et al., 2010; Ceccarelli et al.,
2014) and Petri Nets (Heiner et al., 2008; Peterson, 1981; Petri, 1962) (employed
to represent concurrent interacting systems).
Finally one class of real world systems which cannot be represented neither by
LSTSs nor extensions thereof are probabilistic systems. The main distinguishing
characteristic of probabilistic systems is that transitions between states have an
associated probability which cannot be encoded by LSTS based formalisms. In
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order to address this limitation probabilistic LSTSs (PLSTS) were defined.
2.2.2 Probabilistic labelled state transition systems
Definition 2 Probabilistic labelled state transition system (PLSTS)
A probabilistic labelled state transition system (Baier and Katoen, 2008, Chapter
10) is a 6-tuple 〈S, Act, −→prob, Iprob, AP , L〉 where:
• S, Act, AP and L have the same semantics as for an LSTS (see Definition 1);
• −→prob: S × Act× S → [0, 1] is the relation encoding state transitions;
• Iprob : S → [0, 1] is the function employed for encoding initial states.
There are two differences between the definitions of LSTSs and PLSTSs. First
of all the state transition function in a PLSTS (i.e. −→prob) compared to an LSTS
(i.e. −→) additionally associates to each state transition and action a probability
value p ∈ [0, 1]. Secondly initial states are chosen probabilistically in a PLSTS (see
Definition 2, Iprob) rather than deterministically as in an LSTS (see Definition 1,
I).
Example 2 PLSTS encoding the life cycle of a Dictyostelium dis-
coideum population
In contrast to Example 1 let us assume we would like to model the life cycle
of a Dictyostelium discoideum (Williams et al., 2006) cellular population in a
probabilistic manner using a PLSTS. Two differences will be considered in the
description of the case study. Firstly the probability of the system to start in
the “unicellular” state is 0.8, in the “fruiting body” state 0.2, and 0 for all other
states. Secondly the additional probability associated to the state transition
cycling through the “unicellular” state is 0.75, between the “unicellular” and
“aggregating” state is 0.25, and 1 for all other state transitions.
The corresponding PLSTS is defined as follows:
• S, Act, AP and L are defined identically to how they were defined for the
LSTS in Example 1;
• −→prob = {(unicellular, divide, unicellular, 0.75), (unicellular, starve, aggre-
gating, 0.25), (aggregating, chemotact, slug, 1), (slug, differentiate, fruiting
body, 1), (fruiting body, release, unicellular, 1)};
• Iprob = {(unicellular, 0.8), (aggregating, 0), (slug, 0), (fruiting body, 0.2)}.
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A graphical representation of the PLSTS is provided in Figure 2.3.
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Figure 2.3: Probabilistic labelled state transition system representing the life cycle of the Dic-
tyostelium discoideum cellular population. States are represented as ellipses, and transitions between
states as directed arcs. Arc labels describe the actions (i.e. alphabetic strings) and probabilities (i.e.
numeric values) associated with the corresponding transitions. Potential initial states si (i.e. I(si) > 0)
are marked by incoming directed arcs which do not have a source state. Numeric values closest to the
incoming directed arcs represent the initial state probabilities I(si) of the corresponding states si.
Remark 1. The probabilities employed in Example 2 were chosen for explanatory
purposes and were not derived from experimental data or the literature. ∎
Similarly to LSTSs, PLSTSs have a general structure which does not allow en-
coding specific types of constraints (e.g. explicitly accounting for time). Modelling
formalisms developed to address this limitation include stochastic discrete-event
systems (SDES) (Cassandras and Lafortune, 2008, Chapter 6), (Younes, 2005b,
Section 2.3) (which can employ either a discrete or continuous time representation)
usually represented as discrete or continuous time Markov chains (Norris, 1998),
and probabilistic extensions of modelling formalisms employed for LSTSs, such as
probabilistic Bu¨chi automata (Baier and Grosser, 2005) (that additionally specify
a set of states called final states in which the system execution ends), stochastic
timed automata (D’Argenio and Katoen, 2005) (used to represent real-time sys-
tems and encode time constraints explicitly), stochastic hybrid automata (Bartocci
et al., 2013; Hu et al., 2000) (employed to represent stochastic systems that have
both a discrete and continuous semantics), stochastic process algebras (Harrison
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and Strulo, 1995; Hermanns et al., 2000) and stochastic Petri nets (Florin et al.,
1991) (used to encode stochastic concurrent interacting systems).
2.3 Formal specification
A computational model can be validated automatically by a model checker relative
to a specification. Since the model checking process is a formal verification method
the specification needs to be written in a formal language. Moreover the chosen
formal language needs to contain operators which enable reasoning about how a
system changes over time.
A class of formal languages which satisfy this requirement are called temporal
logics. Although their foundations were laid more than two millennia ago by
philosophers such as Aristotle and Cronus (Øhrstrøm and Hasle, 1995), modern
temporal logics, as known today, were formalized only in the second half of the
twentieth century by logicians such as Prior (Prior, 1967).
Following on from the development of modern temporal logics Pnueli was the
first to illustrate how they could be employed for the verification of concurrent
systems (Pnueli, 1977). Usually concurrent systems are formally represented
as (P)LSTSs (see Section 2.2) which assume a discrete representation of time.
Therefore formal specifications describing the expected behaviour of such systems
are usually encoded using temporal logics which similarly assume a point-wise (not
interval) and discrete (rather than continuous) representation of time (Emerson,
1995).
Depending on the underlying structure of time the employed point-wise discrete
temporal logics can be either linear or branching.
2.3.1 Linear time temporal logics
Linear time logics assume the time structure is linear which means that at each
moment a system state has at most one possible successor state (Emerson, 1995;
Konur, 2010) as shown in Figure 2.4. The sequence of states describing the
changes of the system over time is denoted as a computation path.
s0 s1 ... ...si
Figure 2.4: Linear structure of time. At each moment a system state has at most one successor state.
One of the most employed temporal logics considering a linear time struc-
ture used for model checking (concurrent systems) is Linear Temporal Logic
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(LTL) (Finkbeiner and Sipma, 2001; Pnueli, 1977).
2.3.1.1 Linear Temporal Logic
Logic statements written in LTL are composed of atomic, Boolean and temporal
logic propositions.
Similarly to the description provided in the definition of (P)LSTSs (see Defini-
tions 1 and 2) atomic propositions are Boolean expressions defined over variables,
constants and predicate symbols, which cannot be divided into simpler logic
statements.
Conversely a Boolean proposition is a compound statement comprising a
Boolean operator and one/two logic propositions (denoted here by φ):
• ∼ φ (not): The negation of logic proposition φ is true i.e. φ is false;
• φ1 ∧ φ2 (and): Logic proposition φ1 is true and logic proposition φ2 is true;
• φ1 ∨ φ2 (or): Logic proposition φ1 is true or logic proposition φ2 is true;
• φ1 ⇒ φ2 (implication): Logic proposition φ1 is true implies logic proposition
φ2 is true;
• φ1 ⇔ φ2 (equivalence): Logic proposition φ1 is true equivalent to logic
proposition φ2 is true,
where ∼ is a unary Boolean operator, and ∧,∨,⇒,⇔ are binary Boolean opera-
tors.
Finally temporal propositions are used to reason about how the system changes
over time. They comprise a temporal operator and logic proposition(s):
• Fφ (Future): Eventually logic proposition φ holds;
• Gφ (Globally): Logic proposition φ holds always;
• φ1Uφ2 (Until): Logic proposition φ1 holds until logic proposition φ2 holds;
• Xφ (neXt): Logic proposition φ holds in the next time point,
where F , G, U , X are temporal operators.
Syntax
Therefore the syntax of LTL formulae over a set of atomic propositions AP is
defined by the following grammar:
φ ::= true | a | φ1 ∧ φ2 | ∼ φ | Xφ | φ1Uφ2
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where a ∈ AP , ∧ and ∼ are the usual Boolean operators, and X and U are
temporal operators.
Only two (X, U) out of four possible temporal operators were specified in the
grammar because the other two temporal operators (F , G) can be defined based
on the U temporal operator as follows:
Fφ ≡ true U φ;
Gφ ≡∼ F ∼ φ.
Similarly the Boolean operators ∨, ⇒ and ⇔ can be defined based on the
Boolean operators contained by the grammar (∼, ∧):
φ1 ∨ φ2 ≡∼ (∼ φ1∧ ∼ φ2);
φ1 ⇒ φ2 ≡∼ φ1 ∨ φ2;
φ1 ⇔ φ2 ≡ (φ1 ⇒ φ2) ∧ (φ2 ⇒ φ1).
Semantics
An LTL formula encodes a property of the system with respect to a linear
computation path. Let us denote the computation path as σ = {s0, s1, ...}, where
s0, s1, ... is the sequence of states describing how the system changes over time,
and σi as the suffix of σ starting after the first i states (e.g. σ2 = s2, s3, ...).
According to this notation σ and σ0 are identical.
The semantics of an LTL formula with respect to a computation path σ
corresponding to a model of the system M is defined as follows:
• σ |= true;
• σ |= a if and only if a is true in s0;
• σ |= φ1 ∧ φ2 if and only if σ |= φ1 and σ |= φ2;
• σ |=∼ φ if and only if σ 6|= φ;
• σ |= Xφ if and only if σ1 |= φ;
• σ |= φ1Uφ2 if and only if there exists i ≥ 0 such that σi |= φ2, and for all
j, 0 ≤ j < i, it holds that σj |= φ1.
The extended semantics of an LTL formula with respect to a computation
path σ corresponding to a model of the system M is defined as follows:
• σ |= Fφ if and only if there exists i ≥ 0 such that σi |= φ;
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• σ |= Gφ if and only if for all i ≥ 0 it holds that σi |= φ;
• σ |= φ1 ∨ φ2 if and only if σ |= φ1 or σ |= φ2;
• σ |= φ1 ⇒ φ2 if and only if σ |=∼ φ1 or σ |= φ2;
• σ |= φ1 ⇔ φ2 if and only if σ |= φ1 ⇒ φ2 and σ |= φ2 ⇒ φ1.
Example 3 LTL property corresponding to the Dictyostelium dis-
coideum life cycle case study
Let us assume that we would like to encode in LTL a logic property corresponding
to the Dictyostelium discoideum case study described in Example 1. The logic
property is defined over the set of atomic propositions AP provided in the LSTS
corresponding to the case study (see Example 1), and is described both in natural
language and LTL below.
Natural language: Always, if the population is in the “fruiting body”
state (identified by atomic propositions distance = short, population =
heterogeneous), then it will next transition into the “unicellular” state (iden-
tified by atomic propositions distance = long, population = homogeneous).
LTL: G (((distance = short) ∧ (population = heterogeneous)) ⇒
(X ((distance = long) ∧ (population = homogeneous)))).
∎
2.3.1.2 Bounded Linear Temporal Logic
One of the limitations of LTL is that it cannot specify logic properties relative to
finite sequences of states (e.g. the first 10 states) in a given computation path.
Such logic properties are called bounded and are usually employed for complex
systems whose behaviour is described as a potentially infinite sequence of states.
The evaluation of unbounded logic properties against infinite sequences of states
can prove intractable and therefore corresponding bounded logic properties are
usually employed instead.
To enable writing such bounded logic properties various extensions of LTL were
developed. One of these extensions is a sublogic of Koymans’s Metric Temporal
Logic (Koymans, 1990; Zuliani et al., 2010) and is called Bounded Linear Temporal
Logic (BLTL). As indicated by Jha et al. (Jha et al., 2009a) BLTL augments
classic LTL temporal operators F , G and U with an upper bound t ∈ Q≥0:
• F t φ: Eventually logic proposition φ holds within the time interval [0, t];
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• Gt φ: Logic proposition φ holds always within the time interval [0, t];
• φ1 U t φ2: Logic proposition φ1 holds until logic proposition φ2 holds within
the time interval [0, t].
Moreover as suggested later by Jha and Ramanathan (Jha and Ramanathan,
2012) it is possible to additionally augment the temporal operators F , G and
U with intervals [t1, t2], t1, t2 ∈ Q≥0, such that logic propositions are evaluated
against bounded time intervals which start at time point t1 6= 0.
Example 4 Bounded LTL property corresponding to the Dic-
tyostelium discoideum life cycle case study
Let us assume that we would like to transform the LTL property in Example 3 to
a bounded form as described both in natural language and BLTL below.
Natural language: Always within the first ten states (i.e. simulation time
interval [0, 9]), if the population is in the “fruiting body” state (identified
by atomic propositions distance = short, population = heterogeneous), then
it will next transition into the “unicellular” state (identified by atomic
propositions distance = long, population = homogeneous).
BLTL: G9 (((distance = short) ∧ (population = heterogeneous)) ⇒
(X ((distance = long) ∧ (population = homogeneous)))).
∎
One limitation of both LTL and BLTL is that they cannot express proba-
bilistic logic properties which are usually required for the formal specifications of
probabilistic systems.
2.3.1.3 Probabilistic Linear Temporal Logic
To address this limitation probabilistic extensions of LTL and BLTL were devel-
oped called Probabilistic Linear Temporal Logic (PLTL) (Baier, 1998), respectively
Probabilistic Bounded Linear Temporal Logic (PBLTL) (Langmead, 2009). The
difference between (B)LTL and P(B)LTL is that the latter has an additional
probabilistic specification associated with the (B)LTL property.
Syntactically a P(B)LTL property φ is defined as P./θ[ψ] where ./ ∈ {<,≤,≥
, >}, θ ∈ (0, 1) and ψ is a (B)LTL property. Considering a model of a system M,
the formal specification φ ≡ P./θ[ψ] evaluates to true (i.e. M |= P./θ[ψ]) if and
only if the probability of ψ to hold for an execution of M is ./ θ.
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Example 5 Probabilistic BLTL property corresponding to the Dic-
tyostelium discoideum life cycle case study
Let us assume that we would like to translate the BLTL property in Example 4,
corresponding to the LSTS in Example 1, to a probabilistic form, applicable to the
PLSTS in Example 2. The resulting logic property is described both in natural
language and PBLTL below.
Natural language: The probability is greater than 90% that always within
the first ten states (i.e. simulation time interval [0, 9]), if the population
is in the “fruiting body” state (identified by atomic propositions distance
= short, population = heterogeneous), then it will next transition into
the “unicellular” state (identified by atomic propositions distance = long,
population = homogeneous).
PBLTL: P > 0.9 [G9 (((distance = short) ∧
(population = heterogeneous)) ⇒ (X ((distance = long) ∧
(population = homogeneous))))].
Remark 2. The probabilities employed in Example 5 were chosen for illustrative
purposes and were not derived from experimental data or the literature. ∎
2.3.2 Branching time temporal logics
Branching time logics assume the structure of time to be tree-like which means
that at each moment a system state has zero or more possible successor states
(Emerson, 1995; Konur, 2010) as shown in Figure 2.5. Similarly to linear time
temporal logics a sequence of states starting in the initial state and describing the
changes of the system over time is denoted as a computation path. However in
contrast to linear time logics, branching time logics allow reasoning about multiple
(or even infinitely many) computation paths branching out from each state.
One of the most well-known branching time logics used for model checking
concurrent systems was introduced by Clarke and Emerson (Clarke and Emerson,
1982) and is called Computation Tree Logic (CTL). At approximately the same
time a slightly different form of CTL was defined by Queille and Sifakis (Queille
and Sifakis, 1982).
2.3.2.1 Computation Tree Logic
In addition to the LTL temporal operators which enable reasoning about the
changes of system states over a single computation path, CTL contains new
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Figure 2.5: Branching structure of time. At each moment a system state has zero or more successor
states. An example of a computation path was highlighted in dark red.
temporal operators which enable reasoning over multiple (branching) computation
paths:
• Eφ (Exists): There exists some computation path such that φ holds;
• Aφ (All): For all computation paths φ holds.
Syntax
CTL formulae can be of one of the following two types: state and path. State
formulae capture properties of atomic propositions in a state and its branching
structure. Conversely path formulae describe how the system states change over
time with respect to a particular computation path.
The syntax of CTL state formulae over a set of atomic propositions AP is
defined by the following grammar:
ψ ::= true | a | ψ1 ∧ ψ2 | ∼ ψ | Eφ
where φ is a CTL path formula, a ∈ AP , ∧ and ∼ are the usual Boolean operators,
and E is a CTL specific temporal operator.
The syntax of CTL path formulae over a set of atomic propositions AP is
defined by the following grammar:
φ ::= Xψ | ψ1Uψ2
where ψ, ψ1 and ψ2 are CTL state formulae, and X and U are temporal operators.
The extended syntax of CTL is defined similarly to the extended syntax of
LTL. For completeness purposes the syntax is given below for three additional
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temporal operators (A, F , G):
Aφ ≡∼ E ∼ φ;
Fψ ≡ true U ψ;
Gψ ≡∼ F ∼ ψ,
and three additional Boolean connectives (∨,⇒,⇔):
ψ1 ∨ ψ2 ≡∼ (∼ ψ1∧ ∼ ψ2);
ψ1 ⇒ ψ2 ≡∼ ψ1 ∨ ψ2;
ψ1 ⇔ ψ2 ≡ (ψ1 ⇒ ψ2) ∧ (ψ2 ⇒ ψ1).
Semantics
A CTL formula encodes a property of the system with respect to a branching
computation structure. Let us denote a single computation path in this structure
as σ = {s0, s1, ...}, where s0, s1, ... is the sequence of states describing how the
system changes over time, σi as the suffix of σ starting after the first i states (e.g.
σ2 = s2, s3, ...), σ[i] as the (i+ 1)-th state in σ (e.g. σ[2] = s2), and Paths(si) as
the computation paths branching out of state si.
The semantics of a CTL state formula with respect to a state s corresponding
to a model of the system M is defined as follows:
• s |= true;
• s |= a if and only if a is true in s;
• s |= ψ1 ∧ ψ2 if and only if s |= ψ1 and s |= ψ2;
• s |=∼ ψ if and only if s 6|= ψ;
• s |= Eφ if and only if σ |= φ for some σ ∈ Paths(s).
The semantics of a CTL path formula with respect to a computation path σ
corresponding to a model of the system M is defined as follows:
• σ |= Xψ if and only if σ[1] |= ψ;
• σ |= ψ1Uψ2 if and only if there exists i ≥ 0 such that σ[i] |= ψ2, and for
all j, 0 ≤ j < i, it holds that σ[j] |= ψ1.
The extended semantics of CTL is defined similarly to the extended semantics
of LTL. For completeness purposes it will be stated below:
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• s |= Aφ if and only if σ |= φ for all σ ∈ Paths(s);
• σ |= Fψ if and only if there exists i ≥ 0 such that σ[i] |= ψ;
• σ |= Gψ if and only if for all i ≥ 0 it holds that σ[i] |= ψ;
• s |= ψ1 ∨ ψ2 if and only if s |= ψ1 or s |= ψ2;
• s |= ψ1 ⇒ ψ2 if and only if s |=∼ ψ1 or s |= ψ2;
• s |= ψ1 ⇔ ψ2 if and only if s |= ψ1 ⇒ ψ2 and s |= ψ2 ⇒ ψ1.
Example 6 CTL property corresponding to the Dictyostelium dis-
coideum life cycle case study
Let us assume that we would like to encode in CTL a logic property corresponding
to the Dictyostelium discoideum case study described in Example 1. The logic
property is defined over the same set of atomic propositions AP as the LSTS,
and is described both in natural language and CTL below.
Natural language: For all computation paths at some point in the future
the population will transition into the “unicellular” state (identified by
atomic propositions distance = long, population = homogeneous).
CTL: A (F ((distance = long) ∧ (population = homogeneous))).
∎
2.3.2.2 Extended Computation Tree Logic
One of the main limitations of CTL with respect to LTL is that its syntax (see
Subsubsection 2.3.2.1) does not allow combining path formulae using Boolean
operators. For instance the following statement cannot be written in CTL:
A(Fψ1 ∧ Fψ2).
Conversely one of the main limitations of LTL with respect to CTL is that
its syntax (see Subsubsection 2.3.1.1) does not enable explicitly addressing the
branching structure of time. For example the following statement cannot be
expressed in LTL:
AG(ψ1 ⇒ EFψ2).
In order to overcome the limitations of CTL and LTL a more generic and
expressive temporal logic was developed called CTL* (Emerson and Halpern,
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1986), also known as the extended CTL logic. Similarly to CTL it distinguishes
between state and path formulae. However in contrast to CTL it allows writing
Boolean propositions comprising path formulae (as in LTL). Therefore CTL* is a
variant of CTL in which path formulae are replaced by LTL formulae.
Syntax
The syntax of CTL* state formulae over a set of atomic propositions AP is defined
by the following grammar:
ψ ::= true | a | ψ1 ∧ ψ2 | ∼ ψ | Eφ
where φ is a CTL* path formula, a ∈ AP , ∧ and ∼ are the usual Boolean
operators, and E is a temporal operator.
The syntax of CTL* path formulae over a set of atomic propositions AP is
defined by the following grammar:
φ ::= ψ | φ1 ∧ φ2 | ∼ φ | Xφ | φ1Uφ2
where ψ is a CTL* state formula, φ, φ1 and φ2 are CTL* path formulae, ∧ and
∼ are the usual Boolean operators, and X and U are temporal operators.
The extended syntax of CTL* is defined similarly to LTL and CTL. For
completeness purposes the syntax is given below for both state and path formulae
considering three additional temporal operators (A, F , G):
Aφ ≡∼ E ∼ φ;
Fφ ≡ true Uφ;
Gφ ≡∼ F ∼ φ,
and three additional Boolean connectives (∨,⇒,⇔):
ψ1 ∨ ψ2 ≡∼ (∼ ψ1∧ ∼ ψ2);
ψ1 ⇒ ψ2 ≡∼ ψ1 ∨ ψ2;
ψ1 ⇔ ψ2 ≡ (ψ1 ⇒ ψ2) ∧ (ψ2 ⇒ ψ1);
φ1 ∨ φ2 ≡∼ (∼ φ1∧ ∼ φ2);
φ1 ⇒ φ2 ≡∼ φ1 ∨ φ2;
φ1 ⇔ φ2 ≡ (φ1 ⇒ φ2) ∧ (φ2 ⇒ φ1).
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Semantics
The semantics of a CTL* state formula with respect to a state s corresponding to
a model of the system M is defined as follows:
• s |= true;
• s |= a if and only if a is true in s;
• s |= ψ1 ∧ ψ2 if and only if s |= ψ1 and s |= ψ2;
• s |=∼ ψ if and only if s 6|= ψ;
• s |= Eφ if and only if σ |= φ for some σ ∈ Paths(s).
The semantics of a CTL* path formula with respect to a computation path σ
corresponding to a model of the system M is defined as follows:
• σ |= ψ if and only if σ[0] |= ψ;
• σ |= φ1 ∧ φ2 if and only if σ |= φ1 and σ |= φ2;
• σ |=∼ φ if and only if σ 6|= φ;
• σ |= Xφ if and only if σ1 |= φ;
• σ |= φ1Uφ2 if and only if there exists i ≥ 0 such that σi |= φ2, and for all
j, 0 ≤ j < i, it holds that σj |= φ1,
where σi is the suffix of σ starting after the first i states (e.g. σ2 = s2, s3, ...).
The extended semantics of CTL* is defined similarly to the extended semantics
of CTL and LTL:
• s |= Aφ if and only if σ |= φ for all σ ∈ Paths(s);
• σ |= Fφ if and only if there exists i ≥ 0 such that σi |= φ;
• σ |= Gφ if and only if for all i ≥ 0 it holds that σi |= φ;
• s |= ψ1 ∨ ψ2 if and only if s |= ψ1 or s |= ψ2;
• s |= ψ1 ⇒ ψ2 if and only if s |=∼ ψ1 or s |= ψ2;
• s |= ψ1 ⇔ ψ2 if and only if s |= ψ1 ⇒ ψ2 and s |= ψ2 ⇒ ψ1;
• σ |= φ1 ∨ φ2 if and only if σ |= φ1 or σ |= φ2;
• σ |= φ1 ⇒ φ2 if and only if σ |=∼ φ1 or σ |= φ2;
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• σ |= φ1 ⇔ φ2 if and only if σ |= φ1 ⇒ φ2 and σ |= φ2 ⇒ φ1,
where σi is the suffix of σ starting after the first i states (e.g. σ2 = s2, s3, ...).
Example 7 CTL* property corresponding to the Dictyostelium dis-
coideum life cycle case study
Let us assume that we would like to encode in CTL* a logic property correspond-
ing to the Dictyostelium discoideum case study described in Example 1. The logic
property is defined over the same set of atomic propositions AP as the LSTS,
and is described both in natural language and CTL* below.
Natural language: There exists a computation path in which the popu-
lation will eventually transition into the “unicellular” state (identified by
atomic propositions distance = long, population = homogeneous), and will
eventually transition into the “fruiting body” state (identified by atomic
propositions distance = short, population = heterogeneous).
CTL*: E (F ((distance = long) ∧ (population = homogeneous)) ∧
F ((distance = short) ∧ (population = heterogeneous))).
∎
2.3.2.3 Bounded and probabilistic branching time logics
Following on from the same reasons as in the case of LTL (see Subsubsec-
tions 2.3.1.2 and 2.3.1.3) bounded (Emerson et al., 1992; Lewis, 1990; Ruf and
Kropf, 1997) and probabilistic (Aziz et al., 1996; Hansson and Jonsson, 1994)
extensions of CTL were developed.
The syntax and semantics of the bounded and probabilistic CTL extensions will
not be introduced here because they will not be explicitly used in the remainder
of this thesis; see corresponding references for details.
2.4 Model verification
Considering a model of a system M and a formal specification φ the model
checking problem is to algorithmically verify if M is valid relative to φ (i.e.
M |= φ) (Baier and Katoen, 2008).
The solution to the model checking problem varies with the considered model
type which can be represented either as an LSTS or PLSTS.
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2.4.1 Model checking labelled state transition systems
If the system is represented as an LSTS M, the model checking problem is to
determine if the formal specification φ evaluates to true for all computation paths
starting from the initial states s0 ∈ I ⊆ S, where S and I are the sets of states,
respectively initial states corresponding to M (Clarke et al., 1999, Chapter 4).
In order to ensure that the provided answer is correct, algorithms solving the
model checking problem for an LSTS M explore the entire state space of M in a
brute-force manner. Since the size of the state space can become very large (e.g.
10120 (Miller et al., 2010)) efficient data structures and algorithms for state space
exploration were developed; they differ depending on the temporal logic used to
encode the formal specification φ.
2.4.1.1 LTL model checking
In case the specification is written in LTL (see Subsubsection 2.3.1.1), a structure is
usually constructed which records how atomic propositions and logic subformulae
of φ evaluate for each state of the model M. Typical examples of such structures
are tableaus (Lichtenstein and Pnueli, 1985) (i.e. graphs encoding which logic
formulae hold in each state and how the system can transition between states) or
Bu¨chi automata (Vardi and Wolper, 1986) (i.e. an automaton which encodes how
a system transition between states when one or multiple logic subformulae hold).
Counterexample computation paths are searched in these structures and if found,
the model is declared invalid, otherwise it is declared valid. The computational
complexity of these LTL model checking algorithms (O(|M|2|φ|)) is linear in the
size of the model M and exponential in the size of the specification φ.
One of the most prominent LTL model checkers based on modelling the
LTL formula as a Bu¨chi automaton (Vardi and Wolper, 1986) was developed by
Holzmann and is called SPIN (Holzmann, 1997). The model of the system is
described using the language PROMELA and LTL formulae are verified using
“on-the-fly” verification techniques (Gerth et al., 1996). Conversely, one of the most
well-known tableau-based (Clarke et al., 1997) model checkers is NuSMV (Cimatti
et al., 1999, 2002).
2.4.1.2 CTL model checking
Conversely in case of CTL specifications (see Subsubsection 2.3.2.1) labelling
functions are usually employed which evaluate atomic propositions and logic
subformulae of φ for each state of the model M (Clarke et al., 1986). The
corresponding model checking algorithms work in iterations by first labelling
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states with logic formulae of length one, then of length two, and so on and so
forth until the length of the specification φ is reached. Based on the results of
the labelling functions the model is declared valid if and only if all initial states
of M are labelled with the specification φ (i.e. φ holds in these states). The
computational complexity of these CTL model checking algorithms (O(|M||φ|))
is linear in the size of both the model M and the specification φ.
The significant complexity difference between LTL (O(|M|2|φ|)) and CTL
(O(|M||φ|)) model checking algorithms is due to the type of properties which can
be expressed in each logic.
The first CTL model checker was developed and described by Clarke and
Emerson and was called EMC (Clarke and Emerson, 1982). Approximately at
the same time Queille and Sifakis presented the model checker CESAR (Queille
and Sifakis, 1982) which was taking as input properties formalised in a temporal
branching logic very similar to CTL. EMC was later optimised and extended to
support fairness constraints (Clarke et al., 1986).
2.4.1.3 CTL* model checking
Finally in case of CTL* specifications (see Subsubsection 2.3.2.2) the model
checking algorithms usually employ the labelling function based approach for
CTL state and path logic subformulae, and the structure based approach for LTL
path subformulae (Emerson and Lei, 1987). Similarly to LTL the computational
complexity of CTL* model checking algorithms (O(|M|2|φ|)) is linear in the size
of the model M and exponential in the size of the specification φ.
One of the first CTL* model checkers was described by Visser et al. (Visser
et al., 1997) and is called AltMC. The SPIN model checker could be also extended
to support CTL* specifications as suggested by Visser and Barringer (Visser and
Barringer, 2000).
2.4.1.4 State space explosion problem
In spite of the efficient data structures and independently of the temporal logic
employed to encode the formal specification, the complexity of the model checking
algorithms depends on the size of the state space (see complexity of LTL, CTL
and CTL* algorithms above). For complex systems the number of states usually
increases exponentially with the number of concurrent processes considered and
the domains of possible state variable values. This is known as the state space
explosion problem and is the cause for the main limitation of model checking
approaches i.e. poor scalability.
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In an attempt to address this limitation multiple approaches for reducing
the size of the state space have been developed; several of the most employed
approaches are depicted in Figure 2.6.
On-the-fly
model checking
Symbolic
model checking
Partial order
reduction
Symmetry
reduction
Abstraction Induction
State space reduction HeuristicsDesign guidelines
Methods for coping
with the state space 
explosion problem 
Figure 2.6: Well-known approaches for tackling the state space explosion problem. State space
reduction methods are traditional while heuristics and design guidelines are more recent.
State space reduction
Most approaches attempt to combat the state space explosion problem by reducing
the size of the state space and/or the memory footprint. The most well-known
methods of this type are:
• On-the-fly model checking: Compared to explicit state static (Rafe et al.,
2013) model checking, on-the-fly model checking dynamically constructs
only the required part of the state space (Gerth et al., 1996).
• Symbolic model checking: The state space is represented in a compact
form (symbolically) using binary decision diagrams (BDD) (Bryant, 1986).
Each symbolic state in the BDD represents a subset of states in the original
state space. Therefore a BDD representation of the state space can be
exponentially more compact than the original representation (Clarke et al.,
2001). Advances in BDD-based data structures enabled representing state
spaces of sizes up to 10120 states.
• Partial order reduction: When modelling concurrent systems there usu-
ally are sequences of events which occur in parallel. For completeness
purposes all possible permutations of the order in which the events occur
need to be considered. This leads to an exponential increase in the size of
the state space. However if the events are independent from each other (with
respect to the property to be checked) the order in which they are executed
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does not influence the final outcome. Thus only one of the sequences needs
to be considered. Partial order methods reduce the size of the state space by
applying this principle and thus eliminating all redundant states (Godefroid,
1991; Peled, 1994; Valmari, 1991).
• Symmetry reduction: Systems usually comprise multiple subcomponents,
some of which might be identical. Symmetry reduction takes advantage of
this fact and simplifies the model by removing subcomponents from the
system which are identical with respect to an equivalence relation (Clarke
et al., 1996; Emerson and Sistla, 1996; Ip and Dill, 1996).
• Abstraction: From the point of view of the specification the model should
contain enough details to enable checking all the properties of the system
but not more. Abstraction is a state space reduction method which ab-
stracts away all unnecessary details of the model with respect to a formal
specification. Some of the most well-known methods involve eliminating
variables which do not have an effect on the variables described in the speci-
fication, and mapping the set of data values to a smaller set of abstract data
values (Baier and Katoen, 2008, Chapter 7),(Clarke et al., 1999, Chapter
13).
• Induction: Some systems can be described as the composition of multiple
copies of a single subsystem. If it is possible to show that one subsystem is
always valid (or invariant) with respect to the given formal specification,
and that the composition of this subsystem with the (i+ 1)-th copy is also
always valid, then by induction the composition of multiple copies of the
subsystem will be always valid (Clarke et al., 1986; Clarke, 2008; Kurshan
and McMillan, 1989).
Heuristics
An alternative category of methods for tackling the state space explosion problem
is based on heuristics. They are mainly used to explore the state space in a directed
manner to find states which violate the formal specification. An example of a model
checking approach using random-walks guided by heuristics is given by Bui and
Nymeyer (Bui and Nymeyer, 2009), and an example employing genetic algorithms
to explore large state spaces is given by Godefroid and Khurshid (Godefroid and
Khurshid, 2002).
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Design guidelines
Finally the third distinct strand (in some respects) is to construct verifiable models
by following a set of five guidelines starting from the model design stage (Groote
et al., 2012). Some of the given rules (e.g. using data categories instead of explicit
data values) are similar to the more traditional methods (e.g. abstraction) while
others (e.g. information polling) are challenging them (e.g. information pushing).
Although multiple specific approaches for combating the state space explosion
problem were developed over the years a unified solution is yet to emerge.
2.4.2 Model checking probabilistic labelled state
transition systems
In case the system is represented as a PLSTS model M, the probabilistic model
checking problem is to determine if the formal specification ψ evaluates to true
with probability ./ θ for all computation paths starting from the initial states
s0 ∈ S (Iprob(s0) > 0), where ./ ∈ {<,≤,≥, >}, θ ∈ (0, 1), and S is the set of
states corresponding to M (Baier and Katoen, 2008, Chapter 10) (Vardi and
Wolper, 1986).
The main difference between model checking an LSTS and a PLSTS is that in
case of the latter probabilities over computation paths need to be additionally
computed.
2.4.2.1 Computing probabilities over computation paths
For calculating probabilities over computation paths a corresponding probability
measure needs to be defined which computes the likelihood of a subset of compu-
tation paths to be generated (representing events) considering the collection of
all possible computation paths (representing the sample space). The mathemati-
cal construct encoding a sample space, a corresponding subset of events and a
probability measure is denoted as a probability space.
Definition 3 Probability space
A probability space is a triple 〈Ω,F ,P〉 such that:
• Ω represents the entire sample space;
• F is a σ-algebra ⊆ 2Ω representing subsets of events;
• P is a probability measure defined on F with values in [0, 1].
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For defining such a probability space the structure of the probabilistic models
used to generate all possible computation paths needs to be fixed. Since biological
systems are usually modelled as stochastic processes which transition from the
current state to the successor state when an event occurs (e.g. a biochemical
reaction) we will assume throughout this thesis that all probabilistic systems are
represented as SDESs.
Definition 4 Stochastic discrete-event system (SDES)
The factored representation of an SDES M (Younes, 2005b, Chapter 2) is a
5-tuple 〈S, T , µ, SV , V 〉 where:
• S is the set of all possible states of the system;
• T is the transition rates matrix which records the probability of the system
to transition from the current state si to the next state sj, ∀si, sj ∈ S;
• µ is a probability measure defined over sets of computation paths;
• SV is the set of state variables describing the state of the system;
• V is the value assignment function which computes the value ∈ R of each
state variable for a given computation path and state of the system.
From a structural point of view one of the main differences between a PLSTS
and an SDES is that in case of the latter states are not labelled with atomic
propositions but are described by a set of state variables (SV ) which can be
evaluated (V ) in each system state. Moreover actions (Act) and initial states
(Iprob) are not explicitly encoded in a SDES, and there is an additional function
(µ) for computing probabilities over computation paths.
The behaviour of an SDES M changing over time can be captured by a
sequence of pairs (s, t) where s is the current state of the system and t the amount
of time spent in state s. Therefore a computation path or trajectory
σ = (s0, t0), (s1, t1), ...
is a sequence of pairs (s, t) describing the evolution of M along the sequence of
states s0, s1, ... with t0, t1, ... ∈ R time durations spent in each state. For all
si the probability P (si, si+1) to make a transition to state si+1 is greater than
zero. Moreover it is assumed throughout that the behaviour of the system is time
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divergent (non-Zeno) which means that it is not possible for an infinite number
of transitions to occur in a finite amount of time.
Therefore a constraint imposed on M is that it cannot make infinite numbers
of transitions between states in a finite amount of time. This means that for any
given sequence of times t0, t1, ... associated with a simulation of M,
∞∑
i=0
ti = t0 + t1 + ...
must be a divergent series.
Computation paths can be either finite or infinite. Similarly to the definition
provided for CTL let us denote the set of all paths starting from state s by
Paths(s). Moreover denote the set of all finite paths in M by Pathsfinite(M) and
the set of all infinite paths by Paths infinite(M). A prefix of a computation path
σ = (s0, t0), (s1, t1), ... is a sequence of pairs σ
′ = (s′0, t
′
0), (s
′
1, t
′
1), ..., (s
′
k, t
′
k) such
that (s′i, t
′
i) = (si, ti) for all 0 ≤ i ≤ k.
Based on the collection of paths Paths(M) generated by a SDES model M a
probability space 〈ΩM,EM, µ〉 can be defined where:
• ΩM = Paths(M);
• The σ-algebra EM ⊆ 2ΩM associated with M contains all the cylinder sets
C(σfinite) ranging over the set of finite paths Pathsfinite(M), where
C(σfinite) = {σ ∈ Paths infinite(M) | σfinite is a prefix of σ}
for all σfinite ∈ Pathsfinite(M);
• The unique SDES probability measure µ is defined on the σ-algebra
EM (Baier and Katoen, 2008, Chapter 10) where the probabilities of cylinder
sets C(σfinite) defined over finite prefixes σfinite = (s0, t0), (s1, t1), ..., (sn, tn)
are computed as follows:
µ(C(σfinite)) = Iprob(s0) · Pr(s0, s1, ..., sn),
where
Pr(s0, s1, ..., sn) =
n−1∏
i=0
T (si, si+1),
and Iprob(si) denotes the probability of the system to start in state si. In
case of zero length computation paths Pr(s0) = 1.
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Depending on the required level of accuracy for the model checking results,
the probabilistic model checking problem can be solved using either exhaustive or
approximate approaches.
2.4.2.2 Exhaustive probabilistic model checking
Exhaustive probabilistic (numerical) model checking algorithms explore the entire
state space in a brute-force manner to determine if the model is valid relative to
the specification.
Considering an SDES M with a well-defined probability space and a formal
specification φ ≡ P./θ[ψ], it holds that M |= P./θ[ψ] if and only if
µ{σ ∈ Paths(s) | σ |= ψ} ./ θ,
where s is an initial state in M.
In order to explicitly account for probabilities model checking algorithms
employed for LSTSs and LTL, CTL, or CTL* formal specifications have been
adapted to PLSTSs, and formal specifications encoded in PLTL (Courcoubetis
and Yannakakis, 1995), PCTL (Hansson and Jonsson, 1994), CSL (Aziz et al.,
2000) or PCTL* (Aziz et al., 1995).
Similarly to the algorithms employed for LSTSs exhaustive probabilistic model
checking approaches depend on the size of the state space, and therefore suffer
from the state space explosion problem. Potential solutions (e.g. state space
reduction techniques) applied to LSTSs have been adapted to PLSTSs (Baier
et al., 1999).
Two well-known model checkers which support exhaustive probabilistic model
checking approaches are MRMC (Katoen et al., 2011) and PRISM (Kwiatkowska
et al., 2011).
2.4.2.3 Approximate probabilistic model checking
Approximate probabilistic (statistical) model checking approaches explore the
state space in a partial manner and therefore determine if a model is valid relative
to a specification based only on a finite subset of simulations (Legay et al., 2010).
Approximate probabilistic model checking approaches are usually employed
whenever exhaustive alternatives are either too slow or cannot be used due to the
large (potentially infinite) size of the state space.
Similarly to exhaustive approaches approximate probabilistic model checking
algorithms decide if the probability p of a logic property ψ to hold for a model
M is ./ θ. However in contrast to exhaustive approaches they do not compute
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the exact value of p by considering all possible model simulations, but instead
approximate it based on a finite subset of simulations. Although the correctness
of the result is not guaranteed an upper bound can be placed on the tolerated
approximation error.
To ensure that approximation errors are below the thresholds specified by the
user methods from statistics are usually employed. Using such methods requires
rephrasing the traditional model checking problem as a statistical problem.
Let us assume that an SDES M is validated relative to a temporal logic
property φ ≡ P./θ[ψ]. The model is declared valid if the probability p of a
randomly generated computation path σ to hold relative to ψ is ./ θ, and invalid
otherwise. For approximating the value of p the model M is simulated multiple
times.
Each model simulation can be represented as an experiment which evaluates
to true relative to specification ψ with probability p, and false with probability
1− p. Therefore the evaluation of each model simulation can be represented as a
Bernoulli random variable X which takes the value 1 (i.e. success) with probability
p and 0 (i.e. failure) with probability 1 − p. In general n simulations can be
represented as a sequence of independent, identically distributed (iid) Bernoulli
variables X1, X2, ..., Xn, where each Xi is a Bernoulli variable with the success
probability p. The sum of a sequence of iid Bernoulli variables Y =
n∑
i=1
Xi is a
random variable that follows a binomial distribution with parameters n and p.
Based on the Bernoulli or binomial distribution representation several frequen-
tist and Bayesian approximate probabilistic model checking approaches have been
developed (Grosu and Smolka, 2005; He´rault et al., 2004; Jha et al., 2009a,b;
Langmead, 2009; Sen et al., 2004; Younes et al., 2006; Younes and Simmons, 2002;
Younes, 2005a,b). A comparison of the main approaches was previously given
by Reijsbergen et al. (Reijsbergen et al., 2014, 2015) and therefore will not be
restated here.
Depending on the employed method and temporal logic the expected complex-
ity of the model checking algorithms differs. In contrast to exhaustive approaches,
the complexity of approximate probabilistic model checking algorithms is pro-
portional to the length of the computation paths instead of the size of the state
space.
A classification of approximate probabilistic model checking approaches con-
sidered throughout this thesis is given in Table 2.1 and a brief description of each
approach in Appendix A.
To determine if a formal specification φ ≡ P./θ[ψ] holds for a system model
M the approximate probabilistic model checking approaches considered estimate
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Table 2.1: Classification of considered approximate probabilistic model checking approaches. Bayesian
methods consider prior knowledge about the parameters and variables in the model when deciding if
a logic property holds. Conversely frequentist approaches assume no prior knowledge is available. All
methods except probabilistic black-box take as input a user-defined upper bound on the approximation
error. They request additional model executions until the result is sufficiently accurate. Probabilistic
black-box model checking takes a fixed number of model simulations as input and computes a p-value
as the confidence measure of the result.
Frequentist Bayesian
Estimate
Chernoff-Hoeffding bounds
(He´rault et al., 2004)
Mean and variance (Langmead,
2009)
Hypothesis
testing
Statistical (Younes et al., 2006;
Younes, 2005b)
Statistical (Jha et al., 2009a,b)Probabilistic black-box (Sen et al.,
2004; Younes, 2005a)
the probability p of φ evaluating true as the number of model simulations for
which φ holds divided by the total number of model simulations. Depending on
the model checking approach considered the total number of model simulations,
and the way in which p is afterwards compared to θ considering a user-defined
tolerated approximation error differ.
Illustrative examples of approximate probabilistic model checkers include
APMC (He´rault et al., 2004), MC2 (Donaldson and Gilbert, 2008b) and
PRISM (Kwiatkowska et al., 2011).
2.4.2.4 Comparing probabilistic model checking approaches
The main advantage of exhaustive probabilistic model checking approaches is
that they compute highly accurate values of the probabilities when deciding if a
logic property φ holds for a model M. The state space is explored exhaustively
or until enough evidence is provided that φ does not hold. Therefore the main
disadvantage of exhaustive approaches is that their complexity is proportional to
the size of the state space. Although state space reduction techniques have been
developed (see Subsubsection 2.4.1.4) models with large state spaces cannot be
verified in reasonable time (e.g. a tandem queuing network computational model
with state space of size approximately 107 was validated in more than 5 · 105
seconds i.e. approximately 6 days (Younes et al., 2006, Figure 5a)).
Conversely the main advantage of approximate probabilistic model checking
approaches is that their complexity does not scale up with the size of the state
space. Therefore they can be employed for both small and large scale models.
Moreover approximate model checking approaches are model independent. Their
main disadvantage is that the provided answer is an approximation and is not
guaranteed to be correct. However all approximate methods considered provide
an upper bound on the approximation error or compute the confidence level of
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the answer. In theory setting the approximation error to minimum, and the
measure of confidence to maximum, would yield the same results as the exhaustive
approaches.
Thus exhaustive approaches are appropriate for models with a manageable state
space for which exact probabilities need to be computed. Approximate approaches
are suitable for both small and large scale models for which approximate probability
values suffice.
2.5 Model checking computational models of
biological systems
In computational (systems) biology, model checking approaches have been em-
ployed to solve four different classes of problems:
• Model validation problems: The main aim is to check if a computational
model is valid relative to a given formal specification (e.g. (Calder et al.,
2006; Chabrier-Rivier et al., 2004; Heath et al., 2008)).
• Robustness computation problems: The main aim is to estimate the
robustness (Kitano, 2007) of the system to perturbations (e.g. (Bartocci
et al., 2015; Cˇeska et al., 2014; Fages and Rizk, 2009; Rizk et al., 2009)).
Perturbations are usually induced by changing the model parameter values
and model checking is employed to verify if the updated model conforms to
the formal specification.
• Parameter identification problems: One of the inverse problems in
systems biology (Engl et al., 2009) whose main aim is to find suitable
parameter values for the model such that the behaviour of the model
(approximately) matches experimental data, or the model is valid relative to a
given formal specification (e.g. (Barnat et al., 2010b; Batt et al., 2007a; Brim
et al., 2013a; Donaldson and Gilbert, 2008a; Islam et al., 2015; Liu et al., 2015;
Mancini et al., 2015; Rizk et al., 2008)). Related concepts employed in the
literature for parameter identification are parameter estimation or parameter
synthesis. The difference between these concepts is defined differently by
various authors. For instance Brim et al. define parameter estimation as
the problem of finding parameter values such that the model behaviour
(approximately) matches experimental data, and parameter synthesis as a
parameter estimation approach based on model checking (Brim et al., 2013b).
Conversely Zuliani states that parameter estimation problems attempt to
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find a single combination of parameter values such that the model is valid,
and parameter synthesis problems aim to find sets of parameter values
combinations such that the model is valid (Zuliani, 2014).
• Model construction problems: The main aim is to modify both the
parameter values and the structure of the model until the model becomes
valid according to a given formal specification (e.g. (Calzone et al., 2006)).
In case of model validation problems the structure and parameter values of
the model are fixed and the output of the model checker execution can be either
true (i.e. the model is valid) or false (i.e. the model is invalid). Similarly for
robustness computation problems the model checker output can be true/false but
the parameter values of the model are modified. In case of parameter identification
problems the parameter values of the model are modified but the model checking
output is (eventually) expected to be true. Similarly in case of model construction
problems the (eventually) expected model checking output is true but both
parameter values and model structure can be changed.
For readability purposes only several of the references considered were explicitly
included in this section; see Appendix B for a complete list, and the recent review
papers (Brim et al., 2013b; Fisher and Piterman, 2014; Zuliani, 2014) for a more
detailed description.
2.5.1 Computational modelling formalisms
Computational models of biological systems validated using model checking
approaches are usually encoded using (non-)probabilistic high level modelling
formalisms which can be translated to a corresponding (P)LSTS representation.
In case of non-probabilistic systems several of the most employed high level
modelling formalisms are (extended) Boolean networks (Gong and Feng, 2014;
Miskov-Zivanov et al., 2013), hybrid (Liu et al., 2014a) or (oscillator) timed
automata (Bartocci et al., 2010; Siebert and Bockmayr, 2006; Van Goethem
et al., 2013), Petri nets (Gilbert et al., 2007; Heiner et al., 2008), piecewise multi-
affine/linear (ordinary) differential equations (Barnat et al., 2009a; Batt et al.,
2007a, 2005; Monteiro et al., 2008; Yordanov and Belta, 2011), (weighted/logic)
regulatory graphs (Be´renguier et al., 2013; Bernot et al., 2004; Giacobbe et al.,
2015), and software-specific (e.g. BIOCHAM (Chabrier and Fages, 2003)) rule-
based modelling languages.
Conversely for probabilistic systems some of the most employed high level
modelling formalisms are continuous/discrete time Markov chains encoded us-
ing software-specific modelling languages (e.g. iBioSim (Madsen et al., 2012),
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PRISM (Ballarini and Guerriero, 2010; Cˇesˇka et al., 2014; Kwiatkowska et al.,
2008)), dynamic Bayesian networks (Liu et al., 2012), generalized stochastic (Bal-
larini et al., 2014) or hybrid functional (Li et al., 2011) Petri nets, stochastic hybrid
automata (David et al., 2012), software-specific (e.g. BIOCHAM (Calzone et al.,
2006), BioNetGen (Clarke et al., 2008; Gong et al., 2012)) rule-based modelling
languages and stochastic process algebras (e.g. Bio-PEPA (Ciocchetta et al., 2009;
Guerriero, 2009)).
Therefore the high level modelling formalisms considered are either specific
to non-probabilistic (e.g. ordinary differential equations) or probabilistic (e.g.
continuous time Markov chains) systems, or can support both systems types
(e.g. rule-based languages, process algebras, Petri nets). The main advantage
of the latter is that computational models can be easily translated from the
non-probabilistic to the probabilistic setting and vice versa.
2.5.2 Formal specification
The computational models are validated against formal specifications encoded
using (non-)probabilistic temporal logics.
Non-probabilistic temporal logics usually employed for encoding biological
systems’ formal specifications are (quantifier-free (Fages and Rizk, 2009; Rizk et al.,
2009)) LTL (Batt et al., 2008; Giacobbe et al., 2015) or CTL (Chabrier and Fages,
2003; Gong and Feng, 2014) and extensions thereof including numerical (Gilbert
et al., 2007) and/or temporal contraints (David et al., 2012; Gong et al., 2012;
Schivo et al., 2012).
Conversely some of the most employed probabilistic temporal logics for en-
coding biological systems’ formal specifications are the probabilistic extensions
of LTL and CTL, namely PLTL (Calzone et al., 2006), CSL (Heath et al., 2008;
Kwiatkowska et al., 2007) and PCTL (Barbuti et al., 2012) similarly extended
with numerical (Donaldson and Gilbert, 2008a) and/or temporal (Hussain et al.,
2014a; Palaniappan et al., 2013) constraints.
2.5.3 Computational model checking approaches
Depending on the computational model and formal specification considered the
employed model checking algorithm is exhaustive non-probabilistic (Antoniotti
et al., 2003; Barnat et al., 2009b; Fages and Rizk, 2009; Monteiro et al., 2014;
Siebert and Bockmayr, 2006), exhaustive probabilistic (Ballarini and Guerriero,
2010; Braz et al., 2013; Calder et al., 2006; Heath et al., 2008; Madsen et al.,
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2012) or approximate probabilistic (Ballarini et al., 2014; Cavaliere et al., 2014;
Clarke et al., 2008; David et al., 2012; Jha and Langmead, 2011).
Exhaustive (non-)probabilistic model checking approaches are employed when-
ever the state space corresponding to the computational model can be explored
in reasonable time. Conversely for computational models with intractable, poten-
tially infinite state spaces, approximate probabilistic model checking approaches
are usually used.
Several of the most employed model checkers supporting exhaustive non-
probabilistic, and exhaustive and approximate probabilistic model checking ap-
proaches are MARCIE (Heiner et al., 2013) and PRISM (Calder et al., 2006;
Cˇesˇka et al., 2014; Heath et al., 2008; Kwiatkowska et al., 2011; Lakin et al., 2012).
Conversely two of the most employed model checkers for both exhaustive non-
probabilistic and approximate probabilistic model checking are BIOCHAM (Cal-
zone et al., 2006; Chabrier and Fages, 2003; Fages and Soliman, 2008; Maria
et al., 2009; Rizk et al., 2009) and UPPAAL (Behrmann et al., 2011; Bulychev
et al., 2012; David et al., 2012; Siebert and Bockmayr, 2006; Van Goethem et al.,
2013). Prominent model checkers implementing only exhaustive non-probabilistic
model checking algorithms are NuSMV (Batt et al., 2008; Be´renguier et al.,
2013; Cimatti et al., 2002; Fages and Soliman, 2008; Monteiro et al., 2014) and
(Bio-)DiVinE (Barnat et al., 2009a, 2010a, 2013). Conversely one of the most
employed model checking tools supporting exhaustive probabilistic model check-
ing is MRMC (Katoen et al., 2011). Approximate probabilistic model checkers
usually employed for validating computational models of biological systems are
APMC (Calzone et al., 2006; He´rault et al., 2004), COSMOS (Ballarini et al.,
2011, 2012, 2014), MC2 (Donaldson and Gilbert, 2008a,b), MIRACH (Koh et al.,
2011) and PLASMA (Boyer et al., 2013; Cavaliere et al., 2014).
2.5.4 Limitations
Computational (systems) biology models validated using model checking ap-
proaches usually encode biological processes/subsystems from the (intra-)cellular
level (e.g. cell cycle (Brim et al., 2013a; Chabrier and Fages, 2003; Fages and Rizk,
2009; Gong and Feng, 2014; Maria et al., 2009; Rizk et al., 2008; Van Goethem
et al., 2013), gene (expression/regulatory) networks (Batt et al., 2008, 2005; Cioc-
chetta et al., 2009; Giacobbe et al., 2015; Yordanov and Belta, 2011), signalling
pathways (Ballarini et al., 2014; Calder et al., 2006; Clarke et al., 2008; Donaldson
and Gilbert, 2008a; Gilbert et al., 2007; Gong et al., 2012; Guerriero, 2009; Heath
et al., 2008; Heiner et al., 2008; Kwiatkowska et al., 2007; Rizk et al., 2008))
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where most experimental data is available. One common characteristic of these
computational models is that the system behaviour is described as numeric values
(e.g. concentrations) changing over time, without explicitly considering the system
representation in space and/or across multiple levels of organization.
Consequently one of the main limitations of the corresponding model checking
approaches is that they have been similarly defined only relative to how numeric
values change over time. However in order to gain a systems level understanding
of how biological organisms function it is essential to consider computational
models of larger scale systems (e.g. multicellular populations). Such computational
models additionally capture how properties of (emergent) spatial structures (e.g.
area of multicellular population) change over time and/or across multiple levels
of organization, which are not considered by existing non-spatial uniscale model
checking approaches.
To address this limitation existing model checking methods need to be extended
with two types of functions, namely functions that enable describing how properties
of spatial structures change over time, and functions that enable associating both
numeric and spatial state variables with specific levels of organization.
Summary
This chapter has provided a brief description of the formal method called model
checking employed to validate models of reactive systems relative to formal speci-
fications. Non-probabilistic systems were represented as labelled state transition
systems (LSTS), and probabilistic systems were represented as probabilistic LSTSs
(PLSTS). Two classes of temporal logics were described for encoding the formal
specifications, linear time logics (e.g. LTL, BLTL and P(B)LTL) which assume a
linear representation of time, and branching time logics (e.g. CTL, CTL*, PCTL,
CSL) which assume a branching structure of time. Depending on the model
and formal specification considered different types of model checking algorithms
have been presented for both non-probabilistic and probabilistic systems, which
were either exhaustive (i.e. considering the entire state space) or approximate (i.e.
exploring the state space only partially). Model checking approaches specifically
employed for validating computational models of biological systems were described
in the end, including one of their main limitations i.e. that they only capture
how numeric values (e.g. concentrations) change over time, without explicitly
considering the evolution of the system in space and/or across multiple levels of
organization.
CHAPTER 3
Multidimensional
spatio-temporal model checking
Introduction
In this chapter a novel multidimensional spatio-temporal model checking method-
ology is introduced which enables validating computational models of biological
systems with respect to how both numeric and spatial properties change over
time. The methodology comprises a theoretical model for abstractly representing
biological systems, a spatio-temporal analysis method for automatically detecting
and analysing spatial structures in the model simulation output, a standard
representation format for time series data comprising numeric and spatial prop-
erties, a formal language for encoding the specification against which the model
is validated, and corresponding model checking algorithms. A brief description
of the model checking method implementation, and a comparison with related
approaches from other domains of science are provided in the end.
3.1 Spatial computational models of biological
systems
Different types of computational models are employed to represent biological
systems depending on the level of organization considered.
At intracellular or more fine-grained levels it is often assumed that species (e.g.
proteins/molecules) are uniformly distributed in space. Therefore computational
models only capture how their average concentration changes over time without
explicitly taking space into account.
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Conversely at cellular and more coarse-grained levels it is assumed that the het-
erogeneity of species (e.g. cells) is important because it can lead to the development
of different structures in space. Therefore corresponding computational models
usually explicitly record how the number/density of species evolves both over time
and space and are called (multidimensional) spatial(-temporal) computational
models.
In order to support the development of such spatial computational models
appropriate modelling formalisms have been developed; they represent the spatial
domain in either a continuous or discrete fashion.
Continuous spatial models are usually encoded as partial differential equa-
tions (Schaff et al., 1997) and have been used to represent variations of reaction-
diffusion (Kondo and Miura, 2010) or predator-prey (Arditi et al., 2001) systems,
and the chemotactic movement of cells (Hillen and Painter, 2009). The main
reason for modelling processes such as diffusion (reaction-diffusion) or population
variation (predator-prey, chemotaxis) using continuous approaches is that only
the average density of the species is of interest for each time point and position
in space.
Conversely, if the interactions between individual species are of interest discrete
spatial models could be employed instead. Representative discrete spatial mod-
elling formalisms which employ a lattice-based representation of space and local
rules to specify how the system changes from one state to the next are Cellular
Automata (Deutsch and Dormann, 2007, Chapters 5-11) and Glazier-Graner-
Hogeweg (Balter et al., 2007; Graner and Glazier, 1992) models (also known as
Cellular Potts). In contrast individual-based models (An et al., 2009; Thorne et al.,
2007) can employ either an on-lattice or off-lattice spatial representation, and
their evolution over time is determined by rules specific to individuals (or agents)
instead of lattice positions. Modelling formalisms which are not inherently spatial
but have been extended with spatial attributes recording the species’ position in
space (e.g. coordinates in Euclidean space) include Petri nets (Gao et al., 2013;
Gilbert et al., 2013; Liu et al., 2014b; Paˆrvu et al., 2013), process algebras (Feng
and Hillston, 2014; John et al., 2010), rule-based modelling languages (Blinov
et al., 2004; Danos et al., 2007; John et al., 2011; Maus et al., 2011; Nikolic´ et al.,
2012) and P (or membrane) systems (Barbuti et al., 2011; Besozzi et al., 2008).
Examples of biologically relevant case studies encoded using these spatial
modelling formalisms include the cardiac and gastrointestinal tissue electrophysiol-
ogy (Corrias et al., 2012), chemo-/photo-taxis (John et al., 2008, 2010), the growth
of microbial populations (Ferrer et al., 2008; Paˆrvu et al., 2015), host-pathogen
interactions (Bauer et al., 2009), organisms development or morphogenesis (Mare´e
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et al., 2007; Merks and Glazier, 2005) and tumour growth (Mallet and De Pillis,
2006; Moreira and Deutsch, 2002; Norton and Popel, 2014).
Similarly to computational models of intracellular networks, spatial computa-
tional models of biological systems need to be validated before they are employed
for real-life applications. However there is a lack of corresponding model checking
approaches.
The main reason why existing model checking approaches cannot be em-
ployed to validate spatial computational models is that they do not consider how
properties of (emergent) spatial structures change over time.
These spatial structures are not hardcoded into the models but are emergent
behaviours i.e. they are dynamic behaviours that occur at simulation time as a
result of the interaction between their constituent entities (e.g. cells). Therefore
one of the main challenges of validating spatial computational models is to
automatically detect spatial structures in the model simulation output and analyse
how their properties change over time. Moreover a suitable spatio-temporal formal
language needs to be defined for encoding the specifications against which the
models are validated. Finally the employed model checking algorithms need to be
updated accordingly.
3.2 Multidimensional spatio-temporal model
checking workflow
To address these challenges a multidimensional spatio-temporal model checking
methodology was developed which enables validating spatial computational models
with respect to both how numeric values (e.g. concentrations) and (quantitative)
properties of spatial structures change over time.
One of the main assumptions made here is that biological systems are inher-
ently stochastic. Therefore only probabilistic models, formal logics and model
checking algorithms are employed throughout. Moreover by considering both
numeric and spatial properties it is expected that the size of the state space
will be usually larger for spatial compared to non-spatial computational models.
Due to the higher complexity inherent to spatial computational models only
approximate probabilistic model checking approaches will be considered here;
employing exhaustive probabilistic approaches requires replacing the approximate
with exhaustive probabilistic model checking algorithms.
The main contributions of this chapter are:
• Definition of stochastic spatial discrete-event systems (SSpDES) as an
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abstract representation for describing how stochastic biological systems
evolve in time and space (Section 3.3).
• A formal Probabilistic Bounded Linear Spatial Temporal Logic (PBLSTL)
for specifying spatio-temporal logic statements (Section 3.5).
• Implementation of the approach in the multidimensional model checking
platform Mudi which enables validating spatio-temporal models against
PBLSTL properties. Mudi comprises both Bayesian and frequentist, esti-
mate and hypothesis testing based validation approaches (Section 3.7).
• Definition of a spatio-temporal analysis module for automatically detecting
and analysing spatial structures and clusters of such structures in time
series data. The output of this module is formatted according to the Spatial
Temporal Markup Language (STML) introduced here (Section 3.4).
The general workflow for constructing and validating spatial computational
models using the multidimensional spatio-temporal model checking methodology
is depicted in Figure 3.1 and comprises the following steps:
1. Model construction: Building the computational model from biological
observations and/or relevant information from the literature.
2. Spatio-temporal detection and analysis: The model is simulated to
generate time series data in which spatial structures and clusters of such
structures are automatically detected and analysed. The output of the
spatio-temporal analysis is formatted according to the STML standard
representation format.
3. Formal specification: Natural language properties representing the
specification of the system are translated into formal PBLSTL statements.
4. Model checking: The model checker Mudi takes the spatio-temporal
analysis output and the PBLSTL statements as input and decides if the
model is valid or not using the validation method chosen by the user (e.g.
frequentist statistical model checking). In case the model is invalid it is
updated and then checked again.
3.3 Model construction
Due to their inherent probabilistic nature biological systems are usually encoded
as stochastic processes which transition from one state to the next only when
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Figure 3.1: Workflow comprising all steps from construction to validation of multidimensional spatio-
temporal computational models of biological systems. The first step (1) describes how the model is
constructed from biological observations and/or information from the literature. In the second step
(2) the model is simulated to generate time series data which is passed to the spatio-temporal analysis
module. The main purpose of this module is to automatically detect and analyse how (clusters of)
spatial structures and their properties change over time. The types of spatial structures and properties
considered in the spatio-temporal analysis correspond to the spatial structures and properties described
in the natural language specification; the dependency between the natural language specification and
the spatio-temporal analysis is represented by a dashed arrow. The third step (3) comprises the manual
translation of the natural language system specification to a formal PBLSTL specification. Finally the
fourth step (4) describes the validation of the model with respect to the PBLSTL specification using
the model checker Mudi. In case the model is invalid it is updated and steps (2) and (4) are repeated.
an event occurs (e.g. a biochemical reaction). This specific class of stochastic
processes are called SDESs (see Subsection 2.4.2.1, Definition 4).
3.3.1 Explicitly encoding space
Our aim is to reason about properties of spatial structures produced by such
systems, and to quantify how these properties change over time. The following
assumptions are made regarding the representation of space:
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1. In the following only the discretised version of the 2D and pseudo-3D
Euclidean space is considered. A pseudo-3D space extends a 2D Euclidean
space with a density measure for each position. The density measure
indicates the proportion of occupied positions on the Oz axis for a fixed (x, y)
position. Compared to a full 3D representation it does not specify explicitly
which positions of the Oz axis are occupied but only their proportion.
Changing the spatial representation from pseudo-3D to 1/2/3D requires
only updating the number of spatial dimensions considered. This can be done
automatically using the meta model checking concept, which is introduced
later in Chapter 5.
2. The 2D Euclidean space is discretised by splitting it into m rows and n
columns obtaining an m× n regular grid where m and n are finite, natural,
positive numbers. The resolution of the results depends on the values of m
and n. Higher values guarantee a fine-grained resolution while lower values
account for a coarse-grained resolution.
The evolution of an SDES in space could be represented using one/multiple
collections of m · n state variables such that each state variable represents one
discretised position in space. The main advantage of this is that the structure of
SDESs does not change when adding spatial information to a model. However the
main disadvantage is that semantically different state variables (e.g. concentrations,
value of discretised position in space) belong to the same set without the possibility
to explicitly distinguish between them at the entire set level.
In the following we would like to reason about how emergent spatial struc-
tures occupying subsets of positions in the discretised space (e.g. representing
subpopulations of cells) and their properties change over time. Therefore there is
a need to define detection and analysis methods which are specific to the collection
of state variables encoding space, and do not apply to state variables encoding
numeric values such as concentrations. For this reason the state variables encoding
spatial information will be extracted in a separate set denoted as spatial state
variables (SpSV ). Moreover instead of representing space using m ·n spatial state
variables such that the value of each state variable ∈ R+, a single spatial state
variable whose value ∈ Rm×n+ is employed. The evaluation of such state variables
to m× n real-valued non-negative matrices cannot be performed by the existing
value assignment function V whose codomain is R. Thus a corresponding spatial
value assignment function (SpV ) is defined.
The main advantage of explicitly distinguishing between numeric and spa-
tial state variables is that state variable type specific functions can be defined.
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Conversely the main disadvantage is that SDESs need to be extended with an
additional set of spatial state variables SpSV and a spatial value assignment
function SpV . An alternative approach that could overcome this disadvantage
is to represent all state variables as spatial state variables. The reason for not
considering this alternative approach is that it introduces redundancy because
state variables which were previously of numeric type and inherently encoded a
single real value would be evaluated to matrices containing m · n copies of the
real value.
3.3.2 Stochastic spatial discrete-event systems
Considering the above notations we define stochastic spatial discrete-event systems
(SSpDES) as an extension of SDES with a set of spatial state variables SpSV and
a spatial value assignment function SpV .
Definition 5 Stochastic spatial discrete-event system (SSpDES)
An SSpDES M is a 7-tuple 〈S, T , µ, NSV , SpSV , NV , SpV 〉 where:
• 〈S, T , µ, NSV , NV 〉 is a SDES (see Subsection 2.4.2.1, Definition 4);
• SpSV is the set of spatial state variables ;
• SpV is the spatial value assignment function.
The set SpSV contains all spatial state variables i.e. the variables recording
the configuration of the discretised space in the current system state. The value
of these variables is computed using the spatial value assignment function SpV :
SpV : E × S × SpSV → Rm×n+ ,
where E denotes the set of all possible model executions/simulations, S the set
of states, SpSV the set of spatial state variables, and m and n the dimensions
of the discretised space. Given a model simulation σ at state s and a spatial
state variable spsv, SpV (σ, s, spsv) = sv such that sv ∈ Rm×n+ returns a m× n
matrix of real non-negative values, where each element of the matrix corresponds
to a position in the discretised space. For explanatory purposes an illustrative
example of a simple SSpDES is provided below.
Example 8 Illustrative example of an SSpDES encoding the growth
of a population of cells
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Let us assume that we would like to model the growth of a population of cells
in a fixed size environment. For simplicity purposes let us consider that the
environment comprises 2 × 2 spatial compartments where each compartment
can hold at most one cell. Cells can be of two types, wild type (A) or mutant
(B). The probability of obtaining a type A/B offspring cell when a parent cell
of type A/B divides is 70%, respectively 30% if the parent cell is of type B/A.
Since each compartment can be occupied by at most one cell, whenever a parent
cell divides the offspring cell is displaced to a neighbouring compartment. Two
compartments are neighbouring if the Manhattan distance between them is at
most 1. Finally the cell population survival condition is that the concentration of
O2 in the environment is greater or equal to 50%. Each new type A cell reduces
the O2 concentration with 20%, and type B cell by 15%.
Although the above described scenario is not realistic for practical applications,
it is sufficient to illustrate how an SSpDES model can be constructed for a
biological system which evolves in time and space. The reason for strongly
constraining the size of the environment, the neighbourhood relation between
different compartments and the behaviour of the cells was to limit the number of
possible system states such that they can all be explicitly enumerated.
The behaviour of this simple system is characterised at each moment in time
by a set of state variables. Spatial state variables of interest are Cells A and
Cells B representing the number of type A, respectively type B cells in the
environment. Conversely the numeric state variable O 2 is used to record the
concentration of O2 in the environment. Considering these spatial and numeric
state variables the initial state/configuration S0 of the system is depicted in
Figure 3.2.
State S0
Cells_A Cells_B O_2
80%
0
0 1
0 0
0
0
0
Figure 3.2: Initial state of SSpDES encoding the growth of a population of cells in a fixed size
environment. Cells A and Cells B are the spatial state variables representing the number of type A,
respectively type B cells in the environment. O 2 represents the current concentration of O2 in the
environment.
Starting from S0 the system probabilistically transitions from one state to the
next until it reaches its final configuration; see Figure 3.3 for all possible states
which can be reached starting from the initial state.
Considering the initial state S0 the system can transition to four possible
states described by the following behaviours: the type A cell from the lower right
corner either divides and the offspring is of the same type (S1, S3) or of type B
Paˆrvu O., 2015, CHAPTER 3. MULTIDIMENSIONAL SPATIO-TEMPORAL 56
State S0
Cells_A Cells_B O_2
80%
0
0 1
0 0
0
0
0
State S1
Cells_A Cells_B O_2
60%
0
1 1
0 0
0
0
0
State S3
Cells_A Cells_B O_2
60%
0
0 1
1 0
0
0
0
State S2
Cells_A Cells_B O_2
65%
0
0 1
0 0
1
0
0
State S4
Cells_A Cells_B O_2
65%
0
0 1
0 0
0
1
0
State S6
Cells_A Cells_B O_2
50%
0
0 1
0 0
1
1
0
State S5
Cells_A Cells_B O_2
50%
0
0 1
0 1
1
0
0
State S7
Cells_A Cells_B O_2
50%
0
0 1
0 1
0
1
0
35% 35%15% 15%
30% 30%70% 70%
Figure 3.3: The state space of SSpDES encoding the growth of a population of cells in a fixed
size environment i.e. all possible states which can be reached from the initial state S0. Cells A
and Cells B are the spatial state variables representing the number of type A, respectively type B
cells in the environment. O 2 represents the current concentration of O2 in the environment. The
percentages associated with the arrows connecting each pair of states represent the probability of
transitioning between states.
(S2, S4). In both cases the offspring can be either displaced above the parent
(S3, S4) or to its left (S1, S2). Given that the overall probability of a cell to
produce offspring of the same type is 70% and in our case there are 2 relevant
state transitions (S0 → S1, S0 → S3), the probability associated with each of
these state transitions is 70% / 2 = 35%. Analogously the probability associated
with each state transition where the offspring cell is of different type (S0 → S2,
S0 → S4) is equal to 30% / 2 = 15%. The concentration of O2 has been decreased
by 20% in states S1 and S3 due to a new type A cell, respectively by 15% in
states S2 and S4 due to a new type B cell. Therefore the O2 level is 80% - 20%
= 60% in states S1 and S3, and 80% - 15% = 65% in states S2 and S4. Since
the birth of a new cell reduces the O2 concentration by at least 15%, and the
minimal O2 concentration required by the cell population to survive is 50%, no
further cellular division can occur starting from states S1 and S3 (60% - 15% <
50%). Conversely starting from states S2 and S4 at most one new type B cell can
be created (65% - 15% ≥ 50%). Given state S2 a type B cell can be produced
either from the existing type A (S2 → S6, probability 30%) or type B (S2 → S5,
probability 70%) cell. Similarly given state S4 a type B cell can be produced
either from the existing type A (S4 → S6, probability 30%) or type B (S4 → S7,
probability 70%) cell.
Using the above descriptions the formal SSpDESM = 〈S, T , µ, NSV , SpSV ,
NV , SpV 〉 corresponding to the system is defined as follows:
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• S = {S0, S1, S2, S3, S4, S5, S6, S7}.
• T =
S0 S1 S2 S3 S4 S5 S6 S7

S0 0 35% 15% 35% 15% 0 0 0
S1 0 0 0 0 0 0 0 0
S2 0 0 0 0 0 70% 30% 0
S3 0 0 0 0 0 0 0 0
S4 0 0 0 0 0 0 30% 70%
S5 0 0 0 0 0 0 0 0
S6 0 0 0 0 0 0 0 0
S7 0 0 0 0 0 0 0 0
.
• µ is the function used to compute probabilities associated with cylinder
sets C(σfinite) defined over finite computation path prefixes σfinite . The
probability value associated with C(σfinite) is computed by multiplying the
probabilities of the state transitions encoded by σfinite . For instance, if
σfinite = {S0, S2, S6} then µ(C(σfinite)) = P (S0, S2) · P (S2, S6) = T [S0, S2] ·
T [S2, S6] = 15% · 30% = 4.5%.
• NSV = {O 2}, and NV is the function used to compute the value of O 2
in the current system state.
• SpSV = {Cells A,Cells B}, and SpV is the function used to evaluate
Cells A and Cells B in the current system state.
Although only a simple example was considered here the same modelling
principles are employed to construct SSpDES models of more complex (realistic)
systems. One of the main differences is that due to the high complexity associated
with some real systems the number of possible system states is very large, even
potentially infinite. Therefore in such cases explicitly enumerating all possible
paths starting from the initial state is not feasible in reasonable time.
Remark 3. The probabilities employed in Example 8 were chosen for explanatory
purposes and were not derived from experimental data or the literature. ∎
The size of the discretised space and the semantics of the values stored for each
spatial compartment depend on the addressed biological problem. In general the
granularity of the discretised spatial domain should be sufficiently fine to enable
answering the biological problem of interest but not finer than that. The main
reason for this is that increasing the resolution of the discretised space through
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fine-graining leads to a potential increase in the size of the state space and/or
model simulation time. Conversely reducing the resolution of the discretised space
too much may lead to large approximation errors and/or biologically irrelevant
conclusions.
Finally one of the main advantages of defining SSpDESs as an extension of
SDESs is backwards compatibility i.e. existing SDES models can be interpreted as
SSpDESs having an empty set of spatial state variables SpSV . Moreover SSpDESs
enable scaling up the development of computational models by extending existing
non-spatial models, typical for subcellular scales (e.g. intracellular networks), with
spatial information relevant to potentially higher scales (e.g. cellular/tissue level).
3.4 Spatio-temporal detection and analysis
Simulations of an SSpDES (see Definition 5) generate time series data describing
how both numeric values encoded by numeric state variables, and values of the
positions in the discretised space encoded by spatial state variables change over
time. To reason about emergent spatial structures an automatic mechanism for
detecting and analysing the corresponding subsets of positions in the discretised
space is required. A spatio-temporal analysis module is developed for this purpose
comprising two parameterised mechanisms; one for spatial structures denoted in
the rest of the thesis as regions, and the other for clusters. Depending on the
values of the detection parameters a more fine- or coarse-grained subset of the
discretised space is considered.
For clarity purposes we will refer throughout to spatial structures as spatial
entities, and to the different types of spatial structures, namely regions and
clusters, as spatial entity types.
3.4.1 Spatial entity types
3.4.1.1 Regions
One of the main assumptions of the region detection mechanism is that subsets
and not individual positions of the discretised space are considered. Secondly
the value of each position in the discretised space records the number/density of
entities of interest. Each position can hold 0 or more entities without pileup and
the identity of the elements forming the region is not explicitly taken into account.
It is assumed that the shape and size of the entities is constant throughout the
entire space. Therefore the region detection mechanism operates in a homogeneous
context with respect to the entities considered. If the system comprises multiple
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types of entities each type should be represented by a different spatial state
variable. Therefore different types of regions can be detected by repeatedly
applying the region detection mechanism for each corresponding spatial state
variable.
Given a model execution/simulation σ and a spatial state variable spsv, let
us denote the i-th state of the model execution σ by σ[i], 0 ≤ i ≤ |σ|, where |σ|
represents the length of σ.
Definition 6 Region
A region reg with respect to σ[i] and spsv is a subset of neighbouring positions in
SpV (σ, σ[i], spsv) such that ∀x ∈ reg, value(x) ≥ value and |reg| > size, where
value, size ∈ R are user-defined parameters.
Two positions in the discretised space are neighbouring if they share at least
one corner/border.
The problem of finding regions is similar to the segmentation problem in
the Computer Vision literature (Szeliski, 2010). 2D images can be represented
as vectors or matrices where each position records the colour (multi-channel)
or intensity (single channel) of the image. In order to apply Computer Vision
methods for finding regions the matrix encoding the current state of the discretised
spatial domain is translated to a greyscale image. The value of each position in
the matrix is normalised and converted to the intensity value of the corresponding
pixel in the resulting image. Examples of greyscale images in which sector-like
patterns have been detected in bacterial colonies are depicted in Figure 3.4.
Figure 3.4: In silico generated greyscale images depicting bacterial colonies containing “wild type”
(dark grey) and “mutant” (light grey) cells. Sector-like patterns corresponding to high-proportions of
“mutant” cells are automatically detected, analysed and outlined in blue.
The parameterised mechanism for detecting regions in greyscale images is
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described in Algorithm 1. All mentioned subalgorithms are implemented in the
open source Computer Vision library OpenCV (Bradski and Kaehler, 2008); see
Appendix C.1 for a mapping between the subalgorithms described in Algorithm 1
and the OpenCV functions. Detailed descriptions of the OpenCV function
parameters are provided in the official OpenCV documentation (Itseez, 2013) and
will not be restated here.
Algorithm 1 Algorithm for region detection
Require: image is a greyscale image
Ensure: regions defines the set of regions detected in the image
1: ChangeBrightnessAndContrast(image, alpha, beta); . Adjust brightness
2: and contrast
3: MorphologicalCloseOperation(image, morphCloseNrOfIter); . Connect
4: discontinued but
5: close regions and
6: remove noise
7: GaussianBlur(image, kernelSize, standardDev); . Remove remaining noise
8: Threshold(image, value); . Apply binary threshold method to
9: image considering threshold value value
10:
11: contours = DetectAndApproximateContours(image, approximationLevel);
. Detect regions contours
12:
13: for all contour ∈ contours do
14: if size(contour) < size then
15: Mark the region defined by contour as noise;
16: end if
17: end for
18:
19: regions = {reg | reg ∈ contours, reg not marked as noise}; . The set of
20: regions is defined by
21: the subset of contours
22: not marked as noise
23: with size greater or
24: equal to size
25:
26: return regions;
3.4.1.2 Clusters
Given a collection of regions, the cluster detection mechanism constructs groups
of sufficiently similar regions. During this procedure no assumption is made
regarding the size and type of the regions. In contrast to the region detection
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mechanism, the mechanism for detecting clusters operates in a heterogeneous
context where both fixed and variable size subsets of the discretised space are
considered.
Our assumption is that two regions are similar and should belong to the same
cluster if the distance between them is below a certain threshold. A distance
pseudometric dist is defined for this purpose:
dist : REG × REG → R, dist(A,B) =
√
(xB − xA)2 + (yB − yA)2,
where REG is the set of all regions, and dist(A,B) computes the Euclidean
distance between the centroids of two regions A,B ∈ REG . The Euclidean
distance measure is considered because we are interested in detecting and analysing
how groups of entities that are sufficiently close to each other in space (i.e.
the Euclidean distance between them is bounded above) change over time; see
Section 4.3 for an illustrative case study describing how single cells chemotactically
aggregate into groups, and how these groups change over time.
Definition 7 Cluster
A cluster clust with respect to a set of regions REG , and a pseudometric dist,
is a subset of regions in REG such that ∀x, y ∈ clust, dist(x, y) ≤ ζdistance and
|clust| > ζsize, where ζdistance ∈ R and ζsize ∈ N are user-defined parameters.
The problem of grouping entities into clusters is addressed by the cluster
analysis literature (Jain, 2010). A popular algorithm which considers distance
(not necessarily Euclidean) as a criterion for grouping objects is DBSCAN (Ester
et al., 1996). The original algorithm has a known issue because the assignment of
border objects (i.e. objects between multiple clusters) to clusters depends on the
order in which the set of objects is iterated. An improved version of the DBSCAN
algorithm was introduced by Tran et al. (Tran et al., 2013) for addressing this issue
and is employed by our cluster detection mechanism considering the pseudometric
dist as the distance function. Illustrative examples of greyscale images in which
clusters of cells are automatically detected and analysed are depicted in Figure 3.5.
3.4.2 Spatial measures
Each detected region/cluster is characterised by the set of pseudo-3D spatial
measures {clusteredness, density, area, perimeter, distance from origin, angle
(degrees), triangle measure, rectangle measure, circle measure, centroid (x-coord),
centroid (y-coord)}. A detailed description of the semantics specific to regions
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Figure 3.5: In silico generated greyscale images representing the distribution of cells in space. Clusters
comprising at least 5 sufficiently close cells are automatically detected and outlined using different
colours. Cells are represented as grey points if they do not belong to a cluster. Otherwise they are
represented as coloured points such that the colour of the cell matches the colour of the cluster it is
a member of. Each cluster is enclosed by a polygon whose shape (triangular, rectangular or circular)
best matches the shape of the cluster.
and clusters is provided below; see Figure 3.6 for a graphical illustration.
The collection of spatial measures was defined such that it is sufficiently generic
to be applied to a wide range of case studies, and sufficiently comprehensive to
enable reasoning about how relevant properties of spatial structures change over
time.
3.4.2.1 Computing spatial measures values for regions
The clusteredness of a set of regions represents the inverse of the average Euclidean
distance between the centroids of the regions. Conversely the clusteredness of a
single region is computed as follows:
clusteredness(reg) =
area(reg)
area(reg) +
∑
h∈holes
area(h)
,
where reg is a region and holes is the set of holes contained by reg. As the area
of the holes contained by regions increases the value of the clusteredness degree
decreases and vice versa.
The density of a set of regions is equal to the average density of the regions
divided by the average Euclidean distance between the centroids of the regions.
Conversely the density of a single region represents the average density value of
the positions defining the region in the discretised space.
The area of the region is equal to the area of the polygon defined by the
neighbouring positions in the Euclidean plane (subtracting the area of holes).
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a) Clusteredness b) Density c) Area
d) Perimeter f) Anglee) Distance from origin
g) Shape h) Centroid
Centre pointCentre point
Figure 3.6: The clusteredness (a) computes how close regions/neighbouring positions are to each
other in a cluster/region. Density (b) measures the average value (e.g. concentration) of the positions
considered in the discretised space. Area (c) and perimeter (d) have the usual meaning from discrete
2D geometry. Distance from the origin (e) represents the minimum distance between the point from
the centre of the discretised space and the considered region/cluster. The angle (f) associated to a
region/cluster is determined by three points: the origin, and the points found at the intersections of
the region/cluster convex hull with the line perpendicular on the line determined by the origin and
the centroid of the region/cluster. The shape (g) is determined by computing the degree of similarity
between the shape of the region/cluster and a triangle, rectangle and circle. The centroid (h) is the
geometric centre of the considered region/cluster.
The perimeter of the region is equal to the perimeter of the polygon defined
by the neighbouring positions in the Euclidean plane. Holes contained by the
region are ignored in this case.
The distance from the origin is equal to the minimum distance between the
polygon defined by the region and the centre point of the discretised space (origin).
The angle (degrees) is equal to the angle determined by the centre point of
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the discretised space and the points obtained from the intersection of the line
perpendicular on the line determined by the centre point of the discretised space
and the centroid of the region, and the convex hull of the polygon defined by the
region.
The shape of the region is determined in a fuzzy manner by the triangular,
rectangular and circular measures. Each one of these measures computes the
likelihood of the region to have a triangular, rectangular or circular shape using
the following formula:
measuresh(reg) =
area(reg)
area(minimum area sh-shaped polygon enclosing reg)
,
where reg is a region, and the value of measuresh(reg) ∈ [0, 1],∀sh ∈ {triangular,
rectangular, circular}. Algorithms for computing minimum area enclosing trian-
gles (O’Rourke et al., 1986; Paˆrvu and Gilbert, 2014b), rectangles (Freeman and
Shapira, 1975; Toussaint, 1983) and circles (Ga¨rtner, 1999) which were previously
published in the literature are considered here.
The x/y-coordinates of the centroid are computed using moments of the
polygon defined by the neighbouring positions in the Euclidean plane (Steger,
1996).
3.4.2.2 Computing spatial measures values for clusters
The clusteredness of a set of clusters represents the inverse of the average Euclidean
distance between the centroids of the clusters.
Remark 4. The clusteredness of a set of clusters is additionally computed using
the Silhouette (Rousseeuw, 1987) cluster validity index. Although there is no
index which performs best for all scenarios Silhouette obtains good/best results in
the majority of cases (Arbelaitz et al., 2013). The Silhouette value is computed
with respect to the regions in all clusters. Thus in our case it could be determined
only at cluster detection and analysis time when the information about individual
regions is available. At a particular time point we associate to a set of clusters
a unique Silhouette value which means we could encode it as a numeric state
variable in our model.
Conversely the clusteredness of a single cluster represents the inverse of the
average Euclidean distance between the centroids of the regions in the cluster.
The density of a set of clusters is equal to the average density of the clusters
divided by the average Euclidean distance between the centroids of the clusters.
Conversely the density of a single cluster represents the average density value of
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the spatial entities defining the cluster in the discretised space.
The area of a cluster is equal to the area of the polygon defined by the convex
hull of all regions in the cluster (ignoring the holes between regions).
The perimeter, distance from the origin, angle (degrees), shape and x/y-
coordinates of the centroid of the cluster are determined using the same methods
employed for regions. The main difference is that the polygon used to determine
the outer boundary of the cluster is the convex hull computed for a group of
regions instead of a single one.
The output of the spatio-temporal analysis module is time series data describing
how the spatial measures values change over time for the detected spatial entities.
3.4.3 Spatial Temporal Markup Language
The output of the spatio-temporal analysis merged with time series data describing
how numeric state variable values change over time represents the model simulation
output. To represent this model simulation output in a uniform and consistent
manner which facilitates exchange of data sets and integration of software tools a
corresponding standard data representation format is required.
The main requirement for the data representation format is that it supports
recording different numbers of values at different time points because the collection
of (emergent) spatial structures considered could potentially change over time.
Traditional tabular (e.g. csv) representation formats are not suitable because they
assume that the number of recorded values is constant throughout the entire
time series. Moreover defining a representation format similar to csv that does
not annotate numeric values with their meaning could be potentially difficult to
interpret.
For portability, structuring and readability purposes an eXtensible Markup
Language (xml) based standard data representation format is defined called
Spatial Temporal Markup Language (STML). The rules and constraints for the
structure of the xml files are formalised in XML Schema Definition (xsd) files with
the filename format STML LxVy.xsd (i.e. Spatial Temporal Markup Language
Level x, Version y); see http://mudi.modelchecking.org/stml for the latest version
of the format. An example of an xml file recording experimental spatio-temporal
data is depicted in Listing 3.1.
The results of an (in silico/in vitro/in vivo) experiment are recorded as
a list of time points. The constraint imposed on experiment elements is that
they must contain at least one time point.
Each timepoint element contains an optional value attribute which indicates
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Listing 3.1: An example STML file recording spatio-temporal data
1 <?xml version=” 1 .0 ” encoding=”utf−8”?>
2 <experiment>
3 <t imepoint>
4 <s p a t i a lEn t i t y>
5 <pseudo3D type=” c l u s t e r ”>
6 <c l u s t e r e dn e s s>0 .01</ c l u s t e r e dn e s s>
7 <dens i ty>5</ dens i ty>
8 <area>15</ area>
9 <per imeter>28</ per imeter>
10 <distanceFromOrigin>81</ distanceFromOrigin>
11 <ang le>10 .5</ ang le>
12 <t r i ang l eMeasure>0 .5</ t r iang l eMeasure>
13 <rectang leMeasure>1 .0</ rectang leMeasure>
14 <c i r c l eMeasure>0 .1</ c i r c l eMeasure>
15 <c en t r o id>
16 <x>703.4999</x>
17 <y>118.087</y>
18 </ c en t r o id>
19 </pseudo3D>
20 </ spa t i a lEn t i t y>
21 <numer icStateVar iab le>
22 <name>avgClus t e r edne s sC lu s t e r s</name>
23 <value>0 .4</ value>
24 </ numer icStateVar iab le>
25 </ t imepoint>
26 . . .
27 </ experiment>
the moment in time when the measurement was taken. If the timepoint value
can be inferred, then it should not be defined explicitly in order to reduce the size
of the STML file. For instance if the computational model considered assumes
a discrete representation of time, the time difference between consecutive time
points is typically constant and equal to 1. Consequently the value of each time
point can be inferred to be equal to the value of the preceding time point + 1,
with the exception of the first time point whose value is 0. Conversely if the
computational model considered assumes a continuous representation of time, the
time difference between consecutive time points is typically variable. Consequently
the value of each time point needs to be defined explicitly. Therefore in general
the value valueti corresponding to time point ti is computed using the following
formula:
valueti =

val, if the value val was defined explicitly for ti
0, if no value was defined explicitly for ti and i = 0
valueti−1 + 1, otherwise.
The information stored in timepoint elements is a list of zero or more unique
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spatial entities (i.e. spatialEntity elements) and/or numeric state variables
(i.e. numericStateVariable elements).
A spatialEntity element currently comprises only one element called
pseudo3D which stores a pseudo-3D spatial description of the entity. In the
future if 2D or full 3D representations are of interest the pseudo3D element
could be renamed accordingly.
Every pseudo3D element has an associated type which can be either cluster
or region. Similarly to the detected regions/clusters every pseudo3D element is
characterised by a set of spatial measures constrained as described below:
• clusteredness, density, triangleMeasure, rectangleMeasure and circleMeasure
- real non-negative values between 0 and 1;
• angle - a real non-negative value between 0 and 360;
• area, perimeter, distanceFromOrigin, centroidX and centroidY - real non-
negative values.
The basic shapes considered by the current version of STML are appropriate
to describe simple spatial patterns such as patches which spread outwards as they
develop (triangular), ordered structures/streams (rectangular), and (uniform)
groups/clusters (circular). In contrast complex patterns comprising multiple basic
shapes cannot be described appropriately by the current shape similarity measures.
In order to address this issue a potential future version of STML could include a
more complex suite of shape descriptors.
Finally numericStateVariable elements contain a name and a value
child element where the name is a string and the value a real number.
STML files encoding the simulation output of SSpDES models are evaluated
by the model checker against formal specifications describing how both numeric
and spatial properties are expected to change over time.
3.5 Formal specification
3.5.1 Bounded Linear Spatial Temporal Logic
To enable writing such specifications a corresponding formal language called
Bounded Linear Spatial Temporal Logic (BLSTL) is defined. BLSTL is an
extension of BLTL with spatial, arithmetic and statistical functions. The Boolean
propositions specific to BLTL remain unchanged, and temporal operators F , G
and U are augmented by bounded time intervals (e.g. [0, 10]). Moreover the
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temporal operator X (i.e. next) and its variant X[k] are considered which enable
reasoning about the immediately next, respectively the next k-th state (Clarke
et al., 2010). In addition new functions are introduced enabling to reason about
how (distributions of) regions/clusters and their spatial properties change over
time.
The same non-dimensional properties, spatial entities (regions and clusters)
and measures (clusteredness, density, area, perimeter, distance from origin, angle
(degrees), triangle measure, rectangle measure, circle measure, centroid (x-coord)
and centroid (y-coord)) are considered both by the STML specification and the
BLSTL formal language. Therefore BLSTL enables encoding logic statements
with respect to both non-dimensional (e.g. species/proteins concentrations) and
spatial properties, and correlations between the two.
To enable the construction of more complex logic statements BLSTL addi-
tionally enables specifying how arithmetic expressions comprising numeric or
spatial properties change over time. The considered functions which enable the
construction of complex logic statements are either unary (e.g. absolute value,
round, square root etc.) or binary (e.g. addition, division, power etc.).
These arithmetic functions take a single real-valued variable as input and
are directly applicable to non-dimensional properties. However in order to apply
the same functions to collections of regions/clusters, the distribution of spatial
measures characterising the regions/clusters has to be reduced to a single real
value. A set of statistical functions is made available in the specification of
BLSTL in order to address this problem. The statistical functions considered
are either unary (e.g. count), binary (e.g. median with respect to a user specified
spatial measure), ternary (e.g. percentile with respect to a user specified spatial
measure) or quaternary (e.g. covariance between two potentially different types of
spatial entities and measures). One of the main differences between BLSTL and
traditional BLTL-based formal languages is that the former enables reasoning
about dynamic sets of spatial entities whose cardinality changes over time, whereas
the latter usually only consider static sets of numeric state variables.
Although the arithmetic and statistical functions described above enable the
construction of more complex logic statements, there is a need for a mechanism
which enables reasoning about particular subsets of the detected regions/clusters.
For instance it may be the case that only regions with the area greater than a
certain value, or clusters close to a particular point in space are of interest. In
order to address this challenge BLSTL comprises a constraint-based mechanism
which filters out all regions/clusters whose spatial measures do not meet a set of
user-defined conditions.
Paˆrvu O., 2015, CHAPTER 3. MULTIDIMENSIONAL SPATIO-TEMPORAL 69
3.5.1.1 Syntax
The syntax of BLSTL is defined by a context-free grammar using the Backus-Naur
Form (BNF) notation. A definition of a non-terminal symbol (element) in such
grammars has the following form:
〈defined-element〉 ::= 〈element1 〉
| 〈element2 〉
| ...
where ::= introduces a new definition and | represents an alternative. In natural
language this reads 〈defined -element〉 is either an 〈element1 〉 or 〈element2 〉 or
(...).
In contrast to the BLTL definition the symbol φ was replaced by the non-
terminal symbol 〈logic-property〉 throughout.
Definition 8 BLSTL syntax
The syntax of BLSTL is given by the following grammar formally expressed in
BNF:
〈logic-property〉 ::= 〈numeric-spatial-measure〉 〈comparator〉 〈numeric-measure〉
| 〈numeric-state-variable〉 〈comparator〉 〈numeric-measure〉
| d(〈numeric-measure〉) 〈comparator〉 〈numeric-measure〉
| ∼ 〈logic-property〉
| 〈logic-property〉 ∧ 〈logic-property〉
| 〈logic-property〉 ∨ 〈logic-property〉
| 〈logic-property〉 ⇒ 〈logic-property〉
| 〈logic-property〉 ⇔ 〈logic-property〉
| 〈logic-property〉 U[〈unsigned-real-number〉,〈unsigned-real-number〉]
〈logic-property〉
| F[〈unsigned-real-number〉,〈unsigned-real-number〉] 〈logic-property〉
| G[〈unsigned-real-number〉,〈unsigned-real-number〉] 〈logic-property〉
| X 〈logic-property〉
| X [〈natural-number〉] 〈logic-property〉
| (〈logic-property〉)
〈numeric-measure〉 ::= 〈numeric-spatial-measure〉
| 〈real-number〉
| 〈numeric-state-variable〉
| 〈unary-numeric-measure〉(〈numeric-measure〉)
| 〈binary-numeric-measure〉(〈numeric-measure〉, 〈numeric-measure〉)
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〈numeric-spatial-measure〉 ::= 〈unary-subset-measure〉(〈subset〉)
| 〈binary-subset-measure〉(〈subset〉, 〈spatial-measure〉)
| 〈ternary-subset-measure〉(〈subset〉, 〈spatial-measure〉, 〈real-number〉)
| 〈quaternary-subset-measure〉(〈subset〉, 〈spatial-measure〉, 〈subset〉,
〈spatial-measure〉)
〈unary-subset-measure〉 ::= count
| clusteredness
| density
〈binary-subset-measure〉 ::= avg
| geomean
| harmean
| kurt
| max
| median
| min
| mode
| product
| skew
| stdev
| sum
| var
〈ternary-subset-measure〉 ::= percentile
| quartile
〈quaternary-subset-measure〉 ::= covar
〈unary-numeric-measure〉 ::= abs
| ceil
| floor
| round
| sign
| sqrt
| trunc
〈binary-numeric-measure〉 ::= add
| div
| log
| mod
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| multiply
| power
| subtract
〈subset〉 ::= 〈subset-specific〉
| filter(〈subset-specific〉, 〈constraint〉)
〈subset-specific〉 ::= regions
| clusters
〈constraint〉 ::= 〈spatial-measure〉 〈comparator〉 〈filter-numeric-measure〉
| ∼ 〈constraint〉
| 〈constraint〉 ∧ 〈constraint〉
| 〈constraint〉 ∨ 〈constraint〉
| 〈constraint〉 ⇒ 〈constraint〉
| 〈constraint〉 ⇔ 〈constraint〉
| (〈constraint〉)
〈filter-numeric-measure〉 ::= 〈numeric-measure〉
| 〈spatial-measure〉
| 〈unary-numeric-measure〉(〈filter-numeric-measure〉)
| 〈binary-numeric-measure〉(〈filter-numeric-measure〉,
〈filter-numeric-measure〉)
〈spatial-measure〉 ::= clusteredness
| density
| area
| perimeter
| distanceFromOrigin
| angle
| triangleMeasure
| rectangleMeasure
| circleMeasure
| centroidX
| centroidY
〈real-number〉 ::= 〈unsigned-real-number〉
| 〈sign〉 〈unsigned-real-number〉
〈unsigned-real-number〉 ::= 〈fractional-part〉
| 〈fractional-part〉 〈exponent-part〉
Paˆrvu O., 2015, CHAPTER 3. MULTIDIMENSIONAL SPATIO-TEMPORAL 72
〈fractional-part〉 ::= 〈digit-sequence〉 . 〈digit-sequence〉
| . 〈digit-sequence〉
| 〈digit-sequence〉 .
| 〈digit-sequence〉
〈digit-sequence〉 ::= 〈digit〉
| 〈digit〉 〈digit-sequence〉
〈digit〉 ::= 0
| 1
| 2
| 3
| 4
| 5
| 6
| 7
| 8
| 9
〈natural-number〉 ::= 〈digit-sequence〉
| + 〈digit-sequence〉
〈exponent-part〉 ::= e 〈digit-sequence〉
| E 〈digit-sequence〉
| e 〈sign〉 〈digit-sequence〉
| E 〈sign〉 〈digit-sequence〉
〈sign〉 ::= +
| −
〈comparator〉 ::= <
| <=
| =
| >=
| >
〈numeric-state-variable〉 ::= 〈state-variable〉
〈state-variable〉 ::= {〈string〉}
〈string〉 ::= 〈character〉 | 〈character〉 〈string〉
〈character〉 ::= based on the Unicode character set except “{” and “}”
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The operators’ order of precedence is given by the definition of the BLSTL
syntax. In the absence of parentheses the logic expressions are evaluated from
left to right.
3.5.1.2 Semantics
The semantics of BLSTL is defined with respect to executions/simulations of an
SSpDES M. Let us assume that
σ = (s0, t0), (s1, t1), ...
is an execution ofM along the sequence of states s0, s1, ... with t0, t1, ... ∈ R time
durations spent in each state. Given an execution trace σ = {(s0, t0), (s1, t1), ...},
a time value t ∈ R+ and a natural number i, the length of (or the number of states
in) the execution trace is denoted by |σ|, the i-th state of the execution trace
by σ[i], the execution trace suffix starting at the i-th state by σi, the execution
trace suffix starting after t time by σ(t) = σi, where i ∈ N is the minimum index
such that t ≤∑ij=0 tj , and the fact that the execution σ satisfies a property φ by
σ |= φ. For an execution σ at state s the value of a numeric state variable nsv is
given by NV (σ, s, nsv) and the value of a spatial state variable spsv is given by
SpV (σ, s, spsv).
In order to have a compact and easy to follow semantics description the full
symbol names provided in the BLSTL syntax definition were replaced with shorter
abbreviations as described in Table 3.1.
Table 3.1: Translation of full BLSTL symbol names to abbreviated forms. The left column contains
the full BLSTL symbol name. The right column contains the corresponding abbreviated form.
Full BLSTL symbol name Abbreviated BLSTL symbol name
<logic-property> ψ
<numeric-measure> nm
<numeric-spatial-measure> nspm
<unary-subset-measure> usm
<binary-subset-measure> bsm
<ternary-subset-measure> tsm
<quaternary-subset-measure> qsm
<unary-numeric-measure> unm
<binary-numeric-measure> bnm
<spatial-measure> sm
<subset> ss
<filter-numeric-measure> fnm
<comparator> 
<real-number> re
<numeric-state-variable> nsv
<spatial-state-variable> spsv
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Definition 9 BLSTL semantics
Let M = 〈S, T , µ, NSV , SpSV , NV , SpV 〉 be an SSpDES and σ an execution
of M. The semantics of BLSTL for σ is defined as follows:
• σ |= nspm  nm if and only if nspm  nm, where nspm and nm ∈ R,
and  ∈ {<, <=, =, >=, >};
• σ |= nsv  nm if and only if NV (σ, σ[0], nsv)  nm, where nsv ∈ NSV ,
nm ∈ R, and  ∈ {<, <=, =, >=, >};
• σ |= d(nm1)  nm2 if and only if |σ| > 1 and d(nm1)  nm2, where
d(nm1) and nm2 ∈ R, and  ∈ {<, <=, =, >=, >};
• σ |= ∼ ψ if and only if σ 6|= ψ;
• σ |= ψ1 ∧ ψ2 if and only if σ |= ψ1 and σ |= ψ2;
• σ |= ψ1 ∨ ψ2 if and only if σ |= ψ1 or σ |= ψ2;
• σ |= ψ1 ⇒ ψ2 if and only if σ |=∼ ψ1 or σ |= ψ2;
• σ |= ψ1 ⇔ ψ2 if and only if σ |= ψ1 ⇒ ψ2 and σ |= ψ2 ⇒ ψ1;
• σ |= ψ1 U [a, b] ψ2 if and only if there exists i, i ∈ [a, b], such that σ(i) |= ψ2,
and for all j, j ∈ [a, i), it holds that σ(j) |= ψ1 with a, b ∈ R+;
• σ |= F [a, b] ψ if and only if there exists i, i ∈ [a, b], such that σ(i) |= ψ
with a, b ∈ R+;
• σ |= G[a, b] ψ if and only if for all i, i ∈ [a, b], it holds that σ(i) |= ψ with
a, b ∈ R+;
• σ |= Xψ if and only if |σ| > 1 and σ1 |= ψ;
• σ |= X[k] ψ if and only if |σ| > k and σk |= ψ;
• σ |= (ψ) if and only if σ |= ψ.
The nm symbol represents the category of real-valued numeric measures.
Considering a given model execution σ, nm is evaluated according to one of the
definitions described below:
• Numeric spatial measure: nm = nspm;
• Real number: nm = re ∈ R;
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• Numeric state variable: nm = NV (σ, σ[0], nsv), where nsv is a numeric
state variable;
• Unary numeric measure: nm = unm(nm′), where nm′ is a numeric
measure;
• Binary numeric measure: nm = bnm(nm′, nm′′), where nm′ and nm′′
are numeric measures.
The values of the unary (unm) and binary (bnm) numeric measures are
computed as described in Appendix C.2 (Tables C.2 and C.3).
The nspm symbol represents the category of numeric (real-valued) spatial
measures. Considering a given execution σ, nspm is evaluated according to one
of the definitions described below:
• Unary subset measure: nspm = usm(ss), where ss is a subset of the
considered spatial entities (clusters or regions);
• Binary subset measure: nspm = bsm(ss, sm), where ss is a subset of
the considered spatial entities (clusters or regions) and sm is a spatial
measure;
• Ternary subset measure: nspm = tsm(ss, sm, re), where ss is a subset
of the considered spatial entities (clusters or regions), sm is a spatial measure
and re is a real value;
• Quaternary subset measure: nspm = qsm(ss, sm, ss′, sm′), where ss
and ss′ are subsets of the considered spatial entities (clusters or regions),
and sm and sm′ are spatial measures.
If the considered subset of spatial entities is empty the numeric spatial measures
are evaluated to zero.
Spatial measures sm are defined over the set {clusteredness, density, area,
perimeter, distanceFromOrigin, angle, triangleMeasure, rectangleMeasure, cir-
cleMeasure, centroidX, centroidY} which is identical to the set of spatial measures
recorded in an STML file for each detected region/cluster.
The value of unary (usm), binary (bsm), ternary (tsm) and quaternary (qsm)
subset measures are computed as described in Appendix C.3 (Tables C.4, C.5, C.6
and C.7). Some of the binary and all ternary and quaternary subset measures are
statistical functions which can be employed for reasoning about the distribution
of the regions/clusters measures at a particular time point. In contrast to
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traditional logic formalisms BLSTL allows specifying properties of both single
spatial properties and/or distributions of spatial properties.
Subsets of the collections of regions/clusters are represented by the ss symbol.
Considering a given execution σ, ss is evaluated according to one of the definitions
described below:
• Specific subset: ss = specificSubset , where specificSubset represents either
the collection of all clusters (see Definition 7) or the collection of all regions
(see Definition 6) corresponding to σ[0];
• Filtered specific subset: ss = filter(specificSubset , constraints), where
specificSubset has the semantics defined above, and constraints is a set of
logic properties restricting the spatial entities considered to a subset of
specificSubset .
Given an execution σ the value of the specificSubset symbol is computed using
one of the definitions described below:
• Regions: specificSubset = ⋃
spsv∈SpSV
{reg | reg ∈ regionDetectionMecha-
nism(spsv)} considering the state σ[0];
• Clusters: specificSubset = clustersDetectionMechanism(se), where se =⋃
spsv∈SpSV
{reg | reg ∈ regionDetectionMechanism(spsv)} considering the
state σ[0].
Subsets of the collection returned by specificSubset can be computed using the
filter predicate. Considering an execution σ filter is evaluated using the definition
described below:
filter = {e ∈ specificSubset | e |= c,∀c ∈ constraints}.
The semantics of the constraint satisfaction problem considering a region/cluster
e and a constraint c is defined below:
• e |= sm  fnm if and only if sm(e)  fnm, where sm(e) evaluates the
spatial measure sm for the given spatial entity e, sm ∈ {clusteredness,
density, area, perimeter, distanceFromOrigin, angle, triangleMeasure, rect-
angleMeasure, circleMeasure, centroidX, centroidY}, fnm is a filter numeric
measure ∈ R, and  ∈ { <, <=, =, >=, >};
• e |=∼ c if and only if e 6|= c;
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• e |= c1 ∧ c2 if and only if e |= c1 and e |= c2;
• e |= c1 ∨ c2 if and only if e |= c1 or e |= c2;
• e |= c1 ⇒ c2 if and only if e |=∼ c1 or e |= c2;
• e |= c1 ⇔ c2 if and only if e |= c1 ⇒ c2 and e |= c2 ⇒ c1.
The fnm symbol represents the (real-valued) numeric measure computed for
the filter predicate. Given an execution σ and a region/cluster e, the value of
fnm is computed using one of the definitions given below:
• Numeric measure: fnm = nm, where nm is a numeric measure;
• Spatial measure: fnm = sm(e), where sm ∈ {clusteredness, density, area,
perimeter, distanceFromOrigin, angle, triangleMeasure, rectangleMeasure,
circleMeasure, centroidX, centroidY};
• Unary filter numeric measure: fnm = unm(fnm ′), where unm is a
unary numeric measure, and fnm ′ is a filter numeric measure;
• Binary filter numeric measure: fnm = bnm(fnm ′, fnm ′′), where bnm is
a binary numeric measure, respectively fnm ′ and fnm ′′ are filter numeric
measures.
The d symbol stands for derivative. Considering a given execution σ, such that
|σ| > 1, and a numeric measure nm, the value of d(nm) is computed as follows:
d(nm) =
nm1 − nm0
time1 − time0 ,
where nmi represents the result of evaluating nm against σi, and timei represents
the value of the first time point in σi.
3.5.1.3 Illustrative examples of BLSTL statements
Illustrative examples of natural language statements which can be encoded in
BLSTL are defined below:
• Natural language: At some point in the future, considering the time
interval [0, 100], the concentration of cAMP is less than 20, and the number
of cell clusters emerging in the environment is greater than zero.
BLSTL: F [0, 100] (({cAMP} < 20) ∧ (count(clusters) > 0)).
A detailed description of the mapping between natural and formal BLSTL
constructs considering the previous statement is given below.
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Natural language BLSTL
“At some point in the future” F
“considering the time interval [0, 100]” [0, 100]
“the concentration of cAMP is less than 20” ({cAMP} < 20)
“and” ∧
“the number of cell clusters emerging in the
environment is greater than zero”
(count(clusters) > 0)
The mapping is done in a similar manner for the next statements and
therefore will not be stated explicitly.
• Natural language: The mean area of all cancerous regions grows through-
out the entire simulation interval [5, 25].
BLSTL: G[5, 25] (d(mean(regions, area)) > 0).
Remark 5. If the computational model considered is stochastic the evolution
of state variables values (e.g. area of cancerous regions) over time is typically
characterized by fluctuations or noise. Due to such fluctuations state
variables values do not constantly increase or decrease between consecutive
time points but alternate between the two, although the general trend
considering multiple time points is decreasing/increasing. Consequently
logic statements which specify that a state variable value always increases
over a particular time interval (e.g. [5, 25]) evaluate to false. To specify that
state variables values are expected to increase over multiple time points
one potential solution is to state that the values are within certain bounds
in particular time subintervals (e.g. area of cancerous regions is between
22.3 and 22.9 in time subinterval [5, 10], between 22.8 and 30.1 in time
subinterval [10, 20], and between 30.0 and 40.0 in time subinterval [20, 25]).
• Natural language: Within the time interval [0, 300] the number of mutant
cell populations emerging at a distance smaller than 10 from the area of
inflammation (origin) is greater than 0 until the concentration of X drops
below 5.
BLSTL: (count(filter(clusters, distanceFromOrigin < 10)) > 0)
U [0, 300] ({X} < 5).
To enable specifying the probability with which a formal BLSTL statement is
expected to hold a probabilistic extension of BLSTL called Probabilistic BLSTL
(PBLSTL) is defined.
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3.5.2 Probabilistic Bounded Linear Spatial Temporal
Logic
Definition 10 Probabilistic Bounded Linear Spatial Temporal Logic
(PBLSTL)
A Probabilistic Bounded Linear Spatial Temporal Logic property φ is a logic
property of the form P./θ[ψ] where ./ ∈ {<,<=, >=, >}, θ ∈ (0, 1) and ψ is a
BLSTL property.
An illustrative example of a natural language probabilistic statement mapped
into PBLSTL is defined below:
Natural language: The probability is greater than 0.7 that at some point
in the future, considering the time interval [0, 100], the concentration of
cAMP is less than 20, and the number of cell clusters emerging in the
environment is greater than zero.
PBLSTL: P > 0.7 [F [0, 100] (({cAMP} < 20) ∧ (count(clusters) > 0))].
Remark 6. The probability employed in the immediately above example was
chosen for illustrative purposes and was not derived from experimental data or
the literature.
A PBLSTL property φ ≡ P./θ[ψ] holds for an SSpDES M (i.e. M |= P./θ[ψ])
if and only if the probability of ψ to hold for an execution ofM is ./ θ. Therefore
in order to determine the truth value of a PBLSTL property φ the likelihood of
ψ being true is computed.
As in the case of Jha et al. (Jha et al., 2009a) evaluating the truth value of
a PBLSTL property φ is harder than determining the truth value of a BLSTL
property ψ. One counterexample for a BLSTL property is sufficient to decide
that the property does not hold. Conversely one counterexample for a PBLSTL
property φ does not necessarily imply that φ is not satisfied. A PBLSTL property
φ does not hold if the likelihood of all counterexamples provides sufficient evidence
to invalidate φ.
3.6 Model checking
Definition 11 Multidimensional spatio-temporal model checking
problem
The multidimensional spatio-temporal model checking problem is to automatically
verify if an SSpDES M satisfies a PBLSTL property φ ≡ P./θ[ψ].
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Different approximate probabilistic model checking algorithms can be employed
depending on the method of constraining the approximation error and the approach
for deciding if a logic property holds. For flexibility and completeness purposes
both Bayesian and frequentist, estimate and hypothesis testing based model
checking methods are considered; see Subsection 2.4.2, Table 2.1 for references to
the corresponding algorithms.
All methods except probabilistic black-box take a user-defined (set of) pa-
rameter(s) as input representing the maximum tolerated approximation error.
Such methods are employed to evaluate a variable number of model simulations
until a result can be provided considering the user-defined approximation error
constraints. Conversely, the probabilistic black-box model checking approach
decides based on a fixed number of model simulations if the logic property is
satisfied. However in this case the confidence measure of the provided result is
not specified by the user and varies depending on the number of available model
simulations.
Bayesian approaches should be used when information about the prior prob-
ability distribution of parameters in the model is available. This could lead
to a reduced number of required samples in order to decide if a logic property
holds. Conversely if no prior knowledge is available frequentist methods could be
employed instead.
Statistical hypothesis test based approaches should be employed whenever
deciding between two hypotheses where usually the null hypothesis represents the
PBLSTL logic property φ, and the alternative hypothesis ∼ φ. Conversely if the
true probability of φ being true is computed and then compared to θ estimate
based methods should be considered.
The algorithms provided in the original papers describing the model checking
methods (see Subsection 2.4.2, Table 2.1) were employed for all approaches
except frequentist statistical. An improved version of this model checking method
requiring less input parameters was introduced by Koh et al. (Koh et al., 2012).
However the initialisation step of the improved algorithm could potentially lead to
invalid arithmetic expressions if extra conditions are not added to the algorithm
implementation (C.H. Koh, personal communication, 2nd June, 2014). Therefore a
variant of the improved algorithm is proposed which has a modified initialisation
step that no longer requires adding extra conditions to the implementation. A
more detailed description of the proposed solution is given in Appendix C.4.
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3.6.1 Proof that the multidimensional model checking
problem is well-defined
To show that the model checking problem is well-defined we will first prove that
the number of required simulations and state transitions within each simulation
are finite.
3.6.1.1 Finite number of required simulations
Probabilistic black-box model checking is the only approach considered which
can provide an answer regardless of the number of available model simulations.
Conversely all other methods considered require a minimum number of model
simulations, which can be computed at the beginning (Chernoff-Hoeffding bounds)
or not (frequentist and Bayesian statistical, Bayesian mean and variance estimate),
to provide an answer considering a user-defined confidence level. Although
all model checking methods require a finite number of model simulations the
expected time required for an answer to be provided varies with the value of
the true probability p and the user-defined probability θ. However for practical
applications users might want to set an upper bound on the time to wait until an
answer is provided. Thus we employ the wrapper Algorithm 2 to execute each
specific model checking algorithm in Subsection 2.4.2, Table 2.1. If an answer can
be provided using the requested approach within the specified extra evaluation
time interval then it is reported to the user. Otherwise probabilistic black-box
model checking is employed to report the answer based on the model simulations
generated and evaluated so far.
In the initialisation step of Algorithm 2 nrOfTimeoutSeconds, the number
of seconds to wait between re-executing the extra evaluation program is fixed.
The reason for introducing such a variable is to temporarily wait and allow
the model simulator to finish its execution before verifying if new simulations
were provided. Afterwards the collection of valid model simulations is ini-
tialised based on the given simulationsInputSet. The model checker of
type modelCheckingType is then executed to verify if the logic property
logicProperty holds considering the available simulations and set of
modelCheckingParameters. While the number of elapsed minutes is less
than extraEvaluationTime and the number of available model simulations
is insufficient to evaluate logicProperty the loop comprising the following
steps is executed:
1. Run extraEvaluationProgram to generate new simulations;
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Algorithm 2 The wrapper algorithm employed to call specific model checking algorithms (see Sub-
section 2.4.2, Table 2.1 for the considered approaches). If sufficient model simulations are available, or
generated and evaluated within extraEvaluationT imeminutes, then the chosen specific model checking
algorithm is used to provide an answer. Otherwise the user is informed that the maximum extra eval-
uation time threshold was reached and the answer is provided using the probabilistic black-box model
checking approach. Model simulations are generated and stored in an input set simulationsInputSet
using the external model simulation program extraEvaluationProgram. The logic property to be
verified is stored in the variable logicProperty.
Require: modelCheckingType is the specific model checking approach,
modelCheckingParameters is the collection of parameters required by the
chosen modelCheckingType, extraEvaluationT ime is the maximum number
of minutes allowed for generating and evaluating additional model simula-
tions, extraEvaluationProgram is the model simulation program which is
called whenever new simulations are required, simulationsInputSet is the set
containing the simulations and logicProperty is the PBLSTL logic property
to be verified
Ensure: A true/false answer together with a measure of confidence is provided
1: nrOfTimeoutSeconds ← 30; . The default number of seconds to wait
2: between re-executing the extra
3: evaluation program and evaluating
4: the generated traces
5:
6: simulations← GetSimulations(simulationsInputSet);
7:
8: RunModelChecker(modelCheckingType, modelCheckingParameters,
9: simulations, logicProperty, result, confidence);
10:
11: while (elapsed number of minutes < extraEvaluationT ime) AND
12: (more model simulations are required) do
13: GenerateModelSimulations(extraEvaluationProgram);
14: Wait(nrOfTimeoutSeconds);
15: UpdateCollectionOfSimulations(simulations, simulationsInputSet);
16: RunModelChecker(modelCheckingType, modelCheckingParameters,
17: simulations, logicProperty, result, confidence);
18: end while
19:
20: if more model simulations are required then
21: RunProbBlackBoxModelChecker(simulations, logicProperty,
22: result, confidence);
23: end if
24:
25: Output result and confidence;
2. Wait for nrOfTimeoutSeconds to give the extra evaluation program
enough time to output results;
3. The collection of simulations is updated considering valid and previously
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unevaluated simulation input files;
4. The modelCheckingType model checker execution is resumed considering
the additional simulations.
The loop is exited when either extraEvaluationTime minutes elapsed or
enough model simulations have been provided. In the former case the probabilistic
black-box model checker is executed to provide a result. Otherwise the result
is computed using the modelCheckingType model checker. In the end both
result and confidence measure are reported to the user.
The main advantages of Algorithm 2 are:
• The model checking execution time and number of generated and evaluated
simulations is finite. Depending on the parameters of the model checker,
the distribution of the data and the number of required simulations the
answer will be provided using the desired model checker type or the default
probabilistic black-box model checker.
• In contrast to traditional model checking methods in our approach the
model checking task is decoupled from a specific model and model simulation
environment (e.g. Matlab (Palaniappan et al., 2013)). An external program
which can generate simulations is provided as input to the model checker.
Whenever additional model simulations are required this external program
is executed. For the algorithm implementation our recommendation is that
the external program employed should be a script (e.g. Bash [UNIX], Batch
[Windows]) which calls the model simulator and stores the output into the
specified location.
3.6.1.2 Finite number of state transitions
Logic properties are evaluated with respect to simulations of computational models.
For deciding if the logic property is satisfied, the model simulation must cover
a sufficiently long time frame. Stopping the simulation early could potentially
render the evaluation of temporal logic properties undecidable. Therefore there is
a need for a mechanism to decide when a simulation execution can be stopped.
When verifying BLSTL logic properties an upper bound can be placed on the
required simulation time because all temporal logic operators are bounded. Let
us denote the upper bound corresponding to a BLSTL logic property ψ by dψe.
Definition 12 Model simulation time upper bound for BLSTL logic
statement
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The upper bound dψe ∈ R+ corresponding to a BLSTL logic property ψ consider-
ing an execution σ is defined recursively on the structure of the logic property as
follows:
• dnspm  nme = 0 because the value of nspm and nm is computed consid-
ering only σ[0];
• dnsv  nme = 0 because the value of nsv and nm is computed considering
only σ[0];
• dd(nm1)  nm2e = 1 because the value of nm1 is computed considering
both σ[0] and σ[1];
• d∼ ψe = dψe;
• dψ1 ∧ ψ2e = max(dψ1e, dψ2e);
• dψ1 ∨ ψ2e = max(dψ1e, dψ2e);
• dψ1 ⇒ ψ2e = max(dψ1e, dψ2e);
• dψ1 ⇔ ψ2e = max(dψ1e, dψ2e);
• dψ1 U [a, b] ψ2e = max(b− 1 + dψ1e, b+ dψ2e) ≤ b+ max(dψ1e, dψ2e);
• dF [a, b] ψe = b+ dψe;
• dG[a, b] ψe = b+ dψe;
• dXψe = 1 + dψe;
• dX[k] ψe = k + dψe;
• d(ψ)e = dψe.
Thus the minimum upper bound for the simulation time interval to be covered
by model executions when verifying a BLSTL logic property ψ is dψe.
Lemma 1 BLSTL semantics based on finite prefix of infinite execution
Let us assume that a BLSTL logic property ψ is verified against an infinite
execution σ = {(s0, t0), (s1, t1), (s2, t2), ...}. Moreover let us denote a finite prefix
of σ by σˆ = {(sˆ0, tˆ0), (sˆ1, tˆ1), ..., (sˆm, tˆm)}, where
sˆi = si and tˆi = ti,∀i = 0,m with
m∑
i=0
ti ≥ dψe and
m−1∑
i=0
ti < dψe.
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Then σ |= ψ if and only if σˆ |= ψ.
Proof 1 BLSTL semantics based on finite prefix of infinite execution
(proof sketch)
As per Definition 12 a BLSTL statement ψ is evaluated against a model execution
σ considering only the time interval [0, dψe]. Following on from the assumptions
of Lemma 1 the states and time points associated with σ and σˆ are equivalent over
the time interval [0, dψe]. Hence σ |= ψ if and only if σˆ |= ψ; see Appendix C.5
for a complete version of this proof defined recursively on the structure of the
logic statement ψ.
Lemma 2 Finite number of state transitions to evaluate BLSTL logic
statement
The number of state transitions required to verify a BLSTL logic property is
finite.
Proof 2 Finite number of state transitions to evaluate BLSTL logic
statement
From Lemma 1 it follows that a BLSTL logic property ψ can be verified against
a model simulation σ based on a finite prefix σˆ. The minimum time interval
captured by σˆ is bounded and can be computed using Definition 12. Since we
assume the time divergence property (see Subsubsection 2.4.2.1) holds for all
the systems considered, only a finite number of state transitions can occur in a
bounded interval of time.
3.6.1.3 Well-defined model checking problem
Theorem 1 Well-defined multidimensional spatio-temporal model
checking problem
The multidimensional spatio-temporal model checking problem is well-defined.
Proof 3 Well-defined multidimensional spatio-temporal model check-
ing problem
It was shown that the number of required model executions in order to verify if a
PBLSTL logic property φ holds is finite. Moreover considering Lemmas 1 and 2
only a finite prefix and a finite number of state transitions has to be considered
for each model execution. Thus the evaluation of φ is reduced to the problem of
evaluating non-temporal properties over a finite number of states for each model
execution. This implies evaluating arithmetic expressions and/or detecting spatial
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entities which are both decidable problems. Hence the model checking problem is
well-defined.
3.7 Implementation
To automate the computational model validation process the spatio-temporal
detection and analysis approaches and the multidimensional spatio-temporal
model checking method were implemented in software tools. The name of the
model checking software tool is Mudi, and it is composed from the uppercase
letters in the word “MUltiDImensional”. Using the model checker Mudi and
the spatio-temporal detection and analysis modules a computational model can
be validated relative to a PBLSTL specification as described in Figure 3.7. In
contrast to Figure 3.1, Figure 3.7 focusses on the implementation specific rather
than conceptual details of the multidimensional spatio-temporal model checking
approach.
Given a computational model and a corresponding model simulator, the
computational model is simulated to generate time series data. If the resulting
time series data is encoded in a format different from csv then it is converted
to csv. The csv formatted time series is then split into two time subseries, one
recording the values of numeric state variables, and the other recording the values
of spatial state variables. The former is converted to STML. Conversely the latter
is provided as input to the spatio-temporal detection and analysis modules which
detect and analyse how regions and/or clusters change over time. The output of
the spatio-temporal detection and analysis modules is merged with the STML
formatted time subseries recording how numeric state variables values change
over time and is stored in an STML file.
The workflow steps employed to generate STML files (i.e. model simulation,
conversion of time series data to the csv format, spatio-temporal detection and
analysis) are integrated and executed using a script (in our case a Bash script).
For reproducibility purposes the specification of the model simulation and analysis
could be encoded using a standardized representation format in the future (e.g.
SESSL (Ewald and Uhrmacher, 2014)).
The STML files and a PBLSTL specification are provided as input to the
model checker Mudi which evaluates the specification against the STML files to
determine the correctness of the corresponding computational model. The number
of STML files required to determine the model correctness depends on the model
checking algorithm considered; Mudi supports all approximate probabilistic model
checking algorithms given in Table 2.1. If the number of STML files available is
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Figure 3.7: Workflow for the validation of computational models relative to PBLSTL specifications
encoding how both numeric and spatial properties are expected to change over time using the model
checker Mudi and the spatio-temporal detection and analysis modules. Given a computational model
and a corresponding computational model simulator the model is simulated to generate time series
data. If the resulting time series data is not csv formatted then it is converted to csv. Next the time
subseries encoding the evolution of spatial state variables over time are provided as input to the spatio-
temporal detection and analysis modules, whereas the time subseries encoding the evolution of numeric
state variables over time are converted to STML. The STML formatted numeric time subseries are
then merged with the output of the spatio-temporal detection and analysis modules, which describes
how the detected spatial entities change over time. The resulting time series is stored into an STML
file. The workflow steps employed to generate STML files (i.e. model simulation, conversion of time
series data to csv format and spatio-temporal detection and analysis) are executed using a script. The
model checker Mudi takes the formal PBLSTL specification and STML files as input, and evaluates
the specification against sufficiently many STML files to decide if the model is valid relative to the
specification. Depending on the specific model checking algorithm considered the number of STML
files required during the model checker execution differs. However Mudi can take the path to the STML
file generation script as input and execute the script on demand.
not sufficient Mudi can generate new STML files on demand if the path to the
STML generation script is additionally provided as input.
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3.7.1 Spatio-temporal detection and analysis modules
Two spatio-temporal detection and analysis modules were implemented corre-
sponding to the two spatial entity types considered i.e. regions and clusters.
The region spatio-temporal detection and analysis module is called
RectangularDetectRegions and it implements Algorithm 1 using the
OpenCV functions given in Table C.1. Conversely the cluster spatio-temporal
detection and analysis module is called SimulationDetectClusters and it
implements the improved DBSCAN algorithm described by Tran et al. (Tran
et al., 2013).
Both spatio-temporal detection and analysis modules were implemented in
C++ for efficiency purposes. In order to avoid recompilation the parameter values
for the spatio-temporal detection and analysis modules are loaded at runtime
from xml configuration files. The contents of these xml files can either be changed
by hand or via the Graphical User Interface (GUI) of the corresponding module
which displays in real time how the detected regions/clusters change when altering
the values of the parameters. A description of the command line arguments and
execution syntax is given when running the spatio-temporal detection and analysis
modules with the “--help” command line argument.
3.7.2 Model checker Mudi
The main use case considered for the model checker Mudi is to validate a given
computational model relative to a PBLSTL specification describing how both
numeric and spatial properties are expected to change over time. Other use
cases considered include choosing the model checking algorithm (see Table 2.1)
and the maximum tolerated model checking approximation error, and providing
as input the maximum number of minutes to wait for new STML files to be
generated and the paths to the file containing the PBLSTL specification, the
folder containing STML files and the script used to generate STML files on
demand (see Algorithm 2). A graphical description of the use cases is given in
Figure 3.8 as a Unified Modelling Language (UML) use case diagram.
The architecture of Mudi was designed to be modular and is conceptually
separated into the model checking and the inference engine layers as depicted in
Figure 3.9. The main advantage of this design choice is that changes of the model
checking layer do not require updates of the inference engine layer and vice versa.
The model checking layer comprises all model checking approaches supported
by Mudi. Independently of the chosen model checking approach the same inference
engine is employed to evaluate formal PBLSTL statements against executions
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Figure 3.8: Use case diagram for multidimensional spatio-temporal model checking using the model
checker Mudi. The user can validate a computational model relative to a PBLSTL specification de-
scribing how both numeric and spatial properties are expected to change over time. The validation
of the computational model relative to a PBLSTL specification includes choosing the model checking
algorithm and the maximum tolerated model checking approximation error, and providing as input
the maximum number of minutes to wait for new STML files to be generated and the paths to the file
containing the PBLSTL specification, the folder containing STML files, and the script used to generate
STML files on demand. Conversely the model checker Mudi employs the model checking algorithm cho-
sen by the user to verify if a PBLSTL specification holds for the computational model considered. The
validation of the computational model includes evaluating the PBLSTL specification against STML
files and outputting the model validation results. The evaluation of the PBLSTL specification against
STML files includes parsing the PBLSTL specification, checking if the STML files are syntactically
correct and generating STML files on demand.
of the model considered. For explanatory purposes the integration of the model
checking approaches, and the PBLSTL logic property parser and evaluator is
described by the UML class diagram in Figure 3.10.
For both efficiency and cross platform compatibility purposes Mudi was im-
plemented in C++. The current version of the model checker was designed to
be executed only from the command line. The user chooses the desired model
checking algorithm and enters the required parameters via command line flags; run
Mudi with the “--help” command line argument for more details. The model
checking approaches supported were implemented without any external library
dependencies. Conversely the PBLSTL logic property parsing and evaluation
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Figure 3.9: The modular architecture of Mudi comprises the model checking and inference engine
layers. The model checking layer contains all model checking approaches supported by Mudi. Con-
versely the inference engine layer consists of the PBLSTL logic property parser (considering the BLSTL
syntax) and evaluator (considering the BLSTL semantics). Every model checking approach supported
by Mudi employs the PBLSTL logic property evaluator to determine if PBLSTL logic properties hold
for executions of the model considered.
modules depend on the Boost Spirit C++ parser generator library (Guzman and
Kaiser, 2015). The main reason for choosing this specific parser generator as
opposed to more established ones (e.g. Bison and yacc) is its ability to generate the
parser and construct the abstract syntax tree corresponding to the logic property
using inline C++ code. Parsers generated with this library are top-down recursive
descent.
Mudi was implemented as an offline model checker and takes as input model
simulation traces (i.e. time series data) rather than computational models. The
offline model checking approach has two main advantages. First of all the model
checker implementation is decoupled from the specific modelling formalisms em-
ployed to encode the computational models. Consequently Mudi can be employed
to verify computational models encoded using various modelling formalisms pro-
vided that the corresponding computational models satisfy the constraints of an
SSpDES model. Secondly Mudi can be employed to evaluate PBLSTL specifica-
tions against time series data recorded both during in silico model simulations and
in vitro experiments. Therefore the model checker can be employed for systems
biology applications to check if executions of computational models match observa-
tions of the real-life systems they encode, and for synthetic biology applications to
check if the behaviour of synthetically engineered biological systems matches the
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Figure 3.10: Class diagram corresponding to the model checking approaches considered (see Ta-
ble 2.1), and the PBLSTL logic property parser and evaluator. The ModelCheckingManager class is
employed to run the model checking tasks. It stores a collection of (PBLSTL) logic properties rep-
resented as strings of characters, and a collection of paths to STML files. For each logic property
considered a separate model checker instance is created (e.g. StatisticalModelChecker) using a model
checker factory class (e.g. StatisticalModelCheckerFactory) corresponding to the model checking ap-
proach chosen by the user. The supported model checking approaches and corresponding factories are
implemented in classes which realize the ModelChecker, respectively the ModelCheckerFactory inter-
face. An instance of a model checking class can be used to evaluate a logic property, represented as
an instance of the AbstractSyntaxTree class, relative to a given execution of the model, represented
as an instance of the SpatialTemporalTrace class. The classes used to encode the model checking
approaches correspond to the model checking layer in Figure 3.9. To evaluate logic properties, the
logic properties need to be first parsed to check if they are syntactically correct using the Parser class,
which corresponds to the PBLSTL logic property parser in Figure 3.9. If the PBLSTL logic prop-
erty is syntactically correct then it is stored as an instance of the AbstractSyntaxTree class and can
be evaluated against executions of the model considered (i.e. spatio-temporal traces). Therefore the
AbstractSyntaxTree class corresponds to the PBLSTL logic property evaluator in Figure 3.9.
in silico predictions of the computational models employed for their design. Con-
versely the main disadvantage of implementing Mudi as an offline model checker
is efficiency, because model simulation traces cannot be generated on-demand,
in-memory and potentially stopped early. Moreover the model simulation traces
need to be stored and loaded from disk which leads to increased model checker
execution times.
To check for the presence of bugs in the implementation of Mudi both black- and
white-box testing was employed. Unit tests were implemented using the Google
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Test unit testing framework (Google, 2015) and covered all the main functionalities
of the model checker, namely parsing, evaluation and model checking. The case
studies considered in the unit tests were illustrative examples chosen for validation
purposes and were not derived from experimental studies or the literature. As
per the principles of test-driven development unit tests were typically written
first, and then the corresponding features were implemented such that the unit
tests executed successfully. Moreover when releasing a new version of Mudi the
minimum requirement was that all unit tests needed to execute successfully.
3.7.3 Availability
The source code for the spatio-temporal detection and analysis modules is made
freely available online via https://github.com/IceRage/Mule, in the GitHub reposi-
tory of the model checker Mule (see Section 5.8). Conversely the model checker
Mudi is made freely available online in binary format via the official Mudi web-
site http://mudi.modelchecking.org. In addition the official Mudi website contains
the xsd schema for STML, the datasets of STML files and PBLSTL specifications
for the case studies against which the efficacy of Mudi is illustrated (see Chapter 4),
a tutorial on how to download, install and use Mudi, and a link to the Mudi issue
tracking webpage.
3.8 Related work
Although there is currently a lack of multidimensional spatio-temporal model
checking approaches for computational models of biological systems, the need for
spatio-temporal models and corresponding analysis and validation approaches
was mentioned previously in other fields of science. Illustrative examples of such
approaches employed in epidemiology and spatial information theory are provided
below.
3.8.1 Epidemiology
A quantitative spatio-temporal model checking approach was described by Jha
and Ramanathan (Jha and Ramanathan, 2012) for reasoning about uncertainty
in epidemiological models. The authors define a Bounded Spatio-Temporal Logic
(BSTL) which extends BLTL with two spatial functions, namely P (A,C) for
computing the number of type A entities present in the compartment C, and
N(A,B, rad) for computing the number of type A entities lying within a radius
rad of one or more type B entities. More recently this work was extended by
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Hussain et al. (Hussain et al., 2014b) who define the probabilistic spatio-temporal
specification language EpiSpec. Compared to the previous approach, EpiSpec is
based on first-order logic, defines functions with a similar semantics to P and
N and additionally enables the use of potentially complex arithmetic (e.g. dE
dt
,∫ t2
t1
Edt) expressions.
Another quantitative spatio-temporal model checking approach was introduced
by Nenzi and Bortolussi (Nenzi and Bortolussi, 2014; Nenzi, 2014) and its ap-
plicability was illustrated based on an epidemiology case study describing the
spreading of cholera. The formal logic underlying the approach is called Signal
Spatio-Temporal Logic (SSTL) and it extends Signal Temporal Logic (STL) with
two spatial operators [w1,w2]φ and ⧈[w1,w2]φ. Translated into natural language the
semantics of [w1,w2]φ and ⧈[w1,w2]φ is that there exists () a location, respectively
for all (⧈) locations at a distance d ∈ [w1, w2] from the current location, logic
statement φ holds.
From a spatial point of view these approaches enable reasoning only about
properties (e.g. number of entities) in specific locations (BSTL/EpiSpec) and/or
some/all locations at a bounded distance from the current location (BSTL/EpiS-
pec, SSTL). Therefore they do not support reasoning about how emergent spatial
entities and their properties (e.g. area) change over time.
3.8.2 Spatial information theory
The spatial information theory literature describes several formal languages called
spatial logics which enable reasoning about the representation of systems in space
and potentially how this representation changes over time (Aiello et al., 2007,
Chapter 9).
Depending on the considered application the employed spatial logic can be
qualitative (e.g. (McKinsey and Tarski, 1944; Montanari et al., 2009; Randell
et al., 1992; Tarski, 1938)), (semi-)quantitative (e.g. (Condotta, 2000; Xu, 2007))
or a combination thereof (i.e. hybrid) (e.g. (Kor and Bennett, 2013; Liu et al.,
2009b)). Due to the uncertainty or lack of precision usually associated with spatial
information, qualitative spatial logics are usually employed (Bresolin et al., 2010).
Most qualitative spatial logics are defined using constraint based techniques, which
were initially developed for temporal reasoning (Aiello et al., 2007, Chapter 4).
The constraints often considered are topology, orientation and distance (Aiello
et al., 2007, Chapter 4) considering a 2D representation of space.
Topological qualitative spatial logics enable describing topological relations
between spatial entities. One of the most employed topological qualitative spatial
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logics is RCC-8 which is an instance of the Region Connection Calculus (RCC)
proposed by Randell et al. (Randell et al., 1992). The primitive relation of RCC
is C(x, y) read as “region x connects to region y” and which holds when x and y
share at least one common point. RCC-8 is an instance of RCC that contains 8
topological relations, namely DC(x, y) (i.e. x is disconnected from y), PO(x, y)
(i.e. x and y are partially overlapping), EC(x, y) (i.e. x is externally connected
with y), EQ(x, y) (i.e. x is equal to y), TPP (x, y) (i.e. x is a tangential proper
part of y), NTPP (x, y) (i.e. x is a non-tangential proper part of y), TPP−1(x, y)
(i.e. x is an inverse tangential proper part of y), NTPP−1(x, y) (i.e. x is an inverse
non-tangential proper part of y); see Figure 3.11 for a graphical description of
these relations.
(a) DC(A,B) (b) PO(A,B) (c) EC(A,B) (d) EQ(A,B)
(e) TPP (A,B) (f) NTPP (A,B) (g) TPP−1(A,B) (h) NTPP−1(A,B)
Figure 3.11: A graphical description of the topological spatial relations in RCC-8. DC(x, y) states
that regions x and y are disconnected. PO(x, y) states that x and y are partially overlapping. EC(x, y)
states that x and y are externally connected. EQ(x, y) states that x and y are equal. TPP (x, y) states
that x is a tangential proper part of y. NTPP (x, y) states that x is a non-tangential proper part of
y. TPP−1(x, y) states that x is an inverse tangential proper part of y. NTPP−1(x, y) states that x is
an inverse non-tangential proper part of y.
Directional qualitative spatial logics enable reasoning about the relative posi-
tioning/orientation of entities in space. An illustrative example of such a logic is
Rectangle Algebra (RA). In RA the relative positioning of regions in 2D space
is defined with respect to the relative positioning of the regions’ projections on
the Ox and Oy axes. The projection of a 2D region on a one-dimensional axis
is an interval. To determine the relative positioning of two intervals the set of
13 relations defined in Allen’s Interval Algebra (IA) (Allen and Hayes, 1989) are
employed {before, after, meets, met by, overlaps, overlapped by, starts, started
by, during, contains, finishes, finished by, equals}; see Table 3.2 for a description
of these relations. Since the number of IA relations is 13, the number of relations
employed to describe the relative positioning of two regions in 2D space is 13
(considering the Ox axis) · 13 (considering the Oy axis) = 169.
Finally qualitative spatial logics considering distance constraints describe the
relative distance between two entities in space using relations such as “very far”,
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Table 3.2: Interval Algebra relations defined over two intervals A and B, where A− and A+ are the
endpoints of A, respectively B− and B+ are the endpoints of B.
Relation Example Meaning
Before(A,B) A− < A+ < B− < B+
After(B,A) A− < A+ < B− < B+
Meets(A,B) A− < A+ = B− < B+
MetBy(B,A) A− < A+ = B− < B+
Overlaps(A,B) A− < B− < A+ < B+
OverlappedBy(B,A) A− < B− < A+ < B+
Starts(A,B) A− = B− < A+ < B+
StartedBy(B,A) A− = B− < A+ < B+
During(A,B) B− < A− < A+ < B+
Contains(B,A) B− < A− < A+ < B+
Finishes(A,B) B− < A− < A+ = B+
FinishedBy(B,A) B− < A− < A+ = B+
Equals(A,B) A− = B− < A+ = B+
“far”, “commensurate”, “close” and “very close”. Depending on the problem
considered the number of different distance levels varies. For instance assuming a
coarse grained representation of space two distance levels such as “far” and “close”
could potentially suffice. An example of a qualitative spatial logic considering
distance constraints is described by Clementini et al. (Clementini et al., 1997).
One of the main advantages of qualitative spatial logics is that they enable
reasoning about the spatial representation of a system in the presence of un-
certainty. Conversely one of the main disadvantages is that qualitative spatial
logic descriptions are often imprecise. Therefore it could be potentially difficult
using such logics to accurately describe how emergent spatial entities and their
properties change over time.
PBLSTL inherently supports only quantitative spatial properties. However
qualitative spatial properties can be additionally expressed in PBLSTL if they
are rewritten in a quantitative manner. For instance if we would like to specify
in PBLSTL that a point-wise region A at position (x, y) in 2D space is a non-
tangential proper part of a rectangular region B defined by the points M(0, 10),
N(10, 10), O(10, 20) and P (0, 20) (e.g. corresponding to NTPP (A,B) in RCC-8),
then we could write that the coordinates of the region A lie within and do not
touch the border of region B (i.e. 0 < x < 10 and 10 < y < 20). Moreover high-
level spatial functions could be added to PBLSTL to enable encoding quantitative
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spatial properties in a compact form (e.g. inside(A, B) if and only if 0 < x < 10
and 10 < y < 20); PBLSTL could be adapted automatically to the new type of
spatial functions using the meta model checking concept, which is introduced
later in Chapter 5.
Summary
This chapter introduced a novel multidimensional spatio-temporal model checking
methodology which enables validating computational models of biological systems
with respect to how both their numeric and spatial properties change over time
considering a single level of organization. In the beginning SSpDESs are defined
as theoretical models for abstractly representing biological systems. Next spatio-
temporal analysis modules are introduced for automatically detecting regions or
clusters in time series data and computing how their spatial properties (e.g. area,
perimeter etc.) change over time. Time series data describing how both numeric
and spatial properties change over time are formatted according to the standard
representation format STML introduced here. Then the temporal logic (P)BLSTL
is defined for encoding the formal specification against which SSpDES models
are validated. Afterwards corresponding Bayesian and frequentist, estimate and
hypothesis testing based model checking algorithms are described. Moreover a
proof is provided illustrating that the multidimensional spatio-temporal model
checking problem is well-defined. Implementation details and a concise comparison
of the approach with other spatio-temporal model checking methods from the
epidemiology and spatial information theory literature are presented in the end.
CHAPTER 4
Validation of multidimensional
computational models of
biological systems
Introduction
This chapter illustrates how the multidimensional spatio-temporal model checking
methodology described in Chapter 3 can be employed to validate computational
models of biological systems. The biological case studies considered are phase
variation in bacterial colony growth and the chemotactic aggregation of cells. Cor-
responding computational models have been validated against relevant PBLSTL
specifications using the model checker Mudi. Conclusions and limitations of the
multidimensional model checking methodology are described at the end.
4.1 Description
The efficiency and expressivity of the multidimensional spatio-temporal model
checking methodology was assessed based on two biological case studies encod-
ing phase variation patterning in bacterial colony growth, and the chemotactic
aggregation of cells.
The corresponding computational models are stochastic and have been encoded
using high-level modelling formalisms which can be translated to an equivalent
SSpDES representation.
For generalizability purposes the stochastic computational models have been
encoded using different high-level modelling formalisms, namely Coloured Stochas-
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tic Petri Nets for phase variation in bacterial colony growth, and Cellular Potts
and partial differential equations for the chemotactic aggregation of cells.
Results generated via model simulation were processed by the spatio-temporal
analysis modules and were translated to STML. The spatial entity types considered
for the phase variation and the chemotactic aggregation of cells case studies were
regions, respectively clusters.
STML files representing the model behaviour were evaluated against formal
PBLSTL specifications. The main purpose of these specifications was to illustrate
the expressivity of the methodology and not to test novel biological hypotheses.
Probability values considered in the PBLSTL statements are only approximations
of corresponding qualitative natural language descriptions (e.g. high probability
⇒ 0.9) and were chosen for illustrative purposes.
For model checking purposes no prior information was employed other than
the computational model and the PBLSTL specification. Therefore the frequen-
tist rather than the Bayesian statistical model checking approach was employed
throughout. Relevant comparisons between different approximate probabilistic
model checking approaches are provided in the original papers introducing the
approaches (see Subsubsection 2.4.2.3). Since the comparison results are indepen-
dent of particular model representations and logic formalisms they will not be
restated here.
For reproducibility purposes the generated STML files, and the formal PBLSTL
specification corresponding to both computational models have been made avail-
able at http://mudi.modelchecking.org/case-studies.
4.2 Phase variation patterning in bacterial
colony growth
Phase variation is a stochastic gene expression switching mechanism employed by
microbial populations to potentially develop variants (i.e. mutants) which adapt
to foreseeable frequent environmental or selective conditions (e.g. host immune
responses) (Salau¨n et al., 2003, 2005; Saunders et al., 2003).
One of the most readily observable compositional effects of phase variation in
cultures grown in vitro is the development of sector-like patterns (Paˆrvu et al.,
2013). The geometric properties (e.g. angle, area, shape) of these sector-like
patterns are potentially correlated with the mutation and/or fitness rates of the
bacteria.
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4.2.1 Model construction
To investigate the potential relationship between the mutation and/or fitness rates
of bacteria with phase variables genes and the geometric properties of the emerging
sector-like patterns a Coloured Stochastic Petri Net model was constructed using
the modelling software Snoopy (Heiner et al., 2012); the model is made freely
available online (Paˆrvu et al., 2015, Supplementary materials).
In this model the spatial domain is represented explicitly as a 101×101 regular
square lattice where the values recorded for each lattice position are the number
of type A (i.e. wild type) and type B (i.e. mutant) bacteria. Starting from a single
type A bacteria model simulations describe the growth of the colony according to
predefined bacterial mutation and fitness rates. The resulting sector-like patterns
are defined by lattice positions in which the proportion of type B relative to type
A bacteria is higher than a user-defined threshold.
4.2.2 Spatio-temporal analysis
The computational model was unfolded using Snoopy and simulated on a Unix
cluster using the Gillespie Stochastic Simulation Algorithm (Gillespie, 1977)
implemented in MARCIE (Heiner et al., 2013). The average model simulation
time was approximately 50 minutes.
For model checking purposes the simulation output was processed using the
spatio-temporal analysis and translated to STML. For this case study the region
detection and analysis module was employed because sector-like patterns (and not
clusters of such patterns) are of interest. An illustrative example of the translation
steps applied to each spatio-temporal time series is depicted in Figure 4.1.
4.2.3 Formal specification
The generated STML dataset was evaluated against the formal specification
comprising PBLSTL logic properties. Depending on the modelled microorganism
and the associated mutation/fitness rates the values and/or parameters of the logic
properties varied. We describe here a generic set of logic statements to illustrate the
expressivity of the formal language PBLSTL. Therefore the structure of PBLSTL
statements is emphasized and not particular parameter values. For comprehension
purposes the specification will be described both in natural language and PBLSTL
below.
1. Natural language: One of the first requirements is that the probability
of the number of sector-like patterns to increase or stay constant (but
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Figure 4.1: Spatio-temporal detection and analysis for a phase variation model simulation. Each
column corresponds to a different time point from the simulation (t = 20, 30 and 40). The rows
considered from top to bottom represent the stages of translating time series data to STML output
files (model simulation, automatic detection and analysis of regions/sector-like patterns, and output
in STML format).
never decrease) during the bacterial colony growth is greater or equal to a
threshold value. In our case we set this threshold to 0.95. The reason for
this requirement is that we do not expect developed sectors to disappear.
PBLSTL: P >= 0.95 [G [0, 100] (d(count(regions)) >= 0)].
2. Natural language: In case sector-like patterns emerge the probability
that one of them will contain holes is less than 0.05. This statement can be
rewritten using the clusteredness measure of the regions i.e. the probability
that the minimum clusteredness degree of all sectors is less than a certain
threshold value (in our case 0.9) is less than 0.05.
PBLSTL: P < 0.05 [F [0, 100] ((count(regions) > 0) ∧
(min(regions, clusteredness) < 0.9))].
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3. Natural language: The average density of the detected sectors, represent-
ing the concentration of “mutant” (type B) cells relative to “normal” (type
A) cells, should be greater than 0.5 with probability greater than 0.95.
PBLSTL: P > 0.95 [(F [0, 100] (G [0, 100] ((count(regions) > 0) ∧
(avg(regions, density) > 0.5)))) ∨ (G [0, 100] (count(regions) = 0))].
4. Natural language: Moreover the average area of the sectors oscillates at
least one time during the growth of the bacterial colony with probability
greater than 0.5. By oscillations we mean an increase of the average area
followed eventually by a decrease or vice versa. In PBLSTL oscillations can
be represented using the difference operator d. For this particular statement
we will specify that at some point in the future the rate of change (difference)
of the average area will be positive and then eventually negative or vice
versa. Such oscillations are expected because the relative density of “mutant”
cells with respect to “normal” cells is considered when detecting sectors.
Therefore as the colony grows it may be the case that at the most outward
edge of a sector initially the “mutant” cells dominate a position in the
discretised space but then they are overrun by the “normal” cells. In other
words it may be the case that a position which is contained by a sector will
no longer do so in the future.
PBLSTL: P > 0.5 [(F [0, 100] ((count(regions) > 0) ∧
(d(avg(regions, area)) > 0) ∧
F [0, 100] ((d(avg(regions, area)) < 0)))) ∨
(F [0, 100] ((d(avg(regions, area)) < 0) ∧
F [0, 100] ((count(regions) > 0) ∧
(d(avg(regions, area)) > 0)))) ∨
(G [0, 100] (count(regions) = 0))].
5. Natural language: Following the same reasoning we also specify that the
average perimeter value of the sectors oscillates at least five times during the
growth of the bacterial colony with probability greater than 0.6. The number
of oscillations was chosen to illustrate the rate at which the model checker
execution time increases when nesting multiple temporal logic propositions.
PBLSTL: P > 0.6 [(F [0, 100] ((count(regions) > 0) ∧
(d(avg(regions, perimeter)) > 0) ∧
F [0, 100] ((d(avg(regions, perimeter)) < 0) ∧
F [0, 100] ((count(regions) > 0) ∧
(d(avg(regions, perimeter)) > 0) ∧
F [0, 100] ((d(avg(regions, perimeter)) < 0) ∧
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F [0, 100] ((count(regions) > 0) ∧
(d(avg(regions, perimeter)) > 0) ∧
F [0, 100] ((d(avg(regions,perimeter)) < 0)))))))) ∨
(F [0, 100] ((d(avg(regions, perimeter)) < 0) ∧
F [0, 100] ((count(regions) > 0) ∧
(d(avg(regions, perimeter)) > 0) ∧
F [0, 100] ((d(avg(regions, perimeter)) < 0) ∧
F [0, 100] ((count(regions) > 0) ∧
(d(avg(regions, perimeter)) > 0) ∧
F [0, 100] ((d(avg(regions, perimeter)) < 0) ∧
F [0, 100] ((count(regions) > 0) ∧
(d(avg(regions, perimeter)) > 0)))))))) ∨
(G [0, 100] (count(regions) = 0))].
6. Natural language: The maximum angle described by any sector with
respect to the origin is expected to be greater than 120o with probability
less than 0.1.
PBLSTL: P < 0.1 [F [0, 100] ((count(regions) > 0) ∧
(max(regions, angle) > 120))].
7. Natural language: Moreover sectors are expected to develop from the
origin outwards. Therefore the minimum distance from the origin would be
expected to be greater than 100 (relative to scale of analysed images) with
probability greater or equal to 0.95.
PBLSTL: P >= 0.95 [(F [0, 100] (G [0, 100] ((count(regions) > 0) ∧
(min(regions, distanceFromOrigin) > 100)))) ∨
(G [0, 100] (count(regions) = 0))].
8. Natural language: Finally on average most of the sectors should develop
and maintain a triangular-like shape throughout the entire bacterial colony
growth with probability greater than 0.8.
PBLSTL: P > 0.8 [(F [0, 100] (G [0, 100] ((count(regions) > 0) ∧
(min(regions, triangleMeasure) > max(regions, rectangleMeasure)) ∧
(min(regions, triangleMeasure) > max(regions, circleMeasure))))) ∨
(G [0, 100] (count(regions) = 0))].
4.2.4 Model checking
Each PBLSTL statement, stored in a separate input file, was individually evaluated
against the STML files representing the model behaviour 500 times using the
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frequentist statistical model checking approach with the probability of type I (i.e.
false positives) and type II (i.e. false negatives) errors set to 5%; see Appendix A.2
for a more detailed description of type I and type II errors in the context of
statistical model checking. Conclusions drawn from the statistical analysis of the
model checking results corresponding to each PBLSTL statement are summarized
in Table 4.1.
Table 4.1: Model checking statistical analysis results for the phase variation case study. Entries in
the “id” column represent the numeric identifiers associated with each PBLSTL statement. The “%
true PBLSTL” column describes what percentage of the 500 executions concluded that the PBLSTL
statement is true. “#total STML” represents the total number of STML files evaluated for the PBLSTL
statement; columns “#true STML” and “#false STML” represent the number of STML files for which
the PBLSTL statement was evaluated true, respectively false. “Execution times” presents the average
model checking execution time for each PBLSTL evaluation using the “minutes:seconds” format. “µ”
and “σ” represent the mean and standard deviation.
id
% true
PBLSTL
#total
STML
#true
STML
#false
STML
Execution
times
µ σ µ σ µ σ µ σ
1 100 67.95 12.51 67.12 11.52 0.83 0.98 0:2.87 0:0.57
2 100 103.21 57.70 0.81 1.18 102.40 56.56 0:4.40 0:2.60
3 100 63.05 8.43 62.62 7.74 0.43 0.69 0:2.75 0:0.43
4 99.6 3.29 12.79 1.84 7.51 1.45 5.36 0:0.22 0:0.83
5 74.6 15.35 14.17 6.98 5.94 8.36 8.72 0:0.99 0:0.92
6 99.8 982.63 111.18 10.74 1.62 971.88 109.59 0:43.71 0:9.70
7 100 106.21 42.53 102.53 39.42 3.68 3.11 0:4.67 0:2.02
8 99.8 30.04 63.24 24.87 51.40 5.17 11.99 0:1.33 0:2.59
For half of the PBLSTL statements (id = 1, 2, 3, 7) 100% of the 500 model
checker executions concluded with the answer true. However in case of PBLSTL
statements 6 and 8 the percentage was 99.8%, respectively 99.6% for PBLSTL
statement 4 and 75.6% for PBLSTL statement 5. It is important to note that
this does not mean that the model checking results are incorrect. Moreover in
the approximate probabilistic setting if the model checking result is false for
a logic property φ this does not imply that ∼φ is true. The variation in the
results obtained for PBLSTL statements 4, 5, 6 and 8 is due to the fact that the
model checker was executed with the maximum probability of type I and type II
errors equal to 5%. Under these assumptions the evaluation result for a PBLSTL
statement depends on the order and number of obtained true/false evaluations
for individual STML files.
To reduce the variation of the PBLSTL evaluations the value of the probability
of type I/II errors needs to be decreased. The required number of evaluated
simulations is indirectly proportional to the type I/II error probability. Thus
more simulation evaluations are required as the error probabilities are decreased.
In the extreme case if the probability of both type I and type II errors is set to
zero the expected number of evaluated simulations is potentially infinite because
the entire state space of the model would be potentially investigated.
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Similarly there is a significant difference in the average total number of STML
files against which the PBLSTL statements were evaluated. Depending on the
comparison operator (<,<=, >=, >) and the specificity of the probability θ corre-
sponding to each PBLSTL statement more/less evidence is required to prove that
the statement is true/false. In our case the logic statement 6 required on average
more than 950 STML evaluations and most of the time more than the maximum
number of available simulations 1000. Since no path to an external model simula-
tor was specified the model checker did not have enough evidence to decide using
the frequentist statistical model checking approach if the PBLSTL statement holds.
Therefore the provided answer was computed using the probabilistic black-box
model checking approach.
The considerable difference in the number of required STML files is additionally
reflected in the average execution times of the model checker. Thus the highest
average execution time was recorded for the evaluation of PBLSTL statement 6.
Since the formal specification for this case study comprises all PBLSTL statements
the average execution time for the entire specification is computed as the sum of
all average execution times (see Table 4.1, column 9):
Execution timespecification = 0 : 2.87 + 0 : 4.40 + 0 : 2.75 + 0 : 0.22
+ 0 : 0.99 + 0 : 43.71 + 0 : 4.67 + 0 : 1.33
= 01 : 0.94 (minutes:seconds).
In order to decrease the overall execution time the model checker was extended
such that it can evaluate the specification comprising all PBLSTL statements
in a single run. In this case each STML file is read into memory only once and
thus reduces the number of required input/output (I/O) operations. Under these
conditions the average execution time for the entire specification considering
500 runs was 0:44.41 (minutes:seconds), compared to 01:0.94 when the PBLSTL
statements were evaluated individually.
4.3 Chemotactic aggregation of cells
Chemotaxis is the process through which cells detect concentration changes in
chemical gradients and move towards chemical attractants, respectively away from
chemical repellents. It is employed both by prokaryotic and eukaryotic cells and
underpins many biological processes (e.g. human leukocytes migrate to sites of
inflammation, cancer cells metastasize to other organs) (Cai and Devreotes, 2011;
Jin, 2013).
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In an attempt to better understand the intracellular mechanisms underly-
ing chemotaxis computational models for various types of cells have been con-
structed (Jilkine and Edelstein-Keshet, 2011). Although such models differ at
the intracellular level they exhibit relatively similar behaviours at the population
level i.e. cells aggregate in the area with the highest concentration of chemical
attractants.
4.3.1 Model construction
To gain a better understanding of the chemotactic aggregation of cells at the
entire population level a corresponding computational model was constructed
using the modelling and simulation software Morpheus (Starruß et al., 2014). The
cells and their movement in the environment was represented using a Cellular
Potts model and the distribution of the chemical gradient was encoded using
partial differential equations; the model is made freely available online (Paˆrvu
et al., 2015, Supplementary materials).
The discretised 2D space was represented using a 100× 100 square lattice on
which 100 cells were randomly distributed; cells’ positions are recomputed for
each model simulation. In order to activate the chemotactic behaviour of the
cells a chemical attractant gradient was added in the environment according to a
Gaussian distribution with parameters µx = µy = 50 and σx = σy = 10.
4.3.2 Spatio-temporal analysis
Each model simulation was generated in approximately 5 seconds and was trans-
lated to STML using the cluster detection mechanism because groups of (and not
individual) cells were of interest. Cells occupied only one position of the discretised
space and therefore their detection in images was straightforward. Instead of
employing the region detection mechanism we implemented a custom lightweight
cell detector which verifies the presence/absence of cells in each position (including
pileup) considering the average pixel intensity; see Figure 4.2 for an example
of the translation steps performed by the cluster detection mechanism for each
model simulation.
To illustrate the integration of Mudi with a model simulator the model checker
was executed initially without making available any STML files. Instead an
external script responsible for simulating the model and converting the output
to STML was provided as a command-line parameter. Thus Mudi executed the
script on demand whenever extra model simulations were required. In general if
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Figure 4.2: Spatio-temporal detection and analysis for a chemotaxis model simulation. Each column
corresponds to a different time point from the simulation (t = 1, 30 and 195). The rows considered
from top to bottom represent the stages of translating time series data to STML output files (model
simulation, automatic detection and analysis of clusters, and output in STML format). The colour
employed in the first row plots represents degree of pileup. “Yellow” positions in the discretised 2D
space are occupied by 1 cell, “green” positions by 2 cells, and “teal” positions by 3 cells. The colours
employed in the second row plots are used only to distinguish between different clusters. Each cluster
is surrounded by a polygon whose shape (triangular/rectangular/circular) best matches the shape of
the cluster.
a large number of simulations is required the maximum model checking time can
be bounded via a user-defined parameter.
4.3.3 Formal specification
The generated STML files are evaluated against a formal PBLSTL specification
describing the expected system behaviour. Similarly to the phase variation case
study the logic statements considered are generic and were chosen to illustrate
the expressivity of PBLSTL and not the phenotypic characteristics specific to a
particular type of cells. Both a natural language and PBLSTL description of the
specification is provided below.
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9. Natural language: One of the most important properties is that cells
aggregate in the area with highest concentration of chemical attractant.
This means that at least one cluster is formed at a distance smaller than
distance > 0 from the chemical gradient centre. Let us assume that the
cluster centroid is the point (x, y), and the centroid of the chemical gradient
is (703.5, 678.5). Then a cluster is at a distance smaller or equal to distance
from (703.5, 678.5) if and only if:
dist((x, y), (703.5, 678.5)) =
√
(x− 703.5)2 + (y − 678.5)2 < distance.
Considering that y ∈ (678.5− distance, 678.5 + distance) this means that:
x < 703.5 +
√
2distance − (678.5− y)2
x > 703.5−√2distance − (678.5− y)2
y < 678.5 + distance
y > 678.5− distance.
For this particular case study we set the value of distance to 50.
PBLSTL: P >= 0.9 [F [0, 200] (count(filter(clusters,
(centroidX < add(703.5, sqrt(subtract(2500,
power(subtract(678.5, centroidY ), 2))))) ∧
(centroidX > subtract(703.5, sqrt(subtract(2500,
power(subtract(678.5, centroidY ), 2))))) ∧
(centroidY < add(678.5, 50)) ∧
(centroidY > subtract(678.5, 50)))) >= 1)].
10. Natural language: In addition the average clusteredness degree of indi-
vidual clusters increases at least 5 times during the simulation time interval
[0, 200] with probability greater than 0.8. This means that the average
distance between cells in the clusters is reduced at least five times during
the specified time interval.
PBLSTL: P >= 0.8 [F [0, 200] (d(avg(clusters, clusteredness)) > 0) ∧
(X (F [0, 200] (d(avg(clusters, clusteredness)) > 0) ∧
(X (F [0, 200] (d(avg(clusters, clusteredness)) > 0) ∧
(X (F [0, 200] (d(avg(clusters, clusteredness)) > 0) ∧
(X (F [0, 200] (d(avg(clusters, clusteredness)) > 0)))))))))].
11. Natural language: In order to quantify the degree of clusteredness within
and between different clusters a cluster validity index such as the Silhouette
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can be employed. The value of the Silhouette is recorded for each time point
by the avgClusterednessClusters numeric state variable. The probability
of the avgClusterednessClusters to decrease under a threshold value (in
our case 0.5) during the time interval [0, 50] is less than 0.05. Note that
avgClusterednessClusters could be replaced by any other numeric state
variable representing the concentration of a species/protein. Therefore our
approach can be employed to reason about both spatial and non-spatial
properties, and how changes of non-spatial properties reflect on the spatial
properties and vice versa.
PBLSTL: P <= 0.05 [F [0, 50] ({avgClusterednessClusters} < 0.5)].
12. Natural language: Similarly the number of clusters is expected to decrease
and remain throughout the entire simulation less than 5 with probability
greater than 0.75. The reason for this is that simulations start with multiple
small clusters which are then expected to merge and form larger clusters
close to the area where the chemical attractant concentration is highest.
PBLSTL: P > 0.75 [F [0, 200] (count(clusters) <= 5 ∧
G [0, 200] (count(clusters) <= 5))].
13. Natural language: The chemical gradient is distributed such that the
areas of approximately equal chemical concentration have a circular/ring
shape. Therefore the shape of at least one aggregated cells cluster should
be eventually circular with probability greater or equal to 0.6.
PBLSTL: P >= 0.6 [F [0, 200] (count(filter(clusters,
(circleMeasure > triangleMeasure) ∧
(circleMeasure > rectangleMeasure))) > 0)].
14. Natural language: Finally the probability of the average clusters’ density
to never oscillate is less than 0.1. Oscillations of the density are expected
because sometimes cells pile up.
PBLSTL: P < 0.1 [∼ ((F [0, 200] ((count(clusters) > 0) ∧
(d(avg(clusters, density)) > 0) ∧
F [0, 200] ((d(avg(clusters, density)) < 0)))) ∨
(F [0, 200] ((count(clusters) > 0) ∧
(d(avg(clusters, density)) < 0) ∧
F [0, 200] ((d(avg(clusters, density)) > 0)))))].
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4.3.4 Model checking
Each PBLSTL statement, stored in a separate input file, was individually evaluated
against the STML dataset 500 times using the frequentist statistical model checking
approach. The output of the statistical analysis of the model checking results
corresponding to each PBLSTL statement is reported in Table 4.2.
Table 4.2: Model checking statistical analysis results for the chemotaxis case study. Entries in
the “id” column represent the numeric identifiers associated with each PBLSTL statement. The “%
true PBLSTL” column describes what percentage of the 500 executions concluded that the PBLSTL
statement is true. “#total STML” represents the total number of STML files evaluated for the PBLSTL
statement; columns “#true STML” and “#false STML” represent the number of STML files for which
the PBLSTL statement was evaluated true, respectively false. “Execution time” presents the average
model checking execution time for each PBLSTL evaluation using the “minutes:seconds” format. “µ”
and “σ” represent the mean and standard deviation.
id
% true
PBLSTL
#total
STML
#true
STML
#false
STML
Execution
time
µ σ µ σ µ σ µ σ
9 100 28 0 28 0 0 0 0:22.04 0:0.13
10 100 14 0 14 0 0 0 0:11.50 0:0.08
11 100 58 0 0 0 58 0 0:44.87 0:0.44
12 100 10.96 0.18 10.92 0.37 0.03 0.18 0:9.27 0:0.16
13 95.6 17.04 73.33 9.57 40.67 7.46 32.73 0:13.73 0:55.45
14 100 28 0 0 0 28 0 0:22.10 0:0.20
Similarly to the phase variation case study there are fluctuations in the
evaluation results of some PBLSTL statements. Moreover the number of required
STML files to reach a conclusion differs depending on the specificity of the logic
statement and the distribution of PBLSTL truth evaluations. In contrast to
the phase variation case study for many PBLSTL statements the variation in
the number of required STML files, and the number of true and false STML
evaluations is equal to zero. Furthermore although the average number of required
STML files for the evaluation of a PBLSTL statement (≈ 26) is less than for
the phase variation case study (≈ 171.47), the average execution time is higher
(chemotaxis: 20.585s, phase variation: 7.6175s). The reason for this is that most
of the execution time of the model checker is spent on I/O operations. Thus the
execution time depends on both the number and size of STML files which are
read into memory. The average STML file size for the phase variation case study
is 64759.2 bytes, respectively 1397460 bytes for the chemotaxis case study. Thus
the ratio between the file size for the phase variation and chemotaxis case study
is 0.04, but the ratio between their average execution times is only 0.37.
Finally the average execution time for the entire specification is computed as
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the sum of all average execution times (see Table 4.2, column 9):
Execution timespecification = 0 : 22.04 + 0 : 11.50 + 0 : 44.87 + 0 : 9.27
+ 0 : 13.73 + 0 : 22.10
= 02 : 3.51 (minutes:seconds).
Similarly to the phase variation case study evaluating the specification comprising
all PBLSTL statements in the same model checker run leads to a decrease in
the execution time. The average execution time recorded for the entire chemo-
taxis specification considering 500 runs of the model checker was 0:56.18 (min-
utes:seconds) i.e. less than 50% of the average execution time when each PBLSTL
statement was evaluated separately (02:3.51 minutes:seconds).
4.4 Discussion
The multidimensional spatio-temporal model checking methodology is an extension
of the existing model checking approaches because it enables the validation of
models with respect to (clusters of) spatial entities and how their properties
change over time. The ability to reason about spatial entities and the interactions
between them proves useful for the automatic in silico validation of complex spatio-
temporal models. Stochastic biological systems are represented as SSpDESs and
the formal specification is encoded in PBLSTL. The model checking approach
has been implemented in the model checker Mudi which is made freely available
via the official web page http://mudi.modelchecking.org.
4.4.1 Supported modelling formalisms
The presented methodology and the model checker Mudi can be employed to vali-
date computational models encoded using various high-level modelling formalisms
because only the model simulation output and not the computational model used
to produce it is considered.
To illustrate the generalizability of our approach the computational model for
the phase variation case study was formalised as a Coloured Stochastic Petri Net,
and the computational model for the chemotaxis case study as a Cellular Potts
model integrated with a system of partial differential equations.
Although Mudi is not dependent on the model type it does place a restriction
on the simulation output format. All time series data need to be translated to the
standard data representation format STML. In our approach this conversion is
Paˆrvu O., 2015, CHAPTER 4. VALIDATION OF MULTIDIMENSIONAL 111
carried out automatically by scripts calling the parameterised region (e.g. phase
variation) and cluster (e.g. chemotaxis) detection mechanisms.
4.4.2 Spatio-temporal analysis based on image
processing
The main reason for choosing image processing functions for detecting and
analysing spatial entities in time series data is that images could be generated from
in silico simulations but also recorded during wet-lab experiments. Therefore our
methodology could be potentially used in the future to automatically determine
if certain spatio-temporal properties hold for both in silico and in vitro generated
datasets.
Quantifying how many logic statements hold for computational models vs
wet-lab datasets could prove to be useful as a measure of similarity/fitness
and therefore be employed in automatic model construction and/or parameter
estimation/synthesis algorithms.
Although image processing functions were employed here to detect and analyse
spatial entities in time series data the system was designed in a modular fashion
such that the model checker Mudi (and the associated binary) is decoupled from
the region/cluster detection mechanism (and its implementation). Thus potential
users of the model checker could extend our implementation with their own
customized spatial entity detection and analysis modules.
4.4.3 STML files generated on demand
In addition Mudi supports validating models based on pre-generated STML files
(e.g. phase variation) or it can generate STML files on demand (e.g. chemotaxis).
In case STML files are generated on demand a user-defined script calling the
model simulator needs to be made available. For the chemotaxis case study a Bash
script was created to execute the Linux version of the Morpheus model simulator
and translate the simulation output to STML. Although writing scripts for the
integration of Mudi with various model simulators requires expert knowledge, the
scripts, if designed properly, need to be potentially written only once.
4.4.4 Supported model checking algorithms
The efficiency and complexity of the methodology was illustrated for the phase
variation and chemotaxis case studies by employing only the frequentist statistical
model checking algorithm. However Mudi comprises both Bayesian and frequentist,
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estimate and statistical hypothesis testing based model validation approaches.
Depending on the availability of prior knowledge and the preferred method to
formulate the model validity problem different algorithms could be used.
4.4.5 Scalability
The scalability of the methodology depends on the size and representation of the
modelled system. An increase in the size of the system will negatively impact
the model simulation time directly, and the spatio-temporal analysis and the
evaluation of logic properties indirectly. The rate at which the model simulation
time changes, with respect to the system size, can vary considerably depending
on the employed model representation and simulation algorithm. For instance the
systems considered by the phase variation and chemotaxis case studies were of
similar size (discretised space of size 101×101 for phase variation, and 100×100 for
chemotaxis) and complexity, but their simulation time was significantly different
(average model simulation time was 50 minutes for phase variation, and 5 seconds
for chemotaxis). In contrast both the spatio-temporal analysis and evaluation of
logic properties depend on the size of the simulation traces, and not the models
used to produce them. Therefore they are expected to scale well (polynomially)
with respect to the size of the system. To conclude, one potential bottleneck, if
any, for the scalability of the methodology is the model representation and/or
simulation algorithm, and not the model validation.
4.4.6 Limitations
In spite of the above described features our approach has the following limitations,
which will be addressed in Chapter 5.
First of all the collections of spatial entity types (e.g. regions) and properties
(e.g. area) considered are hardcoded into the methodology and the model checker
Mudi. Therefore the current version of the model checker cannot be employed for
validating models which correspond to other spatial entity types (e.g. 3D structure)
and properties (e.g. volume, 3D shape). For instance adapting the methodology
to the full 3D scenario would require changing the definition of SSpDESs such
that spatial state variables are evaluated to three- instead of two-dimensional
arrays of real values, defining a set of 3D specific spatial properties, including
them in the logic PBLSTL and developing algorithms for automatically extracting
such spatial properties from 3D images.
Secondly the presented methodology is limited to spatio-temporal uniscale
models i.e. it assumes that all spatial properties correspond to the same spatial
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scale. However for real-life applications there is a need to build and integrate
models across multiple temporal and/or spatial scales which are not covered here.
Multiple spatial scale models are not currently supported because the methodology
does not include a mechanism to explicitly distinguish between spatial patterns
from different scales.
Finally our approach has been validated only on simulated data but it should be
applicable to real-life datasets as well. Moreover the usefulness of our methodology
was illustrated only on biological case studies. However there is nothing inherent
to the methodology which limits it to the biological and/or medical scenarios.
Therefore one potential direction for future work is to apply this approach to
non-biological case studies as well in an attempt to test its applicability limits
and/or discover new features which should be included.
Summary
In this chapter the efficiency and applicability of the multidimensional spatio-
temporal model checking methodology was assessed against two biological case
studies encoding phase variation in bacterial colony growth and the chemotactic
aggregation of cells. The conclusions drawn were that the methodology is general
because it can be employed for computational models encoded using various
high-level modelling formalisms, it employs spatio-temporal analysis methods
which can be applied to time series data potentially originating from outside
the in silico environment, and it supports both Bayesian and frequentist model
checking approaches. Conversely one of the main limitations of the methodology
is that the collections of spatial entity types and properties considered are fixed.
Therefore the methodology cannot be employed in its current form for case
studies in which other spatial entity types (e.g. 3D structure) and properties
(e.g. volume) are relevant. Moreover the methodology is currently limited to
uniscale computational models and therefore does not enable reasoning about
how properties corresponding to biological subsystems from different scales relate
to each other. Both of these limitations are addressed in Chapter 5.
CHAPTER 5
Multiscale multidimensional
spatio-temporal meta model
checking
Introduction
In this chapter the multidimensional spatio-temporal model checking methodology
and implementation are extended such that they can be employed to validate both
uniscale and multiscale computational models of biological systems with respect
to case study specific spatial entity types and measures. The resulting approach
is called multiscale multidimensional spatio-temporal meta model checking and
is described and compared with the multidimensional model checking approach
throughout the chapter. Related approaches for reasoning about how systems
evolve over space, time and across multiple scales are described in the end.
5.1 Multiscale computational models of
biological systems
Most of the existing computational models of biological systems are uniscale and
therefore abstract away all biologically relevant details from more fine- and/or
coarse-grained levels of organization (Sloot and Hoekstra, 2010). The main
reason for this is that by minimizing the amount of details included in the model
its complexity, simulation and analysis times are reduced. However the main
disadvantage of uniscale computational models is that they do not enable gaining
a truly systems level understanding of how biological systems function (Dada
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and Mendes, 2011) i.e. how changes at fine-grained scales are responsible for the
behaviours observed at coarse-grained scales and vice versa, which is one of the
main aims of systems biology.
To overcome this limitation multiscale computational models of biological
systems need to be developed instead (Schnell et al., 2007).
The importance of multiscale computational models has been recognized at an
international level as shown by the large number of active multiscale modelling
projects in the European Union and the United States alone, which has reached at
least a few hundred in 2014 and is currently following an increasing trend (Groen
et al., 2014), and by the 2013 Nobel prize in chemistry awarded to Martin Karplus,
Michael Levitt and Arieh Warshel for their contributions to the development of
multiscale computational models of complex chemical systems (Thiel and Hummer,
2013).
The minimum requirements for a model to be considered multiscale
are (Bernard, 2013):
• The model covers two or more spatial and/or temporal scales;
• There is interaction between scales.
When studying biological systems the spatial and/or temporal scales considered
usually correspond to a subset of the following ten levels of biological organiza-
tion (Southern et al., 2008) (ordered from fine- to coarse-grained):
1. Quantum: Modelling electron-electron interactions.
2. Molecular: Representing the interactions between atoms (and ions) of
interest.
3. Macro-molecular: Considering the interactions between several molecules.
4. Subcellular: When the number of molecules/particles considered is large
it is too computationally expensive to simulate the interactions between
them explicitly. The entire process can be modelled as a single continuum
capturing how the average number of molecules/particles changes over time.
The natural upper bound of this continuum is the cell membrane.
5. Cellular: Cells are the basic structural and functional component of an
organism and lie at the interface between most micro- and macro-scale
biological processes. Therefore this is the level from which most middle-out
multiscale modelling integration procedures start.
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6. Tissue: Modelling how large groups of connected cells of the same type
perform a specific function (e.g. myocardium).
7. Organ: Integrating multiple tissue models of potentially different types
into a discrete entity performing a function or group of functions (e.g. heart).
Such models usually account for the explicit geometry of the organ.
8. Organ system: Representing a group of organs which perform a common
function together (e.g. cardiovascular system).
9. Organism: Modelling an individual life form (e.g. human).
10. Environment: Considering the external factors (e.g. temperature, humid-
ity) and their influence on the development of the organism.
Depending on the organism considered and its inherent complexity (e.g. lower vs.
higher organisms) some of these levels might not be present. For instance lower
organisms such as bacteria do not have organs, whereas higher organisms such
as primates do. Moreover the spatial and temporal scales corresponding to each
level of biological organization can vary significantly depending on the biological
system considered. For instance the spatial and temporal scales associated with
the organism level of organization are much smaller for a mayfly (i.e. u 105s,
u 10−3m) than for a human (i.e. u 109s, u 100m).
The construction of a multiscale computational model usually starts from the
level of biological organization where the most data and knowledge are available.
Once a single scale model is built and validated, the construction continues with
the integration of models from the subsequent levels of organization, which are
either above or below depending on the chosen model construction strategy (i.e.
top-down, bottom-up or middle-out). Integrating computational models across
scales represents one of the biggest challenges of multiscale modelling (Dada and
Mendes, 2011; Groen et al., 2014). Several reasons for this are:
• The uniscale computational models considered have been potentially encoded
using different formalisms and their integration is not straightforward;
• The complexity of the multiscale model could increase nonlinearly when
integrating multiple uniscale models to the point where model simulations
and/or parameterizations cannot be executed in reasonable time;
• Quantifying the magnitude of errors in the multiscale model can prove
challenging especially when the submodels have been developed considering
different levels of approximation (Yang, 2013).
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In order to tackle these challenges and enable the systematic construction
of multiscale models there is a need to develop a generic multiscale modelling
methodology which will be adopted by most of the scientific community (Hoekstra
et al., 2014).
Although such a generic community-wide adopted approach does not yet exist
various multiscale modelling approaches have been developed for computational
models of biological systems. They are either tailored to a particular biological
problem (i.e. problem specific) or generic (i.e. problem independent). An example
of a problem specific modelling approach for cancer systems biology is described
by Chaudhary et al. (Chaudhary et al., 2013). Conversely some of the most
employed problem independent multiscale modelling approaches are described in
Table 5.1.
Table 5.1: Several of the most employed problem independent multiscale modelling approaches
for constructing computational models of biological systems. For each problem independent multiscale
modelling approach considered the table columns record (from left to right) the name of a corresponding
software tool, description, supported model types and references.
Software Description Model types Ref.
Chaste
A generic open source multiscale modelling
and simulation framework for biological and
physiological problems. The current version of
the framework contains two modules, namely
the Cardiac and the Cell-based module.
Ordinary/partial
differential
equations
(ODE/PDE),
rule-based models,
Cellular Potts
models (CPM),
cellular automata,
lattice-free models
(Mirams
et al.,
2013)
Coloured
Stochastic
Multilevel
Multiset
Rewriting
(CSMMR)
model
simulator
A multilevel multiset rewriting modelling
approach which enables the construction of
computational models with parameters,
dynamic compartments and multilevel
compartmental structures.
CSMMR models
(Oury
and
Plotkin,
2011)
Compu-
Cell3D
A multiscale modelling framework for
representing cellular (using Cellular Potts
models) and subcellular behaviours (when
interfaced with numerical solvers such as
BionetSolver).
CPMs, model
types (e.g. ODE)
supported by
various numerical
solvers
(Swat
et al.,
2012)
FLAME
A generic multi-agent modelling platform
employed, amongst others, to construct a
multiscale 3D model of the epidermis (Adra
et al., 2010).
Agent-based
models (ABM)
(Kiran
et al.,
2010)
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Software Description Model types Ref.
JAMES II
A multilevel rule-based modelling framework
developed to support the construction of
computational models of cell biological
systems which span multiple levels of
organization (Helms et al., 2014).
ML-Rules models
(Maus
et al.,
2011)
ManyCell
A multiscale cellular modelling environment
encoding cells as agents, and subcellular
processes as systems of ODEs that are solved
using COPASI Web Services (Hoops et al.,
2006).
ABMs, ODEs
(Dada
and
Mendes,
2012)
MOBI and
PK-Sim
Commercial multiscale modelling tools
employed for developing physiologically-based
pharmacokinetic whole-body models.
ODEs, metabolic
network models
simulated using
Dynamic Flux
Balance Analysis
(Krauss
et al.,
2012)
Morpheus
A multiscale cell-based modelling and
simulation environment which enables
integrating Cellular Potts (for cell behaviour)
with ordinary, stochastic and delay differential
equation (DDE) based models.
Reaction-diffusion systems are also supported
and encoded using PDEs.
CPMs, ODEs,
DDEs, PDEs
(Starruß
et al.,
2014)
Multiscale
Modelling
and
Simulation
Framework
A domain-independent multiscale modelling
framework based on complex
automata (Hoekstra et al., 2007), validated
against case studies from different domains of
science (Borgdorff et al., 2014a). Single scale
models can be encoded using different
modelling formalisms, are integrated according
to the Multiscale Modelling Language (Falcone
et al., 2010) specification, and simulated (in a
distributed fashion) using the MUSCLE
2 (Borgdorff et al., 2014b) model coupling and
simulation library; see (Caiazzo et al., 2011)
for an illustrative biomedical application.
Modelling
formalism
independent
(Chopard
et al.,
2014)
NetLogo
A multi-agent modelling environment which
can be integrated with deterministic
continuous (ODE) models via a Matlab
extension called MatNet. Illustrative
biomedical examples include a model of acute
inflammation (An, 2008) and Pseudomonas
aeruginosa biofilm formation (Biggs and
Papin, 2013).
ABMs, ODEs
(Wilen-
sky,
2015)
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Software Description Model types Ref.
Open-
CMISS
An open source multiscale modelling
framework implemented in Fortran which
supports models encoded in Cell Markup
Language (CellML) (Lloyd et al., 2004) and
Field Markup Language (FieldML) (Christie
et al., 2009), standard model representations
developed within the VPH and Physiome
projects.
CellML models,
FieldML models
(Bradley
et al.,
2011)
PhysioDe-
signer
A multilevel modelling framework based on
the Physiological Hierarchy Markup Language
(PHML), a standard modelling language for
the integration of single scale models.
PHML models
(Asai
et al.,
2014)
Snoopy
A unified Petri nets based modelling
framework employed to construct both
uniscale (Paˆrvu et al., 2015) and
multiscale(Gao et al., 2013; Liu and Heiner,
2013) computational models of biological
systems.
Qualitative,
deterministic,
stochastic and
hybrid (coloured)
Petri nets
(Heiner
et al.,
2012)
Using such modelling approaches various multiscale computational models
of biological systems have been constructed, covering different organisms (e.g.
microorganisms (Biggs and Papin, 2013), plants (Grafahrend-Belau et al., 2013),
humans (Krauss et al., 2012)), organ systems (e.g. cardiovascular system (Caiazzo
et al., 2011; Formaggia et al., 1999; Lagana` et al., 2005), digestive system (Du
et al., 2013a; Graudenzi et al., 2014), nervous system (Bouteiller et al., 2011))
and diseases (e.g. thrombus formation (Xu et al., 2010), cancer (Deisboeck et al.,
2011; Masoudi-Nejad et al., 2014), Crohn’s disease (Dwivedi et al., 2014)).
To use results generated by multiscale computational models outside the
in silico environment the models need to be validated first. However generic
methodologies for multiscale model validation and error quantification have not
yet been developed (Hoekstra et al., 2014). Moreover validating multiscale
computational models against real-life data is often not possible due to the lack of
relevant information from and between all relevant levels of organization (Walpole
et al., 2013).
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5.2 Multiscale multidimensional
spatio-temporal model checking workflow
To overcome these limitations a multiscale multidimensional spatio-temporal model
checking methodology is defined which enables the validation of computational
models of biological systems in the in silico environment with respect to both how
numeric and spatial properties change over time and across multiple scales. In
contrast to the multidimensional model checking approach described in Chapter 3
which assumes that the modelled systems cover a single scale, the multiscale
approach enables reasoning about how changes from different scales relate to one
another.
However similarly to the multidimensional model checking approach (see
Chapter 3) the multiscale model checking methodology is general and supports
computational models encoded using various modelling formalisms because it is
not defined relative to models but to model simulation traces. Moreover due to the
large state spaces usually associated with complex multiscale computational models
of biological systems only approximate probabilistic model checking approaches
(see Subsection 2.4.2, Table 2.1) are considered throughout.
The main contributions of this chapter are:
• Definition of multiscale stochastic spatial discrete-event systems (MSSpDES)
as theoretical models for describing how a system evolves over time, space and
multiple scales. MSSpDESs extend SSpDESs with multiscale architecture
(MA) graphs that explicitly encode the hierarchical organization of multiscale
systems, and a state variable scale and subsystem (SVSS ) assignment
function which maps state variables to scales and subsystems encoded as
vertices in MA graphs (Section 5.3).
• A formal Probabilistic Bounded Linear Multiscale Spatial Temporal Logic
(PBLMSTL) for encoding the multiscale multidimensional spatio-temporal
specifications against which the models are validated. One of the most
significant extensions of PBLMSTL with respect to PBLSTL are the mech-
anisms which enable explicitly distinguishing between state variables from
different scales (Section 5.5).
• Generalization of the multiscale model checking approach such that it is
independent of case study specific spatial entity types and corresponding
properties; the generalized approach is called multiscale meta model checking
(Section 5.7).
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• Implementation of the multiscale multidimensional spatio-temporal meta
model checking approach in the model checker Mule (http://mule.
modelchecking.org) which is freely available online in binary and source
code format, and as a Docker image. Mule is an extension of Mudi and
therefore supports the same Bayesian and frequentist, hypothesis testing
and estimate based approximate probabilistic model checking algorithms
(Section 5.8).
• Definition of multiscale spatio-temporal analysis module as a multiscale
extension of the spatio-temporal analysis module introduced in Section 3.4
which automatically detects and analyses regions (see Subsubsection 3.4.1.1)
and clusters (see Subsubsection 3.4.1.2) from multiple scales. The output
of this analysis module is formatted according to the constraints of the
Multiscale Spatial Temporal Markup Language (MSTML) introduced here.
MSTML adapts the STML standard representation format (see Subsec-
tion 3.4.3) to the multiscale scenario (Section 5.4).
The multiscale multidimensional spatio-temporal model checking workflow
is depicted in Figure 5.1 and comprises the same steps as the multidimensional
model checking approach but adapted to the multiscale context:
1. Model construction: Using biological observations and/or relevant refer-
ences from the literature to construct the multiscale computational model.
2. Multiscale spatio-temporal analysis: Each time the model is simulated
time series data are generated in which spatial entities from multiple scales
are automatically detected and analysed. The output of the multiscale
spatio-temporal analysis is formatted according to MSTML.
3. Formal specification: The specification of the system is mapped from
natural (e.g. English) language into formal PBLMSTL statements.
4. Model checking: The model checker takes the processed time series data
(formatted according to MSTML) and the PBLMSTL specification as input
and decides if the model is valid relative to the specification using the model
checking algorithm chosen by the user (e.g. frequentist statistical model
checking). In case the model is invalid it is updated and validated again.
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to PBLMSTL
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Figure 5.1: Multiscale multidimensional spatio-temporal model checking workflow. The first step (1)
in the workflow is using biological observations and/or information from the literature to construct the
multiscale computational model of a biological system. Next (2) the model is simulated to produce time
series data in which spatial entities from multiple scales are automatically detected and analysed using
the multiscale spatio-temporal analysis module. The scales, spatial entity types and spatial measures
considered in the multiscale spatio-temporal analysis correspond to the scales, spatial entities and
spatial measures described in the natural language specification; the dependency between the natural
language specification and the multiscale spatio-temporal analysis is represented by a dashed arrow.
Then (3) the specification against which the model is validated is translated manually from natural to
formal PBLMSTL language. Finally (4) using the model checker Mule the model is validated relative
to the given PBLMSTL specification. If the model is declared invalid then it is updated and steps (2)
and (4) are repeated.
5.3 Model construction
The biological systems modelled here are assumed to be inherently complex,
stochastic and to span multiple levels of organization (Southern et al., 2008),
where each level of organization has an associated spatio-temporal scale. Moreover
it is assumed in the following that biological systems which are multilevel (i.e.
span multiple levels of biological organization) are inherently multiscale (i.e. span
multiple spatio-temporal scales). Therefore the terms multiscale and multilevel,
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respectively scale and level are used interchangeably in this thesis. Similarly to
the multidimensional model checking approach in the following we assume that
spatial domains are discretised and represented in pseudo-3D. However adapting
the methodology to other numbers of dimensions requires minor changes which
are described later. Moreover we consider here that the modelled systems are
discrete-event systems i.e. they transition from the current to the next state only
when an event occurs (e.g. a biochemical reaction).
Although SSpDESs (see Subsection 3.3.2) enable reasoning about how stochas-
tic discrete-event systems change over time and space, they are not suitable for
multiscale systems due to two main limitations. First of all in an SSpDES it is
assumed that the size of the discretised spatial domain, which is encoded by the
spatial value assignment function SpV , is the same for all spatial state variables.
Secondly SSpDESs do not store any information regarding the scale to which each
state variable corresponds. Therefore it is not possible to explicitly distinguish
between state variables representing processes occurring at different levels of
organization.
For addressing the first limitation the spatial value assignment function SpV in
an SSpDES can be replaced with a collection of spatial value assignment functions
CSpV = {SpV | SpV is defined identically as for an SSpDES},
where each spatial value assignment function SpV ∈ CSpV corresponds to discre-
tised spatial domains of a particular size m× n. In order to extend the spatial
representation from two to, for instance three dimensions, the codomain of each
SpV ∈ CSpV would be Rm×n×p instead of Rm×n.
5.3.1 Encoding the hierarchical system structure
To address the second limitation the hierarchical organization (Southern et al.,
2008) of biological systems needs to be represented explicitly in the models.
Throughout we assume that biological systems can be decomposed in a top-
down manner from coarse-grained (e.g. population/organism) to fine-grained (e.g.
intracellular/molecular) scales. Moreover at each scale (e.g. organ) one or multiple
biological subsystems (e.g. heart and kidney) could be explicitly considered.
The number and type of biological subsystems and/or scales considered differs
depending on the addressed biological question.
To formally encode this hierarchical top-down structure a rooted (directed)
tree (Bondy and Murty, 2010, Chapter 4) is employed called the multiscale
architecture graph MA = (VMA, EMA), where VMA represents the set of vertices
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and EMA the set of directed edges. Each vertex v ∈ VMA is encoded as a tuple (sc,
subsys) where subsys represents a particular biological subsystem (e.g. heart) and
sc its corresponding scale (e.g. organ). The root vertex (e.g. (organism, human))
corresponds to the most coarse-grained representation of the biological system
considered. Directed edges (v, vi) ∈ EMA, i = 1,m, link the biological subsystem
represented by vertex v to all its m constituent subsystems from finer-grained
scales represented by vertices vi.
The main reason for choosing the rooted directed tree representation is that
its structure is inherently hierarchical and represents the organization of biological
organisms. Moreover it can be used to encode how the behaviour of a subsystem
from a higher scale is determined by the behaviour of one or multiple subsystems
from lower scales.
Given a biological system BS the corresponding MA graph is constructed as
follows; see Figure 5.2 for an illustrative example. First of all both BS and its
corresponding subsystems relevant to the addressed biological question, together
with their associated scale, are encoded as a set of vertices VMA (see Figure 5.2(a)).
Secondly starting from the vertices at the most coarse-grained scales directed
edges are added towards their constituent subsystems. This step is repeated
for all finer-grained scales considered until the entire hierarchical structure of
BS is explicitly represented. Depending on the hierarchical representation of
BS, vertices at the same depth in MA could correspond to different scales (see
Figure 5.2(b)). The resulting MA graph should be a directed connected rooted
acyclic graph, which means there exists a unique path from the root to every
vertex, respectively MA should not contain any cycles.
However for some systems it is possible that the resulting MA graph is a
directed acyclic graph but not a rooted directed tree because it contains vertices
that have multiple incoming directed edges, which means they are part of more
than one biological subsystem. For instance in Figure 5.2(b) the vertex (Tissue,
CardiacMuscle) has two parent vertices, namely (OrganSystem, Cardiovascular)
and (OrganSystem, Musculoskeletal). Vertices having more than one parent vertex
in a directed acyclic graph are similar to classes which inherit from multiple parent
classes (i.e. multiple inheritance) in object oriented programming. In our approach
multiple inheritance is resolved by transforming the directed acyclic graph in a
rooted directed tree. Every vertex with n incoming directed edges is replicated
n− 1 times such that each instance of the vertex has only one incoming directed
edge. In order to distinguish between the n vertex instances either the associated
scale or subsystem label needs to be renamed accordingly (see Figure 5.2(c)).
The main advantages of resolving multiple inheritance by transforming a
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(d) Ensure there is only one root vertex
(c) Replicate and update vertices with more than one incoming directed edge
(b) Add directed edges between vertices
OrganSystem, Cardiovascular OrganSystem, MusculoskeletalOrgan, Liver
Tissue, CardiacMuscle
OrganSystem, Cardiovascular OrganSystem, MusculoskeletalOrgan, Liver
CardiovascularTissue, CardiacMuscle MusculoskeletalTissue, CardiacMuscle
OrganSystem, Cardiovascular OrganSystem, MusculoskeletalOrgan, Liver
Organism, Human
CardiovascularTissue, CardiacMuscle MusculoskeletalTissue, CardiacMuscle
OrganSystem, Cardiovascular OrganSystem, MusculoskeletalOrgan, Liver
Tissue, CardiacMuscle
(a) Encode biological subsystems as vertices
Figure 5.2: Illustrative example on how to construct a multiscale architecture graph. Let us assume
that the biological subsystems considered are the human liver, the cardiac muscle tissue, and the car-
diovascular and musculoskeletal organ systems. First of all (a) the biological subsystems and their asso-
ciated scales are encoded as vertices (OrganSystem, Cardiovascular), (OrganSystem, Musculoskeletal),
(Organ, Liver) and (Tissue, CardiacMuscle). Next (b) directed edges are added between each system
and its constituent subsystems. The considered directed edges are ((OrganSystem, Cardiovascular),
(Tissue, CardiacMuscle)) and ((OrganSystem, Musculoskeletal), (Tissue, CardiacMuscle)). The next
step (c) is to eliminate vertices with multiple incoming directed edges from the graph. Therefore the
vertex (Tissue, CardiacMuscle) is duplicated, each resulting instance (i.e. (CardiovascularTissue, Car-
diacMuscle) and (MusculoskeletalTissue, CardiacMuscle)) is renamed according to its corresponding
parent vertex, and the directed edges are updated accordingly. The last step (d) is to ensure that
the MA graph’s root vertex is unique. For this purpose the (Organism, Human) vertex and the corre-
sponding directed edges ((Organism, Human), (OrganSystem, Cardiovascular)), ((Organism, Human),
(OrganSystem, Musculoskeletal)) and ((Organism, Human), (Organ, Liver)) are added to MA.
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directed acyclic graph in a rooted directed tree are clarity and simplicity because
each vertex in the tree will have only one parent, and implicitly the path from
the root of the tree to each vertex is unique. Conversely the main disadvantage
is that vertices need to be replicated and this leads to an increase in the size of
the MA graph. Alternative approaches for resolving multiple inheritance which
do not require increasing the number of vertices in the graph are graph-oriented
and linear solutions (Snyder, 1986). In graph-oriented solutions the structure of
the directed acyclic graph is preserved, whereas in linear solutions the directed
acyclic graph is flattened and transformed into a linear sequence of vertices such
that each vertex has at most one parent and/or child vertex. However whenever
employing graph-oriented and linear solutions vertex descriptions are lengthier
because the parent vertex (i.e. context) considered for each vertex needs to be
defined explicitly.
Finally it may happen that in the updated MA graph multiple vertices
v1, v2, ..., vp do not have any incoming directed edge and should therefore be
labelled as root vertices (see Figure 5.2(c)). However in a rooted directed tree
there can only be one root vertex. To address this issue an artificial root vertex
vroot can be created and added to VMA, whose corresponding scale is higher than
that of v1, v2, ..., vp, and which will be connected via a directed outgoing edge with
each vertex vi, i = 1, p. Although the vertex vroot will not be explicitly considered
in the model it ensures that the structure of MA is tree-like (see Figure 5.2(d)).
Considering that the resulting MA graph is a rooted directed tree, a strict
partial order < can be defined over the set of vertices VMA, where v1 < v2, for all
v1, v2 ∈ VMA, if the unique path from the root to v1 passes through v2. Similarly
a non-strict partial order ≤ can be defined over VMA, where v1 ≤ v2 if the unique
path from the root to v1 passes through v2, or v1 = v2. One of the main practical
benefits of defining these partial orders is that they enable writing expressions
for referring to all subsystems vi of a system vj (vi ≤ vj), and all ancestor/parent
systems vk of a subsystem vl (vl < vk) in a concise manner. Therefore such
expressions could be employed to write shorter formal specifications against which
MSSpDES models are validated.
To enable mapping both numeric and spatial state variables to particular
scales and subsystems encoded as vertices in the MA graph the state variable
scale and subsystem assignment function SVSS is introduced:
SVSS : NSV ∪ SpSV → VMA,
where NSV and SpSV are sets of numeric, respectively spatial state variables,
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and VMA is the set of vertices corresponding to MA.
5.3.2 Multiscale stochastic spatial discrete-event systems
Using the above notations we define multiscale stochastic spatial discrete-event
systems (MSSpDES) as an extension of SSpDESs where the spatial value as-
signment function SpV is replaced by a collection of spatial value assignment
functions CSpV , the multiscale architecture graph MA is defined to encode the
hierarchical representation of the systems considered, and the state variable scale
and subsystem assignment function SVSS is introduced to associate state variables
with particular scales and subsystems encoded as vertices in the MA graph.
Definition 13 Multiscale stochastic spatial discrete-event system
(MSSpDES)
An MSSpDES M is a 9-tuple 〈S, T , µ, NSV , SpSV , NV , CSpV , MA, SVSS 〉
where:
• S, T , µ, NSV , SpSV and NV have the same semantics as for an SSpDES
(see Definition 5);
• CSpV is the collection of spatial value assignment functions;
• MA is the multiscale architecture graph encoding the hierarchical structure
of the system considered;
• SVSS is the state variable scale and subsystem assignment function which
associates state variables with particular scales and subsystems.
For explanatory purposes an illustrative example of a simple MSSpDES is
given below.
Example 9 Illustrative example of an MSSpDES encoding the move-
ment of a unicellular organism
Let us assume that we would like to model the movement of a unicellular mi-
croorganism in a fixed size environment (here a discretised rectangular grid of
size 2 × 2). For simplicity the cell can only move up/down and left/right. In
order to move the cell requires energy which it can chemically convert from an
abstractly denoted nutrient A; the chemical reaction for converting A to energy
is A→ Energy. If nutrient A is available intracellularly then it can be converted
directly to energy. Otherwise it has to be assimilated from the environment first;
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the cell can only assimilate nutrients from the position of the discretised space
which it currently occupies. The probability of the cell to move is 20%, 30% to
convert A to energy and 50% to assimilate A from the environment.
Although the system considered in this example is much simpler than a real-life
one, it suffices to illustrate the principles of abstractly representing an MSSpDES
as follows.
The spatial state variables employed to describe the behaviour of the sys-
tem are Cell — encoding the position of the cell in the discretised space, and
A extracellular — representing the distribution of nutrient A in the environ-
ment. Conversely the employed numeric state variables are A intracellular —
encoding the intracellular availability of nutrient A, and Energy — representing
the cell’s energy supply. The subsystems considered and their corresponding
scales are energy production reaction network at the intracellular scale, microor-
ganism at the cellular scale, and growth media at the environment scale. State
variables associated with the energy production network (intracellular scale) are
A intracellular and Energy, respectively Cell with the microorganism (cellular
scale), and A extracellular with the growth media (environment scale). In the
initial state of the system S0, depicted in Figure 5.3, the cell is positioned in the
lower right part of the environment, A extracellular is uniformly distributed
across the entire environment (i.e. A extracellular[i, j] = 1, for all i, j = 1, 2),
and the initial levels of A intracellular and Energy are zero.
State S0
Cell A_extracellular
0
0 1
0 1
1
1
1
A_intracellular Energy
00
Figure 5.3: Initial state of the MSSpDES encoding the movement of a unicellular organism. Cell
and A extracellular are the spatial state variables representing the position of the cell, respectively
distribution of nutrient A in the environment. A intracellular and Energy represent the intracellular
availability of nutrient A, respectively energy.
Starting from the initial state S0 the system can (in)directly transition to any
of the states depicted in Figure 5.4.
Given that in S0 the cell has no supplies of intracellular nutrient A or energy,
the only possible action is for it to assimilate A from its environment (S0 → S1,
probability 100%). Since only one supply of nutrient A is available the only
possible next action is to convert the newly gained intracellular A supply to
energy (S1 → S2, probability 100%). Once a supply of energy is available the
cell can move either above (S2 → S4) or to its left (S2 → S3). The probability of
moving to either of the neighbouring positions is therefore equal to 100% / 2 =
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State S0
Cell A_extracellular
0
0 1
0 1
1
1
1
A_intracellular Energy
00
State S1
Cell A_extracellular
0
0 1
0 1
1
1
0
A_intracellular Energy
01
State S2
Cell A_extracellular
0
0 1
0 1
1
1
0
A_intracellular Energy
10
State S3
Cell A_extracellular
0
1 0
0 1
1
1
0
A_intracellular Energy
00
State S4
Cell A_extracellular
0
0 0
1 1
1
1
0
A_intracellular Energy
00
State S5
Cell A_extracellular
0
1 0
0 1
0
1
0
A_intracellular Energy
01
State S6
Cell A_extracellular
0
0 0
1 1
1
0
0
A_intracellular Energy
01
State S7
Cell A_extracellular
0
1 0
0 1
0
1
0
A_intracellular Energy
10
State S8
Cell A_extracellular
0
0 0
1 1
1
0
0
A_intracellular Energy
10
State S9
Cell A_extracellular
1
0 0
0 1
0
1
0
A_intracellular Energy
00
State S10
Cell A_extracellular
0
0 1
0 1
0
1
0
A_intracellular Energy
00
State S11
Cell A_extracellular
0
0 1
0 1
1
0
0
A_intracellular Energy
00
State S12
Cell A_extracellular
1
0 0
0 1
1
0
0
A_intracellular Energy
00
State S13
Cell A_extracellular
1
0 0
0 0
0
1
0
A_intracellular Energy
01
State S14
Cell A_extracellular
1
0 0
0 0
1
0
0
A_intracellular Energy
01
State S15
Cell A_extracellular
1
0 0
0 0
0
1
0
A_intracellular Energy
10
State S16
Cell A_extracellular
1
0 0
0 0
1
0
0
A_intracellular Energy
10
State S17
Cell A_extracellular
0
0 0
1 0
0
1
0
A_intracellular Energy
00
State S19
Cell A_extracellular
0
0 0
1 0
1
0
0
A_intracellular Energy
00
State S18
Cell A_extracellular
0
1 0
0 0
0
1
0
A_intracellular Energy
00
State S20
Cell A_extracellular
0
1 0
0 0
1
0
0
A_intracellular Energy
00
State S21
Cell A_extracellular
0
0 0
1 0
0
0
0
A_intracellular Energy
01
State S22
Cell A_extracellular
0
1 0
0 0
0
0
0
A_intracellular Energy
01
State S23
Cell A_extracellular
0
0 0
1 0
0
0
0
A_intracellular Energy
10
State S24
Cell A_extracellular
0
1 0
0 0
0
0
0
A_intracellular Energy
10
State S25
Cell A_extracellular
1
0 0
0 0
0
0
0
A_intracellular Energy
00
State S26
Cell A_extracellular
0
0 1
0 0
0
0
0
A_intracellular Energy
00
100%
100%
50%50%
100% 100%
100%100%
50%50% 50% 50%
100%
100%
50% 50% 50%50%
100%
100%
100%
100%
50% 50% 50% 50%
100%
100%
Figure 5.4: The state space of the MSSpDES encoding the movement of a unicellular organism i.e.
all possible states which can be reached from the initial state S0. Cell and A extracellular are the
spatial state variables representing the position of the cell, respectively distribution of nutrient A in
the environment. A intracellular and Energy represent the intracellular availability of nutrient A,
respectively energy. The percentage associated with the arrows connecting each pair of states represents
the probability of transitioning from one state to the other. A high resolution digital copy of the image
is made available at http://mule.modelchecking.org/illustrative example msspdes system state space.
tif?attredirects=0&d=1.
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50%. Continuing from either state S3 or S4 the cell will try to assimilate new A
nutrient supplies, which can be converted to energy and then used to move in the
environment. This process is repeated multiple times until the cell reaches a state
in which it has no A nutrients available extracellularly/intracellularly, and no
supplies of energy (i.e. S10, S11, S18, S19, S25, S26). In such cases the cell becomes
dormant and the system reaches its final state.
Using the notations above we formally define the corresponding MSSpDES
model M = 〈S, T , µ, NSV , SpSV , NV , CSpV , MA, SVSS 〉 as follows:
• S = {S0, S1, S2, S3, S4, S5, S6, S7, S8, S9, S10, S11, S12, S13, S14, S15, S16,
S17, S18, S19, S20, S21, S22, S23, S24, S25, S26}.
• T is the transition rates matrix which records the probability of transitioning
between any two system states si, sj ∈ S. Since in our example T is a sparse
matrix, only its non-zero entries are explicitly given below: T [S0, S1] = 100%,
T [S1, S2] = 100%, T [S2, S3] = 50%, T [S2, S4] = 50%, T [S3, S5] = 100%,
T [S4, S6] = 100%, T [S5, S7] = 100%, T [S6, S8] = 100%, T [S7, S9] = 50%,
T [S7, S10] = 50%, T [S8, S11] = 50%, T [S8, S12] = 50%, T [S9, S13] = 100%,
T [S12, S14] = 100%, T [S13, S15] = 100%, T [S14, S16] = 100%,
T [S15, S17] = 50%, T [S15, S18] = 50%, T [S16, S19] = 50%,
T [S16, S20] = 50%, T [S17, S21] = 100%, T [S20, S22] = 100%,
T [S21, S23] = 100%, T [S22, S24] = 100%, T [S23, S25] = 50%,
T [S23, S26] = 50%, T [S24, S25] = 50%, T [S24, S26] = 50%.
• µ is the function used to compute probabilities associated with cylinder
sets C(σfinite) defined over finite computation path prefixes σfinite . The
probability value associated with C(σfinite) is computed by multiplying
the probabilities of the state transitions encoded by σfinite . For instance, if
σfinite = {S0, S1, S2, S3, S5, S7, S10} then µ(C(σfinite)) = P (S0, S1)·P (S1, S2)·
P (S2, S3) ·P (S3, S5) ·P (S5, S7) ·P (S7, S10) = T [S0, S1] ·T [S1, S2] ·T [S2, S3] ·
T [S3, S5] ·T [S5, S7] ·T [S7, S10] = 100% ·100% ·50% ·100% ·100% ·50% = 25%.
• NSV = {A intracellular, Energy}, and NV is the function used to com-
pute the value of A intracellular and Energy in a given state of a compu-
tation path.
• SpSV = {Cell, A extracellular}, and CSpV = {SpV } is the collection
containing the spatial value assignment function SpV used to evaluate Cell
and A extracellular in a given state of a computation path.
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• MA is the multiscale architecture graph depicted in Figure 5.5 encoding the
hierarchical organization of the subsystems considered, namely the growth
media (environment scale), the microorganism (cellular scale) and the energy
production reaction network (intracellular scale).
• SVSS is the state variable scale and subsystem assignment function which
associates state variables to particular subsystems encoded as vertices
in the MA graph. The values returned by SVSS for the considered
state variables are: SVSS (A intracellular) = (Intracellular, EnergyPro-
ductionReactionNetwork), SVSS (Energy) = (Intracellular, EnergyPro-
ductionReactionNetwork), SVSS (Cell) = (Cellular, Microorganism), and
SVSS (A extracellular) = (Environment, GrowthMedia).
Cellular, Microorganism
Environment, GrowthMedia
Intracellular, EnergyProductionReactionNetwork
Figure 5.5: The multiscale architecture graph corresponding to the MSSpDES encoding the movement
of a unicellular organism. Each vertex in the graph (e.g. (Environment, GrowthMedia)) corresponds to
a subsystem (e.g. growth media) and its associated scale (e.g. environment). Directed edges between
vertices (e.g. ((Environment, GrowthMedia), (Cellular, Microorganism))) indicate how one subsystem
from a coarse-grained scale (e.g. (Environment, GrowthMedia)) can be decomposed in one or multiple
subsystems from more fine-grained scales (e.g. (Cellular, Microorganism)).
In spite of the simplicity of the scenario described above the same model
development principles apply for more complex multiscale real-life systems. How-
ever due to the inherent complexity of such systems the size of the state space is
expected to be larger.
Remark 7. The probabilities employed in Example 9 were chosen for explanatory
purposes and were not derived from experimental data or the literature. ∎
The reason for defining MSSpDESs as extensions of SSpDESs is backwards
compatibility. SSpDESs can be represented as MSSpDESs with a collection of
spatial value assignment functions containing a single element, and a multiscale
architecture graph containing only one vertex to which all state variables are
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assigned using the state variable scale and subsystem assignment function. Due
to this, multiple SSpDESs can be easily integrated into a single MSSpDES by
gathering all spatial value assignment functions into a single collection, construct-
ing a corresponding multiscale architecture graph and mapping state variables to
appropriate vertices in the graph, and adding interactions between submodels.
5.4 Multiscale spatio-temporal analysis
5.4.1 Detection and analysis of spatial entities from
multiple scales
Time series data generated by MSSpDES model simulations record how values of
both numeric and spatial state variables, potentially corresponding to multiple
scales, change over time.
Similarly to the multidimensional scenario, to reason about how numeric
properties (e.g. concentrations) or properties of all positions in a discretised spatial
domain change over time the values of the corresponding numeric, respectively
spatial state variables can be employed without further processing. However
in order to reason about how properties of emergent spatial entities potentially
occupying only a subset of positions in the discretised space change over time,
there is a need for an additional processing step which automatically detects and
analyses the spatial entities of interest considering the values of a given set of
spatial state variables.
The spatio-temporal analysis module (see Section 3.4) defined for multidi-
mensional spatio-temporal models enables automatically detecting and analysing
how specific types of emergent spatial entities change over time. However one of
its main limitations is that it does not enable to explicitly distinguish between
spatial entities corresponding to different subsystems and/or scales.
To overcome this limitation the multiscale spatio-temporal analysis module
extends the spatio-temporal analysis module with relevant pre- and post-processing
steps (similarly to the MapReduce (Dean and Ghemawat, 2004) algorithm) as
follows.
The pre-processing step is responsible for splitting up time series data cor-
responding to all spatial state variables in multiple time subseries, where each
subseries corresponds to state variables from a single subsystem and scale.
During the main processing step each time subseries can be processed (in
parallel) using the existing uniscale spatio-temporal analysis module for detect-
ing, analysing and annotating spatial entities with their corresponding scale
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and subsystem. Since the existing spatio-temporal analysis module is reused
the collections of spatial entity types and measures considered are {clusters, re-
gions} and {clusteredness, density, area, perimeter, distanceFromOrigin, angle,
triangleMeasure, rectangleMeasure, circleMeasure, centroidX, centroidY}.
Finally the post-processing step is responsible for merging the results from
all executions of the spatio-temporal analysis module such that spatial entities
corresponding to the same time point are grouped together. A graphical depiction
of the multiscale spatio-temporal analysis workflow is given in Figure 5.6.
Extending the spatial representation from two to, for instance three dimensions,
requires employing appropriate types of spatial entities (e.g. 3D structure) and
measures (e.g. volume), and updating the multiscale spatio-temporal analysis
module accordingly. Moreover (the value corresponding to) each position in the
discretised space is mapped to (the intensity of) a voxel, rather than a pixel in an
image.
The output of the multiscale spatio-temporal analysis is time series data
describing how the values of the considered spatial measures change over time for
each detected spatial entity, scale and subsystem.
5.4.2 Multiscale Spatial Temporal Markup Language
The MSSpDES model simulation results are represented by time series data
produced by the multiscale spatio-temporal analysis and time series data describing
the evolution over time of numeric state variables values.
To easily share these results across the research community a standard portable
representation format is required. STML (see Subsection 3.4.3) is a standard
representation format which was designed for the same purpose but it is limited
to uniscale spatio-temporal model simulations. Therefore it does not support
associating state variables with particular scales and subsystems.
To overcome this limitation we define the Multiscale Spatial Temporal Markup
Language (MSTML) as an extension of STML which enables mapping values
of both numeric state variables and spatial entities to particular subsystems
and their corresponding scales. From a structural point of view this is achieved
by adding an optional scaleAndSubsystem attribute to both spatialEntity
and numericStateVariable element definitions. The reason for making the
attribute optional is to enable both multiscale and multidimensional uniscale
datasets to be encoded in the MSTML format.
To easily adapt the multiscale model checking methodology to case study
specific spatial entity types and measures — and we will come back to this later
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1
3
2
Create
MSSpDES model
Simulate
MSSpDES model
Split
time series data
Start
Analyse time series
subsystem 1
Analyse time series
subsystem 2
Analyse time series
subsystem n
...
Merge
analysis results
More
simulations?
Stop
No
Yes
Figure 5.6: The multiscale spatio-temporal analysis workflow. An MSSpDES model of the consid-
ered system is constructed and simulated to generate time series data. The time series data subset
corresponding to all spatial state variables is split during the pre-processing step into time subseries (1)
such that each subseries corresponds to a single subsystem and its corresponding scale. The time sub-
series are then passed to the uniscale spatio-temporal analysis module (2) which automatically detects,
analyses and annotates spatial entities with their corresponding scale and subsystem. The results of
the uniscale spatio-temporal analysis are then merged during the post-processing step (3) such that
spatial entities corresponding to the same time point are grouped together. If more simulations are
required, a new time series dataset is generated, for which steps (1)–(3) are repeated.
in Section 5.7 — the following additional changes were considered when extending
STML to MSTML:
• The pseudo3D element was removed from the schema, and the type
attribute, now renamed to spatialType, was moved in the parent element
spatialEntity. All child elements of the pseudo3D element are now
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Listing 5.1: An example MSTML file recording multiscale spatio-temporal time series data
1 <?xml version=” 1 .0 ” encoding=”utf−8”?>
2 <experiment>
3 <t imepoint va lue=”1”>
4 <s p a t i a lEn t i t y spat ia lType=” c l u s t e r ” scaleAndSubsystem=”
Organ . L iver ”>
5 <c l u s t e r e dn e s s>0 .01</ c l u s t e r e dn e s s>
6 <dens i ty>0 .4</ dens i ty>
7 <area>15</ area>
8 <per imeter>28</ per imeter>
9 <distanceFromOrigin>81</ distanceFromOrigin>
10 <ang le>10 .5</ ang le>
11 <t r i ang l eMeasure>0 .5</ t r iang l eMeasure>
12 <rectang leMeasure>1 .0</ rectang leMeasure>
13 <c i r c l eMeasure>0 .1</ c i r c l eMeasure>
14 <centroidX>703.4999</ centroidX>
15 <centroidY>118.087</ centroidY>
16 </ spa t i a lEn t i t y>
17 <numer icStateVar iab le scaleAndSubsystem=” Ce l l u l a r .
Hepatocyte ”>
18 <name>dys funct ion</name>
19 <value>0 .1</ value>
20 </ numer icStateVar iab le>
21 </ t imepoint>
22 . . .
23 </ experiment>
child elements of the spatialEntity element.
• The hierarchical structure of the centroid element was flattened. Thus
the centroid element was replaced by its child elements x and y, now
renamed to centroidX, respectively centroidY.
All rules and constraints for the structure of MSTML files are formalised in
xsd files with the filename format MSTML LxVy.xsd (i.e. Multiscale Spatial
Temporal Markup Language Level x, Version y). The latest version of the
MSTML format is made available at http://mule.modelchecking.org/standards, and
an example of a MSTML formatted file is depicted in Listing 5.1.
For model checking purposes the number of MSTML files #MSTML generated
for an MSSpDES model assuming fixed parameter values varies depending if the
model is deterministic (#MSTML = 1) or stochastic (#MSTML ≥ 1), and if the
required level of confidence for the model checking result is high (e.g. 99%) or low
(e.g. 70%).
To determine if a model is valid the model checker verifies if its behaviour
captured by a corresponding set of MSTML files conforms to a given formal
specification.
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5.5 Formal specification
The temporal logic employed to write the formal specification needs to enable
reasoning about how values of numeric state variables and/or spatial measures,
which are the considered state variables, are expected to change over time and
multiple scales.
Although BLSTL (see Subsection 3.5.1) was introduced for reasoning about
how both numeric and spatial properties change over time, one of its main
limitations is that it does not enable to explicitly distinguish between different
scales. Therefore it is not possible to relate how changes at one scale reflect at
another scale and vice versa.
5.5.1 Bounded Linear Multiscale Spatial Temporal Logic
To address the issue of relating changes between scales Bounded Linear Multiscale
Spatial Temporal Logic (BLMSTL) is defined as a multiscale extension of BLSTL
which enables to explicitly distinguish between state variables corresponding to
different scales and subsystems.
Although, to the best of our knowledge, BLMSTL is the first formal logic
defined to encode specifications of how numeric and/or spatial properties of
multiscale computational models are expected to change over time, other types of
languages have been developed previously to describe multiscale computational
model simulations. For instance Helms et al. (Helms et al., 2012) introduced an
instrumentation language for specifying what data should be observed during
multiscale computational model simulation studies. The main difference between
the instrumentation language introduced by Helms et al. and BLMSTL is that
the former was mainly designed to describe what data should be collected for the
entities in the computational model and/or corresponding computation algorithms,
whereas the latter is designed to describe how the values of state variables in the
computational model and/or emerging spatial structures are expected to change
over time.
Statements which can be expressed in BLSTL, and implicitly BLMSTL, have
been previously described in Subsection 3.5.1 and therefore will not be restated
here. Instead only the (significant) changes of BLMSTL relative to BLSTL are
described in natural language below.
First of all BLMSTL enables referring to scale specific state variables by
explicitly associating to each state variable its corresponding scale and subsys-
tem from the considered MA graph. This is achieved using either the notation
“(scaleAndSubsystem = explicitScale1.explicitSubsystem1)” which reads state
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variable corresponding to scale explicitScale1 (e.g. organ), and subsystem ex-
plicitSubsystem1 (e.g. heart), or the notation “(scaleAndSubsystem  explic-
itScale2.explicitSubsystem2)”,  ∈ {<,<=,=, >=, >}, which reads the collection
of state variables whose scale and subsystem is  explicitScale2 and explicitSub-
system2. In the latter case the partial ordering of the scales and subsystems is
taken into account as defined by the MA graph of the corresponding MSSpDES
model.
To reduce the ambiguity in formal BLMSTL specifications numeric state
variables, which evaluate to single values, can be associated only with single scales
and subsystems (i.e. using “=”), whereas spatial measures, which evaluate to as
many values as there are spatial entities, can be associated with one or multiple
scales and subsystems (i.e. using  ∈ {<,<=,=, >=, >}).
Secondly since BLMSTL enables distinguishing between state variables from
different scales it is possible to define transfer functions over these state variables
describing how changes from one scale reflect at another scale and vice versa. To
encode such transfer functions, unary (e.g. square root) and binary (e.g. add)
arithmetic functions can be employed. For instance if the value of a state variable
svcg from a coarse-grained scale is equal to the arithmetic mean of four state
variables svfg1 , svfg2 , svfg3 , svfg4 from a more fine-grained scale, this can be written
as svcg = (svfg1 + svfg2 + svfg3 + svfg4)/4; in BLMSTL “+” and “/” would be
replaced by the arithmetic functions add, respectively div.
Moreover BLMSTL enables reasoning not only about the values of state
variables corresponding to single time points but the distribution of values corre-
sponding to multiple time points. This allows encoding transfer functions that
describe how values corresponding to a single time point (e.g. and a coarse-grained
scale) relate to the values corresponding to multiple time points (e.g. and a
fine-grained scale), or vice versa.
Finally BLMSTL introduces set operators \ (difference), ∩ (intersection) and
∪ (union) which enable reasoning about multiple collections of spatial entities.
For instance it is possible to describe (using union) how spatial entities either of
type region or of type cluster, and potentially corresponding to different scales
and subsystems, change over time.
As in the case of MSSpDESs, for clarity purposes, in BLMSTL we explicitly
distinguish between numeric and spatial state variables. The main advantage
of this is that state variable type specific functions can be defined. Conversely
the main disadvantage is replication because the BLMSTL grammar needs to
define structurally similar constructs once for numeric and once for spatial state
variables. An alternative approach, which we do not consider here, is to employ a
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single state variable type by converting all numeric into spatial state variables.
The main advantage of this approach is that the number of constructs in the
BLMSTL grammar would be reduced. Conversely the main disadvantage is the
lack of clarity in BLMSTL statements because it would no longer be possible
to determine directly from the BLMSTL statements syntax if a state variable
inherently encodes a single (numeric) or multiple (spatial) real values.
A formal definition of the BLMSTL syntax and semantics, and corresponding
illustrative examples are given next.
5.5.1.1 Syntax
To enable comparing BLMSTL with BLSTL, significant syntax changes introduced
by the former relative to the latter are emphasized using bold text formatting
below.
Definition 14 BLMSTL syntax
The syntax of BLMSTL is given by the following grammar expressed in BNF:
〈logic-property〉 ::= 〈temporal-numeric-measure〉 〈comparator〉
〈temporal-numeric-measure〉
| 〈change-measure〉(〈temporal-numeric-measure〉) 〈comparator〉
〈temporal-numeric-measure〉
| ∼ 〈logic-property〉
| 〈logic-property〉 ∧ 〈logic-property〉
| 〈logic-property〉 ∨ 〈logic-property〉
| 〈logic-property〉 ⇒ 〈logic-property〉
| 〈logic-property〉 ⇔ 〈logic-property〉
| 〈logic-property〉 U[〈unsigned-real-number〉,〈unsigned-real-number〉]
〈logic-property〉
| F[〈unsigned-real-number〉,〈unsigned-real-number〉] 〈logic-property〉
| G[〈unsigned-real-number〉,〈unsigned-real-number〉] 〈logic-property〉
| X 〈logic-property〉
| X [〈natural-number〉] 〈logic-property〉
| (〈logic-property〉)
〈temporal-numeric-measure〉 ::= 〈real-number〉
| 〈numeric-state-variable〉
| 〈numeric-statistical-measure〉
| 〈unary-numeric-measure〉(〈temporal-numeric-measure〉)
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| 〈binary-numeric-measure〉(〈temporal-numeric-measure〉,
〈temporal-numeric-measure〉)
〈numeric-statistical-measure〉 ::= 〈unary-statistical-measure〉(
〈numeric-measure-collection〉)
| 〈binary-statistical-measure〉(〈numeric-measure-collection〉,
〈numeric-measure-collection〉)
| 〈binary-statistical-quantile-measure〉(
〈numeric-measure-collection〉, 〈real-number〉)
〈numeric-measure-collection〉 ::= 〈spatial-measure-collection〉
| [〈unsigned-real-number〉,〈unsigned-real-number〉]
〈numeric-measure〉
〈numeric-measure〉 ::= 〈primary-numeric-measure〉
| 〈unary-numeric-measure〉(〈numeric-measure〉)
| 〈binary-numeric-measure〉(〈numeric-measure〉,〈numeric-measure〉)
〈primary-numeric-measure〉 ::= 〈numeric-spatial-measure〉
| 〈real-number〉
| 〈numeric-state-variable〉
〈numeric-spatial-measure〉 ::= 〈unary-statistical-measure〉(
〈spatial-measure-collection〉)
| 〈binary-statistical-measure〉(〈spatial-measure-collection〉,
〈spatial-measure-collection〉)
| 〈binary-statistical-quantile-measure〉(〈spatial-measure-collection〉,
〈real-number〉)
〈unary-statistical-measure〉 ::= avg
| count
| geomean
| harmean
| kurt
| max
| median
| min
| mode
| product
| skew
| stdev
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| sum
| var
〈binary-statistical-measure〉 ::= covar
〈binary-statistical-quantile-measure〉 ::= percentile
| quartile
〈unary-numeric-measure〉 ::= abs
| ceil
| floor
| round
| sign
| sqrt
| trunc
〈binary-numeric-measure〉 ::= add
| div
| log
| mod
| multiply
| power
| subtract
〈spatial-measure-collection〉 ::= 〈spatial-measure〉(〈subset〉)
| 〈unary-numeric-measure〉(〈spatial-measure-collection〉)
| 〈binary-numeric-measure〉(〈spatial-measure-collection〉,
〈spatial-measure-collection〉)
〈spatial-measure〉 ::= clusteredness
| density
| area
| perimeter
| distanceFromOrigin
| angle
| triangleMeasure
| rectangleMeasure
| circleMeasure
| centroidX
| centroidY
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〈subset〉 ::= 〈subset-specific〉
| filter(〈subset-specific〉,〈constraint〉)
| 〈subset-operation〉(〈subset〉,〈subset〉)
〈subset-specific〉 ::= regions
| clusters
〈constraint〉 ::= scaleAndSubsystem 〈comparator〉
〈scale-and-subsystem〉
| 〈spatial-measure〉 〈comparator〉 〈filter-numeric-measure〉
| ∼ 〈constraint〉
| 〈constraint〉 ∧ 〈constraint〉
| 〈constraint〉 ∨ 〈constraint〉
| 〈constraint〉 ⇒ 〈constraint〉
| 〈constraint〉 ⇔ 〈constraint〉
| (〈constraint〉)
〈filter-numeric-measure〉 ::= 〈primary-numeric-measure〉
| 〈spatial-measure〉
| 〈unary-numeric-measure〉(〈filter-numeric-measure〉)
| 〈binary-numeric-measure〉(〈filter-numeric-measure〉,
〈filter-numeric-measure〉)
〈subset-operation〉 ::= difference
| intersection
| union
〈change-measure〉 ::= d
| r
〈real-number〉 ::= 〈unsigned-real-number〉
| 〈sign〉 〈unsigned-real-number〉
〈unsigned-real-number〉 ::= 〈fractional-part〉
| 〈fractional-part〉 〈exponent-part〉
〈fractional-part〉 ::= 〈digit-sequence〉 . 〈digit-sequence〉
| . 〈digit-sequence〉
| 〈digit-sequence〉 .
| 〈digit-sequence〉
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〈digit-sequence〉 ::= 〈digit〉
| 〈digit〉 〈digit-sequence〉
〈digit〉 ::= 0
| 1
| 2
| 3
| 4
| 5
| 6
| 7
| 8
| 9
〈natural-number〉 ::= 〈digit-sequence〉
| + 〈digit-sequence〉
〈exponent-part〉 ::= e 〈digit-sequence〉
| E 〈digit-sequence〉
| e 〈sign〉 〈digit-sequence〉
| E 〈sign〉 〈digit-sequence〉
〈sign〉 ::= +
| -
〈comparator〉 ::= <
| <=
| =
| >=
| >
〈numeric-state-variable〉 ::=
〈state-variable〉 〈state-variable-scale-and-subsystem〉
〈state-variable〉 ::= {〈string〉}
〈state-variable-scale-and-subsystem〉 ::= 
| (scaleAndSubsystem = 〈scale-and-subsystem〉)
〈string〉 ::= 〈character〉 | 〈character〉 〈string〉
〈character〉 ::= based on the Unicode character set except “{” and “}”
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〈scale-and-subsystem〉 ::= 〈primary-scale-and-subsystem〉 .
〈primary-scale-and-subsystem〉
〈primary-scale-and-subsystem〉 ::= 〈scale-and-subsystem-character〉
| 〈scale-and-subsystem-character〉
〈primary-scale-and-subsystem〉
〈scale-and-subsystem-character〉 ::= 〈basic-latin-script-character〉
| 〈digit〉
〈basic-latin-script-character〉 ::= a | b | c | d | e | f | g | h | i | j | k | l | m | n | o
| p | q | r | s | t | u | v | w | x | y | z | A | B | C | D | E | F | G | H | I | J
| K | L | M | N | O | P | Q | R | S | T | U | V | W | X | Y | Z
Similarly to BLSTL the order of precedence of the operators is given by
the definition of the BLMSTL syntax. In the absence of parentheses the logic
expressions are evaluated from left to right.
5.5.1.2 Semantics
The semantics of BLMSTL is defined with respect to executions σ of an MSSpDES
M, where the meaning of the notations |σ|, σ[i], σi and σ(t) are the same as
for BLSTL (see Subsubsection 3.5.1.2). Given an execution σ at state s the
value of a numeric state variable nsv is computed using NV (σ, s, nsv) and its
associated scale and subsystem using SVSS (nsv), respectively the value of a
spatial state variable spsv is computed using SpV (σ, s, spsv) and its associated
scale and subsystem using SVSS (spsv).
Moreover in order to minimize the length of the semantics description the full
symbol names specific to BLMSTL were replaced with shorter abbreviations as
described in Table 5.2. To facilitate comparisons with BLSTL (see Table 3.1)
symbol names which were introduced exclusively by BLMSTL are emphasized
using bold text formatting.
Definition 15 BLMSTL semantics
Let M = 〈S, T , µ, NSV , SpSV , NV , SpV , MA, SVSS 〉 be an MSSpDES and σ
an execution of M. The semantics of BLMSTL for σ is defined as follows:
• σ |= tnm1  tnm2 if and only if tnm1  tnm2, where tnm1 and tnm2 ∈
R, and  ∈ {<, <=, =, >=, >};
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Table 5.2: Translation of full BLMSTL symbol names to abbreviated forms. The left column con-
tains the full BLMSTL symbol name. The right column contains the corresponding abbreviated form.
Symbols which were introduced exclusively in BLMSTL and do not exist in BLSTL are highlighted
using bold text formatting.
Full BLMSTL symbol name Abbreviated BLMSTL symbol name
<logic-property> ψ
<temporal-numeric-measure> tnm
<numeric-statistical-measure> nstm
<numeric-measure-collection> nmc
<numeric-measure> nm
<primary-numeric-measure> pnm
<numeric-spatial-measure> nspm
<unary-statistical-measure> ustm
<binary-statistical-measure> bstm
<binary-statistical-quantile-measure> bstqm
<unary-numeric-measure> unm
<binary-numeric-measure> bnm
<spatial-measure-collection> smc
<spatial-measure> sm
<subset> ss
<filter-numeric-measure> fnm
<comparator> 
<change-measure> cm
<real-number> re
<scale-and-subsystem> scsubsys
<state-variable> sv
<numeric-state-variable> nsv
<spatial-state-variable> spsv
• σ |= cm(nm1)  nm2 if and only if |σ| > 1 and cm(nm1)  nm2, where
cm(nm1) and nm2 ∈ R, and  ∈ {<, <=, =, >=, >};
• σ |= ∼ ψ if and only if σ 6|= ψ;
• σ |= ψ1 ∧ ψ2 if and only if σ |= ψ1 and σ |= ψ2;
• σ |= ψ1 ∨ ψ2 if and only if σ |= ψ1 or σ |= ψ2;
• σ |= ψ1 ⇒ ψ2 if and only if σ |=∼ ψ1 or σ |= ψ2;
• σ |= ψ1 ⇔ ψ2 if and only if σ |= ψ1 ⇒ ψ2 and σ |= ψ2 ⇒ ψ1;
• σ |= ψ1 U [a, b] ψ2 if and only if there exists i, i ∈ [a, b], such that σ(i) |= ψ2,
and for all j, j ∈ [a, i), it holds that σ(j) |= ψ1 with a, b ∈ R+;
• σ |= F [a, b] ψ if and only if there exists i, i ∈ [a, b], such that σ(i) |= ψ
with a, b ∈ R+;
• σ |= G[a, b] ψ if and only if for all i, i ∈ [a, b], it holds that σ(i) |= ψ with
a, b ∈ R+;
• σ |= X ψ if and only if |σ| > 1 and σ1 |= ψ;
• σ |= X[k] ψ if and only if |σ| > k and σk |= ψ with k ∈ N;
Paˆrvu O., 2015, CHAPTER 5. MULTISCALE MULTIDIMENSIONAL META 145
• σ |= (ψ) if and only if σ |= ψ.
The tnm symbol represents the category of temporal numeric measures. Con-
sidering a model execution σ tnm is evaluated based on one of the definitions
below:
• Real number: tnm = re ∈ R;
• Numeric state variable: tnm = nsv;
• Numeric statistical measure: tnm = nstm;
• Unary numeric measure: tnm = unm(tnm′), where tnm′ is a temporal
numeric measure;
• Binary numeric measure: tnm = bnm(tnm′, tnm′′), where tnm′ and
tnm′′ are temporal numeric measures.
The values of the unary (unm) and binary (bnm) numeric measures are
computed in the same manner as for BLSTL (see Appendix C.2, Tables C.2
and C.3).
The category of numeric statistical measures is represented by the nstm symbol.
For a given model execution σ the nstm symbol is evaluated considering one of
the definitions below:
• Unary statistical numeric measure: nstm = ustm(nmc), where nmc
is a numeric measure collection;
• Binary statistical numeric measure: nstm = bstm(nmc′, nmc′′),
where nmc′ and nmc′′ are numeric measure collections;
• Binary statistical quantile numeric measure: nstm = bstqm(nmc′,
re), where nmc′ is a numeric measure collection, and re is a real number.
The value of unary statistical (ustm), binary statistical (bstm) and binary
statistical quantile (bstqm) measures considering a collection of real values is
computed similarly to how values of unary, binary, ternary and quaternary subset
measures were computed in BLSTL (see Appendix C.3, Tables C.4, C.5, C.6
and C.7). The main difference between the BLMSTL statistical measures and
BLSTL subset measures is that the former are defined considering generic col-
lections of real numbers, whereas the latter were restricted to collections of real
Paˆrvu O., 2015, CHAPTER 5. MULTISCALE MULTIDIMENSIONAL META 146
numbers encoding the values of spatial measures evaluated against spatial enti-
ties collections. The matching between statistical and subset measures is done
based on their name i.e. measures with the same semantics have identical names.
Moreover by replacing each pair of (spatial measure, spatial entities collection)
parameters from subset measures with a single parameter (collection of real
values) in statistical measures, the number of different categories of measures
was reduced from four (subset measures) to three (statistical measures). Finally
to remove any dependency between statistical measures and case study specific
spatial measures the unary BLSTL subset measures “clusteredness” and “density”
have no corresponding statistical measures in BLMSTL.
The nmc symbol represents numeric measure collections. Given a model
simulation σ nmc is evaluated according to one of the following definitions:
• Spatial measure collection: nmc = smc;
• Temporal numeric measure collection: nmc = [a, b] nm is the collec-
tion of numeric measures obtained by evaluating the numeric measure nm
against the subtrace σ(i), for all i ∈ [a, b] with a, b ∈ R+.
The nm symbol represents the category of real-valued numeric measures.
Considering a given execution σ nm is evaluated according to one of the definitions
described below:
• Primary numeric measure: nm = pnm;
• Unary numeric measure: nm = unm(nm′), where nm′ is a numeric
measure;
• Binary numeric measure: nm = bnm(nm′, nm′′), where nm′ and nm′′
are numeric measures.
The pnm symbol corresponds to primary numeric (real-valued) measures.
Considering a given execution σ pnm is evaluated according to one of the following
definitions:
• Numeric spatial measure: nm = nspm;
• Real number: nm = re ∈ R;
• Numeric state variable: nm = nsv.
The nspm symbol represents the category of numeric (real-valued) spatial
measures. Considering a given execution σ nspm is evaluated according to one of
the definitions described below:
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• Unary statistical spatial measure: nspm = ustm(smc), where smc is
a spatial measure collection;
• Binary statistical spatial measure: nspm = bstm(smc′, smc′′), where
smc′ and smc′′ are spatial measure collections;
• Binary statistical quantile spatial measure: nspm = bstqm(smc, re),
where smc is a spatial measure collection, and re is a real value.
The smc symbol represents spatial measure collections and is evaluated con-
sidering a model execution σ as follows:
• Primary spatial measure collection: smc = sm(ss) = {value | value =
sm(ssi), ∀i, 1 ≤ i ≤ |ss|}, where sm is a spatial measure, and ss is the
subset of considered spatial entities against which sm is evaluated;
• Unary numeric spatial measure collection: smc = unm(smc′), where
unm is a unary numeric measure, and smc′ is a spatial measure collection;
• Binary numeric spatial measure collection: smc = bnm(smc′, smc′′),
where bnm is a binary numeric measure, respectively smc′ and smc′′ are
spatial measure collections.
Spatial measures sm are defined over the set {clusteredness, density, area,
perimeter, distanceFromOrigin, angle, triangleMeasure, rectangleMeasure, cir-
cleMeasure, centroidX, centroidY} which is identical to the set of spatial measures
computed for each detected region/cluster during the multiscale spatio-temporal
analysis step of the model checking workflow.
Subsets of spatial entities are represented by the ss symbol. Considering a
given execution σ ss is evaluated according to one of the definitions described
below:
• Specific subset: ss = specificSubset , where specificSubset represents the
collection of all clusters/regions corresponding to σ[0];
• Filtered specific subset: ss = filter(specificSubset , constraint), where
specificSubset has the semantics defined above, and constraint is a com-
plex logic property that specifies which clusters/regions from specificSubset
should be considered (e.g. regions with area > 10);
• Subset operation result: ss = subsetOperation(ss1, ss2), where ss1 and
ss2 are spatial entities subsets, and subsetOperation is the subset operation
applied to ss1 and ss2.
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Given an execution σ the value of the specificSubset symbol is computed using
one of the definitions described below:
• Regions: specificSubset = ⋃
spsv∈SpSV
{reg | reg ∈ regionDetectionMecha-
nism(spsv)} considering the state σ[0];
• Clusters: specificSubset = clustersDetectionMechanism(se), where se =⋃
spsv∈SpSV
{reg | reg ∈ regionDetectionMechanism(spsv)} considering the
state σ[0].
Subsets of collections returned by specificSubset can be computed using the
filter predicate. Considering an execution σ, filter is evaluated using the definition
described below:
filter = {e ∈ specificSubset | e |= c, where c is a constraint}.
The semantics of the constraint satisfaction problem considering a spatial entity
e and a constraint c is defined as follows:
• e |= scaleAndSubsystem  scsubsys if and only if there exists a vertex
vscsubsys ∈ VMA encoding the scale and subsystem scsubsys, e was annotated
with a scale and subsystem escaleAndSubsystem which has a corresponding
vertex vescaleAndSubsystem ∈ VMA, and vescaleAndSubsystem  vscsubsys, where VMA
is the set of vertices in the multiscale architecture graph MA, and  ∈ {<,
<=, =, >=, >}. To determine the truth value of expressions of the form
vescaleAndSubsystem  vscsubsys the partial orders < and ≤ defined over the set
of vertices VMA are considered. Therefore vescaleAndSubsystem < vscsubsys holds
if the path from the root of MA to vescaleAndSubsystem passes through vscsubsys.
Conversely vescaleAndSubsystem > vscsubsys holds if the path from the root of MA
to vscsubsys passes through vescaleAndSubsystem . Expressions vescaleAndSubsystem ≤
vscsubsys and vescaleAndSubsystem ≥ vscsubsys hold if vescaleAndSubsystem < vscsubsys
or vescaleAndSubsystem = vscsubsys, respectively if vescaleAndSubsystem > vscsubsys or
vescaleAndSubsystem = vscsubsys.
• e |= sm  fnm if and only if sm(e)  fnm, where sm(e) evaluates the
spatial measure sm for the given spatial entity e, sm ∈ {clusteredness,
density, area, perimeter, distanceFromOrigin, angle, triangleMeasure, rect-
angleMeasure, circleMeasure, centroidX, centroidY}, fnm is a filter numeric
measure ∈ R, and  ∈ {<, <=, =, >=, >}.
• e |=∼ c if and only if e 6|= c.
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• e |= c1 ∧ c2 if and only if e |= c1 and e |= c2.
• e |= c1 ∨ c2 if and only if e |= c1 or e |= c2.
• e |= c1 ⇒ c2 if and only if e |=∼ c1 or e |= c2.
• e |= c1 ⇔ c2 if and only if e |= c1 ⇒ c2 and e |= c2 ⇒ c1.
• e |= (c) if and only if e |= c.
The fnm symbol represents the (real-valued) numeric measure computed for
the filter predicate. Given an execution σ and a spatial entity e the value of fnm
is computed using one of the definitions given below:
• Primary numeric measure: fnm = pnm;
• Spatial measure: fnm = sm(e), where sm ∈ {clusteredness, density, area,
perimeter, distanceFromOrigin, angle, triangleMeasure, rectangleMeasure,
circleMeasure, centroidX, centroidY};
• Unary filter numeric measure: fnm = unm(fnm ′), where unm is a
unary numeric measure, and fnm ′ is a filter numeric measure;
• Binary filter numeric measure: fnm = bnm(fnm ′, fnm ′′), where bnm is
a binary numeric measure, respectively fnm ′ and fnm ′′ are filter numeric
measures.
The semantics of the considered subset operation subsetOperation ∈ {differ-
ence, intersection, union} is described below with respect to the spatial entities
subsets ss1 and ss2:
• Difference: difference(ss1, ss2) = {se | se ∈ ss1 and se 6∈ ss2};
• Intersection: intersection(ss1, ss2) = {se | se ∈ ss1 and se ∈ ss2};
• Union: union(ss1, ss2) = {se | se ∈ ss1 or se ∈ ss2}.
The cm ∈ {d, r} symbol represents the collection of measures which compute
the rate at which the value of a temporal numeric measure tnm changes from
the current state to the next. Considering a given execution σ, such that |σ| > 1,
and a temporal numeric measure tnm, the logic statement cm(tnm) is evaluated
according to one of the definitions below:
• Derivative: cm(tnm) = d(tnm), such that
d(tnm) =
tnm1 − tnm0
time1 − time0 ;
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• Ratio: cm(tnm) = r(tnm), such that
r(tnm) =
tnm1
tnm0
time1 − time0 ,
where tnmi represents the result of evaluating tnm against σi, and timei represents
the value of the first time point in σi.
Finally the symbol nsv represents real-valued numeric state variables. Given
an execution σ nsv is evaluated according to one of the following definitions:
• Numeric state variable without an associated scale and subsystem:
nsv = sv, where sv is the identifier of a numeric state variable having no
associated scale and subsystem (i.e. SVSS (sv) = ∅), and which evaluates to
NV (σ, σ[0], sv);
• Numeric state variable with an associated scale and subsystem:
nsv = sv(scaleAndSubsystem = scsubsys), where sv is the identifier of a
numeric state variable having the associated scale and subsystem SVSS (sv)
= scsubsys and value NV (σ, σ[0], sv).
5.5.1.3 Illustrative examples of BLMSTL statements
Illustrative examples of statements written both in natural language and BLMSTL
are provided below. For simplicity purposes the number of explicitly specified
scales and subsystems is two in all examples.
• Natural language: Always during the time interval [0, 95] if the con-
centration of EGFR (corresponding to scale and subsystem (Intracellular,
RasERKPathway)) increases over 20, then the cancerous cell (corresponding
to scale and subsystem (Cellular, Cancerous)) will divide i.e. the cell count
will increase.
BLMSTL: G[0, 95] (({EGFR}(scaleAndSubsystem =
Intracellular.RasERKPathway) > 20) ⇒
(d(count(density(filter(regions, scaleAndSubsystem =
Cellular.Cancerous)))) > 0)).
• Natural language: If the concentration of drug X (corresponding to
scale and subsystem (Organism, Human)) eventually increases during time
interval [5, 10], then the area of the aorta cross section (corresponding
to scale and subsystem (OrganSystem, Aorta)) will be larger during time
interval [10, 30] than [0, 10].
BLMSTL: (F [5, 10] d({X}(scaleAndSubsystem =
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Organism.Human)) > 0) ⇒
(min([10, 30] min(area(filter(regions, scaleAndSubsystem =
OrganSystem.Aorta)))) >
max([0, 10] max(area(filter(regions, scaleAndSubsystem =
OrganSystem.Aorta))))).
• Natural language: Always during the time interval [0, 100] the liver
dysfunction (corresponding to scale and subsystem (Organ, Liver)) is equal
to the average degree of damage suffered by its constituent tissues (corre-
sponding to scales and subsystems ≤ (Tissue, DamagedLiverTissue)).
BLMSTL: G[0, 100] ({LiverDysfunction} (scaleAndSubsystem =
Organ.Liver) = avg(density(filter(regions, scaleAndSubsystem ≤
Tissue.DamagedLiverTissue)))).
To enable explicitly encoding the probability with which a BLMSTL statement
is expected to hold, a probabilistic extension of BLMSTL called Probabilistic
Bounded Linear Multiscale Spatial Temporal Logic is defined.
5.5.2 Probabilistic Bounded Linear Multiscale Spatial
Temporal Logic
Definition 16 Probabilistic Bounded Linear Multiscale Spatial Tem-
poral Logic (PBLMSTL)
A Probabilistic Bounded Linear Multiscale Spatial Temporal Logic property φ is
a logic property of the form P./θ[ψ] where ./ ∈ {<,<=, >=, >}, θ ∈ (0, 1) and ψ
is a BLMSTL property.
An illustrative example of a natural language probabilistic statement mapped
into PBLMSTL is given below:
Natural language: The probability is greater than 0.9 that always during
the time interval [0, 95] if the concentration of EGFR (corresponding to
scale and subsystem (Intracellular, RasERKPathway)) increases over 20,
then the cancerous cell (corresponding to scale and subsystem (Cellular,
Cancerous)) will divide i.e. the cell count will increase.
PBLMSTL: P > 0.9 [G[0, 95] (({EGFR}(scaleAndSubsystem =
Intracellular.RasERKPathway) > 20) ⇒
(d(count(density(filter(regions, scaleAndSubsystem =
Cellular.Cancerous)))) > 0))].
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Remark 8. The probability employed in the immediately above example was
chosen for illustrative purposes and was not derived from experimental data or
the literature.
A PBLMSTL property φ ≡ P./θ[ψ] holds for an MSSpDES M (i.e. M |=
P./θ[ψ]) if and only if the probability of ψ to hold for an execution of M is ./ θ.
Therefore in order to determine the truth value of a PBLMSTL property φ the
likelihood of ψ being true needs to be computed.
5.6 Model checking
Definition 17 Multiscale multidimensional spatio-temporal model
checking problem
The multiscale multidimensional spatio-temporal model checking problem is
to automatically verify if an MSSpDES M satisfies a PBLMSTL property
φ ≡ P./θ[ψ].
Due to the high complexity associated with probabilistic computational models
of biological systems only approximate probabilistic model checking approaches
are considered throughout. As illustrated in Table 2.1 the approaches considered
are either Bayesian or frequentist, estimate or hypothesis testing based.
Using approximate probabilistic model checking approaches MSSpDES models
can be validated relative to PBLMSTL formal specifications using a finite number
of steps. Therefore the multiscale multidimensional spatio-temporal model check-
ing problem is well-defined. The corresponding proof is similar to the one provided
for the multidimensional model checking problem (see Subsubsection 3.6.1.3) and
therefore will be given in Appendix D.1 rather than the main matter of the thesis.
Intuitively the main idea behind the proof is to show that in order to validate an
MSSpDES model the number of required model simulations is finite, and that the
number of time points considered for each model simulation is bounded. Therefore
the PBLMSTL specification is evaluated against a finite number of time points
and model simulations, which can be done in a finite number of steps.
5.7 Meta model checking
One of the main limitations of the multiscale model checking methodology, as
described up to this point, is that the evolution over time of spatial properties
can be described only with respect to the predefined collections of spatial entity
types SET considered = {clusters, regions} and spatial measures SM considered =
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{clusteredness, density, area, perimeter, distanceFromOrigin, angle, triangleMea-
sure, rectangleMeasure, circleMeasure, centroidX, centroidY}. Therefore the
methodology cannot be applied without further modifications to case studies
where other types of spatial entities (e.g. 3D spatial structures) and/or measures
(e.g. volume) are relevant.
The main reason for this limitation is that several components of the multiscale
model checking methodology depend directly on the collections of spatial entity
types and measures considered. These components are the multiscale spatio-
temporal analysis approach, MSTML and (P)BLMSTL. In case of the multiscale
spatio-temporal analysis for each spatial entity type sety ∈ SET considered and
spatial measure sm ∈ SM considered a corresponding spatial detection mechanism
and evaluation function are defined. Conversely in MSTML each possible value for
the spatialType attribute (see spatialEntity element) corresponds to a spatial
entity type sety ∈ SET considered. Moreover the information describing the state of
a spatialEntity element is described by child elements corresponding to the
spatial measures sm ∈ SM considered. Finally (P)BLMSTL enables writing formal
specifications that describe how the values of spatial measures sm ∈ SM considered
evaluated against spatial entities of type sety ∈ SET considered are expected to
change over time.
In order to overcome this limitation we define a generalized version of the
multiscale multidimensional spatio-temporal model checking methodology called
multiscale multidimensional spatio-temporal meta model checking; the term meta
is used in multiscale multidimensional spatio-temporal meta model checking
similarly to how it is used in meta-programming. From a theoretical point of
view multiscale multidimensional spatio-temporal meta model checking enables
employing arbitrary spatial entity types and measures for the validation of com-
putational models. Conversely from an implementation point of view a multiscale
multidimensional spatio-temporal meta model checking program, similarly to a
meta-program, takes program templates and case study specific spatial entity
types and measures as input and produces a corresponding case study specific
multiscale multidimensional spatio-temporal model checking program as output.
The main difference between the multiscale multidimensional spatio-temporal
and multiscale multidimensional spatio-temporal meta model checking method-
ologies is that in the latter SET considered and SM considered are replaced with meta
collections of spatial entity types SET , respectively spatial measures SM , defined
as follows:
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• SET = {sety | sety is a spatial entity type for which there
exists a corresponding spatial detection mechanism fsety,
fsety : SpSV
p → {0, 1}m1×n1 × {0, 1}m2×n2 × ...× {0, 1}mp×np ,
which detects sets of spatial entities SE of type sety in the
discretised spatial domain}.
Considering the spatial state variable tuples spsvt ∈ SpSV p, fsety computes
which positions of the discretised space are occupied (1) by spatial entities
or not (0); see Subsection 3.4.1 for examples of spatial detection mechanisms
corresponding to the spatial entity types clusters and regions.
• SM = {sm | sm is a spatial measure, sm : SE → SMV ⊆ R, where SE is a
set of spatial entities and SMV is the corresponding domain of valid spatial
measure values}; see Subsection 3.4.2 for examples of spatial measures
corresponding to the spatial entity types clusters and regions.
These collections are called meta because they provide only a description of the
conditions which should hold for each type of spatial entity and measure but do
not explicitly define instances thereof. Since SET and SM do not contain specific
spatial entity types and spatial measures, the multiscale spatio-temporal analysis,
MSTML and (P)BLMSTL can be only partially defined.
The multiscale meta model checking methodology enables the creation of
different multiscale model checking methodology instances by replacing SET and
SM with case study specific collections of spatial entity types and spatial measures,
and updating the multiscale spatio-temporal analysis, MSTML and (P)BLMSTL
accordingly. These instances can then be used to validate MSSpDES models
considering case study specific types of spatial entities and/or measures. For
instance, in order to validate computational models considering a 3D representation
of space a corresponding model checking methodology instance could be created
that replaces SET and SM with SET 3D = {cuboid, cylinder, sphere} and SM 3D
= {volume, centroidX, centroidY , centroidZ}.
A graphical description of the workflow employed to create instances of multi-
scale multidimensional spatio-temporal model checking methodologies is provided
in Figure 5.7.
The workflow depicted in Figure 5.7 enables automatically creating multiscale
model checking methodology instances tailored to specific spatial representations
(e.g. 3D), and types of spatial entities and measures. However the workflow does
not automatically define the image processing functions required to automatically
detect and analyse spatial entities in time series data. Such functions can often
be defined based on existing approaches from the image processing literature.
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Figure 5.7: Workflow for creating multiscale multidimensional spatio-temporal model checking
methodology instances. The workflow comprises two levels, the upper generic (meta) level, and the
lower specific (instance) level. The upper level comprises the multiscale multidimensional spatio-
temporal meta model checking methodology. Conversely the lower level consists of the specific col-
lections of spatial entity types and measures employed to create multiscale multidimensional spatio-
temporal model checking methodology instances. For each pair (e.g. m) of spatial entity types and
spatial measures collections considered a corresponding multiscale model checking methodology in-
stance is created. The resulting methodology instances (e.g. m) can then be employed for various case
studies (e.g. n) to decide if computational models (e.g. m,n) are valid relative to corresponding formal
specifications (e.g. m,n) or not. Rounded rectangles and arrows having the same border/line colour
correspond to the same collections of spatial entity types and spatial measures.
Finally following on from Appendix D.1 when validating an MSSpDES model
relative to a formal PBLMSTL specification the number of required model simu-
lations, and the number of required state transitions for each model simulation
do not depend directly on the considered collections of spatial entity types and
spatial measures. Therefore regardless of the instances of SET and SM considered
the multiscale spatio-temporal model checking problem is well-defined.
5.8 Implementation
To automate the validation of computational models relative to how both numeric
and spatial properties are expected to change over time and across multiple
scales the multiscale spatio-temporal detection and analysis approach and the
multiscale multidimensional spatio-temporal meta model checking method were
implemented in software tools. The name of the model checking software is Mule
and is a concatenation of the first and last two letters of the word “Multiscale”.
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Using the model checker Mule and the multiscale spatio-temporal detection and
analysis module computational models can be validated relative to PBLMSTL
specifications by adapting the workflow given in Figure 3.7 to the multiscale
context i.e. the (uniscale) spatio-temporal analysis is replaced by the multiscale
spatio-temporal analysis (see Subsection 5.4.1), STML is replaced with MSTML,
PBLSTL is replaced with PBLMSTL and Mudi is replaced with Mule.
5.8.1 Multiscale spatio-temporal detection and analysis
module
The multiscale spatio-temporal detection and analysis module was implemented
as a Bash script which executes the (uniscale) spatio-temporal detection and
analysis modules (see Subsection 3.7.1) for each scale and subsystem considered.
Given that scales and subsystems are case study specific the multiscale spatio-
temporal detection and analysis Bash script must be adapted for each case study.
For usability purposes the script was designed such that only particular steps
emphasized by “TODO” comments need to changed between case studies.
5.8.2 Model checker Mule
Mule builds on the implementation of the model checker Mudi (see Subsec-
tion 3.7.2). Consequently the use cases for Mule are the same as for Mudi (see
Figure 3.8) but adapted to the multiscale context i.e. computational models
are validated relative to PBLMSTL instead of PBLSTL specifications, STML
files are replaced with MSTML files, and the user can additionally provide as
input to Mule an MA graph. Similarly the architecture of Mule is the same as
the architecture of Mudi (see Figure 3.9) with the exception that a PBLMSTL
instead of a PBLSTL logic property parser and evaluator is employed. In addition,
similarly to Mudi, Mule was implemented in C++ and supports all approximate
probabilistic model checking approaches described in Table 2.1. Moreover all unit
tests were implemented using the Google Test unit testing framework.
In contrast to Mudi, Mule can be adapted to case study specific spatial
entity types and/or measures. The workflow for generating instances of the
multiscale multidimensional spatio-temporal model checker Mule was implemented
as described in Figure 5.8. The main idea behind the implementation is to use
two instead of one compilation (or translation) steps. The first compilation step
takes a description of the spatial entity types and measures as input and produces
C++ source code as output. The second compilation step translates the generated
C++ source code in binary (i.e. executable) format. Conceptually this approach
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Figure 5.8: Implementation of workflow for generating multiscale multidimensional model checker
instances according to user-defined spatial entity types and spatial measures. Starting from the problem
one tries to solve, an xml file is created describing the collections of spatial entity types and spatial
measures of interest. These collections are then validated with respect to relevant constraints captured
by an xsd file; see http://mule.modelchecking.org/standards for the latest version of the xsd file. If the
xml file validation fails then the specification of the spatial entity types and measures needs to be
updated accordingly. Otherwise the xml file is employed by a C++ source code generator written in
Python to generate the corresponding Mule source files based on a set of predefined templates. The
source files are compiled to produce an executable version of the corresponding Mule instance. This
instance can then be employed to validate relevant computational models.
is called “meta” because Mule is an abstract (meta) model checker that can be
instantiated according to case study specific spatial entity types and measures.
From a practical point of view the user modifies only the description of the
spatial entity types and measures, while the source code and the corresponding
executables are automatically generated for him/her.
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One of the main advantages of the workflow depicted in Figure 5.8 is that it
enables generating different instances of Mule corresponding to various spatial
entity types and spatial measures without negatively impacting the efficiency of
the model checker. Conversely its main disadvantage is that it requires recompiling
the model checker whenever the collections of spatial entity types and spatial
measures change; this could be especially challenging for non-technical users. In
order to address this issue a web service could be set up in the future where users
upload the xml specification file and receive the corresponding model checking
executable as output.
Similarly to Mudi, Mule can be executed only from the command line but, to
improve its usability, a corresponding graphical user interface could be designed
and implemented in the future.
The instance of Mule considered throughout this thesis is defined with re-
spect to the collection of spatial entity types SET considered and spatial measures
SM considered. However, for simplicity purposes the angle spatial measure is no
longer computed as described in Subsection 3.4.2; the angle of a spatial entity is
now determined by the lines that pass through the discretised spatial domain’s
centre point and are tangent to the spatial entity’s outer contour.
5.8.3 Availability
The multiscale spatio-temporal detection and analysis Bash scripts correspond-
ing to the case studies against which the efficacy of the model checker Mule is
illustrated (see Chapter 6) are made freely available online at https://github.com/
IceRage/Mule/tree/master/Multiscale/script/analysis/case study specific. Con-
versely the source code and the executable corresponding to the Mule instance
employed throughout the thesis are made freely available online via the official
Mule website http://mule.modelchecking.org. Moreover a Docker image has been
created to provide a self-contained environment for executing/updating model
checker instances on all major operating systems without additional setup (except
installing Docker (Docker, 2015)). The official Mule website additionally contains
the xsd schemas for MA graphs, MSTML files and meta model checking config-
uration files, the computational models, datasets of MSTML files, PBLMSTL
specifications and MA graphs corresponding to the case studies considered (see
Chapter 6), text and video based tutorials on how to download, install and use
Mule, respectively on how to generate a case study specific instance of Mule, and
a link to the Mule issue tracking webpage.
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5.9 Related work
Although the problem of validating multiscale spatio-temporal computational
models of biological systems using model checking approaches has not been
addressed previously in the literature, the need for reasoning about the evolution
of systems across multiple scales has been considered in other fields of science.
Relevant approaches from the areas of pattern recognition and spatial information
theory are described below. To the best of our knowledge there is no related work
on meta model checking approaches.
5.9.1 Pattern recognition
A model checking approach which explicitly distinguishes between multiple spatial
scales without (initially) accounting for time was introduced by Grosu (Grosu
et al., 2009) for pattern detection. The multiscale representation of space was
created by recursively splitting a spatial domain in quadrants (a finite number
of times) and representing the resulting hierarchy as a quadtree. For reasoning
about spatial subdomains along a linear path through the quadtree a formal logic
called Linear Spatial Superposition Logic and a corresponding model checking
algorithm were introduced.
More recently both the formal logic and corresponding model checking algo-
rithm were extended by Gol et al. (Gol et al., 2014) to account for branching
paths through quadtrees (Tree Spatial Superposition Logic), and by Haghighi et
al. (Haghighi et al., 2015) to account for the evolution of the quadtrees over time
(SpaTel).
Similarly to BLMSTL SpaTel enables writing formal specifications about how
both numeric and spatial properties are expected to change over time and across
multiple scales. In SpaTel numeric properties are encoded as binary expressions
comparing (using ≤ or ≥) the value of a numeric state variable to a real value.
Conversely spatial properties are encoded by stating in which of the four possible
quadrants (i.e. NW , NE , SW , SE ) numeric properties should hold. In addition
SpaTel enables specifying at which scale(s) numeric and/or spatial properties
should hold using the Uk (i.e. bounded until) and© (i.e. next) operators. However
in contrast to BLMSTL SpaTel does not enable reasoning about general multiscale
systems since only one spatial domain is considered and the (quadrants) relation
between consecutive levels/scales is fixed. Moreover it is not possible to describe
how spatial entities and their properties potentially spanning multiple quadrants
of the spatial domain change over time.
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5.9.2 Spatial information theory
In the area of spatial information theory several existing directional and topological
qualitative uniscale spatial logics (see Subsection 3.8.2) have been adapted to the
multiscale context to enable reasoning about how regions evolve in space, time
and across multiple scales (Du et al., 2013b, 2014; Su et al., 2011).
The hierarchical organization of the spatial domain considered is usually
encoded using tree-like data structures (Plumejeaud et al., 2011) where the root
of the tree corresponds to the most coarse-grained representation, and the leaves
to the most fine-grained representation. Each region is encoded by a different
vertex, and (directional/topological) relations between regions are represented
using edges.
The main difference between uniscale and multiscale qualitative spatial logics
is that in case of the latter the employed spatial representation is hierarchical
instead of flat, where each level in the hierarchy corresponds to a different spatial
resolution/scale. Moreover spatial relations can be defined with respect to regions
from different scales.
Despite enabling to reason about the evolution of systems over space, time
and across multiple scales, such multiscale spatial logics are limited to qualitative
descriptions and therefore cannot numerically describe how (biological) systems
are expected to change over time.
Summary
This chapter has described a novel methodology and model checker implementation
for validating multiscale computational models of biological systems with respect
to both how numeric and case study specific spatial properties are expected to
change over time and across multiple scales. Biological systems are abstractly
represented as MSSpDESs which explicitly encode the hierarchical organization
of real-life systems using MA graphs, and map state variables to particular scales
and subsystems using the SVSS assignment function. The simulation output
of MSSpDES models is processed by the multiscale spatio-temporal analysis
module for automatically detecting and analysing how emergent spatial patterns,
potentially from multiple scales, change over time. Formal specifications against
which MSSpDES models are validated are encoded using the formal language
PBLMSTL introduced here. Given an MSSpDES model and a formal PBLMSTL
specification corresponding model checking algorithms decide if the MSSpDES
model is valid relative to the given specification. To enable adapting the multiscale
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model validation approach to case study specific spatial entity types and measures,
a generalization of the multiscale model checking methodology is defined; the
resulting approach is called multiscale multidimensional spatio-temporal meta
model checking. Implementation details and a comparison with related approaches
from the areas of pattern recognition and spatial information theory were provided
in the end.
CHAPTER 6
Validation of multiscale
computational models of
biological systems
Introduction
This chapter illustrates how to employ the multiscale multidimensional spatio-
temporal model checking methodology described in Chapter 5 to validate four
multiscale computational models of biological systems previously published in the
literature. The computational models are of different complexity, were encoded
using different modelling formalisms and software, are deterministic, stochastic
or hybrid, and represent space explicitly or not. The corresponding case studies
are the rat cardiovascular system dynamics, the uterine contractions of labour,
the Xenopus laevis cell cycle and the acute inflammation of the gut and lung.
The computational models have been validated using the model checker Mule
against formal PBLMSTL specifications which were derived from the original
papers introducing the computational models. Conclusions drawn from validating
the computational models are provided in the end.
6.1 Description
The efficiency and applicability of the multiscale multidimensional spatio-temporal
meta model checking methodology was assessed considering four systems biology
case studies published in the literature. The case studies were chosen such that
the corresponding computational models are of different types (i.e. determinis-
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tic/hybrid/stochastic), span different levels of organization (e.g. cellular/organ)
and are encoded using different modelling formalisms (e.g. ordinary differential
equations/cellular automata) and software (e.g. Morpheus/NetLogo); see Table 6.1
for a brief comparison of the computational models considered.
Table 6.1: Considered multiscale systems biology computational models against which the multiscale
multidimensional spatio-temporal meta model checking methodology and implementation were vali-
dated. Each model (M1–M4) has an associated description and type (i.e. deterministic, stochastic or
hybrid), was encoded using specific modelling formalisms and software, represents space explicitly or
not (Y = Yes, N = No), spans different levels of organization, and has a corresponding reference paper
and download link.
M1 M2 M3 M4
Description
Rat
cardiovascular
system
dynamics
Uterine
contractions of
labour
Xenopus laevis
cell cycle
Acute
inflammation of
gut and lung
Model type Deterministic Deterministic Hybrid Stochastic
Modelling
formalism(s)
Ordinary
differential
equations
(ODE)
Cellular
automata (CA)
ODEs +
Cellular Potts
model (CPM)
Agent based
modelling
(ABM)
Modelling
software
JSim Mathematica Morpheus NetLogo
Explicit spatial
representation
N Y Y Y
Levels of
organization
Cellular +
Organ system
Cellular +
Tissue
Intracellular +
Cellular
Cellular +
Tissue + Organ
Case study
reference
(Beard et al.,
2012)
(Young and
Barendse, 2014)
(Ferrell Jr.
et al., 2011)
(An, 2008)
Model download
link
http:
//wiki.virtualrat.
org/VPRWiki/
images/6/67/
Workflow
Model Files.rar
http:
//s3-eu-west-1.
amazonaws.
com/files.
figshare.com/
1720626/
Supporting
Information S1
http://imc.zih.
tu-dresden.de/
wiki/morpheus/
doku.php?id=
examples:
multiscale#
odes in cpm
cellscell cycle
and
proliferation
http:
//bionetgen.org/
SCAI-wiki/
images/7/7d/
GutLungAxis2.1.
nlogo
For generalizability purposes two of the models considered in Table 6.1 are
deterministic (i.e. M1 and M2), one is hybrid (i.e. M3) and one is stochastic (i.e.
M4). As per Definition 13 the proposed model checking approach assumes that
the computational models considered are represented as MSSpDESs. Translating
stochastic computational models to an MSSpDES representation is straightforward.
However in order to translate deterministic/hybrid computational models to an
MSSpDES representation two potential changes are required.
First of all, in order to preserve the decidability of the model checking al-
gorithms the behaviour of any continuous-time model component needs to be
described by a finite sequence of states, which can be encoded in the MSSpDES
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representation. Our assumption is that considering a discrete approximation of
the model behaviour is potentially appropriate for biological systems since the in
vitro observations used to build the model were also recorded considering a finite
number of discrete time points (He et al., 2008; Liu et al., 2009a; Palaniappan
et al., 2013). For minimizing losses in accuracy the time step employed during the
discretisation process was set equal to the time step ∆h chosen originally by the
model authors for the in silico numerical model simulators; in case of adaptive
time stepping the minimum time step could be considered.
Secondly, a probability value needs to be associated to each state transition
encoded in the models. In case of deterministic state transitions a probability
value of 1 is associated, and in case of stochastic state transitions the probabilities
initially encoded in the (hybrid) models are preserved.
One of the main differences between stochastic/hybrid and deterministic
models translated to an MSSpDES representation is that in case of the former, the
probability of the system under consideration to transition from the current to the
next state is a real value p ∈ [0, 1], and in case of the latter p ∈ {0, 1}. Similarly,
the probability of a BLMSTL logic statement to hold for a stochastic/hybrid
model is a real value p ∈ [0, 1], while in case of a deterministic model it is a real
value p ∈ {0, 1}.
The other steps of the multiscale model checking workflow (i.e. multiscale
spatio-temporal analysis, formal specification, model checking) do not need to be
modified when employing deterministic/hybrid models because they are defined
relative to simulation traces rather than the models themselves.
The natural language and corresponding formal specifications, against which
the models were validated, have been derived from the original papers intro-
ducing the case studies. Quotes from the original papers have been employed
to create initial natural language statements describing the expected system
behaviour. The initial natural language statements were then rephrased to match
the constructs and structure typical to formal PBLMSTL statements; the result-
ing statements are called rephrased natural language statements. Finally the
rephrased natural language statements were manually mapped into corresponding
PBLMSTL statements. Where insufficient information was available (e.g. proba-
bilities) the numeric values employed in the formal specification are quantitative
approximations of the corresponding natural language descriptions (e.g. with high
probability ⇒ 0.9). The main purpose of the PBLMSTL statements considered is
to illustrate the expressivity of the methodology and not to predict previously
unknown biologically relevant properties.
The computational models have been simulated, analysed and validated using
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the same regular desktop computer (Linux x64, Intel Core i5-2500 CPU @1.6 GHz,
16 GB DDR3 RAM memory). To assess the performance of the approach execution
times have been recorded for all relevant steps of the model checking workflow.
Moreover, for comparison purposes, the case studies and the corresponding
computational models will not be described individually but in parallel considering
the steps of the model checking workflow (i.e. model construction, multiscale
spatio-temporal analysis, formal specification, model checking).
For reproducibility purposes the MA graph, the generated MSTML file(s), and
the formal PBLMSTL specification corresponding to all computational models
are made available at http://mule.modelchecking.org/case-studies.
6.2 Model construction
6.2.1 Rat cardiovascular system dynamics
The cardiovascular system comprises the heart, blood and blood vessels, and
is the organ system responsible for delivering oxygen and nutrients to, and
removing waste products from the entire organism. Its dynamics changes in case
of a transient increase of the thoracic pressure (e.g. by performing the Valsalva
manoeuvre) which leads to reduced blood flow in the right atrium, reduced cardiac
output and decreased aortic pressure (Beard et al., 2012).
In order to describe the behavioural changes of the cardiovascular system
during the Valsalva manoeuvre Beard et al. built a multiscale non-spatial ODE
model (Beard et al., 2012) by integrating two previously existing models. The
first model is an abstract representation of the cardiovascular system (Smith
et al., 2004). Conversely the second model encodes the baroreflex mechanism (Bu-
genhagen et al., 2010) which is employed to maintain the blood pressure of an
organism at approximately constant levels. One of the main advantages of the
integrated multiscale model is that it enables relating changes at the entire car-
diovascular system level with changes at the baroreflex mechanism level and vice
versa, which was not possible when employing the constituent models separately.
The hierarchical organization of the resulting model is encoded by the MA graph
depicted in Figure 6.1.
For validation purposes the numeric state variables considered at the organ
system scale are the thoracic pressure and the heart rate, and the aortic pressure
at the cellular scale.
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OrganSystem, Cardiovascular
Cellular, Baroreceptor
Figure 6.1: MA graph representing the multiscale organization of the rat cardiovascular system
dynamics computational model.
6.2.2 Uterine contractions of labour
Although it is known that usually during human labour regions across the entire
uterus contract in a coordinated fashion the underlying mechanisms by which
an initial local contraction propagates to the entire organ level are not fully
understood (Young and Barendse, 2014).
One hypothesis is that a positive feedback loop is created between the tissue
level contractions and the intrauterine pressure as follows: an initial tissue
level contraction increases the intrauterine pressure and adds tension to the
neighbouring regions, which in response start to contract, thus increasing the
intrauterine pressure even further and adding tension to their corresponding
neighbouring regions which also start to contract, and the entire process is
repeated until all contractible regions across the entire organ are recruited.
In order to test this hypothesis Young and Barendse developed a corresponding
predictive deterministic computational model (Young and Barendse, 2014). The
model was encoded as a cellular automaton in Mathematica and spans two levels
of organization, the organ level for the uterus, and the tissue level for the uterine
regions; see Figure 6.2 for the corresponding MA graph.
Tissue, BurstActivity Tissue, RefractoryActivityTissue, ContractileActivity
Organ, Uterus
Figure 6.2: MA graph representing the multiscale organization of the uterine contractions of labour
computational model.
At the organ (i.e. uterus) scale the numeric state variable considered is the
intrauterine pressure and space is encoded explicitly as a 4× 4 grid, where each
grid position represents a tissue (i.e. uterine region). Conversely at the tissue
level there is no explicit representation of space and the recorded numeric state
variables are the contractile, burst and refractory activities of the uterine regions.
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6.2.3 Xenopus laevis cell cycle
The cell cycle is a fundamental biological process which is responsible for the
replication/division of cells and is involved in the development and partial renewal
of organisms. Its complexity usually increases with the complexity of the organism
considered. Therefore it is studied in lower and less complex organisms such as
the Xenopus laevis frog.
To gain a better understanding of the Xenopus laevis embryonic cell cycle and
how it affects cellular population growth the developers of the modelling software
Morpheus (Starruß et al., 2014) built a corresponding multiscale computational
model (Starruß and Back, 2014). The computational model describes how three
proteins CDK1, Plk1 and APC regulate the cell cycle at the intracellular level
using ODEs (Ferrell Jr. et al., 2011), respectively how cells divide and are
displaced in 2D space at the cellular level using a CPM. The corresponding MA
graph is depicted in Figure 6.3.
Intracellular, Plk1 Intracellular, APCIntracellular, CDK1
Cellular, Embryo
Figure 6.3: MA graph representing the multiscale organization of the Xenopus laevis cell cycle
computational model.
At the cellular level space is represented explicitly as a 52× 52 grid recording
the spatial distribution of the population of cells. Conversely at the intracellular
level there is no explicit representation of space and the numeric state variables
considered are the concentrations of CDK1, Plk1 and APC.
6.2.4 Acute inflammation of the gut and lung
There is no single definition of inflammation in the literature (Scott et al., 2004)
but in this thesis we will interpret it as the response of a biological system to bodily
damaging stimuli. Depending on the intensity of the stimulus an inflammatory
response initiated in one organ can propagate to other organs and eventually lead
to multiple organ failure (An, 2008).
To gain a better understanding of the relation between inflammatory responses
and multiple organ failure, G. An (An, 2008) built a multiscale agent-based compu-
tational model using the software NetLogo which describes how the inflammation
of either the gut (i.e. gut ischemia) or lung (i.e. pneumonia) could potentially
lead to the failure of both organs. The levels of organization considered in the
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computational model are cellular (for representing endothelial and epithelial cells),
tissue (for representing the organ luminal space, the blood vessel luminal space,
and the endothelial and epithelial layers), and organ (for representing the gut and
lung); see Figure 6.4 for the corresponding MA graph.
Organ, LungOrgan, Gut
Organism, Human
Tissue, GutEndothelium Tissue, GutEpithelium Tissue, LungEpithelium Tissue, LungEndothelium
Cellular, GutEndotheliumIschemia Cellular, LungEndotheliumIschemia
Figure 6.4: MA graph representing the multiscale organization of the acute inflammation of the gut
and lung computational model.
The organism level is not modelled explicitly and the corresponding vertex
(Organism, Human) was added to the MA graph in Figure 6.4 only to ensure that
its structure is tree-like. At the organ level space is not represented explicitly and
the numeric state variables considered represent the amount of solute which leaked
into the gut and lung. Conversely at the tissue level space is represented explicitly
as a 31×31 grid where each grid position represents a cell. The tissue level numeric
state variables considered for both gut and lung are the total concentration of
cytoplasm and cell wall occludin, and the total cell damage by-product. At the
cellular level the numeric state variables considered encode the level of ischemia
for both gut and lung endothelial cells.
6.3 Multiscale spatio-temporal analysis
The computational models M1–M4 were simulated and the simulation outputs
were translated to MSTML. The translation operation comprises converting
the simulation output to csv format, generating an MSTML subfile for each
considered time point, numeric state variable and spatial region comprising one or
multiple grid positions, and in the end merging all subfiles into a single MSTML
file. Execution times for the model simulation and subsequent translation steps
corresponding to all computational models are provided in Table 6.2.
The most time consuming step for the rat cardiovascular system dynamics
(i.e. u37.22s) and the acute inflammation of the gut and lung (i.e. u329.60s) case
studies was the model simulation due to the large number of time points considered
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Table 6.2: Model simulation and analysis execution times for the rat cardiovascular system dynamics,
the uterine contractions of labour, the Xenopus laevis cell cycle and the acute inflammation of the gut
and lung case studies. The steps considered are model simulation, conversion of the simulation output
to csv format, generating an MSTML subfile for each considered time point, numeric state variable
and spatial region comprising one or multiple grid positions, and merging subfiles into a single MSTML
file. Depending on the computational model type (i.e. deterministic/stochastic/hybrid) and the formal
specification against which it was validated, the number of considered model simulations, respectively
time points per model simulation differed. Computational models are distinguished by their model id
(i.e. M1–M4). The number of model simulations considered was 1 for computational models M1 and
M2, 1500 for M3, and 500 for M4. The number of time points recorded for each model simulation was
30001 for computational model M1, 330 for M2, 103 for M3, and 1000 for M4.
Execution time (seconds)
M1 M2 M3 M4
Model simulation 37.2183 1.1339 1.7860 329.5979
Convert simulation output to csv format 0.3333 0.0185 1.3125 2.6153
Generate MSTML subfiles 25.5179 25.1534 12.0642 64.8183
Merge subfiles into single MSTML file 31.2068 0.4352 1.6562 2.8784
(i.e. 30001), and the stochastic nature and high complexity associated with the
model. Conversely the most time consuming step for the uterine contractions of
labour (i.e. 25.1534s) and Xenopus laevis cell cycle (i.e. 12.0642s) case studies
was generating the MSTML subfiles due to the spatial regions which have been
automatically detected and analysed for each spatial state variable considered.
The least time consuming step for all case studies was converting the model
simulation output to csv format.
6.4 Formal specification
The generated MSTML files representing the behaviour of the computational
models are employed during the evaluation of the formal specification described
below using quotes from the original paper introducing the models, derived natural
language statements and corresponding PBLMSTL statements.
6.4.1 Rat cardiovascular system dynamics
1. Quote from paper: “During the interval marked Valsalva the thoracic
pressure is increased from the baseline value of -4 mmHg to the value of 16
mmHg. After 10 s of elevated pressure, thoracic pressure is returned to the
baseline value” (Beard et al., 2012).
Natural language: The probability is greater than 0.9 that after initiating
the Valsava manoeuvre (time = 5000 ms) the thoracic pressure increases from
the baseline value -4 to 16 for 10 seconds (time interval [5001 ms, 14999 ms]),
and then drops back to the baseline value -4. The corresponding rephrased
natural language statement is that the probability is greater than 0.9 that
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after initiating the Valsava manoeuvre (time = 5000 ms) the thoracic pressure
{P th} (corresponding to scale and subsystem OrganSystem.Cardiovascular)
increases from the baseline value -4 to 16 for 10 seconds (time interval [5001
ms, 14999 ms]), and then drops back to the baseline value -4.
PBLMSTL: P > 0.9 [(G [0, 5000] ({P th} (scaleAndSubsystem =
OrganSystem.Cardiovascular) = −4)) ∧
(G [5001, 14999] ({P th} (scaleAndSubsystem =
OrganSystem.Cardiovascular) = 16)) ∧
(G [15000, 30000] ({P th} (scaleAndSubsystem =
OrganSystem.Cardiovascular) = −4))].
2. Quote from paper: “During the initial phase of the response” ... “the
increase in aortic pressure causes a transient decrease in heart rate via the
baroreflex” (Beard et al., 2012).
Natural language: The probability is greater than 0.9 that during the
initial phase of the response (time interval [5001 ms, 6500 ms]) the aortic
pressure increases and the heart rate decreases. The corresponding rephrased
natural language statement is that the probability is greater than 0.9 that
during the initial phase of the response (time interval [5001 ms, 6500
ms]) the aortic pressure {P ao} (corresponding to scale and subsystem
Cellular.Baroreceptor) increases and the heart rate {HR} (corresponding
to scale and subsystem OrganSystem.Cardiovascular) decreases. Since the
values of {P ao} and {HR} are continuously oscillating we check if the
maximum {P ao} value in time interval [5001 ms, 6500 ms] is larger than
the maximum {P ao} value in time interval [4800 ms, 5000 ms], and if the
minimum {HR} value in time interval [5001 ms, 6500 ms] is smaller than
the minimum {HR} value in time interval [4800 ms, 5000 ms].
PBLMSTL: P > 0.9 [(max([5001, 6500] {P ao} (
scaleAndSubsystem = Cellular.Baroreceptor)) >
max([4800, 5000] {P ao} (scaleAndSubsystem =
Cellular.Baroreceptor))) ∧
(min([5001, 6500] {HR} (scaleAndSubsystem =
OrganSystem.Cardiovascular)) <
min([4800, 5000] {HR} (scaleAndSubsystem =
OrganSystem.Cardiovascular)))].
3. Quote from paper: “Following the initial response of increased” (aortic)
“pressure, pressure begins to drop as a result of elevated thoracic pressure
impeding venous flow to the heart. Heart rate increases in response to
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the reduction in pressure predicted over the second phase of the Valsalva
interval” (Beard et al., 2012).
Natural language: The probability is less than 0.1 that after the initial
response phase (time interval [5001 ms, 6500 ms]) the aortic pressure con-
tinues to increase or stay constant, and the heart rate continues to decrease
or stay constant throughout the remainder of the Valsava interval (time in-
terval [6501 ms, 14999 ms]). The corresponding rephrased natural language
statement is that the probability is less than 0.1 that after the initial re-
sponse phase (time interval [5001 ms, 6500 ms]) the aortic pressure {P ao}
(corresponding to scale and subsystem Cellular.Baroreceptor) continues to
increase or stay constant, and the heart rate {HR} (corresponding to scale
and subsystem OrganSystem.Cardiovascular) continues to decrease or stay
constant throughout the remainder of the Valsava interval (time interval
[6501 ms, 14999 ms]). This statement can be rewritten as the minimum
{P ao} value in time interval [6501 ms, 14999 ms] is greater or equal to
the maximum {P ao} value in time interval [5001 ms, 6500 ms], and the
maximum {HR} value in time interval [6501 ms, 14999 ms] is smaller or
equal to the minimum {HR} value in time interval [5001 ms, 6500 ms] with
probability less than 0.1.
PBLMSTL: P < 0.1 [(min([6501, 14999] {P ao}(
scaleAndSubsystem = Cellular.Baroreceptor)) >=
max([5001, 6500] {P ao}(scaleAndSubsystem =
Cellular.Baroreceptor))) ∧
(max([6501, 14999] {HR}(scaleAndSubsystem =
OrganSystem.Cardiovascular)) <=
min([5001, 6500] {HR}(scaleAndSubsystem =
OrganSystem.Cardiovascular)))].
6.4.2 Uterine contractions of labour
4. Quote from paper: As indicated by the first rule in the “Formal presen-
tation of the rules of the simulation” subsection of (Young and Barendse,
2014) the intrauterine pressure (pressure) is computed as the sum of all
contractile activities (act) divided by the total number of regions (#regions)
and their corresponding constant anatomic sensitivities (anatomysens):
pressure(t) =
∑
act(i, j)/(#regions ∗ anatomysens(i, j)),
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where t represents the current time point, respectively i and j encode Ox
and Oy coordinates in the discretised 2D spatial domain.
Since both the total number of uterus regions and the associated anatomic
sensitivities are constant throughout individual model simulations, the in-
trauterine pressure is directly proportional to the contractile activities of
the uterine regions.
Natural language: The probability is greater than 0.9 that the intrauter-
ine pressure increases/decreases with the contractile activity of uterine
regions. The corresponding rephrased natural language statement is that
the intrauterine pressure {Pressure} (corresponding to scale and subsystem
Organ.Uterus) increases/decreases with the contractile activities (denoted
in PBLMSTL as densities) of the uterine regions (corresponding to scale
and subsystem Tissue.ContractileActivity) with probability greater than
0.9.
PBLMSTL: P > 0.9 [G [1, 329] (((d({Pressure}
(scaleAndSubsystem = Organ.Uterus)) > 0) ∧
((d(sum(density(filter(regions, scaleAndSubsystem =
Tissue.ContractileActivity)))) > 0))) ∨
((d({Pressure} (scaleAndSubsystem = Organ.Uterus)) < 0) ∧
((d(sum(density(filter(regions, scaleAndSubsystem =
Tissue.ContractileActivity)))) < 0))) ∨
(d({Pressure}(scaleAndSubsystem = Organ.Uterus)) = 0))].
5. Quote from paper: “When a region is experiencing an action potential
burst, the contractile activity is calculated by multiplying the passive tension
by the action potential multiplier (a factor > 1)” (Young and Barendse,
2014).
Following on from the quote(s) corresponding to statement 4 the intrauterine
pressure increases/decreases with the contractile activity.
Natural language: The probability is less than 0.1 that the intrauterine
pressure decreases when the entire uterus experiences an action potential
burst. The corresponding rephrased natural language statement is that
the probability is less than 0.1 that the intrauterine pressure {Pressure}
(corresponding to scale and subsystem Organ.Uterus) decreases when the
entire uterus comprising all 16 regions (corresponding to scale and subsystem
Tissue.BurstActivity) experiences an action potential burst.
PBLMSTL: P < 0.1 [F [1, 329] ((d({Pressure}(
scaleAndSubsystem = Organ.Uterus)) < 0) ∧
(min(area(filter(regions, scaleAndSubsystem =
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Tissue.BurstActivity))) = 16))].
6. Quote from paper: “When a region is in the refractory period, the tension”
(or pressure) “is decreased by multiplying the passive tension by a factor <
1 (refractory multiplier)” (Young and Barendse, 2014).
Natural language: The probability is greater than 0.9 that the intrauter-
ine pressure decreases when the entire uterus is in the refractory period.
The corresponding rephrased natural language statement is that the proba-
bility is greater than 0.9 that the intrauterine pressure {Pressure} (corre-
sponding to scale and subsystem Organ.Uterus) decreases when the entire
uterus comprising all 16 regions (corresponding to scale and subsystem
Tissue.RefractoryActivity) is in the refractory period.
PBLMSTL: P > 0.9 [G [1, 329] (((max(area(filter(regions,
scaleAndSubsystem = Tissue.RefractoryActivity))) = 0)) ⇒
((d({Pressure}(scaleAndSubsystem = Organ.Uterus)) < 0) ∨
((d({Pressure}(scaleAndSubsystem = Organ.Uterus)) = 0) ∧
({Pressure}(scaleAndSubsystem = Organ.Uterus) = 0.5))))].
6.4.3 Xenopus laevis cell cycle
7. Quote from paper: “The activation of CDK1 drives the cell into mito-
sis” (Ferrell Jr. et al., 2011).
Natural language: The probability is greater than 0.9 that whenever the
concentration of CDK1 reaches very high levels (in our case >96% of its
maximum value) all cells will divide. The corresponding rephrased natural
language statement is that the probability is greater than 0.9 that if the
concentration (denoted in PBLMSTL as density) of CDK1 (corresponding
to scale and subsystem Intracellular.CDK1) increases above 0.96 then all
cells will divide i.e. the sum of the (densities · areas) of all regions covered by
cells (corresponding to scale and subsystem Cellular.Embryo) will increase.
The value of 96% corresponds to the normalized threshold concentration 0.5
for CDK1 ([CDK1] ∈ [0, 0.515]) chosen by the developers of the multiscale
model (Starruß and Back, 2014) to trigger cellular division. Moreover the
time interval considered in the PBLMSTL statements corresponds to the
time interval considered in the model simulation.
PBLMSTL: P > 0.9 [G [0, 100] (((
count(density(filter(regions, scaleAndSubsystem =
Intracellular.CDK1 ∧ density < 0.96))) =
count(density(filter(regions, scaleAndSubsystem =
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Intracellular.CDK1 )))) ∧
(X (count(density(filter(regions, scaleAndSubsystem =
Intracellular.CDK1 ∧ density > 0.96))) =
count(density(filter(regions, scaleAndSubsystem =
Intracellular.CDK1 )))))) ⇒
(d(sum(multiply(area(filter(regions, scaleAndSubsystem =
Cellular.Embryo)), density(filter(regions, scaleAndSubsystem =
Cellular.Embryo))))) > 0))].
8. Quote from paper: “the activation of APC, which generally lags behind
CDK1, drives the cell back out of mitosis” (Ferrell Jr. et al., 2011).
Natural language: The probability is greater than 0.9 that whenever the
average concentration of APC increases and reaches its local maximum value
no cell will divide. The corresponding rephrased natural language statement
is that the probability is greater than 0.9 that if the average concentration
(represented in PBLMSTL as density) of APC (corresponding to scale and
subsystem Intracellular.APC) reaches a local maximum value i.e. increases
and then decreases, then no cell will divide i.e. the sum of the (densities ·
areas) of all regions covered by cells (corresponding to scale and subsystem
Cellular.Embryo) will remain constant.
The time interval considered in the PBLMSTL statements corresponds to
the time interval considered in the model simulation.
PBLMSTL: P > 0.9 [G [0, 100] (((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.APC )))) > 0) ∧
(X (d(avg(density(filter(regions, scaleAndSubsystem =
Intracellular.APC )))) < 0))) ⇒
(X (d(sum(multiply(area(filter(regions, scaleAndSubsystem =
Cellular.Embryo)), density(filter(regions, scaleAndSubsystem =
Cellular.Embryo))))) = 0)))].
9. Quote from paper: Figure 5C in the reference paper considered (Ferrell Jr.
et al., 2011) illustrates the oscillatory behaviour of the concentrations of
APC, CDK1 and Plk1. This behaviour is additionally emphasized in the
figure caption “Time course of the system, showing sustained limit cycle
oscillations” (Ferrell Jr. et al., 2011).
Natural language: The probability is greater than 0.9 that the average
concentrations of CDK1, Plk1 and APC increase and then decrease (i.e.
oscillate) over time at least three times. The corresponding rephrased
natural language statement is that the probability is greater than 0.9 that
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the average concentrations (represented in PBLMSTL as densities) of CDK1,
Plk1 and APC (corresponding to scale and subsystem Intracellular.CDK1,
Intracellular.Plk1, and Intracellular.APC) increase and then decrease over
time at least three times.
The minimum number of oscillations (in our case three) was chosen according
to the number of oscillations displayed in Figure 5C of the reference paper
considered (Ferrell Jr. et al., 2011). Moreover the time interval considered
in the PBLMSTL statements corresponds to the time interval considered in
the model simulation.
PBLMSTL: P > 0.9 [(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.CDK1 )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.CDK1 )))) < 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.CDK1 )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.CDK1 )))) < 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.CDK1 )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.CDK1 )))) < 0))))))))))))) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.Plk1 )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.Plk1 )))) < 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.Plk1 )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.Plk1 )))) < 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.Plk1 )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.Plk1 )))) < 0))))))))))))) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.APC )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.APC )))) < 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
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scaleAndSubsystem = Intracellular.APC )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.APC )))) < 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.APC )))) > 0) ∧
(F [0, 100] ((d(avg(density(filter(regions,
scaleAndSubsystem = Intracellular.APC )))) < 0)))))))))))))].
6.4.4 Acute inflammation of the gut and lung
10. Quotes from paper:
• “tight junction (TJ) proteins are involved in the integrity of gut ep-
ithelial barrier function” ... “The TJ proteins that seem to be most
affected in this situation are occludin ...” (An, 2008).
• “pulmonary epithelial cells behave very similarly to gut epithelial
cells with respect to tight junction metabolism and epithelial barrier
function” (An, 2008).
• “The impaired systemic oxygenation due to pulmonary leak arises from
pulmonary epithelial barrier failure” (An, 2008).
• “impaired oxygenation into the endothelial lumen, which is summed
across the surface of the model to produce a measure of systemic
arterial oxygen content. This value will now represent the baseline
”oxy” level for all other systemic endothelial agents” (An, 2008).
• “ischemia was modeled as a percentage of the total endothelial surface
rendered ”ischemic,” a state defined in the rules for the endothelial
cell agents as an ”oxy” level < 60” (An, 2008).
Natural language: The probability is greater than 0.9 that if the level
of cytoplasm occludin in the lung decreases then eventually the number of
ischemic endothelial lung cells will increase. The corresponding rephrased
natural language statement is that the probability is greater than 0.9 that if
the value of {LungOccludinCytoplasm} (corresponding to scale and subsys-
tem Tissue.LungEpithelium) decreases then eventually the total area of the
regions defined by ischemic endothelial lung cells (corresponding to scale
and subsystem Cellular.LungEndotheliumIschemia) will increase.
PBLMSTL: P > 0.9 [F [1, 999] ((d({LungOccludinCytoplasm}(
scaleAndSubsystem = Tissue.LungEpithelium)) < 0) ⇒
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(F [1, 999] (d(sum(area(filter(regions, scaleAndSubsystem =
Cellular.LungEndotheliumIschemia)))) > 0)))].
11. Quotes from paper:
• “this variable is termed ”cell-damage-byproduct,” and it is calculated
as a function of total endothelial damage” (An, 2008).
• “the levels of ”cell-damage-byproduct” will be the proxy for the uniden-
tified compound that is produced in the ischemic gut and circulated
to the lung, leading to inflammation of pulmonary endothelium” (An,
2008).
Natural language: The probability is greater than 0.9 that always an
increase of the cell damage by-product in the gut will lead to an increase
of the cell damage by-product in the lung. The corresponding rephrased
natural language statement is that the probability is greater than 0.9 that
always if the value of {GutCellDamageByproduct} (corresponding to scale
and subsystem Tissue.GutEndothelium) increases, then eventually the value
of {LungCellDamageByproduct} (corresponding to scale and subsystem
Tissue.LungEndothelium) increases.
PBLMSTL: P > 0.9 [G [1, 999] ((d({GutCellDamageByproduct}(
scaleAndSubsystem = Tissue.GutEndothelium)) > 0) ⇒
(F [1, 999] (d({LungCellDamageByproduct}(scaleAndSubsystem =
Tissue.LungEndothelium)) > 0)))].
12. Quotes from paper:
• “tight junction (TJ) proteins are involved in the integrity of gut ep-
ithelial barrier function” ... “The TJ proteins that seem to be most
affected in this situation are occludin ...” (An, 2008).
• “A luminal compound that diffuses in response to TJ barrier failure” ...
“is represented by ”gut-leak,” which is equal to the ”solute”” ... “that
penetrates the failed barrier” (An, 2008).
Natural language: The probability is greater than 0.9 that if the level
of cell wall occludin in the gut decreases then eventually the amount of
solute leaking in the gut lumen will increase. The corresponding rephrased
natural language statement is that the probability is greater than 0.9 that if
the value of {GutOccludinCellwall} (corresponding to scale and subsystem
Tissue.GutEpithelium) decreases then eventually the value of {GutLeak}
(corresponding to scale and subsystem Organ.Gut) will increase.
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PBLMSTL: P > 0.9 [F [1, 999] ((d({GutOccludinCellwall}(
scaleAndSubsystem = Tissue.GutEpithelium)) < 0) ⇒
(F [1, 999] (d({GutLeak}(scaleAndSubsystem = Organ.Gut)) > 0)))].
6.5 Model checking
Each PBLMSTL statement (stored in a separate file) was evaluated 500 times
against the relevant MSTML file(s) considering the corresponding MA graphs. The
main reason for evaluating each PBLMSTL statement against the corresponding
MSTML file(s) 500 times is to compute the variation of the model checker
execution time between runs for the deterministic computational models (M1
and M2), respectively the variation of the model checker results for the hybrid
(M3) and stochastic (M4) computational models. In the case of the deterministic
computational models (M1 and M2) the probabilistic black-box model checking
algorithm was employed because it does not place a lower bound on the required
number of model simulations and therefore is suitable for computational models
which are simulated only once. Conversely, in case of the hybrid (M3) and
stochastic (M4) computational models the frequentist statistical model checking
algorithm was employed setting the probability of both type I and type II errors
equal to 5%. The output of the statistical analysis of the model checking results
is summarized in Table 6.3.
Empirical evidence shows that all computational models are valid relative
to the formal specifications derived from the original papers introducing the
models. Due to the deterministic nature of computational models M1 and M2,
the corresponding model checking results were obtained by considering a single
MSTML file, and therefore were identical across all 500 model checker executions.
The main difference between the PBLMSTL statements considered is that in
case of statements 1, 2, 4 and 6 the estimated probability p for them to hold,
computed as #true MSTML divided by #total MSTML, was p = (1 / 1) = 1,
respectively for the PBLMSTL statements 3 and 5 it was p = (0 / 1) = 0. However
since the associated probabilistic specification for the PBLMSTL statements 1,
2, 4 and 6 was p > 0.9 (i.e. 1 > 0.9), respectively p < 0.1 (i.e. 0 < 0.1) for the
PBLMSTL statements 3 and 5, all PBLMSTL statements hold. Conversely in
case of the hybrid, respectively stochastic computational models M3 and M4, the
model checking results were obtained by considering multiple MSTML files, and
therefore in some cases (see Table 6.3, row corresponding to SId 7) variations
between model checker executions were observed.
The average execution times corresponding to the validation of the deter-
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Table 6.3: Model checking statistical analysis results for the rat cardiovascular system dynamics, the
uterine contractions of labour, the Xenopus laevis cell cycle and the acute inflammation of the gut and
lung case studies. Entries in the “MId” and “SId” columns represent the numeric identifiers associated
with each computational model and its corresponding PBLMSTL statements. The “% true PBLMSTL”
column describes what percentage of the 500 executions concluded that the PBLMSTL statement is
true. “#total MSTML” represents the total number of MSTML files evaluated for the PBLMSTL
statement; columns “#true MSTML” and “#false MSTML” represent the number of MSTML files
for which the PBLMSTL statement was evaluated true, respectively false. “Execution time” presents
the average model checking execution time for each PBLMSTL evaluation using the “minutes:seconds”
format. “µ” and “σ” represent the mean and standard deviation.
MId SId
% true
PBLMSTL
#total
MSTML
#true
MSTML
#false
MSTML
Execution
time
µ σ µ σ µ σ µ σ
1
1 100 1 0 1 0 0 0 0:17.67 0:0.12
2 100 1 0 1 0 0 0 0:17.61 0:0.13
3 100 1 0 0 0 1 0 0:17.80 0:0.36
2
4 100 1 0 1 0 0 0 0:0.55 0:0.01
5 100 1 0 0 0 1 0 0:0.54 0:0.01
6 100 1 0 1 0 0 0 0:0.54 0:0.01
3
7 100 28.79 2.04 28.61 1.62 0.19 0.44 0:35.35 0:2.44
8 100 28 0 28 0 0 0 0:34.29 0:0.09
9 100 28 0 28 0 0 0 0:35.36 0:0.99
4
10 100 28 0 28 0 0 0 1:27.39 0:0.72
11 100 28 0 28 0 0 0 1:30.27 0:2.23
12 100 28 0 28 0 0 0 1:27.03 0:0.65
ministic computational models M1 and M2 were smaller than for the hybrid,
respectively stochastic computational models M3 and M4. This is due to the
difference in the number of MSTML files considered which was one for computa-
tional models M1 and M2, respectively u28 for computational models M3 and
M4. Moreover the variation in the average model checker execution times between
the computational models M1 and M2, respectively M3 and M4 is due to the
difference in the number of time points considered per model simulation which
was 30001 for M1 and 330 for M2, respectively 103 for M3 and 1000 for M4.
Average model checker execution times corresponding to the same computational
model but different PBLMSTL statements were approximately equal throughout
because most of the execution time is spent on reading the MSTML file(s) from
disk and not the evaluation of the PBLMSTL statements.
By storing the PBLMSTL statements corresponding to a computational model
in separate files each MSTML file read by the model checker from disk is evaluated
against only one rather than all PBLMSTL statements. Therefore in order to
reduce the average model checker execution time all PBLMSTL statements
corresponding to the same computational model could be written into a single
file. A comparison between average execution times obtained for 500 model
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checker executions considering all PBLMSTL statements written into single,
respectively multiple separate files are provided in Table 6.4. Regardless of the
computational model considered the average execution time was approximately
three times smaller when storing PBLMSTL statements in single rather than
multiple separate files. The main reason for this is that the total number of
MSTML files read from disk, which takes up most of the model checker execution
time, was reduced by a factor equal to the number of PBLMSTL statements
considered (i.e. 3).
Table 6.4: Comparison of average model checker execution times when PBLMSTL statements cor-
responding to a computational model are stored in a single, respectively multiple separate files. The
“MId” column records the numeric identifiers associated with each computational model. Average
model checker execution times corresponding to PBLMSTL statements stored in a single, respectively
multiple separate files are provided in columns “Single file” and “Separate files”.
MId
Execution times (minutes:seconds)
Single file Separate files
1 0:17.902 0:53.072
2 0:00.560 0:01.625
3 0:36.302 1:45.003
4 1:27.505 4:24.682
A comparison between the average execution times recorded for simulating the
model, translating the output to MSTML and validating it using model checking
is given in Figure 6.5.
The most time consuming step in the model checking workflow for both the
cardiovascular system dynamics and acute inflammation of the gut and lung case
studies is the model simulation. This is due to the large number of time points
considered in case of the former, and the high complexity associated with the
stochastic computational model in case of the latter. Conversely for the uterine
contractions of labour case study the most time consuming step in the model
checking workflow is generating the MSTML subfiles due to the additional need to
automatically detect and analyse spatial regions of three types (i.e. corresponding
to the contractile, burst and refractory activities) for each simulation time point.
In contrast, the most time consuming step in the model checking workflow for
the Xenopus laevis cell cycle case study is model checking due to the need to
evaluate each PBLMSTL statement against multiple MSTML files. The least time
consuming step in the model checking workflow for all case studies is converting
the simulation output to csv format.
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Rat cardiovascular system dynamics (M1) Uterine contractions of labour (M2)
Xenopus laevis cell cycle (M3) Acute inflammation of the gut and lung (M4)
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Figure 6.5: Average execution times (measured in seconds) corresponding to the validation of the rat
cardiovascular system dynamics, the uterine contractions of labour, the Xenopus laevis cell cycle and
the acute inflammation of the gut and lung computational models. Execution times were recorded for
the computational model simulation, converting the output to csv format, generating MSTML subfiles
for each considered time point, numeric state variable and spatial entity, merging the subfiles into a
single MSTML file, and model checking.
6.6 Discussion
The multiscale multidimensional spatio-temporal meta model checking method-
ology enables the validation of multiscale computational models of biological
systems relative to specifications describing the expected system behaviour. Com-
putational models are either encoded directly as MSSpDESs or translated from a
high-level modelling formalism into an equivalent MSSpDES representation. Time
series data representing the model behaviour are pre-generated or generated on
demand by the model checker and are processed by the multiscale spatio-temporal
analysis module to automatically detect and analyse spatial entities across multi-
ple levels of organization. The processed time series data are stored in MSTML
files. Formal specifications against which the models are validated are encoded in
PBLMSTL, and depending on the chosen model checking algorithm, are evaluated
multiple times against MSTML files to determine the (in)correctness of the model.
Although only the probabilistic black box (see rat cardiovascular system dynamics
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and uterine contractions of labour case studies) and frequentist statistical model
checking algorithms (see Xenopus laevis cell cycle and acute inflammation of the
gut and lung case studies) were employed here, additional frequentist (i.e. based
on Chernoff-Hoeffding bounds) and Bayesian (i.e. hypothesis testing, mean and
variance estimate based) model checking algorithms are supported. To automate
the entire validation process the approach was implemented in the model checker
Mule which is made freely available online (source code, binary, Docker image)
at http://mule.modelchecking.org.
6.6.1 Model validation and experimental data analysis
The multiscale multidimensional spatio-temporal meta model checking methodol-
ogy is generic and supports computational models encoded using various high-level
modelling formalisms because it is defined relative to time series data rather than
the computational models used to produce them.
The only requirement is that the computational models can be translated from
the high-level modelling formalism used initially to encode them into an equivalent
MSSpDES representation. This is illustrated by the case studies considered which
were formally encoded using ODEs (rat cardiovascular system dynamics), CAs
(uterine contractions of labour), CPMs (Xenopus laevis cell cycle), ABMs (acute
inflammation of the gut and lung) or combinations thereof.
In addition since the multiscale multidimensional spatio-temporal meta model
checking methodology is defined relative to time series data, in principle, it could
be employed to analyse experimental time series data recorded in the wet lab
against given formal specifications, but this is beyond the scope of this thesis.
6.6.2 Automatic reconfiguration according to case study
specific spatial entity types and measures
The meta model checking concept enables automatically reconfiguring the model
checking method and its implementation according to case study specific spatial
entity types (e.g. 3D spatial structure) and/or properties (e.g. minimum distance
to a fixed point) not covered by our multiscale spatio-temporal analysis module.
The only requirement is that a corresponding multiscale spatio-temporal analysis
module is defined which can automatically detect and analyse the considered
types of spatial entities. Such modules can be usually defined based on existing
functions from the image processing literature.
The meta model checking approach was implemented using two instead of
one compilation step. The first compilation step automatically translates a
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configuration file recording the considered spatial entity types and properties into
C++ source code. The second compilation step translates the C++ source code
into an executable. The main reason for employing an additional compilation step
rather than loading the configuration file at runtime and dynamically updating
the behaviour of the model checker accordingly is that the latter approach could
potentially negatively impact the performance of the model checker.
Using the meta model checking concept it is also possible to adapt the mul-
tiscale model checking approach to other domains of science where multiscale
computational models are employed (e.g. astrophysics, energy, engineering, envi-
ronmental science and materials science (Groen et al., 2014)). However this is
beyond the scope of this thesis.
In addition the meta model checking concept could be additionally employed
to reconfigure the model checker according to non-spatial (atomic) properties (e.g.
second order derivative) previously not considered, and to employ representations
different from rooted trees to encode the hierarchical structure of multiscale
systems.
6.6.3 Scalability
The scalability of the entire multiscale model validation workflow depends on
the scalability of the model simulation, multiscale spatio-temporal analysis and
model checking steps. The execution time of the model simulation depends on
the complexity of the system considered. Conversely the execution times of both
the multiscale spatio-temporal analysis and the model checker depend on the
size of the simulation output. In addition, the model checker execution time also
depends on the formal specification. Our expectation is that scaling up to more
complex systems will lead to an increase of the computational model complexity
but not necessarily the size of the simulation output and/or formal specification.
Therefore the expected scalability bottleneck of the entire model checking workflow
is the model simulation and not the model validation step. This is supported by
empirical evidence obtained from the case studies; the ratio between the maximum
and minimum execution times for the model simulation step was u290, u5 for
the multiscale spatio-temporal analysis and u156 for the model checking step. In
addition it would be possible to speed up the model checking step by evaluating
MSTML files against the formal specification in parallel rather than sequentially
as it is done now.
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Summary
The efficacy and usefulness of the multiscale multidimensional spatio-temporal
meta model checking methodology was illustrated against four multiscale com-
putational models of biological systems encoding the rat cardiovascular system
dynamics, the uterine contractions of labour, the Xenopus laevis cell cycle and
the acute inflammation of the gut and lung. One of the conclusions drawn is
that the methodology is generic and supports computational models encoded
using various high-level modelling formalisms because it is defined relative to time
series data and not the models used to generate them. Moreover using the meta
model checking approach the methodology can be reconfigured automatically
according to case study specific spatial entity types and measures, which can
correspond to different numbers of spatial dimensions, or are characteristic to
other domains of science. Finally empirical evidence shows that the approach
scales well and therefore is expected to be also applicable to computational models
of more complex systems.
CHAPTER 7
Conclusions, open problems and
future work
This concluding chapter highlights the main contributions of the thesis and its
potential practical applications. Corresponding open problems that could be
addressed in the future are described in the end.
7.1 Summary and conclusions
Due to the decreasing costs of computational power and increasing amount of
biological data available, there is an unprecedented opportunity to build and use
multiscale (spatial) computational models of complex biological systems to gain a
systems level understanding of how biological organisms function.
However insights gained from such computational models can be employed
for real-life applications only if the models have been validated first. One of
the most frequently employed in silico approaches for validating computational
models of biological systems is called model checking. The main limitation of
the existing model checking approaches (see Chapter 2) is that they cannot
be employed to validate (multiscale) spatial computational models of complex
biological systems. The main reason for this is that they do not consider how
properties of (emergent) spatial structures (e.g. area of multicellular population)
change over time and across multiple scales (e.g. cellular and organ). Moreover
validating such computational models in the in vitro environment is often difficult
due to the lack of biological data from all scales, and the interactions between
scales.
This thesis addresses the limitations of existing model checking approaches by
introducing a novel multiscale multidimensional spatio-temporal meta model check-
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ing methodology that enables validating both uniscale and multiscale (spatial)
computational models of complex biological systems relative to formal specifica-
tions describing how both numeric properties (e.g. concentrations) and properties
of (emergent) spatial structures are expected to change over time and/or across
multiple scales.
The description of the methodology is separated into two parts. The first
part presents the multidimensional spatio-temporal model checking methodol-
ogy which enables the validation of uniscale spatial computational models (see
Chapters 3 and 4), whereas the second part builds on the first and describes the
multiscale multidimensional spatio-temporal meta model checking methodology
that enables the validation of both uniscale and multiscale computational models
(see Chapters 5 and 6).
7.1.1 Multidimensional spatio-temporal model checking
The multidimensional spatio-temporal model checking methodology (see Chap-
ter 3) was developed to enable the validation of spatial computational models of
biological systems with respect to both how numeric properties and properties of
(emergent) spatial structures are expected to change over time. Existing model
checking approaches cannot be employed to validate such models because they
only consider how numeric properties change over time.
Using the multidimensional spatio-temporal model checking approach, spatial
computational models are validated relative to a given formal PBLSTL specifi-
cation as follows. First of all the computational model is simulated to generate
time series data. The resulting time series data is passed as input to the spatio-
temporal analysis module which can automatically detect and analyse how specific
types of spatial entities change over time. The output of the spatio-temporal
analysis module is merged with time series data encoding the evolution of numeric
properties over time and is formatted according to the standard xml-based data
representation format STML. The formal PBLSTL specification and the STML
files encoding the modelled system behaviour are taken as input by the model
checker which uses an approximate probabilistic model checking algorithm to
determine if the computational model is valid relative to the formal specification
(considering the minimum confidence level specified by the user). The output
of the model checker indicates if the model is valid relative to the given formal
specification, and records for which STML files the formal specification evaluated
true, respectively false.
The novel components introduced by the multidimensional spatio-temporal
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model checking methodology are:
• The theoretical model SSpDES for encoding how stochastic (biological)
systems evolve over time and space;
• The spatio-temporal analysis modules for automatically detecting and
analysing how spatial properties of clusters/regions change over time;
• The standard representation format STML for recording time series data
describing how both numeric and spatial properties change over time;
• The quantitative probabilistic spatio-temporal logic PBLSTL for encoding
formal specifications describing how systems are expected to change over
time and space.
The approximate probabilistic model checking algorithms considered were intro-
duced in the papers referenced in Table 2.1.
To enable the automatic validation of computational models, the multidimen-
sional model checking approach was implemented in the model checker Mudi
which is made freely available online at http://mudi.modelchecking.org.
The applicability and efficacy of the model checker was illustrated against
two uniscale spatial computational models encoding phase variation in bacterial
colony growth and the chemotactic aggregation of cells (see Chapter 4).
The computational model corresponding to the former case study describes how
sector-like patterns (i.e. regions) emerge in bacterial colonies with phase variable
genes, and how their properties change over time. Understanding the potential
relationship between the development of sector-like patterns and the mutation
and/or fitness rates of bacteria could enable automatically predicting the latter
by only observing the former. In principle the parameters of the computational
model could be changed until the in silico generated sector-like patterns match
the ones observed in vitro/in vivo. If such a parameter combination is found,
the corresponding mutation and/or fitness rates of the bacteria could be directly
extracted from the computational model. Using the multidimensional spatio-
temporal model checking approach it would be possible to verify if the sector-like
patterns develop as expected, and if they evolve similarly in the in silico and in
the in vitro environment. Due to the lack of experimental data it was not possible
to check if a relationship between sector-like patterns and the mutation and/or
fitness rates of the bacteria truly exists, and this could be a potential direction
for future work.
Conversely the computational model corresponding to the latter case study
describes the chemotactic aggregation of a population of cells randomly distributed
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in the environment. This case study does not have a specific intended practical
application. It was chosen mainly to illustrate the applicability of the multidi-
mensional model checking approach for the automatic detection and analysis of
clusters in time series data. The constituent elements of the clusters are not
explicitly constrained. Therefore other types of entities different from cells (e.g.
molecules, tissues etc.) are supported.
Following on from the considered case studies, one of the main advantages
of the model checker Mudi is that it supports computational models encoded
using various modelling formalisms because it is defined relative to time series
data and not the computational models used to generate them. For instance
the computational model corresponding to the phase variation case study was
encoded using Coloured Stochastic Petri Nets, whereas the computational model
corresponding to the chemotactic aggregation of cells case study was encoded as
a Cellular Potts model integrated with a system of partial differential equations.
Therefore the model checker Mudi could be integrated with various existing model
development workflows, and enable computational biologists to efficiently build
reliable spatial computational models of biological systems.
Conversely one of the main disadvantages of the multidimensional spatio-
temporal model checking approach is that it enables validating spatial compu-
tational models only relative to a fixed set of spatial entity types and measures.
Therefore any computational model where different types of spatial entities (e.g.
3D structure) and/or measures (e.g. volume) are of interest cannot be validated
using this approach. Moreover the multidimensional spatio-temporal model check-
ing approach does not enable to explicitly distinguish between different scales.
Therefore multiscale computational models cannot be validated by considering
how changes at one scale reflect at another scale and vice versa. These limitations
are addressed by the multiscale multidimensional spatio-temporal meta model
checking methodology described below.
7.1.2 Multiscale multidimensional spatio-temporal meta
model checking
The multiscale multidimensional spatio-temporal meta model checking methodol-
ogy (see Chapter 5) was developed to enable the validation of both uniscale and
multiscale (spatial) computational models relative to formal specifications describ-
ing how numeric properties and/or properties of case study specific (emergent)
spatial structures are expected to change over time and across multiple scales.
Therefore the main advantage of this methodology, compared to the multidimen-
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sional spatio-temporal model checking approach, is that it can be automatically
reconfigured to enable the validation of spatial computational models considering
spatial entity types and/or measures specific to particular case studies, and it is
possible to explicitly distinguish between different scales.
The procedure for validating a multiscale (spatial) computational model
relative to a formal PBLMSTL specification using the multiscale multidimensional
spatio-temporal meta model checking approach comprises the following steps. First
of all the case study specific spatial entity types and measures need to be specified
in a configuration file. This configuration file is then taken as input by a module
which automatically generates a corresponding instance of the meta model checker
Mule. Secondly the computational model is simulated to generate time series data.
These time series data are then processed and translated to MSTML, which is a
multiscale extension of STML. In contrast to the uniscale multidimensional model
checking approach, spatial entities are detected and analysed using multiscale
rather than uniscale spatio-temporal analysis modules. The formal PBLMSTL
specification and the collection of MSTML files representing the modelled system
behaviour are taken as input by the generated instance of the meta model checker
Mule which decides if the formal specification holds for the computational model.
Similarly to Mudi, the output of the generated meta model checker instance
indicates if the computational model is valid or not, and for which MSTML files
the formal PBLMSTL specification evaluated true, respectively false.
The novel components introduced by the multiscale multidimensional spatio-
temporal meta model checking methodology are:
• The theoretical model MSSpDES for encoding how multiscale stochastic
(biological) systems evolve over time and space;
• The multiscale spatio-temporal analysis modules for automatically detecting
and analysing how case study specific spatial entities and their properties
change over time;
• The standard representation format MSTML for recording time series data
describing both how numeric and spatial properties change over time and
across multiple scales;
• The quantitative probabilistic multiscale spatio-temporal logic PBLMSTL
for encoding formal specifications describing how systems are expected to
change over time, space, and across multiple scales;
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• The meta model checking approach which enables automatically reconfigur-
ing the model checker according to case study specific spatial entity types
and/or measures.
Similarly to the multidimensional spatio-temporal model checking approach, the
approximate probabilistic model checking algorithms considered were introduced
in the papers referenced in Table 2.1.
The multiscale multidimensional spatio-temporal meta model checking ap-
proach was implemented in the model checker Mule which is made freely available
online at http://mule.modelchecking.org in executable and source code format, as
well as a Docker image.
The efficacy and applicability of the meta model checker Mule was illustrated
against four systems biology computational models previously published in the lit-
erature encoding the rat cardiovascular system dynamics, the uterine contractions
of labour, the Xenopus laevis cell cycle and the acute inflammation of the gut and
lung (see Chapter 6). The potential practical applications of the computational
models have been previously described by their original authors, and therefore
will not be restated here. Moreover the formal specifications against which the
computational models were validated have been derived from the original papers
introducing the models. The main reason for choosing computational models
that encode different biological systems and/or organisms was to illustrate the
wide applicability of the multiscale multidimensional spatio-temporal meta model
checking approach.
Following on from the validation of the four computational models, and
due to the same reasons as for the multidimensional spatio-temporal model
checking approach, the multiscale multidimensional spatio-temporal meta model
checking methodology enables the validation of computational models encoded
using different modelling formalisms. Moreover the methodology is generic because
it can be automatically reconfigured according to case study specific types of
spatial entities (e.g. 3D structure) and/or measures (e.g. volume).
Using the multiscale multidimensional spatio-temporal meta model check-
ing methodology computational biologists will be able to efficiently construct
reliable multiscale computational models of complex biological systems. These
computational models could then be used in systems biology to gain a systems
level understanding of biological systems, and to generate new hypotheses for
driving experiments in the wet-lab. Moreover such computational models could
be potentially translated into systems medicine where they could be employed
to generate patient specific predictions of how a disease and its treatment reflect
across multiple levels of biological organization (Boissel et al., 2015).
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7.2 Open problems and future work
The multiscale multidimensional spatio-temporal meta model checking methodol-
ogy could be extended in the future to address the following open problems.
7.2.1 Analysis of time series data recorded in the in
vitro environment
The model checking approach is defined relative to time series data and not
computational models. Therefore, in principle, it could be employed to check if a
given formal PBLMSTL specification holds for any time series data, regardless
if it was generated through computational model simulation or recorded in the
wet-lab.
Since in this thesis model checking was employed to validate computational
models, formal PBLMSTL specifications were evaluated only against in silico
generated time series data.
However the ability to check if the same formal PBLMSTL specification holds
for in silico and in vitro/in vivo generated time series data could be employed
as a comparison measure between computational models and the corresponding
living organisms. Such a comparison measure could be useful for systems biology
applications to ensure that the computational model behaves similarly to the
corresponding real-life system, and for synthetic biology applications to check
if the behaviour of a computational model employed as a prototype/design is
reproduced in a reliable manner by the corresponding synthetically modified living
organism.
7.2.2 Validation of computational models from other
domains of science
Considering that the model checking methodology can be automatically recon-
figured according to case study specific types of spatial entities and measures,
it could be potentially employed to validate multiscale computational models of
non-biological systems.
Other domains of science where multiscale computational models are employed,
and therefore the model checking methodology could be potentially useful, include
astrophysics, chemistry, engineering and environmental science. As highlighted by
Hoekstra (Hoekstra et al., 2014), there is a need for a general multiscale model
validation framework in these scientific domains.
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Therefore building on from the model checking methodology introduced here
a potential long term aim could be the development of a unified general-purpose
multiscale computational model checking framework that can be employed to
validate multiscale computational models from a wide range of scientific disciplines.
Such a unified model validation framework could enable verifying the reliability
of multiscale computational models in a standard reproducible manner.
7.2.3 Parameter estimation, model construction and
robustness computation
Existing model checking approaches have been employed in systems biology to
solve model validation, parameter estimation, model construction and robustness
computation problems. Conversely, in this thesis the efficacy of the multiscale mul-
tidimensional spatio-temporal meta model checking methodology was illustrated
only against model validation problems.
Therefore an additional direction for future work could be extending the
methodology to address the other three classes of problems. If successful, these ex-
tensions could enable fitting (semi-)automatically the parameters and/or structure
of models to experimental data, and estimating their robustness to perturbations.
A specific practical application of the extended methodology could be the
(semi-)automatic construction of multiscale computational models that are fitted
to the characteristics of specific (groups of) individuals, and could be used to
deliver personalized treatments.
7.2.4 Distributed multiscale model checking web service
Due to the increasing availability of experimental data and decreasing costs of
computational power more complex multiscale computational models of biological
systems could be potentially developed in the (near) future.
In order to ensure that the execution of the model checkers Mudi and Mule
will scale well with the increasing complexity of the computational models, formal
PBLMSTL specifications could be evaluated against time series data in parallel
rather than sequentially as they are now. Therefore the execution of the model
checkers could be distributed across multiple processing units/devices.
Moreover, a cloud based multiscale multidimensional spatio-temporal meta
model checking web service could be set up to enable users to validate their
computational models online without the need to install additional software.
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7.2.5 Alternative model representations and
spatio-temporal analysis modules
It is assumed throughout that computational models are encoded as MSSpDESs
which means that any computational model encoded using a different formalism
must be translated to a corresponding MSSpDES representation subject to poten-
tial approximation errors (e.g. consider continuous computational models). To
overcome this limitation alternative representations could be employed instead.
Similarly, the spatio-temporal analysis modules are currently restricted to
pseudo-3D spatial entity types and measures but could be extended in the future
to other numbers of dimensions. Such modules can often be implemented using
existing functions from the image processing literature.
7.2.6 Usability improvement
Finally users of the model checkers Mudi and Mule could potentially find it
difficult to write PBLSTL, respectively PBLMSTL specifications due to the
low-level constructs employed in these formal languages.
To improve the usability of the model checkers and enable writing complex
statements in a clear and concise manner high-level language constructs could
be added to PBLSTL and PBLMSTL. For instance the oscillatory behaviour
of a numeric state variable X could be encoded using a high-level function
oscillate(X,n) instead of specifying explicitly that the value of X increas-
es/decreases and then decreases/increases n times; see PBLMSTL statement 9 in
Subsection 6.4.3 for an example.
In addition a questionnaire could be designed to investigate how difficult/easy
it is for computational modellers to use the model checkers Mudi and Mule, what
changes (if any) are required, and what new features should be added in the
future. Moreover in order to ensure that the model checkers continue to address
computational modellers’ needs on the long term a multiscale computational
model validation working group could be additionally set up. Such a working
group could enable having relevant discussions/meetings with users on a regular
basis, and promoting the model checkers within the research community.
APPENDIX A
Approximate probabilistic model
checking approaches
A description of the approximate probabilistic model checking approaches consid-
ered in this thesis is provided below.
In order for such approaches to be employed the following properties must be
satisfied (Reijsbergen et al., 2014):
1. The computational model can be simulated according to a well-defined
probability measure;
2. The resulting computation paths are generated in a finite amount of time;
similarly the considered formal specification ψ can be evaluated against
each computation path in a finite amount of time;
3. There is either no nondeterminism in the model or it is resolved by a
well-defined policy or scheduler.
For consistency purposes model simulation evaluations are represented through-
out as a sequence X1, X2, . . . , Xn of iid Bernoulli variables.
A.1 Chernoff-Hoeffding bounds based model
checking
Approximate probabilistic model checking (He´rault et al., 2004) is a simulation-
based approach which estimates the true probability p of a logic property being
true.
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The approximation error of the method is controlled using a derived form of
the Chernoff-Hoeffding inequalities (Hoeffding, 1963):
P [| X − p |> ] < 2e−N
2
4 , (A.1)
where X is the sample mean,
X =
1
n
n∑
i=1
Xi,
and 0 <  < 1.
Equation A.1 states that the probability of X to deviate from the true proba-
bility p more than  is bounded above by δ = 2e−
N2
4 . The number of simulations
N required to meet the constraints of Equation A.1 is computed with respect to
parameters  and δ:
N =
4
2
log
(
2
δ
)
,
where 0 < , δ < 1. Therefore  and δ are input parameters of the algorithm.
A detailed description of the approach and corresponding examples are given by
He´rault et al. (He´rault et al., 2004). From the point of view of the computational
complexity the algorithm is linear with respect to the value of δ and quadratic
with respect to the value of .
A.2 Frequentist statistical model checking
Frequentist statistical model checking methods (Younes et al., 2006; Younes,
2005b) verify if a logic property φ holds for a modelM using acceptance sampling
tests (Younes and Simmons, 2002).
Let us assume that φ is a logic property of the form P≥θ[ψ]. The null hypothesis
H0 : p ≥ θ is tested against the alternative hypothesis H1 : p < θ and model
simulations are evaluated until one of the hypotheses is accepted. In case φ
is of the form P≤θ[ψ] the roles of the null and alternative hypotheses switch.
Moreover in terms of hypothesis testing P>θ[ψ] is equivalent to P≥θ[ψ], and P<θ[ψ]
is equivalent to P≤θ[ψ].
The approximation error of this method is determined by the strength 〈α, β〉
of the acceptance sampling test, where
• α = P [H1 is accepted | H0 is true] (Probability of type I error);
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• β = P [H0 is accepted | H1 is true] (Probability of type II error).
In case the probability θ specified in the logic property φ is close to the true
probability p a large number of simulations is required to validate a hypothesis
and it is impossible to ensure a low probability of type I and type II errors
simultaneously; see (Younes and Simmons, 2006) for details.
Therefore the hypothesis testing problem constraints are relaxed. An indif-
ference region (p− δ, p + δ) of width 2δ is introduced where neither of the two
hypotheses is true. In this new setting three hypotheses are considered:
• The null hypothesis H ′0 : p ≥ θ + δ;
• The alternative hypothesis: H ′1 : p < θ − δ;
• The undecided hypothesis: H2 : θ − δ ≤ p < θ + δ.
Using two acceptance sampling tests it is possible to decide if φ ≡ P≥θ[ψ] holds:
Test 1 with strength 〈α, γ〉 (H0 : p ≥ θ,H ′1 : p < θ − δ);
Test 2 with strength 〈γ, β〉 (H ′0 : p ≥ θ + δ,H1 : p < θ),
where γ represents the probability of undecided results. Whenever H0 and H
′
0
are accepted φ is declared to hold. Conversely if H1 and H
′
1 are accepted then φ
is declared not to hold. Otherwise the validity of φ is undecided.
Two types of acceptance sampling plans can be employed to determine the
true hypothesis:
• Single acceptance sampling plan;
• Sequential acceptance sampling plan.
A.2.1 Single acceptance sampling plan
Single sampling plan methods compute the values of the acceptance number c
and the smallest number of required simulations n which ensure that the strength
of the test 〈α, β〉 is guaranteed. The number of simulations n is fixed in the
beginning and the hypothesis H0 is accepted if
n∑
i=1
xi > c,
where xi represents an observation of the i-th Bernoulli variable (1 = true, 0 =
false). Otherwise the hypothesis H1 is true. Values for c and n can be obtained
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from a precomputed table of values (Grubbs, 1949) or approximated using binary
search (Younes, 2005b, p. 21).
The disadvantage of employing single sampling plans is that the number of
required simulations is fixed and not updated while evaluating the simulations.
This means that although sufficient evidence is available to validate one of the
hypotheses the method will not stop early. For instance if the first c < n
simulations have been evaluated true H0 is validated and further simulations
are irrelevant to the final result. However since n is fixed the remaining n − c
simulations will be generated and evaluated as well.
A.2.2 Sequential acceptance sampling plan
Sequential acceptance sampling plans address this issue by verifying after each
simulation evaluation if sufficient evidence is available to validate one of the
hypotheses. An efficient sequential acceptance sampling plan is Wald’s sequential
probability ratio test (Wald, 1945).
After evaluating each simulation a value is computed
fm =
m∏
i=1
P [Xi = xi | p = p1]
P [Xi = xi | p = p0] =
pd1(1− p1)m−d
pd0(1− p0)m−d
,
where m is the number of simulations evaluated so far, d =
m∑
i=1
xi is the number
of true evaluations, p0 = θ + δ and p1 = θ − δ. The hypothesis H0 is accepted if
fm ≤ B, and hypothesis H1 is accepted if fm ≥ A. Otherwise, if B ≤ fm ≤ A,
then insufficient evidence is available and additional simulations are required.
In practical applications an approximation of the optimal A and B values is
used in order to reduce the overall complexity of the method (Wald, 1945, Section
3.4):
A =
1− β
α
; B =
β
1− α .
The strength of the test 〈α′, β′〉 given by the approximated A and B values closely
matches the initial strength 〈α, β〉. Wald (Wald, 1945) has shown that
α′ ≤ α
1− β ; β
′ ≤ β
1− α ; α
′ + β′ ≤ α + β,
which means that at least one of the inequalities α′ ≤ α and β′ ≤ β must hold.
Moreover if the values of α and β are small (e.g. less than 5%) then α
1−β ≈ α and
β
1−α ≈ β which means both inequalities hold.
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The input parameters of the algorithm are α, β and δ. A detailed description of
the statistical model checking algorithm is given by Younes and Simmons (Younes
and Simmons, 2006) and an example of a model checker implementing the algo-
rithm is described by Younes (Younes, 2005c).
A.3 Statistical black-box model checking
Statistical black-box model checking, initially introduced by Sen et al. (Sen et al.,
2004) and further extended by Younes (Younes, 2005a), verifies if a logic property
φ holds for a model M using statistical hypothesis testing based on p-values.
In contrast to statistical model checking (see Section A.2) a fixed number of
simulations is provided and the model cannot be simulated on demand.
Let us denote the sum of all Bernoulli variables by Y =
n∑
i=1
Xi. Then Y has a
binomial distribution with the cumulative distribution function:
F (c;n, p) =
c∑
i=0
(
n
i
)
pi(1− p)n−i.
If φ is a logic property of the form P≥θ[ψ] then the null hypothesis H0 : p ≥ θ
is tested against the alternative hypothesis H1 : p < θ. A p-value is computed for
each hypothesis and the hypothesis with the lowest p-value is accepted (Younes,
2005a):
pH0 = 1− F (d− 1;n, θ);
pH1 = F (d;n, θ),
where n is the number of Bernoulli variables, d =
m∑
i=1
xi is the number of true
evaluations, and θ is the probability specified within the logic property φ. In case
the p-values are equal the alternative hypothesis H1 is accepted.
More details and usage examples regarding the extended statistical black-box
model checking method are given by Younes (Younes, 2005a).
A.4 Bayesian mean and variance estimate
based model checking
Bayesian mean and variance estimate based model checking (Langmead, 2009)
verifies if a logic property φ holds for a modelM by estimating the true probability
p of φ being true. In contrast to the frequentist model checking approach (see
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Section A.1) the present approach uses prior information during the estimation
process.
Simulation evaluations are represented as iid Bernoulli variables with the
probability of the logic property φ being true equal to p. Therefore we can assume
that the posterior has a Bernoulli distribution with parameter p. The conjugate
prior of a Bernoulli distribution is a beta distribution with shape parameters α
and β. Thus the prior information considered during the estimation process is
represented by a beta distribution. If prior information is unavailable an unbiased
prior can be used (α = 1, β = 1). Both shape parameters are provided by the
user as input to the algorithm.
Considering the user-defined beta distribution shape parameters α and β the
algorithm updates the estimate of the true probability ρ and variance ν after
evaluating φ for each newly generated sample. The formulae for computing the
estimates ρ and ν are:
ρ =
k + α
α + β + n
;
ν =
(α + k)(n− k + β)
(α + n+ β)2(α + n+ β + 1)
,
where n represents the number of generated samples, k represents the number
of samples for which φ was evaluated true, and α > 0 and β > 0 are the beta
distribution shape parameters.
New samples are generated and the estimates ρ and ν are updated until the
condition ν < T is true, where T > 0 is a user-defined threshold value provided
as input to the algorithm. Considering that the logic property φ is of the form
P≥θ[ψ] (P≤θ[ψ]) φ will be evaluated true if ρ ≥ θ (ρ ≤ θ).
A detailed description of the algorithm and usage examples are given by
Langmead (Langmead, 2009).
A.5 Bayesian statistical model checking
Bayesian statistical model checking (Jha et al., 2009a,b) verifies if a logic property φ
holds for a modelM using statistical hypothesis testing. In contrast to frequentist
statistical model checking approaches (see Section A.2) the present approach
employs prior information for validating one of the hypotheses.
Let us assume that φ is a logic property of the form P≥θ[ψ]. The null hypothesis
H0 : p ≥ θ is tested against the alternative hypothesis H1 : p < θ and model
simulations are evaluated until one of the hypotheses is accepted. In case φ is of
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the form P≤θ[ψ] the roles of the null and alternative hypotheses switch.
A measure of relative confidence in H0 with respect to H1 is defined called
Bayes factor B. The value of B considering a sequence of simulation evaluations s
= (x1, x2, . . . , xn) and hypotheses H0 and H1 is computed as follows:
B = P (s | H0)
P (s | H1) =
P (H0 | s)P (H1)
P (H1 | s)P (H0) .
Similarly to the Bayesian mean and variance estimation based model checking
approach the posterior is assumed to have a Bernoulli distribution. Therefore the
conjugate prior has a beta distribution with shape parameters α > 0 and β > 0.
Both beta distribution shape parameters are provided as input to the algorithm.
Considering these assumptions Jha et al. (Jha et al., 2009b) show that the
value of B can be computed with respect to the cumulative beta distribution
function:
B = 1
F(x+α,n−x+β)(θ)
− 1,
where n represents the total number of simulation evaluations, x represents the
number of simulations for which φ was evaluated true, and
F(α′,β′)(θ) = Iθ(α
′, β′)
is the cumulative beta distribution function with shape parameters α′ = x+ α
and β′ = n−x+β such that Iθ(α′, β′) is the regularized incomplete beta function.
The null hypothesis H0 is accepted if B > T where T is a user-defined threshold
value provided as input to the algorithm. Conversely the alternative hypothesis
H1 is accepted if B < 1/T . Otherwise if 1/T ≤ B ≤ T insufficient evidence
is available and additional simulations need to be generated and evaluated. A
threshold value T = 10−2 suggests to provide decisive evidence against H0 and in
favour of H1 (Jeffreys, 1961, Appendix B). Conversely a threshold value T = 10
2
suggests to provide decisive evidence in favour of H0.
A detailed description of the algorithm and usage examples are given by Jha
et al. (Jha et al., 2009b). Moreover an example of applying Bayesian statistical
model checking to Simulink/Stateflow is given by Zuliani et al. (Zuliani et al.,
2010).
APPENDIX B
Existing model checking
approaches for computational
models of biological systems
A concise description of the reviewed references underpinning Section 2.5 is
provided in Table B.1. None of the approaches consider how biological systems
evolve in space and/or across multiple levels of organization.
Table B.1: Description of the existing model checking approaches employed for the validation of
computational models of biological systems. The first column records references considered from the
literature. The modelling formalism employed to encode the computational model is given in column
two; if the computational model was represented in a software-specific modelling language the name of
the software is additionally provided in parentheses. The third column specifies the temporal logic used
to write the formal specification. The employed model checking algorithm type (AP - Approximate
probabilistic, EN - Exhaustive non-probabilistic, EP - Exhaustive probabilistic) is provided in column
four. The name of the model checker and the case studies against which it was validated are provided
in columns five and six. Finally the model checking application type (MC - Model construction, MV -
Model validation, PI - Parameter identification, RC - Robustness computation) is recorded in column
seven. Throughout if the value corresponding to a particular column is unknown the NME (Not
mentioned explicitly) abbreviation is used instead.
Reference Model Logic Alg Tool Case study App
(Antoniotti
et al., 2003)
XS-System
ASySA
(based on
CTL)
EN XSSYS
Repressilator,
Purine
metabolism
MV
(Ballarini
et al., 2014)
Generalized
stochastic
Petri nets
HASL AP COSMOS
Wnt/β-catenin
signalling
pathway
MV
(Ballarini and
Guerriero,
2010)
Continuous
Time
Markov
Chain
(PRISM)
CSL, LTL EP PRISM
Generic
biochemical
systems
MV
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Reference Model Logic Alg Tool Case study App
(Ballarini
et al., 2012)
Generalized
stochastic
Petri nets
HASL AP COSMOS
Single gene
expression
with stochastic
delayed
dynamics
MV
(Ballarini
et al., 2009)
Continuous
Time
Markov
Chain
(PRISM)
CSL EP PRISM
3-way
oscillator
MV
(Barbuti et al.,
2012)
Interval
Discrete-
Time
Markov
Chain
PCTL
fragment
EP PRISM
Tumour
growth
MV
(Barnat et al.,
2009b)
Piecewise
linear
differential
equations
apLTL EN
GeNeSim
(based on
DiVinE)
Synthetic
genetic
regulatory
networks
MV
(Barnat et al.,
2010b)
Piecewise
multi-affine
ordinary
differential
equations
LTL EN NME
Ammonium
transport from
external
environment
into the cells of
Escherichia
coli
PI,
RC
(Barnat et al.,
2009a)
Piecewise
multi-affine
ordinary
differential
equations
LTL EN
BioDiVinE
(based on
DiVinE)
Ammonium
transport in
Escherichia
coli
MV
(Barnat et al.,
2010a)
Ordinary
differential
equations
LTL EN DiVinE
Sporulation of
a soil bacteria
Bacillus
subtilis,
Escherichia
coli ammonium
assimilation
MV
(Bartocci
et al., 2010)
Oscillator
timed
automata
BOSL EN
BOSL
model
checker
Pacemaker
cells
MV
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Reference Model Logic Alg Tool Case study App
(Bartocci
et al., 2015)
Continuous
Time
Markov
Chain,
Stochastic
Hybrid
Automata
STL AP Breach
Schlo¨gl
bistable
system,
Circadian clock
of Ostreococcus
tauri,
feed-forward
motif of a gene
regulatory
network
PI,
RC
(Batt et al.,
2008)
Piecewise
multi-affine
differential
equations
LTL EN
RoVerGeNe
(based on
NuSMV)
Synthetic gene
network in
Escherichia
coli
PI
(Batt et al.,
2007a)
Piecewise
multi-affine
differential
equations
LTL EN
RoVerGeNe
(based on
NuSMV)
Synthetic gene
network in
Escherichia
coli
MV,
PI
(Batt et al.,
2005)
Piecewise
linear
differential
equations
CTL EN NuSMV
Gene
regulatory
network
controlling the
nutritional
stress response
in Escherichia
coli
MV
(Batt et al.,
2007b)
Piecewise
multi-affine
differential
equations
LTL EN
RoVerGeNe
(based on
NuSMV)
Synthetic
transcriptional
cascade built
in Escherichia
coli
PI
(Be´renguier
et al., 2013)
Logic
regulatory
graph
NME EN NuSMV
Regulatory
network
controlling
T-helper cell
differentiation
MV
(Bernot et al.,
2004)
Regulatory
graph
CTL EN
SMBioNet
(based on
SMV)
The mucus
production in
Pseudomonas
aeruginosa
MV
(Braz et al.,
2013)
Continuous
Time
Markov
Chain
(PRISM)
CSL EP PRISM
Palytoxin
effects on the
sodium-
potassium
pump, a trans-
membrane
ionic transport
system
MV
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Reference Model Logic Alg Tool Case study App
(Brim et al.,
2013a)
Continuous
Time
Markov
Chain
(PRISM)
CSL EP
Based on
PRISM
Generic system
of biochemical
reactions
exhibiting
bistability,
Mammalian
cell cycle gene
regulatory
control
PI
(Calder et al.,
2006)
Continuous
Time
Markov
Chain
(PRISM)
CSL EP PRISM
RKIP
inhibited ERK
signalling
pathway
MV
(Calzone
et al., 2006)
Rule-based
(BIOCHAM)
CTL, LTL,
PLTL
EN,
EP
NuSMV,
BIOCHAM,
APMC
Cell cycle
control
MC
(Cavaliere
et al., 2014)
Membrane
systems
PLASMA
formal logic
(based on
BLTL)
AP
NME
(based on
PLASMA-
lab)
The Role of
Estrogen in
Cellular
Mitosis and
DNA Damage
MV
(Cˇesˇka et al.,
2014)
Continuous
Time
Markov
Chain
(PRISM)
CSL EP PRISM
SIR epidemic,
DNA walkers
PI
(Cˇeska et al.,
2014)
Continuous
Time
Markov
Chain
(PRISM)
CSL EP PRISM
Gene
regulation of
mammalian
cell cycle,
Response of
two-component
signalling
systems
RC
(Chabrier and
Fages, 2003)
Rule-based
(BIOCHAM)
CTL EN
NuSMV,
DMC
Mammalian
cell cycle and
gene
expression
regulation
MV
(Chabrier-
Rivier et al.,
2004)
Rule-based
(BIOCHAM)
CTL EN NuSMV
Mammalian
cell cycle
MV
(Ciocchetta
et al., 2009)
Bio-PEPA CSL EP PRISM
General
genetic
networks with
a negative
feedback
MV
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Reference Model Logic Alg Tool Case study App
(Clarke et al.,
2008)
Rule-based
(BioNetGen)
PBLTL AP BioLab
The dynamics
of the T-cell
receptor
signalling
network
MV
(David et al.,
2012)
Stochastic
hybrid
automata,
Domain
specific
Weighted
MITL,
MITL
AP
UPPAAL-
SMC,
PLASMA
A genetic
circadian
oscillator
MV
(Donaldson
and Gilbert,
2008a)
Ordinary
differential
equations
PLTLc AP MC2
MAPK
signalling
pathway
PI
(Fages and
Rizk, 2009)
Ordinary
differential
equations
QFCTL EN BIOCHAM
Budding yeast
cell cycle,
MAPK
signalling
pathway,
synthetic gene
transcriptional
cascade system
MC,
PI,
RC
(Giacobbe
et al., 2015)
Weighted
regulatory
graph
LTL EN NME
Gene
regulatory
networks
PI,
RC
(Gilbert et al.,
2007)
Petri nets
CTL, CSL,
LTLc
EN,
EP
Model
Checking
Kit,
PRISM,
BIOCHAM
The MAPK
signalling
pathway
MV
(Gong and
Feng, 2014)
Extended
Boolean
networks
CTL EN SMV
The role of
Endoplasmic
Reticulum-
Golgi-
regulated
signalling
pathway on
the cell cycle
MV
(Gong et al.,
2012)
Rule-based
(BioNetGen)
BLTL AP NME
The HMGB1
signalling
pathway
MV
(Guerriero,
2009)
Bio-PEPA CSL EP PRISM
gp130/JAK/-
STAT
signalling
pathway
MV
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Reference Model Logic Alg Tool Case study App
(Heath et al.,
2008)
Continuous
Time
Markov
Chain
(PRISM)
CSL EP PRISM
FGF signalling
pathway
MV
(Heiner et al.,
2008)
Petri nets
CTL, CSL,
(P)LTLc
EN,
EP,
AP
PRISM,
MC2,
BIOCHAM,
idd-ctl,
Model
Checking
Kit
ERK/MAPK
signalling
pathway
MV
(Hussain
et al., 2014a)
Stochastic
discrete-
event
system
PBLTL AP NME
Glucose and
insulin
metabolism
PI
(Islam et al.,
2015)
Ordinary
differential
equations
NME EN NME
Tap
withdrawal in
Caenorhabditis
elegans
PI
(Jha and
Langmead,
2011)
Continuous
Time
Markov
Chain
PBLTL,
PBMTL
AP NME
FGF signalling
pathway and
cell cycle
PI
(Koh et al.,
2012)
Stochastic
discrete-
event
system
PLTL AP NME
Cell fate
determination
model of
gustatory
neurons of
Caenorhabditis
elegans
MV
(Kwiatkowska
et al., 2007)
Continu-
ous/Discrete
Time
Markov
Chain
(PRISM)
PCTL,
CSL
EP PRISM
FGF signalling
pathway
MV
(Kwiatkowska
et al., 2008)
Continuous
Time
Markov
Chain
(PRISM)
CSL EP PRISM
MAPK
signalling
pathway
MV
(Lakin et al.,
2012)
Continuous
Time
Markov
Chain
(Visual
DSD)
CTL, CSL
EN,
EP
PRISM
DNA strand
displacement
devices
MV
Paˆrvu O., 2015, APPENDIX B. EXISTING MODEL CHECKING APPR. 207
Reference Model Logic Alg Tool Case study App
(Li et al.,
2011)
Hybrid
functional
Petri nets
with
extensions
PLTL AP MIRACH
Neuronal cell
fate decision
model in
Caenorhabditis
elegans
PI
(Li et al.,
2009)
Hybrid
functional
Petri nets
with
extensions
ATL EN MOCHA
Biological
pathways
involved in
Caenorhabditis
elegans vulval
development
MV
(Liu et al.,
2012)
Dynamic
Bayesian
Networks
PBL AP NME
The EGF-NGF
pathway, the
segmentation
clock network,
the MLC-
phosphoryla-
tion
pathway
MV
(Liu et al.,
2014a)
Hybrid
automata
LRF EN dReal
Cardiac cell
action
potential
PI
(Liu et al.,
2015)
Nonlinear
hybrid
automata
NME EN dReach
Prostate
cancer
PI
(Madsen et al.,
2012)
Continuous
Time
Markov
Chain
(iBioSim)
CSL EP NME
Genetic toggle
switch in
Escherichia
coli
MV
(Mancini
et al., 2015)
Ordinary
differential
equations
LTL AP NME
Female
menstrual
cycle
PI
(Maria et al.,
2009)
Rule-based
(BIOCHAM)
Constraint-
LTL
EN BIOCHAM
Coupling
models of
Mammalian
cell cycle, the
p53-based
DNA-damage
repair network,
and irinotecan
metabolism
MV,
PI
(Miskov-
Zivanov et al.,
2013)
Generalized
Boolean
networks
BLTL AP NME
T cell
differentiation
control
network
MV
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Reference Model Logic Alg Tool Case study App
(Monteiro
et al., 2008)
Piecewise
linear
differential
equations
CTL,
µ-calculus
EN
NuSMV,
CADP
Regulatory
network
controlling the
carbon
starvation
response in
Escherichia
coli
MV
(Monteiro
et al., 2014)
Logic
regulatory
graph
ARCTL EN NuSMV
T-helper
lymphocyte
differentiation
MV
(Palaniappan
et al., 2013)
Ordinary
differential
equations
PBLTL AP NME
Segmentation
clock pathway,
Thrombin-
dependent
MLC-pathway
PI
(Rizk et al.,
2008)
Rule-based
(BIOCHAM)
QFLTL(R) EN BIOCHAM
The budding
yeast cell cycle,
MAPK
signalling
pathway
PI,
RC
(Rizk et al.,
2009)
Ordinary
differential
equations
QFLTL EN BIOCHAM
Synthetic
transcriptional
cascade built
in Escherichia
coli
RC
(Schivo et al.,
2012)
Timed
automata
TCTL
subset
EN UPPAAL
Crosstalk
between EGF
and NGF in
PC-12 cells
MV
(Siebert and
Bockmayr,
2006)
Timed
automata
TCTL
subset
EN UPPAAL
Regulatory
network of
bacteriophage
λ
MV
(Van Goethem
et al., 2013)
Timed
automata
TCTL
subset
EN UPPAAL
G1/S cell cycle
in mammalian
cells
MV
(Yordanov
and Belta,
2011)
Piecewise
multi-affine
differential
equations
LTL EN
RoVerGeNe
(based on
NuSMV)
Synthetic gene
networks
MV
APPENDIX C
Multidimensional
spatio-temporal model checking
supplementary materials
C.1 Mapping between subalgorithms of region
detection mechanism and OpenCV
functions
Table C.1: Mapping between subalgorithms employed by Algorithm 1 and functions from the open
source Computer Vision library OpenCV. The left column describes the signature of the subalgorithms
employed by Algorithm 1. The right column describes the signature of the corresponding OpenCV
function(s).
Subalgorithm signature OpenCV function signature
ChangeBrightnessAndContrast(
image, alpha, beta
)
convertTo(
image, -1, alpha, beta
)
MorphologicalCloseOperation(
image, morphCloseNrOfIter
)
morphologyEx(
image, outputImage, MORPH CLOSE , Mat(),
Point(-1, -1), morphCloseNrOfIter
)
GaussianBlur(
image, kernelSize, standardDev
)
GaussianBlur(
image, outputImage, kernelSize, standardDev
)
Threshold(
image, thresholdValue
)
threshold(
image, outputImage, thresholdValue,
255, THRESH BINARY
)
209
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DetectAndApproximateContours(
image, approximationLevel
)
findContours(
image, contours, contoursHierarchy,
CV RETR CCOMP,
CV CHAIN APPROX NONE, Point()
)
approxPolyDP(
image, outputImage, approximationLevel, true
)
C.2 Numeric measures for encoding formal
specifications
Unary and binary numeric measures which can be employed for encoding formal
BLSTL specifications are described in the tables below. In each table body row
the name of the numeric measure is provided in column 1, the description in
column 2 and the semantics definition in column 3.
Table C.2: Unary numeric measures.
Name Description Semantics
abs Returns the absolute value of a number n. abs(n) = |n|.
ceil Rounds the number n upward, returning the small-
est integral value that is not less than n.
ceil(n) = dne.
floor Rounds the number n downward, returning the
largest integral value that is not greater than n.
floor(n) = bnc.
round Returns the integral value that is nearest to number
n, with halfway cases rounded away from zero.
round(n) = bn+ 0.5c, if n ≥ 0dn− 0.5e, otherwise.
sign Returns the sign of a number n. sign(n) =

1, if n > 0
0, if n = 0
−1, otherwise.
sqrt Returns the square root of a number n. sqrt(n) =
√
n.
trunc Rounds the number n toward zero. trunc(n) = sign(n)b|n|c.
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Table C.3: Binary numeric measures.
Name Description Semantics
add Returns the sum of two numbers n1 and n2. add(n1, n2) = n1 + n2.
div Returns the integer part of the division n1/n2. div(n1, n2) = bn1/n2c.
log Returns the logarithm of a number n in the given
base b.
log(n, b) = logb(|n|), n >
0, b > 0, b 6= 1.
mod Returns the remainder of the division n1/n2. mod(n1, n2) = n1 −
(n2 div(n1, n2)).
multiply Returns the multiplication of two numbers n1 and
n2.
multiply(n1, n2) = n1n2.
power Returns the base b raised at the power e. pow(b, e) = be.
subtract Returns the difference between two numbers n1 and
n2.
subtract(n1, n2) = n1 − n2.
C.3 Subset measures for encoding formal
specifications
Unary, binary, ternary and quaternary subset measures which can be employed
for encoding formal BLSTL specifications are described in the tables below. In
each table body row the name of the subset measure is provided in column 1, the
description in column 2 and the semantics definition in column 3.
Table C.4: Unary subset measures.
Name Description Semantics
count Returns the number of spatial entities
in subset.
count(subset) = |subset|.
clusteredness Returns the clusteredness of a set of
clusters/regions.
As described in Subsection 3.4.2.
density Returns the density of a set of cluster-
s/regions.
As described in Subsection 3.4.2.
Table C.5: Binary subset measures.
Name Description Semantics
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avg Returns the arithmetic mean consider-
ing the given subset and spatial mea-
sure sm.
avg(subset, sm) = 1
n
n∑
i=1
sm(subseti),
where n = |subset|.
geomean Returns the geometric mean consider-
ing the given subset and spatial mea-
sure sm.
geomean(subset, sm) =(
n∏
i=1
sm(subseti)
) 1
n
, where
n = |subset|.
harmean Returns the harmonic mean consider-
ing the given subset and spatial mea-
sure sm.
harmean(subset, sm) = nn∑
i=1
1
sm(subseti)
,
where n = |subset|.
kurt Returns the kurtosis considering the
given subset and spatial measure sm.
kurt(subset, sm) = n(n+1)
(n−1)(n−2)(n−3)
n∑
i=1
(
sm(subseti)−avg(subset,sm)
stdev(subset,sm)
)4
-
3(n−1)2
(n−2)(n−3) , where n = |subset| ≥ 4.
max Returns the maximum considering the
given subset and spatial measure sm.
max(subset, sm) = max
i=1,n
sm(subseti),
where n = |subset|.
median Returns the median considering the
given subset and spatial measure sm.
median(subset, sm) = middle value in
the ordered list of spatial measures
values sm(subset1), sm(subset2), ...,
sm(subsetn), where n = |subset|.
min Returns the minimum considering the
given subset and spatial measure sm.
min(subset, sm) = min
i=1,n
sm(subseti),
where n = |subset|.
mode Returns the mode considering the given
subset and spatial measure sm.
mode(subset, sm) = value which ap-
pears most often in the list of
spatial measures values sm(subset1),
sm(subset2), ..., sm(subsetn), where
n = |subset|.
product Returns the product considering the
given subset and spatial measure sm.
product(subset, sm) =
n∏
i=1
sm(subseti),
where n = |subset|.
skew Returns the skewness considering the
given subset and spatial measure sm.
skew(subset, sm) = n
(n−1)(n−2)
n∑
i=1
(
sm(subseti)−avg(subset,sm)
stdev(subset,sm)
)3
,
where n = |subset|.
stdev Returns the standard deviation consid-
ering the given subset and spatial mea-
sure sm.
stdev(subset, sm) =√
n∑
i=1
(sm(subseti)−avg(subset,sm))2
(n−1) ,
where n = |subset|.
sum Returns the sum considering the given
subset and spatial measure sm.
sum(subset, sm) =
n∑
i=1
sm(subseti),
where n = |subset|.
var Returns the variance considering the
given subset and spatial measure sm.
var(subset, sm) =
n∑
i=1
(sm(subseti)−avg(subset,sm))2
(n−1) , where
n = |subset|.
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Table C.6: Ternary subset measures.
Name Description Semantics
percentile Returns the pc-th (0 ≤ pc ≤ 100) per-
centile considering the given subset and
spatial measure sm.
percentile(subset, sm, pc) = i-th spa-
tial measure value in the ordered list of
n spatial measures values sm(subset1),
sm(subset2), ..., sm(subsetn), where
n = |subset|, and i = ⌊ pc
100
n+ 1
2
⌋
.
quartile Returns the i-th (i ∈ {25, 50, 75}) quar-
tile considering the given subset and
spatial measure sm.
Let v be the ordered list of spatial mea-
sures values sm(subset1), sm(subset2),
..., sm(subsetn), where n = |subset|.
Moreover let m = median(subset, sm),
L be the sublist of values in v
smaller than m, and U be the sub-
list of values in v greater than m.
quartile(subset, sm, i) = median of L
if i = 25, m if i = 50, and median of U
if i = 75.
Table C.7: Quaternary subset measures.
Name Description Semantics
covar Returns the covariance considering
subset1 and subset2, and the spatial
measures sm1 and sm2.
covar(subset1, sm1, subset2, sm2)
= 1
n−1
n∑
i=1
((sm1(subset1i) -
avg(subset1, sm1)) (sm2(subset2i)
- avg(subset2, sm2))), where n =
min(|subset1|, |subset2|).
C.4 Improved frequentist statistical model
checking
The algorithms OSM A/B described by Koh et al. (Koh et al., 2012) initialise
variables with invalid values. First of all the notations relevant for describing
the initialisation error will be explained. Then a brief proof will be provided
illustrating the presence of the error followed by the proposed solution which is
considered in our approach. Let us assume for the remainder of this section that
the logic property to be verified φ is of the form P./θ[ψ], θ ∈ (0, 1).
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C.4.1 Notations
The width of the indifference region (p1, p0) is equal to 2δ, where
p1 = θ − δ;
p0 = θ + δ,
and 0 ≤ δ ≤ 1. Using δ two values fn and f ′n are computed to decide if φ holds:
fn = d
(
log
θ − δ
θ
)
+ (n− d)
(
log
1− (θ − δ)
1− θ
)
;
f ′n = d
(
log
θ
θ + δ
)
+ (n− d)
(
log
1− θ
1− (θ + δ)
)
,
(C.1)
where n represents the total number of evaluated model simulations and d the
number of simulations for which φ evaluated true.
The nominator and denominator of each fraction in Equation C.1 represent
probability values ∈ (0, 1). This additionally ensures that the values provided to
the logarithms are positive and therefore valid. Thus the following inequalities
must hold:
0 < θ − δ < 1; (C.2a)
0 < θ < 1; (C.2b)
0 < 1− (θ − δ) < 1; (C.2c)
0 < 1− θ < 1; (C.2d)
0 < θ + δ < 1; (C.2e)
0 < 1− (θ + δ) < 1. (C.2f)
Considering that θ ∈ (0, 1) the δ independent inequalities C.2b and C.2d hold
always.
C.4.2 Description of initialisation error
The cause of the error in the OSM A/B algorithms is the initialisation of δ with
the value 1. We will prove this by assuming that the initialisation is valid (δ = 1)
and employing proof by contradiction.
Proof 4 Initialisation error in OSM A/B algorithms
The first instruction in the OSM A/B algorithms is the initialisation of δ with
the value 1. This value is then passed to the IncrementalYounesB function.
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After computing the value of four variables (A1, B1, A2, B2) the main repeat
loop is entered. A new sample is generated and evaluated, and the values of the
variables n and d are updated. Afterwards the values of fn and f
′
n are computed
according to Equation C.1. To prove that the initialisation of δ is invalid it is
sufficient to show that one of the C.2x inequalities does not hold. For instance
according to inequality C.2a:
0 < θ − δ < 1.
In our case δ = 1. Therefore inequality C.2a is evaluated as follows:
0 < θ − δ < 1
⇔ (replace δ with 1)
0 < θ − 1 < 1
⇔ (+1)
0 + 1 < θ − 1 + 1 < 1 + 1
⇔ (evaluate arithmetic expressions)
1 < θ < 2
⇒ (conclusion from inequality)
θ ∈ (1, 2).
However θ ∈ (0, 1) which contradicts θ ∈ (1, 2). Hence the initialisation δ = 1 is
invalid.
As a side note one of the arithmetic expressions which are invalid when δ
is initialised with the value 1 is log θ−δ
θ
because θ − δ < 0 which means that a
negative value is provided to the logarithm.
C.4.3 Solution
In both OSM A/B algorithms the width of the indifference region 2δ is reduced
to half whenever an undecided result is obtained. The method employed by the
algorithms is to start with the maximum valid δ value and then decrease it until
a true/false result can be obtained.
The domain of all valid δ values is computed based on inequalities C.2a-C.2f;
see Table C.8 for the interval of valid δ values computed for each inequality.
By intersecting all intervals provided in Table C.8 the domain of valid δ values
is obtained:
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Table C.8: The valid interval of δ values corresponding to inequalities C.2a-C.2f
Nr. Inequality Valid interval of δ values
C.2a 0 < θ − δ < 1 δ ∈ (θ − 1, θ) ∩ (0, 1) = (0, θ)
C.2b 0 < θ < 1 δ ∈ (0, 1)
C.2c 0 < 1− (θ − δ) < 1 δ ∈ (θ − 1, θ) ∩ (0, 1) = (0, θ)
C.2d 0 < 1− θ < 1 δ ∈ (0, 1)
C.2e 0 < θ + δ < 1 δ ∈ (−θ, 1− θ) ∩ (0, 1) = (0, 1− θ)
C.2f 0 < 1− (θ + δ) < 1 δ ∈ (−θ, 1− θ) ∩ (0, 1) = (0, 1− θ)
Dδ = (0, θ) ∩ (0, 1) ∩ (0, θ) ∩ (0, 1) ∩ (0, 1− θ) ∩ (0, 1− θ)
⇔ (remove duplicates)
Dδ = (0, θ) ∩ (0, 1) ∩ (0, 1− θ)
⇔ (remove enclosing interval (0, 1))
Dδ = (0, θ) ∩ (0, 1− θ),
which is equivalent to
Dδ = (0,min(θ, 1− θ)).
A value δinit smaller than the maximum value defined in Dδ should be employed
during the initialisation step of the improved statistical model checking algorithm.
Thus
δinit < max
v∈Dδ
(v)
⇔ (expand rhs. of the equation)
δinit < max
v∈(0,min(θ,1−θ))
(v)
⇔ (expand rhs. of the equation)
δinit < min(θ, 1− θ)
⇒ (δinit must be smaller than min(θ, 1− θ))
δinit = min(θ, 1− θ)− ,
where 0 <  min(θ, 1− θ). For implementation purposes the value of  can be
chosen as follows:
0 <  =
1
k
min(θ, 1− θ) < min(θ, 1− θ),
where k  1 is a user-defined or hard coded finite constant. Thus
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δinit = min(θ, 1− θ)− 1
k
min(θ, 1− θ)
⇔ (arithmetic operations)
δinit =
k
k
min(θ, 1− θ)− 1
k
min(θ, 1− θ)
⇔ (arithmetic operations)
δinit =
k − 1
k
min(θ, 1− θ) .
Proving that δinit ∈ Dδ for a finite constant value k  1 is trivial. Moreover
lim
k→∞
δinit
= (replace δinit with its value)
lim
k→∞
(
k − 1
k
min(θ, 1− θ)
)
= (extract k independent terms outside limit)
min(θ, 1− θ) lim
k→∞
(
k − 1
k
)
= (compute value of limit)
min(θ, 1− θ)(1)
= (evaluate arithmetic expression)
min(θ, 1− θ).
The value of δinit gets closer to min(θ, 1 − θ) as the value of k approaches ∞.
Thus high values of k should be employed in the implementation.
C.5 Proof that the semantics of a BLSTL
statement can be defined based on a finite
prefix of an infinite execution
Proof 5 BLSTL semantics based on finite prefix of infinite execution
We will prove the results of Lemma 1 recursively on the structure of the logic
property ψ as described below:
1. σ |= nspm  nm if and only if σˆ |= nspm  nm.
Proof.
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a) σ |= nspm  nm if and only if nspm  nm.
b) σˆ |= nspm  nm if and only if nspm  nm.
c) By Definition 12 dψe = 0 which means that according to the assump-
tions of Lemma 1 sˆ0 = s0. Hence the symbols nspm and nm are
evaluated to the same values for both σ and σˆ.
d) From 1a, 1b and 1c it follows that σ |= nspm  nm if and only if
σˆ |= nspm  nm.
2. σ |= nsv  nm if and only if σˆ |= nsv  nm (Proof is similar to the one
provided for 1).
3. σ |= d(nm1)  nm2 if and only if σˆ |= d(nm1)  nm2.
Proof.
a) σ |= d(nm1)  nm2 if and only if |σ| > 1 and d(nm1)  nm2,
such that d(nm1) =
nm11−nm01
time1−time0 , where nm
j
i represents the result of
evaluating nmi against σ
j, and timek represents the value of the first
time point in σk.
b) σˆ |= d(nm1)  nm2 if and only if |σˆ| > 1 and d(nm1)  nm2.
c) By Definition 12 dψe = 1 which means that according to the assump-
tions of Lemma 1 sˆ0 = s0 and sˆ1 = s1. Hence the symbols nm
0
1, nm
1
1
and nm2 are evaluated to the same values for both σ and σˆ.
d) From 3c it follows that
nm11−nm01
time1−time0  nm2 (considering σ) if and only
if
nm11−nm01
time1−time0  nm2 (considering σˆ).
e) From 3a and 3d it follows that σ |= d(nm1)  nm2 if and only if
nm11−nm01
time1−time0  nm2 (considering σˆ).
f) From 3b and 3e it follows that σ |= d(nm1)  nm2 if and only if
σˆ |= d(nm1)  nm2.
4. σ |=∼ ψ if and only if σˆ |=∼ ψ.
Proof.
a) σ |=∼ ψ if and only if σ 6|= ψ.
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b) σˆ |=∼ ψ if and only if σˆ 6|= ψ.
c) By Definition 12 d∼ ψe = dψe which means that according to the
assumptions of Lemma 1 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the value
of m is determined such that sufficient time points are recorded for the
evaluation of ψ. Hence the semantics of ψ considering σ is equivalent
to the semantics of ψ considering σˆ.
d) From 4c it follows that σ 6|= ψ if and only if σˆ 6|= ψ.
e) From 4a and 4d it follows that σ |=∼ ψ if and only if σˆ 6|= ψ.
f) From 4b and 4e it follows that σ |=∼ ψ if and only if σˆ |=∼ ψ.
5. σ |= ψ1 ∧ ψ2 if and only if σˆ |= ψ1 ∧ ψ2.
Proof.
a) σ |= ψ1 ∧ ψ2 if and only if σ |= ψ1 and σ |= ψ2.
b) σˆ |= ψ1 ∧ ψ2 if and only if σˆ |= ψ1 and σˆ |= ψ2.
c) By Definition 12 dψ1 ∧ ψ2e = max(dψ1e, dψ2e) which means that ac-
cording to the assumptions of Lemma 1 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm,
where the value of m is determined such that sufficient time points are
recorded for the evaluation of both ψ1 and ψ2. Hence the semantics of
ψ1 and ψ2 is the same considering both σ and σˆ.
d) From 5c it follows that σ |= ψ1 if and only if σˆ |= ψ1, and σ |= ψ2 if
and only if σˆ |= ψ2.
e) From 5d it follows that σ |= ψ1 and σ |= ψ2 if and only if σˆ |= ψ1
and σˆ |= ψ2.
f) From 5a and 5e it follows that σ |= ψ1 ∧ψ2 if and only if σˆ |= ψ1 and
σˆ |= ψ2.
g) From 5b and 5f it follows that σ |= ψ1∧ψ2 if and only if σˆ |= ψ1∧ψ2.
6. σ |= ψ1∨ψ2 if and only if σˆ |= ψ1∨ψ2 (Proof is similar to the one provided
for 5).
7. σ |= ψ1 ⇒ ψ2 if and only if σˆ |= ψ1 ⇒ ψ2 (Proof is similar to the one
provided for 5).
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8. σ |= ψ1 ⇔ ψ2 if and only if σˆ |= ψ1 ⇔ ψ2 (Proof is similar to the one
provided for 5).
9. σ |= ψ1 U [a, b] ψ2 if and only if σˆ |= ψ1 U [a, b] ψ2.
Proof.
a) σ |= ψ1 U [a, b] ψ2 if and only if there exists i, i ∈ [a, b], such that
σ(i) |= ψ2, and for all j, j ∈ [a, i), it holds that σ(j) |= ψ1.
b) σˆ |= ψ1 U [a, b] ψ2 if and only if there exists i′, i′ ∈ [a, b], such that
σˆ(i′) |= ψ2, and for all j′, j′ ∈ [a, i′), it holds that σˆ(j′) |= ψ1.
c) By Definition 12 dψ1 U [a, b] ψ2e = b + max(dψ1e, dψ2e). This means
that according to the assumptions of Lemma 1 sˆ0 = s0, sˆ1 = s1, ...,
sˆm = sm, where the value of m is determined such that sufficient time
points are recorded for the evaluation of both ψ1 and ψ2 considering
any execution suffix σ(h)/σˆ(h), h ∈ [a, b].
d) From 9c it follows that for any suffix execution σ(h)/σˆ(h), h ∈ [a, b]
the semantics of ψ1 and ψ2 is the same.
e) From 9d it follows that there exists i, i ∈ [a, b], such that σ(i) |= ψ2 if
and only if there exists i′, i′ ∈ [a, b], i′ = i, such that σˆ(i′) |= ψ2.
f) From 9d it follows that for all j, j ∈ [a, i), it holds that σ(j) |= ψ1 if
and only if for all j′, j′ ∈ [a, i′), i′ = i, j′ = j, it holds that σˆ(j′) |= ψ1.
g) From 9e and 9f it follows that there exists i, i ∈ [a, b], such that
σ(i) |= ψ2 and for all j, j ∈ [a, i), it holds that σ(j) |= ψ1 if and only
if there exists i′, i′ ∈ [a, b], i′ = i, such that σˆ(i′) |= ψ2 and for all j′,
j′ ∈ [a, i′), it holds that σˆ(j′) |= ψ1.
h) From 9a and 9g it follows that σ |= ψ1 U [a, b] ψ2 if and only if there
exists i′, i′ ∈ [a, b], such that σˆ(i′) |= ψ2 and for all j′, j′ ∈ [a, i′), it
holds that σˆ(j′) |= ψ1.
i) From 9b and 9h it follows that σ |= ψ1 U [a, b] ψ2 if and only if
σˆ |= ψ1 U [a, b] ψ2.
10. σ |= F [a, b] ψ if and only if σˆ |= F [a, b] ψ.
Proof.
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a) σ |= F [a, b] ψ if and only if there exists i, i ∈ [a, b], such that σ(i) |=
ψ.
b) σˆ |= F [a, b] ψ if and only if there exists i′, i′ ∈ [a, b], such that
σˆ(i′) |= ψ.
c) By Definition 12 dF [a, b] ψe = b+ dψe. This means that according to
the assumptions of Lemma 1 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ considering any execution suffix σ(h)/σˆ(h),
h ∈ [a, b].
d) From 10c it follows that the semantics of ψ is equivalent for suffix
executions σ(h) and σˆ(h), for all h, h ∈ [a, b].
e) From 10d it follows that there exists i, i ∈ [a, b], such that σ(i) |= ψ if
and only if there exists i′, i′ ∈ [a, b], i′ = i, such that σˆ(i′) |= ψ.
f) From 10a and 10e it follows that σ |= F [a, b] ψ if and only if there
exists i′, i′ ∈ [a, b], such that σˆ(i′) |= ψ.
g) From 10b and 10f it follows that σ |= F [a, b] ψ if and only if σˆ |=
F [a, b] ψ.
11. σ |= G[a, b] ψ if and only if σˆ |= G[a, b] ψ.
Proof.
a) σ |= G[a, b] ψ if and only if for all i, i ∈ [a, b], it holds that σ(i) |= ψ.
b) σˆ |= G[a, b] ψ if and only if for all i′, i′ ∈ [a, b], it holds that σˆ(i′) |= ψ.
c) By Definition 12 dG[a, b] ψe = b+ dψe. This means that according to
the assumptions of Lemma 1 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ considering any execution suffix σ(h)/σˆ(h),
h ∈ [a, b].
d) From 11c it follows that the semantics of ψ is equivalent for suffix
executions σ(h) and σˆ(h), for all h, h ∈ [a, b].
e) From 11d it follows that for all i, i ∈ [a, b], it holds that σ(i) |= ψ if
and only if for all i′, i′ ∈ [a, b], i′ = i, it holds that σˆ(i′) |= ψ.
f) From 11a and 11e it follows that σ |= G[a, b] ψ if and only if for all
i′, i′ ∈ [a, b], it holds that σˆ(i′) |= ψ.
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g) From 11b and 11f it follows that σ |= G[a, b] ψ if and only if σˆ |=
G[a, b] ψ.
12. σ |= X ψ if and only if σˆ |= X ψ.
Proof.
a) σ |= X ψ if and only if |σ| > 1 and σ1 |= ψ.
b) σˆ |= X ψ if and only if |σˆ| > 1 and σˆ1 |= ψ.
c) By Definition 12 dX ψe = 1 + dψe. This means that according to the
assumptions of Lemma 1 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ considering the execution suffix σ1/σˆ1.
d) From 12c it follows that the semantics of ψ is equivalent for suffix
executions σ1 and σˆ1.
e) From 12d it follows that σ1 |= ψ if and only if σˆ1 |= ψ.
f) From 12a and 12e it follows that σ |= X ψ if and only if σˆ1 |= ψ.
g) From 12b and 12f it follows that σ |= X ψ if and only if σˆ |= X ψ.
13. σ |= X[k] ψ if and only if σˆ |= X[k] ψ.
Proof.
a) σ |= X[k] ψ if and only if |σ| > k and σk |= ψ.
b) σˆ |= X[k] ψ if and only if |σˆ| > k and σˆk |= ψ.
c) By Definition 12 dX[k] ψe = k + dψe. This means that according to
the assumptions of Lemma 1 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ considering the execution suffix σk/σˆk.
d) From 13c it follows that the semantics of ψ is equivalent for suffix
executions σk and σˆk.
e) From 13d it follows that σk |= ψ if and only if σˆk |= ψ.
f) From 13a and 13e it follows that σ |= X[k] ψ if and only if σˆk |= ψ.
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g) From 13b and 13f it follows that σ |= X[k] ψ if and only if σˆ |= X[k] ψ.
14. σ |= (ψ) if and only if σˆ |= (ψ).
Proof.
a) σ |= (ψ) if and only if σ |= ψ.
b) σˆ |= (ψ) if and only if σˆ |= ψ.
c) By Definition 12 d(ψ)e = dψe. This means that according to the
assumptions of Lemma 1 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ.
d) From 14c it follows that the semantics of ψ is equivalent for both σ
and σˆ.
e) From 14d it follows that σ |= ψ if and only if σˆ |= ψ.
f) From 14a and 14e it follows that σ |= (ψ) if and only if σˆ |= ψ.
g) From 14b and 14f it follows that σ |= (ψ) if and only if σˆ |= (ψ).
APPENDIX D
Multiscale multidimensional
spatio-temporal meta model
checking supplementary
materials
D.1 Proof that the multiscale
multidimensional spatio-temporal model
checking problem is well-defined
To show that the model checking problem is well-defined we will first prove
that the number of required model simulations and state transitions within each
simulation are finite.
D.1.1 Finite number of required simulations
In Subsubsection 3.6.1.1 it was shown that, considering the approximate prob-
abilistic model checking approaches described in Table 2.1, a finite number of
model simulations are sufficient to determine if a logic statement holds. This
property is inherent to the model checking approaches considered and does not
directly depend on the model representation and/or formal logic employed to
write the system specification. Therefore it will not be restated here.
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D.1.2 Finite number of state transitions
Bounded temporal logic (including BLMSTL) properties can be evaluated against
model simulations which cover only a finite interval of time. The upper bound
of this interval can be computed based on the temporal operators/functions
contained by the evaluated logic properties. Let us denote the upper bound
corresponding to a generic BLMSTL logic property ψ by dψe.
Definition 18 Model simulation time upper bound for BLMSTL logic
statement
The upper bound dψe ∈ R+ corresponding to a BLMSTL logic statement ψ
considering an execution σ and the abbreviations introduced in Table 5.2 is
defined recursively on the structure of the logic statement as follows:
• dtnm1  tnm2e = max(dtnm1e, dtnm2e);
• dcm(tnm1)  tnm2e = max(1+dtnm1e, dtnm2e) ≤ 1+max(dtnm1e, dtnm2e)
because the value of tnm1 is computed considering both σ[0] and σ[1];
• d∼ ψe = dψe;
• dψ1 ∧ ψ2e = max(dψ1e, dψ2e);
• dψ1 ∨ ψ2e = max(dψ1e, dψ2e);
• dψ1 ⇒ ψ2e = max(dψ1e, dψ2e);
• dψ1 ⇔ ψ2e = max(dψ1e, dψ2e);
• dψ1 U [a, b] ψ2e = max(b− 1 + dψ1e, b+ dψ2e) ≤ b+ max(dψ1e, dψ2e);
• dF [a, b] ψe = b+ dψe;
• dG[a, b] ψe = b+ dψe;
• dX ψe = 1 + dψe;
• dX[k] ψe = k + dψe;
• d(ψ)e = dψe.
• The upper bound dtnme corresponding to the temporal numeric measure
tnm is defined recursively on the structure of the temporal numeric measure
as follows:
– dree = 0, because the value of re is employed directly;
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– dnsve = 0, because the value of nsv is computed considering only σ[0];
– dnstme which is computed as described below;
– dunm(tnm)e = dtnme;
– dbnm(tnm1, tnm2)e = max(dtnm1e, dtnm2e).
• The upper bound dnstme corresponding to the numeric statistical measure
nstm is defined recursively on the structure of the numeric statistical measure
as follows:
– dustm(nmc)e = dnmce;
– dbstm(nmc1, nmc2)e = max(dnmc1e, dnmc2e);
– dbstqm(nmc, re)e = dnmce.
• The upper bound dnmce corresponding to the numeric measure collection
nmc is defined recursively on the structure of the numeric measure collection
as follows:
– d[a, b]nme = b+ dnme;
– dsmce = 0, because the value of smc is computed considering only
σ[0].
• The upper bound dnme corresponding to the numeric measure nm is defined
recursively on the structure of the numeric measure as follows:
– dpnme = 0, because the value of pnm is computed considering only
σ[0];
– dunm(nm)e = dnme;
– dbnm(nm1, nm2)e = max(dnm1e, dnm2e).
Thus the minimum upper bound for the simulation time interval to be covered
by model executions when verifying a BLMSTL logic property ψ is dψe.
Lemma 3 BLMSTL semantics based on finite prefix of infinite execu-
tion
Let us assume that a BLMSTL logic property ψ is verified against an infinite
execution σ = {(s0, t0), (s1, t1), (s2, t2), ...}. Moreover let us denote a finite prefix
of σ by σˆ = {(sˆ0, tˆ0), (sˆ1, tˆ1), ..., (sˆm, tˆm)}, where
sˆi = si and tˆi = ti,∀i = 0,m with
m∑
i=0
ti ≥ dψe and
m−1∑
i=0
ti < dψe.
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Then σ |= ψ if and only if σˆ |= ψ.
Proof 6 BLMSTL semantics based on finite prefix of infinite execu-
tion
We will prove the results of Lemma 3 recursively on the structure of the logic
property ψ as described below:
1. σ |= tnm1  tnm2 if and only if σˆ |= tnm1  tnm2.
Proof.
a) σ |= tnm1  tnm2 if and only if tnm1  tnm2.
b) σˆ |= tnm1  tnm2 if and only if tnm1  tnm2.
c) By Definition 18 dψe = max(tnm1, tnm2) which means that according
to the assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of both tnm1 and tnm2. Hence both tnm1 and tnm2
are evaluated to the same values for both σ and σˆ.
d) From 1c it follows that tnm1  tnm2 (considering σ) if and only if
tnm1  tnm2 (considering σˆ).
e) From 1a and 1d it follows that σ |= tnm1  tnm2 if and only if
tnm1  tnm2 (considering σˆ).
f) From 1b and 1e it follows that σ |= tnm1  tnm2 if and only if
σˆ |= tnm1  tnm2.
2. σ |= cm(tnm1)  tnm2 if and only if σˆ |= cm(tnm1)  tnm2.
Proof.
a) σ |= cm(tnm1)  tnm2 if and only if |σ| > 1+dtnm1e and cm(tnm1)
 tnm2, such that cm ∈ {d, r}, d(tnm1) = tnm
1
1−tnm01
time1−time0 and r(tnm1) =
tnm11
tnm01
time1−time0 , where tnm
j
i represents the result of evaluating tnmi against
σj, and timek represents the value of the first time point in σk.
b) σˆ |= cm(tnm1)  tnm2 if and only if |σˆ| > 1+dtnm1e and cm(tnm1)
 tnm2.
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c) By Definition 18 dψe = 1 + max(dtnm1e, dtnm2e) which means that
according to the assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm,
where the value of m is determined such that sufficient time points
are recorded for the evaluation of tnm01, tnm
1
1 and tnm2. Hence the
symbols tnm01, tnm
1
1 and tnm2 are evaluated to the same values for
both σ and σˆ.
d) From 2c it follows that
tnm11−tnm01
time1−time0  tnm2, respectively
tnm11
tnm01
time1−time0 
tnm2 (considering σ) if and only if
tnm11−tnm01
time1−time0  tnm2, respectively
tnm11
tnm01
time1−time0  tnm2 (considering σˆ).
e) From 2a and 2d it follows that σ |= cm(tnm1)  tnm2 if and only if
tnm11−tnm01
time1−time0  tnm2, respectively
tnm11
tnm01
time1−time0  tnm2 (considering σˆ).
f) From 2b and 2e it follows that σ |= cm(tnm1)  tnm2 if and only if
σˆ |= cm(tnm1)  tnm2.
3. σ |=∼ ψ if and only if σˆ |=∼ ψ.
Proof.
a) σ |=∼ ψ if and only if σ 6|= ψ.
b) σˆ |=∼ ψ if and only if σˆ 6|= ψ.
c) By Definition 18 d∼ ψe = dψe which means that according to the
assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the value
of m is determined such that sufficient time points are recorded for
the evaluation of ψ. Hence the semantics of ψ is the same considering
both σ and σˆ.
d) From 3c it follows that σ 6|= ψ if and only if σˆ 6|= ψ.
e) From 3a and 3d it follows that σ |=∼ ψ if and only if σˆ 6|= ψ.
f) From 3b and 3e it follows that σ |=∼ ψ if and only if σˆ |=∼ ψ.
4. σ |= ψ1 ∧ ψ2 if and only if σˆ |= ψ1 ∧ ψ2.
Proof.
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a) σ |= ψ1 ∧ ψ2 if and only if σ |= ψ1 and σ |= ψ2.
b) σˆ |= ψ1 ∧ ψ2 if and only if σˆ |= ψ1 and σˆ |= ψ2.
c) By Definition 18 dψ1 ∧ ψ2e = max(dψ1e, dψ2e) which means that ac-
cording to the assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm,
where the value of m is determined such that sufficient time points are
recorded for the evaluation of both ψ1 and ψ2. Hence the semantics of
ψ1 and ψ2 is the same considering both σ and σˆ.
d) From 4c it follows that σ |= ψ1 if and only if σˆ |= ψ1, and σ |= ψ2 if
and only if σˆ |= ψ2.
e) From 4d it follows that σ |= ψ1 and σ |= ψ2 if and only if σˆ |= ψ1
and σˆ |= ψ2.
f) From 4a and 4e it follows that σ |= ψ1 ∧ψ2 if and only if σˆ |= ψ1 and
σˆ |= ψ2.
g) From 4b and 4f it follows that σ |= ψ1∧ψ2 if and only if σˆ |= ψ1∧ψ2.
5. σ |= ψ1∨ψ2 if and only if σˆ |= ψ1∨ψ2 (Proof is similar to the one provided
for 4).
6. σ |= ψ1 ⇒ ψ2 if and only if σˆ |= ψ1 ⇒ ψ2 (Proof is similar to the one
provided for 4).
7. σ |= ψ1 ⇔ ψ2 if and only if σˆ |= ψ1 ⇔ ψ2 (Proof is similar to the one
provided for 4).
8. σ |= ψ1 U [a, b] ψ2 if and only if σˆ |= ψ1 U [a, b] ψ2.
Proof.
a) σ |= ψ1 U [a, b] ψ2 if and only if there exists i, i ∈ [a, b], such that
σ(i) |= ψ2, and for all j, j ∈ [a, i), it holds that σ(j) |= ψ1.
b) σˆ |= ψ1 U [a, b] ψ2 if and only if there exists i′, i′ ∈ [a, b], such that
σˆ(i′) |= ψ2, and for all j′, j′ ∈ [a, i′), it holds that σˆ(j′) |= ψ1.
c) By Definition 18 dψ1 U [a, b] ψ2e = b + max(dψ1e, dψ2e). This means
that according to the assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ...,
sˆm = sm, where the value of m is determined such that sufficient time
points are recorded for the evaluation of both ψ1 and ψ2 considering
any execution suffix σ(h)/σˆ(h), h ∈ [a, b].
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d) From 8c it follows that for any suffix execution σ(h)/σˆ(h), h ∈ [a, b]
the semantics of ψ1 and ψ2 is the same.
e) From 8d it follows that there exists i, i ∈ [a, b], such that σ(i) |= ψ2 if
and only if there exists i′, i′ ∈ [a, b], i′ = i, such that σˆ(i′) |= ψ2.
f) From 8d and 8e it follows that for all j, j ∈ [a, i), it holds that σ(j) |= ψ1
if and only if for all j′, j′ ∈ [a, i′), i′ = i, j′ = j, it holds that
σˆ(j′) |= ψ1.
g) From 8e and 8f it follows that there exists i, i ∈ [a, b], such that
σ(i) |= ψ2 and for all j, j ∈ [a, i), it holds that σ(j) |= ψ1 if and only
if there exists i′, i′ ∈ [a, b], i′ = i, such that σˆ(i′) |= ψ2 and for all j′,
j′ ∈ [a, i′), it holds that σˆ(j′) |= ψ1.
h) From 8a and 8g it follows that σ |= ψ1 U [a, b] ψ2 if and only if there
exists i′, i′ ∈ [a, b], such that σˆ(i′) |= ψ2 and for all j′, j′ ∈ [a, i′), it
holds that σˆ(j′) |= ψ1.
i) From 8b and 8h it follows that σ |= ψ1 U [a, b] ψ2 if and only if
σˆ |= ψ1 U [a, b] ψ2.
9. σ |= F [a, b] ψ if and only if σˆ |= F [a, b] ψ.
Proof.
a) σ |= F [a, b] ψ if and only if there exists i, i ∈ [a, b], such that σ(i) |=
ψ.
b) σˆ |= F [a, b] ψ if and only if there exists i′, i′ ∈ [a, b], such that
σˆ(i′) |= ψ.
c) By Definition 18 dF [a, b] ψe = b+ dψe. This means that according to
the assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ considering any execution suffix σ(h)/σˆ(h),
h ∈ [a, b].
d) From 9c it follows that the semantics of ψ is equivalent for suffix
executions σ(h) and σˆ(h), for all h, h ∈ [a, b].
e) From 9d it follows that there exists i, i ∈ [a, b], such that σ(i) |= ψ if
and only if there exists i′, i′ ∈ [a, b], i′ = i, such that σˆ(i′) |= ψ.
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f) From 9a and 9e it follows that σ |= F [a, b] ψ if and only if there
exists i′, i′ ∈ [a, b], such that σˆ(i′) |= ψ.
g) From 9b and 9f it follows that σ |= F [a, b] ψ if and only if σˆ |=
F [a, b] ψ.
10. σ |= G[a, b] ψ if and only if σˆ |= G[a, b] ψ.
Proof.
a) σ |= G[a, b] ψ if and only if for all i, i ∈ [a, b], it holds that σ(i) |= ψ.
b) σˆ |= G[a, b] ψ if and only if for all i′, i′ ∈ [a, b], it holds that σˆ(i′) |= ψ.
c) By Definition 18 dG[a, b] ψe = b+ dψe. This means that according to
the assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ considering any execution suffix σ(h)/σˆ(h),
h ∈ [a, b].
d) From 10c it follows that the semantics of ψ is equivalent for suffix
executions σ(h) and σˆ(h), for all h, h ∈ [a, b].
e) From 10d it follows that for all i, i ∈ [a, b], it holds that σ(i) |= ψ if
and only if for all i′, i′ ∈ [a, b], i′ = i, it holds that σˆ(i′) |= ψ.
f) From 10a and 10e it follows that σ |= G[a, b] ψ if and only if for all
i′, i′ ∈ [a, b], it holds that σˆ(i′) |= ψ.
g) From 10b and 10f it follows that σ |= G[a, b] ψ if and only if σˆ |=
G[a, b] ψ.
11. σ |= X ψ if and only if σˆ |= X ψ.
Proof.
a) σ |= X ψ if and only if |σ| > 1 and σ1 |= ψ.
b) σˆ |= X ψ if and only if |σˆ| > 1 and σˆ1 |= ψ.
c) By Definition 18 dX ψe = 1 + dψe. This means that according to the
assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ considering the execution suffix σ1/σˆ1.
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d) From 11c it follows that the semantics of ψ is equivalent for suffix
executions σ1 and σˆ1.
e) From 11d it follows that σ1 |= ψ if and only if σˆ1 |= ψ.
f) From 11a and 11e it follows that σ |= X ψ if and only if σˆ1 |= ψ.
g) From 11b and 11f it follows that σ |= X ψ if and only if σˆ |= X ψ.
12. σ |= X[k] ψ if and only if σˆ |= X[k] ψ.
Proof.
a) σ |= X[k] ψ if and only if |σ| > k and σk |= ψ.
b) σˆ |= X[k] ψ if and only if |σˆ| > k and σˆk |= ψ.
c) By Definition 18 dX[k] ψe = k + dψe. This means that according to
the assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ considering the execution suffix σk/σˆk.
d) From 12c it follows that the semantics of ψ is equivalent for suffix
executions σk and σˆk.
e) From 12d it follows that σk |= ψ if and only if σˆk |= ψ.
f) From 12a and 12e it follows that σ |= X[k] ψ if and only if σˆk |= ψ.
g) From 12b and 12f it follows that σ |= X[k] ψ if and only if σˆ |= X[k] ψ.
13. σ |= (ψ) if and only if σˆ |= (ψ).
Proof.
a) σ |= (ψ) if and only if σ |= ψ.
b) σˆ |= (ψ) if and only if σˆ |= ψ.
c) By Definition 18 d(ψ)e = dψe. This means that according to the
assumptions of Lemma 3 sˆ0 = s0, sˆ1 = s1, ..., sˆm = sm, where the
value of m is determined such that sufficient time points are recorded
for the evaluation of ψ.
d) From 13c it follows that the semantics of ψ is equivalent for both σ
and σˆ.
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e) From 13d it follows that σ |= ψ if and only if σˆ |= ψ.
f) From 13a and 13e it follows that σ |= (ψ) if and only if σˆ |= ψ.
g) From 13b and 13f it follows that σ |= (ψ) if and only if σˆ |= (ψ).
Lemma 4 Finite number of state transitions to evaluate BLSTL logic
statement
The number of state transitions required to verify a BLMSTL logic property is
finite.
Proof 7 Finite number of state transitions to evaluate BLSTL logic
statement
From Lemma 3 it follows that a BLMSTL logic property ψ can be verified against
a model simulation σ based on a finite prefix σˆ. The minimum time interval
captured by σˆ is bounded and can be computed using Definition 18. Since we
assume the time divergence property holds for all the systems considered only a
finite number of state transitions can occur in a bounded interval of time.
D.1.3 Well-defined model checking problem
Theorem 2 Well-defined multiscale multidimensional spatio-temporal
model checking problem
The multiscale multidimensional spatio-temporal model checking problem is well-
defined.
Proof 8 Well-defined multiscale multidimensional spatio-temporal
model checking problem
In Appendix Subsection D.1.1 it was shown that the number of model simulations
required to verify if a PBLMSTL logic property φ holds is finite. Moreover
according to Lemmas 3 and 4 only a finite prefix and a finite number of state
transitions have to be considered for each model simulation. Thus the evaluation
of φ is reduced to the problem of evaluating atomic properties over a finite number
of states for each model simulation, which is decidable. Hence the model checking
problem is well-defined.
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