Abstract. We present a systematic computation of the heat conductivity of the Markov jump process modeling the energy exchanges in an array of locally confined hard spheres at the conduction threshold. Based on a variational formula [Sasada M 2016, Thermal conductivity for stochastic energy exchange models, arXiv:1611.08866], explicit upper bounds on the conductivity are derived, which exhibit a rapid powerlaw convergence towards an asymptotic value. We thereby conclude that the ratio of the heat conductivity to the energy exchange frequency deviates from its static contribution by a small negative correction, its dynamic contribution, evaluated to be −0.000 373 in dimensionless units. This prediction is corroborated by kinetic Monte Carlo simulations which were substantially improved compared to earlier results.
Introduction
Understanding the transport properties of many-body dynamical systems remains one among statistical physics' greatest challenges. Much effort has thus been devoted to deriving Fourier's law of heat conduction starting from a microscopic setup. Drawing upon the analogy with the problem of diffusion in periodic billiard tables [1] [2] [3] , highdimensional billiard systems were proposed to investigate heat transport [4] . Such billiards, which can be considered intermediate between the gas of hard balls and the periodic Lorentz gas, are designed so as to prevent hard balls from changing positions in a periodic array of confining cells while letting them interact pairwise. In a regime of rare interactions, i.e. the limit such that the binary collisions transporting energy are much less frequent than energy-conserving wall collision events, it was argued that the dynamics of energy exchanges between neighbouring hard balls can be mapped onto a stochastic model [5] [6] [7] [8] [9] [10] . This limit is reached for a critical geometry of the billiard whereby the system undergoes a transition from thermal conductor to insulator. The stochastic model stemming from the separation of the two timescales near the critical geometry is a Markov jump process for the local energy variables, which lends itself to a systematic derivation of Fourier's law. Thus the necessary spectral gap was obtained in reference [11] ; see also reference [12] . These results ultimately make possible the actual determination of the coefficient of heat conductivity of the billiard model at the conduction threshold.
In our previous works [5] [6] [7] [8] [9] , as well as in reference [13] , it was shown that heat conductivity can be expressed in terms of the frequency of binary collisions responsible for energy exchanges. Moreover, numerical results and theoretical considerations led us to conjecture that the dimensionless ratio between the heat conductivity and the frequency of binary collisions should be equal to unity at the conductor to insulator threshold. However, recent work by Sasada [14] , relying upon a transposition of Spohn's variational formula for diffusion coefficients of stochastic lattice gases [15, 16] to the heat conductivity of stochastic energy exchange models, proved that this conjecture cannot hold; the heat conductivity is in fact the sum of two parts: the static contribution, which is identical, up to a unit length squared, to the energy exchange frequency, and the dynamic contribution, which, however small it turns out to be, is strictly negative. The variational formula, which is the main focus of this work, was initially derived by Varadhan [17] in the context of a non-gradient Ginzburg-Landau model at infinite temperature and has since developed into a cornerstone of the framework for analyzing non-gradient models; see e.g. reference [18] .
In the present paper, we set out to demonstrate that an explicit calculation of the dimensionless ratio between the heat conductivity and the energy exchange frequency can be achieved using the variational formula. Our method relies on the use of multivariate polynomial test functions of increasing number of variables and degrees to compute explicit upper bounds on the heat conductivity. The rapid power-law convergence towards an asymptotic value yields a narrow confidence interval for this quantity.
The predicted value thus obtained is in fact within the error bounds of the (inconclusive) numerical findings reported in reference [8] and therefore calls for a careful revision of our kinetic Monte Carlo simulations and the procedure by which the measurement of the heat conductivity is performed so as to improve its precision and confirm our new findings. We thereby show that the negative dynamic contribution to the heat conductivity inferred from the variational formula is in agreement with the value obtained from kinetic Monte Carlo simulations. This result confirms Sasada's conclusion [14] and provides a prediction of the heat conductivity accurate to within at least six significant digits.
The paper is organized as follows. In section 2, the characterization of heat transport in many-body billiard systems with caged hard balls is reviewed from both microscopic and macroscopic considerations in subsection 2.1. In subsection 2.2, its transposition to stochastic energy exchange systems at the mesoscopic level is given. Within this framework, the variational formula is established in section 3. In particular, the application of the method to the stochastic energy exchanges induced by locally confined hard spheres is discussed in subsection 3.2. In subsection 3.3, the implementation of the variational formula is described for bivariate trial functions. Its extension to multivariate trial functions and its extrapolation to infinite-dimensional functions are presented in subsection 3.4. A comparison of the results thus obtained with kinetic Monte Carlo simulations is established in section 4. Section 5 concludes the paper.
Energy transport in locally confined gases

From microscopic dynamics to macroscopic fields
In the models described in references [5] [6] [7] [8] [9] , we considered the motion of hard Ddimensional balls, D ≥ 2, on a periodic d-dimensional array of cells, 1 ≤ d ≤ D, undergoing elastic collisions with locally confining hard walls as well as among neighbours. While the choice of the values of these two dimensions is mostly a matter of convenience, the distinction between the two is important. Unless otherwise stated, we will assume D = 3 and d = 1. Mass transport is blocked by the geometry, but energy is transported through binary collisions among neighbouring hard balls, such as with the right-most pair.
Such a three-dimensional model on a one-dimensional lattice is schematically depicted in figure 2.1. In this example, identical hard spheres are randomly placed along a one-dimensional periodic array L N = {−(N − 1)/2, . . . , (N − 1)/2} of N small cavities composed of fixed spherical obstacles located at the corners of a cube of side . To fix notations, we let the center of each cavity be located at x l = l . Each such cavity contains a single hard sphere which rattles around in it, unable to escape. The geometry is however chosen so as to allow neighbouring hard spheres to collide with each other.
In every cell, the motion of hard spheres is a succession of free flights interrupted by specular reflections which consist of two types of events: (i) wall collision events, through which a single ball reflects elastically off the spherical boundary of the cavity and does not change its energy, or (ii) binary collision events, which occur when two neighbouring balls collide with each other, thereby exchanging energy. The billiard geometry must verify specific conditions for such a regime to take place; see references [6, 9] .
The system therefore consists in a gas of N hard spheres whose spatial ordering is preserved by the dynamics. A current of energy may however be induced by the binary collision events, bringing about conduction of heat across the system.
For such a deterministic system, the local conservation of energy l in cell l = (l 1 , . . . , l d ) can be expressed aṡ
in terms of the deterministic instantaneous currents J l,l+1 i (t), where 1 i is the vector whose d components are all 0 but for the i th which is 1. In the case of billiards, these currents have the form
where η l,l+1 i (t) denotes the energy exchanged through the collision between balls in cells l and l + 1 i at time t, {t
} n∈N is the sequence of all successive collision times corresponding to binary collisions between balls l and l + 1 i and the symbol δ D stands for the Dirac delta distribution. Integrating this quantity over time and summing over the lattice dimensions yields the kinetic energy of the l th ball,
3)
The connection with the macroscopic description is established by introducing the local temperature in terms of the kinetic energy averaged over some nonequilibrium statistical ensemble,
where · neq denotes the time-dependent average with respect to the nonequilibrium statistical ensemble ‡. Similarly, the local energy and energy current densities, with respect to cells of (hyper)cubic volume d in a d-dimensional lattice, can be defined as 5) in terms of the deterministic currents (2.2). The heat capacity is thus given by
6) ‡ Throughout the paper, Boltzmann's constant is taken to be unity, k B ≡ 1, so that temperatures and energies are expressed in the same units.
under the assumption of local equilibrium.
If it exists, the heat conductivity enters at the macroscopic level, the expression of Fourier's law, obtained in the hydrodynamic scaling limit where → 0,
where j e is the vector of components j e,i , i = 1, . . . , d, defined in equation (2.5) . Moreover, since the energy current density j e obeys the local conservation law,
the heat equation can be written as 9) in terms of the thermal diffusivity
The diffusivity and conductivity therefore differ in their units. Only the latter quantity will be referred to below. In deterministic systems of N balls with position coordinates q l and energies l in a volume V N , the heat conductivity is in general given by Helfand's formula [19] , 11) where G(t) = N l=1 q l l is Helfand's moment associated with energy, · eq denotes the average over the equilibrium statistical ensemble at the temperature T and we assume the ratio V N /N is fixed as N increases. For periodic arrays of cells of volume d , each containing a single ball, we have V N = N d . Although the Green-Kubo formulation of the transport coefficients is often favoured over Helfand's, the two are in fact equivalent; see reference [19] .
In (d = 1)-dimensional chains, such as depicted in figure 2.1, the confining geometry allows to simplify Helfand's moment to 12) which holds irrespective of the spatial dimension D of the underlying dynamics. For more general geometries, l is to be interpreted as the energy associated with the gas (of one or more particles) trapped in cell l.
In the large system-size limit, using translation invariance of energy correlations and the local conservation of energy (2.1), it is possible to transform (2.11) with Helfand's moment (2.12) to 
Whereas the static contribution, κ s (T ), is easily computed, the dynamic contribution, κ d (T ), is more elusive. Its computation will be the focus of section 3.
Mesoscopic description
As argued previously [5] [6] [7] [8] [9] , the process of heat transport in the billiards described above reduces to a stochastic energy-exchange process in a regime of rare interactions, which occurs when the frequency of binary collisions is much smaller than the frequency of wall collisions. Whereas the former governs the timescale of energy exchanges, the latter randomizes the degrees of freedom not relevant to energy transport, i.e. the positions and velocity directions. In other words, the separation between the two timescales induces averaging of these degrees of freedom. Setting d = 1, an energy configuration { l } l∈L N thus evolves according to a Markov jump process. On the one hand, the time evolution of the probability density P ≡ P ({ l } l∈L N , t) is specified by the master equation, 15) with the local energy-exchange operator,
whose structure is the usual difference between gain and loss terms, defined in terms of a stochastic kernel W to be specified below. On the other hand, observables A ≡ A({ l } l∈L N , t) evolve in time under the action of the adjoint operator, L, which takes the somewhat simpler form:
Assuming periodic boundary conditions, the terms l = (N − 1)/2 in (2.15) and (2.17) couple the right-most cell (N − 1)/2 with the left-most one −(N − 1)/2. For future reference, note that, in infinite-size systems, the natural equilibrium distribution for D = 3 is the canonical probability distribution,
For general D, it is given by the product of Gamma distributions of shape parameter
and scale parameter specified by the temperature
T . This is a stationary solution of the master equation (2.15) . In this stochastic description, the local conservation of energy becomes
where · neq now denotes the statistical average with respect to the time-dependent nonequilibrium probability distribution P and the local average current is defined to be:
This observable is antisymmetric under the permutation of its arguments,
In the stochastic description, contrary to what equation (2.3) of the deterministic description would suggest, the change of energy at site l in time t is not simply given by the time integration of the local average currents (2.21). Rather, an additional contribution must be taken into consideration, given by a martingale § M l (t),
In this expression the left-hand side is the exact change of energy at site l in time t. The integrals on the right-hand side are, however, carried out over the currents (2.21), which correspond to averaged quantities. By contrast, the actual succession of random energy jumps in time t displays fluctuations about these average currents. The martingale M l (t) thus represents the difference between the actual change of energy in time t and the corresponding time integrals of the local average currents. Considering the differential of this expression,
, we see that dM l (t) is akin to a Langevin noise term.
Since martingales have independent increments, M l satisfies the following property
see [14] . Solving equation (2.23) for M l (t), the left-hand side of equation (2.24) can be expressed in terms of the sum of three terms, one involving correlations between energy changes, as they appear on the right-hand side of equation (2.13), a second term involving correlations between energy changes and time-integrals of the local average currents, and a third one involving self-correlations of time-integrals of the local average currents. As pointed out by Spohn [15, 16] , the equilibrium averages of the cross-terms between the change of the conserved quantity, given by the left-hand side of equation (2.23) , and the time integral of the local average currents, as on the right-hand side of the same equation, must vanish because the former is odd under time reversal while the latter is even. Therefore, after summing (2.24) over l ∈ Z and transforming the correlation functions using translation invariance, we can multiply the resulting expression by − /(4T 2 t) and take the limit t → ∞, as in equation (2.13) , to obtain the expression of the heat conductivity
where we recall L = l∈Z L l is the time-evolution generator (2.17)-(2.18) for the observables. Remark here that a necessary condition for the time integral to converge is that L be non-positive definite.
The first term on the right-hand side of equation (2.25) is identified as the static contribution to the heat conductivity in equation (2.14),
where
are the zeroth and second moments of the stochastic kernel. The former is nothing but the mean frequency of binary collisions for the corresponding energy pair. The second term on the right-hand side of equation (2.25) is therefore identified as the dynamic contribution,
Henceforth, we assume the array L to have infinite extension on both sides so that L ≡ L ∞ ∼ Z.
Before we turn to the characterization of this second term in section 3, we note that one can formally write:
which assumes the operator L causes relaxation after long enough times. Accordingly, equation (2.25) can be rewritten as the statistical average of the heat current j( 0 , 1 ),
is an infinite-dimensional function to be interpreted in terms of the first-order expansion of a nonequilibrium steady state in powers of its local temperature gradient. Indeed, consider the transposition of equation (2.7) to a nonequilibrium steady state with temperature profile T (x l ), x l = l , l ∈ L N , resulting from the presence of heat baths at different temperatures at the system boundaries ¶. Assuming N large, we have
where the macroscopic current j e (x l ) should, in analogy with the second of equations (2.5), be expressed in terms of the symmetrized sum
Comparing with equation (2.31), we see that the two-cell marginal of Ψ st ,
can be identified as the coefficient of the first-order contribution in the local temperature gradient to the probability density of the nonequilibrium steady state with respect to the equilibrium state (2.19). To be more precise, it is the part of the nonequilibrium steady state which contributes to the current. This is, however, not to say that Ψ st fully accounts for the actual density of the nonequilibrium steady state. ¶ Let x ≡ x l . Due to the square-root dependence of the conductivity on the temperature, the temperature profile is given, asymptotically in N , by
) are the temperatures of the heat baths. Its derivative is therefore proportional to the inverse square root of the temperature,
.
The product of this quantity by κ(T ) on the right-hand side of equation (2.7) is a number independent of x, which justifies the transposition of equation (2.33) in terms of averages of mesoscopic fluctuating quantities analogous to equation (2.31).
Variational formula
General framework
As shown by Spohn in reference [16] , a Hilbert space H can be introduced for complex functions f, g of the variables { l } l∈Z with the degenerate scalar product:
where denotes the complex conjugation and τ k is the translation operator by k cells to the left, mapping { l } l onto { l = l+k } l . This scalar product is well defined, i.e. the sum over k converges, because the equilibrium distribution has the mixing property under the spatial translations { τ k } k [16] . Let L also denote the extension of the operator (2.18) to this Hilbert space. It is proved in references [15, 16] that
where the infimum can be taken over real functions f . This result is obtained by expanding the vectors and the operator in a complete basis of the Hilbert space and by taking the first variation with respect to the function f , which leads to
Formally, this implies that |f H = −| L −1 j H . Making this substitution in the left-hand side of equation (3.2) , one obtains the right-hand side. The infimum is thus explicitly realized for the function
so that Ψ st in (2.32) can be written as
Now, from equation (2.30), the dynamic contribution to the heat conductivity (2.29) can be expressed, in terms of the scalar product (3.1) and using j eq ≡ 0, as
where the last line follows from equation (3.2). Using equation (2.18 ) and the detailed balance condition,
the two following identities are obtained for the quantities appearing on the left-hand side of equation (3.6):
where we introduced the exchange operator D l,l+1,η , [16] ,
which, by convention, is a function of the pair of indices l and l + 1 rather than the positions of the corresponding variables. We note that equation (3.8) further relies on the identity L l f eq = 0, itself a consequence of the detailed balance. Combining these two results with equation (3.6) and the expression of the static contribution, equation (2.26), the heat conductivity (2.14) is finally expressed as the solution of the variational formula,
in agreement with Sasada [14, equation (A.1)]. Moreover, the probability density distribution of the nonequilibrium steady state contributing to the current is locally given by equation (3.5) , in terms of the function realizing the infimum. An important property is that the solutions (3.4) of the variational formula are defined up to functions of a single variable. Indeed, a function ∆f = l ϕ( l ) may always be added to the solution (3.4) without changing the value of the conductivity (2.31). This is so because the antisymmetry (2.22) of the local average current implies
Furthermore and by the same token, only antisymmetric functions of 0 and 1 can produce non-trivial contributions to the variational formula. Solutions (3.4) are therefore defined up to symmetric functions of these arguments.
Application to the stochastic energy exchanges of locally confined hard spheres
Stochastic kernel. In order to reduce the problem to the calculation of dimensionless quantities at equilibrium, we set ≡ 1 and rescale the stochastic kernel according to 13) in terms of the inverse temperature β = T −1 and the corresponding equilibrium average of the binary collision frequency (2.27), 14) which now has the dimensions of the heat conductivity. Notice the second equality can be assumed without loss of generality, under a proper rescaling of time; see reference [8, Section 6] .
Introducing the dimensionless quantities e l ≡ β l and h ≡ β η, the rescaled stochastic kernel for a system of hard spheres (D = 3) can be written out as
where u 01 = u 0 − u 1 is proportional to the relative velocity between the two colliding balls and n 01 is a three-dimensional unit vector joining the centers of the balls 0 and 1. The explicit form of the stochastic kernel is given by
, min(0, e 0 − e 1 ) < h < max(0, e 0 − e 1 ) , (e 0 − e 1 )ν(e 0 , e 1 ) ; (3.19) see reference [8] .
We note that the stochastic kernel is both symmetric with respect to space inversion and time reversal (or detailed balance):
w(e 0 , e 1 |e 0 − h, e 1 + h) = w(e 1 , e 0 |e 1 + h, e 0 − h) , √ e 0 e 1 w(e 0 , e 1 |e 0 − h, e 1 + h) = (e 0 − h)(e 1 + h) w(e 0 − h, e 1 + h|e 0 , e 1 ) .
Implementation of the variational formula. In terms of the dimensionless stochastic kernel introduced in equation (3.13), the variational formula (3.11) reads
Trial functions f can be expanded in terms of the generalized Laguerre polynomials L (1/2) n (x), which form an orthogonal basis:
where δ m,n denotes the Kronecker symbol and the Gamma function of half-integer argument can be expressed as
It is convenient to define a basis of orthonormal functions
which satisfy the orthonormality condition 25) with weight function given by a Gamma distribution of shape parameter 3 2 and scale parameter unity (which coincides with the single-cell marginal of the equilibrium distribution (2.19) at unit temperature).
To find the infimum of the variational formula (3.21), trial functions with an increasing number r of variables can be successively considered:
(3.26)
We refer to the number of variables r as the order of the approximation. Functions of order r = 2 are obviously a subset of functions of order r ≥ 3 and similarly for every r. The ∞ superscript on the coefficients appearing in equation (3.26) refers to the unrestricted sum over n i ∈ N, i = 1, . . . , r. That is, for a fixed order r, the sum + The first few such polynomials are given by
in equation (3.26) runs over orthonormal Laguerre polynomials of all degrees. By restricting this sum to a maximum degree s, such that n 1 + · · · + n r ≤ s, we obtain a function space of finite dimension for which the variational formula boils down to computing the infimum of a quadratic form in the coefficients γ (r, s) n 1 ,...,nr . Its solution thus yields an approximation, κ (r, s) d
, to the actual dynamical contribution to the heat conductivity in the form of an upper bound,
obtained by restricting the computation of the infimum in (3.21) to the set of multivariate polynomials of r variables and degree s.
For every order r, the optimal upper bound, κ
, is obtained by letting s → ∞. The convergence to the actual infimum is subsequently obtained by letting r → ∞. The dynamical contribution to the heat conductivity is thus estimated as the result of a double extrapolation, first in the degree s, then in the order r.
Moreover, the location of the infimum in the infinite-dimensional space of trial functions allows us to compute the part of the steady state that contributes to the current, equation (3.5), whose two-cell marginal enters the expression (2.31) of the heat conductivity. We can therefore retrieve the dynamical contribution to the heat conductivity by integrating the current: The correspondence between the coefficients of two non-trivial indices γ ...,0,n 0 ,n 1 ,0,... which enter this expression and the finite r and s coefficients which realize the infimum (3.21) over multivariate polynomials of r variables and degree s is as follows , and the third line introduces a convenient shorthand notation. In subsection 3.3, we shall begin by detailing the first steps of the calculation for r = 2, starting from s = 2, 3 and 4 (as explained above, trial functions with r = 1 should not be considered because they do not modify the value of the conductivity). This provides the basis for a systematic extension up to s = 15, which we subsequently extrapolate to s → ∞, owing to their fast convergence. We then go on in subsection 3.4 to work out the systematic extension of these results to multivariate test functions and so obtain an estimate of κ d = lim r, s→∞ κ
The function f is expanded according to equation (3.26) with r = 2 so that the variational formula (3.21) becomes a quadratic form in the coefficients γ which is obtained by substituting h = 3/2 [J 1 (e − h) − J 1 (e)] for the terms linear in h and, for i = −1 and i = 2, using the orthonormality of the polynomial basis (3.25),
The coefficients A m,n,p,q which enter equation (3.31) are numbers, defined by
dh √ e 0 e 1 e −e 0 −e 1 w(e 0 , e 1 |e 0 − h, e 1 + h)
They obey the symmetry relations, from which all coefficients A m,n,p,q such that m + n and p + q ≤ 2 can be obtained using equations (3.34) and (3.35). For general indices, the coefficients can be conveniently expressed as follows:
, (3.37) which allows for a fast tabulation (for m + n and p + q ≤ s and s ≤ 15 which is the largest degree we work with). Moreover, the identity between generalized Laguerre functions, Calculation for degree up to s = 2. In this case all coefficients are in fact trivial, so that no non-trivial contribution to the heat conductivity arises at this degree. Indeed, the coefficients γ (i = 1, 2) need not be considered because they enter into the expansion of a univariate function, which can always be eliminated; see equation (3.12) . The last remaining coefficient is γ (2,2) 1,1 , which would bring about a symmetric contribution to the infimum and can therefore be also eliminated. 2,1 . They must however be opposite to one another by antisymmetry of the function realizing the infimum,
(3.43) Equation (3.31) can therefore be simplified to Equation (3.44) presents the crudest approximation to the heat conductivity beyond the sole static contribution. It provides an upper bound on the value of the conductivity and already confirms that the dynamical contribution is not trivial. To lower this bound and improve it, we must increase the degree or the order of the trial functions. We start by considering the former possibility; the latter will be addressed in section 3.4.
Calculation for degree up to s = 4. There are two distinct coefficients γ Comparing equations (3.44) and (3.46), we observe that, as expected, the latter approximation to the dynamical contribution to the heat conductivity is lower (and substantially so) than the former. Likewise, the value of γ Calculations for higher degree values. It is in principle straightforward to extend the computation described above to higher degrees s. One is however limited by the rapid growth of the number of coefficients A m,n,p,q which must be computed to write out the corresponding approximation to equation (3.31). Here we limit our investigations to degrees s ≤ 15. In table 1, we list, in the second column, the values of the upper bounds on the dynamic contribution to the heat conductivity κ figure 3.1a) , 7.47 ± 0.04 ( figure 3.1b), 7.85 ± 0.06 ( figure 3.1c), 8.03 ± 0.06 ( figure 3.1d) .
The corresponding coefficients are respectively found to be log b = 9.07±0.06, 11.0±0.1, 12.6 ± 0.1 and 12.3 ± 0.1. For each pair of parameters b and c thus obtained, we estimate the s → ∞ extrapolation of γ (2, s) m,n by adding to the last computed value, γ (2, 15) m,n , the sum of the modeled increments,
The results are: : we have access to only a few of them and they do not appear to decay fast enough with m + n so they could be ignored. We must somehow account for all these missing coefficients if our result is to be reliable.
It is nevertheless possible to design a transparent fitting procedure which provides results whose accuracy can be easily tested. To this end, we propose to think of κ The asymptotic exponent value is extracted from the computed data points by considering the decrements κ
, as plotted in the inset of figure 3.2, and computing
The result is a sequence of s-dependent values c(s) plotted in figure 3 .3a, which can be seen to converge exponentially fast to its asymptotic value, 
The result is another sequence of s-dependent values b(s) plotted in figure 3 .3b, which also displays exponential convergence to its asymptotic value,
With these quantities, we finally obtain the sought after estimated value of the dynamic contribution to the heat conductivity due to bivariate functions: Table 2 : Dynamic contributions to the heat conductivity obtained from the variational formula using the trial functions (3.26) with r variables and maximal degree
arbitrary number of variables r, the variational formula (3.31) thus becomes 
In this expression, we have concatenated index sequences ending or beginning by sets 0 l composed of l successive 0 according to Each one of the values listed in table 2 thus provides an analytically obtained upper bound on the actual dynamic contribution to the heat conductivity; more precisely, each such upper bound is a rational number which we report in decimal approximation to six significant digits. We may therefore conclude:
which is obtained for r = 6 and s = 13. For this pair of parameters, the number of coefficients involved in the search of the infimum is close to 11 000. It is about the same number for r = 7 and s = 11. Such large numbers of coefficients set a bound for every r on the degree s for which values κ (r, s) d are within reach of our computation and thus leaves out empty cells in our table.
The convergence to an asymptotic value κ
is observed in every column of table 2 as s increases. We can therefore repeat the analysis presented in section 3.3 for r = 2 and extend it to every value of r = 3, . . . , 10. The accuracy of our scheme to extrapolate to s → ∞ for a given order r will be tested by the reduced largest degrees for which values of κ (r, s) d were computed in the last columns of the table. Considering figure 3 .4a, we notice in the inset the remarkable fact that the decrements κ They display the same kind of exponential convergence to their asymptotic values as observed in figure 3 .3b. For the sake of comparison, we included here r = 2, which can be set side-by-side with equation (3.54).
•
▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ ▲ With these quantities, we proceed in analogy to equation (3.55 ) to obtain estimates of the dynamic contributions to the heat conductivity due to r-variate functions, κ 
Kinetic Monte Carlo simulations
The nonequilibrium steady state of the stochastic model can be simulated following along the lines of Gillespie's kinetic Monte Carlo algorithm [24] . This yields a numerical determination of the heat conductivity through Fourier's law (2.7), which can be compared with the theoretical results described in section 3.4.
The method is an improved version † of that described in references [7, 8] . We consider a one-dimensional chain of N cells, with both ends in contact with thermal reservoirs at different temperatures, which we take to be T − = at cell (N + 1)/2. Their energies are thus distributed according to Gamma distributions of shape parameter 3 2 and scale parameters T ± . Rather than draw a random energy from these distributions at large enough (constant) rate to simulate the constant temperature of the reservoirs, it is more precise (as well as it saves computer time) to consider the integrated form of the kernel (3.16) with respect to these distributions, which yields a thermalized kernel for the interaction of cells ±(N + 1)/2 with the thermostats at temperatures T ± , where erf denotes the error function. A moderate price to pay for this implementation is the numerical determination of the amount of energy exchanged with the thermostats by the rejection method [25, section 7.3.6] . At each Monte Carlo step, the time until the next energy exchange event and the pair involved (including thermostats) is determined from a collection of clocks associated with each pair of cells. For each one of them, the frequency ν(e n , e n+1 ) specifies the exponential rate of the random distribution from which the time to the next interaction is generated. For cells in contact with thermal baths, this rate is
where T = T ± . Whenever a clock rings, a uniformly-distributed random number is generated, which, by inversion of the partially integrated kernel, yields the amount of energy exchanged between the two interacting cells. Their clocks are then renewed, along with those of the relevant neighbouring pairs. At each step, the energies
in the N cells are so updated while keeping the temperature of the thermostats constant.
To measure the average heat flux, we compute the average of the current (3.19), estimating j(e n , e n+1 ) neq between every pair of cells by a time integral. These N + 1 pairs include the two thermostats, for which we obtain the average current exchanged with the boundary cell by integrating the current (3.19) with respect to the Gamma distribution associated with the reservoir, The average total current, which we denote J h , is defined as the sum of all these contributions,
Measurements of this quantity are graphically illustrated in figure 4.1a for system sizes ranging from ‡ N = 1, . . . , 256. The heat conductivity is obtained from the above quantity through the local expression of Fourier's law, κ (N ) (T n,n+1 )∇T n,n+1 = − j(e n , e n+1 ) neq , where ∇T n,n+1 ≡ T n+1 − T n is the difference of local temperatures between neighbouring cells, which are defined according to equation (2.4), and T n,n+1 is the arithmetic average between the two local temperatures. Summing over all cells and extracting the square-root temperature dependence of the heat conductivity, we may thus write
The measured numerator and denominator of the right-hand side of this equation are separately plotted in figure 4.1. By taking their ratio and subtracting the static contribution, we obtain the dynamic contribution to the heat conductivity as a function The power-law convergence of the data is displayed in the inset of figure 4.1c. The 95% confidence interval of the first parameter gives the N → ∞ estimate of the dynamical contribution to the heat conductivity,
The center of this interval is slighted shifted with respect to the values found in section 3.4 by application of the variational formula. Its width is however substantially larger and contains the confidence interval (3.63). Moreover the upper bound on the right-hand side of equation (4.8) is larger than the explicit upper bound (3.59), which is a reminder that the interval inferred from Monte Carlo simulations is not as precise as the found by application of the variational formula. We close this section with a brief aside. We argued in section 2.2 that the contribution to the probability density of the steady state given by equation (2.32) should be understood as the part of the nonequilibrium steady state contributing to the current. The coefficients γ ...,0,n 0 ,n 1 ,0,... of its expansion in terms of Laguerre polynomials turn out to be antisymmetric with respect to the exchange of the two indices n 0 and n 1 , so that the function which realizes the infimum in the variational formula (3.11) does not contribute to symmetric observables of two variables. This however leaves open the possibility that the two-cell marginal density distribution of the actual steady state may have a symmetric part the variational formula comes short of revealing.
The energy exchange frequency (2.27) is such a symmetric observable. In figure 4 .2 we let ν(n, n + 1) denote its ensemble average between cells n and n + 1 and analyze its deviations from the local equilibrium contribution T 1/2 n, n+1 as the size of the system varies. More precisely, we multiply the difference 1 − T −1/2 n, n+1 ν(n, n + 1) by N and estimate the behaviour of this quantity when N 1. The inset of the figure shows how its average converges to an asymptotic value which our analysis estimates to be in the interval [0.019 922, 0.020 054] with a power-law convergence in N −1 . We infer from this that symmetric contributions to the two-cell marginal density distribution of the steady state must vanish to first order in the gradient expansion §.
Conclusion
We have presented an improved calculation of the heat conductivity of the energy exchange stochastic model associated with a system of locally confined hard spheres § We now believe this would have been the correct conclusion of the analysis presented in reference [7, section 6] . A mistake in the gradient expansion led us to wrongly conclude that the antisymmetric contributions should vanish. at the conductor-insulator threshold. Sasada's transposition of the variational formula to such a system [14] [15] [16] provides an efficient instrument to obtain successive exact upper bounds for the heat transport coefficient, whose values can be extrapolated to infer an interval of confidence of the dynamic contribution to this quantity. Comparisons of this result with values of the heat conductivity associated with a nonequilibrium steady state obtained by kinetic Monte Carlo simulations were presented, displaying excellent agreement, especially with regards to the smallness of the numbers reported.
The calculation thus contradicts the conjecture we made earlier in references [5] [6] [7] [8] [9] that the heat conductivity should be equal to the binary collision frequency. The implication would be that the dynamic contribution to the conductivity should vanish, as it does in gradient systems [16] . The present results demonstrate that this is not the case. The ratio of the heat conductivity and square root of temperature is indeed slightly smaller than the scaled collision frequency, with a deviation estimated to be −0.000 372 72(6) from our analysis of the variational formula. Our Monte Carlo simulations corroborate this result, although with a lesser precision, consistent to within six significant decimals, κ(T ) − ν(T ) −0.000 373 √ T . The variational formula thus provides a potent tool to compute this correction. As our results illustrate, the kinetic Monte Carlo simulations are not as precise. Going to larger system sizes seems to be necessary, but growing computer times are difficult to manage. This observation is also reflected by the values of the exponents inferred from our power-law fits, which are substantially larger (in absolute value) for the order and degree in the variational formula compared to that of the system size in the kinetic Monte Carlo simulations.
Similar results hold for the two-dimensional hard-disc system. In this case, we obtain the exact upper bound κ d < κ (6, 14 ) d = −0.000 893 56, which suggests that the dynamical correction to the heat conductivity is about twice as large for this case than the one investigated here. Kinetic Monte Carlo simulations using the stochastic kernel associated with two-dimensional discs are however much slower as they involve a numerical root-finding algorithm to determine the amount of energy exchanged when two cells interact. We suspect that the stochastic energy-exchange process associated with a system mixing two-dimensional balls and one-dimensional pistons in a regime of rare interactions [10] has a coefficient of heat conductivity with a dynamic contribution larger still. However, technical problems due to the mixed nature of this system have yet to be overcome before the derivation of the variational formula can be transposed to such systems.
