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Abstract. A number of Industrial reference components manufactured by 
grinding to achieve tight dimensional tolerances. In this paper, we present 
an uncertainty budget of a reference forty-tooth #Curvic measured using an 
accurate Coordinate Measuring Machine (CMM) in a temperature-
controlled laboratory. A number of measurements conducted on Curvicto 
assess measurement repeatability and reproducibility. Expanded uncertainty 
budget evaluated from twenty-one Influencing factors, giving8.7 µm (7.1 
µm from Type A) and 11 µm (9.6 µm from Type A), respectively, for 
repeatability and reproducibility test (k >2). Measurement uncertainty due 
to steady-state thermal effects is 2.2 µm. An adaptable model is presented to 
evaluate transient thermal effects, a factor often neglected in measurement 
uncertainty. Thermal time constant uncertainty associated with transient 
thermal effects is evaluated, uሺτሻ ൌ േ398	s, which corresponds to ±15 % 
of thermal time constant expanded uncertainty, Uሺτሻ ൌ േ2570	s. 
#Curvic® (Curvic is a trademark of The Gleason Works, 1000 University 
Avenue, Rochester, NY, 14603, USA) 
1. Introduction 
Innovation, safety and competitiveness are three of the key areas that a systematic and 
scientific approach to capturing, analysing and using metrology and measurement data will 
improve manufactured components. In order for this information to be of maximum value, it 
requires a thorough understanding of the process, the quantified individual inputs, their 
behaviours with respect to each other, external influencesand the systems 
outputs.Manufactured components measured for dimensional verification to comply with 
engineering design drawingsincluding dimensions and appropriate tolerances to relevant 
standards, ISO 1101:2004 [1]. Measurements are than carried out using appropriate methods 
and techniques. Measurement results of any kind areonly an estimate of the “true” value. 
True value is not known, so every measurement should indicate measured estimate, plus, 
measurement uncertainty for completeness. In other words, a statement of uncertainty is a 
statement of quality and reliability of output result of a test, experiment or measurement [2]. 
A good example is the challenges faced in manufacturing, assembling and managing an 
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aircraft jet engine. Aircraft engines are complex systems, comprising of many individual 
components assembled together for operational completeness [3, 4]. 
When assembling engine components, the intention is to align accurately each component 
onto place so the engine can operate effectively under high loading, delivering against the 
above objectives. Numerous specifications must be complied too for various reasons based 
on; tolerance, fit, function, cost, life cycle performance and decommissioning of engines [3, 
4]. 
Amongst many components in a jet engine, is Curvic (also referred to as Curvic coupling). 
Curvic is a ring type specialist hardened steel component comprising of a number of teeth on 
the upper face spline equally spaced around its circumference at constant depth [5]. Curvicis 
used for connecting engine members to form a single assembled unit. When engine is in 
operation it transmits power between members [rotors] connected either side--front and back. 
To ensure Curvic meet stringent dimensional tolerances, a master Curvic is held as a 
reference against which all other couplings are checked [3, 5]. 
To ensure the master Curvic can be used as a reference, it must be measuredas accurately 
as possible and an uncertainty budget produced to be included in the results to ensure 
traceability [2, 6]. Traceability is defined as "property of a measurement result whereby the 
result can be related to a reference through a documented unbroken chain of calibrations, 
eachcontributing to the measurement uncertainty", JCGM 200:2012 [7].Measurement 
uncertainty estimation defined in the ‘Guide to the Expression of Uncertainty in 
Measurement (GUM)’, JCGM 100:2008 [8], and the requirements and necessity for task 
specific measurement uncertainty is derived in ISO 17025:2017 [9]. 
With increased productivity and global competition for better components and products, 
manufacturing companies in particular are required to state measurement uncertainty in order 
to conclude that products are within design specifications [10, 11]. This is particularly 
important to companies that drive productivity and innovation, and maintain traceability to 
requirednational and international standards [2, 11, 12]. 
A comprehensive review paper by Wilhelm et al. outlines the five main categories and 
estimation of uncertainty in coordinate measurement systems (CMS); hardware, work-piece, 
software-fitting algorithms, sampling strategies, and extrinsic factors [11, 13-19]. In other 
words, complete knowledge of the above five categories is rather difficult for any 
measurement task. Although modern CMS have advanced tremendously in the past few 
decades, they too are not completely immune to factors influencing their performance 
characteristics, and as such, the uncertainties associated with the above five categories vary 
in magnitude from task to task [2, 20]. 
Curviccan be measured using gear measurement machines. These machines generally use 
scanning probes rather than touch-probes, which traces the form of the tooth. Scanned data 
are than used to generate tooth geometry. However, an alternative cost-effective and well-
established method is to use CMM. Modern CMM’s are highly accurate and capable to 
measure complex; small to large components [21-23].  
The mathematical modelling from the GUM(JCGM 100:2008)can be used to estimate 
task specific measurement uncertainty of any measurement scenario provided enough 
information is available to build the models [8]. The mathematical models can be solved 
using computer software, such as spreadsheets, or other more sophisticated programming 
languages. This way the models can be checked for errors and debugged using built-in 
software tools or user-defined programming codes. With advancement of computer power 
and software capabilities, it is possible to create effective and dynamic task-specific 
uncertainty budgets. A popular and tested method is Monte-Carlo simulation. This method is 
versatile and applicable to measurement uncertainty estimation; examples presented in a 
number of published works [25 – 30]. Other software-based methods for uncertainty 
estimation developed, including Virtual Coordinate Measuring Machine (VCMM) developed 
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at PTB [25] and other cost effective simulation methods suitable for industrial applications, 
such as PoliTo [31]. Modelling uncertainty through analysis of variance techniques and novel 
method based on Bayesian regularized artificial neural networks developed and tested [32, 
33]. 
A paper published by Orchard, N.B used two different CMM to measure a single face of 
forty-toothmaster Curvic. First CMM with U3 specification (4.9 + 5L/1000) µm produced 
measurement result with a maximum deviation from the mean of 3.5 µm and 4.3 µm, 
respectively for repeatability and reproducibility tests. Second CMM with U3 specification 
(0.48 + 5L/1000) µm produced measurement result with a maximum deviation of 2.4 µm and 
3.7 µm, respectively for repeatability and reproducibility tests. Measurements show good 
pattern of error, and overall good correlation range of ±1.1 µm, and a standard deviation of 
correlation of ±0.6 µm [20]. These results indicate that CMM suitability to measure Curvic 
down to micron levels accuracies.  
In this paper, a forty-tooth Curvic was measured using an accurate CMM located in a 
temperature-controlled laboratory to half a degree Celsius. Twenty-two repeated 
measurements conducted to evaluate measurement repeatability and reproducibility, and 
uncertainty budget evaluated based on twenty-three influencing factors in accordance to 
GUM [8]. 
2. Measurement details 
2.1. The Curvic 
To achieve tight dimensional tolerance, Curvicmachined using a unique cup-shaped grinding 
wheel. The grinding wheels designed so the grinding face is at an angle relative to Curvic 
gears so the required gear face angle achieved [5]. The grinding wheel machines two teeth 
simultaneously. The grinding action of teeth achieved by rotating the Curvic through a 
specific pitch angle in stages (Fig. 1). 
 
 (a) 
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 (b) 
 
Fig. 1. The Images above depict Curvic grinding approach; (a) cutting a concave Curvic coupling, 
(b) cutting a convex Curvic coupling (images after Orchard. N.B.,2003) [24]. 
 
The main Curvic features are its teeth. The Curvic investigated in this paper has forty-
tooth equally spaced around circumference. Tooth features measured are; tooth space (ts), 
tooth inner radius (tir), tooth outer radius (tor), and, tooth profile angle (tpa) (Fig. 2). 
 
(a) (b) 
Fig. 2. (a) Image for illustration only of Curvicdepicting measured features; tooth space (ts), tooth 
profile angle (tpa), (b) schematic depicting; tooth numbers, tooth inner radius (tir) and tooth outer 
radius (tor). The forty-tooth are equally spaced around the circumference, but only four teeth are 
shown for simplicity and clarity (images after Orchard N.B., 2003) [24].  
2.2. The CMM 
The best way to assess the accuracy of a CMM for a particular measurement task is to look 
at the component drawing and note the tightest tolerance to be measured. Then, It should be 
decided whether the CMM is accurate enough or not. However, the Curvic drawing does not 
specify the tolerance values in which case we have to rely solely on the CMM accuracy and 
the measurement process [24]. The CMM used for the measurements was a Hexagon Leitz 
CMM-C. The CMM has three axes with the maximum operational range of 1940 mm, 980 
mm and 860 mm, respectively, in X, Y and Z-axis [34]. 
Temperature in the measurement volume during CMM calibration measured as 18.65°C 
- 19.65°C. This is within specification of the base temperature range permissible according 
to the operating conditions of the CMM. The Curvic temperature measured during the 
calibration was 19.24°C - 19.45°C. Based on the above results the CMM performance 
complies with the specification as described in the ISO 10360-5 [35]. 
4
19th International Congress of Metrology, 09007 (2019) https://doi.org/10.1051/metrology/201909007
The machine has an accuracy specification of (0.9 + L/650) µm, which corresponds to 
1.35µm over Curvic mean diameter measured of 293.8063 mm. However, based on 
calibration report the machine is capable of achieving better measurement than the MPE as 
shown (Fig. 3). All three plots (a), (b) and (c) shownin µm; axis deviation from zero, one-
sided expanded uncertainty U(k=2) and one-sided standard uncertainty, uୡ ൌ U/2 versus axis travel in mm. It is clear that the axis deviation from zero for all three axes X, Y and Z is well 
below the MPE of the machine. The expanded uncertainty (k=2), for length measurement 
deviations U(E0) and U(E150), and, for probe touching deviations U(PFTU) was calculated 
individually for every measurement in accordance to ISO/TS 23165:2006 [36]. The 
maximum peak-to-peak error for all three axis in µm: X = 0.47, Y = 0.46 and Z = 0.59. The 
maximum axes error in volumetric space at the location where Curvic was measured in µm, 
is; X = 0.19, Y = 0.11 and Z = 0.12.  
In summary, the following can be drawn; X(σ(X) = 0.19, u(X) = 0.08, U(X) = 0.16), 
Y(σ(Y) = 0.18, u(X) = 0.07, U(X) = 0.14) and Z(σ(Z) = 0.22, u(X) = 0.09, U(X) = 0.18). For 
the probe touching deviations, expanded uncertainty is U (PFTU) = 0.07 µm. 
 
(a)  (b) 
(c) 
 
Fig. 3. Axes deviation from zeroandaxis error as a function of axis travel; (a) X-axis, (b) Y-axis 
and (c) Z-axis. The minimum and the maximum errors along the axes full travel, are; 0.46 µm (Y-
axis), and 0.59 µm (Z-axis). 
2.3. An interim check of the CMM 
An interim check of the CMM was carried out in a calibrated ring gage (plain setting ring) in 
compliance with ISO 10360-2:2009 [37], at 20±0.2°C, in order to keep confidence level on 
the performance of the CMM [8, 9]. By definition, a verification interim check is – “a test 
specific performed by the user at any time which is executed between re-verifications to 
maintain the level of confidence taken on the CMM” [37]. 
From the results the following was concluded; for the ring gage diameter expanded and 
standard uncertainty (k=2) is U(md) = 0.21 µm and u(md) = 0.10 µm. For the uniformity of 
the mean diameter, expanded and standard uncertainty is U(ud) = 0.35 µm and u(ud) = 0.13 
µm. For the mean departure from roundness, expanded and standard uncertainty is U(dr) = 
0.08 µm and u(dr) = 0.04 µm. It than follows that in accordance to the ISO/TS 23165:2006 
[38], the combined standard uncertainty of the master ring gage is: 
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uୡ,ୖୋ ൌ ටu୫ୢଶ ൅ u୳ୢଶ ൅ uୢ୰ଶ ൌ ඥ0.1ଶ ൅ 0.13ଶ ൅ 0.04ଶ ≅ √0.02 ≅ 0.14	μm 
Hence, expanded measurement uncertainty of the ring gage is: 
 
UሺRGሻ ൌ k ൈ uୡ,ୖୋ ≅ 2 ൈ 0.14	μm ≅ 0.28	μm 
2.4. Measurement setup 
Initially Curvicvisually checked, inspected for any defects and cleaned before measurements. 
Curvic was placed directly on the granite bed, as close as possible to the centre of the XY 
plane. This achieved by offsetting the RT in the X+ from the granite bed centre, so the Curvic 
would have been relatively central. The part was datumed using the top ground plane of the 
teeth as the level, and the ground OD of the Curvic as the origin. The program datums then 
scanned every tooth using probing system with Leitz S2 probe head with a 21x1.5mm ruby 
stylus. 
2.5. The laboratory 
The variation in temperature is particularly important in measurement accuracy. The 
internationally recognised temperature standard states that a true size of an artefact is at 20°C 
[39]. Any deviation of temperature from 20°C will have an effect on the size of artefact and 
will result in expansion [or contraction]. The rate of expansionis a function of material’s 
coefficient of thermal expansion (CTE), normally expressed in ppm/°C. If temperature could 
be controlled and maintained at “exactly” 20°C throughout the measurements, than 
temperature effects excluded from uncertainty budget. However, laboratory temperature was 
not maintained to 20°C at any time during measurements but was kept close to it between 
19.27°C- 19.81°C for repeatability test, and, 19.75°C - 19.53°C for reproducibility test. 
Laboratory temperature histories during measurements shown in Fig. 4. The laboratory 
ambient temperature and humidity measured using calibrated thermometers. Thermometers 
measuring range is -10°C to 60°C, 0 to 100 % rh, with accuracy specification of ±0.8% rh / 
±0.2 °C (at 23 ±5 °C). Thermometers calibration certificate outlines the following 
performance characteristics:  maximum non-linearity over full-scale output (FSO) of 0.22°C 
and 0.98% rh, and zero-drift of 0.19°C and 0.08 % rh. Furthermore, variation in relative 
humidity can affect the probes and instrumentation integrated in measurement 
instrumentation. The measurement uncertainties associated with variation in relative 
humidity not considered in this paper. Moreover, it is worth noting that if relative humidity 
is 20% > rh > 70% than it may be excluded from measurement uncertainty budget, as the 
effects are known to be extremely small [40, 41]. 
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 Fig. 4.  Laboratory temperature histories during measurements, for repeatability and 
reproducibility test. Temperature range (ΔT) for repeatability and reproducibility tests were 0.54°C 
and 0.22°C respectively. 
3. Measurement results 
In total twenty-two measurements were recorded to evaluate measurement repeatability and 
reproducibility. The first eleven measurements (#1 to #11) conducted to evaluate 
measurement repeatability. The second set of eleven measurements (#12 to #22) conducted 
to evaluate measurement reproducibility. 
Measured data were analysed using software and plotted for visual presentation. For all 
forty-tooth measured, the mean value of repeated measurements versus measurement runs 
are plotted; namely #1 to #11 (n=11) and #12 to #22 (n=11), respectively, for repeatability 
and reproducibility test (Fig. 5.). A summary of measurement results is presented below. 
 
Tooth space (ts) 
The biggest tooth space (ts) of 10.1272 mm on tooth #8 to tooth #11, whereas the smallest of 
10.1174 mm is on tooth #28 to tooth #30. The peak-to-peak tooth space (ts)is 9.8 µm. The 
biggest difference between measurements for repeatability and reproducibility is 1.3 µm 
ontooth #15. 
 
Tooth profile angle (tpa) 
The biggest tooth profile angle (tpa) of 29.8230⁰ is on tooth #28, whereas the smallest is 
29.8120⁰on tooth #17. The peak-to-peak tooth profile angle (tpa) is 0.0011⁰. The biggest 
difference between measurements for repeatability and reproducibility is 0.001⁰ on tooth #36. 
 
Tooth inner radius (tir) 
The biggest tooth inner radius (tir) of 218.7469 mm is on tooth #12, whereas the smallest is 
218.7196 mm on tooth #18. The peak-to-peak inner face radius (tir) is 27.3µm. The biggest 
difference between measurements for repeatability and reproducibility is 7.9 µm on tooth 
#12. 
 
Tooth outer radius (tor) 
The biggest tooth outer radius (tor) is 239.8202 mm on tooth #12, whereas the smallest is 
239.7915 mm on tooth #33. The peak-to-peak tooth outer radius (tor) is 28.7 µm. The biggest 
difference between measurements for repeatability and reproducibility is 12 µm on tooth #12. 
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(a) (b) 
(c) 
 
(d) 
(e) repeatability test (f) reproducibility test 
Fig. 5.  Average value of measurements for all teeth; (a) tooth space (ts) repeatability and 
reproducibility tests, (b) tooth profile angle (tpa) for repeatability and reproducibility tests, (c) 
tooth inner radius (tir) for repeatability and reproducibility tests, (b) tooth outer radius (tor) for 
repeatability and reproducibility tests. (e) and (f) depicting the effect of temperature on tooth space 
for tooth #1, #10, #20 and #30, which are equally spaced one quadrant around circumference. 
4. Measurement uncertainty analysis 
The goal of this study is to establish the size and shape of Curvic tooth features -- the 
measurand. Measurement uncertainty associated with Curvic, CMM and environment is 
considered. Some of the factors contributing to uncertainty have a small effect, while other 
factors considered significant relative to Curvic manufacturing tolerances.The uncertainties 
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associated with measured quantities are known as Type A uncertainties and are evaluated 
using statistical methods. Type B uncertainties evaluated using other mathematical means. 
For Type A uncertainties, the mean value of repeated observations is evaluated as follows 
[8]: 
 
ݍത ൌ ଵ௡∑ ሺݍ௞ሻ௡௜ୀଵ ݍത ൌ
ଵ
௡ ∑ ሺݍ௞ሻ௡௜ୀଵ     (1)  
The individual observations, q୩, may differ in value because of random variations in the influence quantities which is an indication of the repeatability of the measurement. The 
spread of values of the number of samples rather than the whole population determined by 
an estimate, sሺq୧ሻ, of the standard deviation of the repeated observations, n:  
ݏሺݍ௜ሻ ൌ ට ଵ௡ିଵ∑ ሺݍ௜ െ ݍതሻଶ௡௜ୀଵ     (2) 
 
Where; n is the number of repeated observations, qi, is the value of individual observation 
and, qത is the mean value of n-observations. It than follows than for Type A uncertainty, the 
standard deviation of the mean can be evaluated as follows: 
 
ݑ௤ ≡ ଵ√௡ ݏሺݍ௞ሻݑ௤ ≡
ଵ
√௡ ݏሺݍ௞ሻ    (3)  
The standard uncertainty of the mean is the width of the distribution of the mean, which 
corresponds to a confidence probability of 68% (± 1s (qi)). The coefficient 1/√(n) is the 
sensitivity coefficient and is determined by the number of repeated measurement and must 
be at least one; n൒1 and as n → ∞ the sensitivity coefficient 1/√(n) → 0. The combined 
standard deviation, uc(y), evaluated as follows: 
 
ݑ௖ሺݕሻ ൌ ඥ∑ ܿ௜ଶݑଶሺݔ௜ሻே௜ୀଵ ≡ ඥ∑ ݑଶሺݕሻே௜ୀଵ     (4)  
The expanded uncertainty, U, is than obtained by multiplying the standard uncertainty, 
uc(y), by a suitable coverage factor, k: 
 
ܷ ൌ ݇ ൈ ݑ௖ሺݕሻ     (5)  
The value of coverage factor, k, is determined by obtaining an estimate of the effective 
degrees of freedom, veff, of the combined standard uncertainty, uc(y). The veff is based on the 
degrees of freedom, vi, of individual standard uncertainties, uc(y). The recommended 
approach is to use Welch-Satterthwaite equation [8]. 
 
௘ܸ௙௙ ൌ ௨೎
రሺ௬ሻ
∑ ೠ೔
రሺ೤ሻ
ೇ೔
೙೔సభ
     (6) 
 
The degrees of freedom, vi, of individual standard uncertainties uc (y) for Type B 
evaluation of uncertainties, when veff is calculated from Welch-Satterthwaite equation above 
takes another form, given by [8]: 
 
௜ܸ ൌ ଵଶ
௨మሺ௫೔ሻ
ఙమሾ௨ሺ௫೔ሻሿ ൎ
ଵ
ଶ ቂ
∆௨ሺ௫೔ሻ
௨ሺ௫೔ሻ ቃ
ିଶ
    (7) 
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The larger the number of degrees of freedom, vi, the smaller the coverage factor, k, and 
the smaller the expanded uncertainty U = kuc, which also shows that more information was 
available to evaluate measurement uncertainty. The relationship between vi, and the coverage 
factor, k, is non-linear determined by the t-distribution. The coverage factor, k, from t-
distribution for p=95%, has the following properties; when vi = 1  t(v) = 12.71, when 1 < 
vi ≤ 18  4.3 < t(v) < 2.11, when 18 < vi < 53  2.1 < t(v) < 2.01, when 53 < vi < 69  
t(v) = 2.0, when 69 < vi < 96  t(v) = 1.99, and so on (extracted from[43]). 
 
Tooth space (ts) 
For repeatability test, the minimum and the maximum values are 10.1174 mm and 10.1272 
mm respectively (range 9.8µm). For reproducibility test, the minimum and the maximum 
values are 10.1184 mm and 10.1281 mm respectively (range 9.7µm). The difference between 
repeatability and reproducibility test is 0.1 µm.  
The standard deviation, sሺtsሻ; for repeatability test, the minimum and maximum value, 
respectively, 0.0013 mm and 0.0021 mm (range 0.8µm). For reproducibility test, the 
minimum and the maximum value, respectively, 0.0003 mm and 0.0013 mm (range 1µm). 
The difference between repeatability and reproducibility test is 0.2 µm. Individual 
uncertainties for each tooth evaluated using Eq.3, and combined standard uncertainties 
evaluated using Eq.4: 
 
For repeatability test: 
 
u൫μ୲ୱ൯ ൌ ටu൫μ୲ୱଵ൯
ଶ ൅ ⋯൅ u൫μ୲ୱସ଴൯
ଶ ൌ ඥ0.46ଶ ൅ ⋯൅ 0.47ଶ ≅ 3.0	μm 
 
For reproducibility test: 
 
u൫μ୲ୱ൯ ൌ ටu൫μ୲ୱଵ൯
ଶ ൅ ⋯൅ u൫μ୲ୱସ଴൯
ଶ ൌ ඥ0.11ଶ ൅⋯൅ 0.26ଶ ≅ 1.3	µm 
 
These are treated as Type A uncertainty and hence the number of degrees of freedom to 
assign is; ν୧ ൌ n െ 1 ൌ	10. This is valid when repeated measurements are estimated by arithmetic mean of n-independent observations [8]. 
 
Tooth inner radius (tir) 
For repeatability test, the minimum and the maximum values are 218.7196 mm and 218.7469 
mm respectively (range 27.3 µm). For reproducibility test, the minimum and the maximum 
values are 218.7213 mm and 218.7438 mm respectively (range 22.5 µm). The difference 
between repeatability and reproducibility test is 4.8 µm.  
The standard deviations, sሺtirሻ; for repeatability test, the minimum and the maximum 
values, respectively, 0.0005 mm and 0.0016 mm (range 1.1 µm). For reproducibility test, the 
minimum and the maximum values, respectively, 0.0006 mm and 0.0041 mm (range 3.5 µm). 
The difference between repeatability and reproducibility test is 2.4 µm. Individual 
uncertainties for each tooth evaluated using Eq.3, and combined standard uncertainties 
evaluated using Eq.4: 
 
For repeatability test: 
 
u൫μ୲୧୰൯ ൌ ටu൫μ୲୧୰ଵ൯
ଶ ൅ ⋯൅ u൫μ୲୧୰ସ଴൯
ଶ ൌ ඥ0.26ଶ ൅ ⋯൅ 0.27ଶ ≅ 1.8	μm 
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For reproducibility test: 
 
u൫μ୲୧୰൯ ൌ ටu൫μ୲୧୰ଵ൯
ଶ ൅ ⋯൅ u൫μ୲୧୰ସ଴൯
ଶ ൌ ඥ0.46ଶ ൅ ⋯൅ 0.26ଶ ≅ 3.5	μm 
 
The number of degrees of freedom to assign is, ν୧ ൌ n െ 1 ൌ	10.  
Tooth outer radius (tor) 
For repeatability test, the minimum and the maximum values are 239.7915 mm and 239.8202 
mm respectively (range 28.7 µm). For reproducibility test, the minimum and the maximum 
values, respectively, 239.7919 mm and 239.8169 mm (range 25 µm). The difference between 
repeatability and reproducibility test is 3.7 µm.  
The standard deviations, s	ሺtorሻ; for repeatability test the minimum and the maximum 
values, respectively, 0.0005mm and 0.0019mm (range 1.4µm). For reproducibility test, the 
minimum and the maximum values, respectively, 0.0007 mm and 0.0044 mm (range 3.7 µm). 
The difference between repeatability and reproducibility test is 1.4 µm. Individual 
uncertainties for each tooth evaluated using Eq.3, and combined standard uncertainties 
evaluated using Eq.4: 
 
For repeatability test: 
 
u൫μ୲୭୰൯ ൌ ටu൫μ୲୭୰ଵ൯
ଶ ൅ ⋯൅ u൫μ୲୭୰ସ଴൯
ଶ ൌ ඥ0.28ଶ ൅ ⋯൅ 0.26ଶ ≅ 2.1	μm 
 
For reproducibility test: 
 
u൫μ୲୭୰൯ ൌ ටu൫μ୲୭୰ଵ൯
ଶ ൅ ⋯൅ u൫μ୲୭୰ସ଴൯
ଶ ൌ ඥ0.53ଶ ൅ ⋯൅ 0.23ଶ ≅ 3.9	μm 
 
The number of degrees of freedom to assign is, ν୧ ൌ n െ 1 ൌ	10.  
Tooth profile angle (tpa) 
For repeatability test, the minimum and the maximum values are 29.8120° and 29.8230° 
respectively (range 11 x 10-3 °).  For reproducibility test, the minimum and the maximum 
values are 29.8126° and 29.8225° respectively (range 9.9 x 10-3 °). The difference between 
repeatability and reproducibility test is (9.9 x 10-3)°. 
The standard deviations, sሺtpaሻ; for repeatability test the minimum and the maximum 
values, respectively, 0.00005° and 0.00080° (range 0.7 x 10-3 °). For reproducibility test, the 
minimum and the maximum values, respectively, 0.00022° and 0.00214° (range 1.9 x 10-3 
°). The difference between repeatability and reproducibility test is 1.9 x 10-3 °. Individual 
uncertainties for each tooth evaluated using Eq.3, and combined relative standard 
uncertainties evaluated using Eq.4: 
 
For repeatability test: 
 
ቆuሺtpaሻtpa ቇ ൌ ඨቆ
uሺtpaሻ
tpa ቇ
ଶ
൅ ⋯൅ ቆuሺtpaሻtpa ቇ
ଶ
ൌ 	ඨቆ0.129 ൈ 10
ିଷ
29.8187 ቇ
ଶ
൅⋯൅ ቆ0.145 ൈ 10
ିଷ
29.8183 ቇ
ଶ
≅ 2.5	ppm/° 
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For reproducibility test: 
 
ቆuሺtpaሻtpa ቇ ൌ ඨቆ
uሺtpaሻ
tpa ቇ
ଶ
൅⋯൅ ቆuሺtpaሻtpa ቇ
ଶ
ൌ 	ඨቆ0.12 ൈ 10
ିଷ
29.8187 ቇ
ଶ
൅⋯൅ ቆ0.36 ൈ 10
ିଷ
29.8183 ቇ
ଶ
≅ 5.9	ppm/° 
 
The number of degrees of freedom to assign is, ν୧ ൌ n െ 1 ൌ	10.  
Uncertainties associated with CM performance, environmental effects and materials 
evaluated next.  
 
Coefficient of thermal expansion (CTE) uncertainty 
Curvic is made of high-strength alloy steels with carbon content of 0.4 – 2.3 %. It is assumed 
that Curvic is hardened throughout so the coefficient of thermal expansion is not length 
dependent. 
Manufacturer's datasheet and materials handbooks, estimate the CTE of CMM and 
Curvic, respectively, as 6.5 µm/⁰C and 12 µm/⁰C [5, 34]. These CTE values are not exact 
and could be as much as ±10% of a given value for metals [44]. This estimated error 
considered significant therefore is included in the uncertainty budget, other literature state 
variations in CTE of ±8.5% for metals [45]. Taking the ±10% as the worst-case estimate on 
CTE, and assuming symmetric rectangular probability distribution, the length uncertainty is: 
 
For Curvic: 
 
∆Lୡ ൌ Lୡuሺαୡሻ∆T√3 ൌ
ሺ239.8036 ൈ 10ିଷሻ ൈ ሺ0.1 ൈ 12 ൈ 10ି଺ሻ ൈ ሺ0.54Ԩሻ
√3 ≅ 0.09	μm  
For CMM: 
 
∆Lୡ ൌ Lୡuሺαୡ୫୫ሻ∆T√3 ൌ
ሺ239.8036 ൈ 10ିଷሻ ൈ ሺ0.1 ൈ 6.5 ൈ 10ି଺ሻ ൈ ሺ0.54Ԩሻ
√3 ≅ 0.05	μm  
For CMM scales: 
 
∆Lୡ ൌ
Lୱୡୟ୪ୣୱuሺαୱୡୟ୪ୣୱሻ∆T
√3 ൌ
ሺ239.8036 ൈ 10ିଷሻ ൈ ሺ0.1 ൈ 7.5 ൈ 10ି଺ሻ ൈ ሺ0.54Ԩሻ
√3ൌ 0.06	μm 
 
We treat these as Type B uncertainty and hence the number of degrees of freedom to 
assign calculated using Eq.6. In addition, assuming the estimated relative uncertaintyis 
reliable to about 25 % [8], using Eq.7 yields the number of degrees of freedom: 
 
V୧ ൎ 12 ቈ
∆uሺx୧ሻ
uሺx୧ሻ ቉
ିଶ
ൎ ሺ0.25ሻିଶ/2 ൌ 8 
 
Thermometers uncertainty 
Calibration certificate show that thermometers estimated maximum error is ±0.2⁰C and 
assuming the same for the CMM scales thermometer. These errors are taken from other 
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sources so we treat this as Type B uncertainty. Hence, it follows that Curvic estimated length 
uncertainty is: 
 
For ambient temperature thermometers: 
 
∆Lୡ ൌ Lୡuሺαୡሻ∆T√3 ൌ
ሺ239.8036 ൈ 10ିଷሻ ൈ ሺ12 ൈ 10ି଺ሻ ൈ ሺ0.2Ԩሻ
√3 ≅ 0.33	μm  
The above result indicates that thermometer error of ±0.2⁰C will result in Curvic’s length 
being inside the interval: Lୡ ൌ ሺLୡ െ 0.33	ሻμm	to	Lୡ ൌ ሺLୡ ൅ 0.33ሻμm.   
For CMM scales thermometer: 
 
∆Lୡ ൌ Lୡuሺαୡሻ∆T√3 ൌ
ሺ239.8036 ൈ 10ିଷሻ ൈ ሺ7.5 ൈ 10ି଺ሻ ൈ ሺ0.2Ԩሻ
√3 ≅ 0.21	μm  
The number of degrees of freedom to assign is,vi = 8, using Eq.6. 
 
Ambient temperature different from 20⁰C 
Ambient temperatures measured was never at 20⁰C, but deviated from it by as much as 
0.74⁰C. It than follows that the uncertainty in length, uሺLୡሻ,evaluated by assuming symmetric 
rectangular probability distribution, and multiplying it by coefficient, 1/√3:  
 
∆Lୡ ൌ Lୡuሺαୡሻ∆T√3 ൌ
ሺ239.8036 ൈ 10ିଷሻ ൈ ሺ12 ൈ 10ି଺ሻ ൈ ሺ0.54Ԩሻ
√3 ≅ 0.9	μm  
For CMM with CTE 6.5 µm/⁰C, it follows that length uncertainty evaluated by assuming 
symmetric rectangular probability distribution: 
 
∆Lୡ ൌ Lୡuሺαୡሻ∆T√3 ൌ
ሺ239.8036 ൈ 10ିଷሻ ൈ ሺ6.5 ൈ 10ି଺ሻ ൈ ሺ0.54Ԩሻ
√3 ≅ 0.49	μm  
The number of degrees of freedom to assign is,vi = 8, using Eq.6. 
 
CMM resolution uncertainty 
Resolution is the smallest change in displacement that can be measured by a CMM. 
According to the manufacturer’s datasheet the resolution of the CMM is 0.02 µm. Probability 
distribution for resolution is universally accepted as being symmetric rectangular probability 
distribution and because the values are not established by direct measurement but taken from 
other sources we treat this as Type B uncertainty. It than follows that uncertainty due to 
machine-limited resolution is: 
 
uሺCMMୖሻ ൌ Rୡ୫୫√3 ൌ
0.02	μm
√3 ≅ 12	nm  
The above result shows that there is an equal probability of the value produced by CMM 
being anywhere within the bounds ± 12 nm and zero probability of the value being outside 
these limits. 
 
The number of degrees of freedom to assign is vi = 8, using Eq.6. 
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CMM calibration uncertainty 
The CMM calibration process and methods used are not perfect, they to have uncertainties 
that is expected to be not as significant to the overall uncertainty budget. Assuming 0.2 µm 
uncertainty in the calibration of the CMM, and a symmetric rectangular probability 
distribution and by treating this as a Type B uncertainty, It than follows that CMM calibration 
uncertainty: 
 
uሺCMMୖሻ ൌ Rୡ୫୫√3 ൌ
0.2	μm
√3 ≅ 0.12	μm  
The number of degrees of freedom to assign is vi = 8, using Eq.6. 
 
CMM drift since calibration 
The CMM drift since last calibration calculated from passed historical calibration certificates 
was not available. Prior knowledge of similar CMM operating under similar environmental 
conditions and calibration over three-year period showed drift of typically 0.25 µm.   
Assuming symmetric rectangular probability distribution and by treating this as a Type B 
uncertainty, Itthen follows that theCMM drift uncertainty: 
 
uሺCMMୢ୰୧୤୲ሻ ൌ Rୢ୰୧୤୲√3 ൌ
0.25	μm
√3 ≅ 0.15	μm  
The number of degrees of freedom to assign is vi = 8, using Eq.6. 
 
Contact deformation uncertainty 
The nature of contact measurements using a CMM requires direct contact between 
component surfaces and machine probe tip and all surfaces deform due to contact forces[44]. 
In most case the magnitude of deformation is relatively small but the significance should be 
evaluated reported in uncertainty budget.A particularly popular contact deformation equation 
by M. J. Puttock and E. G. Thwaite can be used for all deformation corrections [44, 46]. 
These equations require only two material properties, the elastic modulus, E (Pa) and 
Poisson’s ratio, ν (dimensionless). 
 
ߙ஽ ൌ ሺଷగሻ
మ
య
ଶ ൈ ܲ
మ
య ൈ ሺ ଵܸ ൅ ଶܸሻ
మ
య ൈ ሺ ଵ஽భ ൅
ଵ
஽మሻ
భ
య   (8) 
 
Where, αD the total elastic compression, P the total applied force, V = (1-σ2)/πE, E 
modulus of elasticity, D diameter of bodies. Substituting P = 4.45 N, probe ball diameter, d 
= 1.5 mm, Ep = 380 GPa, Ec = 200 GPa in Eq. 8, the calculation yields an elastic compression 
of 0.9 µm. We treat this as a symmetric rectangular probability distribution and a Type B 
uncertainty, it than follows that standard uncertainty of deformation is: 
 
uሺdef. ሻ ൌ αୈ√3 ൌ
0.9	μm
√3 ≅ 0.5	μm  
The number of degrees of freedom to assign is vi = 8, using Eq.6. 
 
Transient temperature effects on measurement uncertainty 
One complete measurement of Curvic took approximately 147 min to complete, during which 
time the ambient temperature fluctuated by as much as 0.54 ⁰C. The Curvic length uncertainty 
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due to temperature fluctuation of 0.54 ⁰C evaluated; 2.13	μm, which assumes the Curvic has 
reached the steady-state thermal equilibrium. However, in reality this is not the case as Curvic 
would lack behind to changes in ambient temperatures by a specific amount of time 
determined by the thermal time constant, τ (s). Thermal time constant is a measure of the 
time it takes for a material to reach ≈ 63.2 % of the steady-state thermal equilibrium, and 
after (t=5τ) component reach ≈ 99.4 % of thermal equilibrium. Time constant is a function 
of mass, m (kg), specific heat capacity, Cp (J/kg⁰C), thermal conductivity, k (W/m⁰C), and 
component surface area, A (m2), given by the following equation: 
 
߬ ൌ ௠஼೛௞஺ ሺݏ݁ܿሻ     (9)  
The parameters in Eq. 9, have uncertainty [45], that have to be considered when 
calculating the component thermal time constant, τ (sec). Including these uncertainties in Eq. 
9, provides a better estimate of the thermal time constant of component undergoing transient 
thermal effects. Treating this as Type B uncertainty and assuming symmetric rectangular 
probability distribution of half-width, yields: 
 
m ൌ 141.82 േ 0.11	ሺkgሻ, uሺmሻ ൌ ଴.ଵଵ√ଷ ≅ 64	ሺgrሻ 
C୮ ൌ 450 േ 25	ሺ ୎୩୥Ԩሻ	, u൫C୮൯ ൌ
ଶହ
√ଷ ≅ 14	ሺ
୎
୩୥Ԩሻ	 
k ൌ 48.52 േ 2.5	ሺW/mԨሻ , uሺkሻ ൌ ଶ.ହ√ଷ ≅ 1.4	ሺW/mԨሻ 
A ൌ 0.51	 േ 0.008	ሺmଶሻ	, uሺAሻ ൌ ଴.଴଴଼√ଷ ≅ 0.5	ሺcmଶሻ	  
The combined standard uncertainty, uୡሺτሻ, is the positive square root of the combined variance, uୡଶሺτሻ which is given by [8]:  
ݑ௖ଶሺ߬ሻ ൌ ∑ ቀడ௙డ௫೔ቁ
ଶே௜ୀଵ ݑ௖ଶሺݔ௜ሻ   (10) 
 
Evaluating partial derivatives for each parameter in Eq.9, and substituting these in Eq. 10, 
yields: 
uୡሺτሻ ൌ ඨቆ൬C୮kA൰
ଶ
uଶሺmሻ ൅ ቀmkAቁ
ଶ uଶ൫C୮൯ ൅ ൬െmC୮kଶA൰
ଶ
uଶሺkሻ ൅ ൬െmC୮kAଶ ൰
ଶ
uଶሺAሻቇ
≅ 199	s 
The expanded uncertainty evaluated assuming rectangular probability distribution and a 
coverage factor, k = 2: 
 
Uሺτሻ ൌ k ൈ uୡሺτሻ ൌ ሺ2 ൈ 199ሻ	s ≅ 398	s ≅ 6.63	min  
Substituting values for m, Cp, k, A, and Uୡሺτሻ in Eq. 9,yields:  
τ ൌ mC୮kA ≅
142 ൈ 450
48.5 ൈ 0.5 േ Uୡሺτሻ ≅ ሺ2570 േ 398ሻ	s  
The time constant, τ, for Curvic of mean radius 239.8036 mm is, τ = (2570 ± 398) s. This 
is the time it takes Curvic to reach ≈ 63.2 % of the thermal equilibrium. Furthermore, it takes 
approximately 5τ ≈ (12,850 ± 398) s, or, ≈ 3.569 hrs, to reach ≈ 99.4 % of thermal 
equilibrium. Calculation show that Curvic cannot respond instantaneously to temperature 
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changes but it takes some time to reach thermal equilibrium, during which time the measuring 
probe has moved to a different measuring location relative to the start where temperature was 
different. Moreover, when temperature changes from 19.65°C to 19.82°C (as recorded), 
Curvic responds to this change - and continues to - until it reaches thermal equilibrium i.e. 
only if temperature remains constant at 19.82°C. However, if temperature fluctuates about a 
mean value much quicker than Curvic response, it indicates that Curvic is never at the same 
temperature as that of the ambient surrounding it, and never reaches thermal equilibrium 
during measurement. Curvic thermal response as a function of change in ambient temperature 
(ΔTamb) is a transient of an exponential form and it follows that by assuming Curvic a lumped 
mass thermal system, mathematically yields: 
 
஼ܶ௨௥௩௜௖ ൌ ଵܶ ൅ ሺ ଶܶ െ ଵܶሻሺ1 െ ݁ିቀ
೟
ഓቁሻ   (11) 
 
Where, Tେ୳୰୴୧ୡ is Curvic temperature, Tଵ is initial ambient temperature, Tଶ is final ambient temperature, e is the Euler’s number (e = 2.7182…) raised to the power (-t/τሻ, where t (sec) 
is the time and τ	ሺsecሻ is the time constant evaluated above. 
Fig.6 shows Curvic response to step change in ambient temperature of 0.54⁰C. Each line 
in the plot represent a Curvic with different radius, r. As Curvic radius increase the response 
to ambient temperature change is slower due to increase in mass, m, and surface area, A. For 
the Curvic investigated in this study with mean diameter 239.8036 mm, the time constant is 
τ ≅ (2570 ± 398) s and temperature reached is Tc = 20.32⁰C, which is 0.18 ⁰C less than the 
ambient temperature Ta = 20.5 ⁰C. 
 
 
Fig. 6.  Curvic response to 0.54⁰C temperature change as a function of Curvic size. The plot shows 
five responses, where each line representing a Curvic with different radius, r. As radius, r, increases 
Curvic thermal response is slower due to increase in Curvic mass, m, and surface area, A. 
 
Uncertainty as a function of Curvic size 
Curvic are made of different sizes to suit different engines. A general uncertainty based on 
Curvic size represented by a single compact equation. If we assume that the relationship 
between Curvic size and uncertainty is approximately linear, we can express this relationship 
mathematically as follows: 
 
ݑሺܮሻ ൌ ݏ ൈ ܮ ൅ ܿ    (12) 
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Where, uሺLሻis length uncertainty, s is the slope of the line, and, c is the intercept on the 
uncertainty Y-axis. For a particular Curvic size LሺCୗଵሻ	with uncertainty	uሺCୗଵሻ, and another Curvic size LሺCୗଶሻ with uncertainty, uሺCୗଶሻ, the uncertainty related to Curvic size can be established. It than follows that by substituting these in equation Eq.12, yields: 
 
ݑሺܮሻ ൌ ݏ ൈ ܮ ൅ ܿ ൌ ௨ሺ஼ೄమሻି௨ሺ஼ೄభሻ௅ሺ஼ೄమሻି௅ሺ஼ೄభሻ ൈ ܮ ൅ ܿ   (13)  
ܿ ൌ ݑሺܥௌଵሻ െ ௨ሺ஼ೄమሻି௨ሺ஼ೄభሻ௅ሺ஼ೄమሻି௅ሺ஼ೄభሻ ൈ ܮሺܥௌଵሻ   (14)  
Following the estimation of individual uncertainties above of Type A and Type B, the 
combined measurement uncertainty budget for Curvic is evaluated for repeatability and 
reproducibility test (Table 1.). The measurement uncertainty budget for repeatability tests 
estimated 4.3 µm, and expanded uncertainty 8.7 µm (k = 2.05). The measurement uncertainty 
budget for reproducibility tests estimated 5.5 µm, and expanded uncertainty 11 µm (k = 2.03). 
 
Table 1. Forty-tooth Curvic-coupling measurement uncertainty budget for repeatability and 
reproducibility tests 
Standard 
uncertainty 
component 
u(xi) 
Source of 
uncertainty 
Value 
[µm] 
Probability 
distribution 
 
Divisor Sensitivity 
coefficient 
܋ܑ ≡ ૒܎/૒ܠܑ  
Repeatabil
ity test 
ܝܑሺܡሻ≡ |܋ܑ|ܝሺܠܑሻ 
Reproducibi
lity test 
ܝܑሺܡሻ≡ |܋ܑ|ܝሺܠܑሻ 
Degrees 
of 
freedom 
ܞܑ, ܗܚܞ܍܎ 
u(ts) tooth space 3.0 normal √n 1 3.0 n/a 10 
1.3 normal √n 1 n/a 1.3 10 
u(tir) tooth inner radius 1.8 normal √n 1 1.8 n/a 10 
3.4 normal √n 1 n/a 3.4 10 
u(tor) tooth outer radius 2.1 normal √n 1 2.1 n/a 10 
3.9 normal √n 1 n/a 3.9 10 
u(tpa) tooth profile angle 0.7 ൈ 10ିଷ normal √n 7.4 ൈ 10ିସ/° 0.16 n/a 10 
1.9 ൈ 10ିଷ normal √n 18 ൈ 10ିସ/° n/a 1.0 10 
U(Ccmm) machine 
calibration 
0.25 normal 
(k=2) 
2 1 0.1 0.1 8 
u(Rcmm) machine resolution 0.02 rectangular √3 1 5.8 nm 5.8 nm 8 
u(Dcmm) machine drift 0.25 rectangular √3 1 0.15 0.15 8 
u(t) room temperature 
sensor 
0.1 °C rectangular √3 12 ppm/°C 0.17 0.17 8 
0.1 °C rectangular √3 6.5 ppm/°C 0.09 0.09 8 
u(s) scales temperature 
sensor 
0.1 °C rectangular √3 7.8 ppm/°C 0.45 0.45 8 
u(θ) Mean temperature 0.06 °C normal √3 12 ppm/°C 0.42 n/a 8 
Mean temperature 0.02 °C normal √3 12 ppm/°C n/a 0.14 8 
u (Δθ) Cyclic temperature 0.54 °C rectangular √3 12 ppm/°C 0.9 n/a 8  Cyclic temperature 0.22 °C rectangular √3 12 ppm/°C n/a 0.37 8 
u(tcmm) CMM temperature 
sensor 
0.1 °C rectangular √3 6.5 ppm/°C 0.38 0.38 8 
u(αcmm) machine CTE 0.54 °C rectangular √3 0.65 ppm/°C 0.05 0.05 8 
u(αc) Curvic CTE 0.54 °C rectangular √3 1.2 ppm/°C 0.09 0.09 8 
u(αs) machine scales 
CTE 
0.54 °C rectangular √3 0.75 ppm/°C 0.06 0.06 8 
u(αp) probe CTE 0.54 °C rectangular √3 0.65 ppm/°C 0.05 0.05 8 
u(Dprobe) probe drift 0.2 rectangular √3 1 0.12 0.12 8 
U(Pftu) machine probe 0.07 normal 
(k=2) 
2 1 0.035 0.035 8 
u(kcmm) machine axes error 0.14 rectangular √3 1 0.14 0.14 8 
u(αD) contact 
deformation 
0.9 rectangular √3 1 0.52 0.52 8 
combined standard uncertainty 
uୡሺyሻ ൌ ඩ෍c୧ଶuଶሺx୧ሻ
୒
୧ୀଵ
≡ ඩ෍uଶሺyሻ
୒
୧ୀଵ
 
4.3µm 5.5µm  
vୣ୤୤ 29 (k=2.05) 
37 
(k=2.03) 
 
expanded uncertainty 
Uሺyሻ ൌ k ൈ uୡሺyሻ 
8.7 µm 11µm  
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Curvic length is lc = (lm± 0.0087) mm and lc = (lm± 0.011) mm, respectively, for repeatability and 
reproducibility test. The number following the symbol ± is the numerical value of (an expanded 
uncertainty) U = kuc. U determined from (a combined standard uncertainty) uc = 4.3 µm and uc = 5.5 
µm, respectively, for repeatability and reproducibility tests. Coverage factor k=2.05 and k=2.03, 
respectively, for repeatability and reproducibility test based on the t-distribution for v = 30 and v = 
24, respectively, for repeatability and reproducibility test, and defines an interval estimated to have a 
level of confidence of 95 %, ISO GUM [8]. 
5. Conclusion 
Task-specific measurement uncertainty budget created for forty-tooth Curvic. Curvic was 
measured using an accurate CMM located in a temperature control laboratory to within 
±0.54⁰C. In total twenty-two repeated measurement conducted, to evaluate measurement 
repeatability and reproducibility. 
 
The uncertainty budget comprises of twenty-two influencing factors available 
contributing towards the uncertainty budget. Six (6) factors identified as Type A uncertainties 
estimated using statistical methods, and sixteen (16) identified as Type B uncertainties 
estimated using prior knowledge from other sources and using other mathematical means. 
From the work conducted in this study the following conclusions are drawn: 
 Expanded measurement uncertainty for reproducibility test is 11 µm, which is 2.3 
µm (~21%) more than for repeatability test of 8.7 µm. 
 Measurement uncertainty for direct measurements on Curvic tooth features (Type 
A) are; for reproducibility test 9.6 µm, which is 2.5 µm (~26%) more than for 
repeatability test of 7.1 µm. 
 Overall combined measurement uncertainty of 2.2 µm is due to steady-state 
temperature effects. 
 Thermal time constant uncertainty evaluated is ±398s (~6.63 min), which 
corresponds to ± 15% of thermal time constant expanded uncertainty 2570s (~ 42.83 
min) of measured component. These times are considered significant for many 
precision measurement applications. Examples include unique and intricate 
component features that require many data points, where measurementscan take 
hours or even days to complete. 
 Uncertainty due to transient thermal effects is especially significant when measuring 
relatively large components, when measurements take relatively long time to 
complete relative to component’s thermal time constant. 
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