The porous medium equation (PME) is a typical nonlinear degenerate parabolic equation.
Introduction and Background
The aim of the paper is to provide a rigorous proof of the optimal rate convergence analysis for the nonlinear scheme. On the other hand, the highly nonlinear nature of the trajectory equation makes the convergence analysis every challenging. To overcome these difficulties, we use a higher order expansion technique to ensure a higher order consistency estimate, which is needed to obtain a discrete W 1,∞ bound of the numerical solution. Similar ideas have been reported in earlier literature for incompressible fluid equations [6, 7, 15, 21] , while the analysis presented in this work turns out to be more complicated, due to the lack of a linear diffusion term in the trajectory equation of the PME. In addition, we have to carry out two step estimates to recover the nonlinear analysis:
• Step 1 A rough estimate for the discrete derivative of numerical solution, namely (D h x n+1 h ) at time t n+1 , to control the nonlinear term;
• Step 2 A refined estimate for the numerical error function to obtain an optimal convergence order.
Different from a standard error estimate, the rough estimate controls the nonlinear term, which is an effective approach to handle the highly nonlinear term.
This paper is organized as follows. The trajectory equation of the PME and the numerical scheme are outlined in Sec. 2.1 and Sec. 2.2, respectively. Subsequently, the proof of optimal rate convergence analysis is provided in Sec. 3 . Finally we present a simple numerical example to demonstrate the convergence rate of the numerical scheme in Sec. 4.
Trajectory equation and the numerical scheme
In this section, we review the trajectory equation and the corresponding numerical scheme.
Trajectory equation of the PME
In this part, the one-dimensional trajectory equation will be reviewed, derived by an Energetic Variational Approach [5] . We solve the following initial-boundary problem:
where Ω is a bounded domain, f is a non-negative function, t is the time, x is the particle position and v is the velocity of particle.
The following lemma is available.
is a positive solution of (2.1)- (2.4) if and only if f (x, t) satisfies the corresponding energy dissipation law:
(2.5)
Proof : We first prove the energy dissipation law (2.5) if f is the solution of (2.1)-(2.4).
Multiplying by (1 + ln f ) and integrating on both sides of (2.1), we get
Using integration by parts, in combination with (2.2), we have
(2.6) Subsequently, we are also able to derive (2.2) from the energy dissipation law (2.5) by
EnVarA.
In addition, (2.1) is the conservation law. In the Lagrangian coordinate, its solution can be expressed by:
where f 0 (X) is the positive initial data and ∂ X x := ∂x(X,t) ∂X is the deformation gradient in one dimension.
Based on an Energetic Variational Approach, we can obtain the trajectory equation.
• Energy Dissipation Law.
The total energy of the PME is
• Least Action Principle step.
With (2.7), the action functional in Lagrangian coordinate becomes
where T * > 0 is a given terminal time and H is the free energy depending on x. Thus for any test function y(X, t) = y(x(X, t), t) ∈ C ∞ 0 (Ω × (0, T * )) and ε ∈ R, taking the variational of A(x) with respect to x, we have
Then the conservation force turns out to be
in the Eulerian coordinate, and
in the Lagrangian coordinate.
• Maximal Dissipation Principle step.
Define the entropy production ∆ := Ω f mf m−1 |v| 2 dx. Taking the variational of 1 2 ∆ with respect to the velocity v and x t , we obtain the dissipation force
in the Eulerian coordinate and
• Force balance step. Based on the Newton's force balance law, we get 
✷ It is noticed that, there is an assumption that the value of initial state f 0 (x) is positive in Ω to make Ω f ln f dx well-defined in (2.5). More details can be found in [5] .
Since then, we should first settle the initial and boundary conditions for (2.10). From (2.1) and (2.4), we have x t | ∂Ω = 0, for t > 0. This means that the particles lying on boundary will stay there forever, so a Dirichlet boundary condition should be subject to as x| ∂Ω = X| ∂Ω , for t ≥ 0. As a result, the trajectory problem becomes
11)
x| ∂Ω = X| ∂Ω , t > 0, (2.12)
x(X, 0) = X, X ∈ Ω.
(2.13) Finally, with a substitution of (2.11) into (2.7), we obtain the solution f (x, t) to (2.1)-(2.4).
Numerical scheme of the trajectory equation
Let τ = T N , where N ∈ N + , T is the final time, and the grid points are given by t n = nτ , n = 0, · · · , N . Let X 0 be the left point of Ω and h = |Ω| M be the spatial step, M ∈ N + . Denote by X r = X(r) = X 0 + rh, where r takes on integer and half integer values.
Let E M and C M be the spaces of functions whose domains are {X i | i = 0, ..., M } and
.., M }, respectively. In component form, these functions are identified via
respectively.
ThenQ := Q ∪ ∂Q is a closed convex set. Its physical meaning indicates that particles are arranged in the order without twisting or exchanging in Q.
A few more notations have to be introduced. Let l, g ∈ E M and φ, ϕ ∈ C M . We define the inner product on space E M and C M respectively as:
(2.20)
The following summation by parts formula is available:
The inverse inequality is given by:
The fully discrete scheme is formulated as follows: Given the positive initial state f 0 (X) ∈ E M and the particle position
It is noticed that (2.23) is still a nonlinear system which can be solved by Newton's iteration method [5] . Then we obtain the numerical solution f (x i , t n ) := f n i by
which is the discrete scheme of (2.7).
Convergence analysis
In this section, the second order spatial convergence and the first order temporal convergence will be theoretically justified for the numerical scheme (2.23). We first introduce a higher order approximate expansion of the exact solution, since a consistency estimate (second order in space and first order in time) is not able to control the discrete W 1,∞ norm of the numerical solution. Also see the related works in the earlier literature [2, 6, 7, 9, 10, 15, 19, 20, 21, 22] , etc. 
Then there exists a small τ 0 > 0, such that ∀τ, h ≤ τ 0 , D h W > 0, i.e., W ∈ Q, where τ and h are the time step and the spatial mesh sizes, respectively.
Proof: Because of a point-wise condition for the exact solution, x e ∈ Q, i.e., ∃ ε 0 > 0, such 
Then we have
• e n = (e n 0 , · · · , e n M ) satisfies e n 2 := e n , e n ≤ C(τ + h 2 ).
• D h e n = ( D h e n 0 , · · · , D h e n M ) satisfies
Moreover, the error between the numerical solution f n h and the exact solution f n e of equaiton (2.1)-(2.4) can be estimated by:
where C is a positive constant, h is the spatial step, τ is the time step and n = 0, · · · , N .
Proof : A careful Taylor expansion of the exact solution in both time and space, in terms of the numerical scheme (2.11) , gives that
i ,
where l (1) 2 , l (2) 2 , l (3) 2 , g (1) 2 , g (2) 2 ≤ C e , with C e only dependent on the exact solution.
To perform a higher order consistency analysis for an approximate solution of the exact solution, we have to construct the approximation W as in (3.1).
The term w
τ ∈ C ∞ (Ω; 0, T ) is given by the following linear equation:
The term w h ∈ C ∞ (Ω; 0, T ) is given by the following linear equation:
Since w
τ , w h are dependent only on W and x e , we have the following estimate:
With these expansion terms, the constructed approximation W ∈ Q satisfies the numerical scheme with a higher order truncation error:
where l * , g * are dependent only on l (1) , l (2) , l (3) , g (1) , g (2) and the derivatives of w
τ , w h .
Then we defineẽ n i := W n i − x n h i , 0 ≤ i ≤ M , n = 0, 1, · · · , N . In other words, instead of a direct comparison between the numerical solution and exact PDE solution, we evaluate the numerical error between the numerical solution and the constructed solution W . The higher order truncation error enables us to obtain a required W 1,∞ h of the numerical solution, which is necessary in the nonlinear convergence analysis.
Note that the discrete L 2 norm ẽ 0 2 = 0 at time step t 0 . We make the following a-priori assumption at time step t n : In turn, the following estimates become available, by making use of inverse inequalities:
In turn, subtracting (3.9) from the numerical scheme (2.23) yields (3.16) in which the form of the left term comes from the following identity:
Based on the preliminary results, taking a discrete inner product with (3.16) by 2ẽ n+1
For the first term of the left side, we get 2 α n (ẽ n+1 −ẽ n ),ẽ n+1 = α n ẽ n+1 2 2 + α n ẽ n+1 −ẽ n 2 2 − α n ẽ n 2 2 ≥ α n ẽ n+1 2 2 − α n ẽ n 2 2 .
(3.19)
For the second term of the left side, we see that (3.20) in which the summation by parts formula (2.21) is applied withẽ n+1
For the right side term, we have
The local truncation error term could be bounded by the standard Caught inequality:
Next we estimate D h x n+1 h ∞ roughly. Based on (3.18), α n can be estimated by
A substitution of (3.19)-(3.22) into (3.17), in combination with (3.11), leads to (α n − τ (1 + C 1 )) ẽ n+1 2 2 ≤ α n ẽ n 2 2 + τ C 1 D hẽ n 2
whereC is dependent on C, C 1 andC α . Then we get
Based on the inverse inequality (2.22), we obtain that, by choosing h = O(τ ),
As a result, (3.20) can be re-estimated as follows:
As a consequence, a substitution of (3.19)-(3.22) with (3.26) into (3.17) leads to α n ẽ n+1 2 2 − α n ẽ n 2 2 + τ C 2 D hẽ n+1 2
where the following estimates are applied: D h x n h 2 ≤ D h x n h 2 and
Subsequently, a summation in time shows that
where we have used the estimate
It is noticed that T is the terminal time, (3.15 ) is applied and D h ϑ is between D h x k h and
In turn, an application of discrete Gronwall inequality yields the desired convergence result:
(3.28) Therefore, the a-priori assumption (3.10) is also valid at t n+1 :
Based on the following estimate
Finally, we estimate the error between the numerical solution f n+1
Firstly, the trajectory equation (2.11) with the initial and boundary condition (2.12)-(2.13) can be solved by the fully discrete scheme (2.23) . And then the density function f in (2.7) can be approximated by (2.24) . The reference "exact" solution is obtained numerically on a much finer mesh with h = 1 10000 , τ = 1 10000 . Table 1 shows the convergence rate with m = 1.5 and m = 3 at time T = 0.5. The rate for density f and trajectory x in the L 2 and L ∞ norm is second order in space and first order in time without dependence on m. Fig. 1 presents the density f at time t = 0.1 and t = 0.5 for both values of m. The results imply that the speed of diffusion decreases as m increases. Fig. 2 displays the evolution of particles whose initial positions are X = −0.001, 0.000, 0.001, respectively. We see that particles move outward at a finite speed. However, the speed is lower as m increases, except for the center point which remains stationary. As shown in Fig. 3 , the total energy decays as time evolves for both values of m, and the decreasing rate is slowed down as m increases. 
Conclusion
The numerical methods of the PME based on EnVarA has been proposed and studied in [5] , while a theoretical justification for optimal convergence analysis has not been available. In this paper, we prove the second order spatial convergence and the first order temporal convergence for the nonlinear numerical scheme. A careful asymptotic expansion for the exact solution in terms of the numerical scheme is applied to obtain higher order consistency. Furthermore, we use two step error estimates: a rough estimate to control a discrete W 1,∞ bound of the numerical solution, and a refined estimate to derive the desired convergence result.
One obvious limitation of this work is associated with the one-dimensional nature of the problem. In two or higher dimension, the determinant of the deformation gradient, i.e., det ∂x ∂X , will arise in the trajectory equation, which is a complex nonlinear degenerate parabolic equation system. A suitable numerical method in multi-dimensional case, which can satisfy the discrete energy dissipation law, is still in the investigation process. Solving for multi-dimensional PME by this energetic method and the corresponding optimal error estimate will be left to the future works. Another limitation is that the assumption of a positive initial condition (f 0 > 0), in which the convergence rate does not depend on the constant m. It is well known that if the initial state has a compact support, the convergent rate decreases with m. In this case, the trajectory equation with a free boundary makes the convergence analysis more difficult. This problem will also be considered in the future works.
