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ABSTRACT
Stationary and low-frequencyRossbywaves are theprimarydrivers of extratropicalweather variationsonmonthly
and longer time scales. They take the form of persistent highs and lows, which, for example, shape subtropical dry
zones and guide extratropical storms. More generally, stationary-eddy circulations, including zonally anomalous
tropical overturning circulations, set up large zonal variations in net precipitation (precipitation minus evaporation,
P2 E). This paper investigates the response of stationary eddies and the zonally asymmetric hydrological cycle to
global warming in an idealized GCM, simulating a wide range of climates by varying longwave absorption. The
stationary eddies are forced by two idealized zonal asymmetries: amidlatitudeGaussianmountain and an equatorial
oceanheat source.Associatedwith changes in stationary eddies are changes in the zonal variation of thehydrological
cycle. Particularly in the subtropics, these simulations show a nearly constant or decreasing amplitude of the zonally
anomalous hydrological cycle in climates warmer than modern despite the wet gets wetter, dry gets drier effect
associatedwith increasing atmospheric moisture content. An approximation for zonally anomalousP2 E, based on
zonal-mean surface specific humidity and stationary-eddy vertical motion, disentangles the roles of thermodynamic
and dynamic changes. The approximation shows that changes in the zonally asymmetric hydrological cycle are
predominantly controlled by changes in lower-tropospheric vertical motion in stationary eddies.
1. Introduction
The tendency for wet latitude bands to get wetter and
for dry latitude bands to get drier has been highlighted
as a robust response of the zonal-mean hydrological
cycle to global warming (Mitchell et al. 1987; Chou and
Neelin 2004; Held and Soden 2006). As Held and Soden
(2006) point out, this wet gets wetter, dry gets drier re-
sponse relies on the assumption of fixed relative hu-
midity and circulation. These assumptions are expected
to break down for variations about the zonal mean due
to land–sea differences in relative humidity and mois-
ture gradient changes (Byrne andO’Gorman 2013, 2015;
Greve et al. 2014) and due to changes in stationary-eddy
circulations, which we will explore in this paper.
In the extratropics, large-scale stationary-eddy circu-
lations take the form of Rossby waves. Stationary and
low-frequency Rossby waves contribute to the mainte-
nance of midlatitude and subtropical dry zones (Broccoli
and Manabe 1992; Rodwell and Hoskins 1996, 2001;
Takahashi and Battisti 2007) and monsoonal wet zones
(Molnar et al. 2010; Chen and Bordoni 2014). Changes in
stationary Rossby waves with climate change could thus
have large regional impacts on the hydrological cycle.
Such changes have already been implicated in the in-
creasing aridification of southwest North America and
the Mediterranean region (Seager et al. 2007, 2014a,b).
In the tropics, stationary-eddy (i.e., zonally anomalous)
overturning circulations such as Walker circulations have a
profound influence on the spatial pattern of tropical pre-
cipitation and exhibit variability on interannual time scales,
for example, associated with the El Niño–Southern Oscil-
lation (ENSO). The reduction of overturning in these cir-
culations has beenhighlighted as a robust response to global
warming, with a profound influence on the zonally anom-
alous hydrological cycle (Held and Soden 2006; Vecchi and
Soden 2007; Chadwick et al. 2013). Tropical overturning
circulations and the associated wet zones can also shift with
warming according to thewarm gets wettermechanism (Xie
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et al. 2010), where convection shifts to regions with ampli-
fiedwarming.Both of thesemechanisms can limit the utility
of the wet gets wetter, dry gets drier mechanism through
changes in stationary-eddy overturning.
Several studies have analyzed changes in stationary-
eddy streamfunction (Stephenson and Held 1993;
Brandefelt and Körnich 2008; Simpson et al. 2014, 2016)
and tropical convective mass flux (Knutson andManabe
1995; Vecchi and Soden 2007;Ma et al. 2012) with global
warming. While these studies of comprehensive climate
change scenarios yield insight into how stationary eddies
may change with warming in the real climate system,
multiple stationary-eddy sources make it difficult to as-
certain the mechanisms for the simulated changes. With
this in mind, we design two idealized GCM experiments
in which simple zonal asymmetries are added to an
aquaplanet. We analyze changes in stationary eddies
and the associated changes in the hydrological cycle in
these experiments.
In section 2,wedescribe two idealizedGCMexperiments
with zonally asymmetric boundary conditions. In section 3,
we compare the simulated net precipitation [precipitation
minus evaporation (P 2 E)] changes to expectations from
the wet gets wetter, dry gets drier mechanism, revealing the
importance of changes in atmospheric circulations. In sec-
tion 4, we analyze the zonally anomalous moisture and
vorticity budgets to gain insight into the circulations re-
sponsible for zonal variation ofP2E in these experiments.
In section 5, we analyze changes in zonally anomalous P2
E using the moisture-budget balance developed in section
4. The result is that changes in zonally anomalousP2E can
be understood in terms of changes in lower-tropospheric
vertical motion in stationary eddies, which we discuss in
section 6. Conclusions are given in section 7.
2. Zonally asymmetric aquaplanet experiments
Stationary eddies are primarily forced by topography
and zonally anomalous surface heating (Hoskins and
Karoly 1981; Held et al. 2002). We set up two sets of
aquaplanet simulations to study these forcings sepa-
rately in an idealized setting. The forcing of stationary
eddies by zonal anomalies of transient-eddy heat fluxes
and diabatic heating are often considered separately
(e.g., Held et al. 2002). Here the model computes all
zonally anomalous heating internal to the atmosphere
explicitly; hence, this heating evolves with climate
change. In this way, we consider the total stationary-
wave response to zonally anomalous external forcing.
a. Model
We use an idealized GCM based on the GFDL Flex-
ible Modeling System (http://www.gfdl.noaa.gov/fms).
The convection scheme is essentially that of Frierson
et al. (2006) and Frierson (2007), with the modifications
described in O’Gorman and Schneider (2008). The
model has a horizontal spectral resolution of T85. Our
model setup is similar to O’Gorman and Schneider
(2008) except that we have extended the vertical domain
up to s5 p/ps5 43 1024 (pressure p and surface pres-
sure ps) with 38 vertical levels and have included linear
damping in an 8-level sponge layer at the top of the
domain. The linear damping coefficient increases line-
arly by level from 14 400 s21 at the lowest sponge level to
1800 s21 at the top model level and is applied only to
anomalies from the zonal mean. This helps minimize
reflections of stationary waves from the top of the
domain.1
All experiments are run in a perpetual equinox setup,
avoiding complexity associated with the seasonal cycle.
Radiative transfer is represented by a two-stream
scheme for a semigray atmosphere, meaning that there
are no water vapor or cloud radiative feedbacks. Water
vapor and cloud radiative feedbacks have been shown to
influence the circulation response to global warming in
climate models (e.g., Voigt and Shaw 2015). However,
we focus on understanding the simple case presented
here without these feedbacks, as it is an important pre-
requisite to a complete understanding. In the gray at-
mosphere, climate change can be simulated by varying
the longwave optical depth, t5atref, where tref is a
reference optical depth that varies as a function of lati-
tude f and normalized pressure s,
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and a is a multiplicative factor. Here fl5 0:2, and the
longwave optical thickness at the equator and pole are
te5 7:2 and tp5 1:8, respectively. To simulate climates
with global-mean surface temperatures ranging from 280
to 316K, we use a5 [0:6, 0:7, 0:8, 0:9, 1:0, 1:2, 1:4, 1:6,
1:8, 2:0, 2:5, 3:0, 4:0, 6:0]. We refer to a5 1:0 as the
reference climate, which has a global-mean surface tem-
perature of 289K.Each simulation is spun up for at least 4
years. All fields shown are averages over the subsequent
8 years.
The surface boundary condition is a 1-m slab ocean
with its own surface energy balance, such that surface
energy fluxes are freely evolving. Surface fluxes of mo-
mentum, latent heat, and sensible heat are computed
usingMonin–Obukhov similarity theory, with a roughness
1One simulation, the coldest equatorial heating simulation, is
run with double the sponge-layer damping coefficients to avoid
numerical instabilities in the stratosphere.
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length of 5 3 1023m for momentum and 1 3 1025m for
latent and sensible heat, as in O’Gorman and Schneider
(2008). To simulate a more realistic zonal-mean climate
in the tropics, we add a zonal-mean ocean heat-flux
convergence:
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As in Bordoni (2007), Bordoni and Schneider (2008),
and Merlis and Schneider (2011), we choose values that
give an ocean heat-flux convergence similar to the
hemispherically and zonally symmetric component in
observations: Q05 50 Wm
22 and f05 168.
b. Gaussian mountain range
To study the response of orographically forced sta-
tionary waves and the associated wet and dry zones to
warming in this idealized model, we add a single
Gaussian mountain ridge in midlatitudes. The surface
height as a function of longitude l and latitude f is
given by
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We use h05 2500m, f05 458N, Rf5 2:58, sf5 58, and
sl5 12:58. As there are no other zonal asymmetries, l0
is arbitrary. It will be denoted 908 on plots. The lat-
itudinal position and size of this mountain range are
such that it is comparable to the Rocky Mountains. The
amplitude of Rossby waves forced is sensitive to the
choice of sl and h0. We choose these values tomaximize
the Rossby wave response while keeping the mountain
size realistic.
No modifications are made to the surface properties;
thus, this mountain is an aquamountain. Modified sim-
ulations with a bucket model for surface hydrology and/
or a modified surface heat capacity in the vicinity of the
mountain do not have a large influence on the large-
scale balances described here.
Figure 1a shows the 600-hPa stationary-eddy stream-
function response to the mountain. There is both pole-
ward and equatorward deflection of the flow around the
mountain. This leads to wave trains propagating pole-
ward and equatorward, with the eastward group velocity
characteristic of Rossby waves. The equatorward
Rossby wave train has a large influence on the moisture
budget all the way to the equator (Fig. 2). In Fig. 1a and
all subsequent figures, the 1000-m contour of surface
height is shown with a black contour, with speckling on
the upslope side.
c. Tropical ocean heat transport
To study the response of stationary eddies forced by
tropical heating to warming in this idealized configura-
tion, we add ocean heating and cooling along the
equator. The experimental setup is similar to that of
Merlis and Schneider (2011), where the zonal symmetry
is broken by adding an ocean heat-flux divergence:
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We use Q15 50Wm
22, lW 5 908, lE5 2708, sl5 12:58,
and sf5 88.
This setup drives a Walker circulation with ascend-
ing branch at 908 longitude and descending branch at
2708. The large-scale divergence/convergence generates
FIG. 1. Experimental setup and stationary-eddy streamfunction at p5 600 hPa in the reference climate (a5 1) of
(a) the Gaussian mountain experiment and (b) the equatorial heating experiment. The black contour in (a) is the
1000-m contour of surface height. In (b), the black circles are the 620Wm2 contours of zonally anomalous ocean
heat-flux divergence, =  F1. The hashed circle is the location of the heating (ocean heat-flux convergence). The
same reference contours are shown in all subsequent map plots.
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rotational flow and hence Rossby waves, which propa-
gate into the extratropics (Sardeshmukh and Hoskins
1988). The stationary-eddy streamfunction at 600 hPa is
shown in Fig. 1b, as well as the locations of the heating
(hatched circle) and cooling (open circle). The region of
equatorial heating gives rise to lower-tropospheric cy-
clonic circulations in both hemispheres and anticyclones
aloft. The region of equatorial cooling gives rise to the
opposite directionality of circulations.
3. The zonally anomalous hydrological cycle
Idealized GCM experiments have been used to un-
derstand the physical balances of the zonal-mean hy-
drological cycle (e.g., O’Gorman and Schneider 2008).
The zonally asymmetric experiments presented here
allow us to analyze the physical mechanisms of the de-
partures from the zonal-mean hydrological cycle. We
focus in particular on understanding the mechanisms
behind zonal anomalies in net precipitation, P*2E*
(i.e., the zonally anomalous atmospheric hydrological
cycle). Here () represents a long-term time mean and
()* represents a departure from a zonal mean [], such
that the full field can be written as ()5 []1 ()*.
Figure 2 shows the full time-mean net precipitationP2E
as well as the stationary-eddy component P*2E* in the
reference climate of each experiment. The stationary-
eddy component is dominated by the zonal variation of
precipitation, P*. The zonal variation of evaporation is
only important directly over the topography or the ocean
heating/cooling region.
The Gaussian mountain leads to a wet zone of oro-
graphic precipitation upstream of the mountain range, a
large dry zone extending poleward and more than 308
downstream, and an alternating pattern of wet and dry
zones in the subtropics and tropics associated with an
equatorward Rossby wave train (Fig. 2a). Some influ-
ence of this Rossby wave train is also seen in the
Southern Hemisphere subtropics. This equatorward
wave train does not show up in experiments with a
narrower mountain range (cf. Shi and Durran 2014).
The equatorial heating/cooling leads to an area of
localized high P2E over the ocean heat-flux
convergence, a large region of dryness immediately to
the west, an extended area of lowP2E around the ocean
heat-flux divergence, and large wet zones immediately
west and poleward (Fig. 2b).Wewould like to understand
the physics maintaining these regional P2E differences
and look at how the patterns respond to climate change.
a. Response to climate change
First, we would like to discuss some basic expectations
of how P2E and, in particular, its stationary-eddy
component P*2E* should respond to climate change.
In the absence of changes in atmospheric circulations or
the spatial structure of specific humidity, P2E would
change thermodynamically, following the change in
surface specific humidity qsfc (cf. Held and Soden 2006):
FIG. 2. P2E and P*2E* in the reference climate (a5 1) of (a) the Gaussian mountain experiment and (b) the
equatorial heating experiment. Here and in all subsequent latitude–longitude figures, the fields are smoothed with
a 1.58 real-space Gaussian filter to focus on large scales. This makes very little difference here, but gets rid of dis-
tracting grid-scale noise due to differentiation in later figures. Note that values of P2E (P*2E*) are up to 2.5 (1.6)
m yr21 over the equatorial heating, where we allow the color map to saturate to focus also on subtropical P2E
patterns. (See Fig. 1 text for reference contour information.).
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where d()5 ()2 ()0 is the change of a quantity from
the reference simulation. Quantities in the reference
simulation are denoted by ()0. The increase in satura-
tion specific humidity with warming means that wet
zones get wetter and dry zones get drier, with a rate
determined by the Clausius–Clapeyron (C–C) relation,
up to possible changes in near-surface relative humidity,
which are generally small (Held and Soden 2000, 2006;
Schneider et al. 2010). This wet gets wetter, dry gets drier
scaling is qualitatively a good approximation for
d(P2E) in the zonal mean and ocean-basin zonal mean
(Held and Soden 2006; Byrne and O’Gorman 2015).
Byrne and O’Gorman (2015) show how moisture gra-
dient changes can affect d(P2E) in a purely thermo-
dynamic way, especially over land. We will show how
changes in atmospheric circulations affect d(P2E) and
limit the utility of this simple thermodynamic relation-
ship regionally.
While this wet gets wetter, dry gets drier scaling is often
quoted in reference to regional P2E changes, there has
been little analysis of the extent to which this actually
applies. Several studies have even shown that, because of
the lack of angular momentum constraints on zonal cir-
culations, any weakening of the hydrological cycle re-
quired by energetic contraints may preferentially be taken
up by zonal anomalies (Held and Soden 2006; Vecchi and
Soden 2007; Schneider et al. 2010; Merlis and Schneider
2011). We might therefore expect that the wet gets wetter,
dry gets drier scaling does not apply well for zonal anom-
alies because of changes in stationary-eddy circulations.
A comparison of d(P2E) and d(P2E)thermo is shown
in Fig. 3 for changes between the reference simulation
(a5 1) and a simulation with 40% greater optical depth
FIG. 3. Change in totalP2E, d(P2E), and in P*2E*, d(P*2E*), from the reference climate (a5 1) to the climate with 1.4 times the
optical depth (a5 1:4), corresponding to a 4.7-K increase in global-mean surface temperature. (a) Gaussian mountain experiment.
(b) Equatorial heating experiment. The changes are split into a thermodynamic component, based on the fractional change of surface
specific humidity, and a residual ‘‘dynamic’’ component, showing all other types of change. (See Fig. 1 text for reference contour
information.)
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(a5 1:4). The simple thermodynamic scaling captures
the sign of changes in most places but generally over-
estimates the magnitude of changes. The residual ‘‘dy-
namic’’ change, d(P2E)dyn5 d(P2E)2 d(P2E)thermo,
shows a slowdown of the hydrological cycle, especially in
the storm tracks. The conclusions are qualitatively similar
for 10% and 20% increases in optical depth or for a 10%
decrease in optical depth.
The stationary-eddy components of these changes are
shown below the full fields in Fig. 3. The thermodynamic
component of the stationary-eddy change,
d(P*2E*)
thermo
’
d[q
sfc
]
[q
sfc
]
0
(P
0
*2E
0
*) , (6)
is much smaller than the simulated changes and does not
generally capture the sign of changes.2 This suggests that
because stationary-eddy circulations are freer to change
in magnitude and location in response to climate change
than zonal-mean circulations, thewet gets wetter, dry gets
drier paradigm is not useful for anomalies from the zonal
mean. While there are several other ways in which one
can split P 2 E changes into thermodynamic and dy-
namic components (Wu et al. 2011; Seager et al. 2010;
Bony et al. 2013; Byrne and O’Gorman 2015), none of
them change this conclusion: changes in stationary-eddy
circulations are of first-order importance for d(P*2E*)
in these experiments.
Stationary-eddy changes in the Gaussian mountain
experiment take the form of a phase shift of the equa-
torward Rossby wave train, as can be seen from the dif-
ferent phasing of subtropical wet and dry zones between
d(P*2E*)thermo and d(P*2E*) in Fig. 3. This results
from differences in the meridional group propagation of
stationary Rossby waves in a climate with a different
zonal-mean circulation (Hoskins and Karoly 1981).
In the equatorial heating experiment, it can be seen
from Fig. 3 that d(P*2E*)thermo is opposite in sign to
d(P*2E*) in most locations. The dynamic change gives
evidence of shifting locations of ascent and descent, as
well as a general weakening of tropical overturning. The
change in strength of overturning will become clearer as
we examine the zonal variance of P*2E*.
b. Changes in zonal variance of net precipitation
Since the geometry of these experiments is idealized
and no region in the model corresponds exactly to a
region in the real world, it is helpful to analyze the vari-
ance of P*2E* averaged over a large region, such as a
latitude band. While the particular change of stationary-
wave phase structure in these experiments would be dif-
ficult to generalize to the real world, the change in
strength of stationary-eddy circulations may be more
general. Therefore, we analyze the root zonal-mean
square P*2E*, which we denote by rms(P*2E*), with
rms()[
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
[()2]
q
. (7)
Figure 4 shows the climatology of rms(P*2E*) in the
reference climate of both experiments as well as the
change in response to a 40% increase in optical depth.
If these changes were purely thermodynamic, we
would expect a fairly uniform percentage increase for all
latitude bands following the percentage increase in
surface specific humidity, d[qsfc]/[qsfc]0, which is shown
as a blue line in Fig. 4c. Note that d[qsfc]/[qsfc]0 is larger
than 7% per kelvin because the temperature difference
between these climates is large enough that the linear
approximation to C–C does not hold. Relative humidity
changes are small, consistent with the arguments ofHeld
and Soden (2000). Latitudinal variations of d[qsfc]/[qsfc]0
also arise primarily from the nonlinearity of the C–C
relation.
The fractional change of rms(P*2E*) is not far from
the thermodynamic expectation for the Southern
Hemisphere of the simulations forced by Northern
Hemisphere orography, though the absolute magnitude
of rms(P*2E*) is small because the Southern Hemi-
sphere’s surface is zonally symmetric. Closer to the
mountain, where zonal variations are larger, the re-
sponse is more complex, with some regions near the
mountain where the zonal variance of the hydrological
cycle increases much less than the thermodynamic ex-
pectation (blue line in Figs. 4b and 4c), and regions in the
Northern Hemisphere subtropics where it increases
much more than the thermodynamic expectation. While
the response of rms(P*2E*) far from the mountain is
close to thermodynamic, there appear to be large dy-
namic changes in the entire hemisphere of themountain.
The situation for the equatorial heating experiment is
similar: changes in rms(P*2E*) within 308 latitude of
the forcing, where rms(P*2E*) is largest, have a
complex spatial structure that must be influenced by
changes in the strength of stationary-eddy circulations.
Beyond 308 latitude, the change is closer to that ex-
pected from the increase in atmospheric moisture con-
tent, though at high latitudes, the fractional change is
considerably less than the fractional change of surface
specific humidity. The most interesting feature is that
rms(P*2E*) actually decreases in the subtropics,
2 An alternative definition, which includes changes in zonally
anomalous moisture, d(P*2E*)thermo’ dqsfc/qsfc0(P02E0)
 
*,
differs by less than 0.1m yr21 in all regions. We maintain the [qsfc]
definition for the simplicity of its interpretation.
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meaning that even for a bulk quantity like
rms(P*2E*), dynamic changes can be strong enough to
reverse the tendency towardwet gets wetter, dry gets drier.
The complexity of rms(P*2E*) continues throughout
the range of climates, as shown in Fig. 5, which would
scale up exponentially from left to right if it were not for
dynamic changes.
To understand the mechanisms governing the appar-
ent dynamic changes in P*2E* and rms(P*2E*), we
must first understand which circulations are responsible
for the zonal variation of net precipitation. Toward this
end, we proceed to decompose the zonally anomalous
moisture and vorticity budgets in these experiments
following Wills and Schneider (2015, hereafter WS15).
4. Physical balances
a. Moisture budget decomposition
WS15 outline a decomposition of the zonally anom-
alous moisture budget to understand P*2E* in ERA-
Interim reanalysis. Here, we proceed in a similar fashion
to understand which types of circulations are impor-
tant for maintaining zonal variation of P2E in these
FIG. 5. Root zonal hydrological cycle variance, rms(P*2E*), vs latitude and global-mean surface temperature
across the range of climates for (a) the Gaussian mountain experiment and (b) the equatorial heating experiment.
Note that values have been symmetrized about the equator for the equatorial heating experiment.
FIG. 4. (a) Climatology of rms(P*2E*) in the simulations with a5 1:0 (solid) and a5 1:4 (dashed). (b) Change
in rms(P*2E*) with global warming between a5 1:0 and a5 1:4 and its thermodynamic component [rms applied
to Eq. (6), blue line]. (c) Fractional change in rms(P*2E*) per degree of zonal-mean warming and its thermo-
dynamic component (d[qsfc]/[qsfc], blue line). Each plot is shown for (left) the Gaussian mountain experiment and
(right) the equatorial heating experiment. Note that values have been symmetrized about the equator for the
equatorial heating experiment.
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idealized experiments. The zonally anomalous moisture
budget can be written as
P*2E*52=  huqi*, (8)
where u5 (u, y) is the horizontal wind, q is the specific
humidity,= is the nabla operator on a sphere, and hi is a
mass-weighted vertical integral over atmospheric col-
umns. While the native coordinates of the idealized
GCM are sigma coordinates, we interpolate output to
pressure coordinates to evaluate Eq. (8) and decompose
fluxes into mean-flow and eddy components.3 This fa-
cilitates comparison withWS15, where the same analysis
is performed with reanalysis data in pressure co-
ordinates. We use 40 pressure levels, extending down to
1025hPa, such that transient high pressure systems are
also included in the analysis.
The total moisture flux convergence can be split into a
component due to the time-mean flow (stationary
eddies) and a component due to transient eddies. We
define departures from the time mean as ()05 ()2 (),
such that
P*2E*52=  hu q1 u0q0i*. (9)
The stationary-eddy moisture flux convergence,
2=  hu qi*, can be further split into an advective and
divergent component:
2=  hu qi*52hu  =q1 q=
r
 ui*. (10)
Here =r differs from = in that it is weighted by an ef-
fective density, which vanishes on ‘‘underground’’ iso-
bars. That is,
=
r
 ()5 1
r
b
=  (r
b
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r
b
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
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s
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s
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is the dimensionless density in pressure coordinates (cf.
Boer 1982).
The transient-eddy term,2=  hu0q0i*, the full stationary-
eddy term, 2=  hu qi*, the divergent stationary-eddy
term, 2hq=r  ui*, and the advective stationary-eddy
term, 2hu =qi*, are shown in Fig. 6 for the reference
climate of each experiment. As in the reanalysis (WS15),
the divergent stationary-eddy term accounts for nearly all
variance in P*2E* between the equator and 308 or 408
latitude in both experiments. The reason this balance is
possible despite large moisture tendencies associated with
the transient-eddy and advective stationary-eddy terms is
that the combined transient-eddy and advective term,
2hu  =q1=  u0q0i*, is small (Fig. 6). This is consistent
with the mechanism discussed by WS15, where transient
eddies relax moisture gradients set up by horizontal
stationary-eddy moisture advection.
Also as in reanalysis, the divergent stationary-eddy
term is almost entirely due to zonal anomalies in
stationary-eddy mass convergence,2h[q]=r  ui*, rather
than zonal anomalies in specific humidity,2hq*=r  ui*,
with the former accounting for more than 99% of the
variance in the divergent stationary-eddy term. Figure 7
shows this and further approximations to the resulting
dominant moisture balance. This dominant balance
provides an excellent approximation for P*2E* at
latitudes up to 308 or 408 and continues to get the correct
sign at higher latitudes.
The moisture budget decomposition shown here dif-
fers slightly from those of Newman et al. (2012) and
WS15. Newman et al. (2012) puts the =r in the advective
term instead of the divergent term. WS15 does not use
=r in either term and instead defines an additional sur-
face term that captures all effects of the spatiotempo-
ral variability of surface pressure. These differences
in formulation are only significant in regions where
pressure levels intersect topographic slopes. The de-
composition shown here has the advantage that =r  u5
2(1/rb)›p(rbv), by continuity. This leads to the prop-
erty that an integral of the divergence up to level pi gives
the pressure velocity at pi,
h=
r
 ui
pi
5
1
g
vj
pi
. (13)
In contrast,
h=  ui
pi
5
1
g
(vj
pi
2v
sfc
) , (14)
where there is an additional term, vsfc5 usfc  =ps, due to
topographic slopes. The density-weighted divergence ef-
fectively combines the surface term and the stationary-
eddy divergence term of WS15.
We can take advantage of the relationship between
horizontal divergence and vertical velocity in Eq. (13) to
derive a simple approximation for P*2E* if we take [q]
3 The mass-weighted vertical integral of each field is linearly
interpolated from sigma to pressure coordinates at each time step
such that the interpolation conserves mass. This is necessary in
order to properly account for surface pressure fluctuations. Errors
when interpolating after time averaging are of order 0.1–0.2m yr21.
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out of the vertical integral. This can be done with the
integral mean value theorem, whereby
h[q]=
r
 ui5 [q
sfc
]h=
r
 ui
pi
(15)
for some level pi in the vertical domain.We calculate the
pressure pi for which Eq. (15) holds exactly at every grid
point in each simulation. The global-mean pi in the
reference climate is 860 hPa (orographic forcing) and
840hPa (equatorial heating). We then approximate this
relation by using one value, pi5 850 hPa, globally in
both experiments. The best-fit value of pi is shown ver-
sus latitude for all simulations in Fig. 8. The best-fit value
of pi in the subtropics and midlatitudes is seen to de-
crease as the climate warms and the depth of the tro-
posphere and the water vapor–scale height increase.
Equations (13) and (15) imply that zonal variation in
P2E is primarily determined by a product of the
zonal-mean surface specific humidity and the zonally
anomalous vertical motion at 850 hPa:
P*2E*’2
1
g
[q
sfc
]vj
850 hPa
* . (16)
This is shown for the reference simulations in Fig. 7. The
approximation captures all features of P*2E* in the
tropics and subtropics, up to 308 latitude. It starts to
break down at higher latitudes, but still generally cap-
tures the sign ofP*2E*. This approximation should not
be taken too literally directly over the mountain, where
the local qsfc is drastically different from the zonal mean.
It is undefined for a small region around the peak of the
mountain where the surface extends above 850 hPa. This
approximation is identical to that used in WS15 with
reanalysis data, despite slight differences in themoisture
budget decomposition.
FIG. 6. Moisture budget terms in the reference climate (a5 1) of (a) the Gaussian mountain experiment and (b) the equatorial heating
experiment: zonally anomalous net precipitation (P*2E*), the total zonally anomalous moisture flux convergence by stationary eddies
(2h=  u qi*), the zonally anomalousmoistureflux convergenceby transient eddies (2h=  u0q0i*), the divergent component of the stationary-eddy
moisture flux convergence (2hq=r  ui*), the advective component of the stationary-eddy moisture flux convergence (2hu  =qi*), and the net
zonally anomalous moisture tendency from transient-eddy moisture fluxes and stationary-eddy moisture advection (2hu  =q1=  u0q0i*). (See
Fig. 1 text for reference contour information.)
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b. Vorticity constraints on vertical motion
Stationary Rossby wave theory (e.g., Hoskins and
Karoly 1981) usually solves for the Rossby wave re-
sponse to zonally asymmetric topography or heating
in terms of a horizontal streamfunction. To un-
derstand how this horizontal flow is related to the
stationary-eddy vertical motion that determines
P*2E*, it is useful to analyze the zonally anomalous
vorticity equation. We focus on the zonally anoma-
lous vorticity budget below 850 hPa, which can be
written as
h f=  u1by1Ni
850 hPa
* 5=3 t*, (17)
where f is the Coriolis frequency, b5 df /dy, t is the
turbulent surface stress, and
N5 v  =z1 z=  u1 (=
x
 v)›
p
y2 (=
y
 v)›
p
u (18)
is the sum of all nonlinear (relative vorticity) terms. This
uses the fact that 850 hPa is above the Ekman layer
throughout the range of climates.
The terms of the vorticity equation in Eq. (17), weighted
by [qsfc]/f , are shown in Fig. 9, such that the plotted fields
are in units of meters per year. In this way, each term is a
contribution to P*2E*, as, for example,
2h[q]=  ui*’2[qsfc]
f
hf=  ui
850 hPa
* . (19)
FIG. 7. Moisture budget terms in the reference climate (a5 1) of (a) the Gaussian mountain experiment and
(b) the equatorial heating experiment: P*2E* and approximations to2hq=r  ui*, the dominant term determining
P*2E*. (See Fig. 1 text for reference contour information.)
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Note that this differs from2h[q]=r  ui* by an additional
term
(P*2E*)
orographic
[2hq=
r
 ui*1 hq=  ui*
’2h[q]=
r
 ui*1 h[q]=  ui*, (20)
arising from the difference in density weighting be-
tween the moisture and vorticity budgets. This term is
equivalent to the surface term defined in WS15. It
means that, in addition to the stationary-eddy vertical
velocities based on the vorticity budget, there is a
vertical velocity vsfc* 5 (usfc  =ps)*, which contributes
to P*2E* as surface moisture fluxes converge onto
sloped surfaces4:
(P*2E*)
orographic
’2
1
g
(q
sfc
v
sfc
* )*. (21)
This term is shown in Fig. 10 for the Gaussian mountain
experiment.
The dominant vorticity balance determining vertical
motion at 850 hPa in both experiments is through the
linear (planetary vorticity) terms and surface drag, a
combination of Sverdrup balance and Ekman pumping:
2hf=  ui
850 hPa
* ’ hbyi
850 hPa
* 2=3 t*. (22)
The nonlinear terms do not play a large role in the
orographic forcing experiments. The nonlinear terms
are more important in the tropical heating experiments
where they redistribute vorticity along the equator. This
agrees well with the analysis of reanalysis data in WS15,
where the nonlinear vorticity terms are seen to be
mainly important for redistributing vorticity within the
tropical Pacific.
The linear vorticity balance can be used to develop an
approximation for P*2E* that emphasizes the role of
the horizontal flow in stationary eddies:
P*2E*5
[q
sfc
]
f
(hbyi
850 hPa
2=3 t)*2
1
g
(q
sfc
v
sfc
* )*,
(23)
which is shown for the reference simulations in Fig. 7.
This approximation results in the interpretation that
regions of low-level poleward or cyclonic flow are
wetter than the zonal mean, while regions of low-level
equatorward or anticyclonic flow are drier than the
zonal mean. The individual components of this ap-
proximation, shown in Fig. 9, can be thought of sepa-
rately as the contributions of meridional motion and
surface drag to P*2E*. The orographic vsfc term
(Fig. 10) is only important over large gradients of surface
pressure, as exist immediately over topography.
The approximations for P*2E* developed here
[Eqs. (16) and (23), Fig. 7] can be used to understand
the response of P*2E* to climate change in these
experiments.
5. Mechanisms of zonally anomalous hydrological
cycle change
a. Thermodynamic and dynamic changes
The arguments of section 2 have already suggested
that changes in circulation are important for changes in
P*2E*. This conclusion is further strengthened by
looking at the change in the stationary-eddy vertical
velocity and its effect on P*2E* according to the ap-
proximation in Eq. (16). The change in this approxi-
mation explains most of the change in P*2E* (cf.
Fig. 11 and Fig. 3). The P*2E* change approximation
FIG. 8. Zonal-mean best-fit pi from Eq. (15) for (a) the Gaussian mountain experiment and (b) the equatorial
heating experiment. Note that values have been symmetrized about the equator for the equatorial heating
experiment.
4While it is a good approximation to use [q] in Eq. (20), [qsfc]
should not be used in Eq. (21), because qsfc has large spatial gra-
dients over topography due to spatial variation of surface pressure.
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can be split into thermodynamic and dynamic compo-
nents as
d(P*2E*)’2g21[q
sfc
]
0
dv
850 hPa
* (dynamic)
2 g21d[q
sfc
](v
850 hPa
* )
0
(thermodynamic)
2 g21d[q
sfc
]dv
850 hPa
* (product) ,
(24)
which are shown in Fig. 11. In most regions, the dynamic
change leads to a larger change in P*2E* than the
thermodynamic change. This is surprising since the dy-
namic change is not directly related to the increase in
atmospheric moisture content, which is large due to the
C–C relation (;35% in the tropics for the increase in
global-mean surface temperature of 5.7K shown in
Fig. 11). Not only is the thermodynamic change smaller,
but it is mostly out of phase with the full change. The
product of changes in moisture and vertical motion
(2d[qsfc]dv850 hPa* ) looks like the dynamic change, but is
approximately 3 times smaller, accounting for the in-
teractions of the;35% change in specific humidity with
the modified stationary-eddy circulations. In this way,
changes in P*2E* in these idealized experiments are
primarily determined by changes in v850 hPa* .
In comparing with P*2E* changes in the full climate
system, the idealizations of this setup should be kept in
mind. In particular, these idealized GCM simulations
have no land–sea thermal contrast or seasonal cycle.
FIG. 9. Moisture-weighted lower-tropospheric vorticity budget terms in the reference climate (a5 1) of
(a) the Gaussian mountain experiment and (b) the equatorial heating experiment. All terms are multiplied
by [qsfc]/f such that they show a contribution to P*2E*. Note that hNi* is computed as a residual of the other
terms. (See Fig. 1 text for reference contour information.)
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WS15 have examined the robustness of the vertical
motion approximation [Eq. (16)] over the seasonal cycle
in ERA-Interim reanalysis of the last 35 years.While the
divergent vertical motion term is still the dominant
contribution to P*2E*, stationary-eddy moisture ad-
vection and transient-eddy moisture fluxes become
more important seasonally, especially over regions of
ocean heat uptake/release in the high latitudes and over
North America. Southern North America is moistened
by transient eddies (relative to the zonal mean) in
December–February (DJF), and the west coast is kept
dry by stationary-eddy moisture advection in June–
August (JJA). Seager et al. (2014b) examines these
North American moisture balances for climate change
in CMIP5 models, finding that the winter P2E changes
are a superposition of transient-eddy changes, divergent
circulation changes, and dynamic and thermodynamic
advection changes and that the summerP2E changes on
the west coast are small due to a cancellation of ther-
modynamic and dynamic changes in stationary-eddy
moisture advection. However, an analogous analysis of
P2E in theMediterranean region shows the importance
of the divergent circulation changes (Seager et al. 2014a),
as in our idealized GCM analysis. In general, the value of
the vertical motion approximation for assessing P*2E*
changes is greatest in the tropics and subtropics away
from topography.
b. Changes in zonal variance of net precipitation
With an understanding of the importance of v850 hPa* for
changes in P*2E*, we return to the question of the dy-
namics controlling changes in amplitude of zonal hydro-
logical cycle variations, rms(P*2E*) (Figs. 4 and 5). To
study rms(P*2E*) over the full range of climates, we
average it over several latitude bands (Figs. 12). The change
in rms(P*2E*) in each latitude band can be compared to
the change in surface specific humidity (Fig. 12, blue lines),
which approximately follows the C–C relation.
The rms(P*2E*) equatorward of the topographic
forcing, between 108 and 308N (Fig. 12b), exceeds the
C–C surface specific humidity line in climates warmer
than the reference simulation (289-K global-mean sur-
face temperature), then returns to the C–C line before
decreasing in climates warmer than 304-K global-mean
surface temperature. The climate becomes more zonal
for these very warm climates, leading to the opposite
response of rms(P*2E*) from what would be expected
underwet gets wetter, dry gets drier. The change is similar
for rms(P*2E*) in the deep tropics of this experiment
(28, jfj, 108): it stays close to the C–C line before
decreasing rapidly in very warm climates (Fig. 12c). The
rms(P*2E*) in the Southern Hemisphere subtropics
(308–108S, Fig. 12d), resulting from tunneling of Rossby
waves across the equator, and in the midlatitudes in the
vicinity of topography (308–608N, Fig. 12a), are limited
by dynamic stationary-wave changes and do not increase
as rapidly as predicted from C–C.
The rms(P*2E*) in the deep tropics of the equatorial
heating experiment increases much more slowly than
expected from C–C (Fig. 12e). This results from a
slowdown of the Walker circulation, which helps to
satisfy global energetic constraints on the total upward
mass transport of the atmosphere (Betts 1998; Held and
Soden 2006; Vecchi and Soden 2007; Schneider et al.
2010). This slowdown of the Walker circulation is re-
flected in the rms(P*2E*) up to at least 308 latitude
(Fig. 12f). In the extratropics (308–608, Fig. 12g),
rms(P*2E*) increases somewhat more slowly than
surface specific humidity, as seen in Fig. 4, and stops
increasing beyond about 300-K global-mean surface
temperature. The dynamic limitation in themidlatitudes
of this experiment could result from an influence of the
Walker circulation on stationary eddies in midlatitudes,
or a local influence of the increased static stability.
Changes in rms(P*2E*) are well described by
changes in rms of the P*2E* approximation [Eq. (16)]:
rms(P*2E*)’
1
g
[q
sfc
]rms(v
pi
* ). (25)
This scaling is shown as dashed black lines in Fig. 12.
We choose pi separately for each latitude band to mini-
mize the difference between g21[qsfc]rms(vpi* ) and
rmsh[q]=  u*i, roughly following the zonal-mean pi
shown in Fig. 8. The scaling is only marginally more
successful when using a pi that varies with climate, so we
keep pi fixed for simplicity. The main influence of
changes in pi is on the subtropics of the orographic
forcing experiment, where almost all differences be-
tween the P*2E* variance and the approximation
based on the vpi* variance are due to the assumption of
FIG. 10. Orographic contribution to P*2E* in the Gaussian moun-
tain experiment, calculated here from 2h[q]=r  ui*1 h[q]=  ui*.
This term is already accounted for in the moisture budget ap-
proximation in Eq. (16), but must be added to an approximation
based on the vorticity budget in Eq. (23).
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fixed pi, because pi, the representative height for
condensation in vertical motion, moves upward with
warming.
Because the zonal-mean surface specific humidity is
not a representative value of specific humidity directly
over topography (the height of topography is compa-
rable to the water vapor–scale height), this scaling is
modified over topography to use the full surface spe-
cific humidity:
rms(P*2E*)’
1
g
rms(q
sfc
v
pi
* ), (26)
which is shown as a dashed black line in Fig. 12a. This
modificationmakes a noticeable difference here, but could
probably be avoided for topography that does not extend
above 850hPa or have such a large zonal scale. The dif-
ference between rms(qsfcvpi* ) and rms(P
*2E*) in mid-
latitudes shows that transient eddies increase P*2E*
variance in cold climates (i.e., through creation of a storm
track) and decrease variance in warm climates (through
downgradient moisture fluxes).
A scaling for rms(P*2E*) based on the linear vor-
ticity balance in Eq. (23),
rms(P*2E*);
[q
sfc
]
f
rms(hbyi
pi
* 1=3 t*), (27)
is shown as dash–dotted lines in Fig. 12. Again, we must
modify the scaling in the vicinity of large topography:
FIG. 11. Change in the scaling forP*2E*, d(2[qsfc]v850* )/g, from the reference climate (a5 1) to the climate with
1.4 times the optical depth (a5 1:4). (a) Gaussian mountain experiment. (b) Equatorial heating experiment. The
changes are split into a thermodynamic component, based on changes in [qsfc], a dynamic component, based on
changes in v850* , and a product of these changes. (See Fig. 1 text for reference contour information.)
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rms(P*2E*);
1
f
rms

q
sfc

hbyi
pi
* 1=3 t*2
f
g
v
sfc
*
	
.
(28)
This scaling is also successful at all latitudes, especially
in the subtropics, where nonlinear vorticity tendencies
are small.5 It is surprising that these scalings are suc-
cessful for the midlatitudes of the orographic forcing
experiment, where transient-eddy moisture tendencies
are most significant. This success comes from the
orographic vertical velocity term [rms(qsfcvsfc* ), red
line in Fig. 12a], which explains a large portion of the
variance.
The dynamic components of the precipitation variance
scalings in Eqs. (25), (26) and (27), (28) are shown in
Fig. 13. In the orographic forcing experiment, stationary-
eddy vertical motion changes nonmonotonically, with a
slight increase in variance with warming through the
colder climates and a strong decrease in variance in the
warmest climates (Figs. 13a–c), especially in midlatitudes.
This reflects thevsfc* variance (dashed line, Fig. 13a), which
is responsible for forcing the topographic stationary wave
through adiabatic heating and cooling on the topographic
slope. The vertical-motion variance in the Southern
Hemisphere subtropics (Fig. 13d) behaves differently,
decreasingwithwarming throughout the range of climates.
The stationary-eddy vertical-motion changes in the
equatorial heating experiment show the weakening of
FIG. 12. Root zonal hydrological cycle variance, rms(P*2E*), within a latitude band (solid line with circles) and scalings for it based on
the flow divergence below pi (dashed line), based on the linear vorticity balance, vvort* 5 hbyipi* 2=3 t*2 fvsfc* (dash–dotted line), and
based on vsfc* over topography (red dashed line). The approximately exponential change in rms(P
*2E*) expected from a purely ther-
modynamic change of surface specific humidity is shown as a blue line. Averages over (a) 308–608N, (b) 108–308N, (c)628–108, and (d) 308–
108S in the Gaussian mountain experiment and (e) 628–108, (f) 6108–308, and (g) 6308–608 in the equatorial heating experiment. The
pressure pi (shown above each subpanel) is chosen for each latitude band separately as described in the text.
5 The nearest grid point to the equator in each hemisphere is
excluded from this analysis because it causes problems with the
vorticity-budget scaling due to strong nonlinear vorticity tenden-
cies (cf. Fig. 9).
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the Walker circulation and other tropical overturning
circulations (Figs. 13e,f), which has been pointed out as a
robust response to global warming (Held and Soden
2006; Vecchi et al. 2006; Vecchi and Soden 2007). Ver-
tical motion variance also decreases in midlatitudes of
the equatorial heating experiment (Fig. 13g) due to a
combination of tropical Rossby wave source changes
and changes in midlatitude isentropic slopes.
The key unanswered questions in understanding how
the zonally anomalous hydrological cycle responds to
global warming lie in understanding the stationary-eddy
vertical-motion response. The response can mostly be
understood from the perspective of a combined
Sverdrup and Ekman balance [Eq. (28); squared lines in
Fig. 13], relating the vertical motion to the lower-
tropospheric meridional motion, surface wind stress
curl, and surface vertical velocity. The question of how
rms(vpi* ) responds to climate change is thus also a
question of how the lower-level horizontal flow in sta-
tionary eddies responds to climate change. We discuss
some of the dynamical questions raised by these ex-
periments in the next section.
6. Discussion
The moisture budget decomposition of section 4 al-
lows the change in P*2E* in these two idealized
model experiments to be understood in terms of sim-
ple thermodynamic changes and changes in lower-
tropospheric stationary-eddy vertical motion. It is thus
important to understand why lower-tropospheric sta-
tionary-eddy vertical motion changes as it does with cli-
mate change. The lower-level vorticity balance implies
that most of these vertical motion changes are associ-
ated with changes in lower-tropospheric stationary-eddy
horizontal motion. We thus discuss changes in the
FIG. 13. Contribution to the scalings of Fig. 12 from rms(vpi*) (circles) and the estimate of rms(vpi*) based on vvort* 5hbyi
pi
* 2=3 t*2 fvsfc* (squares) are shown for (a) 308–608N, (b) 108–308N, (c) 628–108, and (d) 308–108S in the Gaussian mountain
experiment and (e)628–108, (f)6108–308, and (g)6308–608 in the equatorial heating experiment. Also shown in (a) is rms(vsfc* ) (dashed
line), which determines much of the lower-tropospheric vertical velocity variance over topography. The pressure pi is the same as in the
corresponding experiment and latitude band in Fig. 12.
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lower-tropospheric manifestation of stationary eddies in
these experiments.
While several studies have analyzed the stationary-
eddy response to climate change using realistic forcing
(Stephenson and Held 1993; Brandefelt and Körnich
2008; Simpson et al. 2014, 2016), the advantage of the
idealized GCM experiments presented here is that we
can separately analyze the Rossby wave response asso-
ciated with topographic forcing and equatorial heating.
We have already seen how these two types of forcing
give different circulation responses to climate change in
Fig. 13. We would like to understand which changes in
the idealized climate with orographic forcing lead to an
increase and then decrease of rms(vpi* ) with warming
and which changes in the idealized climate with a
Walker circulation lead to a decreasing rms(vpi* )
throughout the range of climates. We will restrict our-
selves to a qualitative discussion here. A detailed
quantitative analysis can be found in Wills (2016) and
the associated forthcoming work.
a. Orographic forcing
A linear quasigeostrophic analysis of the response of
stationary waves to topographic forcing identifies the
low-level zonal wind as a key factor controlling the
magnitude of response (Hoskins and Karoly 1981; Held
and Ting 1990). The interaction of surface winds with a
mountain of height h creates a vertical velocity
wsfc5 usfc  =h. The generation of the orographic vertical
velocity wsfc is dominated by the zonal-mean zonal wind
component, [usfc]›xh, which responds nonmonotonically
to climate change in these experiments, mirroring non-
monotonic changes in transient-eddy momentum-flux
convergence (Levine and Schneider 2011). The adia-
batic heating/cooling induced by this vertical velocity is
primarily balanced by meridional advection, inducing a
stationary-eddy wind y*. The amplitude response of the
resulting stationary wave to warming will thus depend
on wsfc, the thermodynamic structure of the atmosphere
(i.e., meridional temperature gradients and static sta-
bility), and diabatic tendencies such as latent heating.
b. Walker circulation
The slowdown of the tropical overturning circulations,
such as Walker circulations, with global warming is ro-
bust across many types of models and observations
(Held and Soden 2006; Vecchi et al. 2006; Vecchi and
Soden 2007; Merlis and Schneider 2011). Global ener-
getic constraints on evaporation/precipitation lead to a
reduction of the strength of overturning circulations
globally in response to increases in the surface specific
humidity or its lapse rate (Betts 1998; Held and Soden
2006; Vecchi and Soden 2007; Schneider et al. 2010).
Zonally anomalous circulations in the tropics make up
40% of the total overturning of the atmosphere in the
equatorial heating experiments (calculated from the
upward portion of v500), so the naive assumption would
be that they account for 40% of the decrease in over-
turning resulting from energetic limitations. As pointed
out by Held and Soden (2006) and Vecchi and Soden
(2007), it is not unreasonable to think that even more of
the decrease in overturning will be concentrated in the
zonally anomalous circulations, since zonal-mean cir-
culations (e.g., the Hadley cell) have to obey angular
momentum constraints as well as energetic constraints.
But the global energetic constraints do not provide a
quantitative theory for the strength of zonal overturning
circulations in particular. Local constraints can be ob-
tained from the moisture budget, based on small
changes in moisture-flux convergence (Merlis and
Schneider 2011), or from the MSE equation, based on
increasing gross moist stability with warming and the
corresponding increased energetic requirements of deep
convection (Chou and Neelin 2004).
c. Midlatitude isentropic slopes
An additional balance relating vertical and meridio-
nal motion in the extratropics exists through the ther-
modynamic equation, where meridional advection
balances vertical advection of potential temperature in
the absence of significant diabatic effects. In this way,
stationary-eddy vertical velocities are related to stationary-
eddy meridional velocities and the slope of isentropes.
The reduction of isentropic slopes with warming pro-
vides another means for decreasing stationary-eddy
vertical velocities, even without changes in the hori-
zontal circulation. This mechanism contributes to the
decrease of rms(vpi* ) in the Southern Hemisphere sub-
tropics of the Gaussian mountain experiment (Fig. 13d)
and in the midlatitudes of the equatorial heating experi-
ment (Fig. 13g).
d. Upper-level wind
Because of the large range of climates simulated in
these experiments, there are large changes in the upper-
level winds. Rossby wave theory tells us that this could
lead to changes in the wavenumber of Rossby waves that
are stationary (Hoskins and Karoly 1981; Held 1983).
However, due to the large zonal scale of the topographic
and ocean heat-flux forcing used here, the dominant
wavenumbers forced (k5 1–4) are stationary through-
out the range of climates. The upper-level wind changes
exert an influence on the spatial distribution of stationary-
eddy circulations, but the amplitude is found to be con-
trolled primarily by dynamics of the forcing regions,
discussed above.
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7. Conclusions
Based on moist idealized GCM simulations with
zonally varying boundary conditions, we can draw sev-
eral conclusions about how stationary eddies and zonal
variations in the hydrological cycle respond to climate
change:
1) Changes in P*2E* are primarily determined by
changes in lower-tropospheric stationary-eddy
vertical motion.
2) Changes in stationary-eddy circulations are large
such that wet gets wetter, dry gets drier ideas do not
apply locally.
3) The zonal-mean spatial variance of P*2E* in-
creases with climate change at a rate near that
determined by the Clausius–Clapeyron equation
for climates with near-modern surface temperatures
when stationary eddies are forced by midlatitude
topography.
4) Topographic forcing has a reduced influence on
zonal variations of the hydrological cycle for tem-
peratures greater than 305K in these simulations.
5) The zonal-mean spatial variance of P*2E* hardly
changes with climate change when stationary eddies
are forced by equatorial heating, implying a strong
weakening of the Walker circulation and other di-
vergent stationary-eddy circulations with warming.
The zonal-mean spatial variance ofP*2E* in the real
world will be some combination of changes forced by
equatorial heating, topography, as well as other sources
such as subtropical heating (Levine and Boos 2016,
manuscript submitted to J. Climate) and land–sea ther-
mal contrast (Shaw 2014). It remains an open problem to
understand how the zonally asymmetric hydrological
cycle in the real world responds to climate change in the
presence of all of these different forcings.
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