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Spin and orbital effects in a 2D electron gas in a random magnetic field.
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Using the method of superbosonization we consider a model of a random magnetic field (RMF)
acting on both orbital motion and spin of electrons in two dimensions. The method is based on
exact integration over one particle degrees of freedom and reduction of the problem to a functional
integral over supermatrices Q(r, r′). We consider a general case when both the direction of the RMF
and the g-factor of the Zeeman splitting are arbitrary. Integrating out fast variations of Q we come
to a standard collisional unitary non-linear σ-model. The collision term consists of orbital, spin and
effective spin-orbital parts. For a particular problem of a fixed direction of RMF, we show that
additional soft excitations identified with spin modes should appear. Considering δ-correlated weak
RMF and putting g = 2 we find the transport time τtr. This time is 2 times smaller than that for
spinless particles.
PACS: 72.15.Rn, 73.20.Fz, 73.23.Ad
I. INTRODUCTION
Models of a random magnetic field (RMF) acting on
electrons in two dimensions are intensively studied in
mesoscopic physics. There are direct experiments on
high-mobility heterostructures subjected to a magnetic
field of randomly pinned flux vortices in a type-II su-
perconducting gate1, type-I superconducting grains2 or a
demagnetized ferromagnet3. For theoreticians, the RMF
models are important as an example of systems with an
interaction reduced to a gauge field. These models arise
in theory of composite fermions in the fractional quantum
Hall effect near half-filling4 as well as in a description of
doped Mott insulators5.
From the theoretical point of view, one of the most in-
teresting tasks in the study of any model with a disorder
is to determine the large scale behavior of electrons and
find universal properties of the model. In doing so, one
may come either to a metal or insulating behavior. In
the latter case electron wave finctions should be local-
ized. In the context of the RMF models the localization
have been discussed in many numerical works, which re-
sulted in three different conclusions: a) localization of
all the states6−8; b) existence of a band of delocalized
states9−14; c) localization of all the states except those
in the band center15−17.
Analytically, the RMF models were studied by the
standard diagrammatic technique18 as well as using dif-
ferent non-linear σ-models18−21. The final conclusion
drawn by using the methods was that the RMF models
belonged to the usual unitary class of universality with
localization in two dimensions (provided the correlations
of the RMF 〈BqB−q〉 at small q → 0 increase slower than
1/q2 , Ref.20).
Ususally, when deriving the proper σ-model for the
RMF problems one uses the standard scheme22 based on
the saddle-point approximation. Calculations presented
in Refs.18−20 are performed in this way. From the point
of view of the conventional perturbation theory this ap-
proximation corresponds to the self-consistent Born ap-
proximation (SCBA), which is not good for a long range
disorder. The same approximation has been used in the
diagrammatic approach of Ref.18.
In addition to the difficulty of a description of the long
range disorder, the standard scheme is not convenient
for a generalization of the RMF model for the case when
spin degrees of freedom are important. This is because
the effect of the magnetic field on the orbital electron mo-
tion is accounted for by adding a vector potential in the
Hamiltonian, whereas the interaction with the electron
spin is described by the magnetic field itself. As the cor-
relations of the vector potentials and the magnetic fields
are different, it is not easy to consider both the effects on
equal footing.
Partly this problem has been resolved in a recent
paper23 for free electrons in 2D with the g-factor g = 2
and a magnetic field perpendicular to the plane. Un-
fortunately, a mathematical trick of replacing the initial
Hamiltonian by a Dirac Hamiltonian used in that paper,
which was the basis of the suggested calculation scheme,
can be applied only for this particular system.
Another analytical method suggested in Ref.21 enables
one to avoid using the saddle-point approximation and
to obtain a ballistic σ- model applicable at all distances
down to the Fermi wavelength λF . This method is based
on using quasiclassical equations of motions which con-
tain not the vector potential but the magnetic field only.
As the vector potential itself does not enter the ballsitic
σ-model one can include rather easily the Zeeman term
without extra assumptions about the value of the g-factor
and the direction of the magnetic field. However, this is
still not the most general method because it is essentially
based on the quasiclassical approximation and therefore
short range correlations of the magnetic field cannot be
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considered.
In the present paper we use a new method of super-
bosonization suggested recently24. The method is based
on the exact integration over the one particle motion and
reformulation of the initial fermionic problem in terms of
a functional integral over supermatrices Q(r, r′). As it
has been shown in Ref.24, in the quasiclassical regime
(smooth disorder and lengths larger than λF ) the ma-
trix Q(r, r′) corresponds to the matrix Qn(r) of Ref.
25.
The method of the superbosonization has several advan-
tages. First, it uses neither saddle-point nor quasiclas-
sical approximations and is exact. Both short and long
range disorder can be considered on its basis. Second,
integration over one particle motion is carried out before
disorder averaging. The latter enables one to consider
interaction effects related to the random scattering more
carefully. Finally, the method results in a simple expres-
sion for the energy in terms of the matrices Q(r, r′) and
makes the disorder averaging a rather simple procedure.
The new theory is invariant with respect to rotations
of the matrix Q(r, r′) in the superspace provided they
commute with the Hamiltonian Hˆ . This makes possible
separation of the massive modes from the soft ones and
we can integrate them out. We show that this proce-
dure is justified only in the regime when the scattering
effects do not result in a strong coupling between elec-
trons. For the short range disorder this is so over dis-
tances exceeding the correlation length of the disorder
(or the Fermi wavelength λF ) whereas for the smooth
disorder the coupling becomes sufficiently weak beyond
the Lyapunov length. The latter case was discussed in
many details in Refs.26,27.
The low energy theory found is described by a ballis-
tic nonlinear σ- model with a collision term. This term
consists of three parts that can be related to the orbital,
spin and some effective spin-orbital scattering. Similarly
to the model with magnetic impurities (see Ref.22), the
second scattering results generally in the relaxation of
all spin modes. At the same time, we show that in the
model with a fixed direction of RMF an additional soft
mode corresponding to fluctuations of the spin along the
field should appear. Finally, using standard method of
integrating out the angle modes we come to the conven-
tional unitary diffusive σ- model and find the transport
time τtr.
The paper is organized as follows. In Sec.II we discuss
the superbosonization procedure and give an alternative
derivation of superbosonized theory. At the end of the
section we discuss symmetry properties of the obtained
model and derivartion of the non-linear σ- model.
In Sec.III we introduce the main definitions of RMF
model involved, derive the σ- model valid in the colli-
sional regime and discuss conditions of its applicability.
In Sec.IV the same problem is considered in the dif-
fusive limit. We calculate with the help of the obtained
diffusive σ-model the transport time and the spin suscep-
tibility.
II. SUPERBOSONIZATION AND DERIVATION
OF THE σ-MODEL.
Below we consider a two-dimensional (2D) electron gas
placed in a static inhomogeneous magnetic field. The
field is assumed to act both on the orbital motion and
electron spin. Our consideration is based on the new
method of superbosonization proposed in recent paper24.
This method uses exact integration over electron degrees
of freedoms and reformulation of the problem in terms of
integrals over supermatrices with a rotational symmetry
(nonlinear σ-model).
Before starting the study of RMF problem we would
like to give alternative derivation of the superbosonized
model. Although, the scheme of the derivation presented
in Ref.24 is straightforward and exact, the final repre-
sentation of the Green functions in terms of a functional
integral over the supermatrices can be obtained even in
a more simple way. Following the standard way (see the
book22) we introduce first a generating functional Z[a]:
Z[a] =
∫
exp
(−La[ψ])Dψ (2.1)
where the Lagrangian La[ψ] has the form
La[ψ] = −i
∫
ψ¯(r)
(
Hˆr − ǫ+ ω
2
+
ω + iδ
2
Λ
)
ψ(r)dr +
i
∫
ψ¯(r)a(r, r′)ψ(r′)drdr′, (2.2)
Hˆr is Hamiltonian of the initial model (we write it below)
and ψ(r) is a supervector. The conjugated supervector
ψ¯(r) is related to ψ(r) according to the following defini-
tion:
ψ¯(r) = (Cψ)T (r) (2.3)
The structure of the supervectors ψ(r), ψ¯(r) as well as the
form of the matrix C depends on the problem involved
(for details see Ref.22). For the problem of electrons with
spin considered below ψ(r) should be a 16-component su-
pervector.
The Lagrangian La[ψ], Eq.(2.2), differs from the con-
ventional one by the presence of the source a(r, r′). In
general, the source term is for the problem considered an
arbitrary 16× 16 supermatrix depending on two coordi-
nates r, r′. Differentiating in elements of this matrix one
can obtain various correlation functions. For example,
the level-level correlation function R(ω) can be written
as
R(ω) =
1
2
− 1
2(πνV )2
lim
α1,α2=0
Re
∂2
∂α1∂α2
Z[a] (2.4)
provided the source a(r, r′) is taken in the following form
a(r, r′) = aˆ(r)δ(r − r′)
2
aˆ(r) =
(
αˆ1 0
0 −αˆ2
)
, αˆ1,2 =
α1,2
2
(1− k), (2.5)
k = ±1 in fermionic and bosonic blocks respectively. As
supermatrix ψα(r)ψ¯β(r
′) is self-conjugated one may con-
sider only self-conjugated sources:
a¯(r, r′) ≡ CaT (r′, r)CT = a(r, r′) (2.6)
Sources with constraint Eq.(2.6) have minimal number of
elements required when finding an arbitrary correlation
function.
The integral defined in Eqs.(2.1), (2.2) is gaussian and
can be readily calculated:
Z[a] = exp
(
1
2
Str ln
[
Hˆ − ǫ+ ω
2
+
ω + iδ
2
Λ− a
])
(2.7)
The logarithmic derivative of the partition function Z[a],
Eq.(2.7), in a is a matrix Green function G(r, r′):
δ lnZ[a]
δa(r, r′)
=
i
2
G(r, r′) (2.8)
satisfying the following equation
(
Hˆr − ǫ+ ω
2
+
ω + iδ
2
Λ− a
)
G(r, r′) = iδ (r− r′)
(2.9)
Calculating the Green function G(r, r′) from Eq. (2.9)
and using Eq.(2.8) one can find the partition function
Z[a], Eqs.(2.1),(2.7).
What we want to show now is that the Green function,
Eq. (2.9), can be represented exactly as an integral over
supermatrices Q (r, r′) in the following form
G(r, r′) = Z˜−1[a]
∫
Q(r, r′) exp
(−Fa[Q])DQ (2.10)
where Z˜[a] is a new partition function
Z˜[a] =
∫
exp
(−Fa[Q])DQ (2.11)
and the functional Fa[Q] has the form
Fa[Q] =
i
2
Str
∫ (
Hˆr − ǫ+ ω
2
+
ω + iδ
2
Λ
)
×
δ(r− r′)Q(r, r′)drdr′+ (2.12)
1
2
Str lnQ− i
2
Str
∫
a(r, r′)Q(r′, r)drdr′
Supermatrix Q(r, r′) in the integral Eq.(2.10) is not arbi-
trary and should have a certain structure. First, it must
be self-conjugated:
Q¯(r, r′) = Q(r, r′) (2.13)
to provide the same for the result of the integration in
Eq.(2.10).
Second, the structure of the supermatrix Q(r, r′)
should be defined such that the energy Fa[Q], Eq.(2.12),
would have a minimum. One can show that this takes
place if Str(Q2) is non-negative. The latter requirement
is fulfilled for the supermatrices with the following con-
straint:
Q⊥(r, r
′) = KQ+
⊥
(r′, r)K, K =
(
1 0
0 k
)
, (2.14)
where Q⊥ = (1/2)Λ[Λ, Q], k is the same as in Eq.(2.5).
Relation (2.14) will be used below when formulating the
structure of a σ model.
Eqs. (2.10-2.12) have been suggested in Ref.24 and we
want to demonstrate now a simpler way of their deriva-
tion. In order to prove Eq.(2.10) we write the following
identity
−2iZ˜−1[a]
∫ [∫
δ exp
(− 12Str lnQ)
δQ(r′′, r)
Q(r′′, r′)dr′′
]
×
exp
(
− i
2
Str
[
Hˆ − ǫ+ ω
2
+
ω + iδ
2
Λ− a
]
Q
)
DQ =
= iδ(r− r′), (2.15)
and integrate over Q by parts. The derivative δ/δQ
should act now on both Q and the exponential. At this
point, the supersymmetry plays a crucial role. Differenti-
ating first the supermatrix Q we obtain the supermatrix
product (δ/δQ)Q. As the number of the anticommuting
variables in the sum over the matrix elements is equal to
the number of the boson ones and the derivatives have
the oposite signs, this matrix product vanishes. Differ-
entiating the exponential only we come to the following
equation:
Z˜−1[a]
∫
dr′′
(
Hˆ − ǫ+ ω
2
+
ω + iδ
2
Λ− a
)
(r, r′′)×
∫
Q(r′′, r′) exp
(−Fa[Q])DQ = iδ(r− r′) (2.16)
Eq. (2.16) proves immediately that the integral Eq.(2.10)
does satisfy Eq.(2.9) and we have really the alternative
representation of the Green function in terms of an inte-
gral over the supermatrices Q.
Integrating Eq.(2.10) over the source a(r, r′) we con-
clude that partition functions Z[a], Eqs.(2.1, 2.7) and
Z˜[a], Eq.(2.11), are proportional to each other with a
coefficient that is independent of the source. Putting
a(r, r′) = 0 in the definitions of the both functions and
finding that Z[a = 0] = Z˜[a = 0] = 1 due to supersym-
metry we come to the equality:
3
Z[a] = Z˜[a] (2.17)
We emphasize that the relation (2.17) is exact and does
not depend on the form of the Hamiltonian Hˆr, Eq.(2.2),
and the source a(r, r′) provided both the partition func-
tions are defined in Eqs.(2.1), (2.11) in terms of the su-
perintegrals.
In the low energy limit, the field theory specified by
Eq.(2.12) can be reduced to an effective nonlinear σ-
model24. A possibility of this reduction is related to the
invariance of the free energy functional Fa with respect
to the rotations of the supermatrix Q
Q→ V QV¯ (2.18)
for the case when the unitary matrix V V¯ = 1 commutes
with the Hamiltonian Hˆ , Eq.(2.2). This means that the
low energy limit of the model is determined by rotations
V with small values of commutator [Hˆ, V ]. For differ-
ent problems the smallness of the commutator can be
provided by imposing on the rotations V different condi-
tions. For RMF model we discuss this point at the end
of the section III.
In order to reduce the general formula, Eq.(2.12), to
a σ- model containing only the rotations V we represent
the supermatrix Q in the form
Q = V qV¯ , V V¯ = 1 (2.19)
where q is a diagonal matrix [q,Λ] = 0. One can impose
the condition V Λ = ΛV¯ to fix the gauge freedom re-
lated to the invariance of the definition, Eq.(2.19), with
respect to the replacement V → V v, where [v,Λ] = 0.
The spectrum of fluctuations of the matrix q has a gap
and they can be considered using the saddle-point ap-
proximation. Substitution of Eq.(2.19) into the free en-
ergy functional, Eq.(2.12), and integration over q carried
out in the quadratic in fluctuations of q approximation
results in the following expression for the effective free
energy functional
F [V ] =
i
2
Str
(
V¯
[
Hˆ +
ω + iδ
2
Λ, V
]
g
)
− 1
4
Str
(
V¯ [Hˆ, V ]g
)2
,
(2.20)
where g is the Green function, Eq. (2.9), in the absence of
the source a = 0. This expression has been first obtained
in Ref.24 and is just the first two terms of the expansion of
the free energy functional in powers of the commutator
[Hˆ, V ]. As it has been shown in Ref.24, this approxi-
mation is sufficient if the scattering is rather weak. We
use Eq.(2.20) as the starting point for the study of RMF
problem and consider the limit of a weak field.
III. RMF: FORMULATION OF THE PROBLEM.
REDUCTION TO COLLISIONAL σ-MODEL.
In order to take into account the spin of the electrons
one should double the number of variables and consider
in Eqs.(2.1), (2.2) 16-component supervectors ψ(r). The
most convinient choice for their structure is as follows
(see also22):
ψ =
(
ψ1
ψ2
)
, ψm =
(
ϑm
vm
)
,
ϑm =
1√
2
(
χm∗
iσyχ
m
)
, vm =
1√
2
(
Sm∗
iσyS
m
)
(3.1)
where m = 1, 2 divides the supervector space into ad-
vanced (A) and retarded (R) subspaces; χm, Sm are anti-
and commuting 2-component vectors in spin space, σy is
the second Pauli matrix. The matrix C that determines
the charge conjugation is written now as
C = Λ ⊗
(
c1 0
0 c2
)
c1 =
(
0 iσy
iσy 0
)
, c2 =
(
0 −iσy
iσy 0
)
(3.2)
where the matrix Λ is the third Pauli matrix in the
advanced-retarded space. Below we use also the matrix
τ3 = ±1 in the time-reversal space and Σ = τ3 ⊗ σ,
σ = (σx, σy, σz). Using these definitions we write the
Hamiltonian Hˆr, Eq.(2.2), as follows
Hˆr =
1
2m
[
−i∇r − e
c
τ3A(r)
]2
− ǫF − g
2
µBB(r)Σ, (3.3)
µB = e/(2mc), g is a factor that determines the Zeeman
splitting. In Ref.23 the authors put g = 2 and assumed
that the magnetic field B(r) was perpendicular to the
plane of electron gas. This was the only case when the
mathematical trick used in that paper and based on re-
placing the initial Hamiltonian (3.3) by the Dirac Hamil-
tonian could be realized. In the present paper, using
the new scheme of the calculations we consider a more
general case with an arbitrary value of g-factor and the
direction of the magnetic field.
As mentioned previously, we consider the limit of a
weak magnetic field. This assumption implies that the
corresponding radius RH of the cyclotron motion RH =
vF (eB/mc)
−1, vF is Fermi velocity, is larger than other
characteristic lengths. Then, considering electrons in a
region with sizes smaller than RH one can choose the vec-
tor potentialA(r) such that it would be small everywhere
in this region. The smallness of the vector potential al-
lows one to represent the Hamiltonian Eq.(3.3) as the
sum of the main part Hˆ0 and a small perturbation δHˆ
Hˆr = Hˆ0r + δHˆr, Hˆ0r = −∇r
2
2m
− ǫF ,
4
δHˆr = i
e
mc
τ3A(r)∇r + e
2
2mc2
A2(r)− g
2
µBΣB(r) (3.4)
We choose for the vector potential the following gauge:
divrA(r, z = 0) ≡ ∂xAx(r, z = 0) + ∂yAy(r, z = 0) = 0,
Az(r, z = 0) = 0,
r is coordinate on the plane of electron gas. This gauge
corresponds to the well-known London gauge in the su-
perconductivity theory.
The next step in the calculation is to average the par-
tition function Z[a] =
∫
exp
(−F [V ])DV with F [V ] from
Eq.(2.20) over the random magnetic field. In the present
paper we take a gaussian distribution of the field with
the pair correlation
〈Bi(r)Bj(r′)〉 = 2
(mc
e
)2
wij(r− r′) (3.5)
The free energy F [V ], Eq.(2.20), is written in a somewhat
implicit way. In order to reduce it to a more explicit way
we use the Wigner representation.
For any matrix O it is defined as:
O(r + ρ/2, r′ − ρ/2) =
∫
Op(r)e
ipρdp (3.6)
The product of two operators Oˆ1, Oˆ2 can be written in
the Wigner representation in the following form:
O1p(r) ∗Q2p(r) =
O1p(r) exp
[
i
2
(←−∇r−→∇p −←−∇p−→∇r
)]
O2p(r) (3.7)
The new operation ∗ introduced in Eq.(3.7) has all prop-
erties of the usual matrix product. In particular, it is
associative.
Using the Wigner representation we expand Eq.(2.20)
in δHˆ and regard only terms up to the second order
F [V ] = F0[V ] + F1[V ] + F2[V ], (3.8)
where r.h.s. is the sum of terms of the zeroth, first and
second order in the field, respectively. Below we present
an explicit calculation of the zeroth term only. Calcula-
tion of the other terms can be carried out in the same
way.
The zeroth order term F0[V ] takes the form
F0[V ] =
i
2
Str
(
V¯ [H0, V ] g0
)− 1
4
Str
(
V¯ [H0, V ]g0
)2
,
H0 = pˆ
2
2m
− ǫF + ω + iδ
2
Λ (3.9)
g0p is the Fourrier transformed Green function Eq.(2.9)
in the absence of the field, A = 0 and the source a = 0.
We find the commutator [H0, V ] and write it in the
Wigner representation as
i[H0, V ] = p∇r
m
Vp(r) +
i(ω + iδ)
2
[Λ, Vp(r)] (3.10)
Eq.(3.10) contains a small frequency ω and the gradi-
ent ∇rVp(r). Being interested in variations at distances
much exceeding the wave lentgh we neglect the second
term in Eq.(3.9). In the same approximation one may
replace the “star product” ∗ Eq.(3.7) by the usual one
and write the first term in Eq.(3.9) as follows
F0[V ] =
1
2
∫
V¯p(r)
[
p∇r
m
+
i(ω + iδ)
2
Λ
]
Vp(r)g0pdrdp,
(3.11)
The Green function g0p has a sharp peak at the Fermi
surface, whereas the function Vp is smooth. Therefore,
one may replace in Eq.(3.11) the momentum p by its
value at the surface: p → pFn, consider separately the
integration over the absolute value |p|, which is equiva-
lent to integration over ξ = p2/2m− ǫF , and unit vector
n = p/p. Making the replacement dp → νdξdn and
carrying out the integration over ξ only in the Green
function g0p we have∫
g0pdξ = i
∫ [
ξ − ǫ+ ω
2
(1 + Λ) + iδΛ
]−1
dξ = πΛ
(3.12)
Using Eq.(3.12) we come to the following result for F0,
Eq.(3.11)
F0[V ] =
πν
2
Str
∫
ΛV¯n(r)
(
vFn∇r + i(ω + iδ)
2
Λ
)
Vn(r)drdn,
(3.13)
This expression is just the usual kinetic term of the bal-
listic σ-model with the matrix Qn = VnΛV¯n. In order to
take into consideration the scattering one should calcu-
late the rest terms F1[V ], F2[V ] of Eq.(3.8).
In the main in small commutator [H0, V ], Eq.(3.10),
approximation the term F1[V ], Eq.(3.8), may be written
in the following form:
F1[V ] =
i
2
Str
(
V¯ [δH, V ]g0
)
(3.14)
Using the Wigner representation and neglecting high gra-
dients of the matrices Vp(r), V¯p(r) we find with the help
of Eq. (3.4)
F1[V ] = i
e
2mc
Str
∫
eiqr [−τ3pA(q) − (g/4)ΣB(q)]×
Vp− q
2
(r)g0pV¯p+ q
2
(r)drdpdq, (3.15)
5
In Eq.(3.15), we disregard the term (e2/2mc2)A2(r) in
δHr, Eq.(3.4), because it results in small in the magnetic
field corrections. Moreover, considering large distances
and therefore assuming that the matrices Vp(r) vary in
space slower than the vector potentialA(r) and magnetic
field B(r) we conclude that the functional F1[V ] should
be self-averaging and vanish. Thus, only term F2[V ] in
the expansion Eq.(3.8) gives a contribution related to the
scattering in the RMF. In the main order it reads:
F2[V ] = −1
2
Str
(
V¯ [δH, V ]g0δHg0
)−1
4
Str
(
V¯ [δH, V ]g0
)2 ≈
−
( e
2mc
)2
Str
∫
[−τ3pA(q) + (g/4)ΣB(q)]×
Vp− q
2
(r)g0p− q
2
V¯p+ q
2
(r) [−τ3pA(q′) + (g/4)ΣB(q′)]×
V
p−
q′
2
(r)g
0p− q
′
2
V¯
p+ q
′
2
(r)ei(q+q
′)rdrdpdqdq′ (3.16)
Eq.(3.16) can be easily averaged over the magnetic field.
Noticing again that g0p is a sharp function of the mo-
mentum p at the Fermi surface and using Eq.(3.5) we
come to the σ model with the following effective energy:
F [Qn] = Fkin[Qn] + Forb[Qn] + Fsp[Qn] + Fsp−orb[Qn],
where Fkin[Qn] determines ballistic (or free) propagation
and coincides with F0[Qn] Eq.(3.13) whereas the other
terms are related to three types of scattering which can
be called as orbital, spin and spin-orbital, respectively:
Forb[Qn] = − (πν)
2
8
Str
∫
1 + n1n2
1− n1n2wzz(n1 − n2)
×Qn1(r)Qn2(r)drdn1dn2, (3.17)
Fsp[Qn] = − (πν)
2
2
Str
∫ (g
4
)2
wij(n1 − n2)×
Qn1(r)σiQn2(r)σjdrdn1dn2, (3.18)
Fsp−orb[Qn] = − (πν)
2
2
Str
∫ (
i
g
4
) [n1 × n2]z
1− n1n2 wzj(n1 − n2)
× σjQn1(r)Qn2(r)drdn1dn2, (3.19)
where wij(n1−n2) is Fourrier transformation of the cor-
relation function Eq.(3.5) for the momentum difference
q at the Fermi surface q = pF (n1 − n2) and the sum
over i, j is implied in Eqs.(3.18), (3.19). The last term,
Eq.(3.19), corresponding to an effective spin-orbital scat-
tering describes correlations between the orbital and
spin scattering. The functional Forb[Qn], Eq.(3.17), has
been previously obtained in Ref.20. Let us remind that
Qn = VnΛV¯n in Eqs.(3.17-3.19) is 16 × 16 supermatrix
with an additional spin structure.
The functionals, Eqs.(3.17-3.19), have a form typical
for σ-model in the regime that can be specified as colli-
sional. From this point of view n1, n2 in Eqs.(3.17-3.19)
can be considered as momenta of a particle before and
after collision whereas the integrands determine corre-
sponding transition probability. Previously we assumed
that the matrices Vn(r) vary in space sufficiently slowly.
Now we can clarify this assumption more carefully.
We notice that its formulation is directly related to the
conditions under which the collisional regime described
by Eqs.(3.17-3.19) should be used. These conditions de-
pend on the kind of disorder. If disorder is short ranged
(δ-correlated) the scattering may be considered as a colli-
sion on the length scales exceeding the Fermi wavelength
λF . The situation becomes more complicated when the
disorder is long ranged. This case for the potential dis-
order was first studied in Refs.26,27 and then, with using
results of these papers and applying the ballistic σ-model,
in Ref.25. The model with a long ranged magnetic field
was directly considered in Ref.21. It was shown that col-
lisional regime corresponds to lengths exceeding the Lya-
punov length lL = vFλ
−1
L , λL is the rate of divergency of
the classical trajectories.
Summing up, the model found in Eqs.(3.17-3.19)
should be valid for matrices Vn(r) slowly varying over the
Fermi wavelength λF in the case of short ranged RMF or
over the Lyapunov length lL in the case of a long ranged
field.
IV. DIFFUSIVE MODEL.
In this section we study diffusive limit of the model
obtained in Eqs.(3.17-3.19) and also calculate the spin
susceptibility in this limit.
We start the reduction of the theory given by
Eqs.(3.17-3.19) to the effective σ-model applicable in the
diffusive limit noticing that the functionals, Eqs.(3.17-
3.19), are invariant with respect to rotations U(r)
Qn(r)→ U(r)Qn(r)U¯ (r), U(r)U¯ (r) = 1 (4.1)
provided U(r) is the δ-function in the spin space. This
means that only the charge mode related to fluctuations
of the electron density remains gapless in the diffusive
limit.
The situation changes if one considers a random mag-
netic field with a fixed direction h, h2 = 1, replacing the
pair function, Eq.(3.5), by the following one:
〈B(r)B(r′)〉 = 2
(mc
e
)2
w(r− r′), (4.2)
where B(r) is the absolute value of the magnetic field.
Function w(r− r′) being considered in 3D should be in-
dependent of the coordinate along h due to the condi-
tion divrB = 0. One can readily see that in this case
the energies Eqs.(3.17-3.19) are invariant with respect
to the transformation, Eq.(4.1), if U(r) commutes with
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the matrix σh ≡ (σh) and, consequently, an additional
soft mode identified with the spin mode along h appears.
Considering only charge and spin modes, [Qn, σh] = 0,
and simplifying Eqs.(3.17-3.19) we come to the following
form of collision term
Fscatt[Qn] = − (πν)
2
8
Str
∫ [
cos2 θ
1 + n1n2
1− n1n2 +
(g
2
)2]
×
w(n1 − n2)Qn1(r)Qn2(r)drdn1dn2, (4.3)
where cos θ = (ezh), ez is z-ort. Because of the usual
space symmetry the term Fsp−orb[V ], Eq.(3.19), vanishes
and does not contribute to the energy Eq.(4.3).
From Eq.(4.3) one can come to the diffusive σ model
singling out the angle modes Q˜n(r)
Qn(r) = U(r)Q˜n(r)U¯ (r),
that describe the fluctuation of the particle momentum
n and integrating them out. Calculation of integrals over
the angle modes Q˜n is standard and can be found in de-
tails e.g. in Ref.20. The final expression for the effective
energy has the usual form
F [Q(r)] =
πν
8
Str
∫ [
D(∇rQ)2 + 2iωΛQ(r)
]
dr (4.4)
where D = v2F τtr/2, τtr is the transport time
τ−1tr = πν
∫ [
cos2 θ(1 + n1n2) +
(g
2
)2
(1− n1n2)
]
×w(n1 − n2)dn1dn2 (4.5)
This time determines the relaxation of the angle modes
and, hence, of the particle momentum n.
If the magnetic field is δ-correlated in space the trans-
port time can be explicitly calculated and expressed
through the time τ ′tr in the model of spinless electrons
and perpendicular magnetic field:
τ−1tr = τ
′
tr
−1 [
cos2 θ + (g/2)2
]
(4.6)
In the case of the magnetic field perpendicular to the
plane, cos θ = 1, and free electrons, g = 2, the transport
time τtr turns out two times smaller than the transport
time for the spinless electrons. The same result for this
particular cas has been established in Ref.23.
Using Eqs.(3.17-3.19), (4.4) one can calculate various
physical quantities. Below we find the spin magnetic sus-
ceptibility reliing on the diffusive model Eq.(4.4).
First, we use the Kubo formula and write the mag-
netic moment due to the spin of electrons as a sum of
two terms:
m(r, ω) = msp(r, ω) +mso(r, ω)
where msp is a purely spin contribution:
msp(r, ω) = iµ
2
B
g
2
∫ +∞
−∞
dǫ
2π
[n(ǫ− ω)− n(ǫ)]×
Tr
∫ [
GRǫ (r, r
′)(σ ·B(r′, ω))GAǫ−ω(r′, r)σ
]
dr′+
iµ2B
g
2
∫ +∞
−∞
n(ǫ)Tr
∫ [
GAǫ (r, r
′)(σ ·B(r′, ω))GAǫ−ω(r′, r)σ−
GRǫ+ω(r, r
′)σ ·B(r′, ω))GRǫ (r′, r)σ
]
dr′, (4.7)
Tr corresponds to the trace in the usual spin space. The
other term mso is given by the same formula taken after
the replacement (g/4)σB(r′, ω) → −iA(r′, ω)∇′
r
. This
contribution is related to the both orbital and spin mo-
tions. It is determined by the angle modes and interac-
tion between the charge and spin modes. Both factors
are irrelevant in diffusive limit and the contribution is
small.
So, we neglect mso and calculate msp. The contribu-
tion to this quantity given by the second term in Eq.(4.7)
can be easily found and corresponds to the usual Pauli
susceptibility. In order to calculate the first term we ex-
press the product of two Green functions GR and GA
through the partition function, Eqs.(2.1), (2.11):
Tr
[
GRǫ (r1, r2)σjG
A
ǫ−ω(r2, r1)σi
]
= − ∂
2Z[a]
∂α1∂α2
∣∣∣∣
α1,α2=0
,
(4.8)
where the source a(r, r′) is taken as follows:
a(r, r′) =
(
0 a12(r)
a21(r) 0
)
δ(r − r′)
a12(r) =
1− k
2
⊗
( −α2σTj δ(r− r2) 0
0 α1σ
T
i δ(r− r1)
)
(4.9)
a21(r) =
1− k
2
⊗
(
α1σ
T
i δ(r − r1) 0
0 −α2σTj δ(r− r2)
)
Substitution of the partition function Z[a] taken in diffu-
sive limit into Eq.(4.8) results in the following expression
for the susceptibility:
χij(q, ω) = gµ
2
Bν
[
δij−iω πν
16
〈Tr
(
σTi
[
Q84(q)+Q37(q)
])×
Tr
(
σTj
[
Q73(−q) +Q48(−q)
])〉Q
]
(4.10)
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The first term in the brackets is the usual Pauli sus-
ceptibility. The other term determines the correction to
this result related to RMF. The angular brackets 〈. . .〉Q
in Eq.(4.10) imply the averaging of the quantity inside
them over the matrix Q with the free energy functional,
Eq.(4.4).
We calculate this average using the parametrization
Q(r) = Λ
[
1 + iP (r)
][
1− iP (r)]−1 (4.11)
where the non-diagonal matrix P (r), P¯ (r) = −P (r),
[P,Λ] = 0 is the sum of the charge and spin modes
P (r) = Pch(r) + (Σh)Psp(r) (4.12)
Pch(r), Psp(r) are δ-functions in the spin space. Their
structure should be found in correspondence with
Eq.(2.14) and condition [Q, τˆ3] = 0. This results in the
following representation:
Pch(sp)(r) =
(
0 Bch(sp)(r)
B¯ch(sp)(r) 0
)
,
Bch(sp)(r) =
(
aˆch(sp)(r) iρˆ1ch(sp)(r)
ρˆ+2ch(sp)(r) ibˆch(sp)(r)
)
, (4.13)
where B¯ch(sp)(r) = C0B
T
ch(sp)(r)C
T
0 , aˆch(sp)(r), bˆch(sp)(r)
are usual and ρˆ1,2ch(sp) – Grassman matrices 4 × 4 unit,
in spin and particle-hole spaces:
aˆch(sp)(r) =
(
ach(sp)(r) 0
0 a∗
ch(sp)(r)
)
,
bˆch(sp)(r) =
(
bch(sp)(r) 0
0 b∗
ch(sp)(r)
)
ρˆ1,2ch(sp)(r) =
(
ρ1,2ch(sp)(r) 0
0 −ρ∗1,2ch(sp)(r)
)
(4.14)
In Gauss approximation the charge and spin modes
give independent contributions to the energy Eq.(4.4).
Standard calculation of the average in Eq.(4.10) in the
same approximation gives:
χij(q, ω) = gµ
2
Bν(δij − hihj) + gµ2Bν
Dq2
Dq2 − iωhihj
(4.15)
In the particular case when RMF has only the perpen-
dicular component, this expression is in agreement with
the result of Ref23.
V. DISCUSSION
In the present work we considered a two-dimensional
electron gas placed in a nonuniform (random) magnetic
field (RMF) using method of superbosonization Ref.24.
The problem was studied in a quite general formulation
with taking into account interaction of the magnetic field
with the spin of electrons. The direction of the magnetic
field was assumed random in space and the value of g-
factor - arbitrary.
In the present paper we used a new method proposed
in Ref.24. This method is based on the exact transforma-
tion of the initial field theory written in terms of a func-
tional integral over supervectors ψ to a theory described
by a functional integral over supermatrices Q and, by the
analogy with quantum field theory, can be called super-
bosonization. As the method is exact it enabled us to
deal with both the short and long range disorder.
The found theory turned out to be invariant with re-
spect to the rotations in the superspace Q → V QV¯ , V
are unitary supermatrices V V¯ = 1, provided that they
commute with Hamiltonian: [Hˆ, V ] = 0. This means
that the low energy limit of the theory is described by
the rotations V with a small commutator [Hˆ, V ]. Con-
ditions which should be imposed on the supermatrices
V to provide the smallness of the commutator depended
on the character of the terms contained in Hamiltonian
H , e.g. on the kind of disorder. Singling out the massive
modes related to the fluctuations of the advanced and re-
tarded blocks q in the representation Q = V qV¯ where q -
arbitrary diagonal supermatrices [q,Λ] = 0 and integrat-
ing them out we came to an effective energy functional
in terms of the rotations V only and obtained some non-
linear σ model.
The derivation of the σ- model was carried out for an
arbitrary Hamiltonian H and did not depend on its ex-
plicit form. Particularly, it might be used for both short
and long range disorder. Explicit form of the model as
well as the limits of its applicability depended on charac-
ter of terms contained in Hamiltonian H . In this paper
we dealt only with a weak RMF without an additional po-
tential disorder and considered the theory in the regime
that may be called collisional. This regime was achieved
differently depending on correlation length of RMF. If the
field was δ-correlated the model was valid at distances
larger than wavelength λF . In the case of long range
RMF they should be larger than the Lyapunov length
lL.
After averaging the free energy functional over RMF
we obtained the σ- model with a collision term consist-
ing of three contributions that could be called orbital,
spin and spin-orbital. The first contribution came from
the part of the Hamiltonian acting on the orbital motion,
the second one- from the part acting on spin, whereas the
last one came in the result of joint averaging of them and
describes correlations between the spin and orbit scatter-
ing.
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The collisional term turned out to be invariant with
respect to the rotation Qn → UQU¯ provided that U was
δ-function in the spin space. This allowed us to conclude
that in general only the mode related to the charge trans-
port or charge mode should survive in the diffusive limit.
At the same time, we have shown that in the particu-
lar case of RMF with a fixed direction h one more spin
mode along should be regarded as well. We obtained the
σ-model in the standard diffusive form and found the
transport time τtr. Due to the usual space symmetry the
spin-orbital collision term vanished in the model with a
not fluctuating fixed RMF and did not contribute to τtr.
Finally, in diffusive limit, we calculated the spin
magnetic susceptibility. The part of the susceptibility
transversal to the direction h is given by the usual Pauli
expression whereas the longitudinal one has an additional
contribution proportional to the diffusion propagator.
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