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Introduction
Research on the impact of wealth on consumption has attracted interest on the relationship between stock and real estate prices. In the resulting literature, two mechanisms have been proposed that may lead to a causal relationship between real estate prices and stock prices. The first mechanism, known as the wealth effect, argues that as the stock market rises, investors with unanticipated increases in wealth will push their demand for real estate up. Hence, the stock market will lead the real estate market. The second mechanism, the so called credit-price effect, emphasizes that real estate serves as collateral to especially credit-constrained firms. An increase in real estate prices would improve the balance-sheet position of these firms and decrease their costs of borrowing. This will lead to a higher level of investment activity by firms accompanied by a rise in their stock prices. Based on this reasoning, the credit-price effect predicts that the real estate market will lead the stock market. Overall, the majority of the empirical research provides supporting evidence for the wealth effect. 1 Stock and real estate markets are, however, also affected by economic conditions. For example, the 2007 global financial crisis that began in the U.S. had a considerable negative effect on both stock and real estate prices in many countries. As Lin and Treichel (2012) describes "The ensuing financial sector crisis quickly led to a significant decline in credit to the private sector as well as to a sharp rise in interest rates. The resulting collapse in U.S. financial institutions led to a collapse of equity markets, and of international trade and industrial production and spread to other advanced economies as well as to emerging markets and developing countries. Real growth around the world declined sharply below projections and advanced economies, including the U.S., entered into a recession". Adair et al. (2009) argues that globally $7 trillion has been wiped off the stock markets over the course of 2008.
2 Another consequence of the crisis is the collapse of the housing market in many countries.
3
During the first quarter of the 2008, the Turkish stock market, with a decline of 36.62 percent, showed the most drastic reaction to the financial crisis among the countries included in the S&P/Citigroup BMI Global Index (Standard and Poor's, 2008) . Moreover, the REIDIN Turkey Residential Property Price Indices show a continual fall in house prices over the period March 2008 to March 2009 (ReidinTurkey, 2010 . The overall performance of the economy was unsatisfactory during these two year period, with GDP growth rates of 0.7 percent and 4.7 percent, respectively for 2008 (Turkey's Statistical Yearbook, 2009 . In spite of the dramatic initial reaction, the Turkish economy has shown recovery by the end of 2010. Coskun (2011) argues "Turkey has faced limited negative impacts from the global financial crisis. The lack of securitization/ structured product markets and also inefficient housing credit market may have seemed good news for Turkey during the financial turmoil."
The purpose of this paper is to use this period of crisis as a natural experiment and examine whether the relationship between real estate and stock prices in Turkey has changed following the crisis. While this relationship has been extensively researched in a number of international markets, no attempt has been made to assess Turkey. We examine this issue by using daily Real Estate Investment Trusts (REIT) index, stock market index and interest rate data within the framework of a vector error correction model. Since, as argued in Gonzalo and Pitarakis (2006) , omitting the presence of nonlinear components, like threshold effects in longrun equilibrium, can lead to misinterpretations of equilibrium relationships, we employ threshold cointegration where adjustments to a long-run equilibrium only takes place when deviations become large and exceed the threshold.
The results indicate that the nature of the long-run relation has changed after the outbreak of the crisis. When we compare precrisis and crisis periods, it is noteworthy that while both creditprice and wealth effects exist during the pre-crisis period, only a credit-price effect is observed during the crisis period. Moreover, the findings are sensitive to whether or not one allows for asymmetric error correction.
The remainder of the paper is organized as follows. The next section gives a brief review of the literature. The third section presents the data and methodology used in the study. The fourth section reports and discusses the empirical results. The last section provides the concluding remarks.
Literature review
Early research on the relationship between real estate and stock prices has examined correlations between the returns on these two investment alternatives using U.S. or U.K. data. 4 Most of these articles report that real estate and stock returns are negatively correlated. However, the evidence in these studies cannot be used to distinguish between the credit-price or wealth effect, since they do not test for the direction of causality. The next wave of studies applies the concept of Granger causality, vector autoregression (VAR) modeling and cointegration techniques to examine the causal interactions between real estate and stock prices. Green (2002) and Kapopoulos and Siokis (2005) test for Granger causality using a single-equation framework. Chen (2001) , Sutton (2002) , Kakes and Van Den End (2004) and Sim and Chang (2006) use VAR modeling. Ibrahim (2010) and Lean and Smyth (2012) use the cointegration technique and vector error correction modeling. Overall, only Sim and Chang (2006) and Lean and Smyth (2012) provide supporting evidence for the credit-price effect. Each of the other studies, though, favors the wealth effect.
Both Green (2002) and Kapopoulos and Siokis (2005) use differenced series in a single equation framework. Green (2002) uses data from San Francisco Bay area, which is argued to be a prime candidate for a wealth effect to be large for the following reasons. First, high income households in this region are expected to hold relatively large amounts of stock. Second, compared to workers elsewhere workers in San Francisco Bay area are more likely to be paid in stocks. The paper provides evidence, consistent with this conjecture that stock prices Granger cause real estate prices in this region. Similarly, Kapopoulos and Siokis (2005) reports evidence in favor of the wealth effect hypothesis for Athens real estate prices, but not for other urban real estate prices.
One of the studies that use a VAR framework, Chen (2001) , examines the relation in Taiwanese market by including rediscount rates and the total amount of bank loans as control variables. The findings indicate that stock prices Granger cause housing prices, but not vice versa. Moreover, changes in bank loans, but not changes in rediscount rates, are significant in predicting both stock and housing prices. Another study, Sutton (2002) , examines the extent to which house price changes in six developed markets, namely the United States, the United Kingdom, Canada, Ireland, the Netherlands and Australia, can be explained by changes in national incomes, interest rates and stock prices. This study also provides evidence in favor of the wealth effect.
A further study that uses VAR modeling, Kakes and Van Den End (2004) , examines the Dutch market using real disposable income and the ten-year government bond yield as control variables. The findings show that stock prices and interest rate have explanatory power for future changes in house prices. Moreover, their results indicate the absence of a credit-price effect in the Dutch market. The results also show, consistent with the evidence in Green (2002) , that an increase in homeowners' participation in the stock market increases the sensitivity of house prices to stock market. A similar paper, Sim and Chang (2006) , examines the Korean market by using the growth rate of GDP and three-year corporate bond yield as control variables. Overall, the results show that house and land prices Granger-cause stock prices in most regional housing and land markets, but there is no converse causation from stock to real estate markets. The findings reveal that the credit-price effect is particularly associated with industrial land markets.
The first of the two papers that use a cointegration framework, Ibrahim (2010) , examines the relation between stock and real estate prices in the Thai market. By including real output and consumer price data in the analysis, the paper finds strong evidence in favor of a wealth effect. It also documents that real activity has significant impact on both real estate and stock prices. The second paper, Lean and Smyth (2012) , examines Malaysia by employing interbank deposit rates as control variable. The paper uses individual REIT rather than REIT index data. While a wealth effect is found for some REITs, for most of the others there is evidence of feedback effects between real estate and stock markets.
Other recent studies, recognizing that standard cointegration technique fails to capture real world economic phenomena such as the possible impact of market frictions, asymmetric information and transaction costs on the adjustment to the long-run equilibrium, employ threshold cointegration modeling. This method, in which adjustments to a long-run equilibrium only take place when deviations become large and exceed the threshold, has been popular after the seminal paper of Balke and Fomby (1997) . As Gonzalo and Pitarakis (2006) points out, omitting the presence of nonlinear components, like threshold effects in long-run equilibrium, can lead to misinterpretations of equilibrium relationships because the cointegrating vector will no longer be consistently estimated.
Using this framework, Liu and Su (2010) examines the bivariate relationship between real estate and stock market indices in China. The paper's findings indicate bidirectional causality. In other words, both credit-price and wealth effects exist in China. In a similar study, Su (2011) uses data from eight Western European countries. The results of Granger causality test differs across the countries examined. While, a credit-price effect is observed in Germany, the Netherlands and the UK, a wealth effect is found in Belgium and Italy. Moreover, both effects exist in France, Spain and Switzerland.
Data and methodology
Data used in this study contains daily closing values of REIT index, stock market index and the one-month deposit rate. Using REIT data is a popular alternative for purposes of examining the linkages between stock and real estate investments (Subrahmanyam, 2007) . In contrast to unit trusts, REITs are actively traded on stock exchanges. Hoesli and Oikarinen (2012) using data from the U.S., U.K., and Australia find that the long-run REIT market performance is much more closely related to the direct real estate market than to the general stock market. However, unlike their counterparts, they are not required to pay out dividends to their shareholders on an annual basis. At the beginning of the sample period, there were 10 REITs listed on BIST. They made up about 1.21% of the total Turkish stock market capitalization. As of the end of 2009, the number of REITs increased to 14 with a share of 2.08% in total market capitalization. Table 1 gives the same figure for selected European and Asian countries at the end of 2012. The share of REITs in these countries ranges from 0.02% (in South Korea) to 3.77% (in France) and hence is not very different than that in Turkey.
Summary statistics for REIT index, stock market index and interest rate are presented in Table 2 . As the table shows, the level of the REIT index falls considerably during the crisis period. On the other hand, stock market index and interest rate show minor decreases.
7 Another notable observation is that the volatility increases for all the variables. The skewness values show that REIT and stock indices have long right tails, while interest rate has a long left tail in both periods. The kurtosis values indicate that all three distributions are flat relative to the normal in both periods. All three distributions are non-normal during both periods. Yilmaz (2008) explains the contradiction between these two responses mainly by the significant differences between the two periods in terms of both economic conjuncture and the sources of the shocks. As both domestic demand and external demand were strong in 2006, the exchange rate movements triggered by capital outflows had the potential lead to an increase in expected inflation. However, in 2008, the global recession and weak domestic demand conditions exerted downward pressure on the inflation. The Central Bank reduced short-term interest rates, in order to offset the extra tightening in monetary conditions. 9 All of these suggest that the economic conjuncture was quite different during the pre crisis and crisis periods. All data are transformed to natural logarithms before the analysis. Before outlining the methodology, we pretest the variables for unit roots and stationarity by using Augmented Dickey-Fuller (ADF) and PhillipsePerron (PP) tests. The results presented in Table 3 indicate that both tests cannot reject the null of a unit root for all series in level. However, they confirm stationarity when all the series are in the first difference. As a result, we conclude that the series are all I(1), which is the premise of cointegration.
Our methodology starts with employing the VAR-based approach of Johansen (1988) and Johansen and Juselius (1990) to test for cointegration or long-run relationship among the variables. The findings of this method, which assumes linear behavior in the long and short run, will serve as a benchmark for comparison. As it was mentioned earlier in the text, omitting the presence of nonlinear components, like threshold effects in long-run equilibrium may lead to inconsistency of the estimated equilibrium relationship. Implementing the Johansen test requires pre-specifying the VAR lag order. Following the suggestion by Hall (1989) and Johansen (1992) , we specify the lag order such that the error terms are serially uncorrelated and the Akaike Information Criterion (AIC) is minimized. We proceed next with the specific threshold cointegration approach proposed by Enders and Granger (1998) and Enders and Siklos (2001) . Unlike the Johansen (1988) method, which assumes linear behavior in the long and short run, this method allows for threshold adjustment in the short run while maintaining linearity in the long run. This two-step approach entails using ordinary least squares (OLS) to estimate the long-run equilibrium relationship as
where p r,t , p s,t and i t are the natural logs of REIT index, stock market index and interest rate, respectively. 10 m t is the error term which may be serially correlated. To introduce asymmetric adjustment, Enders and Granger (1998) and Enders and Siklos (2001) let the deviation from the long-run equilibrium behave as a threshold autoregressive (TAR) process.
where Dm tÀw terms are added to account for serial correlation and I t is the Heaviside indicator function 11 such that
The Heaviside indicator depends on the level of m tÀ1 and the threshold value, t. An alternative specification, suggested by Enders and Granger (1998) and Caner and Hansen (1998) , defines the Heaviside indicator to depend on the previous period's change in m tÀ1 .
This alternative specification is called momentum-threshold autoregressive (M-TAR) model. It is especially relevant when the adjustment is such that the series exhibits more momentum in one direction than the other. Whether TAR or M-TAR model is going to be used is based on a model selection criterion, such as AIC.
This framework presumes the value of the threshold is known; however in practice one has to estimate the value of the threshold. For this purpose, we use the methodology proposed by Chan (1993) . This method eliminates the largest and smallest 15 percent of the estimated residual series, m t and considers each of the remaining 70 percent of the values as potential threshold. Using each value of potential threshold, equation (2) is estimated. The value yielding the lowest residual sum of squares is a consistent estimate of the threshold.
Once equation (2) is estimated based on the consistent estimate of the threshold, we compute the F-test of the null hypothesis of no cointegration (H 0 :r 1 ¼ r 2 ¼ 0) versus the alternative of cointegration with TAR or M-TAR threshold adjustment. The critical values of this non-standard F-test are tabulated in Wane et al. (2004) . If this null hypothesis is rejected, it is possible to test for the null hypothesis of symmetric adjustment (H 0 :r 1 ¼ r 2 ) by using standard Ftest.
According to the Granger representation theorem, the existence of cointegration justifies estimating an error correction model. Given the existence of a cointegrating relationship in the form of (1), we estimate the following vector error-correction model:
where I t m tÀ1 and (1 À I t )m tÀ1 are the error correction terms, y r,t , y s,t and y i,t are white noise errors and all variables are as defined above. The number of lags, k, is determined by both Ljung-Box statistic and AIC.
This threshold model allows the adjustment to depend on the deviation from the long-term equilibrium (m tÀ1 ! t vs m tÀ1 < t) for the TAR and on the change in the deviation from the long-term equilibrium (Dm tÀ1 ! t vs Dm tÀ1 < t) for the M-TAR process. M-TAR specification is especially relevant when the adjustment is such that the series exhibits more momentum in one direction than the other. The coefficients in the vector error-correction model are used to tests for Granger causality. The hypothesis of the absence of Granger causality is tested separately for Dm tÀ1 ! t and Dm tÀ1 < t.
Since the error correction terms include lagged levels of explanatory variables, we test the joint significance of the lags of differenced explanatory variable as well as the error correction term. For example, regarding causality from stock prices to real estate prices, we test:
! t for M À TARÞ and
We examine the remaining cases (from stock to real estate market, from interest rate to real estate market etc.) in a similar way.
Empirical results
Once the order of integration of each variable is determined, we proceed to test for cointegration. The Johansen trace and maximum eigenvalue tests are applied to REIT index, stock market index and interest rate series separately during the pre-crisis and crisis periods. Table 4 presents the results. For the pre-crisis period both the trace and maximum eigenvalue statistics show the absence of 10 Following Lean and Smyth (2012) , we use an empirical specification that includes the natural logs of REIT index, stock market index, and interest rate.
11 The Heaviside indicator function, or the unit step function, usually denoted by H is a discontinuous function whose value is zero for arguments that fall below a given threshold level and one otherwise. The function was named after Oliver Heaviside, who originally developed it in operational calculus.
cointegration. For the crisis period both statistics indicate the existence of one cointegration vector at the 10 percent significance level.
The results of both TAR and MTAR cointegration test are presented separately for the pre-crisis and crisis periods in Table 5. The   table reports values of the adjustment coefficients r 1 and r 2 , the F coint statistics for the null hypothesis of no cointegration (i.e. r 1 ¼ r 2 ¼ 0) versus the alternative of cointegration with asymmetric adjustment as well as the F symmetry statistic for the null hypothesis of symmetric adjustment (r 1 ¼ r 2 ). It also reports the estimated value of threshold, the lag length that is selected such that the Akaike Information Criterion (AIC) is minimized and LjungeBox Q(k) statistic for the hypothesis that the first k of the residual autocorrelations are jointly equal to zero. The lower part of the table presents the estimation results for the long-run relationship given by Eq. (1).
As suggested by the F coint statistics, cointegration is found neither during the pre-crisis period nor during the crisis period for the TAR model. This finding is consistent with the finding of the Johansen test, which could not detect cointegration during the precrises period and documents cointegration only marginally at 10 percent significance level for the crisis period. For the M-TAR model, however, the F coint statistics show that cointegration exists during both periods. As can be seen from the AIC figures, the MTAR model shows a better fit to the data. Therefore, only the MTAR specification will be used in the remainder of the paper.
The necessary conditions for convergence are r 1 < 0, r 2 < 0 and (1 þ r 1 )(1 þ r 2 ) < 1 (Petruccelli and Woolford, 1984) . Considering the point estimates, one observes that for both periods r 1 but not r 2 is statistically significant and negative. It is clear that they satisfy the convergence conditions. The point estimates of r 1 and r 2 for both the pre-crisis and crisis periods suggest substantially faster convergence for the caseDm tÀ1 ! t than the case Dm tÀ1 < t. Moreover, the null hypothesis of symmetric adjustment is rejected at the 1% significance level in both periods.
After testing for threshold cointegration and for the equality of adjustment parameters, we proceed by formulating a threshold error correction model. We first focus on the coefficients of the error correction terms. Table 6 presents the estimated values and corresponding t-values of the two error correction terms, which correspond to above-threshold and below-threshold cases. Note that the signs of these coefficients should be interpreted in conjunction with the signs of the coefficients in equation (1), which gives the long run equilibrium. As is reported in the lower part of Table 5 , the coefficient of stock price index is positive in both periods. On the other hand, the coefficient of interest rate is negative in the pre-crisis. It becomes positive in the crisis period. Based on these signs, to eliminate deviations from long run equilibrium the coefficients of error correction terms in equation (5) (d r1 and d r2 ) should be negative and those in equation (6) (d s1 and d s2 ) should be positive in both periods. On the other hand, the coefficients of error correction terms in equation (7) (d i1 and d i2 ) should be negative in the pre-crisis and positive in the crisis period.
As can be seen from Table 6 , adjustment to eliminate deviations from long-run equilibrium occurs only when Dm tÀ1 ! t in both periods. For the pre-crisis period, both real estate prices and interest rates adjust to eliminate deviations. 12 For the crisis period, on the other hand, it is mainly stock prices that adjust to eliminate deviations. F tests for the equality of the error correction terms indicate that while stock price index displays asymmetry in both periods, REIT index and interest rates display asymmetry only during the pre-crisis period.
To further investigate the dynamic behavior of stock and real estate prices, we examine next the nature of the Granger causality between REITs, stock prices and interest rates using the estimation results of threshold error correction model. The results of the causality tests for the pre-crisis period are presented in Table 7 . We focus on panels A and B, in which the dependent variable is REIT index and stock index, respectively. We draw conclusion based on two F statistics, which test for the absence of causality separately for Dm tÀ1 ! t and Dm tÀ1 < t. The evidence provides support for the existence of both credit-price and wealth effects. It is notable that only the F statistic associated with the above threshold regime (Dm tÀ1 ! t) is significant when either real estate prices or stock prices is the dependent variable. Moreover, interest rate does Granger cause both real estate and stock prices.
The results of the causality tests for the crisis period are presented in Panels A and B of Table 8 . When real estate price is the dependent variable, the insignificance of the two F tests suggests the absence of Granger causality from stock prices to real estate prices. On the other hand, when stock price is the dependent variable, the F statistics associated with the above threshold regime (Dm tÀ1 ! t) is significant, indicating the existence of Granger causality from real estate prices to stock prices. Overall, these results show that credit-price effect but not wealth effect exists during the crisis period. Moreover, interest rate does Granger cause stock but not real estate prices.
To complement the picture panel C of Tables 7 and 8 give the results when interest rate is the dependent variable. The findings indicate that during the pre-crisis period both real estate and stock prices Granger cause interest rates. In contrast, neither variable Granger causes interest rates during the crisis period.
Overall, when we compare pre-crisis and crisis periods, it is noteworthy that while both credit-price and wealth effects exist during the pre-crisis period, only a credit-price effect is observed during the crisis period. 13 The existence of both effects during the pre-crisis period is consistent with the finding in Lean and Smyth (2012) for Malaysia, Liu and Su (2010) for China and Su (2011) for France, Spain and Switzerland. The major finding in this study is the disappearance of the wealth effect in the crisis period. Based on the earlier discussion of the economic conjuncture, it seems possible that weak domestic and external demand during the crisis period has lead to a structural change in the behavior of households. This may have eliminated the previously existing impact of wealth on households' demand for real estate.
Conclusions
This study investigates the extent to which the dynamic relationship between real estate prices and stock prices in Turkey has changed as a result of the global financial crisis. Our analyses include interest rate, which is likely to have an impact on investors' ability to finance investments in real estate and stock markets (Chen, 2001) , as a control variable. The findings are as follows. First, our evidence gives empirical support to the argument in Gonzalo and Pitarakis (2006) that omitting the presence of nonlinear components, like threshold effects in long-run equilibrium, may lead to wrong inferences regarding the existence of cointegration. In the analyses, we employ both the Johansen test, which implicitly assumes linear error correction mechanism and the momentum threshold cointegration test that allows for asymmetric error correction. Unlike the Johansen test, which finds cointegration only during the crisis period, the momentum threshold test identifies cointegration in both pre-crisis and crisis periods.
Second, there is evidence that the nature of the long-run relation between these three variables has changed after the global financial crisis. When we compare pre-crisis and crisis periods, it is noteworthy that while both credit-price and wealth effects exist during the pre-crisis period, only a credit-price effect is observed during the crisis period. One possible explanation for the disappearance of the wealth effect is the change in economic conjuncture after the outbreak of the crisis.
Our analysis also detects other differences between the precrisis and crisis periods. We find that both real estate prices and interest rates adjust to eliminate deviations during the pre-crisis period. This role is played by stock prices during the crisis period. Finally, while interest rates Granger cause both real estate and stock prices in pre-crisis period, they Granger cause only stock prices in the crisis period.
