Biochemical models capable of sustained oscillations and deterministic chaos are investigated. Chaos is characterized by exponential separation of near-by trajectories in the long-term average. However, we observed rather large deviations from purely exponential separation termed "nonuniformity". A quantitative description and consequences of nonuniformity are discussed.
Introduction
As a result of enzyme regulation in biochemical systems, a variety of dynamical patterns were found to occur [1] [2] [3] [4] . Such a temporal selforganization is part of the biological regulation and might also prove responsible for failures in biological systems [5, 6] , In the following, Selkov-type systems are treated which may serve as qualitative models of metabolic pathways [7] [8] [9] [10] . In these models sustained oscillations, coexistence of different attractors (e.g. birhythmicity in the sense of [3] ), period-doubling, and deterministic chaos [9, 10] were found. In this paper we use specific models to discuss two problems which are of general interest: nonuniform dynamics and the effects of noise.
In Sect. 2 we introduce the models of consideration and apply usual techniques (phase portraits, next-amplitude maps, Lyapunov exponents). Chaotic behaviour is characterized by a positive Lyapunov exponent indicating that small perturbations grow exponentially in the long-term average. However, as we will show in Sect. 3 large deviations from this average growth occur, referred to as nonuniformity.
Quantities are defined which measure the degree of this nonuniformity on different time scales.
It is widely recognized that biochemical systems are inherently noisy since they are open to their Reprint requests to Dr. H. Herzel, Department of Physics, Humboldt-University, Invalidenstr. 42, DDR-1040 Berlin.
surroundings [11] [12] [13] [14] . Thus it seems useful to study 
The Models
Our First system is a generalization of the wellknown Selkov-oscillator describing glycolytic oscillations [7, 8] :
Here nonlinearity is due to an autocatalytic reaction of substrate -Y into product y. A detailed bifurcation diagram can be found elsewhere [8] , The main features of the dynamics are visualized in Fig. 1 A bifurcation diagram and some routes to chaos are discussed in [9] . In the following only E will be varied and the other parameters are kept constant
In 1978 the nonperiodic long-term behaviour of solutions of (2) was taken as an indicator of chaos [9] , Today, Lyapunov exponents describing the stability properties of trajectories are widely used as quantitative measurements of chaos [15, 16] . They describe the averaged stability properties of a trajectory on an attractor. For computation of Lyapunov exponents the linearized equations have to be solved:
These equations govern the behaviour of infini 
The sum of all Lyapunov exponents related to the contraction of phase space volume is given by the mean divergence: (1) with a stable node (•), unstable stationary points (x) and a stable limit cycle. Every 0.1 time units a point was plotted and thus fast and slow "motion" can be distinguished.
1.46 1.48 1.5Z Fig. 2 . Maximum Lyapunov exponent near the onset of chaos (step width AE = 0.001, integration times: 6000). Neighboring points have been joined by a straight line to guide the eye. The envelope (see (7) ) is depicted as a dashed line.
Since one Lyapunov exponent vanishes [15] , we can compute the whole Lyapunov spectrum from scenario" [9] . Therefore, one may expect a universal envelope of(E) [17] :
Such a power law indeed was found in our system (dashed line in Fig. 2 ) with an exponent ß=0.42 ± 0.04. Thus, once more an astonishing universality near the onset of chaos is indicated.
Now we describe the solutions of (2) motion takes place on "strange attractors" which can be characterized by non-integer dimensions [18] .
The Kaplan-Yorke dimension [19] follows from the Lyapunov exponents in (6):
Since this value is slightly above two, the attractor is somewhat similar to a two-dimensional surface derived. The similarity with the logistic map is not surprising because period-doubling was observed at adjacent parameters [9] .
So far we have obtained some insight into the chaotic properties by using standard techniques (Lyapunov exponents, next-amplitude maps).
In the next section it will be demonstrated that the exponential separation of near-by trajectories must be understood as average behaviour. Deviations from the exponential growth turn out to be rather important, at least in chemical systems.
Nonuniform Dynamics
In order to produce temporal self-organization in chemical systems, several reactions are necessary.
The reaction rates can vary widely and, therefore, the dynamics of chemical systems is usually very nonuniform. This means that the phase space velocities and the stability properties of trajectories fluctuate strongly.
It was shown in the preceding section that the norm of an infinitesimal perturbation grows exponentially in the long-term average (see (4)).
However, the realization in Fig. 4 visualizes drastic deviations from average behaviour (dashed line).
To quantify this nonuniformity, we return to (2)- (3) and discuss the growth of the Euclidean norm q(t) in some more detail:
Thus a time dependent divergence rate L(x, q) is derived which depends on the trajectory x and the direction of q. With increasing time transients die out and almost all perturbations q are oriented into the direction of maximum expansion [15] and, therefore, the statistical properties of L(x,q) are assumed to be independent of the initial conditions.
Equation (4) 
Al(R)
For small or large time scales r, previously defined quantities can be recovered: the "Non-Uniformity
Factor" (NUF) [20, 21] and a "diffusion constant"!) [18, 22] , 
Amplification of Noise in Non-Chaotic Systems
Real addition to an exponential separation described by /.i > 0 a power-law separation due to noise which is well-known from diffusion [27] .
First of all some effects of noise on two-dimensional systems are discussed. Under certain circumstances drastic ampliFication of fluctuations appears which can easily be confused with truly chaotic behaviour. Thus, our examples contain some warning in the present chaos euphoria to identify any large nonperiodic oscillations as deterministic chaos.
As a first example the Selkov-oscillator of (1) is treated at the parameters given in Figure 5 . These 
However, we found another system with noiseinduced instability, i.e. with > 0 due to fluctuations:
This double-well oscillator was studied intensively under periodic excitation [29] . Influenced by a random force rj(t) (every 0.05 time units Gaussian random numbers with variance 0.005 were added) similar oscillations as in the chaotic case [29] occur (see Figure 7a ). This noise amplifier can be interpreted as a combination of the previously discussed cases, since it contains weakly damped focuses and 
can be understood from Figure 7 b. As in Fig. 4 , the behaviour of a perturbation q is shown, and in this way the origin of the instability can be detected.
Noise may kick the system from positive to negative .x-values (and vice versa) and thus the strong instability around .Y = 0 is responsible for the overall instability expressed by (15) .
The chosen examples illustrate that fluctuations can be ampliFied to macroscopic proportions and thus easily be mistaken for deterministic chaos.
However, powerful new methods of time series analysis are developed which allow chaos to be distinguished from stochastic oscillations [16, 30] .
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Besides our examples, further references [2, 31, 32 ] A^ suggest that the amplification of noise due to local instability, marginal stability near bifurcations and coexistence of attractors might be of similar importance as chaos itself. 0.i
The Influence of Noise Chaotic on Dynamics
In order to cross the interface between mathematical models [1] [2] [3] 9] and experimental evidence of chaos [33, 34] , it is appropriate to incorporate the effects of fluctuations [17, 35] . Therefore, we consider (2) Now the "window" at E= 1.5095 (compare Fig. 2) is considered. Figure 10 shows that the 6-period cycle is destroyed by the noise and that the behaviour reminds to chaos at adjacent parameters (see Figure 3 ). An explanation of the seemingly chaotic behaviour in Fig. 10 is connected with chaotic transient [36] : Deterministically after some transient time on a chaotic repeller the trajectories ultimately fall onto the periodic attractor. Since these transients are more robust against fluctuations, the noisy trajectories resemble nearby (in parameter space) chaotic orbits. Summarizing, we conclude that in agreement with other studies [13, 17, 35] essential properties of chaos persist in the presence 
Concluding Remarks
Deterministic chaos appears in rather simple biochemical models. However, the corresponding parameter regions in autonomous systems seem to be small [3, 9] . On the contrary, it was quite easy to find chaos via periodic modulation of the parameters in (1) [10] . It is worth mentioning that the concept of nonuniformity seems to be related to the problem of weather forecast. Lorenz investigated the error growth of atmospheric predictions [37] and found some indications of exponential instability on time scales of about ten days whereas the error growth over a few days is characterized by large deviations from average behaviour.
In Sect. 5 the interaction between two kinds of stochasticity, deterministic chaos and short-correlated noise, was studied. Whereas individual trajectories respond sensitively to perturbations, overall properties such as Lyapunov exponents and the structure of next-amplitude maps turn out to be robust.
In certain systems, however, effects of noise were found which lead to decreasing Lyapunov exponents [26, 38, 39] . These effects are the subject of a forthcoming paper.
Finally we want to emphasize that the studies of biochemical chaos are still at their very beginning.
Therefore, further experimental and theoretical investigations are desirable, and we propose that measuring nonuniformity as well as effects of fluctuations should be included.
