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SUMMARY
The technological innovation of MagTrack is its ability to track the position of a mag-
netic tracer wirelessly, and with an accuracy of less than 2 mm, by implementing a novel
permanent magnet localization method. Combining its wireless and high-accuracy track-
ing capability with the millimetric dimensions of the tracer, MagTrack is very well-suited
for tongue tracking. Compared to commercially available tongue tracking systems, Mag-
Track has many of their advantages but without most of their shortcomings. For instance,
MagTrack can be embedded in a headset to be portable, is affordable by using off-the-shelf
components and custom-designed parts that are 3D-printed in our lab, and the tongue can
be tracked wirelessly, thus enabling it to move without any hindrance.
Having access to tongue motion is important for many applications. Chief among them
is the treatment of speech sound disorders in which the errant placement of the tongue is
responsible for the decreased speech intelligibility. A preliminary study was conducted to
assess the feasibility of MagTrack to be used in gamified visual feedback that would help
patients better practice correct placement of their tongue by providing objective and quan-
titative measures of speech performance based on the error between their tongue placement
and carefully-selected visual targets.
Another promising application for MagTrack is as the input of a silent speech inter-
face that can recognize speech solely from tongue motion to generate synthesized voice for
people that cannot produce sounds. Pilot human studies were conducted to obtain a pre-
liminary assessment of speech recognition accuracy and the quality of synthesized speech
from tongue motion recorded on hundreds of utterances by MagTrack.
Finally, since MagTrack is an improved version of the Tongue Drive System, it has the
potential to be a practical assistive technology to help people with quadriplegia to regain
autonomy for some tasks of their daily life such as driving their powered wheelchair, or





The ability to communicate with others is crucial for an individual’s quality of life because
it is an important component in everyday activities such as working, learning, and social-
izing. Chief among all forms of communication is speech which is an integral part of daily
life. The mechanisms that are responsible for producing speech are not only complicated
but are also still being studied today because the underlying processes are not fully under-
stood. At a high level, speech sounds are originated from the air exhaled from the lungs
which is first modulated by the vocal folds and subsequently by the articulators. Specifi-
cally, the motion of the articulators is responsible for generating the many phonemes that
are part of a specific language. Thus, the articulators are essential components for our abil-
ity to be understood by others. Among all the articulators (tongue, lips and jaw), the tongue
is the most important since it plays a key role in the production of most phonemes [1]. In
addition to being important for speech, the tongue has also many unique characteristics
such as not being prone to fatigue even after being used for a long time, and being able
to be controlled with a high degree of accuracy. These unique characteristics enable the
tongue to be used in many interesting applications. MagTrack, a portmanteau of ”Mag-
netic” and ”Tracking”, is a tongue tracking system that is being developed in our lab and is
the object of this thesis. Figure 1.1 provides an overview of the system and a subset of the
applications for which MagTrack can be used. The next chapters will describe each com-
ponent of the system in more details, and will show how MagTrack has been used in some
applications. Specifically, the focus of this work is on speech-related applications for which
tracking the motion of the tongue is of utmost importance. First, the main driver for the
1
Figure 1.1: Overview of MagTrack composed of (A) a magnetic tracking module embed-
ded in a headset that measures the magnetic field generated by a tracer attached on the
tongue. The magnetic readings are fed into (B) a permanent magnet localization algorithm
that generates (C) an estimation of the position of the tracer in real-time. The captured
tongue motion can then be used in many applications related to speech, assistive technol-
ogy, and entertainment.
development of MagTrack has been to help people with speech sound disorders (SSD) to
improve their intelligibility. During language acquisition in childhood, proper articulatory
motion is learned and retained throughout one’s life. However, as a result of developmental
deficiencies or brain damage [2, 3], SSD impede the proper execution of articulatory mo-
tion which can render speech incomprehensible. In an attempt to regain a satisfactory level
of intelligibility, people suffering from SSD undergo speech therapy under the care of a
speech-language pathologist (SLP). During therapy sessions, access to articulatory motion
is crucial not only for the SLP that must identify the root causes of errant speech to derive
a treatment plan but also for the patient to understand and correct their own faulty motion
through practice. As we already mentioned, the tongue is the most important articulator,
consequently, having access to its motion is a critical aspect of the treatment of SSD. How-
ever, tongue motion is also the most challenging to observe since, unlike the lip and jaw
that can be seen, it is hidden from sight in the oral cavity. This technical challenge was the
motivation for the development of MagTrack and will be the topic of discussion in chapter
4.
2
The treatment of SSD is not the only speech-related application that MagTrack can be
used for. Silent speech interface (SSI) is a new type of assistive technology that recognizes
speech from articulatory motion and generates a synthesized voice for people that are un-
able to produce speech sounds, mainly due to the removal of the larynx as a consequence
of a laryngeal cancer. Currently, the only remediation available to these individuals are
tracheoesophageal and esophageal speech, which are difficult to master, and electrolarynx
which generates a robotic-sounding voice that is difficult to understand and can result in
social stigma. As an alternative, SSI is designed to generate a synthesized speech in quasi
real-time with a more natural-sounding voice that is usually close to the individual’s orig-
inal voice. MagTrack is being used as the tracking system that provides the articulatory
motion from the tongue, and our preliminary results will be discussed in chapter 5.
As an example of a non-speech application, chapter 5 will also describe the use of
MagTrack to help people with quadriplegia (i.e. complete paralysis of the four limbs) to
leverage the tongue as a joystick to be more autonomous for some tasks of daily living,
which include driving their powered wheelchairs [4] and emulating a mouse to control a
computer [5]. In entertainment, some applications that will not be discussed in this the-
sis but could benefit from MagTrack include playing video games with the tongue as a
controller, being an added input controller for augmented and/or virtual reality devices,
improving the quality of speech rendering in movie animation, and even facilitating 3D
design by implementing a permanent magnet localization concept to a new type of wireless
stylus. These are just scratching the surface of the possibilities that tracking the tongue
with MagTrack can offer.
1.2 State-of-the-art
The next chapter will provide more detailed description on how MagTrack works. But, to
better understand the innovation that MagTrack provides, this section provides an overview
of the tongue tracking systems that are currently available on the market. Our discussion
3
will be restricted to the systems that are mostly used in this field: the electromagnetic
articulograph (EMA), the electropalatograph (EPG), and the ultrasound tongue imaging
(UTI).
1.2.1 Electromagnetic Articulograph
EMA is the gold standard for tongue tracking because it is capable of estimating the 3D
position and 2D orientation of many tracers simultaneously. The tracers are glued on the
articulators (Figure 1.2a) and are made of wired receiver coils in which a current is induced
by the magnetic field generated by an array of external transmitter coils. In [6], a mathemat-
ical model relates the induced current in the receiver coil to its relative position (3D) and
orientation (2D), commonly referred as its 5D state, to a transmitter coil. As a result, EMA
is capable of tracking up to 24 tracers simultaneously because the coils can measure the
induced current independently from each other. Indeed, each receiver coil is connected to
a controller and its signal is processed by first separating each magnetic source (i.e. trans-
mitter coil) in the frequency domain since each source has a different carrier frequency,
then estimating the relative 5D state of the receiver coil to each source using a voltage-
to-distance function [7], and finally using triangulation to derive the tracer’s 5D state in
the global frame of reference [6]. This estimation of the 5D state of a tracer is executed
at a sampling rate between 100 Hz and 400 Hz depending on the EMA manufacturer and
model. Figure 1.2 shows the two EMA models that are mostly used by researchers: AG501
by Carstens (Figure 1.2b) and Wave by NDI (Figure 1.2a). The tracking accuracy of these
EMA systems have been reported in [8, 9, 10] and these studies show that sub-millimeter
average errors can be achieved. However, the methods of assessment used in these studies
are not comprehensive and mostly relies on manual operations that reduce reproducibility
between data collection sessions. Although EMA is a popular motion tracking system in
speech research because it can track any articulator and many tracers simultaneously, it is
not used outside of few research labs due to major shortcomings. Chief among them, the
4
receiver coils are wired which has been shown to impede natural speech [11], and EMA
is cost-prohibitive (>$40,000), not portable, and its setup is complex and time-consuming
[12].
(a) (b)
Figure 1.2: Electromagnetic articulograph: (a) tracers glued on the articulators for the Wave
system from NDI [13], (b) the AG501 from Carstens [14].
1.2.2 Electropalatograph
EPG is able to detect the points of contact between the tongue and the palate. A custom-
designed mouthpiece (Figure 1.3a) is inserted in the user’s mouth and placed over the
palate. Electrodes are embedded in the mouthpiece and are activated when the tongue is in
contact by closing an electric circuit that conducts a small current through the user’s body
and to the EPG controller [15]. Because each electrode can be activated independently
from each other, EPG can provide a coarse visualization of the shape of the tongue when
in contact with the palate, which can be mapped and compared to a reference pattern as
a visual biofeedback [16]. However, the mouthpiece has been shown to hinder natural
speech and is costly to manufacture because it must be custom-designed to fit the user’s
palatal dimensions. Also, EPG cannot track any tongue motion that does not involve a
contact between the tongue and the palate which excludes virtually all vowels and some
consonants. Despite these shortcomings, EPG is being used in SLPs’ private practices
(Figure 1.3b) and it was shown that EPG-based speech therapy can help patients improve
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the production of some phonemes such as /s,t,d/ [17]. Though, its adoption by the SLP
community remains greatly limited.
(a) (b)
Figure 1.3: Electropalatograph: (a) custom-designed mouthpiece with embedded elec-
trodes [18], and (b) EPG being used as part of a speech therapy [19].
1.2.3 Ultrasound Tongue Imaging
UTI generates grey images of the oral cavity from the reflection pattern of ultrasound
waves. An ultrasound probe (Figure 1.4a) is typically placed under the chin and directed
towards the mouth. The processed ultrasound patterns are then displayed in a user interface
as 2D grey images (Figure 1.4b) in which the surface of the tongue is usually visible as a
light-colored line. The main advantage of UTI is the fact that its tongue tracking method is
wireless and noninvasive, especially when compared to EMA and EPG. It is also portable
and affordable. However, a major drawback is that the ultrasound probe should not move
in order to produce stable and reliable images [20] which is impossible to achieve with-
out affixing the probe on a helmet. But, the probe must be placed as close to the chin as
possible to enable the delineation of the tongue surface to be visible on the images which,
consequently, restricts natural jaw motion during speech. Furthermore, the tongue tip is
usually not visible because it is obstructed by the jaw and hyoid bone [21] while being the
most important part of the tongue in speech production [22]. Because of these shortcom-
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ings, UTI is not widely used in speech research and, as far as we know, not found in private
practices.
(a) (b)
Figure 1.4: Ultrasound Tongue Imaging: (a) a subject with an ultrasound probe placed
under the chin [23], and (b) a grey image generated from the ultrasound patterns showing
the inside of an oral cavity with the tongue surface visible as a light-colored line [24].
1.3 Need for MagTrack
The aforementioned systems are well suited for some specific tongue tracking applications,
but they have not been widely adopted by researchers and end-users. For instance, the EMA
and EPG are relying on wired tracking methods that hinder natural speaking behavior since
the wires impede the normal motion of the articulators. Additionally, even though their
intra-oral parts are coated with non-toxic materials, users might be uncomfortable knowing
that electronic components are made of toxic materials that could potentially leak after a
prolonged use. Of course, the intra-oral parts can be renewed before the coating would
wear off, but this will add to their already high cost.
As mentioned earlier, the EMA is outside of the budget of most research labs and virtu-
ally all private practices and end-users. It is also not portable in the case of the AG-series or
difficult to move for the Wave system. To be noted, EMA is an attractive tracking system
for forefront research in speech due to its high accuracy and its ability to track multiple
probes simultaneously, but it is not suitable for applications outside of a research lab.
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Regarding EPG, the tongue tracking is limited to a 2D plane (i.e. palate) and is per-
formed at a lower resolution than the other systems because the visual feedback is only
composed of a finite number of discrete points. This substantially limits the speech sounds
that EPG can recognize since the vast majority of vowels are spoken without any tongue
contact to the palate.
For UTI, the major limitation is the fact that the probe must be in contact with the skin,
usually under the chin, in order to produce images with sufficient resolution to identify the
tongue’s delineation. Furthermore, since the tracking is performed in 2D only, it is not
intuitive to understand the components in the images, and it seems challenging to integrate
this system into a user friendly device that can be used by the end-users. However, the fact
that the tracking is performed entirely outside the mouth is undoubtedly a unique feature
that could be helpful in other applications.
MagTrack was designed to combine many advantages of the aforementioned systems
while addressing the limitations. The main objective is to implement a wireless tracking
approach that can be embedded in wearable form factor. To do so, MagTrack relies on
a new type of tracking technology that has been developed in recent years: Permanent
Magnet Localization (PML). More details about how PML works will be provided in the
next chapter, but as a summary, PML estimates in real-time the 5D state (3D position and
2D orientation) of a permanent magnet (more commonly referred as ”tracer”). The tracer
is typically shaped as a cylinder with millimetric dimensions, and it generates a constant
magnetic field that is recorded by an array of magnetometers. The magnetic measurements
are then fed into a localization algorithm that outputs an estimation of the tracer’s state
(Figure 1.1). By placing a tracer on the tongue, PML is well suited for tongue tracking
applications because it can track any motion of the tongue like EMA but without interfering
with natural tongue motion like UTI since neither wires nor electronics are located inside
the mouth. The tracer is safe to be used inside the mouth and on the tongue because it is
coated with materials that is non-toxic, and in the event of being swallowed, it is exhausted
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naturally via our digestive tract because of its millimetric-sized and light-weight (<1g).
For speech-related applications, PML has the potential to track millimetric movements of
the tongue that can produce different phonemes [25]. Furthermore, PML is affordable:
magnets and magnetometers are inexpensive since they are produced in high volume for
mass markets. For instance, magnetometers can be found in all mobile devices and magnets
in electric motors, appliances, furniture, apparels, among others.
In conclusion, MagTrack has the potential to be the best suited solution to be a practical





Figure 2.1: Overview of MagTrack’s system components. A magnetic capture module
transmits raw magnetic recordings from 24 magnetometers to a localization algorithm that
estimates The 5D state of the tracer. The motion of the tracer is displayed on a user in-
terface and saved into a database. Additionally, the voice of the user is recorded from a
microphone.
MagTrack is a complete solution for a tongue tracking system. Figure 2.1 provides an
overview of the different components of the system. MagTrack is capable of tracking
tongue motion wirelessly by estimating the 5D state (3D position and 2D orientation) of
a tracer glued on the tongue. Its magnetic capture module records the variation of the
magnetic field generated by the moving tracer thanks to an array of 24 magnetometers. A
controller creates data packets from the magnetic measurements that are fed into a per-
manent magnet localization algorithm whose output is the estimation of the tracer’s state.
These states are displayed in real-time on a custom-designed user interface and saved for
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later review and processing. Additionally, MagTrack records the user’s voice from a micro-
phone. In the current version of MagTrack, its body is a stationary headset that is anchored
on an external support to remain fixed in position, and is secured to the user’s head by
headgear to reduce any undesired head motion artifacts.
The first section of this chapter will focus on the permanent magnet localization method
to understand how the magnetic field recordings are translated into the tracer’s state. The
second and third sections will describe in more details the hardware and software compo-
nents of the system, respectively. Finally, the last section will provide some pointers into
future improvements of the system.
2.1 Permanent Magnet Localization
(a) (b)
Figure 2.2: Tracer glued in different locations: (a) blade and (b) dorsum.
Tongue tracking is achieved through a permanent magnet localization algorithm that es-
timates the 3D position and 2D rotation of the magnetic tracer from its induced mag-
netic field. Figure 2.2 shows the tracer used in MagTrack (D21B-N52, K&J Magnetics,
Pipersville, PA, USA) as it is attached on different positions on the tongue. This tracer
is made of a N52-grade Neodymium which is the strongest magnetic material that can be
found in the market, and it is disc-shaped (3 mm diameter and 1.5 mm thickness). The
11
glue that is used to attach the tracer on the tongue is an FDA-approved dental adhesive (Pe-
riAcryl, GluStitch, British Columbia, Canada). The tracer is considered to be a magnetic
dipole that generates a constant and static magnetic field. Magneto-resistive magnetome-
ters can measure its magnetic flux density
−→
B with high resolution (up to 61µgauss). In
the literature and for sake of simplicity, the term ”magnetic flux density” is often reduced
to ”magnetic field”. Since the tracer is attached on the tongue, the tracer moves with the
tongue which results in the magnetic measurements from the magnetometers to vary ac-
cording to their relative distance to the tracer. These raw magnetic measurements are then
fed into our PML that estimates the 5D state of the tracer.
Historically, PML has been implemented as a multi-parametric nonlinear optimization
problem that attempts to find the solution of the inverse of the point-source dipole equation
(PSDE) [26]. In summary, the PSDE outputs the magnetic field that a magnetometer should
read provided a 5D tracer’s state as an input. However, the variable of interest is the tracer’s
state which cannot be directly derived by inverting the PSDE because of its high nonlin-
earity. Therefore, many studies have focused on implementing derivative-free nonlinear
optimization methods to estimate the optimal 5D state that matches the magnetometers’
readings [27, 28, 29, 30, 31]. Initially, MagTrack’s PML was based on this method Mag-
Track with its implementation and tracking accuracy published in [32, 26]. More details
about this method is provided below in section 2.1.1.
This nonlinear optimization-based PML has many shortcomings that limited its perfor-
mance when used with real datasets. More recently, we have implemented an alternative
method of localization by leveraging the capability of machine learning to find an optimal
nonlinear model that best fits the magnetic measurements from the magnetometers to the
state of the magnet. Among all the advantages of machine learning, one of the most at-
tractive is that once a model is trained, the localization is completed much faster than in
the previous method because the algorithm is non-iterative. Indeed, the optimization-based
method is iterative since it has to try many guesses before finding the the optimal solution
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to the PSDE. A feedforward neural network was chosen as the localization model for this
method which is described in more details in section 2.1.2.
2.1.1 Nonlinear Optimization
Figure 2.3: Overview of our localization algorithm based on a nonlinear optimization
method.
Figure 2.4: Key parameters used by the PSDE for a magnetometer located at s, and a tracer
positioned at a with a dipole moment rotated by T and F.
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An overview of this localization method is provided in Figure 2.3. The point-source dipole





be read at a magnetometer (located at−→s ) for a tracer placed at a 3D position−→a and with a
dipole moment
−→
M whose orientation is described by a zenith (θ) and an azimuth (φ) [27].














(−→s −−→a ) is the distance vector between the magnetometer and the tracer,
and µ0 is the magnetic permeability of free space. The following equation provides an







−→m = [ sin(θ) cos(φ), sin(θ) sin(φ), cos(θ) ] (2.3)
whereBr, d and l are the following parameters of the D21B-N52 permanent magnet: resid-
ual flux density (14,800 gauss), diameter (3 mm) and length (i.e. thickness: 1.5 mm). The
unit vector −→m is the normalized dipole moment that provides the information about the












where BT is a constant that depends only on the tracer’s characteristics. To be noted, the
PSDE is only an approximation of its underlying physical model and performs optimally
only when the highest dimension of the tracer is negligible compared to its distance to the
magnetometer (hence the term ”point-source” in PSDE). In [33], a ratio of 0.4 between
the largest dimension of the tracer and its distance to a magnetometer is reported to be ac-
ceptable. In MagTrack, the ratio is 0.15 with the largest dimension of the tracer being its
diameter (3 mm) and its smallest distance to a magnetometer in a typical setting for speech
data collection is 2 cm. Lower ratio cannot be easily reached because the signal-to-noise
ratio (SNR) will drop drastically which will result in decreased tracking accuracy. The drop
in SNR is due to the fact that the tracer is made of the strongest magnetic material com-
mercially available (Neodymium, Grade N52), thus, no smaller magnets can be found with
similar magnetic strength. Increasing distance between the tracer and the magnetometers is
also difficult to implement because the tracer’s magnetic field becomes weak enough that
it cannot be extracted from the sensor’s noise.
Equation 2.4 provides an estimation of the magnetic field measured at a magnetometer.
However, our objective is to estimate the position −→a and orientation (θ,φ) of the tracer




of a magnetometer. Because the dipole equation is
nonlinear, there is no analytical solution. Some numerical solutions have been developed
to find a closed-loop formula [34] or a linear estimation [27]. Although these methods
are less computationally intensive, they typically result in lower accuracies than nonlin-
ear optimization algorithm [29]. For speech applications, very small displacement of the
tracer must be tracked, consequently, increased accuracy is needed. A traditional approach
for this optimization problem is the nonlinear least squares method where the objective is
to minimize the sum of squared residuals [35] in an over-determined system (i.e. more
equations than unknowns). Because the range of operation of a magnetometer is limited to
a few centimeters, the magnetic measurements are captured by an array of 24 three-axial
magnetometers to ensure a better coverage of the oral cavity in which the tongue moves.
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More magnetometers cannot be added at this stage because all available general-purpose
input/output (GPIO) pins on the controller are used in the current design of MagTrack. The
error function E is the following sum of squared residuals,
E
(−→a , θ, φ) = N∑
i=1
∥∥∥∥−→Bmeasi −−→B estimi (−→a , θ, φ)∥∥∥∥2 (2.5)
where N is the number of magnetometers (N=24) and i the index of a magnetometer. The
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because the PSDE in equation 2.4 is established in a magnetometer’s
frame of reference (FoR), while the tracer’s state (ax, ay, az, θ, φ) is relative to a global FoR
attached to MagTrack’s body. Therefore, the state parameters in the global FoR must first





(−→a , θ, φ) = Ri −→B theoi (−→s i −−→a , θ, φ) (2.6)
where−→s i is the position of the ith magnetometer in the global FoR,−→s i −−→a the distance
vector in the ith magnetometer’s FoR , and Ri the rotation matrix of the ith magnetometer
in the global FoR.
To provide the best tracking accuracy, the magnetometers must be calibrated to account
for process variations during manufacturing and undesired soft-iron magnetic effects. A
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whereGi andOi are the gain (3x3 matrix) and offset (1x3) of the ith magnetometer, respec-
tively. BMFi is the background magnetic field that is a disturbance that must be canceled
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to isolate the magnetic field generated by the tracer. As long as the device is positioned far
enough from dynamic magnetic sources (e.g. power outlet, magnetic surfaces), the BMF
can be considered as a constant vector. It is calculated by averaging 100 raw magnetic
measurements (1 sec) collected for each magnetometer without any tracer in their vicinity.
As a summary, the objective of this localization method is to find the optimal set of state
parameters that minimizes the error function E (equation 2.5). There are many different
search strategies to find the optimal state, and these are the responsibility of an optimizer. In
previous studies [35, 36], a benchmark of nonlinear optimizers was carried out to estimate
their tracking accuracy and execution time. The benchmarked optimizers included Particle
Swarming Optimization (PSO), DIRECT, Powell, and Nelder-Mead. It was concluded that
Nelder-Mead provides the best trade-off between tracking accuracy and execution time in
our application [36].
2.1.2 Neural Network
Figure 2.5: Overview of the localization algorithm based on a feedforward neural network.
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In the optimization-based localization method, the nonlinearity of the PSDE restricts our
choice for an optimal optimization algorithm. Furthermore, this method is sensitive to the
initial estimation since each new estimation is initialized by the previous estimation of the
tracer’s state to be more accurate and reduce execution time. Also, we observed in our
pilot studies that many iterations are needed for the optimizer to converge back to a proper
estimation when the magnet was inadvertently placed in an area where its magnetic field
is either weak (e.g. far from all magnetometers) or saturating (e.g. too close to a magne-
tometer). During this time, the PML generates incorrect state estimations even though the
magnet is placed back to a working area. This behavior is not compatible with real-time
tongue tracking for which even a small number of incorrectly localized states would affect
its outcome.
With the recent advances in machine learning, and particularly the fact that the com-
putation power needed to train such models is now more accessible than ever, there is
a new opportunity to do away with the theoretical and approximation of the PSDE and
generate new models that are more representative of the actual underlying physical phe-
nomenon. There has been a recent body of research that implemented artificial neural
networks (ANN) as the PML. In [37], the 1D position of a magnet moving along one di-
mension (total distance = 12 mm) was tracked by an array of 9 magnetometers using an
ANN. The model was predefined to have 2 hidden layers, and the researchers studied the
influence on the tracking error of feature reduction using principal component analysis and
the number of neurons per layer. In [38], an ANN was also used for the localization of a
tracer with a diameter of 9.5 mm and a thickness of 3.2 mm. This tracer was tracked by 8
magnetometers with an average 3D positional error of 1 mm.
Feedforward neural networks (FNN) are a type of ANN that are well suited for localiza-
tion. Their architecture is simple but quite flexible to fit nonlinear models. Other machine
learning algorithms such as support vector machine (SVM) and k-nearest neighbors (kNN)
were tested but with no success because the tracking error was high enough to render the lo-
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calization unusable. As shown in Figure 2.5, our model was composed of 72 magnetic field
values (24 x 3-axial magnetometers) as predictors and three target variables (x,y,z) corre-
sponding to the tracer’s position. As an added bonus of using machine learning to generate
a model, the estimation of the tracer’s orientation is not needed to predict its position, as
opposed to optimization-based PML where the angles must be estimated to calculate the
estimated magnetic field (equation 2.6). Therefore, we chose to exclude the prediction of
the angles θ and φ because their values are not being used in any of our tongue tracking
applications.
The raw magnetic field measured by the magnetometers are pre-processed before being
fed to the FNN. Similarly to the optimization-based localization, the background magnetic
field is removed to isolate the magnetic field generated solely by the tracer. The next step is
to validate the magnetic sample by comparing the magnetic measurements to a saturation
and a noise threshold. If the tracer is within a proximity range from a magnetometer (<1
cm), its output saturates because the magnetic field generated by the tracer is much higher
than the sensor’s full-scale range (±4 gauss). Conversely, if the tracer is too far from all
magnetometers (>10 cm), the sample contains mostly noise with no useful information
about the state of the tracer. Therefore, a magnetic sample is ignored if any of its values
is higher than a saturation threshold, or all values are less than a noise threshold. The last
step is to normalize the magnetic values (16-bit signed integer: ±32,768) to ±1.0 to be used
as predictors.
To limit the number of combinations of hyper-parameters to tune for the model, some
restrictions were imposed: fully-connected network, same activation function for all neu-
rons (except for the output layer set to a linear function), same number of neurons per layer.
We tested different architectures and found that a FNN composed of 3 layers with 100 neu-
rons per layer and the hyperbolic tangent as the activation function offers the best trade-off
between tracking accuracy and model complexity.
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2.2 Hardware
2.2.1 Magnetic Capture Module
Figure 2.6: Magnetic capture module composed of six sensor boards connected to an FPGA
controller through a custom-designed connection cape.
The changes in magnetic field induced by movements of the magnetic tracer are measured
by 24 3-axial magnetometers. The choice of magnetometer is the LSM303D (STMicro-
electronics, Geneva, Switzerland) because it provides one of the highest resolution in the
market (~0.15 mgauss) thanks to a 16-bit analog-to-digital converter and a full-scale range
of ±4 gauss. Also, the full-scale range can be changed to ±2/4/8/12 gauss, it can sample
the magnetic field at a rate of 100 Hz, is compatible with both Serial Peripheral Interface
(SPI) and Inter-Integrated Circuit (I2C) communication protocols, and is inexpensive since
it is used in many mass-market electronics. To be modular, four magnetometers are housed
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in one custom-designed printed circuit board (PCB) which is referred as sensor board for
brevity (Figure 2.7). All six sensor boards are connected via SPI to a field-programmable
gate array (FPGA) (Spartan-6, Xilinx, San Jose, CA) embedded in a Mojo v3 board (Em-
bedded Micro, Littleton, CO, USA) that also includes a USB interface to communicate
with a computer. Figure 2.7 shows a high-level block diagram of the FPGA module. The
Communication Manager block initializes and manages the SPI communication with the
magnetometers through the SPI Controller module to poll all 72 magnetic field values.
After receiving the digital magnetic field values from all the magnetometers, the Commu-
nication Manager generates a data packet with a total size of 153 bytes, composed of 144
bytes of magnetic field values (2 bytes per axis, 3 axes per magnetometer), 1-byte packet
counter to verify if any packet loss has occurred, 4-byte header to identify the start of a
new data packet, and 4-byte footer to signal the end of a data packet. The data packet
is transmitted to the AVRI Controller block that delivers input packets to an Atmel AVR
microcontroller on the Mojo board, which transmits the packet to the computer through an
enumerated virtual COM port over USB at a baud rate of 500,000. The decision to use an
FPGA to collect magnetic data in a high throughput parallel fashion stems from the fact
that the initialization and sampling time of all magnetometers need to be accurately con-
trolled and their output data to be concurrently polled to have an instantaneous snapshot of
the tracer’s magnetic field. However, the magnetometers in a sensor board are connected
in an independent slave configuration with dedicated Cable Select pins (CS1-4), allow-
ing only one magnetometer at a time to transmit data on the Master In/Slave Out (MISO)
channel. This design of serial instead of parallel polling in a sensor board is due to the
limited number of GPIOs available in the FPGA controller and to reduce the number of
connections.
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Figure 2.7: A high-level block diagram of the FPGA embedded in a Mojo board.
2.2.2 Voice Recording
The Mini-Akiro microphone (Kinobo, London, England) is used to record the user’s voice
at an adjustable sampling rate of 96 kHz. The choice for this model was due to a good
trade-off between price and quality of recording.
2.2.3 Body Design
The design of the device’s body has gone through a series of modifications to improve its
functionality. There has been roughly five major versions with each one redesigned after
a human study. Indeed, during each human study we conducted, participants were asked
for their feedback about some specific aspects of using the device such as their level of
comfort, fitness to their head/face, etc. Our team compiled the results and identified the
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most important design features to improve. Below is a list of each major version along
with more details on the purpose and reasons for the redesign.
Benchtop V1
Figure 2.8: Benchtop design (version 1) of the device’s body that includes six sensor
boards, a pair of microphones, and a camera. The controllers are placed on top of the
enclosure with the USB hub visible for easy connection to a computer. Two sensor boards
are placed below the chin.
This is the initial design of the device. Its main feature is the placement of two sensor
boards under the chin. The rationale for this choice of boards’ placement is to have mag-
netometers all around the mouth to obtain a better measurement of the tracer’s magnetic
field. Although this was supposed to increase the tracking accuracy, we found that the ac-
curacy was actually reduced because the user’s jaw would bump against the under-the-chin
boards when speaking and thus change the position of these magnetometers. A fixed and
unchanged position of the magnetometers are indispensable for the localization to work
properly since the models are calibrated and trained with a fixed set of positions. These
boards could not be placed further away because the tracer’s magnetic field would be too
weak to be measured. This issue is actually a major technical challenge for tongue track-
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ing using PML because it is hard to find a geometric arrangement of the magnetometers
that would place them as close to the tracer as possible to increase the SNR but without
impeding the motion of lips, jaw, and facial muscles.
Although less critical, another issue with this design is the placement of the controllers
outside of the device. This version of the device’s body was designed as a proof-of-concept,
and thus its actual use in a human study was not a priority. An obvious issue is that they are
in the user’s field of view, and because neither the user nor the device can move once data
collection starts, the controllers were blocking parts of the screen. Additionally, it was not
uncommon for the sensor boards’ cables to be disconnected from the FPGA or the headers
to be damaged since they were not protected when the device was transported from one
location to another.
As a side note, a camera is shown in most designs because lip tracking was thought to
improve the usefulness of our system as a multimodal speech capture system. This system
was previously called the MSCS as the acronym for Multimodal Speech Capture System.
Recently, after determining that lip tracking was a challenging and multi-dimensional re-
search problem in itself, we decided to focus on tongue tracking instead. This decision was
also implemented because tongue tracking is not only the main innovation of this system
but also is more practical and useful for its target users. Lip tracking might be added in the




Figure 2.9: Benchtop design (version 2) of the device’s body with the under-the-chin sensor
boards moved to the side and all electronics placed inside the device’s enclosure. Straps
are also added to restrict head motion.
This is the first major redesign of the device. The main change was to move the under-
the-chin sensor boards to each side of the device in order to allow for unhindered jaw
motion. The sensor boards were also flipped vertically to improve the tracking accuracy
on the vertical axis. Since more boards are placed laterally, we also increased the range of
measurement on the anterior-posterior axis (i.e. forward/backward motion of the tracer).
A back enclosure was added to house the controllers. A small aperture on the top was
designed to enable the connection to a computer, therefore only two cables are connected
to the device: one power and one USB cable. This not only protects all the electronics but
also enable standard users to easily connect to a computer as a plug-and-play device.
Head straps were added to limit head motion. This is an important issue because the
system has no means to discriminate between the tracer’s motion and the head/body motion.
Although participants are asked to remain still during data collection, it is impossible to
fully prevent these motion artifacts from occurring because they are a natural motion that
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one cannot easily control. Therefore, straps were attached behind the head and gently
fastened in an attempt to restrict head motion.
Benchtop V3
Figure 2.10: Benchtop design (version 3) of the device’s body with a headrest added to
better restrict head motion without worsening comfort.
The head strapping mechanism from the previous version was not efficient and substantial
head motion was still found in the collected tongue trajectories. As a reminder, the dif-
ference in tongue placement for some phonemes, particularly for consonants, can be on
the order of few millimeters [25]. Thus, even slight body/head motion can significantly
affect the analysis of these tongue trajectories. In this version, a headrest was added to
increase its restriction capability. The headrest is adjustable in both height and length to fit
any head sizes. This had also the added benefit to increase comfort because the previous
strapping method was pressing the user’s cheeks against the device which was impeding
their natural motion during speech. With this version, the head strapping is independent to




Figure 2.11: First attempt for a headset design. A support beam is placed over the mid-line
section of the device to hold the camera. One microphone is placed at the bottom of the
body (not visible in this picture).
Users of the last version of the benchtop device reported a satisfactory level of comfort and
head restraint. However, because the final design of MagTrack’s magnetic capture module
must be wearable, it was decided to create a preliminary version of a headset. To bootstrap
our design process, the base of the headset was a Browguard’s headgear (Allegro Industries,
Piedmont, South Carolina, USA) from which a custom-designed and 3D-printed structure
is attached to using side screws. The structure houses all electronics, including the sensor
boards placed around the mouth, a camera holder, a microphone placed underneath the
structure, and a top plate to hold the controllers.
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Current Headset Design
Figure 2.12: Current design of the headset with re-sizable structures to better fit users’ head
dimensions.
The latest design of the headset is shown in Figure 2.12. The headset’s structure was made
sturdier, lighter, easier to manufacture, and adjustable to better fit any head shapes and
sizes. Also, the camera holder was removed since lip tracking is not implemented anymore.
This enabled the design to be simplified by removing the mid-line camera support that was
in the user’s field of view, and placing the microphone closer to the mouth to increase the
quality of recording.
More importantly, the bottom of the headset has a special design to anchor the whole
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device to an external support. As explained in section 2.1, the device has to remain fixed
during data collection because our current algorithm lacks a dynamic BMF cancellation
that will enable the localization to perform well even when the headset is moving. Since
the BMF is recorded with the device being fixed in position, any deviation from this initial




in equation 2.7 and, consequently, decrease tracking
accuracy. This is the reason why the headset is not wearable in this version and it must




Figure 2.13: User interface of the data collection program showing the following elements:
(1) configuration parameters, (2) utterance, (3) video feedback of the camera, (4) tongue
motion, and (5) voice signal waveform.
Figure 2.13 shows the current user interface developed specifically for human studies re-
lated to the treatment of SSD. The software was programmed in the C++ programming
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language using the Qt framework to facilitate the design of the user interface, and reduce
complexity when developing a multi-thread program. This user interface is composed of
the following parts:
1. Configuration: This tab contains parameters that must be set before starting data
collection:
• Measure/Re-use BMF: These buttons are used to either record or load pre-
recorded values of the background magnetic field. The BMF is recorded for
100 samples (1 second) and averaged to be used in the static BMF cancellation.
• Subject Path: Various data are saved into files throughout the session: the
raw magnetic recordings and the estimated tracer’s states are saved as comma-
separated value files (.csv), the voice as a waveform audio file (.wav), and logs
of session activities as a text file. This field sets the root folder where these files
will be saved to.
• Experimental File: This field sets the path to the file that contains the utterances
that must be spoken by the user.
• Reference: This field sets the folder path where the reference audio files are
located. These audio are the voice samples recorded for each utterance that
were produced by a reference speaker (usually a speech-language pathologist).
• Subject Number: A unique identifier for the participant.
• Serial Number: Each MagTrack device has unique calibration and model pa-
rameters that are loaded by the program at startup to ensure the proper localiza-
tion of the tracer.
• Config done: this button must be clicked once the aforementioned fields are set.
A sub-routine is then executed to ensure all parameters are properly set before
starting the data collection.
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• Oral Dim. Calibration: This button launches another user interface to obtain
some information about the dimensions of the user’s oral cavity. More details
about this feature will be provided later in this section.
• Start: This button displays and saves the localized tracer.
• Play Ref: This button plays the reference audio for the current utterance.
• Show Sensors: This button opens the user interface shown in Figure 2.14 that
displays the raw magnetic measurements. This visualization is used to verify
whether the magnetometers are working properly.
Figure 2.14: User interface showing the raw magnetic measurements split by magnetome-
ter.
2. Utterance: This text box displays the utterance to be spoken by the user. The utter-
ance is automatically updated following the order in the list above it. This list con-
tains all the utterances loaded from the experiment file and is split into three fields
(from left to right): a category to provide a context (e.g. phoneme, word, object,
month, color, question), the actual utterance, and the number of repetitions.
3. Video Feedback: As mentioned before, the camera is no longer used in the current
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version of MagTrack but is nonetheless shown here since it might be used again in
the future. A centered red box provided a visual cue to ensure that the user’s lips are
properly positioned in front of the camera. Each frame was processed by a computer
vision algorithm that detected the lip boundary which was then displayed over the
original image as a green overlay.
4. Tongue Tracking: The 3D position of the tracer is displayed in real-time and split
into six graphs: the top graphs show the tracer’s trajectory in transverse (X-Y), coro-
nal (X-Z), and sagittal (Y-Z) planes, while the bottom graphs show the dynamic
movement of the tracer along each axis vs. time. These spatio-temporal representa-
tions provide the SLP with valuable information about quality of speech and possi-
ble impairments both in terms of tongue placement (upper row) and tongue timing
(lower row). The tracer’s position is displayed as a black dot at the tip of an arbitrary
delineated tongue in red that is shown solely to provide a visual context. The two
ellipses that comprise this virtual tongue actually move with the tracer by stretching
and folding. Furthermore, visual targets can be added to guide the user’s tongue po-
sition. Two targets are shown with their color being either green if the tracer is inside
or red otherwise. The diameter of these targets can be changed to adapt the difficulty
of the speech exercise.
5. Voice Waveform: The microphone’s recordings are represented in real-time as an
audio waveform. The amplitude of the audio data is normalized between ±1 and the
waveform is downsampled by a factor of 10 to reduce unnecessary consumption of
computer resources by the plotting library. This representation of audio data was
selected because most SLPs are more familiar with voice waveforms.
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2.3.2 Palatal Projection
Figure 2.15: Illustration of the most important landmarks and axes used in the palatal
projection.
When the headset is placed on the user’s head, the orientation of the magnetometers relative
to the user’s mouth is not known. This is an issue because it creates difficulties when the
tongue trajectory is analyzed, displayed, or just plainly compared to other trajectories. To
illustrate this problem, let’s consider the case of the tongue trajectory of a patient that is
compared to a reference during speech therapy. The reference trajectory would be recorded
from an SLP with the mouth being oriented at a certain angle, while the patient’s mouth
will be oriented at a different angle since there is no mechanism to place the headset at
the same position and orientation each time it is placed on a user’s head. Because there
isn’t any simple hardware/mechanical solution to this problem, a software solution was
implemented. The idea is to project the coordinates of the tracer from the global FoR into
a FoR that is always fixed relative to the user’s mouth. Therefore, no matter the position
and orientation of the headset, the tongue position will always be shown in the same FoR
and thus facilitate the comparison and analysis of tongue trajectories between sessions. As
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shown in Figure 2.15, an obvious selection for this new FoR is the palate since it is a fixed
part of the mouth. This palatal FoR is composed of three basis (−→x ′,−→y ′,−→z ′) fully described
by these three landmarks: the origin (P o) located between the upper central incisors, the
left molar (LM), and the right molar (RM). The basis vector −→x ′ is set to be parallel to the
line that passes through LM and RM, and arbitrarily directed positive towards the left side.
The basis vector −→y ′ is set as the line passing through the origin and the mid-palate point
(MP) which is placed at the center of the LM-RM line. This axis is oriented positively
towards the inside of the mouth (i.e. the throat). The last basis −→z ′ is orthogonal to the
−→x ′-−→y ′ plane and following the right-hand rule (here, directed upwards).
Every time the headset is placed on the user’s head, the user is asked to place the tracer
at each of these three palatal landmarks to locate their positions in the global FoR. Then, a











































Therefore, for every new tracer’s position (x, y, z), a set of coordinates (x′, y′, z′) is













To reiterate the purpose of this palatal projection, if the tracer is placed at a same position
in the mouth, the projected coordinates (x′, y′, z′) should remain the same no matter the
position and orientation of the user’s head in the global FoR. Consequently, this projection
should provide consistent trajectories between data collection sessions and thus facilitate
their analysis and comparison.
2.3.3 Procedures for Data Collection
Figure 2.16: Flow diagram of the procedures in a typical data collection.
Figure 2.16 provides an overview of the procedures that are followed in a typical data
collection session. The first step is to setup the hardware by fastening the headset to the
user’s head and adjusting the support to ensure the user’s posture is comfortable. The
magnetometers are then tested for a signal response by waving a tracer in their vicinity.
The next step is to configure the parameters for the session, and measure the background
magnetic field to properly initialize the localization algorithm. Then, the tracer is attached
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on the part of the tongue whose motion is of interest, and the palatal projection matrices
are calculated to convert the tracer’s states from the global to the palatal frame of reference.
Only after these steps are completed that the data collection can start. These procedures are
typically completed in less than 5 minutes.
2.4 Future Work
Our current prototype is functional and can reach a satisfactory level of tracking accuracy as
it will be shown in the next chapter. Furthermore, it has already been used in human studies
to assess its capabilities in various applications, including in the creation of a baseline of
phoneme landmarks (chapter 4) and in a silent speech interface (chapter 5). These studies
enabled us to obtain quantitative and qualitative feedback about MagTrack’s capabilities
which are the basis of this discussion on the future improvement of the system.
2.4.1 Wearable Headset
As already mentioned, our current headset version is stationary and thus requires the user
to remain still for the duration of the data collection session. However, natural body/head
motion cannot be fully restricted and thus adds motion artifacts in the recorded trajectories
that is not from the tongue. Having a wearable headset that remains fixed on the user’s
head but not bound to a fixed support will enable users to move freely without adding
any body motion to the recorded trajectories. Additionally, a wearable design will drasti-
cally increase comfortability and ease of use. To reach this objective, the magnetic field
produced by the tracer must be isolated from the background magnetic field that is a dis-
turbance to be removed. In the current version, the BMF is simply measured for each
tracking magnetometer before the data collection starts and with no tracer in the vicinity.
These BMF values are then subtracted from any raw magnetic measurements to isolate the
tracer’s magnetic field (equation 2.7). This static BMF cancellation is possible because the
magnetometers are fixed in space and thus, in theory, the BMF values remain unchanged.
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In practice, this method is flawed for two main reasons. First, the headset does not re-
main absolutely fixed because the support is not perfect and allows small movements that
are produced by natural body motion. Secondly, the BMF might vary during the data col-
lection session because we are surrounded by dynamic magnetic field-generating devices
(e.g. mobile devices) that adds magnetic disturbances not accounted for. More importantly,
this method cannot be used when the headset is moving because the BMF values for each
magnetometer will vary with its change in orientation.
As a possible solution, our last version of the FPGA’s cape was designed with a LSM9DS1
reference sensor (STMicroelectronics, Geneva, Switzerland) which is an inertial measure-
ment unit (IMU) composed of a magnetometer, accelerometer, and gyroscope. Similarly
to the Tongue Drive System [39], the idea is to dynamically attenuate the BMF by project-
ing the magnetic measurement
−→
B ref from the LSM9DS1’s magnetometer to each of the
tracking magnetometers in the magnetic capture module. The assumption is that the BMF
is affecting all magnetometers in the same way because its magnitude and direction are
constant for a same location since its main component is the Earth’s magnetic field. There-
fore, its magnitude can be measured by the reference magnetometer of the IMU since it is
placed far enough from the tracer that only the BMF is captured. However, to cancel the
BMF at each of the tracking magnetometer, the BMF’s direction must be rotated from the
reference magnetometer’s FoR to each of the tracking magnetometers’ FoR. Furthermore,
using the same rationale than in equation 2.7, a calibration must be performed to account
for the nonidealities of the sensors. Therefore, a projection matrix Pi must be calculated to
estimate the BMF Bi that should be read by the ith tracking magnetometer from the Bref
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with g and o being the gain and offset coefficients, respectively. The projection matrices
are calculated using the least-square error method by collecting as many magnetic samples







































Although this method of dynamic BMF cancellation is fully known and reported to be
performing well in the Tongue Drive System, the residual errors that remain after this
cancellation are high enough to significantly decrease the tracking accuracy for MagTrack
at a level that renders our PML unusable. The causes of this issue are not known at this
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moment but will be investigated in our next batch of improvements. One possible reason
is that because the inverse matrix of (BrefBTref ) is actually a pseudo-inverse since it is
not full ranked due to sensor noise, the method used to derive the pseudo-inverse might
not provide a sufficiently close approximation. Thus, a better method to approximate the
pseudo-inverse might be needed. Furthermore, it is also possible that there might have been
enough number of magnetic measurements or rotations of the headset to generate a proper
estimation of the pseudo-inverse.
2.4.2 Hardware Optimization
As can be seen in Figure 2.12, the headset is rather cumbersome and might not be practical
to be used as a wearable system. Our current focus is to validate that the tracking can be
performed with a satisfactory level of accuracy. Therefore, our design’s objective was to
maximize the number of magnetometers in order to increase the tracking accuracy. Indeed,
increasing the coverage area around the mouth provides different ”viewing angles” for
recording the tracer’s magnetic field which should improve the overall tracking accuracy.
In the current design, the magnetometers are place next to the cheek and as close to the
tracer as possible while enabling the user to speak freely. However, it is possible that a
more optimal configuration of the magnetometers, in terms of their position and orientation,
could have a greater influence on the tracking accuracy than simply increasing their number.
This study is challenging because it is difficult to build a physical setup that will enable
the magnetometers to move in 6D (3D position and 3D orientation) in an efficient and
automated manner. There are two different approaches that can be used to overcome this
issue.
First, a top-down approach could be implemented with the development of a simulated
environment of the physical space in which the magnetic measurements would be calcu-
lated from the point-source dipole equation with added gaussian white noise to simulate the
magnetometers’ noise, or even from a more realistic model that could be generated from
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real measurements. This simulated space would enable an automated method to move and
rotate the magnetometers, with spatial constraints (e.g. remain outside of the oral cavity),
while estimating the impact on the tracking accuracy. The results would then be validated
in the physical space by placing the magnetometers at the optimal positions/orientations as
estimated in the simulated space.
Secondly, a bottom-up approach could be implemented in which the optimal configura-
tion for a small set of magnetometers will be studied. For example, one could start from an
initial objective to find out the maximum distance between a pair of magnetometers, placed
on each side of the mouth, that would still provide a satisfactory level of tracking accuracy.
From that point, one pair could be added at each iteration and the position/orientation of all
magnetometers could be re-evaluated to maximize tracking accuracy. Because of the inher-
ent symmetry of the magnetic capture module, any change on the geometric arrangement
of the magnetometers in one side can be mirrored to the other side, resulting in a significant
reduction in the number of possible combinations of positions and orientations.
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CHAPTER 3
ASSESSMENT OF TRACKING ACCURACY
This chapter will describe in details the setup, methods, and results of our assessment of
MagTrack’s tracking accuracy. As a brief overview, the tracking accuracy is defined as
the distance error between the actual position of the tracer and its estimation generated
by our localization algorithm. A tracer is placed at known positions along a predefined
trajectory by a 5D positional stage that was designed and built in our lab. This positional
stage has 5 motors that independently control each value of the tracer’s state (x, y, z, θ, φ),
thanks to a motor controller that transforms a desired state as input to the motors’ angular
rotation. A custom-designed program was developed to synchronize the placement of the
tracer at the desired states and the magnetic recording from MagTrack. This program has
historically been called the ”calibration” program due to its initial application to find the
parameters needed to run the nonlinear optimization-based localization. This calibration
program loads a trajectory file that contains all the desired states, transforms the states
into a gcode format that is recognized by the motor controller, and saves all the magnetic
measurements when the tracer reached the desired state. The first assessment of tracking
accuracy was performed for the optimization-based PML using one reference trajectory to
find the calibration parameters and three testing trajectories to measure the tracking error.
This study was published in [32] and more details are provided in section 3.2.1. The second
assessment was carried out after the development of the FNN-based PML in which three
trajectories were used: a training set, a validation set, and a testing set. The training set is
used to train a neural network by finding the weights of the edges, the validation set is used
to attenuate the effect of over-fitting, and the testing set serves as a separate dataset unseen
during the training process that provides a more realistic evaluation of the tracking error.
This assessment was published in [40] and described in section 3.2.2.
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Our assessment of tracking accuracy, described in more details in section 3.1, is more
comprehensive that the methods that are used for EMA. Indeed, the typical assessment for
EMA relies on an indirect tracking method that estimates the difference in the distances
between probes (referred as inter-distance) placed at a known and fixed distance between
each other. In [9], an evaluation of the tracking error of the AG500 (Carstens Medizinelek-
tronik GmbH, Bovenden, Germany) was carried out using three methods. The first method
relied on the calibration device provided with the AG500 in which a maximum of 12 probes
can be placed inside a rotating disk. The placement of each probe within the disk is known,
which means that their inter-distances are also known. The disk is rotated only in the
horizontal plane, and the estimated positions of the probes are analyzed to calculate the
deviation of their inter-distances to their actual values. In the second method, instead of
an automated rotation in one plane, the disk was moved manually and randomly inside the
EMA’s working space. Therefore, the disk is rotated in different planes and positions. In
the last method, two probes were attached on the jaw of a single subject that was asked
to speak few utterances. Their inter-distances measured during speech are compared to its
initial value. Overall, this study showed that the median error was around 0.5 mm. In [8],
a similar but more elaborate apparatus was built by the researcher to conduct an assess-
ment of tracking accuracy on another EMA, the Wave System (NDI, Waterloo, Ontario,
Canada). Three methods were also used: a static tracking where the probes are placed at
known locations, a dynamic tracking where the inter-distances are known while the probes
are being moved using a crank-rocker four bars mechanism, and a speech task with two
probes attached to the jaw in the similar manner than in [9]. The results are also similar to
the study in [9] with a median of 0.5 mm. These indirect methods are suitable for a first
approximation of the tracking accuracy, but they are far from being comprehensive. For
instance, the automated motion of the probes are usually restricted to one or two planes
at best, and their trajectory lacks a variation in their rotations. Furthermore, the motion
encompasses a small portion of the working volume or a low density of locations inside a
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larger volume. Finally, some of the assessment methods relied on manual operations that
are not easily reproducible.
3.1 Data Collection Setup
The objective of our assessment of tracking accuracy is to be (1) reproducible by automat-
ing the tracer’s placement using a 5D positional stage (section 3.1.1), (2) consistent in the
placement of the tracer by using predefined trajectories (section 3.1.2), and (3) easy to
perform through an operator-friendly program (section 3.1.3).
3.1.1 5D Positional Stage
Figure 3.1: Automated 5D positioning setup composed of a 3D linear and a custom-
designed 2D rotational stage to place the tracer to a 5D state with a precision of 76 µm
and 1.8°.
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Figure 3.2: 2D rotational stage composed of two stepper motors to rotate a tracer along its
pitch and roll (timed belt not shown), and a custom-designed and 3D-printed holder.
Placing the tracer at a desired 3D spatial (X, Y, Z) and 2D angular (roll: θ, pitch: F) states
in a controlled manner is a challenging problem. First, the positioning setup must be able to
change any of these 5 parameters independently from each other. There are commercially-
available robotic arms that can perform such tasks with great accuracy [38], but they are
highly expensive, cumbersome, and will hardly be able to maneuver in the tight space
inside our headset’s working volume. Additionally, a critical constraint is that no magnetic
materials should be in the vicinity of the magnetometers (~15 cm) to avoid corrupting
their readings of the tracer. Therefore, we created our own 5D positioning system (Figure
3.1) composed of a 3D linear and a 2D rotational stage that are fully automated because
the value of each dimension (X,Y,Z,θ,F) is driven by a dedicated stepper motor that is
controlled by a motion control system, sufficiently precise for our application, have a small
footprint, are affordable (< $2,000 in total), and are specifically designed for use with a
tracer.
The 3D linear stage is based on three motorized XSlides (Velmex Inc., Bloomfield, NY,
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USA) with an accuracy of 76 µm and repeatability of 0.25 µm. The 2D rotational stage is
the main innovation of this setup (Figure 3.2) and enables the tracer to freely rotate about
its two axes of rotation (roll and pitch). The third rotation (yaw) is not needed because the
tongue cannot freely move around that axis and is the reason the tracer was chosen to be
cylindrical. The tracer’s pitch is controlled by a timed pulley (#2) driven by a matching
pulley (#1) whose rotation is set by the stepper motor #1 (the belt is not shown). These
parts are attached to a 3D-printed holder that can be directly rotated by the stepper motor
#2, effectively controlling the roll angle of the tracer. All these parts are carefully designed
to ensure that the tracer’s center is always aligned with the two axes of rotation. The
stepper motors have an angular accuracy of 1.8°, and the rotational stage is attached to the
3D linear stage through a custom-designed anchor (Figure 3.1). To avoid any magnetic
disturbance to the magnetometer’s readings, the parts in the rotational stage are made of
non-magnetic materials (e.g. plastic, aluminum), except for the motors (that themselves
contain a permanent magnet) which are placed far away from the magnetometers (>15cm).
The tip of the stage, where the tracer can be found, has a width of 2.5 cm and a thickness
of 1.6 cm, which is small enough to be easily maneuvered inside the headset.
The motors of this 5D positional stage are driven by the TinyG multi-axis motion con-
trol system (Synthetos, Washington D.C., USA). Because this motor controller can only
drive 4 motors, two controllers are connected in parallel with one controller configured
to drive 3 motors to control the position of the tracer, and the other controller configured
to drive the remaining 2 motors to control the tracer’s angular rotation. These controllers
receive commands about the desired state values using G-Code commands, with G-code
being the language that is the industry standard for automated motion control. A count-
less number of parameters can be configured in TinyG to control the motion of the stage.
The most important parameter for our application is the motion velocity because it pro-
vides a trade-off between completion time to traverse the whole trajectory and precision
in positioning the tracer. Indeed, a high velocity will speed up completion time but at the
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detriment of precision. More importantly, if the velocity surpasses a certain threshold, the
motors might stall which will corrupt the collected data since there is no close-loop feed-
back to inform the controller to correct and recover from this problem. Empirically, we
found that a velocity of 400 mm/min for the 3D linear stage and 10,000 deg/min for the
2D rotational stage are optimal values that provide the highest speed without stalling the
motors.
3.1.2 Trajectories
For each type of PML, a set of three trajectories has been created to train, validate and
test the resulting models. In the figures below, each state is represented in blue with the
start and end positions in red as a star and triangle, respectively. Only the 3D positions are
shown in the figures, but each position is actually composed of many states since the tracer
is also rotated.
The objective is to assess the tracking accuracy in a volume broadly similar to the oral
cavity. A reference volume for an oral cavity can be estimated to be around 40x40x70
mm3 for the palatal width (X), palatal length (Y), and facial height (Z), respectively. These
dimensions are actually set larger than an average oral cavity because each dimension is
calculated using the 3rd quartile (Q3) of the largest reported values in [41] where anthro-
pometric measures were collected on 21 adult speakers. Although the roll angle (θ) of
the tracer does not vary much during speech, a range of ±50° is considered because it is
difficult to ensure the tracer is attached flat on the tongue and that the user’s head is per-
fectly aligned with the headset’s frame of reference. This sets a reference for the following
trajectories.
Nonlinear Optimization
The first set of trajectories were created to assess the tracking accuracy of the nonlinear
optimization-based PML. At the time when this assessment was performed, the 5D po-
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sitional stage was not operational yet and thus we were relying on a 4D positional stage
which allowed the θ angle to rotate but not the φ angle. Therefore, φ was fixed at 0°while
θ is rotated after each complete traverse in the range of ±50° with a 10° step to reflect a
realistic range of tongue twist during speech.
Figure 3.3: Trajectory designed to train a PML based on the nonlinear optimization method
(all units in cm).
Figure 3.3 shows the training trajectory that is enclosed in a larger volume than in the
reference with a volume of 4x8x10 cm3 to account for head position offset. This trajectory
is composed of 6,000 positions, per θ rotation, that are uniformly distributed with a constant
distance of 5 mm between points. This sampling resolution is chosen to collect as many
data in a reasonable amount of time.
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Figure 3.4: Trajectory designed to validate our optimization-based PML (all units in cm).
Figure 3.4 shows the validation trajectory that was designed to follow a similar trajec-
tory than in the training but with the volume being traversed in a different manner. There-
fore, the sequence of positions being traversed is different in order to validate the tracking
performance when the initial state estimate is different in the optimization process.
Figure 3.5: Trajectory designed to test our optimization-based PML (all units in cm).
The tongue usually moves in a curved motion during speech. To emulate this behavior,
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Figure 3.5 shows the testing trajectory as a damped helix (similar to other studies [29, 42,
26]) designed to assess the tracking accuracy with greater resolutions that can be as high
as 0.1 mm for positional and 1° for rotational. Therefore, this trajectory emulates a more
realistic tongue motion in speech with curves and twists.
Neural Network
The trajectories used for the assessment of the FNN-based PML are similar to the previous
ones, with the exception that the pitch (φ) was also rotated since the 5D positional stage
was fully operational. Because the tongue has more abilities to vary its angle, specially
when the tracer is placed at the tip of the tongue, the range of pitch angles is set much
wider at φ = ±90° to encompass all possibilities. A wider rotation can be reached by the
tongue but is unnatural to its common uses, particularly during speech.
Figure 3.6: Training trajectory composed of 1.7M states traversed by the tracer to train our
localization model (all units in cm).
The trajectory shown in Figure 3.6 is a prism that roughly follows the mandibular arc
from the gnathion to the tragions [41] with a width (X) expanding from 3 cm to 10 cm, a
length (Y) of 10 cm, and a height (Z) of 10 cm. This is a much larger volume than the refer-
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ence to better train the localization model and to obtain a more comprehensive assessment
of the tracking performance in the whole working volume of MagTrack’s headset, with
8,100 positions uniformly distributed over the volume and separated by a constant distance
of 5 mm. At each position, the tracer’s pitch rotates at φ = ±90° with a 10° step, and this 4D
trajectory is then repeated for the tracer’s θ rotating for ±50° at a 10° step. This results in
a trajectory composed of ~1,7 million states, which has a more dense and comprehensive
coverage of the working volume than any methods used in EMA.
Figure 3.7: Validation trajectory composed of 337,000 states and used to avoid over-fitting
during the training of the localization model (all units in cm).
The trajectory in Figure 3.7 covers a volume closer to our reference at 4x6x7cm3 with
the only difference that the length dimension (Y) is 1.5x larger to account for the exten-
sion/retraction of the tongue when producing some phonemes. This volume is also uni-
formly sampled with positions placed at every 5 mm, similarly to the training trajectory.
However, to serve as a validation against over-fitting, none of its 5D states are equal to
the ones in the training set by offsetting all positions by 2.5 mm (i.e. placed in between
adjacent training positions) and rotational angles by 5° (φ: ±85°, θ: ±45°), resulting in a
total of 337,000 states.
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Figure 3.8: Test trajectory composed of 1,000 states used to assess the tracking accuracy
on unseen states (all units in cm).
The testing trajectory shown in Figure 3.8 is similar than the one designed for the non-
linear optimization-based PML. However, this testing set is composed of 1,000 states sam-
pled in the following ranges (mm): X=[5, 20], Y=[10, 50], Z=[5, 30], θ=±50°, and F=±90°.
As opposed to the other trajectories, all parameters are changing between consecutive states
and 100 magnetic samples are recorded for each state to better assess the robustness of our
tracking against sensor noise. This results in a dataset of 100,000 samples.
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3.1.3 Calibration Program
Figure 3.9: User interface of the calibration program that is designed to load a trajectory,
synchronize tracer placement and magnetic reading, and save data into a file for later use.
The calibration program is the main program that orchestrates all the different parts of
the data collection setup. It is developed in C++ using the Qt framework to facilitate the
design of its user interface (Figure 3.9). During boot up, the program attempts to find
the communication ports where the magnetic reading module (i.e. the Mojo board) and
the motor controllers are connected to. An error message is shown if any of them are not
found, otherwise the user interface is displayed and the configuration of the data collection
can performed through the following widgets:
• Initialization of the motor controllers (1): Because the two controllers are exactly
the same, the program cannot automatically determine which one is controlling the
tracer’s position as opposed to its rotation. Therefore, the COM ports can be manu-
ally switched in this widget if need be. The ”Connect” button starts an initialization
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of the motor controllers where all important motion parameters are set (e.g. velocity,
jerk, mapping between motion axis and motor). When the ”Stop” button is clicked,
an emergency procedure is executed to stop the motion of the 5D positional stage and
prevents any further movement until the program is restarted. The ”Reset All Axis”
button sends an command to the controllers to consider the current state of the 5D
stage as the origin. The need for such coordinate reset is explained below.
• Manual control of the tracer’s state (2): MagTrack’s headset has its own FoR
(referred as the global FoR) in which the coordinates of the tracer are described
in. Although this FoR can be arbitrarily chosen, it must remain the same for the
localization to provide correct estimations of the tracer’s state. Therefore, before
starting the data collection, the tracer must be placed at the origin of this FoR. This
procedure has to be performed manually because the headset is not always placed
at the same position from one session to another. This widget enables the operator
to manually control the motion of the 5D stage by setting the desired position and
orientation of the tracer until it reaches the origin of the device’s FoR. Once done,
the ”Reset All Axis” button is pressed to reset all values to zero. As a side note, the
velocity of each motor can be dynamically changed in this widget. It can be useful to
increase the velocities temporarily when the tracer is being moved to the origin since
a lower precision, and even stalling, can be manually corrected while the advantage
is a significant decrease in completion time for this procedure. The velocities are
then reset back to their default values before starting the actual data collection.
• Configuration of the data collection parameters (3): To increase the robustness of
the localization model against signal noise, the number of samples that are recorded
for each individual state can be set. This enables a sampling of the signal noise to be
included during training and testing of the localization model. The output directory
is the folder where all files pertaining to this session are saved. Lastly, the path to the
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trajectory file is provided in this widget.
• Execution of the data collection (4): As explained in section 2.1, the background
magnetic field must be measured and subtracted to the magnetic measurements.
Thus, before starting the actual data collection, the tracer is removed from the 5D
positional stage and the button ”Measure BMF” is selected to collect 100 magnetic
samples (1 second). The BMF is then estimated for each axis of each magnetometer
as the average value across all the recorded samples. Finally, the tracer is placed
back into its holder and the operator selects ”Start Calibration” to begin the actual
data collection in which the tracer traverses the input trajectory while its magnetic
field is recorded by the magnetic capture module.
3.2 Results
The metrics selected as a measure of tracking accuracy is the positional error (Ep) which
indicates the distance error, in the 3D space, between an estimated and a target position:
Ep =
√
(xe − xt)2 + (ye − yt)2 + (ze − zt)2
with (x, y, z)e the estimated position by the PML, and (x, y, z)t a target position from the
input trajectory.
3.2.1 Nonlinear Optimization
As explained in section 2.1.1, the objective of the training for this localization method is to
find the calibration parameters shown in equation 2.5. There is a total of 432 parameters to
estimate which are split into 18 parameters that are unique to each of the 24 magnetometers:
9 for the 3x3 gain matrix Gi, 3 for the offset Oi, 3 for the magnetometer’s position sp and









i (equation 2.7) that should ideally be
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equal to the theoretical field (equation 2.4). Additionally, the position and orientation of
the magnetometers are slightly different for each device and need to be estimated with great
accuracy for the theoretical model to be valid (equation 2.6).
The calibration procedure resembles the one shown in the equations (2.5)-(2.6)-(2.7)
with some important differences. First, the state of the tracer is known during calibration
since it is accurately set by the 5D positional stage from the input trajectory. Second,
an error function is defined for each magnetometer and optimized over the measurement
samples:
E (G,O, sp, sa)i =
N∑
j=1
∥∥∥∥−→Bmeasj (G,O)i −−→B estimj (si, sa)i∥∥∥∥2
where N is the number of magnetic samples collected along the trajectory and i is the








j are the calibration param-
eters whose optimal values are the ones that generates the lowest error Ei. Empirically, the
Levenberg-Marquardt optimizer is found to generate lower errors, and thus more optimal
values of the calibration parameters, than with Nelder-Mead.
Figure 3.10: Box plots of the positional errors shown for the training set and split across
each rotation of θ. The last box plot shows all the errors combined.
Figure 3.10 shows the positional errors for the training set. The errors are split by values
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of the rotation angle (θ), and we can observe that the median error is fairly similar at ~1.5
mm across all angles except for -40° and -50°. There is no obvious explanation because if
there is an actual reason for the error to be higher with increased rotation, this should also be
observed for 40° and 50° since the magnetic capture module is symmetrical. To be noted,
these two rotations are the last ones to be traversed, thus, a disturbance might have occurred
in the form of an added component to the BMF from a magnetic field-generating object
placed near the system, and/or the headset was accidentally slightly moved. Fortunately,
this issue had no significant impact on the overall distribution of the training errors as
reported by the last box plot with a median error of 1.8 mm and a Q3 of 2.9 mm.
Figure 3.11: Box plots of the positional errors shown for the validation and testing sets.
The positional errors for the validation and testing sets are shown in Figure 3.11. As
expected, the errors are higher than in training with median errors of 5 mm and 3.4 mm
as well as third quartiles valued at 6.8 mm and 5.3 mm for the validation and testing, re-
spectively. The errors in the validation set are higher compared to the testing because the
trajectory covers a wider volume with a denser coverage. Although over-fitting is observed
since the validation errors are more than twice higher than the errors reported during train-
ing, the localization generalizes better on the testing set even though the trajectory traversed
by the tracer is more complex with curves and twists.
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3.2.2 Neural Network
The training of the FNN was performed using the Keras library [43] with TensorFlow
as the backend [44]. The training set was shuffled before each epoch (i.e. one iteration
over the entire dataset) using a repeatable sequence, and the hyper-parameters were found
heuristically: RMSprop as the optimizer [45], a learning rate of 0.01, and a loss function
set as the mean across all samples of the following error function (L) calculated for each
sample (i):
Li = |xe − xt|+ |ye − yt|+ |ze − zt|
with (x, y, z)e the estimated position by our model, and (x, y, z)t the target position. A
model is selected by its ability to predict with the lowest 3rd quartile (Q3) validation error
while being the simplest architecture. We chose to focus on Q3 as a metric because it sets
a more realistic, though stricter, assessment of performance and robustness of our PML by
ensuring that the majority of errors (75% by definition) are below that value.
(a) Loss (b) Positional Error
Figure 3.12: Results of the training of our FNN-based PML model with a) learning behav-
ior over the training and validation datasets, and b) positional errors for our three datasets.
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Empirically, we found that a FNN with the following hyper-parameters provides the
most optimal tracking accuracy: 3 hidden layers, 100 neurons per layer, and hyperbolic
tangent (tanh) as the activation function. The values of the loss function over the training
time (epoch) are provided in Figure 3.12a and show that the model is only slightly over-
fitting the training set (red curve) since the gap with the validation set (blue curve) is small.
The over-fitting can also be observed in the positional errors (Figure 3.12b) where Q3 for
the validation set (3 mm) is higher that the training (1.7 mm). However, this has a reduced
affect on the testing set with a Q3 of 1.8 mm and a median error of 1.4 mm.
3.2.3 Discussion
It is remarkable that our wireless localization method can reach a tracking accuracy that is
similar to EMA which is considered the gold standard for tongue tracking. Indeed, a wired
tracking method such as EMA is expected to perform much better than its wireless counter-
part because the magnetic field intensities can be increased to improve the signal-to-noise
ratio, resulting in a more accurate tracking. In contrast, EMA is much more cumbersome,
expensive, and not practical for applications outside of a research lab. In [10], the research
team has evaluated the tracking accuracy of many different models of EMA and showed
that the positional errors fluctuates between 0.3 mm to 2.18 cm depending on the location
of the probes in the measurement volume (30x30x30cm3). For our FNN-based localiza-
tion, our results show significantly more consistent errors between 0.05 mm and 2.9 mm
for the testing set, and in the worse case, 0.03 mm to 5.1 mm for the validation set. Even
the results of the optimization-based localization show errors that are more consistent with
the worse case dataset (i.e. validation) having errors between 0.05 mm and 1.2 cm. These
results show the potential of MagTrack to be a suitable alternative to EMA by providing
a similar tracking accuracy while having the potential to be used by a wider population
outside research labs.
Comparing our two methods of localization, it is clear that the FNN model performs
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significantly better than the nonlinear optimization method. Actually, the difference in
tracking accuracy is even wider because the trajectories for the FNN-based localization
include the rotation of the pitch angle (φ) while it remained constant at 0° during data
collection for the nonlinear optimization method. The tracking errors increase with an
added dimension of motion because the localization model becomes more complex and
thus more difficult to approximate. Also, the FNN is faster to execute because it is non-
iterative, which would allow our PML to run on devices that are restricted in terms of
computing resources such as mobile devices. More importantly, the FNN model doesn’t
require the knowledge of the previous estimated state. Therefore, the accuracy remains the
same regardless of the order of the sequence of positions traversed by the tracer. Indeed, in
the nonlinear optimization assessment, the validation errors are significantly higher than in
the training set. However, the main difference between the two trajectories is that the tracer
follows a different path while traversing the same positions. Therefore, the FNN-based
PML is not only more accurate but also more robust to variations in the tracer’s motion.
3.3 Future Work
Although MagTrack’s tracking accuracy is satisfactory since it is similar to that of EMA,
theses results should only be seen as an indication of the potential of the PML method
to provide suitable localization performance for tongue tracking applications rather than
definite results. In this section, improvements to the current system are discussed.
3.3.1 Localization Method
The choice for a neural network architecture has been purposefully restricted to a fully-
connected feedforward network, same activation function for all neurons, and same number
of neurons per layer. This restriction was put in place to reduce the number of hyper-
parameters to tune in order to obtain localization results faster. Indeed, the main objective
was to use a rapid-iteration paradigm to validate as a proof-of-concept that a neural network
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could localize the tracer in our system. Therefore, many other hyper-parameters could be
tuned and types of machine learning architectures could be implemented to find out if there
is a more optimal model that can further reduce the positional error. For instance, more
complex models could consider prior knowledge of the tracer’s state to improve its current
estimation (e.g. recurrent neural network). Also, ensemble models such as bagging or
gradient boosting, could be studied to verify if using a combination of weaker models can
result in a better overall estimation of the tracer’s position. Additionally, the two PML
methods assessed in this work could be combined by leveraging the domain knowledge
provided by the PSDE and the unmatched capability of deep learning to model highly
complex and nonlinear processes.
3.3.2 Trajectory
Increasing the resolution of positional sampling from 5 mm to 1 mm could help the PML
training to better discriminate between the small differences in the magnetic field signature
of adjacent points. But, this increase of resolution will also increase the duration of the
data collection by 25, from 1 week to ~6 months for the training set alone. Thus, a smarter
sampling of the headset’s working volume must be established and will likely rely on a
high resolution in the center, where the magnet can be mostly found, to a low resolution on
the periphery.
3.3.3 Data Collection Setup
One of the most challenging tasks in collecting data for this assessment is to reach a perfect
positioning of the tracer. Because our objective is to reach tracking errors in the range of
few millimeters, the 5D positioning stage must then be capable of placing the tracer with a
precision that should be much below these values. This is difficult to do because any me-
chanical system has imprecision. For instance, friction during movement creates a small
error in placement that adds up over time. As a coarse assessment of the influence of fric-
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tion, the tracer is placed back to its initial state after a data collection session is completed.
It was not uncommon to observe errors in placement that can reach few millimeters and
degrees. Although the manufacturer of the 3D linear stage states that the accuracy is 76 µm
and repeatability is 0.25 µm, these values must have been found with no load present on the
stage. In contrary, the 2D rotational stage in our system adds a load to the 3D stage that is
not only adding significant weight but also the weight is not evenly distributed. This could
generate a slight misalignment of the motion axes and thus could be responsible for lower
accuracy and repeatibility.
In the current version of the 5D stage, the motion control is performed in open-loop,
i.e. there is no feedback about the actual motion being taken into account by the controller
to correct the actual position of the tracer compared to a target position. One possible
solution to this problem is to add motion sensors on each motor’s axis to enable a close-
loop feedback mechanism for the controller to increase the accuracy in placement by having
a better estimation of the actual tracer’s state.
Another common concern with mechanical parts is that their dimensions are not exact,
particularly for 3D-printed parts. Indeed, 3D printing is a complex mechanism that is
highly sensitive to a variety of parameters such as the misalignment of the 3 axes of motion,
bending and cleanliness of the printing bed, room temperature and humidity, quality of the
plastic filament, temperature uniformity throughout the part while printing, vibration level
of the printer, just to name a few. Even though these parameters can be better controlled
with some professional 3D printers that typically have an enclosure to shield the printing
environment from the outside, they are not perfect and our team does not have easy access
to these type of printers. This issue of imprecision in the dimensions of the parts is not a
problem in most applications, but in our case, this results in misalignment of the rotation
axes of our 2D rotational stage. This misalignment adds more errors in the position of the
tracer that are relative to its rotation angle position. Although this error can be measured
to generate a model of the position offset that can be added to the original position, this
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creates more complexity to the system and is also not perfect because the rotation angle is
not exactly known due to the same problems explained in the paragraphs above.
Lastly, the center of the tracer is not aligned with the rotational axis for θ because
the belt-pulley system of the motor #1 that drives the φ angle (Figure 3.2) is pulling the
tracer towards the pulley #1. This creates a tension force that bends the cylindrical rod
that transfers the θ rotation from motor #2 to the tracer. This adds an offset to the tracer’s
position that is relative to the angular value of θ. Fortunately, there are few solutions that we
can implement in the future to overcome this issue. One solution is to have a tensioner on
the belt to adjust its tension in a way to prevent the rod from being bent while ensuring that
enough tension is created to properly transfer the rotation from the pulley #1 to #2. Another
solution is to print the 3D parts with a stronger material, e.g. carbon-fiber-reinforced Onyx,
that can sustain such tension.
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CHAPTER 4
TOWARDS THE CREATION OF A BASELINE OF PHONEME LANDMARKS
4.1 Motivation
Verbal communication is a key part of everyday activities such as working, learning, and
socializing. Brain injuries, neuromuscular diseases, and developmental deficits can lead to
speech sound disorders (SSD) which are responsible for the decreased intelligibility of an
individual, resulting in a significant reduction in quality of life. In the United States alone,
SSD affect 5 million adults, and nearly 1 in 12 children [46]. SSD are characterized by
improper positioning and motion of the articulators due to reduction in the range of motion,
lack of coordination, and strength (dysarthria), and/or their motion planning (apraxia of
speech). Following diagnosis, to improve intelligibility, those with SSD undergo a series of
therapy sessions, led by speech-language pathologists (SLP), who identify the root causes
of errant speech and prepare a treatment plan. As already mentioned, the tongue is the
most important articulator and plays a key role in producing most phonemes [1]. Thus, it
is not surprising that some of the most common SSD are due to improper tongue motion
[47]. A key challenge is that unlike lip gestures, which can be seen, and voice, the ultimate
outcome of speech sound production, which can be heard, tongue motion is hidden from
sight to both SLPs and their patients. Therefore, the ability to see and analyze tongue
motion could make a significant difference.
In today’s therapy sessions, SLPs are limited in the treatment tools available to them to
guide patients towards proper placement of their tongue in target locations. These tools are
usually tactile markers that include tongue depressors, a gloved finger of the SLP, tongue
models, or even flavored lollipops in pediatric practices [48]. This is quite inefficient be-
cause patients still cannot practice while the target location is being marked, do not know
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how far they are from the target while speaking (also known as the place of articulation),
and cannot coordinate proper timing of their tongue motion (known as manner of articula-
tion). Similarly, the SLPs’ assessment of improper tongue placement by their patients dur-
ing diagnosis or attempted corrections during therapy sessions are inaccurate and subjective
at best because they have no idea how the patients’ tongue is moving during examination
or while practicing.
Consequently, the lack of key salient features in the treatment tools used by virtually
all SLPs has a negative impact on the therapy outcomes because these tools cannot track,
record, or provide any kind of meaningful feedback about the tongue motion. SLPs are
left with no choice but to rely on their perception of articulation and prior experience in
their subjective assessment of speech performance, and subsequent plan for therapy. These
are not only subject to internal biases but also inconsistent, and challenging to follow,
document, and course-correct, if necessary. Additionally, the lack of feedback affects the
quality, quantity, and efficacy of patients’ practicing in the SLP office or at home because
they are also unsure of their performance, any progress they are making, or lack thereof.
This leads to a reduction in their compliance with the therapy, resulting in a diminishing
rate and amount of recovery.
Therefore, there is a need for a tool that would provide access to tongue motion during
speech to enable a more objective assessment of patients’ progress by SLPs, and allow
patients to better practice by providing quantifiable measures of their speech performance.
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4.2 Objectives
Figure 4.1: Overview of our research objective for the treatment of SSD. The correction
of tongue placement is gamified thanks to visual targets (top). The patient would improve
their speech production by increasing their score which is calculated from the distance
errors between the patient’s tongue placement and the visual targets. These targets are rep-
resentative of the phoneme landmarks that were identified by analyzing the tongue motion
of SLPs during their production of these phonemes (bottom).
Previous studies have shown that combining real-time visualization of tongue motion and
overlaid visual targets for tongue placement can improve the quality of the produced sounds
[49, 50]. Aligned with these findings, the overall objective of our research is to develop
such visual feedback through the gamification of tongue placement. As illustrated in Figure
4.1 (top), the aim is to display the landmarks for the phonemes that the patient has difficulty
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producing (shown as flowers in our illustration). The patient will then be asked to place
her tongue (shown as a bee) as close as possible to these landmarks during her attempt
to produce the target utterance. A score will be generated based on the distance errors
between the phoneme landmarks and the patient’s current tongue position. This score will
serve as an objective measure of speech performance which would reinforce good practice
and result in improved recovery.
To develop this visual feedback, MagTrack is needed to not only provide the tongue
position in real-time but also to find where the phoneme landmarks are located in the first
place. Indeed, during the production of a phoneme, a landmark is the specific position of the
tongue in the oral cavity that modulates the air to generate the intended sound. The prob-
lem boils down to identifying the location of the landmark for each phoneme of interest. In
the current version of MagTrack, a phoneme landmark is placed manually by the SLPs as
a circular mark whose color changes from red to green when the patient’s tongue is within
a set distance from the landmark’s center (Figure 2.13). This manual marking of phoneme
landmarks relies on the SLP’s knowledge of proper tongue placement for each phoneme.
This is not only subjective but will also create inconsistencies from one SLP to another
because there is no realistic baseline of phoneme landmarks that has been produced so far.
Indeed, SLPs rely on the International Phonetic Alphabet (IPA) chart as a reference (Fig-
ure 4.2) which only provides coarse and qualitative information about tongue placement.
Therefore, researchers have been trying to determine more precisely where the actual land-
marks for these phonemes are. Attempts to create such baseline were made previously for
a limited set of lingual consonants with an electromagnetic articulograph as a the tongue
tracking system [9, 25, 41, 51]. However, these studies were limited to few consonants
only.
The objective of this research activity is to evaluate the feasibility of using MagTrack to
generate a baseline of landmarks that includes vowels as well as consonants and for which
tongue placement is the main contributor to their production. The key challenge of this
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Figure 4.2: IPA charts for American-English with idealized tongue placement for the vow-
els (top) and coarse location for consonants (bottom).
research activity is to find a method to validate if MagTrack is capable to generate such
baseline because there is no existing baseline of phoneme landmarks to compare against.
However, it is assumed that the selected phoneme landmarks are fixed in position in the
oral cavity because they were chosen due to the importance of tongue placement in their
production. Therefore, if MagTrack is capable of generating such baseline, the positional
variability of a landmark can be used as an indirect measure. To evaluate the positional
variability, a human study was conducted to record the tongue motion of 10 SLP students
that were asked to utter 25 phonemes with 10 repetitions. As illustrated in Figure 4.1
(bottom), a landmark is identified for each repetition, and the final landmark for a phoneme
is selected as their mean position. Positional errors are calculated between each of the 10
landmarks (one per repetition) and the final phoneme landmark. More details about our




Ten SLP students at the University of Georgia were recruited based on the following cri-
teria: passed a Phonetic class, have no history of speech disorders, and have no intra-oral
magnetic device that would interfere with the magnetometers. To reduce positional vari-
ability due to different methods of articulation, all subjects were female and recruited from
the Atlanta metropolitan area. The subjects were between the age of 21-36 y.o, and grew
up in the state of Georgia (USA) except for subject #10 in Chicago (Illinois, USA). This
study was approved by the Georgia Tech Institutional Review Board and carried out at the
University of Georgia under the supervision of Dr. Nina Santus. A new and sterilized tracer
was used for each subject and placed mid-line on the blade of the tongue using the adhesive
(~1 cm from the tip). The subjects were first asked to read the Grandfather Passage [52] to
be accustomed to speak with the tracer, and then asked to repeat 10 times each phoneme in
the following lists:
• r sound: [Or, aIr, ar, aUr, Ir, Er]
• vowel: [æ, O, e, @, Ä, E, i, I, u,U]
• consonant: [d, l, n, s, t, z, S, Z, T]
The inclusion of 6 different type of /r/ sounds stems from the fact that the produced sounds
differ depending on the phonemic context. Therefore, it was decided to include these /r/
variants in order to capture some of these differences. The phonemes were produced in
isolation except for the consonants that were followed by a vowel. The subject’s voice was
also recorded by the headset’s built-in microphone, and a clicker was used by the subject
to start/stop the recording of each repetition. The subjects were instructed to elongate and
articulate their speech, and were allowed to record back any repetition. In an attempt to
minimize variation in phoneme production between subjects, a reference audio was played
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before each new phoneme and a word was displayed to provide a context in which the
target phoneme is used. At the end of the recording session, the tracer was detached from
the tongue and disposed of.
4.3.2 Data Analysis
Figure 4.3: Overview of our data analysis in which the phoneme landmarks are identi-
fied from the tongue trajectories that are pre-processed by trimming out its components
not recorded during active speech. The positional variability is then calculated for each
phoneme as the error distance between a landmark and the mean position estimated from
all the 10 landmarks of that phoneme and per subject.
An overview of our data analysis is shown in Figure 4.3. The first step is to identify the
landmarks from the 2,500 tongue trajectories (10 subjects x 25 phonemes x 10 repetitions)
collected during our human study. In [25, 41], the position of the highest elevation in
the tongue trajectory was selected as the landmark. However, this identification can be
corrupted in our system by the unintentional head/body motion that can generate a higher
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elevation in a section of the trajectory not related to the phoneme production. Therefore,
another phoneme landmark identification method was selected and is based on the assump-
tion that the phoneme landmark is the position at which the tongue is dwelling. To increase
the validity of this assumption, the subjects are asked to elongate their phoneme production
in order to obtain a higher density of tongue positions at that phoneme landmark. Conse-
quently, the objective of this first step is to identify the location at which the highest density
Figure 4.4: User interface of the phoneme landmark identification program that displays
the tongue trajectory as three time series, one per axis, and its associated voice waveform.
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of positions can be found.
Because a large number of trajectories must be analyzed, a program was developed
to assist the process of identifying landmarks. Its user interface is shown in Figure 4.4
and is composed of 3 parts: (1) a settings bar where the operator can select a particular
trajectory from the database, play the recorded voice, and set the start/stop time markers
of the active period of speech; (2) tongue trajectory displayed as three time series (one
per axis) with the positions recorded during active speech highlighted in color; (3) voice
waveform with active speech highlighted in blue. The period of active speech is highlighted
in order to facilitate the visual identification of a landmark by the operator. The 3D position
of a landmark is set by clicking on a target point on any of the time series, typically the
longitude (Y) or height (Z), where the operator estimates that it is representative of that
phoneme (the other 2 values are automatically set based on the time stamp of the selected
point). To further assist the operator, a candidate landmark is automatically selected by
an algorithm following these steps for each axis: generate a histogram of the positions,
and then select the bin with the highest distribution. The operator is free to choose this
candidate or select another position as the landmark.
The second step has for objective to generate the positional variability from the database
of 2,500 phoneme landmarks (Figure 4.3, bottom). For each phoneme i and subject j, the
mean position across the 10 landmarks (one per repetition) is selected as the landmark that
is characteristic of that phoneme and subject. Its positional variability is then defined as the
distribution of the error eijk calculated as the euclidean distance between the final phoneme
landmark and each k ∈ [1, 10] repetition. Specifically, we will focus on the 3rd quartile
(Q3) of the distribution since it provides a strict but realistic measure of the capability of
MagTrack to generate a baseline of phoneme landmarks.
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4.4 Results
There are many different ways to visualize the 250 positional variability (10 subjects x
25 phonemes). As a high-level view of the results, the variability will be aggregated in
the sections below and shown by subject, by phoneme, and with all results combined as the
final measure of MagTrack’s capability to track tongue motion for the purpose of generating
a baseline of phoneme landmarks.
4.4.1 Split by Subject
Figure 4.5: Positional variability of phoneme landmarks split by subject.
Figure 4.5 shows the positional variability across all phonemes for each subject. The high-
est errors are found for subject #7 with a Q3 of 7.4 mm, and the lowest for subject #2
with a Q3 of 4.2 mm. Interestingly, there is no demographically distinctive features that
were found between these two subjects: both were born and raised in state of Georgia, are
exactly the same age (22 y.o), same ethnicity, and have similar accent (slightly southern).
Overall, the first 4 subjects have lower errors and variability than the other subjects. Al-
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though one major difference between these two groups is that their data collection sessions
were performed in two separate days, with a duration of one week between them, the sub-
ject #5 belongs to the first group while her variability is more similar to the second group.
There is no apparent distinction between the group composed of subjects #1-4 and #5-10
that would explain such difference in variability since the same system was used, the data
collection occurred at the same location, and the same researchers were conducting the
recording session. However, a smaller difference can be observed on the median values of
the errors with the lowest being at 2.8 mm and highest at 4.9 mm.
4.4.2 Split by Phoneme
Figure 4.6: Positional variability of phoneme landmarks split by phoneme.
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Regarding the variability by phoneme (Figure 4.6), the consonants have generally lower
errors than observed for the vowels and the /r/ sounds. This could be explained by the fact
that the placement of the tongue’s blade has a more important impact on the production
of these consonants. Indeed, the tongue’s blade is in contact with the palate and/or front
teeth, which increases the proprioception of the position of the tongue, and thus improves
our ability to accurately place the tongue in a same location.
The higher errors reported for the set of /r/ sounds could be a consequence of the fact
that two different manners to produce an /r/ sound exist: retroflexed and bunched. Figure
4.7 shows an ultrasound image of the oral cavity of an individual producing the /r/ sound,
with the left picture being the retroflexed shape that is characterized by the tongue tip
being raised and curled back, and the right picture depicting the bunched production in
which the tongue tip is down and the tongue forms a bunch near the back of the palate.
The landmarks are in utterly different place depending on the produced shape, and because
the subjects were not asked which shape they used to produce /r/, the variability might be
artificially higher that it is supposed to be.
Figure 4.7: Difference between retroflexed and bunched shapes of the tongue for the pro-
duction of the /r/ sound [53].
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4.4.3 Summary of All Variability
Figure 4.8: Positional variability across all phoneme landmarks.
Figure 4.8 shows a summarized view of all the 2,500 distance errors combined. Overall,
75% of the phoneme landmarks identified from the tongue motion are within 5.8 mm of
their estimated true position, with a median error of 3.9 mm and an inter-quartile range of
3.2 mm.
4.5 Discussion
Although MagTrack is still an early prototype and our wireless tracking method in its in-
fancy, the result of this study shows that MagTrack is capable of tracking actual tongue
motion with the majority of positional errors within 5.8 mm. Actually, this value is an up-
per bound on the tracking accuracy because it also includes a natural positional variability
that is unavoidable when producing a phoneme, as shown in [25, 41]. Although unknown,
75
this natural tongue placement variability can be roughly estimated to be within a range of
1-3 mm [25] which would significantly reduce the positional variability found in this study.
In our previous work, although the methods to assess the tracking accuracy between EMA
and MagTrack were different, there were at least some objective and quantitative reference
values to compare against. In this study, even though it is difficult to conclude on the fea-
sibility of MagTrack to generate a baseline of phoneme landmarks, these results provide
reference values of errors that future improved versions of MagTrack can be compared
against. Once the results will be found satisfactory, an objective validation will be made by
evaluating the impact of our gamification of tongue placement on recovery time for people
with SSD.
At this stage of the research, a deeper analysis of the results should not be made be-
cause the science in speech sound production is still in its infancy with only few studies
that attempted to record tongue motion during speech production including the studies in
[11, 12, 50, 22, 25]. There are many reasons for the lack of research in that field such as
the fact that tracking the tongue during speech and without impeding its natural motion is
difficult to achieve, and because of the inherent complexity in articulation, motor control,
voicing, among other mechanisms involved in speech production. For instance, the major-
ity of the phonemes were produced in isolation while some consonants were followed by a
vowel (C-V sequence). We found that it was more challenging to identify a characteristic
landmark when a phoneme was produced in isolation and it might be more more difficult
for the subjects to place their tongue in a consistent location when producing the phonemes
in that manner instead of a C-V-C or V-C-V sequence as done in other studies [41]. Addi-
tionally, it was observed that the subjects were not consistent between each other in how
they uttered some phonemes even though our data collection was designed to reduce such
variability. Indeed, a reference sound was played when a new phoneme was displayed, a
word was shown alongside the target phoneme to provide a context for its pronunciation,
and the subjects were students that were not only trained as SLPs in the same program but
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also recently passed a Phonetics class where they learned how to properly produce these
phonemes.
4.6 Future work
Before conducting a follow-up study, the following technical challenges must be overcome.
First, the tracer is not placed at the exact same position on the tongue between subjects.
This creates differences in the landmark positions that are not due to differences in tongue
placement between speakers but to this tracer offset. There is a need to find a method to
either place the tracer at the same position and in a consistent manner or to account for this
offset and post-process the trajectories. Secondly, studies such as [41] show that differ-
ences in the dimension of the oral cavity and the tongue must be taken into account when
comparing the landmark positions between subjects. Third, the current headset version is
stationary and thus forces the user to remain still for the duration of the data collection
session. However, natural body/head motion cannot be fully restricted and thus adds mo-
tion artifacts in the recorded trajectories that are not from the tongue. Our future plans to
develop a wearable headset might solve this problem by enabling the user to move freely
without adding any body motion to the recorded trajectories. Finally, it might be beneficial
to restrict the set of target phonemes to the ones that most patients with SSD have difficulty
producing. In this study, we selected a large sample of phonemes which, as far as we know,
is the largest database of tongue motion recorded for the purpose of identifying phoneme
landmarks. Most studies from speech researchers focus on few consonants, and as was
shown in Figure 4.6, these are the ones with lower variability, and thus have the higher
chance to generate a more accurate baseline of phoneme landmarks.
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CHAPTER 5
ADDITIONAL APPLICATIONS FOR MAGTRACK
The main focus of our research has been the development of MagTrack for the treatment
of SSD, and more specifically, the development of the visual feedback to show preliminary
evidence of the potential of MagTrack as a tool for assisting therapy. However, the ability to
track tongue motion wirelessly can be used in a variety of applications that widely differ in
scope. For instance, instead of correcting speech, a silent speech interface tries to recognize
speech from tongue motion only. In section 5.1, the results of the preliminary studies
that show evidence that MagTrack can be used for such application will be discussed.
Another important application is in assistive technology in which tongue motion can help
quadriplegics becoming more autonomous for some activities of daily living. More details
about this application will be provided in section 5.2. Lastly, far-fetched but nonetheless
realistic applications can be found in consumer markets in which the tongue could be used
as an added controller in games, or to help architects and designers to create and manipulate
objects in 3D using a specialized stylus pen whose position is tracked in 3D using our
permanent magnet localization method.
5.1 Silent Speech Interface
5.1.1 Motivation
Laryngectomy is a surgical procedure that removes the larynx of an individual affected by
laryngeal cancer [54]. As part of the larynx, the vocal folds are at the source of phonation.
As a consequence of the removal of the vocal folds, an individual is not capable of pro-
ducing audible sounds which, similarly to SSD, affects their ability to communicate with
others. As reported by the American Cancer Society in 2018, there is an estimated 16,000
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individuals every year that are diagnosed with a type of cancer (e.g. laryngeal, hypopha-
ryngeal) that necessitates a laryngectomy.
In order to regain the ability to communicate verbally, these individuals have limited
options. The electrolarynx is one of the commonly known methods (Figure 5.1) by gener-
ating vibrations that emulate the functioning of the vocal folds.
Figure 5.1: Illustration of a hand-held electrolarynx [55].
Other methods include tracheoesophageal puncture (TEP) [56], and esophageal speech
[57]. Although these methods allow an individual to recover a certain ability to speak, the
actual produced sounds are typically perceived as hoarse or even robotic [58, 59]. Con-
sequently, it was reported that the individuals may develop symptoms of depression and
anxiety during social interactions since they may be cognizant that others may perceive
them as being abnormal [60]. Therefore, there is a need for a technology that would gener-
ate a more normal-sounding voice.
In recent decades, researchers have been working on the development of a silent speech
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interface (SSI) that can convert the motion of the articulators to synthesized speech [61].
The major advantage of SSI is that the synthesized speech can be processed to sound more
natural for the user. VocaliD, a company created by the speech researcher Dr. Rupal Patel,
has been able to collect millions of voice samples from more than 25,000 individuals over
the world. From these samples, a unique voice can be tailored to an individual by modu-
lating the input audio to match a respiratory drive, vocal pitch, breathiness, and resonance.
Thus, there has been significant progress on the output of SSI. Now, the main challenge
is on the input of SSI, and more precisely, recognizing speech from the articulatory mo-
tion. This process can be done in two different ways: (1) recognition-and-synthesis in
which articulatory motion is first translated into text which is then fed into a text-to-speech
synthesizer [62]; (2) articulation-to-speech in which the motion is transformed into audio
features that can be directly fed into a speech synthesizer. The first method might be eas-
ier to implement because a large body of work and software already exist on processing,
correcting, and synthesizing text. These tools can help attenuate some errors in speech
prediction from the articulation-to-text module, and it would be easier to assess the per-
formance of the system by comparing the predicted text to the one uttered by the speaker.
The second method is more complex to implement but its main advantage is a lower delay
between produced and synthesized speech because the model by-passes any intermediate
processing steps, such as text-to-speech, and allows the speech delivery to be perceived as
more ”real-time” which is important for verbal communication.
Regardless of the SSI method, it remains difficult to capture and process the motion of
all articulators. Therefore, researchers are focused on the tongue since, as it was already
mentioned before, it is the most important articulator for speech production. Naturally,
EMA is the tongue tracking system being the most used by researchers for this purpose [7,
63, 64]. However, the same issues reported earlier for speech therapy are also applicable
to SSI. For instance, EMA cannot be a wearable device which is critical for the use of SSI
in daily activities. Additionally, EMA’s reliance on wired probes would prevent users to
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eat and drink without having to remove the probes because of the wires. Considering these
issues, MagTrack has been seen as a suitable alternative that would allow SSI to become
a practical system for the end-users by being portable, light-weight, affordable, and its
wirelessly tracking method allows users to not only speak without hindrance but also to
eat/drink without the need to detach the tracer.
5.1.2 Preliminary Results
Figure 5.2: Overview of the proposed silent speech interface using MagTrack as the tongue
tracking system, and a speech recognition algorithm that generates a base voice that is then
filtered to produce a more normal-sounding voice.
As part of an ongoing collaboration with Dr. Jun Wang’s lab at the University of Texas -
Austin, our research objective is to develop a silent speech interface whose system overview
is shown in Figure 5.2. MagTrack will be used as the tongue tracking system to capture the
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tongue trajectories, but our team will be working on redesigning the headset to be not only
wearable but also miniaturized. Dr. Wang’s team will be responsible for the development
of the speech recognition algorithm that will transform the input trajectories into a base
voice. Finally, the base voice will be modulated by an audio filter that will generate a voice
that sounds closer to the one that the user had before the laryngectomy. As mentioned
earlier, there are two methods to process the trajectories, therefore, our team conducted a
human study as a proof-of-concept in our lab and for each method.
Recognition-and-Synthesis
In this study [65], six native American speakers were recruited among the Georgia Tech
student body with the approval of the Georgia Tech Institutional Review Board. The par-
ticipants were gender-balanced (3 females, 3 males), with an average age of 20.5 ±1.7,
and with no history of speech disorder. MagTrack was used to collect their tongue tra-
jectories while they were asked to speak 10 times a list of 90 utterances split between 65
words and 25 phrases. These utterances were selected by their common usage in daily life
(e.g. ”okay”, ”hungry”, ”how are you?”, ”do you want to?”). The total number of utter-
ances, words, and phonemes that were recorded in this data collection are 5,400, 7,560, and
35,760, respectively. Figure 5.3 shows the example of tongue trajectories collected for a
same speaker and for two different words. We can observe that the repetitions of a same ut-
terance are well aligned which shows that MagTrack can deliver an adequate repeatability
of tracking which is crucial for this application.
82
y(cm)













Figure 5.3: Example of tongue trajectories projected on the sagittal plane (Y-Z). These
trajectories were collected for one speaker and for two repetitions of ”better” and ”remem-
ber”.
The objective of this study is to assess the classification accuracy of selected models in
predicting words and phonemes. Predicting words is easier than phonemes because predic-
tions can be improved with existing algorithms that provide additional predictive capability
using grammar rules and the context of the word in the sentence to reduce the number of
possible choices. However, this method is ”closed-vocabulary”, i.e. the model can only
predict a finite set of words. Conversely, predicting phonemes is more challenging because
there is not only less information to be extracted from the tongue trajectories to discrimi-
nate between phonemes, but also no simple set of rules can be used to assist in the predic-
tion. Historically, a Gaussian Mixture Model (GMM)-Hidden Markov Model (HMM) has
been used as a classifier [66, 67], but researchers are recently leveraging the capabilities
of deep neural networks (DNN) [62]. Therefore, in our system, classifiers models based
on DNN-HMM were implemented and compared against GMM-HMM. More details about
this study can be found in [65]. Figures 5.4 and 5.5 show that our best classifier reached a
word error rate (WER) of 32.1% and a phoneme error rate (PER) of 37.3%. Our results are
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similar than reported in the literature for EMA [68] with a PER of 35.5% for a male speaker
and 37.1% for a female speaker. Although these results cannot be directly compared be-
cause the datasets and the data collection protocols are different, it shows nonetheless the
potential for MagTrack to be used in SSI.
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Figure 5.4: Comparison of the word error rates (WER) between GMM-HMM and DNN-
HMM models in recognition-and-synthesis [65].
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In this study [69], the objective was to compare the capabilities of MagTrack and EMA
for the purpose of SSI. Similarly to the previous study, two groups of 10 participants (one
for each system) were tasked to speak 132 utterances with 2 repetitions. The rationale for
more utterances but less repetitions is to collect a wider variety of context for the usage
of each word. The first repetition of an utterance was uttered in a normal voice, while the
second was spoken ”silently” (i.e. no voice was produced, only the articulatory motion was
performed). Because the articulation-to-speech (ATS) model outputs 180 audio features
based on mel-cepstral coefficients, there is not an intuitive and simple method to assess
the accuracy of prediction. The mel-cepstral distortion (MCD) is the measure that most
researchers rely on, and it is used in this study to estimate the quality of the generated
speech as compared to the recorded voice, with lower values representing a better audio
quality. More details can be found in [69], but the results are summarized in Figure 5.6.
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Figure 5.6: Comparison of the MCD between MagTrack (PMA) and EMA systems [69].
A first comparison was performed on the impact of using only the raw magnetic val-
ues of MagTrack (refer in this paper as a permanent magnetic articulograph, or PMA) as
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opposed to solely the localized state of the tracer, and to both set of values. Since no sta-
tistically significant differences were observed, this result shows that despite the additional
errors added by the localization of the tracer, the generated speech are of similar quality.
The speech researchers in our team were eager to perform this first evaluation with Mag-
Track because they don’t have access to the raw data with EMA but only the localized
states of the probes. This result is significant because using the localized state as input to
the model not only reduces its complexity due to a significantly lower number of inputs
to process (here, 3 positional values instead of 72 magnetic measurements) but will also
enable simpler pre-processing of the inputs to improve the performance of the model, in-
cluding linear and/or geometric transformations such as scaling/normalization or rotation,
instead of complex and non-intuitive nonlinear transformations for the magnetic measure-
ments. Furthermore, using the state of the tracer as input enables the ATS model to be
decoupled from the device configuration. Therefore, the number of magnetometers, their
position, their model type, and their settings can be changed without having to train a new
ATS model as long as the localization accuracy of the new device remains at least the same.
The second comparison carried out in this study concerns the MCD values between
MagTrack and EMA. It is shown that the difference is statistically significant (p < 0.01) in
favor of EMA. This result is not surprising because EMA is reportedly a more precise mo-
tion tracking technology than the current version of MagTrack. However, this study fails to
show whether the value of MagTrack’s MCD (7.88) means that the generated audio is com-
prehensible enough for a listener to understand what the original utterance was supposed
to be. Furthermore, although the two groups of participants were roughly age and gender-
matched, they are nonetheless different individuals residing in two different states (Georgia
vs. Texas) and whose data collection sessions were conducted by two different teams. Fi-
nally, MCD is not the only measure of quality of speech since other studies have used ban
aperiodicity distortion (BAP) [70], root mean square error of fundamental frequencies (F0-
RMSE), and voiced/unvoiced (V/UV) error rate. Therefore, a listening evaluation with text
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transcription of the generated speech would provide more conclusive results for SSI.
5.1.3 Future Work
Our team was awarded a R01 research grant from the National Institutes of Health to fund
this research for five years. Led by Dr. Wang, the team will be composed of three units: (1)
our team at the Inan Research Lab at Georgia Tech (Dr. Omer Inan) to continue improve
MagTrack to be wearable and have an increased tracking accuracy; (2) the Speech Disor-
ders and Technology Lab at the University of Texas - Austin (Dr. Jun Wang) to develop
the speech recognition model and interface with a voice filter to generate the synthesized
speech; (3) clinicians at the University of Texas - Southwestern Medical Center (Dr. Ted
Mau) to provide access to patients with laryngectomy. Additionally, two consultants will
be part of the team to add further experience in speech-language pathology, voice disorder,
and advanced signal processing for speech.
5.2 Assistive Technology for Quadriplegics
MagTrack is actually an offshoot of the Tongue Drive System (TDS) which has been the
flagship project of the GT-Bionics lab at Georgia Tech. This project has been led by Dr.
Nazmus Sahadat and has for objective to use the tongue as a controller to help people with
quadriplegia to regain autonomy for some activities of daily life. More details about the
TDS can be found in [4, 5, 39, 71, 72, 73, 74, 75, 76] and in the Ph.D thesis of Dr. Nazmus
Sahadat [77]. In a nutshell, the TDS tracks the tongue in a similar manner than MagTrack
by relying on the same magnetic tracer attached on the tongue whose magnetic field is
captured by an array of magnetometers. In the TDS, the main difference with MagTrack
is the fact that no localization of the tracer is performed. Indeed, the objective of the TDS
is to generate 7 commands with each command being associated to an area of the oral
cavity. Any area of the mouth can be selected as a command, but it was found that the
ones shown in Figure 5.7 provide the best performance because they are well separated and
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easy to locate: the four canines, left and right cheeks, and the natural resting position of the
tongue.
Figure 5.7: Example of a mapping of tongue positions and commands issued by the TDS
[39].
Each of the 7 locations is then mapped into a unique command. The main application
of the TDS is to help quadriplegics to drive their powered wheelchair using the tongue
as the controller. In Figure 5.7, four commands are mapped to a direction of motion (i.e.
up, down, left, right). In our illustration, if the user touches her upper-right canine, the
wheelchair would move forward (UP). Another application for the TDS is the emulation of
a mouse to control a computer. Here, six commands are used since a typical mouse has not
only four directions of motion (up, down, left, right), but also a left and right click that are
mapped to the left select (LS) and right select (RS) commands in Figure 5.7.
Because the exact location of the tracer is not needed, the TDS relies on a classifier
to convert the magnetic measurements to a command with a reported accuracy above 95%
[39]. Additionally, the TDS is wearable by implementing a dynamic background cancel-
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lation that is similar than the method described in 2.4.1, and the headset has only four
magnetometers which makes the device light-weight. A human study is being conducted at
the Brooks Rehabilitation Center (Jacksonville, Florida, USA) in which the TDS is being
used by people with quadriplegia to drive a powered wheelchair on a custom-designed race
track with difficult motion maneuvers such as U-turns, backing, and roundabouts.
However, there are some limitations of the TDS. Chief among them is the fact that the
classifier must be trained at each session, i.e. every time the headset is placed on the user’s
head. More details about why the training must be performed at each use can be found in
[77] but, in summary, it is due to the fact that the placement of the magnetometers relatively
to the tracer changes every time the headset is worn and thus the previous classifier model
is not validate any longer. Therefore, the user must performed this training, which lasts
about 5 minutes, by placing the tracer at the 7 positions with a certain number of repeti-
tions. Additionally, a calibration of the dynamic BMF cancellation must also be performed
to estimate the projection matrices (refer to equation 2.8). This calibration requires the
user to move their head in a circular fashion for about 1 minute. The problem is that the
performance of the dynamic cancellation depends on the user’s ability to rotate her head
as wide as possible which cannot be done by all users since their spinal cord injury might
restrict their neck’s range of motion. In summary, these two calibrations are not just an
inconvenience but limit the classification accuracy of the TDS when used by actual people
with quadriplegia.
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Figure 5.8: Improvement of the TDS by reducing the need for calibration. Algorithms that
require a once-a-lifetime calibration are emphasized with a solid green rectangle, while the
ones with calibration that must be performed at every use are shown in dashed red.
Figure 5.8 shows how MagTrack could solve this issue by reducing the need for calibra-
tion. First of all, the localization model is only trained once after a headset is built and the
training is performed in the lab/manufacturing site. Once the model is trained, it remains
unchanged for the entire lifetime of the device. Then, the tracer position in the global FoR
that are generated by the localization are projected into the palatal FoR (more details in
section 2.3.2). This is the only step that requires a calibration at every use since the headset
will never be placed on the user’s head at the exact same position and orientation. However,
this step requires only a few seconds to complete since the tracer must only be placed once
at three locations on the palate.
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The final step is to generate the desired command by finding the labeled area associated
to the current position of the tracer in the palatal FoR. These labeled areas must only be set
once by the user to create a mapping between an area in the mouth and a command. A re-
mapping is only required if the dimensions of the oral cavity has changed significantly. The
mapping is easy and quick to perform by setting the position of each area’s boundaries. As
an added advantage, the number of areas, therefore commands, are not restricted to seven
and can be set to virtually any number. The only restriction is that there should not exist
any overlap between the areas in order to assign a unique command per area.
Finally, because the tracking and reference magnetometers are fixed in position in Mag-
Track, the calibration of the dynamic BMF cancellation will be done only once after a
headset is built since the projection matrices should remain unchanged for the lifetime of
the device. Therefore, there is no need for the user to rotate their head for this calibration at
each session. We believe that these improvements will make the system more practical for
the users, and consequently, enable MagTrack to have a better chance to be widely adopted
by this community.
5.3 Conclusion
Below are the main intellectual contributions of this thesis:
• Created a wearable tongue tracking system based on a wireless permanent magnet
localization algorithm
• Quantified the accuracy of a permanent magnet localization algorithm based on a
neural network and from the largest dataset of 5D states of a magnetic tracer
• Quantified the positional variability of tongue placement from the largest dataset of
tongue motion recorded by a tongue tracking system for American-English phonemes
• Predicted speech with a practical tongue tracking system as input to a silent speech
interface
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This work has produced the first practical tongue tracking system that allows its users
to move their tongue without hindrance thanks to our implementation of a real-time and
wireless permanent magnet localization algorithm based on a neural network. For the first
time, the largest dataset of 5D states of a magnetic tracer was recorded to train our models
and quantify the tracking accuracy with the most comprehensive set of tongue trajectories.
This novel tracking system was tested on real tongue motion to quantify the positional
variability during the production of the largest set of phonemes recorded to date and to
predict speech solely from tongue motion.
Looking into the future, the next major milestone in this project is to allow the headset
to be untethered, and thus, fully wearable. This will enable MagTrack to be used outside
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