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Abstract
We examine the asymptotic behaviour of the sample autocovariance in a continuous-
time moving average model with long-range dependence. We show that it is either
asymptotically Rosenblatt distributed or stable distributed. This shows that results
by Horváth and Kokoszka [13] for discrete-time moving average processes with long
memory also hold for continuous-time moving average processes.
1 Introduction
Let (Zt)t∈Z be an i.i.d. sequence of real random variables with E[Z0] = 0 and E[Z
2
0 ] =
σ2 <∞. Let (ψj)j∈N0 be a square summable real sequence. Then a one-sided discrete-time
moving average process of infinite order (Xt)t∈Z is defined by
Xt :=
∞∑
j=0
ψjZt−j, t ∈ Z,
where the limit exists in the L2-sense and here as a sum of independent summands almost
surely as well. The autocovariances of the process are given by
γ(h) := Cov(Xt, Xt+h) = σ
2
∞∑
j=0
ψjψj+|h|, h ∈ Z.
A canonical estimator for the autocovariances is given by
γˆN(h) :=
1
N
N∑
t=1
XtXt+|h|, h ∈ Z.
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Horváth and Kokoszka [13] examined the asymptotic behaviour of this estimator under
the assumption that ψj = j
d−1l(j), with d ∈ (0, 1
2
), l(j) → Cd > 0 as j → ∞ and
that either E[Z40 ] < ∞ or that Z0 is regularly varying with index α ∈ (2, 4). In the case
d ∈ (0, 1
4
), they showed that the estimator is asymptotically normal distributed. In the
case with d ∈ (1
4
, 1
2
) and finite fourth moments, the estimator is asymptotically Rosenblatt
distributed and in the case with regularly varying noise, the estimator is asymptotically
Rosenblatt distributed when d > 1
α
and asymptotically stable distributed when d < 1
α
.
Let (Lt)t∈R be a two-sided Lévy process with E[L1] = 0 and E[L
2
1] = σ
2 ∈ (0,∞).
Let f be a real-valued function in L2(R). Then a continuous-time moving average process
(Xt)t∈R is defined by
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R, (1)
where the integral is defined in the L2-sense of stochastic integrals. This process is easily
seen to be strictly and weakly stationary. The autocovariance can be easily seen by Itô’s
isometry to be
γ(h) = σ2
∫ ∞
−∞
f(s)f(s+ h) ds, h ∈ R.
Cohen and Lindner [6] investigated the asymptotic behaviour of the sample mean, the
sample autocovariance and the sample autocorrelation for continuous-time moving average
processes under certain conditions. Among other things, they showed that the sample
autocovariance is asymptotically normal distributed in their case.
The aim of this article is to derive the asymptotic behaviour of the sample autoco-
variance in the continuous-time case under assumptions similar to those in the article by
Horváth and Kokoszka [13]. To this end, we assume that f(t) = 0 for t ≤ 0, f is bounded
and f(t) ∼ Cdtd−1 as t→∞ with d ∈ (0, 12) and Cd > 0.
A class of discrete-time processes that are of the above form is given by ARFIMA
processes, see for example Chapter 7 in Giraitis et al. [12]. A class of continuous-time
processes of the above form is given by FICARMA processes, which go back to Peter
Brockwell, see [3] and [5].
In our article, we stick to the notation of Horváth and Kokoszka [13]. They define the
Rosenblatt process (Ud(t))t∈R by
Ud(t) := 2
∫
x1<x2<t
[
∫ t
0
(v − x1)d−1+ (v − x2)d−1+ dv]W (dx1)W (dx2), t ∈ R, (2)
where W is a standard Gaussian random measure on R, i.e. standard Brownian motion.
Note that this definition depends on d. We call the distribution of Ud(1) the Rosenblatt
distribution. For an introduction to multiple Wiener integrals, see Chapter 14 in [12].
We show in the second section under the assumption that E[L41] <∞ and d ∈ (14 , 12),
that the sample autocovariance is asymptotically Rosenblatt distributed. This is in con-
trast to the case when E[L41] < ∞ and d ∈ (0, 14) in which the sample autocovariance
function is asymptotically normal distributed, as follows easily from results of Cohen and
Lindner [6] and is shortly discussed in section 4. We show in section 3 under the assump-
tion that L1 is regularly varying with index α ∈ (2, 4), that it is asymptotically either
stable or Rosenblatt distributed if d ∈ (0, 1
2
) \ { 1
α
}. In the case with regularly varying L1,
2
we have to restrict ourselves to symmetric Lévy processes, but we believe that this as-
sumption is not too severe as we already assumed that its expectation vanishes. We need
the symmetry in Remark 3.4. In section 4, we further discuss briefly that FICARMA
processes satisfy the assumptions on the kernel function and that our results can also be
applied to calculate the asymptotics of the sample autocorrelation and the asymptotics
for an estimator for d for fractional Lévy noise.
We conclude the introduction with some (notational) remarks. From the assumptions
on f , we can conclude that there is a constant K > 0 such that
|f(t)| ≤ Kmax(1, td−1), (3)
which we use throughout the article. Further, we assume that we are given a probability
space (Ω,A,P). By E and Var, we denote the expectation and variance with respect to
P. By L1(P) and L2(P), we denote the Banach spaces of integrable and square integrable
random variables, by L2(Rd), we denote the space of square integrable functions with
respect to the Lebesgue measure. By ⌊x⌋ for x ∈ R, we denote the largest integer that is
not larger than x. We define xd−1+ := x
d−11(0,∞)(x) for x ∈ R. By g, G, u, v and w we will
denote auxiliary functions. We call a series unconditionally convergent, if its limit does not
depend on the order of summation. By h ∈ N0, we denote the lag of the autocovariance
function. Since the autocovariance function is symmetric, it suffices to assume h ∈ N0. We
set ε := 1
m
with m ∈ N. Finally, when we use o(Nd) and O(Nd), we mean the asymptotics
as N →∞.
2 Theorem for finite fourth moments
In this section we assume that the Lévy process (Lt)t∈R has finite fourth moments and
that d ∈ (1
4
, 1
2
). Define the sample and the actual autocovariance function of the process
(Xt)t∈R defined in (1) by
γˆN(h) :=
1
N
N∑
t=1
XtXt+h, h ∈ N0
and
γ(h) := Cov(Xt, Xt+h) = σ
2
∫ ∞
−∞
f(t)f(t+ h) dt, h ∈ N0.
We show that the sample autocovariance is then asymptotically Rosenblatt distributed.
This is the statement of the following theorem, which parallels Theorem 3.3 (b) in [13].
Theorem 2.1. Let (Lt)t∈R be a two-sided Lévy process with E[L1] = 0, Var(L1) = σ
2 ∈
(0,∞) and E[L41] <∞. Define a continuous-time moving average process (Xt)t∈R by
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R,
where we assume that f(t) = 0 for t ≤ 0, f is bounded and f(t) ∼ Cdtd−1 as t→∞ with
d ∈ (1
4
, 1
2
) and Cd > 0. Then
N1−2d(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞,
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where Ud(1) is the marginal distribution of the Rosenblatt process at time 1 defined in (2).
The rest of this section is devoted to the proof of Theorem 2.1. Our proof consists of
two parts. In the first part, we approximate f by
fm :=
∞∑
k=0
f(εk)1[kε,(k+1)ε),
where m ∈ N and ε := 1
m
. We then show that the non-diagonal terms of the sample
autocovariance function which we denote by rN,h,ε and are defined in (9) converge towards
the Rosenblatt distribution, which is the statement of Lemma 2.2. We then use Slutsky’s
Lemma in the second part to show the asymptotics of the sample autocovariance for
general kernel functions.
Define
Zi := Lεi − Lε(i−1), i ∈ Z. (4)
Observe that E[Zi] = 0 and E[Z
2
i ] = εσ
2. Define
X
(m)
t :=
∫ ∞
−∞
fm(t− s) dLs =
∞∑
k=0
f(εk)(Lt−εk − Lt−ε(k+1)) =
∞∑
k=0
f(εk)Zmt−k, t ∈ Z,
where the two series converge as series of independent, hence orthogonal elements in the
Hilbert space L2(P), unconditionally in L2(P).
We divide the summands of the sample autocovariance in diagonal terms and non-
diagonal terms with respect to products of (Zt)t∈Z. To this end, we need the following
technical lemma:
Lemma 2.1. Let A,B and C be random variables. Let (Au)u∈Z and (Bv)v∈Z be sequences
of random variables such that A =
∑
u∈ZAu and B =
∑
v∈ZBv as unconditional L
2(P)
limits. Assume further that C =
∑
u,v∈ZAuBv as an unconditional L
1(P) limit. Then
AB = C almost surely.
Proof. Let δ > 0. By our assumptions, we find an N ∈ N such that ||A−∑|u|≤N Au||2 < δ,
||B −∑|v|≤N Bv||2 < δ and ||C −∑|u|,|v|≤N AuBv||1 < δ. We then obtain
||C − AB||1 ≤ ||C −
∑
|u|,|v|≤N
AuBv||1 + ||
∑
|u|,|v|≤N
AuBv − (
∑
|u|≤N
Au)B||1 + ||(
∑
|u|≤N
Au)B − AB||1
≤ δ + ||(
∑
|u|≤N
Au)(
∑
|v|≤N
Bv − B)||1 + ||(
∑
|u|≤N
Au − A)B||1
≤ δ + ||
∑
|u|≤N
Au||2||
∑
|v|≤N
Bv −B||2 + ||
∑
|u|≤N
Au − A||2||B||2
≤ δ + (||A||2 + δ)δ + δ||B||2.
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Now the following rearrangement is justified by Lemma 2.1, once we have shown that
the right-hand side converges unconditionally in L1(P). Let h ∈ N0. Then
X
(m)
t X
(m)
t+h = (
∞∑
i=0
f(εi)Zmt−i)(
∞∑
j=0
f(εj)Zm(t+h)−j) (5)
=
∞∑
i=0
f(εi)f(εi+ h)(Zmt−i)
2
+
∑
j 6=i+mh,i,j∈N0
f(εi)f(εj)Zmt−iZm(t+h)−j . (6)
Observe that f(x) vanishes for x ≤ 0, hence the sum can also be taken over i, j ∈ Z. Note
that
∑∞
i=0 f(εi)f(εi+ h)(Zmt−i)
2 converges absolutely almost surely and unconditionally
in L1(P) because
∑∞
i=0 f(εi)f(εi + h) is absolutely summable and (Zmt−i)
2 has finite
expectation. Setting k = mt− i and k′ = m(t+h)− j, the last summand can be rewritten
as ∑
k 6=k′,k,k′∈Z
f(t− εk)f(t+ h− εk′)ZkZk′.
We decompose this series as∑
k 6=k′,k,k′∈Z
f(t− εk)f(t+ h− εk′)ZkZk′ (7)
=
∑
k<k′
f(t− εk)f(t+ h− εk′)ZkZk′ +
∑
k>k′
f(t− εk)f(t+ h− εk′)ZkZk′. (8)
Since (Zk)k∈Z is i.i.d. with expectation zero and finite variance, both (ZkZk′)k<k′ and
(ZkZk′)k>k′ are families of orthogonal elements in L
2(P) with constant variance and since
(f(t − εk)f(t + h − εk′))k 6=k′ is square summable by assumption, the two series in (8)
converge unconditionally in L2(P) and thus in L1(P) as well, hence the series in (7) can
be seen to converge unconditionally as well. Hence (6) converges unconditionally in L1(P)
and hence by Lemma 2.1 (5) and (6) are equal. Now define
rN,h,ε :=
1
N
N∑
t=1
∑
k 6=k′
f(t− εk)f(t+ h− εk′)ZkZk′, h ∈ N0. (9)
Thus rN,h,ε represents all non-diagonal terms of the sample autocovariance.
The following lemma is a generalisation of Lemma 5.5 in [13]. Note that our proof is
somewhat easier as we refer to results in [12]. In fact, we only need the result for the case
ε = 1 in this section, which follows from Lemma 5.5 in [13], but we need the result for
general ε > 0 in section 3 and we state it already here for convenience.
Lemma 2.2. Let all assumptions of Theorem 2.1 apart from E[L41] < ∞ be fulfilled. Let
H ∈ N0. Then
N1−2d(rN,0,ε, . . . , rN,H,ε)
d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞.
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Proof. Without loss of generality, we can assume that σ2 = 1 and Cd = 1.
Define
g(x1, x2) :=
∫ 1
0
(t− εx1)d−1+ (t− εx2)d−1+ dt. (10)
One can show that g ∈ L2(R2) in a similar fashion to equation (14.3.38) on page 544 in
Giraitis et al. [12].
We will use Propositions 14.3.2 and 14.3.3 in Giraitis et al. [12]. To this end, we define
gN(k, k
′) = N−2d
N∑
t=1
f(t− kε)f(t+ h− εk′) (11)
for k 6= k′ and gN(k, k) = 0 with k, k′ ∈ Z and
g˜N(x1, x2) = NgN(⌊Nx1⌋ , ⌊Nx2⌋), x1, x2 ∈ R. (12)
Then Zk
ε
corresponds to ζk and N
1−2drN,h,ε to εQ2(gN) in the notation of Proposition
14.3.2 in [12]. According to the next lemma, g˜N
L2(R2)−→ g. Note that by substitution, it is
easy to see that∫ 1
0
(v − εx1)d−1+ (v − εx2)d−1+ dv = ε2d−1
∫ 1
ε
0
(v − x1)d−1+ (v − x2)d−1+ dv.
Hence by Proposition 14.3.3 in [12], N1−2d(rN,0,ε, . . . , rN,H,ε)
d→ ε2dUd(1ε )(1, ..., 1) as N →
∞. The Rosenblatt process (Ud(t))t∈R is self-similar with index 2d, see [12], p. 544, Propo-
sition 14.3.7, hence ε2dUd(
1
ε
)
d
= Ud(1).
The following lemma was needed in the proof of Lemma 2.2:
Lemma 2.3. With the definitions in equations (10), (11), (12) and the assumption Cd =
1,
g˜N
L2(R2)−→ g as N →∞
holds.
Proof. Expressing the sum as an integral of a step function, we see that
g˜N(x1, x2) = N
1−2d
N∑
t=1
f(t− ε ⌊Nx1⌋)f(t+ h− ε ⌊Nx2⌋)
= N2−2d
∫ 1
0
f(⌊Nt⌋ + 1− ε ⌊Nx1⌋)f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) dt,
for x1, x2 ∈ R with x1 6= x2 and g˜N(x, x) = 0.
1. For our further calculations, we need estimates for f(⌊Nt⌋+ 1+ h− ε ⌊Nx2⌋) with
t ∈ [0, 1]. We consider the three cases t > εx2, t < εx2− 1+h+εN and εx2− 1+h+εN ≤ t ≤ εx2.
If t > εx2 and t ∈ [0, 1], then ⌊Nt⌋ + 1 + h > ε ⌊Nx2⌋ and hence
f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) ≤ K(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋)d−1 ≤ KNd−1(t− εx2)d−1.
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If t < εx2 − 1+h+εN and t ∈ [0, 1], then
⌊Nt⌋ + 1 + h < ε ⌊Nx2⌋
and hence
f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) = 0.
Since f is bounded by K by our assumptions, we also have
|f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋)| ≤ K,
especially in the third case εx2 − 1+h+εN ≤ t ≤ εx2.
2. It suffices to show g˜N1{x1<x2}
L2(R2)−→ g1{x1<x2} and g˜N1{x1>x2}
L2(R2)−→ g1{x1>x2}. We only
show g˜N1{x1<x2}
L2(R2)−→ g1{x1<x2}, the other convergence follows in an analogous manner.
For the first convergence, we further decompose the function g˜N1{x1<x2} into three parts
according to the cases in the last paragraph with respect to x2. For x2 > x1 we now have
g˜N(x1, x2) = N
2−2d
∫
[0,1]∩(εx2,∞)
f(⌊Nt⌋ + 1− ε ⌊Nx1⌋)f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) dt
+ N2−2d
∫
[0,1]∩(−∞,εx2−
1+h+ε
N
)
f(⌊Nt⌋ + 1− ε ⌊Nx1⌋) f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋)︸ ︷︷ ︸
=0
dt
+ N2−2d
∫
[0,1]∩[εx2−
1+h+ε
N
,εx2]
f(⌊Nt⌋ + 1− ε ⌊Nx1⌋)f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) dt
=: G
(1)
N (x1, x2) +G
(2)
N (x1, x2)
with
G
(1)
N (x1, x2) := N
2−2d
∫
[0,1]∩(εx2,∞)
f(⌊Nt⌋ + 1− ε ⌊Nx1⌋)f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) dt
and
G
(2)
N (x1, x2) := N
2−2d
∫
[0,1]∩[εx2−
1+h+ε
N
,εx2]
f(⌊Nt⌋+1−ε ⌊Nx1⌋)f(⌊Nt⌋+1+h−ε ⌊Nx2⌋) dt.
3. Let us again assume x1 < x2:
For t ∈ [0, 1] ∩ (εx2,∞) we also have t > εx1 since we assume x1 < x2 and hence
f(⌊Nt⌋ + 1− ε ⌊Nx1⌋) ≤ KNd−1(t− εx1)d−1
and
f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) ≤ KNd−1(t− εx2)d−1.
Hence we have
N2−2d|f(⌊Nt⌋ + 1− ε ⌊Nx1⌋)f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋)| ≤ K2(t− εx1)d−1(t− εx2)d−1
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and hence
G
(1)
N (x1, x2) ≤ K2g(x1, x2) = K2
∫ 1
0
(t− εx1)d−1(t− εx2)d−1 dt <∞.
Because of t > εx1, t > εx2 we have ⌊Nt⌋ + 1 − ε ⌊Nx1⌋ → ∞ and ⌊Nt⌋ + 1 + h −
ε ⌊Nx2⌋ → ∞ as N →∞ as well as ⌊Nt⌋+1−ε⌊Nx1⌋N(t−εx1) → 1 and
⌊Nt⌋+1+h−ε⌊Nx2⌋
N(t−εx2)
→ 1. Hence
lim
N→∞
N2−2df(⌊Nt⌋ + 1− ε ⌊Nx1⌋)f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋)
= lim
N→∞
N2−2d(⌊Nt⌋ + 1− ε ⌊Nx1⌋)d−1(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋)d−1
= (t− εx1)d−1(t− εx2)d−1.
With Lebesgue’s convergence theorem, we conclude
lim
N→∞
G
(1)
N (x1, x2) =
∫
[0,1]∩(εx2,∞)
(t− εx1)d−1+ (t− εx2)d−1+ dt
=
∫
[0,1]
(t− εx1)d−1+ (t− εx2)d−1+ dt = g(x1, x2).
SinceG
(1)
N (x1, x2)1{x1<x2} is bounded byK
2g which is square integrable andG
(1)
N (x1, x2)1{x1<x2}
converges pointwise towards g1{x1<x2}, G
(1)
N converges to g1{x1<x2} in L
2(R2) by Lebesgue’s
theorem.
4. For the L2-convergence, it suffices to show that G
(1)
N 1{x1<x2}
L2(R2)−→ g1{x1<x2} and
G
(2)
N 1{x1<x2}
L2(R2)−→ 0. That G(1)N 1{x1<x2}
L2(R2)−→ g1{x1<x2} was already shown in the last
paragraph. Define G
(3)
N := G
(2)
N 1{0<x2−x1≤1} and G
(4)
N := G
(2)
N 1{x2−x1>1}. We show G
(3)
N
L2(R2)−→
0 and G
(4)
N
L2(R2)−→ 0. Note that G(2)N (x1, x2) vanishes for x2 < 0 and εx2 > 3 ≥ 1 + 1+h+εN
(which is true for N sufficiently large).
5. Define
A(ε) := {t ∈ [0, 1] ∩ [εx2 − 1 + h + ε
N
, εx2] : ⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋ > 0}
and
B(ε) := {t ∈ [0, 1] ∩ [εx2 − 1 + h+ ε
N
, εx2] : ⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋ ≤ 0}.
Then f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) vanishes for t ∈ B(ε). Further, denoting by λ the one-
dimensional Lebesgue measure, we see that λ(A(ε)) ≤ 1+h+ε
N
. For t ∈ A(ε), we have
⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋ ≥ ε
and hence
⌊Nt⌋ + 1− ε ⌊Nx1⌋ ≥ ε− h+ ε(⌊Nx2⌋ − ⌊Nx1⌋).
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With this estimate and the fact that f(x) is bounded by K(max(x, 1))d−1, we obtain
|G(2)N (x1, x2)| = N2−2d
∫
A(ε)
f(⌊Nt⌋ + 1− ε ⌊Nx1⌋)f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋) dt
≤ λ(A(ε))N2−2dK2 max(ε− h+ ε(⌊Nx2⌋ − ⌊Nx1⌋), 1)d−1
≤ (1 + h + ε)K2N1−2dmax(ε− h+ ε(⌊Nx2⌋ − ⌊Nx1⌋), 1)d−1.
One can see that
λ({x1 ∈ [x2 − 1, x2] : ⌊Nx2⌋ − ⌊Nx1⌋ = i}) ≤ 1
N
for i ∈ N0 and that ε− h + εi > 1 for i > 1+hε − 1. Hence
||G(3)N ||2L2(R2) =
∫ 3
ε
0
∫ x2
x2−1
|G(2)N (x1, x2)|2 dx1dx2
≤ (1 + h+ ε)2K4N1−4d 3
ε
(
h+ 1
ε
+
∞∑
i=h+1
ε
((ε− h+ εi)2d−2+ ))
N→∞→ 0.
6. Now let t ∈ [0, 1]∩ [εx2− 1+h+εN , εx2] and x2− x1 > 1. Then t > εx1 for N > 1+h+εε .
Hence we have
N2−2d|f(⌊Nt⌋ + 1− ε ⌊Nx1⌋)f(⌊Nt⌋ + 1 + h− ε ⌊Nx2⌋)| ≤ K(t− εx1)d−1KN1−d
and hence
|G(2)N (x1, x2)| ≤ K2N1−d
∫
[0,1]∩[εx2−
1+h+ε
N
,εx2]
(t− εx1)d−1 dt
≤ (1 + h+ ε)K2(εx2 − 1 + h + ε
N
− εx1)d−1N−d.
Let N be sufficiently large such that 1+h+ε
N
< ε
2
. We then have∫ x2−1
−∞
|G(2)N (x1, x2)|2 dx1 ≤ K4(1 + h+ ε)2N−2d
∫ x2−1
−∞
(εx2 − 1 + h+ ε
N
− εx1)2d−2 dx1
≤ K4(1 + h+ ε)2N−2d
∫ x2−1
−∞
(εx2 − ε
2
− εx1)2d−2 dx1
= K4(1 + h+ ε)2N−2dε2d−2
∫ ∞
1
2
v2d−2 dv︸ ︷︷ ︸
<∞
and hence
||G(4)N ||2L2(R2) =
∫ 3
ε
0
∫ x2−1
−∞
|G(2)N (x1, x2)|2 dx1dx2
≤ K4(1 + h+ ε)2N−2dε2d−2 3
ε
∫ ∞
1
2
v2d−2 dv
N→∞→ 0.
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Returning to the proof Theorem 2.1, we define for the process (Xt)t∈R similar random
variables that correspond to the increments and the non-diagonal parts of the autocovari-
ance function of the process (X
(m)
t )t∈R defined in (4) and (9). Note that the diagonal part
dN,h,ε is only needed in section 3, which is defined in (23). Define
Z¯k,t,h :=
∫ εk
ε(k−1)
f(t+ h− s) dLs, k ∈ Z, (13)
where we suppress the dependence on ε for notational convenience,
r¯N,h,ε :=
1
N
N∑
t=1
∑
k 6=k′
Z¯k,t,0Z¯k′,t,h, h ∈ N0, (14)
and
d¯N,h,ε :=
1
N
N∑
t=1
∑
k
Z¯k,t,0Z¯k,t,h, h ∈ N0. (15)
r¯N,h,ε can be seen to converge unconditionally in L
2(P) like rN,h,ε. By the next estimates,
we see that d¯N,h,ε converges in L
1(P) unconditionally, where we use Cauchy’s equality for
square integrable random variables in the first inequality and Cauchy’s equality for square
summable sequences in the second inequality and the fact that ak :=
√∫ εk
ε(k−1)
f(t− s)2 ds
and bk :=
√∫ εk
ε(k−1)
f(t+ h− s)2 ds for k ∈ Z define two sequences in l2(Z) and hence
∑
k
|akbk| ≤
√∑
k
a2k
√∑
k
b2k =
∑
k
a2k
and consequently
∑
k
E[|Z¯k,t,0Z¯k,t,h|]
≤
∑
k
√
E[|Z¯k,t,0|2]
√
E[|Z¯k,t,h|2]
= σ2
∑
k
√∫ εk
ε(k−1)
f(t− s)2 ds
√∫ εk
ε(k−1)
f(t+ h− s)2 ds
≤ σ2
∑
k
∫ εk
ε(k−1)
f(t− s)2 ds
= σ2
∫ ∞
−∞
f(t− s)2 ds <∞.
Note that Xt+h =
∑∞
k=−∞ Z¯k,t,h converges unconditionally in L
2(P). Then by Lemma
2.1 we see that
γˆN(h) = r¯N,h,ε + d¯N,h,ε (16)
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is true as we showed the equality of (5) and (6). We want to prove the theorem by using
Slutsky’s lemma. As we have already seen
N1−2d(rN,0,ε, . . . , rN,H,ε)
d→ C2dσ2Ud(1)(1, . . . , 1),
it suffices to show for all δ > 0
lim
N→∞
P[|N1−2d(γˆN(h)− γ(h)− rN,h,ε)| > δ] = 0.
We split γˆN(h)− γ(h)− rN,h,ε = (r¯N,h,ε − rN,h,ε) + (d¯N,h,ε − γ(h)). Then we conclude
the proof of Theorem 2.1 by using the next two lemmas.
Lemma 2.4. Let all assumptions of Theorem 2.1 apart from E[L41] <∞ be fulfilled. Then
for all δ > 0
lim
N→∞
P[|N1−2d(r¯N,h,ε − rN,h,ε)| > δ] = 0.
Proof. We show that
E[(N(r¯N,h,ε − rN,h,ε))2] = o(N4d)
and the claim then follows by Markov’s inequality. To this end, we mimic the proof of
Lemma 5.5 in [13] in the following. One can see by the inequality (a − b)2 ≤ 2(a2 + b2)
that
(N(r¯N,h,ε − rN,h,ε))2 ≤ 2[S1(N, ε) + S2(N, ε)],
where we define S1(N, ε) and S2(N, ε) by
S1(N, ε) :=
[ N∑
t=1
∑
k 6=k′
f(t− εk)Zk((f(t+ h− εk′)Zk′ − Z¯k′,t,h)
]2
,
S2(N, ε) :=
[ N∑
t=1
∑
k 6=k′
(f(t− εk)Zk − Z¯k,t,0)Z¯k′,t,h
]2
.
Consequently, we evaluate E[S1(N, ε)] and E[S2(N, ε)]. We obtain
E[S1(N, ε)] (17)
=
N∑
t,s=1
∑
k 6=k′
∑
i 6=i′
f(t− εk)f(s− εi)E[Zk(f(t+ h− εk′)Zk′ − Z¯k′,t,h)Zi(f(s+ h− εi′)Zi′ − Z¯i′,s,h)].
Observe that f(t+ h− εk)Zk can be written as a stochastic integral:
f(t+ h− εk)Zk =
∫ εk
ε(k−1)
f(t+ h− εk) dLs.
Hence by Itô’s isometry, we have
Var[(f(t+ h− εk)Zk − Z¯k,t,h)] = σ2
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s))2 ds
= σ2
∫ ε
0
(f(t+ h− εk)− f(t+ h− εk + s))2 ds.
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Define g˜(x) :=
√∫ ε
0
(1− f(x+s)
f(x)
)2 ds for x ∈ (0,∞), where we assume for our calcula-
tions without loss of generality that f does not vanish on (0,∞).
We obtain√∫ ε
0
(f(x)− f(x+ s))2 ds = xd−1g˜(x) |f(x)|
xd−1
= O(xd−1g˜(x)) as x→∞
since limx→∞
f(x)
xd−1
= Cd.
We now show that limx→∞ g˜(x) = 0. Let µ ∈ (0, Cd). Since limx→∞ f(x)xd−1 = Cd, there is
an Nµ such that | f(x)xd−1 −Cd| < µ for x ≥ Nµ. Hence we find for x ≥ max(Nµ, 1) and s ≥ 0
|1− f(x+ s)
f(x)
| = |f(x)− f(x+ s)
f(x)
|
≤
∣∣∣(Cd + µ)xd−1 − (Cd − µ)(x+ s)d−1
(Cd − µ)xd−1
∣∣∣
≤
∣∣∣ Cd
Cd − µ(1− (
x+ s
x
)d−1)
∣∣∣+ 2µ.
Hence
lim sup
x→∞
g˜(x)2 ≤ lim sup
x→∞
∫ ε
0
(
∣∣∣ Cd
Cd − µ(1− (
x+ s
x
)d−1)
∣∣∣+ 2µ)2 ds = ε4µ2
by Lebesgue’s dominated convergence Theorem. Letting µ→ 0, we obtain limx→∞ g˜(x) =
0.
We can further replace g˜ by a bounded and decreasing function g on [1,∞), e.g. by
g(x) := supy≥x g˜(y).
We define v(t) := C(g(t)td−11(1,∞)(t) + 1[−ε,1](t)) with C large enough. Then√∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s))2 ds ≤ v(t+ h− εk).
In the case t + h − εk < −ε, the integral vanishes. f is bounded by K in the case
−ε ≤ t+ h− εk < 1.
All summands in (17) vanish except for the cases (a) k = i and k′ = i′ and (b) k = i′
and k′ = i. By Cauchy’s inequality, we get the estimate E[S1(N, ε)] ≤ σ2(E11 +E12) with
E11 :=
N∑
t,s=1
∑
k 6=k′
|f(t− εk)f(s− εk)|v(t+ h− εk′)v(s+ h− εk′)
and
E12 :=
N∑
t,s=1
∑
k 6=k′
|f(t− εk)f(s− εk′)|v(t+ h− εk′)v(s+ h− εk).
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We consider here E12. Similar calculations show that the same asymptotics also holds for
E11 and E[S2(N, ε)]. We substitute εi = t− εk and εi′ = t+ h− εk′. Then
|E12| ≤
N∑
t,s=1
∑
i
|f(εi)v(s− t + h+ εi)|
∑
i′
|v(εi′)f(s− t− h+ εi′)|.
Like in the proof of Lemma 5.5 in [13], we denote with E120 the summands where s−t = 0,
and E12+ and E12− where s−t > 0 or s−t < 0 respectively. We obtain the upper estimates
|E120| = N
∑
i
|f(εi)v(εi+ h)|
∑
i′
|v(εi′)f(εi′ − h)| = O(N) ≤ o(N4d),
since d > 1
4
and
|E12+| ≤
N∑
n=1
(N − n)
∑
i
|f(εi)v(n+ h + εi)|
∑
i′
|v(εi′)f(n− h+ εi′)|.
By the integral convergence test, we obtain for s− t = n ≥ 1∑
i
|f(εi)v(n+ h+ εi)| ≤ Kv(n+ h + ε) + CK
∫ ∞
1
(εx)d−1(n+ h + εx)d−1g(n+ h+ εx) dx
≤ O(nd−1g(n)) + CKn2d−1ε2d−2g(n)
∫ ∞
1
n
yd−1(
1
ε
+ y)d−1 dy
and
∑
i′
|v(εi′)f(n− h+ εi′)| ≤
(1+h)/ε∑
i′=−1
|v(εi′)f(n− h+ εi′)|
+
∞∑
i′=(1+h)/ε+1
CKg(εi′)(εi′)d−1(n− h+ εi′)d−1
≤ O(nd−1) + CKg(1)
∫ ∞
(1+h)/ε
(εx)d−1(n− h+ εx)d−1 dx
≤ O(nd−1) + CKn2d−1ε2d−2g(1)
∫ ∞
1
n
yd−1(
1
ε
+ y)d−1 dy.
Since ε ≤ 1, we have∫ ∞
1
n
yd−1(
1
ε
+ y)d−1 dy ≤
∫ ∞
0
yd−1(1 + y)d−1 dy <∞.
Hence ∑
i
|f(εi)v(n+ h + εi)| = O(n2d−1g(n))
and ∑
i′
|v(εi′)f(n− h+ εi′)| = O(n2d−1).
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This gives
E12+ = O(N
N∑
n=1
n4d−2g(n)) = o(N4d) for d >
1
4
,
since
lim
N→∞
1
N4d−1
N∑
j=1
j4d−2g(j) ≤ g(M) lim
N→∞
1
N4d−1
N∑
j=M
j4d−2 =
g(M)
4d− 1
for all M ∈ N and letting M →∞, we see that indeed E12+ = o(N4d) is true. Note that
for n ≥ 1 ∑
i
|f(εi)v(−n+ h+ εi)| =
∑
j
|f(n− h + εj)v(εj)|
and ∑
i′
|v(εi′)f(−n− h + εi′)| =
∑
j′
|v(n+ h+ εj′)f(εj′)|.
Hence we can see by the calculuations above that E12− = o(N
4d) as well.
Note that if d = 1
4
, then E12+ = O(N logN) and if d <
1
4
, then E12+ = O(N) and the
same holds for E12−, which we will use in Section 3.
Lemma 2.5. Let all assumptions of Theorem 2.1 be fulfilled, especially E[L41] <∞. Then
for all δ > 0
lim
N→∞
P[|N1−2d(d¯N,h,ε − γ(h))| > δ] = 0,
where d¯N,h,ε is defined in (15).
Proof. Recall Z¯k,t,h :=
∫ εk
ε(k−1)
f(t+ h− s) dLs for k ∈ Z. Define
zk,t,0,h := σ
2
∫ εk
ε(k−1)
f(t− s)f(t+ h− s) ds = E[Z¯k,t,0Z¯k,t,h], k ∈ Z,
and
SN :=
N∑
t=1
ξt, N ∈ N,
with
ξt :=
∑
k
(Z¯k,t,0Z¯k,t,h − zk,t,0,h), t ∈ N.
Note that by the calculations below in the case N = 1 we see that ξt converges uncondi-
tionally in L2(P). Hence by definition N(d¯N,h,ε − γ(h)) = SN . We want to show
lim
N→∞
P[|N1−2d(d¯N,h,ε − γ(h))| > δ] = 0.
We do this by showing that Var(SN) = E[S
2
N ] = o(N
4d) and using then Chebyshev’s in-
equality. In fact we show E[S2N ] = O(N) which we will also need in the proof of Lemma 3.5.
Since Z¯k,t,0Z¯k,t,h−zk,t,0,h and Z¯l,s,0Z¯l,s,h−zl,s,0,h have expectation zero and are independent
for k 6= l, we obtain
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E[S2N ] = E[
N∑
t,s=1
ξtξs] = E[
N∑
t,s=1
(
∑
k
Z¯k,t,0Z¯k,t,h − zk,t,0,h)(
∑
l
Z¯l,s,0Z¯l,s,h − zl,s,0,h)]
=
N∑
t,s=1
∑
k
E[(Z¯k,t,0Z¯k,t,h − zk,t,0,h)(Z¯k,s,0Z¯k,s,h − zk,s,0,h)]
≤
N∑
t,s=1
∑
k
√
E[(Z¯k,t,0Z¯k,t,h − zk,t,0,h)2]
√
E[(Z¯k,s,0Z¯k,s,h − zk,s,0,h)2]
and further
E[(Z¯k,t,0Z¯k,t,h − zk,t,0,h)2]
= Var(Z¯k,t,0Z¯k,t,h)
≤ E[Z¯2k,t,0Z¯2k,t,h]
≤
√
E[Z¯4k,t,0]
√
E[Z¯4k,t,h]
≤
√
[w(t− εk)]2
√
[w(t+ h− εk)]2 ≤ [w(t− εk)]2
with w(t) := C(t2d−21(1,∞)(t) + 1[−ε,1](t)) with C large enough and the following calcula-
tions:
By Lemma 3.2 in Cohen and Lindner [6], we obtain
E[Z¯4k,t,h] = (η − 3)σ4
∫ εk
ε(k−1)
f(t+ h− s)4 ds+ 3σ4(
∫ εk
ε(k−1)
f(t+ h− s)2 ds)2.
If t+ h− εk ≥ 1, then∫ εk
ε(k−1)
f(t+ h− s)4 ds ≤ εK4(t+ h− εk)4d−4
and ∫ εk
ε(k−1)
f(t+ h− s)2 ds ≤ εK2(t + h− εk)2d−2.
If t+ h− εk < −ε, then the integrals vanish. In the in-between case −ε ≤ t+ h− εk < 1
the integrands are bounded by K2 and K4 respectively.
Hence we need to consider
∑N
s,t=1
∑
k w(t − εk)w(s − εk). Substituting εi = t − εk,
we get
∑N
s,t=1
∑
i w(εi)w(εi+ s− t). Adopting the notation E0,E+ and E− where we split
the sum accordingly to the cases n = s− t = 0, n = s− t > 0 and n = s− t < 0, we have
E+ = E− since
∑
i w(εi)w(εi+ n) =
∑
i w(εi)w(εi− n) for n ∈ N and
E0 = N
∑
i
w(εi)w(εi) = O(N).
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For n ≥ 1, we get∑
i
w(εi)w(εi+ n)
≤ w(−ε)w(n− ε) + w(0)w(n) + C2
∫ ∞
1
(εx)2d−2(εx+ n)2d−2 dx
= O(n2d−2) + n2d−2C2
∫ ∞
1
(εx)2d−2(
εx
n
+ 1)2d−2 dx
= O(n2d−2).
Hence we obtain
E+ = O(N
N∑
n=1
n2d−2)
= O(N2d)
and E[S2N ] = O(N), since d <
1
2
.
3 Theorem for regularly varying tails
In this section we show that the sample autocovariance of Xt =
∫∞
−∞
f(t − s) dLs is
asymptotically Rosenblatt or stable distributed (Theorem 3.1), if L1 is regularly varying
with index α ∈ (2, 4). This parallels Theorem 3.1 in [13]. We assume that f(t) = 0 for
t ≤ 0, f is bounded and f(t) ∼ Cdtd−1 as t→∞ with d ∈ (0, 12) and Cd > 0. Recall that
a function l : (0,∞)→ (0,∞) is called regularly varying with index ρ, if limt→∞ l(tx)l(t) = xρ
for all x > 0. We call a random variable X regularly varying with index α, if the tail
function F¯ (x) := P[|X| > x] is regularly varying with index −α. We say that X fulfils a
tail balance condition, if there is a p ∈ [0, 1] such that
lim
x→∞
P[X > x]
P[|X| > x] = p. (18)
If X is symmetric, then p equals 1
2
.
For α ∈ (0, 2] we denote by Sα(τ, β, µ) an α-stable distribution with τ ≥ 0 as scale
parameter, β ∈ [−1, 1] as skewness and µ ∈ R as location parameter, see (1.1.6), p. 9, in
[20].
Let (Lt)t∈R be a two-sided Lévy process. Assume that L1 is regularly varying with
index α ∈ (2, 4) and fulfils the tail balance condition (18). Define
aN := inf{y : P[|L1| > y] < 1
N
} and bN := E[L211{|L1|≤aN}].
Note that
a2N = inf{y2 : P[|L1|2 > y2] <
1
N
} = inf{x : P[|L1|2 > x] < 1
N
}.
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Hence by Propositions 2.2.13 and 2.2.14 in [10], there is a stable distribution Sα
2
(τ, β, µ)
such that
1
a2N
N∑
t=1
((Lt − Lt−1)2 − bN ) d→ Sα
2
(τ, β, µ). (19)
By Karamata’s theorem, see Theorem 1.6.5 in Bingham et al. [2], one can show that
lim
N→∞
N
a2N
(σ2 − bN ) = α
α− 2 .
Hence
1
a2N
N∑
t=1
((Lt − Lt−1)2 − σ2) d→ Sα
2
(τ, β, µ− α
α− 2). (20)
Define two Lévy processes
(Ks)s∈[0,1] with K1
d
= Sα
2
(τ, β, µ) (21)
and
(Ms)s∈[0,1] with Ms := Ks − s α
α− 2 , s ∈ [0, 1]. (22)
Theorem 3.1. Let (Lt)t∈R be a two-sided Lévy process such that L1 is symmetric about
zero and has no Gaussian part and Var(L1) = σ
2 ∈ (0,∞). Assume that L1 is regularly
varying with index α ∈ (2, 4). Define a continuous-time moving average process (Xt)t∈R
by
Xt :=
∫ ∞
−∞
f(t− s) dLs, t ∈ R,
where we assume that f(t) = 0 for t ≤ 0, f is bounded and f(t) ∼ Cdtd−1 as t→∞ with
d ∈ (0, 1
2
) and Cd > 0. Let H ∈ N0. Define fm as in (2), i.e.
fm =
∞∑
k=0
f(εk)1[kε,(k+1)ε),
with ε = 1
m
. For h ∈ N0 define
Gh(s) :=
∞∑
i=−∞
f(i+ s)f(i+ h + s), s ∈ [0, 1],
Gm,h(s) :=
∞∑
i=−∞
fm(i+ s)fm(i+ h+ s), s ∈ [0, 1]
and
aN := inf{y : P[|L1| > y] < 1
N
}.
Let γˆ(h) and γ(h) denote the sample and actual covariance of (Xt)t∈Z as in Section 2.
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If 1
α
> d and Gm,h converges in L
α
2 ([0, 1]) to Gh, then
N
a2N
(
γˆN(0)−γ(0), . . . , γˆN(H)−γ(H)
)
d→
(∫ 1
0
G0(s) dMs, . . . ,
∫ 1
0
GH(s) dMs
)
as N →∞,
where the stochastic integrals with respect to (Ms)s∈[0,1] defined in (22) are defined by
convergence in probability, see e.g. Section 3.4 in [20]. Observe that Gh is bounded, hence
it is in L
α
2 ([0, 1]) and the stochastic integrals are well-defined.
If 1
α
< d, then
N1−2d(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞,
where Ud(1) is the marginal distribution of the Rosenblatt process at time 1 defined in (2).
Remark 3.1. 1. The assumption that the sequence Gm,h converges in L
α
2 ([0, 1]) to Gh is
for example fulfilled if f is left-continuous. The sequence fm then converges pointwise to
f . We can assume that fm is bounded by K(1[0,1](t) + t
d−11(1,∞)(t)) for K large enough.
Hence by Lebesgue’s convergence theorem Gm,h converges to Gh pointwise, since K
2(1 +∑∞
t=1 t
2(d−1)) is finite. Since the sequence Gm,h is bounded by K
2(1 +
∑∞
t=1 t
2(d−1)), it
converges by using Lebesgue’s convergence theorem a second time in Lα/2([0, 1]) as well.
2. The assumption that Gm,h converges in L
α
2 ([0, 1]) to Gh can also be weakened by
assuming that f coincides with a left-continuous function, say f˜ , apart from a Lebesgue
nullset. For then the processes (Xt)t∈R based on f and f˜ coincide, as do the quantities Gh
based on f and f˜ in L
α
2 ([0, 1]). Hence by proving the theorem for f˜ , it also holds for f .
Remark 3.2. Note that Theorem 3.1 holds as well if we assume that E[L1] = 0, L1 fulfils
the tail balance condition (18), L has no Gaussian part and E[L≤,aN1 ] = 0 for all N ∈ N
as we point out in Remark 3.4 where also L≤,aN1 is defined.
Remark 3.3. If 1
α
= d, then we do not know completely what happens. (aN)N∈N is a
regularly varying sequence with index 1/α, i.e. aN = N
1
α l(N) for a slowly varying function
l. If limN→∞ l(N) = ∞, then the limit is a stable distribution. If limN→∞ l(N) = 0,
then the limit is a Rosenblatt distribution. We do not know anything about the joint
convergence of rN,h,ε and dN,h,ε defined in (9) and in (23). That is why we do not know
what happens in the cases if limN→∞ l(N) ∈ (0,∞) or if the limit does not exist.
The rest of this section is devoted to the proof of Theorem 3.1. As in section 2, we
approximate f by fm and consequently approximate (Xt)t∈R by (X
(m)
t )t∈R defined by
X
(m)
t :=
∫ ∞
−∞
fm(t− s) dLs =
∞∑
k=0
f(εk)(Lt−εk − Lt−ε(k+1)) =
∞∑
k=0
f(εk)Zmt−k, t ∈ Z.
We split the autocovariance function again in diagonal and non-diagonal parts. The
first step of the proof is to show that the squares of the smaller increments (Lt−εk −
Lt−ε(k+1)) are in the domain of attraction of the m-th convolution root of Sα
2
(τ, β, µ). To
this end, we need the following lemma:
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Lemma 3.1. Let (Lt)t∈R be a two-sided Lévy process. Assume that L1 is regularly varying
with index α ∈ (0,∞) and fulfils the tail balance condition (18) with p ∈ [0, 1]. Then Lε is
also regularly varying with index α and fulfils (18) with p as well. If we define the norming
sequences (aN)N∈N and (cN )N∈N by
aN := inf{y : P[|L1| > y] < 1
N
} and cN := inf{y : P[|Lε| > y] < 1
N
},
then
lim
N→∞
aN
cN
= m1/α.
Proof. It is well-known, cf. e.g. Hult and Lindskog [15] Proposition 3.1, that an infinitely
divisible distribution fulfilling a tail balance condition and its Lévy measure have the
same behaviour as regularly varying measures. Note that this result originally goes back to
Embrechts et al. [9] for subexponential measures on (0,∞). Hence, since the Lévy measure
of Lε is ε times the Lévy measure of L1, we see that Lε is regularly varying with index α
and that it satisfies the same tail balance condition. Now define G(x) := P[|L1| > x] and
H(x) := P[|Lε| > x]. By the subexponentiality of the tails, see [11] section 1.1.1, we know
that limx→∞
G(x)
H(x)
= m. We set U1 :=
1
G
and U2 :=
1
H
. U1 and U2 fulfil the conditions of
Proposition 2.6 vi) of [19]. Hence we obtain U←1 (x) ∼ m1/αU←2 (x) as x → ∞, where U←1
denotes the left-continuous inverse of U1, which is defined by
U←1 (x) := inf{s : U1(s) ≥ x} = inf{s : G(s) ≤
1
x
}.
Hence because of aN−1
aN
≤ U←1 (N)
aN
≤ 1, we see aN ∼ U←1 (N) asN →∞. We see cN ∼ U←2 (N)
in the same manner. This shows that limN→∞
aN
cN
= m1/α.
Now we have the following lemma:
Lemma 3.2. Let (Lt)t∈R be a two-sided Lévy process. Assume that L1 is regularly varying
with index α ∈ (0, 4) and fulfils the tail balance condition (18). Let (aN)N∈N be defined by
aN := inf{y : P[|L1| > y] < 1N } and define bN := E[L211{|L1|≤aN}] such that
1
a2N
N∑
t=1
((Lt − Lt−1)2 − bN) d→ Sα/2(τ, β, µ)
for constants τ, β and µ.
Then
1
a2N
N∑
t=1
((Lt − Lt−ε)2 − εbN) d→ Sα
2
(ε2/ατ, β, εµ).
Proof. Define cN := inf{y : P[|Lε| > y] < 1N } and dN := E[L2ε1{|Lε|≤cN}]. Then as in (19),
we have
1
c2N
N∑
t=1
((Lt − Lt−ε)2 − dN) d→ T
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for a stable law T . By Karamata’s Theorem, we obtain limN→∞
N
a2
N
(σ2 − bN) = αα−2 and
limN→∞
N
c2
N
(εσ2 − dN) = αα−2 . Hence by Lemma 3.1, limN→∞ Nc2
N
(εσ2 − εbN ) = ε1− 2α αα−2
and hence in turn limN→∞
N
c2
N
(εbN − dN) = (1− ε1− 2α ) αα−2 . Hence we can replace (dN)N∈N
by (εbN )N∈N and still obtain a stable limit. By Lemma 3.1 we can replace (cN)N∈N by
(aN)N∈N and obtain a stable limit as well. We conclude that
1
a2N
N∑
t=1
((Lt − Lt−ε)2 − εbN) d→ S
for a stable law S. We now show that S = Sα
2
(ε2/ατ, β, εµ).
We split the normed partial sums in the following manner:
1
a2N
N∑
t=1
((Lt − Lt−1)2 − bN ) = 1
a2N
N∑
t=1
(( m∑
i=1
(Lt+εi − Lt+ε(i−1))
)2
− bN
)
=
m∑
i=1
1
a2N
N∑
t=1
(
(Lt+εi − Lt+ε(i−1))2 − εbN
)
︸ ︷︷ ︸
→stable law S︸ ︷︷ ︸
→Sm∗
+
m∑
i,j=1i 6=j
1
a2N
N∑
t=1
(Lt+εi − Lt+ε(i−1))(Lt+εj − Lt+ε(j−1))︸ ︷︷ ︸
P
→0
,
where the convergences are justified as follows: since we sum up random variables of
independent sequences, the sum converges towards the convolution of the distributional
limits. By Lemma 4.1 of [16], |(Lt+εi − Lt+ε(i−1))(Lt+εj − Lt+ε(j−1))| is regularly varying
with index α for i 6= j, hence
1
a2N
N∑
t=1
|(Lt+εi − Lt+ε(i−1))(Lt+εj − Lt+ε(j−1))|, i 6= j,
converges in probability to zero by Lemma 3.1 and hence so does
1
a2N
N∑
t=1
(Lt+εi − Lt+ε(i−1))(Lt+εj − Lt+ε(j−1)), i 6= j.
Now it is obvious (see e.g. [20], Property 1.2.1, p.10) that S = Sα
2
(ε2/ατ, β, εµ).
We now show that the diagonal parts of the autocovariance function of the approxi-
mated process (X
(m)
t )t∈R converge to a stable law expressed as a stochastic integral with
respect to a stable Lévy process.
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Lemma 3.3. Let (Lt)t∈R be a two-sided Lévy process. Assume that L1 is regularly varying
with index α ∈ (2, 4) and fulfils the tail balance condition (18). Let f and fm be as in
Theorem 3.1. Define
aN := inf{y : P[|L1| > y] < 1
N
} and bN := E[L211{|L1|≤aN}].
Define
Gm,h(s) :=
∞∑
i=−∞
fm(i+ s)fm(i+ h+ s), s ∈ [0, 1]
and
dN,h,ε :=
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)((Zmt−i)
2 − εbN), (23)
where (Zi)i∈Z was defined in (4). Then dN,h,ε converges absolutely almost surely and in
L1(P). Further,
N
a2N
(dN,0,ε, . . . , dN,H,ε)
d→ (
∫ 1
0
Gm,0(s) dKs, . . . ,
∫ 1
0
Gm,H(s) dKs),
where (Ks)s∈[0,1] is defined in (21). Observe that Gm,h is bounded, hence it is in L
α
2 ([0, 1])
and the stochastic integrals are well-defined.
Proof. The almost sure absolute convergence and convergence in L1(P) of dN,h,ε are clear.
By Lemma 3.2, we know that
1
a2N
N∑
t=1
((Lt − Lt−ε)2 − εbN) d→ Sα
2
(ε2/ατ, β, εµ).
By rearranging one sees that
dN,h,ε =
1
N
N∑
t=1
∑
j∈{0,...,m−1}
∞∑
i=0
f(i+ εj)f(i+ h + εj)((Lt−i−εj − Lt−i−ε(j−1))2 − εbN).
By Theorem 4.1 of Davis and Resnick [7] and using the technique used in the proof of
Lemma 5.1 in [13], we obtain with
dN,h,ε,j :=
1
N
N∑
t=1
∞∑
i=0
f(i+ εj)f(i+ h + εj)((Lt−i−εj − Lt−i−ε(j−1))2 − εbN )
that
N
a2N
(
dN,0,ε,j, . . . , dN,H,ε,j
)
d→
(
Gm,0(εj), . . . , Gm,H(εj)
)
Sα
2
(ε2/ατ, β, εµ)
for each j ∈ {0, . . . , m − 1}. Since the sequences are independent for different j, the
convolution of the limits equals the limit of the sums and the claimed convergence follows.
Observe that we use the fact that Gm,h is an equidistant step function.
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The convergence of the non-diagonal parts of the autocovariance function to the Rosen-
blatt distribution was already established in section 2. Hence we can state the following
lemma:
Lemma 3.4. Let the assumptions of Lemma 3.3 be fulfilled. Define rN,h,ε as in (9) and
dN,h,ε as in (23). If
1
α
> d, then
N
a2N
((dN,0,ε + rN,0,ε), . . . , (dN,H,ε + rN,H,ε))
d→ (
∫ 1
0
Gm,0(s) dKs, . . . ,
∫ 1
0
Gm,H(s) dKs).
If 1
α
< d, then
N1−2d((dN,0,ε + rN,0,ε), . . . , (dN,H,ε + rN,H,ε))
d→ C2dσ2Ud(1)(1, . . . , 1).
Proof. Note that a2N is regularly varying with index
2
α
. Hence N2d = o(a2N) if
1
α
> d and
a2N = o(N
2d) if 1
α
< d. The lemma then follows by Slutsky’s lemma using Lemma 2.2 and
Lemma 3.3.
Remark 3.4. Now let us assume that the Lévy process is symmetric and has no Gaussian
part. We decompose the Lévy process into two independent Lévy processes: let L≤,aN
have the Lévy measure of L restricted to [−aN , aN ] and L>,aN have the Lévy measure of
L restricted to [−aN , aN ]c. Note that L≤,aN has the variance Var(L≤,aN1 ) =
∫ aN
−aN
x2ν(dx),
see Example 25.12 in [21], hence E[(L≤,aN )2] =
∫ aN
−aN
x2ν(dx) +E[L≤,aN1 ]
2 =
∫ aN
−aN
x2ν(dx),
while E[(L11{|L1|≤aN})
2] =
∫ aN
−aN
x2µ(dx) where µ denotes the distribution of L1 and ν
denotes its Lévy measure. Of course µ and ν are in general not equal but E[(L1)
2] =∫∞
−∞
x2µ(dx) =
∫∞
−∞
x2ν(dx) + E[L1]
2 =
∫∞
−∞
x2ν(dx) is true, see Example 25.12 in [21].
We know additionally that both µ and ν have the same tail behaviour, i.e. they are
both regularly varying with the same index and the same tail balance condition, see for
example Hult and Lindskog [15] Proposition 3.1. Hence by Karamata’s theorem, by the
tail equivalence of µ and ν and by the symmetry of µ and ν,
lim
N→∞
N
a2N
(σ2 −
∫ aN
−aN
x2 ν(dx)) = lim
N→∞
N
a2N
2
∫ ∞
aN
x2 ν(dx)
=
α
α− 2 = limN→∞
N
a2N
(σ2 −
∫ aN
−aN
x2 µ(dx)).
Hence we can replace the centring sequence bN := E[L
2
11{|L1|≤aN}] by b˜N := E[(L
≤,aN
1 )
2]
without changing the limit in (19). Note that limN→∞
N
a2
N
(bN − b˜N) = 0.
Note finally that this works as well if we assume that E[L1] = 0, L has no Gaussian
part and E[L≤,aN1 ] = 0 for all N ∈ N.
Lemma 3.5. Let the assumptions of Lemma 3.3 be fulfilled. Further assume that L1 is
symmetric about zero and has no Gaussian part. If 1
α
> d, then for all δ > 0
lim
ε→0
lim sup
N→∞
P[
∣∣∣ N
a2N
(
γˆN(h)− bN
∫ ∞
−∞
f(s)f(s+ h) ds− (dN,h,ε + rN,h,ε)
)∣∣∣ > δ] = 0.
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If 1
α
< d, then for all δ > 0
lim
N→∞
P[
∣∣∣N1−2d(γˆN(h)− bN ∫ ∞
−∞
f(s)f(s+ h) ds− (dN,h,ε + rN,h,ε)
)∣∣∣ > δ] = 0.
Proof. We first show the first claim. Note that by (16)
γˆN(h)− bN
∫ ∞
−∞
f(s)f(s+ h) ds− (dN,h,ε + rN,h,ε)
= d¯N,h,ε − bN
∫ ∞
−∞
f(s)f(s+ h) ds− dN,h,ε − (rN,h,ε − r¯N,h,ε).
We denote Z≤,aNi := L
≤,aN
εi − L≤,aNε(i−1) and Z>,aNi := L>,aNεi − L>,aNε(i−1) in analogy to (4),
where we use the notation of Remark 3.4. In the same manner we define in analogy to
(13), (15) and (23)
Z¯≤,aNk,t,h :=
∫ εk
ε(k−1)
f(t+ h− s) dL≤,aNs , k ∈ Z, (24)
Z¯>,aNk,t,h :=
∫ εk
ε(k−1)
f(t+ h− s) dL>,aNs , k ∈ Z, (25)
d¯≤,aNN,h,ε :=
1
N
N∑
t=1
∑
k
Z¯≤,aNk,t,0 Z¯
≤,aN
k,t,h , h ∈ N0 (26)
and
d≤,aNN,h,ε :=
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)((Z≤,aNmt−i )
2 − εb˜N). (27)
d¯≤,aNN,h,ε and d
≤,aN
N,h,ε can be seen to converge unconditionally as in (15) and (23), where we
use the fact that E[L≤,aN1 ] = 0 for all N ∈ N by our symmetry assumption.
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We consider the upper estimate
P[| N
a2N
(d¯N,h,ε − bN (
∫ ∞
−∞
f(s)f(s+ h) ds)− dN,h,ε − (rN,h,ε − r¯N,h,ε))| > δ]
≤ P[| N
a2N
(d¯≤,aNN,h,ε − b˜N (
∫ ∞
−∞
f(s)f(s+ h) ds))| > δ
7
]
+ P[| N
a2N
(d≤,aNN,h,ε)| >
δ
7
]
+ P[| N
a2N
(r¯N,h,ε − rN,h,ε)| > δ
7
]
+ P[| N
a2N
(
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)(Z>,aNmt−i )
2 − 1
N
N∑
t=1
∑
k
(Z¯>,aNk,t,0 )(Z¯
>,aN
k,t,h ))| >
δ
7
]
+ P[| N
a2N
(
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)(Z≤,aNmt−i )(Z
>,aN
mt−i )−
1
N
N∑
t=1
∑
k
(Z¯≤,aNk,t,0 )(Z¯
>,aN
k,t,h ))| >
δ
7
]
+ P[| N
a2N
(
1
N
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)(Z≤,aNmt−i )(Z
>,aN
mt−i )−
1
N
N∑
t=1
∑
k
(Z¯>,aNk,t,0 )(Z¯
≤,aN
k,t,h ))| >
δ
7
]
+ P[| N
a2N
(bN − b˜N )(
∫ ∞
−∞
f(s)f(s+ h) ds− ε
∞∑
i=0
f(εi)f(εi+ h))| > δ
7
].
The last term vanishes for N large enough since limN→∞
N
a2
N
(bN − b˜N) = 0 by Remark
3.4. Var(N(d¯≤,aNN,h,ε − b˜N(
∫∞
−∞
f(s)f(s + h) ds))) is in O(NE[(L≤,aN1 )
2]) ≤ O(N) by the
calculations of Lemma 2.5. Hence
lim sup
N→∞
P[| N
a2N
(d¯≤,aNN,h,ε − b˜N (
∫ ∞
−∞
f(s)f(s+ h) ds))| > δ
7
] = 0,
since a2N is a regularly varying sequence with index 2/α and α < 4. This also applies to
the second term by using fm instead of f as the corresponding function. The third term
is negligible by the calculations in Lemma 2.4, which show that E[(N(r¯N,h,ε− rN,h,ε))2] =
o(a4N) if d <
1
α
, if d 6= 1
4
. (For d < 1
4
this even holds for all α.) In the case d = 1
4
, we
additionally need that limN→∞ a
−4
N N lnN = 0, since E[(N(r¯N,h,ε−rN,h,ε))2] = O(N logN)
holds in this case. Since aN = N
1/αl(N) for a slowly varying function l, we have a−4N =
N1−4/α lnNl(N)−4. Since lnNl(N)−4 is slowly varying as well, limN→∞ a
−4
N N lnN = 0
holds.
Now we consider the fourth term. To this end, define
ξt :=
∑
k
(f(t− εk)f(t+ h− εk)(Z>,aNk )2 − Z¯>,aNk,t,0 Z¯>,aNk,t,h ).
ξt can be seen to converge unconditionally in L
1(P). Then
N∑
t=1
∞∑
i=0
f(εi)f(εi+ h)(Z>,aNmt−i )
2 −
N∑
t=1
∑
k
(Z¯>,aNk,t,0 )(Z¯
>,aN
k,t,h ) =
N∑
t=1
ξt.
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We split the ξt in two parts:∑
k
(f(t− εk)f(t+ h− εk)(Z>aNk )2 − Z¯>aNk,t,0 Z¯>aNk,t,h )
=
∑
k
((
∫ εk
ε(k−1)
f(t− εk) dL>aNs )(
∫ εk
ε(k−1)
f(t+ h− εk) dL>aNs )
−(
∫ εk
ε(k−1)
f(t− s) dL>aNs )(
∫ εk
ε(k−1)
f(t+ h− s) dL>aNs ))
=
∑
k
((
∫ εk
ε(k−1)
f(t− εk) dL>aNs )(
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s)) dL>aNs )
+(
∫ εk
ε(k−1)
(f(t− εk)− f(t− s)) dL>aNs )(
∫ εk
ε(k−1)
f(t+ h− s) dL>aNs ))
=: At +Bt.
We show that lim supN→∞ E[
1
a2
N
∑N
t=1 |At|] = O(ε) as ε→ 0. The same argument applies
to Bt. The calculations also show that the series defining At and Bt converge a.s. absolutely
and unconditionally in L1(P) and hence they are well-defined.
We define a third Lévy process |L>aN | which is defined by |L>aN |t :=
∑
0<s≤t |∆L>aNs |
for t ≥ 0 and |L>aN |t := −
∑
t<s<0 |∆L>aNs | for t < 0. Define
u(t) := C(td−11(1,∞)(t) + 1[−ε,1](t))
with C large enough. We obtain
E[|(
∫ εk
ε(k−1)
f(t− εk) dL>aNs )(
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s)) dL>aNs )|]
≤ E[(
∫ εk
ε(k−1)
|f(t− εk)| d|L>aN |s)(
∫ εk
ε(k−1)
|(f(t+ h− εk)− f(t+ h− s))| d|L>aN |s)]
≤ ε2|f(t− εk)|u(t+ h− εk)E[(|L>aN1 |)2]
≤ ε2|f(t− εk)|u(t− εk)E[(|L>aN |1)2],
since u(t− εk) ≥ u(t+ h− εk) if t− εk ≥ −ε and f(t− εk) = 0 otherwise. Note that we
use |f(t + h − εk)− f(t + h − s)| ≤ u(t + h− εk) by the triangle inequality for C large
enough. Note further
∑
k
|f(t− εk)|u(t− εk) =
1
ε∑
i=1
|f(εi)u(εi)|+
∞∑
1+ 1
ε
|f(εi)u(εi)|
≤ KC 1
ε
+KC
∫ ∞
1
ε
(εx)2d−2 dx
= KC
1
ε
+KC
1
ε
∫ ∞
1
y2d−2 dy = O(
1
ε
) as ε→ 0.
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By Karamata’s theorem, see Theorem 1.6.5 in Bingham et al. [2],
lim
N→∞
N
a2N
2
∫ ∞
aN
x2 ν(dx)
exists and is finite. Also by Karamata’s theorem, limN→∞
N
aN
2
∫∞
aN
x ν(dx) exists and is
finite, hence limN→∞
N
a2
N
(2
∫∞
aN
x ν(dx))2 = 0. Thus
lim
N→∞
N
a2N
E[|L>aN |21] = lim
N→∞
N
a2N
[2
∫ ∞
aN
x2 ν(dx) + (2
∫ ∞
aN
x ν(dx))2]
exists and is finite. Hence lim supN→∞ E[
1
a2
N
∑N
t=1 |At|] = O(ε) as ε → 0. In the same
fashion one can show that lim supN→∞ E[
1
a2
N
∑N
t=1 |Bt|] = O(ε) as ε → 0. By Markov’s
inequality, this gives convergence of the fourth term to 0 when letting first N → ∞ and
then ε→ 0.
Finally, we consider the fifth and sixth term. They are dealt with in the same manner.
We use the same reasoning as for the fourth term and consider
∑N
t=1 ξt where we replace
(Z>,aNmt−i )
2 by (Z>,aNmt−i )(Z
≤,aN
mt−i ) and replace the first or second factor of (Z¯
>,aN
k,t,0 )(Z¯
>,aN
k,t,h ). We
then consider At and see that it is negligible by the following calculations:
By using the independence of L>aN and L≤aN , Jensen’s inequality and Itô’s isometry,
we obtain
E[|(
∫ εk
ε(k−1)
f(t− εk) dL≤aNs )(
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s)) dL>aNs )|]
≤ E[|(
∫ εk
ε(k−1)
f(t− εk) dL≤aNs )|]E[|(
∫ εk
ε(k−1)
(f(t+ h− εk)− f(t+ h− s)) dL>aNs )|]
≤
√
E[((
∫ εk
ε(k−1)
f(t− εk) dL≤aNs ))2]E[|(
∫ εk
ε(k−1)
|(f(t+ h− εk)− f(t+ h− s))| d|L>aN |s)|]
≤
√
(
∫ εk
ε(k−1)
f(t− εk)2 ds)σu(t+ h− εk)εE[|L>aN |1]
≤ ε 32 |f(t− εk)|σu(t− εk)E[|L>aN |1].
By Karamata’s theorem, limN→∞
N
aN
E[|L>aN |1] exists and is finite, hence
lim
N→∞
N
a2N
E[|L>aN |1] = 0
and in turn lim supN→∞ E[
1
a2
N
∑N
t=1 |At|] = 0 for all ε > 0. In this case similar calculations
show that lim supN→∞ E[
1
a2
N
∑N
t=1 |Bt|] = 0 as well.
The second claim follows from the calculations for the first case and the fact that
a2N = o(N
2d) if d > 1
α
.
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Returning to the proof Theorem 3.1, We first conclude the proof for the case 1
α
> d:
We show
N
a2N
(
γˆN(0)− bN
∫ ∞
−∞
f(s)f(s) ds, . . . , γˆN(H)− bN
∫ ∞
−∞
f(s)f(s+H) ds
)
d→
(∫ 1
0
G0(s) dKs, . . . ,
∫ 1
0
GH(s) dKs
)
, as N →∞.
Since the sequence Gm,h converges in L
α
2 ([0, 1]) to Gh, it follows that
∫ 1
0
Gm,h(s) dKs
d→∫ 1
0
Gh(s) dKs, see Proposition 3.5.1 in [20]. Hence for the one-dimensional result by The-
orem 3.2 in [1] together with Lemma 3.4, it suffices to check for all δ > 0
lim
ε→0
lim sup
N→∞
P[| N
a2N
(γˆN(h)− bN (
∫ ∞
−∞
f(s)f(s+ h) ds)− (dN,h,ε + rN,h,ε))| > δ] = 0,
which has been proved in Lemma 3.5. The multidimensional results also follows by the
simple fact that a vector converges in probability if its components converge in probability.
By Karamata’s theorem, see Theorem 1.6.5 in Bingham et al., we see
lim
N→∞
N
a2N
(σ2 − bN ) = lim
N→∞
N
a2N
(σ2 −
∫ aN
−aN
x2 µ(dx))
= lim
N→∞
N
a2N
2
∫ ∞
aN
x2 µ(dx) =
α
α− 2 . (28)
By (28), we have
lim
N→∞
N
a2N
(
bN
∫ ∞
−∞
f(s)f(s+ h) ds− γ(h)
)
= lim
N→∞
N
a2N
(bN − σ2)
∫ ∞
−∞
f(s)f(s+ h) ds
= − α
α− 2
∫ ∞
−∞
f(s)f(s+ h) ds.
Hence we conclude
N
a2N
(
γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)
)
d→ (
∫ 1
0
G0(s) dKs − α
α− 2
∫ ∞
−∞
f(s)f(s) ds, . . . ,
∫ 1
0
GH(s) dKs − α
α− 2
∫ ∞
−∞
f(s)f(s+H) ds).
Note that
∫∞
−∞
f(s)f(s+ h) ds =
∫ 1
0
Gh(s) ds. Hence we finally conclude
N
a2N
(
γˆN(0)−γ(0), . . . , γˆN(H)−γ(H)
)
d→
(∫ 1
0
G0(s) dMs, . . . ,
∫ 1
0
GH(s) dMs
)
as N →∞.
We now consider the case 1
α
< d: Since limN→∞
N
a2
N
(σ2 − bN ) = αα−2 , we have
lim
N→∞
N1−2d(σ2 − bN) = 0.
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Hence we can replace γ(h) without loss of generality by bN(
∫∞
−∞
f(s)f(s+ h) ds) without
changing the limit. Hence for the one-dimensional result by Slutsky’s Lemma together
with Lemma 3.4, we have to check that for all δ > 0
lim
N→∞
P[|N1−2d(γˆN(h)− bN(
∫ ∞
−∞
f(s)f(s+ h) ds)− (dN,h,ε + rN,h,ε))| > δ] = 0,
which is the statement of Lemma 3.5.
4 Remarks
Remark 4.1. If we assume that E[L41] = ησ
4 < ∞ and that f(t) = 0 for t ≤ 0, f is
bounded and f(t) ∼ Cdtd−1 as t→∞ with d ∈ (0, 14) and Cd > 0, then the conditions of
Theorem 3.5 (a) in Cohen and Lindner [6] are fulfilled, i.e. the sample autocovariance is
asymptotically normal distributed. More precisely,
√
N(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ N(0, V ),
where the covariance matrix V = (vpq)p,q=0,...,H is given by
vpq = (η − 3)σ4
∫ 1
0
Gp(u)Gq(u) du+
∞∑
k=−∞
[γ(k)γ(k − p+ q) + γ(k + q)γ(k − p)]
and Gp is as defined in Theorem 3.1. This corresponds to Theorem 3.5 (a) in [13].
Proof. We have to check the assumptions of Proposition 3.1 and Theorem 3.5 (a) in [6]. It
is easy to see that f ∈ L2(R)∩L4(R), since |f(t)| ≤ Kmax(1, td−1) for a constant K. We
next check that the function [0, 1]→ R, u 7→∑∞k=−∞ f(u+ k)2 is in L2([0, 1]), which is in
our notation the function G0. Observe that G0 is bounded by K
2(1 +
∑∞
k=1 k
2d−2) < ∞.
Hence it even is in L∞([0, 1]). We need not check (3.3) in [6] since (3.11) in [6] is stronger
than (3.3). Finally, we turn to (3.11) in [6], i.e.
∞∑
h=1
(
∫ ∞
−∞
|f(s)||f(s+ h)| ds)2 <∞. (29)
By our assumptions on the kernel function, we obtain∫ ∞
−∞
|f(s)||f(s+ h)| ds ≤ K2
∫ ∞
0
td−1(t + h)d−1 dt.
By substitution, we obtain for h > 0∫ ∞
0
td−1(t + h)d−1 dt = h2d−1
∫ ∞
0
sd−1(s+ 1)d−1 ds.
Then (29) is an immediate consequence of d < 1
4
and the result follows from Theorem 3.5
in [6].
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Remark 4.2. If we assume that (Lt)t∈R is a two-sided Brownian motion with E[L
2
1] = σ
2
and that f(t) = 0 for t ≤ 0, f is bounded and f(t) ∼ Cdtd−1 as t → ∞ with d = 14 and
Cd > 0, then√
N
logN
(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ 2C2dσ2Z(1, . . . , 1) as N →∞,
where Z is a standard normal distributed random variable. This follows from the proof
of Theorem 4 (ii) in the article by Hosking [14]. The proof shows the convergence by
the method of cumulants and we have decided not to explore this case further for non-
Brownian Lévy processes with finite fourth moments.
The following definition of a FICARMA process goes back to Brockwell, see [3] and
[5].
Definition 4.1. Let a(z) = zp + a1z
p−1 + · · · + ap and b(z) = b0 + b1z + · · · bqzq be
polynomials with real coefficients with ap 6= 0, bq 6= 0 and q < p. Let d ∈ (0, 12). Let
(Lt)t∈R be a two-sided Lévy process with E[L1] = 0 and Var(L1) = σ
2 ∈ (0,∞). If the
roots of a(z) all have negative real parts, then a FICARMA(p,d,q) process (Xt)t∈R is
defined by Xt :=
∫∞
−∞
f(t− s) dLs, where the kernel function f is defined by f(t) = 0 for
t ≤ 0 and
f(t) =
1
2pi
∫ ∞
−∞
eitλ(iλ)−d
b(iλ)
a(iλ)
dλ for t > 0.
The next proposition shows that the kernel function of a FICARMA process fulfils the
assumption on f in the assumptions of Theorem 2.1 and Theorem 3.1 if b0 6= 0. Hence
depending on the Lévy process, one of these theorems can be applied.
Proposition 4.1. The kernel function of a FICARMA process fulfils f(t) ∼ td−1
Γ(d)
· b(0)
a(0)
as
t→∞. Further, f is infinitely often differentiable on R+ and limtց0 f(t) = 0, hence f is
bounded.
Proof. Brockwell [3] shows that f(t) ∼ td−1
Γ(d)
· b(0)
a(0)
by refering to Theorem 37.1 on page
254 in [8] and states this as equation (4.6) in [3]. He rewrites the kernel function as
1
2pii
∫ i∞
−i∞
etzz−d b(z)
a(z)
dz. By the discussion on page 250 in [8], the path through the origin
can be replaced by a path W with angle ψ as in figure 37 on page 250 in [8]. Since a(z)
has only finitely many roots, we find ψ > pi
2
small enough such that all singularities lie
on the left-hand side of W. We have lim|z|→∞ z
−d b(z)
a(z)
= 0 since |z−d| = |z|−d and q < p.
Thus the conditions of Theorem 37.1 in [8] are fulfilled. To show that it is differentiable,
we now assume without loss of generality that we use the path W, hence
f(t) =
1
2pii
∫
W
etzz−d
b(z)
a(z)
dz.
By Theorem 36.1 in [8], f is analytic on the right-hand side of W with derivative
f ′(t) =
1
2pii
∫
W
etzz−d+1
b(z)
a(z)
dz.
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Note that the choice W depends on t.
Since f is analytic on the right-hand side of W, it is especially infinitely often differ-
entiable on the positive real line. The kernel function can be equivalently expressed as
f(t) =
∫ t
0
g(t−u)ud−1
Γ(d)
du, see [3] equation (4.4), which is the Riemann-Liouville fractional
integral of the kernel g of a CARMA process with polynomials a(z) and b(z). Hence by
equation (2.5) on page 46 in [18], limtց0 f(t) = 0.
Theorem 2.1 and Theorem 3.1 gave limit theorems for the sample autocovariance
function of (Xt)t∈Z. Using the delta-method, it is easy to obtain limit theorems for the
sample autocorrelation defined by ρˆN(h) :=
γˆN (h)
γˆN (0)
for h ∈ N0. The autocorrelation function
is denoted by ρ(h) := γ(h)
γ(0)
for h ∈ N0.
Corollary 4.1. If
N1−2d(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ C2dσ2Ud(1)(1, . . . , 1) as N →∞,
where Ud(1) is the marginal distribution of the Rosenblatt process at time 1 defined in (2),
then
N1−2d(ρˆN (h)− ρ(h)) d→ C2dσ2Ud(1)
1− ρ(h)
γ(0)
as N →∞.
If
N
a2N
(γˆN(0)− γ(0), . . . , γˆN(H)− γ(H)) d→ (
∫ 1
0
G0(s) dMs, . . . ,
∫ 1
0
GH(s) dMs) as N →∞,
then
N
a2N
(ρˆN(h)− ρ(h)) d→ 1
γ(0)
∫ 1
0
(Gh(s)− ρ(h)G0(s)) dMs as N →∞.
Proof. This follows from the delta-method, see Theorem 3.1. in [22], with the function
ϕ(x, y) = y
x
.
We conclude this section by considering fractional Lévy noise as in [6]. One way of
defining a fractional Lévy process (Mt)t∈R is to set
Mt :=
1
Γ(d+ 1)
∫ ∞
−∞
((t− s)d+ − (−s)d+) dLs, t ∈ R,
where d ∈ (0, 1
2
), (Lt)t∈R is a two-sided Lévy process with E[L1] = 0 and Var(L1) < ∞,
see [17]. One obtains fractional Lévy noise (Zt)t∈Z by defining
Zt :=Mt −Mt−1, t ∈ Z.
Hence Zt =
1
Γ(d+1)
∫∞
−∞
((t − s)d+ − (t − 1 − s)d+) dLs. By the mean value theorem, one
obtains that 1
Γ(d+1)
(td+ − (t− 1)d+) ∼ dΓ(d+1) td−1 as t→∞. Cohen and Lindner derive that
dˆ :=
1
2
log(ρˆN (1) + 1)
log 2
30
is a strongly consistent estimator for d, see (4.2) in [6], where ρˆ is the sample autocorre-
lation of the fractional Lévy noise. Proposition 4.1 in [6] states that dˆ is asymptotically
normal distributed, if d ∈ (0, 1
4
) and E[L41] <∞. By the delta-method and the last corol-
lary, we can see that for example in the case d ∈ (1
4
, 1
2
) and E[L41] <∞, dˆ is asymptotically
Rosenblatt distributed. This complements the results in [6].
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