and Yang et al. [6, 7] .
The majority of joints fracture characterization under pure mode I is performed using the DCB specimen [3, [8] [9] [10] . The main advantages of this experimental test include its simplicity and the possibility to obtain the fracture toughness mathematically using the beam theory [11] . However, some issues must be taken into account to accurately measure the critical fracture energy. In fact, unstable crack propagation was experimentally verified by Bader et al. [8] and Ducept et al. [9] , which hinders a clear 
Experimental work
The geometry of the DCB specimens is presented in Fig. 1 The bonding process included roughening, with sandpaper, the surfaces to be bonded and cleaning them with acetone to increase the adhesion and avoid adhesive failures, followed by adhesively bonding the laminates and curing at room temperature. A constant adhesive thickness (0.2 mm) was guaranteed by placing, during the curing process of the adhesive, calibrated steel bars (0.20±0.01 mm) between the adherends.
The final adhesive thickness was measured in order to verify its correctness. Piano hinges were adhesively-bonded to the laminates, allowing the application of the load.
The initial crack was introduced with a razor blade, using calibrated bars on both sides to guide it through the specimen, assuring its position in the adhesive mid-thickness. In order to avoid a blunt crack, all specimens were afterwards slightly loaded to ensure 1-2 mm of crack propagation, after which a 0 was measured in an optical microscope.
Testing was then initiated. Five specimens were tested on a testing machine (Instron 4208) at room temperature. They were subjected to a tensile loading under displacement ACCEPTED MANUSCRIPT 5 control (2 mm/min). The load-displacement (P-δ) curve was registered during the test.
Pictures were recorded during the specimens testing with 5 s intervals using a 10
MPixel digital camera. This procedure allows measuring the crack length during its growth and afterwards collecting the P-δ-a parameters. This was performed correlating the time elapsed since the beginning of each test between the P-δ curve and each picture (the testing time of each P-δ curve point is obtained accurately with the absolute displacement and the established loading rate). The picture in Fig. 2 was recorded during a test and shows the crack tip, allowing the crack length measurement. Cohesive fractures were obtained for all specimens.
Data reduction schemes

Classical methods
The classical reduction schemes to obtain the critical fracture energy in pure mode I 
Beam theories were also used to measure J Ic . The DBT, based on elementary beam theory, gives 2 2
6 h representing the height of each specimen arm and E 1 the Young's modulus of the adherends in the longitudinal direction. Using the CBT, J Ic is obtained using [15] ( )
where ∆ is a crack length correction for crack tip rotation and deflection. Using the beam theory, the relationship between the compliance and the crack length can be expressed as ( )
which gives ( ) ( )
allowing to obtain ∆ from a linear regression of C 1/3 versus a data.
Compliance Based Beam Method
The previous methods (CCM and CBT) depend on accurate crack length measurements during propagation, which is not easy to perform. In fact, a FPZ develops ahead of the crack tip in consequence of multiple micro-cracks nucleation through the adhesive thickness and plastification. This phenomenon renders difficult the identification of the crack tip locus. On the other hand, when ductile adhesives are used, the energy dissipated in the FPZ is not negligible and should be considered in the selected data reduction scheme. The method described in this section takes into account these features. It is named Compliance Based Beam Method (CBBM) and is based on the crack equivalent concept, depending only on the specimen's compliance during the test.
The strain energy of the specimen (Fig. 1) 
where M f is the bending moment, I the second moment of area of each arm, E 1 and G 13 the elastic properties of the carbon-epoxy composite and 
where ∆ is the root rotation correction on the initial crack length (a 0 ), used in equation (4) . This parameter was obtained numerically for each specimen fitting the initial compliance with the experiments for the real a 0 . After, two specimens with different initial crack lengths were simulated, thus defining three points for the C 1/3 =f(a) relation.
On the other hand, an equivalent crack length (a e ) must be considered during propagation to account for the FPZ effects at the crack tip (Fig. 3) . The equivalent crack 8 can be calculated from equation (9) 
This method does not require monitoring the crack length during propagation. In fact, the crack length is calculated as a function of the specimen compliance during the test, which allows including the FPZ effects on the measured fracture energy.
Experimental results
The experimental P-δ curves of the DCB specimens are presented in Fig. 4 . The critical fracture energy in mode I was evaluated using the four methods presented in section 3. Table 2 presents the results of all specimens. Similar results were obtained by CBT and CBBM. The CCM presents a slight difference, explained by polynomial fitting difficulties. The DBT method presents a smaller J Ic for all tested specimens. In fact, this method does not include crack length corrections in order to account for root rotation and shear effects, which explains the underestimated results. It should be noted that the CBBM R-curve is out of phase to the right relatively to the remaining ones, since the equivalent crack used in this method is higher than the real crack length measured during the tests and used in the other methods (Fig. 5 ).
Numerical analysis
A trapezoidal mixed-mode cohesive damage model was developed to numerically simulate the adhesive behaviour in mode I. The model was implemented within 9 interface finite elements in the ABAQUS ® software. An inverse method will be used to obtain the cohesive law in mode I. This model will be used to evaluate the adequacy of the data reduction schemes used to obtain J Ic . The inputted J Ic will be compared to the values provided by the different methods.
Trapezoidal cohesive damage model
A mixed-mode (I+II) cohesive damage model implemented within interface finite elements was developed to simulate damage onset and growth. The adhesive layer is simulated by these elements, which have zero thickness. To simulate the behaviour of ductile adhesives, a trapezoidal softening law relating stresses (σ σ σ σ) and relative displacements (δ δ δ δ r ) between homologous points of the interface elements was employed (Fig. 6 ). These types of laws accurately reproduced the behaviour of thin ductile adhesive layers in mode I [3] and mode II [16] . The constitutive relationship before damage onset is
where E is a stiffness diagonal matrix containing the stiffness parameters e i (i=I, II) defined as the ratio between the elastic modulus of the material in tension or shear (E or G, respectively) and the adhesive thickness t. Considering the pure-mode model, after should include a mixed-mode damage model, which is an extension of the described pure-mode model (Fig. 6 ). Damage onset is predicted using a quadratic stress criterion 
and mixed-mode ratio (i=I, II)
the mixed-mode relative displacement at the onset of the softening process (δ 1m ) can be obtained combining equations (18), (19) and (20) 2
Stress softening onset (δ 2,i ) was predicted using a quadratic relative displacements criterion similar to (18), leading to 
where δ 2m,i (i=I, II) are the relative displacements in each mode corresponding to stress softening onset. Using a procedure similar to the one followed for δ 1m , the mixed-mode relative displacement at the onset of the stress softening process (δ 2m ) can be obtained 2  II  2m  2,I 2,II  2  2  2  2,II  II  2,I 1 β δ δ δ δ β δ 
Combining equations (16), (25) and (24) 
The equivalent quantities δ 1m , δ 2m and δ um are then used in equations (14) and (15) in order to define the damage parameter.
Evaluation of the cohesive parameters
The profile of the cohesive law was chosen due to the known typical behaviour of the ductile adhesive used which, after an initial linear σ-ε relationship, presents a plateau corresponding to plastic behaviour. Consequently, the inflexion points have a physical significance. However, it is known that bulk adhesives behave differently as thin layer adhesives due to constraint effects induced by the adherends. As a result, bulk properties should not be used and the trapezoidal cohesive law parameters should be determined by an inverse method, as described below.
Initially, the experimental load-displacement curve is used to obtain the respective Rcurve using the CBBM. The fracture energy, which corresponds to the plateau value of the R-curve, is considered as an inputted parameter in the numerical approach, which includes the trapezoidal mixed-mode cohesive damage model in order to simulate damage initiation and growth. In the following step, some numerical iterations should be performed until a good accuracy between the numerical and experimental P-δ curves is obtained (Fig. 7) , thus defining the remaining cohesive parameters (σ u,I and δ 2,I ).
The deformed shape of the DCB specimen during damage propagation and the applied boundary conditions are presented in Fig. 8 . The specimen arms were modelled with plane strain 8-node quadrilateral solid finite elements (CPE8 from the ABAQUS ® library) and the adhesive was modelled with 6 node interface elements, including the trapezoidal mixed-mode cohesive damage model. Five solid finite elements were used through-thickness in each arm, with a more refined mesh near the adhesive region and the respective outer surface. In the damage propagation region a more refined mesh was used ( Fig. 8) , considering 0.15 mm length elements. Boundary conditions included clamping the lower edge node of the lower arm, applying a vertical displacement and horizontally restraining the upper edge node of the upper arm (Fig. 8) .
It was verified that σ u,I does not greatly influence the P-δ curve (Fig. 9) . Consequently, σ u,I was fixed at 23 MPa, which is the average value over all specimens. The influence of δ 2,I on the P-δ curve was also assessed. R represents the ratio between the ascending and descending parts of the trapezoidal law displacements, given by (Fig. 6) u,I 2,I
1,I -R =
It was verified that this parameter practically does not influence the P-δ curve profile for 0.5 R 2 and R=1 was used in the simulations. Fig. 10 shows the average J Ic , δ 2,I and δ u,I and the trapezoidal laws range obtained fitting the five experimental P-δ curves.
Comparison between the numerical and experimental results
In order to verify the adequacy of the data reduction schemes used to measure accurately J Ic , numerical simulations of the DCB tests were performed. The objective is to verify how the used methods reproduce the inputted J Ic . The numerical P-δ-a parameters were collected to obtain the respective R-curves. Fig. 11 shows the results for one case. The CBBM and CBT provide the most accurate results, when compared to the inputted value. However, it should be noted that the CBT requires the crack length monitoring during propagation, which is not easy to perform experimentally and is prone to introduce additional errors. On the other hand, the CBBM provides a complete R-curve and accounts for the energy dissipation at the FPZ. Fig. 12 also demonstrates the good performance of CBBM, when compared with the respective experimental Rcurve, for the same specimen used in Fig. 7 . Table 3 
Conclusions
In this work a suitable methodology for fracture characterization under pure mode I of ductile adhesives used in bonded joints is performed. A new data reduction scheme based on crack equivalent concept is used to obtain J Ic considering the DCB specimen.
The method is advantageous relatively to classical ones since it does not require crack length measurement during its growth and accounts for the energy dissipated at the FPZ, which can be non negligible when ductile adhesives are used. When compared to classical data reduction schemes the method provided accurate results.
A numerical analysis was also performed to verify the adequacy of the several studied 
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