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measures assuming a circular section. However, tree 
sections are seldom a perfect circle leading to errors 
when predicting the cross-section area, and cascading 
effects on other tree and stand variables derived from 
it (Williamson, 1975; Monserud, 1979; Kellogg & Bar-
ber, 1981; Chacko, 1961; Biging & Wensel, 1988). An 
alternative procedure is to measure the girth, however, 
it has been shown that when tree diameter is calculated 
from tree girth (assuming a circular section), the cross-
sectional area becomes overestimated (Barack, 2001). 
In contrast, estimating the diameter as the average of 
two diameter measures along two axis can result in 
overestimation but it also can lead to an underestimation 
of the cross-sectional area. Using geometric mean, in-
stead of the arithmetic average has been found to pro-
duce the lowest bias (Matérn, 1990; Chacko, 1961). 
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Abstract
Aim of study: Cross-sectional area is one of the most important forest inventory variable since it is highly correlated with growth 
and yield at both tree and stand levels. In this research, we evaluated the bias, precision and accuracy of three measurements such 
as cross-sectional area: the girth, the arithmetic mean diameter, and the geometric mean diameter normally used to estimate the 
cross-sectional area in practical forestry.
Area of study: Measurements were taken in a poplar plantation (Populus x euramericana (Dode) Guinier cv. Luisa Avanzo) lo-
cated in Huesca, Spain.
Material and Methods: A total of 5,408 cross-sectional areas from 48 poplar trees were measured with and image based software. 
To test the differences between real and estimated cross-sectional area based on the three measurements of study, a multilevel 
mixed-effect model was used.
Main Results: All three measurements overestimated the cross-sectional area by (0.47%-2.37%) and were found to be biased. 
Estimations based on arithmetic or geometric mean diameter of the maximum and minimum axes were more accurate than those 
using tree girth.
Research highlights: There was a strong correlation between estimation errors and departures from a circumference in the cross 
section i.e. estimation errors were larger in elliptical cross-sections than in those closer to a circumference. In order to avoid over-
estimation of growth and yield derived from cross-sectional area estimates, we recommend using the geometric mean diameter 
trying to measure the largest and the smallest diameters of the section, especially on trees that are clearly elliptical.
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Introduction
Accurate tree volume and biomass estimations are 
central in forestry, since their information is used for 
foresters when deciding amongst forest management 
options or when conducting research. Both volume and 
biomass are well correlated and thus estimated based 
on basal area measures, which is defined as the cross-
sectional area at breast height (Mackie & Matthews, 
2006). Accurate estimates of the cross-sectional area at 
different heights along the stem are necessary for de-
veloping a taper function, and are usually obtained by 
measuring either the diameter or the circumference of 
the stem. Cross-sectional area can be measured di-
rectly using a planimeter, though this is rarely done in 
practice. Instead, it is usually estimated upon diameter 
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analyzed which variables (age, height from ground 
level, out-of-roundness and size of the cross-section) 
were correlated higher error rates, and how they influ-
enced volume predictions.
Material and methods
Experimental data
Measurements were taken in a poplar plantation 
(Populus x euramericana (Dode) Guinier cv. Luisa 
Avanzo) located in Huesca (NE, Spain). A total of 
5,408 cross-sectional areas were selected from 48 trees 
felled for another study (see Rodríguez, 2005) for a 
more detailed description of the data). Once felled, 
sample trees were cut in logs at 2.6 m intervals from 
stump height (≈0.1 m above ground level) until the 
tree top. From each of the 421 logs obtained in this 
way, digital images of the each section, as well as 
known metric references, were acquired by means of 
a digital camera at a spatial resolution setting of 300 
DPI. Images were processed by specially designed 
object-oriented software written in MATLAB version 
6.5.1. The top section of each log was processed, ex-
cept in the lowest log, where both top and bottom 
sections were processed. In each cross-sectional image, 
approximately 70 points (ranging from 10 to 175 
points) were used to describe the shape of the meas-
ured rings. The cross-sections were then reconstructed 
by linear interpolation between two adjacent points 
within the same ring limit, which provided the data 
for calculating the area (Ao). The cross-sectional area 
ranged from 0.53 to 1,741.41 cm2, the number of rings 
from the pith (R) ranged from 1 to 17 and log height 
position within the tree (H) ranged from 0.1 to 20.9 m 
above ground level. In order to evaluate the effect of 
tree size section shape, we decided to analyze the 
number of rings from the pith, rather than the number 
of rings from the bark.
On each digital cross-sectional image, both the cir-
cumference and the diameter of the maximum and 
minimum axis of the bole were measured for each an-
nual ring (Figure 1). The circular shape formula 
(Ai=(π/4)•D2) was then used to estimate each cross-
sectional area. The three alternative estimators of di-
ameter (AED) were applied to each of the 5,408 cross 
sections: [1] girth, [2] arithmetic mean diameter and 
[3] geometric mean diameter assuming an elliptical 
shape, making a total of 16,224 estimations (Table 1). 
Finally, the ratio between maximum and minimum 
diameter was used to analyze variations in the cross-
sections due to out-of-roundness (OOR) (Saint-André 
& Leban, 2000).
The two most common instruments used to measure 
cross-sectional area are the tape and the caliper, but 
ignore eventual concavities in the cross-section (García, 
(1995)), since for example, when measuring the girth, 
one measures the perimeter of the convex closure. 
Diameter tapes have been considered more consistent 
than calipers because they measure an average of all 
diameters in all directions (Avery & Burkhart, 1994). 
In contrast, caliper arms only measure one diameter at 
the time, but since tree boles are not circular, different 
measurements of diameter are possible. Practical rec-
ommendations for diameter measurements are: (i) the 
largest and smallest diameter of the section for clearly 
elliptical sections; and for close-to-circular sections (ii) 
the largest diameter and another perpendicular to the 
former; or (iii) the diameter of two perpendicular axes 
taken at random. In these three cases, the two diameter 
measurements can be either averaged using the arith-
metic mean, or averaged by the geometric mean e.g. 
for highly elliptical boles (Matérn, 1990). Following 
Cauchy’s theorem (1841) it is possible to prove that 
the average from a number of random diameter meas-
ures using a caliper is equivalent to the diameter value 
obtained from a girth measurement with a tape (García, 
1995). In other words, both tools provide comparable 
results but they do not accurately represent stem cross 
sections (Brickell, 1970; Biging & Wensel, 1988). The 
decision to measure diameter with calipers or circum-
ference by tape often depends on the available tools 
and resources, tradition and the level of acceptable 
error (Barack, 2001).
Commercial plantations of valuable tree species 
such as walnut, cherry and poplar are good cases where 
foresters want to have accurate volume measurements. 
Plantations are established in their final density allow-
ing a free growth of individual trees which are fol-
lowed during stand development. In this study, we 
have focused in poplar plantations, a representative 
example of such cases. Poplar plantations cover ap-
proximately 900,000 hectares throughout Europe (Ball 
et al., 2005). On poplar plantations, the basal area (g) 
of trees is estimated based on its girth (Steenackers et 
al., 1993; DeBell et al., 1998; Meiresonne et al., 1999; 
Roda, 2001), and such basal area estimations are used 
during the rotation to predict volume at the final fell-
ing (Rodríguez et al., 2010). Since error in the esti-
mated volume derives directly from error in the cross-
sectional area estimation, poplar plantations provide 
a good sample for studying how different ways of 
estimating the cross-sectional area affect volume es-
timates. 
The main objective of this study was to compare 
cross sectional estimations based on diameter calcula-
tions obtained by girth or caliper measures. We also 
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Statistical data analyses
For each AED (i=1 to 3), R (j=1 to 17) and H (k=1 
to 9 from ground to top), the cross-sectional area per-
cent differences (eijk) between measured values (Ao) 
and estimated values (Aijk), relative to the measured 
value (Ao), were calculated in order to assess bias, 
precision and accuracy. The reference measurements 
were assumed to be unbiased. Bias (b) refers to true-
ness, and standard deviation (s) refers to precision. 
Since “n” is the number of trees analyzed for the same 
Alternative Estimator of Diameter (i), annual Ring (j) 
and Log Height (k), these expressions may be sum-
marized as follows: 
 
eijk = 100 ⋅
(Ao − Aijk )
Ao
; b =
eijk
k=1
9
∑
j=1
17
∑
i=1
3
∑
n
;
s =
(eijk − b)2
n−1  
(1)
To account for differences in estimated cross-sec-
tional area (eijk), a multilevel mixed-effect model was 
used because data were organized into clusters (obser-
vations from each log were clustered longitudinally 
according to each tree). General expression for the 
multilevel linear mixed model proposed was:
 y = X · β + Z · b + ε (2)
Where y is a n-dimensional vector including n obser-
vations for the cross-sectional area percent differences 
(eijk) taken from nv Log Height (H) within nu tree; X is a 
n x p design matrix, including covariates of the model; 
β is a p-dimensional vector of fixed parameters of the 
model; Z is a n x q design matrix for the random com-
ponents of the model; b is a q-dimensional vector of 
random components acting at Log Height and tree level; 
ε is a m-dimensional vector of conditional residual terms.
The “cross-sectional image” factor nested to the “tree” 
factor was considered random, so the objective was to 
estimate variance components using the intraclass cor-
relation coefficient (McCulloch & Searle, 2001). “Ring” 
(distance from the pith, R) and “Alternative Estimators 
of Diameter” (AED) were treated as fixed effects, so the 
goal was to estimate their means. The measured cross-
sectional area (Ao) and out-of-roundness (OOR) were 
considered as covariates in the model. Multilevel mixed 
effects are usually very complicated numerical problems, 
and as a result convergence issues commonly arise. If 
there are many subjects with few observations estimation 
and convergence problems could result during an anal-
ysis. For this reason we discard the possibility of adding 
a tree random effect to account for all the observations 
from the same tree. Due to the hierarchical nature of the 
sample, generalized mixed models were adjusted with 
the GLIMMIX procedure in SAS/STAT version 9.2 
statistical software (Schabenberger & Pierce, 2002). 
Significant interactions were partitioned by the ‘‘slice’’ 
instruction and F-tests were performed on different AED 
combinations ([1], [2] and [3]). The Tukey–Kramer 
method was used to protect multiple mean comparisons. 
We consider that an estimate of the cross-sectional area 
was considered biased when its value was statistically 
different from zero (α = 0.05).
Results
Significance of random effects, covariates and 
fixed effects
Random effects were highly significant. The vari-
ance component (VC) value estimate for the random 
effect of “cross-sectional image” nested to the “tree” 
ranged from 60.3% to 77.7%, with an average value of 
69.9%. The selected covariates (OOR and Ao) were 
very significant (p < 0.0001) at all Log Heights ana-
lyzed, except the measured cross-sectional areas at 
2.7 m and 18.3 m above ground level (Table 2). All 
Ring (R) and AED fixed effects were also found to be 
significant. We found statistical differences among the 
three AEDs (b[1] = –2.399; b[2] = –1.046; b[3] =–0.557) 
and among the seventeen rings analyzed by age 
(Rmaximum = –0.930 to Rminimum = –6.258). However, in 
most cases, no significant differences were detected in 
the interaction (R x AED). Regardless of the AED, the 
Figure 1. Digital cross-sectional image showing the measured 
diameter of the maximum (DMAX) and minimum (DMIN) axis 
of the bole and circumference (PERIMETER) in each annual ring.
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In terms of accuracy, the best results came from 
cross-section estimations based on the geometric mean 
diameter (68.2% of total cases). Accuracy results based 
on circumference or arithmetic mean diameter did not 
differ significantly. Circumference-based estimates 
were the most accurate in 20.1% of total cases, but the 
most inaccurate in 48.3% of the cases. Cross-section 
estimates based on arithmetic mean diameter were the 
most accurate option in only 11% of the cases.
Correlation between estimated error  
and the analyzed covariates 
Table 1 shows the mean out-of-roundness value for 
each combination of Ring x Log Height. Each AED 
in Figure 2 (left column) shows a strong correlation 
between estimated error (ei) and out-of-roundness: 
when OOR increased, the estimated error increased 
proportionally. The correlations between OOR and 
error was stronger when girth was used rather than 
mean diameters, with Pearson correlation coefficients 
of r[1] = 0.765; r[2] = 0.627 and r[3] = 0.512. Estimations 
based on the geometric mean diameter resulted in a 
lower slope in the ei-OOR relationship. Figure 2 (mid-
dle column) shows a scatter plot of the three AEDs 
against the measured cross-sectional area (Ao). The 
covariate Ao seems to suggest a clear correlation be-
tween size and percent error: as cross-section increased, 
the error also tended to be higher. With circumference-
based measurements, we also found that the error was 
clearly higher (r[1] = 0.289) with increasing distance 
from the pith (i.e., with increased Ring Age or esti-
mated cross-section diameter). When mean diameter 
was used, this trend disappeared and the Pearson 
correlation coefficients were no longer significant 
(r[2] = 0.131; r[3] = 0.138 ). Notably, the largest errors 
worst estimates were obtained in the outer two rings, 
which were only present in the disks close to ground 
level. We also found that the worst estimate of Log 
Height was obtained at stump level (b[1] = –4.024; 
b[2] = –2.486; b[3]= –1.980). 
Bias, precision and accuracy differences for 
each combination of Alternative Estimator  
of Diameter, Ring and Log Height level
When girth measurements were used, the cross-
sectional areas were overestimated and the bias was 
usually higher than in the other two methods (Table 3 
and Table 4). The geometric mean diameter provided 
less biased results than the arithmetic mean diameter 
in almost all cases; the differences were rarely statisti-
cally significant (4.0% of total cases). We obtained 
unbiased estimates of the cross-sectional area in 39.7% 
of the cases in which the arithmetic mean diameter was 
used, compared to 36.5% of those based on the geo-
metric mean diameter. Overall, better least-biased es-
timates of the cross-section were obtained using the 
geometric mean diameter: 62.6% of total cases, com-
pared to 32.7% of the cases using the arithmetic mean 
diameter and only 4% of cases using the circumference.
When we analyzed precision by the standard devia-
tion, girth measurements provided more precise esti-
mates (lowest standard deviation) in 77.9% of total 
cases. Cross-sections predicted from the geometric 
mean diameter were more precise than those predicted 
from the arithmetic mean diameter. In 83.7% of the 
cases studied, greater precision was obtained in the 
cross-section estimates when we used the geometric 
mean diameters than when the arithmetic mean was 
used. The arithmetic mean diameter was the least pre-
cise in 83.3% of the cases.
Table 2. Mixed model effect results
Effect
Height (m)
0.1 2.7 5.3 7.9 10.5 13.1 15.7 18.3 20.9
Out-of-roundness (OOR) *** *** *** *** *** *** *** *** ***
Measured cross-sectional area (Ao) *** ns *** ** *** *** *** *** ns
Alternative Estimator Diameter (AED) *** *** *** *** *** *** *** *** ***
Ring (R) *** *** *** *** *** *** *** *** ***
AED x R ** *** * ns * ns ns ns ns
(***) indicates a significant F-value at α = 0.001 (factor is significant); 
(**) indicates a significant F-value at α = 0.01 (factor is significant); 
(*) indicates a significant F-value at α = 0.05 (factor is significant); 
(ns) indicates a non-significant F-value at α = 0.05 (factor is not significant); 
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Table 3. Computed bias for each combination of Alternative Estimator of Diameter x Height x Ring. Upper, middle and bottom 
rows show the bias of the estimated diameter based on circumference [1], arithmetic mean diameter [2] and geometric mean 
diameter [3], respectively. Same letters indicate non-significant differences (α < 0.05 according to Tukey’s range test method) 
between biases. Bold values indicate unbiased estimates (α = 0.05)
H (m) AED R=1 R=2 R=3 R=4 R=5 R=6 R=7 R=8 R=9 R=10 R=11 R=12 R= 13 R=14 R=15 R=16 R=17
0.1
[1] –3.38 a –3.02 a –2.77 a –2.55 a –2.67 a –3.03 a –3.14 a –3.18 a –3.40 a –3.87 a –4.54 a –4.98 a –5.17 a –5.25 a –5.45 a –5.76 a –5.98 a
[2] –3.24 a –2.13 b –1.35 b –1.19 b –1.30 b –1.27 b –1.27 b –1.46 b –1.56 b –1.95 b –2.69 b –3.06 b –3.29 b –3.62 b –3.96 b –4.37 b –4.49 b
[3] –3.02 a –1.88 b –1.01 b –0.85 b –0.94 b –0.91 b –0.86 b –1.06 b –1.14 b –1.44 b –2.13 b –2.48 b –2.67 b –2.93 b –3.20 b –3.53 c –3.60 c
2.7
[1] –2.60 a –2.14 a –1.81 a –1.69 a –1.91 a –1.64 a –1.42 a –1.37 a –1.27 a –1.33 a –1.48 a –1.56 a –1.65 a –1.63 a –1.67 a –1.71 a –2.68 a
[2] –2.52 a –1.62 a –1.37 ab –1.15 ab –1.19 a –0.59 b –0.17 b 0.18 b 0.32 b 0.34 b 0.34 b 0.21 b 0.00 b 0.00 b 0.07 b –0.01 b –2.44 a
[3] –2.21 a –0.99 b –0.83 b –0.67 b –0.75 b –0.21 b 0.13 b 0.46 b 0.62 b 0.63 b 0.61 b 0.48 b 0.28 b 0.30 b 0.37 b 0.28 b –2.25 a
5.3
[1] –3.48 a –2.95 a –2.44 a –2.53 a –2.24 a –2.04 a –1.70 a –1.42 a –1.19 a –1.15 a –1.02 a –0.94 a –0.86 a –0.84 a –0.79 a –1.01 a
[2] –2.94 b –2.50 ab –1.97 ab –1.59 b –0.71 b –0.50 b –0.03 b 0.23 b 0.50 b 0.53 b 0.69 b 0.70 b 0.84 b 0.89 b 0.88 ab 0.26 a
[3] –2.60 b –2.04 b –1.34 b –1.14 b –0.33 b –0.11 b 0.33 b 0.60 b 0.83 b 0.84 b 0.99 b 1.00 b 1.15 b 1.19 b 1.17 b 0.51 a
7.9
[1] –3.85 a –3.09 a –2.69 a –2.53 a –2.29 a –1.93 a –1.61 a –1.38 a –1.41 a –1.36 a –1.33 a –1.27 a –1.19 a –1.19 a –1.32 a
[2] –2.86 b –2.63 ab –1.87 b –1.61 b –1.54 b –0.74 b –0.20 b 0.16 b 0.13 b 0.24 b 0.24 b 0.36 b 0.58 b 0.53 b 1.24 b
[3] –2.34 b –2.17 b –1.26 b –1.02 b –0.94 b –0.20 b 0.32 b 0.63 b 0.55 b 0.64 b 0.62 b 0.72 b 0.94 b 0.89 b 1.59 b
10.5
[1] –4.91 a –4.92 a –3.89 a –3.43 a –3.29 a –2.71 a –2.33 a –2.08 a –1.84 a –1.50 a –1.27 a –0.98 a –0.80 a –0.91 a
[2] –4.45 ab –4.89 ab –2.94 b –2.38 b –2.17 b –1.05 b –0.62 b –0.56 b –0.27 b 0.02 b 0.34 b 0.70 b 0.79 b 0.62 ab
[3] –3.99 b –4.05 b –0.209 c –1.63 b –1.53 b –0.43 b 0.05 b 0.05 b 0.34 b 0.59 b 0.89 b 1.24 b 1.30 b 1.14 b
13.1
[1] –5.24 a –4.32 a –3.54 a –3.34 a –2.95 a –2.57 a –2.48 a –2.05 a –1.84 a –1.47 a –1.35 a –1.30 a –2.08 a –0.64 a
[2] –4.81 a –3.43 ab –2.23 b –1.78 b –1.53 b –1.21 b –1.18 b –0.71 b –0.84 ab –0.38 b –0.09 b 0.07 b 0.09 ab 0.81 a
[3] –4.35 a –2.79 b –1.69 b –1.16 b –0.92 b –0.63 b –0.58 b –0.11 b –0.19 b 0.32 b 0.54 b 0.67 b 1.06 b 1.39 a
15.7
[1] –5.21 a –4.59 a –3.91 a –3.41 a –2.76 a –2.73 a –2.30 a –2.01 a –1.60 a –1.20 a –1.08 a –0.61 a
[2] –4.62 ab –3.87 ab –2.31 b –1.29 b –0.94 b –0.96 b –0.71 b –0.44 b 0.14 b 0.61 b 0.73 b 1.32 ab
[3] –3.92 b –3.27 b –1.70 b –0.57 b –0.17 b –0.21 b 0.21 b 0.39 b 0.95 b 1.39 b 1.44 b 2.04 b
18.3
[1] –4.05 a –3.08 a –2.71 a –2.45 a –2.38 a –1.90 a –1.75 a –1.63 a –1.36 a –1.02 a –0.65 a
[2] –3.45 ab –2.14 b –1.41 b –1.12 b –0.65 b –0.18 b –0.20 b 0.11 b 0.48 b 0.61 b 1.70 b
[3] –3.02 b –1.68 b –0.86 b –0.44 b 0.02 b 0.44 b 0.44 b 0.73 b 1.05 b 1.17 b 2.31 b
20.9
[1] –3.11 a –2.33 a –1.98 a –1.95 a –1.83 a –1.85 a –1.84 a –1.91 a –1.92 a –2.21 a
[2] –2.66 ab –1.67 ab –0.97 b –0.72 b –0.65 b –0.69 b –0.53 b –0.48 b –0.34 b –0.27 ab
[3] –2.29 b –1.20 b –0.32 b –0.09 b –0.07 b –0.11 b 0.05 b 0.16 b 0.25 b 0.17 b
AED: Alternative Estimator of Diameter; R: Ring age; H: Log Height.
were found at stump level and in the central part of 
the tree due to irregular and asymmetric cross-sec-
tions resulting from branch insertions and pruning 
scars. Errors were smaller when we used geometric 
mean diameters and larger when we used circumfer-
ence measurements. All cases presented non-signif-
icant Pearson correlation coefficients (r[1] = 0.077; 
r[2] = 0.009; r[3] = 0.014).
Discussion
In poplar, the three commonly used methods for 
estimating the cross-sectional area of trees overesti-
mated basal area as shown by (Biging & Wensell, 
1988). Neither the girth, the arithmetic nor the geomet-
ric average diameter estimated accurately the studied 
cross-sections as pointed out by (Brickel, 1970). Barack 
(2001) found that estimation based on circumference 
led to an overestimate of cross-sectional area but also 
provided more precise estimates (σ[1]=2.02). Matérn 
(1990) reported that in almost all cases the geometric 
mean diameter provided more precise results (σ[3]=2.44) 
than the arithmetic mean diameter (σ[2]=2.73). In line 
with these results, we found that accuracy was great-
est when we used the geometric mean diameters 
(rmse[3]= 2.82), while the results based on circumfer-
ence were least accurate (rmse[1]= 3.24).
Out-of-roundness was the factor most correlated to 
estimation error in determining cross-sectional area. 
The mean OOR of 1.137 found in our poplar study was 
similar to means reported for other species, such as 
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Table 4. Computed standard deviation (sd) for each combination of Alternative Estimator of Diameter x Height x Ring. Upper, 
middle and bottom rows show standard deviation of estimated diameter based on circumference [1], arithmetic mean diam-
eter [2] and geometric mean diameter [3]
H (m) AED R=1 R=2 R=3 R=4 R=5 R=6 R=7 R=8 R=9 R=10 R=11 R=12 R= 13 R=14 R=15 R=16 R=17
0.1
[1] 1,020 0,854 0,717 0,487 0,557 0,717 0,855 0,931 1,239 1,456 1,729 2,035 2,123 2,229 2,372 2,377 2,474
[2] 1,755 1,358 1,456 1,331 1,466 1,400 1,558 1,766 1,836 2,159 2,356 2,643 2,970 3,051 3,285 3,242 3,151
[3] 1,679 1,373 1,500 1,365 1,529 1,467 1,639 1,835 1,885 2,214 2,403 2,651 2,954 2,996 3,181 3,108 2,975
2.7
[1] 1,364 2,928 2,395 2,231 2,969 1,988 0,967 0,597 0,594 0,485 0,457 0,411 0,369 0,367 0,339 0,328
[2] 1,861 3,935 3,591 2,861 4,094 3,263 1,978 1,121 1,292 1,085 0,976 1,019 1,046 1,124 1,192 1,232
[3] 1,689 3,370 3,229 2,404 3,585 2,989 1,869 1,066 1,272 1,079 0,968 1,025 1,057 1,129 1,192 1,248
5.3
[1] 1,365 2,911 3,073 2,588 1,854 2,424 1,674 1,859 1,225 0,946 0,844 0,649 0,570 0,498 0,480 0,482
[2] 2,285 4,176 3,889 3,397 2,896 3,201 2,866 3,093 2,362 1,997 1,734 1,379 1,203 1,052 1,058 0,324
[3] 2,030 3,630 3,452 3,081 2,781 2,909 2,676 2,851 2,226 1,919 1,698 1,377 1,220 1,074 1,087 0,459
7.9
[1] 2,636 2,203 2,534 2,246 2,369 1,907 1,714 1,327 1,182 1,076 0,873 0,794 0,752 0,736 1,748
[2] 3,036 3,301 3,616 3,694 4,100 3,277 2,640 2,068 1,821 1,608 1,370 1,198 1,216 1,227 1,353
[3] 2,532 2,948 3,225 3,217 3,462 2,849 2,271 1,812 1,626 1,460 1,284 1,140 1,157 1,188 1,391
10.5
[1] 1,695 4,328 3,534 3,287 3,010 2,608 2,682 2,376 3,100 2,603 2,354 2,018 1,876 1,016
[2] 2,588 5,592 4,814 4,326 3,831 3,132 3,719 3,310 3,470 2,817 2,538 2,278 2,064 0,982
[3] 2,213 4,755 4,166 3,664 3,403 2,634 3,227 2,832 2,917 2,383 2,176 2,000 1,839 0,965
13.1
[1] 2,515 2,973 2,157 2,762 2,667 2,588 3,590 3,262 3,648 3,487 3,335 3,413 5,597
[2] 3,322 3,153 2,158 4,001 3,599 3,253 3,948 3,680 4,055 4,262 4,082 4,116 5,290
[3] 2,781 2,762 2,013 3,513 3,335 2,924 3,502 3,289 3,541 3,540 3,706 3,808 4,408
15.7
[1] 2,194 2,040 2,127 2,986 1,855 3,096 3,933 3,879 3,508 3,248 3,431 3,399
[2] 3,007 2,603 2,850 2,738 2,484 4,296 5,140 4,543 4,140 3,837 3,838 4,109
[3] 2,688 2,276 2,322 2,333 2,134 3,586 4,161 3,851 3,577 3,389 3,430 3,801
18.3
[1] 1,232 1,411 2,237 3,036 3,330 2,784 2,951 3,133 2,648 1,462 0,388
[2] 1,927 1,759 3,305 4,031 3,729 3,232 3,699 3,526 2,956 2,180 0,585
[3] 1,964 1,664 3,014 3,621 3,094 2,636 3,165 3,084 2,649 1,953 0,574
20.9
[1] 1,203 2,141 2,477 2,413 2,328 2,484 2,611 3,013 2,361 0,569
[2] 1,886 2,906 3,222 2,977 3,383 3,391 3,219 3,352 2,964 1,016
[3] 1,788 2,543 2,591 2,385 2,885 2,849 2,792 2,692 2,261 0,987
AED: Alternative Estimator of Diameter; R: Ring age; H: Log Height.
1.07 for Norway spruce (Saint-André & Leban, 2000) 
and 1.12 to 1.06 for Douglas fir (Williamson, 1975). A 
positive strong correlation was found in which esti-
mated error increased proportionally with increased 
OOR, indicating the greater difficulty and subsequent 
greater error involved in estimating elliptical cross-
sections. Smaller errors and more accurate predictions 
were obtained when the geometric mean diameter was 
used. Saint-André & Leban (2000) observed that the 
cross-section of the rings nearest the pith (R= 1 and 2) 
were rather more circular (OOR = 1.09 to 1.13) and 
therefore provided better estimates. The intermediate 
rings (R= 3 to 9) were more elliptical (OOR= 1.13 to 
1.17), except in the logs nearest ground level. The high-
est OOR values were found closest to the bark 
(OOR = 1.17 to 1.19) and provided the worst estimates 
of cross-section. All other factors analyzed (measured 
cross-sectional area and relative height of the cross-
section) displayed a very low correlation with esti-
mated error.
The cross-sectional area is one of the most impor-
tant forest inventory variables, since it is widely used 
in growth and yield models at tree and stand level. In 
commercial plantations where timber has a high value, 
accurate measures are specially needed. For example, 
in poplar plantations, future merchantable volume 
predictions are sometimes made solely on the basis of 
current basal area (Rodríguez et al., 2010), so an ac-
curate measurement of current basal area is crucial. 
We analyzed how errors made during cross-section 
estimation affected predictions of future merchantable 
volume. As an example, we used the description of 
Rodríguez et al., (2010) who considered a standard 
poplar plantation to have a basal area equal to 
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Figure 2. Scatter plots of cross-sectional area percent differences (ei) against out-of-roundness (left column), measured cross-
sectional area (middle column) and relative height in the stem (right column), for each alternative measurement of diameter (cir-
cumference [1] in the upper row, arithmetic mean diameter [2] in the middle row and geometric mean diameter [3] in the bottom 
row). The linear function fitted to all cases is represented by a solid line; R-square and full equations are shown for each scatter 
plot.
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12.5m2·ha-1 at 8 years after plantation and a rotation 
age equal to 16 years. Using these data, predicted basal 
area (G) at rotation age would be 25.8 m2·ha-1 and the 
merchantable volume (V) would be 232.2 m3·ha-1. We 
applied the mean error found in our study for girth, 
arithmetic and geometric diameter measures to predict 
future forest growth and yield for this standard poplar 
plantation (b[1] = –2.399; b[2] = –1.046; b[3] = –0.557), 
obtaining the ‘worst case’ growth and yield values: 
G[1] = 26.44 m2·ha-1, G[2] = 26.09 m2·ha-1, G[3] = 25.97 
m2·ha-1, V[1] = 239.4 m3·ha-1, V[2] = 235.3 m3·ha-1 and 
V[3] = 233.8 m3·ha-1. Thus, errors due to volume over-
estimation were of 3.1%, 1.3% and 0.7%, respec-
tively for girth… Error propagation has also been 
shown to be significant in the construction of taper 
equations and in data application to other models (e.g. 
Roda, 2001).
In conclusion, in order to avoid error propagation lead-
ing to erroneous estimates of other growth and yield 
variables, we recommend measuring the cross section 
from the geometric mean diameter including both the 
largest and smallest diameters of the section, especially 
on trees that are clearly elliptical. Caliper and girth meas-
ures could differ in the amount of time needed to take the 
measures in the field, which should be taken into account 
when evaluating the reported accuracy improvements.
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