ABSTRACT A simple analytical model is presented describing the spontaneous generation of inertia-gravity waves at density fronts subjected to strong horizontal strain rates. The model considers fronts of arbitrary horizontal and vertical structure in a semi-infinite domain, with a single boundary at the ocean surface. Waves are generated due to the acceleration of the steady uniform strain flow around the density front, analogous to the generation of lee waves via flow over a topographic ridge. Significant wave generation only occurs for sufficiently strong strain rates, α > 0.2 f , and sharp fronts, H/L > 0.5 f /N.
1. Introduction strain rate,Ū = −αx andV = αy where α may be a function of time, and background strati- anomaly -which includes the front, cross-frontal circulation and any internal wave field -is 128 assumed to be infinitely long and oriented along the y-axis such that the perturbation flow has no 129 y dependence. With these assumptions the flow may be written as
130
U =Ū + u(x, z,t), V =V + v(x, z,t), W = w(x, z,t) (1a)
P =P + p(x, z,t), b =B + b(x, z,t),
where the background pressure must be chosen as
fields,
where D ≡ ∂ t + (u +Ū) ∂ x + w ∂ z is the material derivative. The κ h and ν h are the artificial hori-
136
zontal diffusivity and viscosity that will be used for the numerical solutions in §3. The equations
137
(3) are identical to those examined by previous authors (for example, the numerical study of Snyder u, is small compared with the background strain flow, u Ū , such that equations (3) become the linear model to be strictly valid we require u Ū , or substituting the derived scales, Ro g = 152 ∆bH/( f 2 L 2 ) 1. However, unlike previous linear QG models (e.g. Williams and Plotkin 1968), 153 we make no assumption about the strain rate α in comparison to the inertial frequency f .
154
It is easily shown from the linearized equations (3) that the perturbation potential vorticity (PV)
155
is conserved, or
Equation (4) implies that the PV evolves according to ∂ t q − αx∂ x q = 0, or that q = q 0 (x e β (t) , z),
157
where q 0 (x, z) is the initial PV distribution and β is the non-dimensional strain, β (t) = t 0 α(t ) dt .
158
Thus, the action of the strain flow is to squeeze a PV anomaly with time. Usually such a PV
159
anomaly will be associated with a density front. For consistency with previous work (Shakespeare 160 and Taylor 2013, 2014, 2015; Shakespeare 2015a), here we define the frontal buoyancy anomaly 161 associated with the PV as
such that the net perturbation buoyancy field, b, is 163 b(x, z,t) = b 0 (x e β , z) + b (x, z,t), 
168
The buoyancy response b may be related to the along-front velocity, v, by substitution of (6) 169 into the PV equation (4):
substituting the x-momentum equation (3a), to obtain
We now take an x and z derivative of (8), and substitute ∂ x v from (7) and ∂ z p from (3c), yielding 173 an equation for b :
Equation (9) may be solved numerically for a given choice of initial conditions, buoyancy anomaly 175 b 0 , strain rate α(t), and stratification N 2 (z). In the next section we derive an analytic solution for 176 the special case of constant strain rate and stratification. a. Constant strain rate and stratification
178
Here we will first consider an infinite domain in both x and z. As will be described below, the 179 semi-infinite domain solution with a rigid lid at z = 0 may be obtained directly from the infinite 180 domain solution. Taking the Fourier transform of (9) in x and z (with N 2 and α constant) yields
where k and m are the horizontal and vertical wavenumbers, respectively, hats denote the Fourier 
where ε = Nk/( f m), and the c i are unknown functions dependent on the choice of initial con- anomaly, b 0 (x e αt , z), as per the forcing to the right-hand side of (9) and (10). The remaining 'ad-188 justment wave' part of (11) describes propagating waves generated due to the adjustment of initial 189 conditions that differ from those implied by the forced solution, analogous to the waves generated . In the present work, our focus is on waves generated in response to strain forcing rather 194 than via adjustment of initial conditions, and thus here we will only consider the forced part of the 195 flow.
196
The functions G and H ± in (11) are obtained by substitution of (11) into the PDE (10), yielding 197 the ODE:
where δ = α/ f is the non-dimensional strain rate (also called the 'strain Rossby number'). The 199 particular and homogeneous solutions to (12) are, respectively,
where p F q is the generalized hypergeometric function, J is the Bessel function of complex order,
201
and σ = ( f /α) 2 − 1. The choice of the particular solution to (12), G(ε), is unique in that it is 202 the only solution to (12) that is finite at ε = 0, implying that the forced solution is also unique as 203 explained below.
204

1) GREEN'S FUNCTIONS
205
The forced part of the solution (11) can be rewritten in terms of the along-front shear, by Fourier 206 transforming (7) to yield
The function given mode (k, m). In physical space, the solution (15) may be written as a double convolution of 212 the Green's function with the buoyancy gradient anomaly,
A valid solution for the along-front shear requires that its integral over all x has a finite value.
214
The integral over all x is equal to the k = ε = 0 value of its spectrum, ∂ z v(0) in (15). The square 215 bracketed factor in (15) corresponds to the buoyancy anomaly gradient. Again, the k = ε = 0 value 216 of this factor is the integral over all x of the buoyancy gradient:
buoyancy difference across the front, which is finite and invariant time. For ∂ z v(0) to be finite we 218 thus require that G(0) is finite. The only possible solution for G(ε) is therefore that defined by
219
(13), since the H ± (ε) homogeneous solutions (14) are infinite at ε = 0. The forced solution (15) 220 is therefore unique and its properties controlled by the Green's function G(ε) (13).
221
Green's functions for other fields may also be written as derivatives of G(ε). For instance, since 
Similarly, the Green's function for the divergence may be derived from continuity (3e) and satis-225 fies,
Note that the motivation for using the shears and divergences of the velocity fields in the above 227 expressions, rather than the velocities themselves, is that the former depend only on the scaled 228 mode slope, ε = Nk/( f m), whereas the latter depend on the individual horizontal and vertical
229
wavenumbers.
230
The non-dimensional Green's function for the cross-front shear, f ∂ z u G , is shown in figure 1 . The
231
behavior of the Green's function depends strongly on the magnitude of the strain rate. For small 232 strain rates, δ ∼ 0.1, the function decays smoothly to zero with increasing scaled mode slope ε. For 233 larger strain rate, δ ≥ 0.2, the Green's function is smoothly decreasing for small slopes ε < 1 but 234 exhibits high-amplitude oscillations in the region ε > 1, implying the accumulation of energy at 235 certain preferential wavenumber combinations, ε = Nk/( f m), or resonant modes. As will be seen 236 below, these oscillations correspond to a set of stationary waves with phase slopes of k/m = f ε/N 237 and Lagrangian frequencies ω = f √ 1 + ε 2 2 . The logarithmic color scale in figure 1 indicates that 238 the amplitude of the oscillations (and therefore waves) is exponentially small at small strain rate
239
(consistent with the result derived in the rigid-lid case studied in Shakespeare and Taylor 2014).
and corresponds to an along-front velocity in geostrophic balance with the buoyancy anomaly (i.e.
244
the Williams and Plotkin (1968) solution). In contrast, the Green's function for large strain rate,
245
δ → ∞, asymptotes to an oscillation-dominated profile,
where J 1 is the 1st order Bessel function. 
2) STRAIN RATE DEPENDENCE
248
To construct the full solution from the Green's functions, we require knowledge of the structure 
where H is the height scale of the front, ∆b 0 is the change in buoyancy across the front and 
267
In addition the larger strain rate solutions exhibit banded structures at depth, which correspond to owing to the non-linear sharpening of the surface front (see §3).
273
The strain rate influences the strength and steepness of the near-surface jets of vertical velocity this extremum must correspond to the jets of large vertical velocity associated with the secondary 278 circulation. As the strain rate is increased, this extremum is retained, but additional extrema begin 279 to appear at larger ε. We interpret these additional extrema as corresponding to the resonant 280 wave modes of the system, as will be examined in more detail below. 4 Nonetheless, for now we extract the ε for which the first extremum (in ε) in the divergence Green's function occurs at with slope k/m 1.26 α/N. In this limit, the convergent strain flow strongly confines the frontal 291 circulation in the horizontal, leading to steeper, intensified jets.
292
The vertical velocity magnitude (jet strength) may also be estimated from the Green's function 
3) FRONTAL SCALE DEPENDENCE
325
In this section we address the question of how the frontal Burger number, or characteristic frontal
, affects the solution for a given value of strain rate. The confluent strain acts to compress the horizontal scale L of the frontal buoyancy gradient anomaly ∂ x b 0 with 328 time as per (16). The Burger number of the front will thus increase with time according to ε F = 329 ε F,0 e αt . In other words, there is a one-to-one relationship between the frontal scale and time.
330
Thus, examining the Burger number dependence of the solution will also tell us about the time 331 evolution of the front.
332
Figure 5 displays the vertical velocity fields for a front subject to a strain rate of α = 0.4 f , for 333 five frontal scales (or time snapshots). The buoyancy anomaly is the same as used previously (21).
334
When the frontal width is large compared to the Rossby radius (a, 
4) RAY TRACING AND WAVE TRAPPING
358
Here we apply ray tracing theory to demonstrate that the resonant wave modes seen in the above 359 solutions correspond to wave packets that are generated at (or near) the front, and are confined 360 horizontally by the strain flow. Our analysis follows that of Reeder and Griffiths (1996) who 361 studied a very similar strained front system but via a numerical approach. The equations governing 362 the propagation of a wave packet in the xz plane are
where (D/Dt) g is the material derivative following a packet, which propagates with speed c g =
364
(∂ k Ω, ∂ m Ω) as per (22) 
is the regular hydrostatic dispersion relation for inertia-gravity waves. We note that here, consis-tent with our basic model, we assume hydrostatic dynamics in our ray-tracing equations, and thus 368 our ray-tracing analysis is only valid for sufficiently large horizontal scales (or small times are identical to equations 20, and 25 through 28, of Reeder and Griffiths (1996) , the reader is 
Thus, the action of the barotropic strain flow is to exponentially increase the horizontal wavenum- 
Equation (24) may be directly integrated in time 6 to obtain
where x 0 is the initial horizontal location of the wave packet (this result was also obtained by position of the wave packet as a function of time
where z 0 is the initial vertical location of the wave packet. We anticipate that wave packets will 387 be generated at the origin (where the front is located) such that x 0 = z 0 = 0, although the exact 
402
In figure 5 we plot the path of a single wave packet, which we assume to be generated at the 
where the Fourier transform of the Green's function
As with the equation (26), the steady solution is thus composed of two parts: a large-scale com- 
442
Let us now compare the dynamics of lee waves, as described in the previous paragraph, to the 443 dynamics of the strained front considered in earlier sections. To make the analogy clearer, here we 
subject to boundary condition b = b 0 (x e αt ). Equation (29) describing a strained front is identical 447 in structure to (26) describing flow over a ridge -only the form of the acceleration terms differ.
448
The forced solution to (29) is defined by the convolution
where the Green's function G F may be determined via Fourier inversion of the Green's function
450
G defined in (13). Unlike lee waves, where the ridge is rigid, the front deforms (sharpens) with Ro L , δ non-small) then buoyant forces give rise to a wave response. 
Numerical model comparison
Here we describe a solution to the fully non-linear equations (3) for parameter values represen-470 tative of a submesoscale front. We consider a front with an initial structure of
and choose a buoyancy difference of ∆b = 5 × 10 −3 m 2 s −1 , initial frontal width of L = 10 km, 
478
Here we select a maximum strain rate of α 0 = 0.4 f and ramp-up timescale of τ = 2π/ f .
479
The numerical model employed is MITgcm (Marshall et al. 1997 ) configured in hydrostatic, 
497
The grey lines on the figure are the wave and jet slopes predicted from the Green's function derived 498 in the previous section. These predicted slopes show good agreement with the numerical solution.
499
For comparison, the vertical velocity field predicted from the analytical model is shown in figure   500 7b. This prediction is derived in the following way. First, the frontal anomaly b 0 is determined 501 from the initial buoyancy field b(x, z, 0) used in the numerical model (31). This is done by replac-
502
ing the velocity v in the PV relation (7) with the geostrophic velocity from (15) (since the model 503 is initialised in geostrophic balance) and rearranging to obtain,
In the absence of diffusion the frontal anomaly would sharpen continuously in time according to a. Wave propagation and frequency spectra
As seen in previous sections, the spontaneously generated waves are horizontally trapped by the 559 strain flow and rapidly become steady in the numerical solution (e.g. figure 7 ). This behavior is 560 due to spatially uniform strain flow, and thus differs from what would be expected in the ocean 561 where strain flows vary greatly in space (both horizontally and vertically). While we cannot di-562 rectly represent such spatial variability in our simple quasi-2D model, we can capture some of the 563 dynamics by considering a temporal variation in the spatially-uniform strain rate. In particular,
564
here we consider switching off the strain flow in the steady numerical solutions described in the 565 previous section ( §3). As the strain rate is reduced, the trapped stationary waves are able to prop- analyze the frequency spectrum of the flow and compare to our analytic predictions.
568
The methodology is as follows. We take the steady numerical solution (figure 7a) from the 569 previous section and at time t = 60 hours switch off the strain flow in two ways: (a) instantaneously
and (b) gradually over 60 hours such that
where time is in hours and the parameter values are the same as previously (i.e. τ = 2π/ f , α 0 = 573 0.4 f ). The frequency spectrum of the vertical velocity field, | w|(x, z, ω), in each case is then 574 analyzed for a period of 120 hours from when the strain rate reaches zero (this approach avoids 575 any Doppler shifting of the frequency due to non-zero background flow, e.g. (22e)). Here we will consider the spatially averaged vertical velocity spectrum (units: m) defined by
The spectrum | w| is plotted in figure 9 for the (a) instantaneous and (b) gradual strain switch-578 off. Three spectra are shown in each plot: the average over the whole numerical domain (solid), the . These adjustment waves would be generated even in 592 the limit of very weak strain rate, if the strain field is turned off instantaneously, in contrast to the 593 identified wave modes (C, D), which would vanish in this limit.
594
Now instead consider frequency spectrum associated with the gradual switch-off plotted in figure   595 9b. The gradual variation of the strain rate ensures that there is no instantaneous adjustment 596 process, and the spectral peak associated with the secondary circulation is no longer present. In 597 addition, instead of distinct spectral peaks corresponding to individual wave modes (lines C, D),
598
there is a broad band of high frequency wave energy which peaks around 2 f . The reason for 599 this is that as the strain rate varies the resonant wave mode frequencies (e.g. figure 4 ) change, 600 such that waves of different frequencies are continually being generated via the acceleration of the 601 strain flow around the front. Notably, the peak spectral amplitude still occurs around 2 f which 602 agrees with the lowest frequency (highest amplitude) wave mode for strain rates in the range 603 0.25 < α/ f < 0.4 (see figure 4) . The globally averaged spectrum in figure 9b also exhibits a peak 
Discussion
607
Here we have investigated the spontaneous generation of inertia-gravity waves at strongly 608 strained density fronts. In §2a we developed a linearized model to derive solutions for the cir- are generated at a given front is determined by the Burger number of the front and the strain rate.
615
Here we define the Burger number as ε F = NH/( f L), where H is the depth of the frontal structure,
616
L the width, and N/ f the ratio of buoyancy to inertial frequencies. Wave generation is predicted
617
for Burger numbers exceeding about 0.5 and strain rates, α, exceeding about 0.2 f . The lowest 618 frequency distinct wave predicted to be generated by the present mechanism has Lagrangian fre-619 quency ω = 1.93 f and is generated for a strain rate of α = 0.29 f (see figure 4) . Based on these 620 results, it seems unlikely that the mechanism of wave generation examined here was responsible 
624
We also investigated the mechanism responsible for the generation of the frontal waves. In §2b
625
we showed that wave generation at a strained front is mathematically analogous to the classical the front are also intensified relative to the analytic prediction, and tend to appear earlier than 647 their counterparts on the warm side. Given these relatively minor differences, we can be confident 648 that the analytic model provides a robust, first-order dynamical description of one mechanism of 649 inertia-gravity wave generation at strained density fronts.
650
However, more investigation is needed in more realistic models to quantify the relative impor- and temporal variability will also likely modify the amplitude and frequencies of generated waves 659 compared to our analytic predictions. These effects will be studied in a future work. 
