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Abstract- A Postcomputation-based generic-point parallel
scalar multiplication method has recently been proposed for
high-performance end servers that employ parallel elliptic
curve cryptoprocessors. The sequential precomputation
overheads, in the postcomputation-based method, are replaced
with parallelizable postcomputations. This paper analyzes the
performance of the postcomputation-based method with 128 ≤
m ≤ 256 using a number of parallel elliptic curve
cryptoprocessors. The results show that the best performance
is achieved when eight cryptoprocessors are used.   
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I. INTRODUCTION 
lliptic curve cryptosystems (ECCs), which were
initially proposed by Niel Koblitz and Victor Miller in
1985 [1], are seen as serious alternatives to the RSA 
system but with a much shorter word length. An ECC with a
key size of 128 – 256 bits has been shown to offer equal
security to an RSA system with a key size of 1 – 2 Kbits [2].
To date, no significant breakthroughs have been made in
determining the weaknesses of ECCs, which are based on a
discrete logarithm problem over points on an elliptic curve.
The fact that the problem appears so difficult to crack means
that key sizes can be considerably, and possibly even
exponentially, reduced [3]. This advantage of ECCs has
gained recognition recently, and has resulted in their
incorporation in many standards such as IEEE, ANSI, NIST,
SEC and WTLS.Scalar multiplication is the basic operation
for ECCs. Scalar multiplication of a group of points on an
elliptic curve is analogous to the exponentiation of a
multiplicative group of integers modulo a fixed integer m.
The scalar multiplication operation, denoted as , where 
is an integer and  is a point on the elliptic curve, represents
the addition of  copies of point . Scalar multiplication is
then computed by a series of point doubling and point
addition operations of the point P that depends on the bit
sequence that represents the scalar multiplier k. Several
scalar multiplication methods have been proposed [4].
However, for high-performance end servers, the current
sequential scalar multiplication methods are too slow to
meet the demands of increasing number of customers. 
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Identifying efficient scalar multiplication methods for such
servers has thus become crucial. Scalar multiplication
methods that can be parallelized are often used for high-
speed implementations. Precomputations [4-6] have also
been applied to speed up scalar multiplication, but require
sequential steps that cannot be parallelized, and are
primarily advantageous basically when the elliptic curve
point is fixed. However, during secure communication
sessions that use public keys the elliptic curve point
changes, as it depends on the public key of the
communicating entity, that is, it is session dependant. This is
also the case when digital signatures are used. Hence, the
computation of scalar multiplications is generally performed
with a generic elliptic curve point. Because the elliptic curve
point is likely to differ in each session, the overheads
resulting from the necessary precomputations must be
considered when estimating the total computational time
required. Postcomputations have recently been proposed [7]
as an alternative method to speedup scalar multiplications.
In [7], the precomputation overheads are replaced by
postcomputations that can be parallelized. This paper shows
that the concurrent precomputation of several points
outperforms the method proposed in [7] with the same
number of points and parallel processors. The remainder of
the paper is organized as follows. Section 2 introduces the
basic ECC. Section 3 describes the postcomputation-based
generic-point parallel scalar multiplication method [7].
Section 4 presents a performance analysis of the
postcomputation-based method. Section 5 concludes. 
II. ELLIPTIC CURVE CRYPTO PRELIMINARIES 
Elliptic curve cryptosystems (ECCs) [4] have attracted much
research attention and have been included in many
standards. ECCs are evolving as an attractive alternative to
other public-key schemes such as RSA by offering a smaller
key size and a higher strength per bit. Extensive research has
been conducted on the underlying math, security strength
and efficient implementations of ECCs. Of the various fields
that can underlie elliptic curves, prime fields GF(p) and
binary fields GF(2m) have proved to be best suited to
cryptographic applications. An elliptic curve E over the 
finite field GF(p) defined by the parameters a, b  GF(p) 
with p > 3 consists of the set of points P = (x, y), where x, y 
GF(p), that satisfies the equation  
baxxy 32         (1) 
where a, b GF(p) and 4a3 + 27b2 ≠ 0 mod p, together with
the additive identity of the group point O known as the 
E 
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„point at infinity‟ [4]. The number of points #E on an elliptic 
curve over a finite field GF(q) is defined by Hasse‟s 
theorem [4]. The discrete points on an elliptic curve form an 
abelian group, the group operation of which is known as 
„point addition‟. Elliptic curve point addition is defined 
according to the „chord-tangent process‟. Point addition over 
GF(p) can be described as follows.Let P and Q be two 
distinct points on E defined over GF(p) with Q ≠ P (Q is not 
the additive inverse of P). The addition of the points P and 
Q gives the point R (R = P + Q), where R is the additive 
inverse of S and S is a third point on E intercepted by the 
straight line through points P and Q. The additive inverse of 
point P = (x, y)  E over GF(p) is the point – P = (x, – y), 
which is the mirror of point P with respect to the x-axis on 
E. When P = Q and P ≠ – P, the addition of P and Q is the 
point R (R = 2P), where R is the additive inverse of S and S 
is the third point on E intercepted by the straight line 
tangential to the curve at point P. This operation is referred 
to as point doubling.  The finite field GF(2m) has particular 
importance in cryptography, as it leads to very efficient 
hardware implementations. Elements of the field are 
represented in terms of a basis. Most implementations use 
either a polynomial basis or a normal basis [8]. Letting 
GF(2m) be a finite field of characteristic two, a non-
supersingular elliptic curve E over GF(2m) can be defined as 
the set of solutions (x, y)  GF(2m) × GF(2m) to the 
equation  
baxxxyy 232     (2) 
where a and b  GF(2m), b ≠ 0, together with the point at 
infinity. It is well known that E forms a commutative finite 
group, with O as the group identity, under the addition 
operation known as the tangent and chord method. Explicit 
rational formulas for the addition rule involve several field 
arithmetic operations (addition, squaring, multiplication and 
inversion) in the underlying finite field. The group 
operations in affine coordinate systems involve finite field 
inversion, which is a very costly operation, particularly for 
prime fields. Projective coordinate systems can be used to 
eliminate the need to perform inversions. Several projective 
coordinate systems have been proposed in the literature, 
including the homogeneous, Jacobian, Chudnovsky-
Jacobian, modified Jacobian, Lopez-Dahab, Edwards and 
mixed coordinate systems [9][10].Several scalar 
multiplication methods have been proposed in the literature 
[4]. Computing kP can be achieved with a straightforward 
binary method – the so-called double-and-add method – 
based on the binary expression of the multiplier k. kP can be 
computed using a binary method as follows. 
Let k = (km-1,…,k0), where km-1 is the most significant bit of 
k, be the binary representation of k.  The multiplier k can be 
written as 
01
1
1
0
222 kkkkk mm
mi
i
i           (3) 
Using the Horner expansion, k can be rewritten as  
)2)2)2((( 0121 kkkkk mm       (4) 
Accordingly, 
PkPkPkPkkP mm 0121 ))2(2(2    (5) 
The algorithm for the binary method is as follows. 
 
Algorithm 1: Binary Method 
(1) Input P, k. 
(2) Q ← O.  
(3) For i from m – 1 down to 0, perform  
a. Q ← 2Q, 
b. If  ki = 1, then Q ← Q + P. 
(4) End for. 
(5) Output Q. 
(6)  
The binary scalar multiplication method is the most 
straightforward scalar multiplication method. It inspects the 
bits of the scalar multiplier k. If the inspected bit ki = 0, then 
only point doubling is performed. If, however, the inspected 
bit ki = 1, then both point doubling and addition are 
performed. The binary method requires m point doublings 
and an average of m/2 point additions. Non-adjacent form 
(NAF) reduces the average number of point additions to m/3 
[11]. With NAF, signed-digit representations are used such 
that the scalar multiplier‟s coefficient   ki  {0, ±1}. NAF 
has the property that no two consecutive coefficients are 
nonzero. It also has the property that every positive integer k 
has a unique NAF encoding, which is denoted as NAF(k).  
III. THE POSTCOMPUTATION-BASED METHOD 
The essential concept underlying the method proposed in [7] 
is the replacement of sequential precomputations with 
parallelizable postcomputations. Multiplier  in [7] is 
partitioned into  partitions that can be processed in parallel 
by  processors using the binary method. Some of the 
postcomputations are then distributed on  processors to 
be performed in parallel. The points that result from 
processing these key partitions with the postcomputations 
are then assimilated to produce . 
Let , where  is the most significant 
bit of , be the binary representation of multiplier . Then, 
after partitioning  into  partitions, multiplier  can be 
written as 
  (6)  
Scalar multiplication product  can then be computed as 
ui
itkP
0
        (7) 
where  is defined as 
)())(
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    (8) 
 
A key observation is that Eq. (8) can be rewritten as 
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Eq. (9) implies that the required precomputations of Eq. (8) 
can be replaced by postcomputations, which are point 
doublings. Each partition requires  point doublings to 
produce the correct partial product. To balance the number 
of point operations, we need to balance the total number of 
field multiplications, as field multiplication is the dominant 
type of operation in elliptic curve point operations in 
projective coordinates. This implies that multiplier  should 
be partitioned into  partitions of different sizes, as shown 
in Eq. (10). 
)()()()( 0121 mmmmm uu      
 (10) 
Accordingly, the number of bits in partition  must be 
greater than the number of those in  and fewer than the 
number of those in , as can be seen from Eq. (11).    
)()()()( 0121 mmmm uu   
  (11)  
Assume that the double and add point operations require  
and  field multiplications, respectively. Then, let the total 
number of field multiplications in partition  equal . 
Because partition  is the only one to require no 
postcomputations, a balanced number of point operations 
can be reached by solving Eqs. (10) and (11) together with 
the following equations (12-14).   
)()( )()()( s
m
rmM
2
0
00
  
  (12) 
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)(        (13) 
)()()( 110 uMMM    
 (14) 
The computation of  in parallel without precomputations 
can be performed efficiently using the following algorithm.  
 
Algorithm 2: Postcomputation-based Method 
1. Inputs:  
2. By padding  with zeros if necessary, solve Eqs. 
(10)-(14) together, and write 
, where  is a 
partition of length  bits.    
3. Initialisation: . 
4. Parallel Scalar Multiplication: 
4.1. For  to –  do in parallel 
4.1.1.  Binary method (k(i), Pi) 
4.1.2. If ( ), then 
4.1.2.1. for  to ((
ij
jm
0
) – ) do 
4.1.2.1.1.  
4.1.3.  
5. Output R 
 
Example: Let 
, ,  and . The sizes of the 
key partitions are , ,  and . 
The key partitions are , , 
, and . The scalar multiplication of these 
partitions is then computed in parallel according to the 
following. 
0 +0 +0 +1 +1 =451 ,  
 
 
 
Finally,  is computed as 
 ■ 
  
IV. PERFORMANCE ANALYSIS  
The time complexity of the proposed method in [7] equal to 
( ) point doublings +  point additions 
and ( ) point doublings +  point 
additions using binary and NAF encoding, respectively. 
However, the proposed method in [7] has not been analyzed 
when different values of  and  are used. Table 1 shows 
the lengths, in number of bits, of each key partition. Table 1 
also shows that no more than 8 processors should be used 
with the proposed method in [7]. This is clearly shown when 
12 processors are used and only 8 of the processors are 
utilized.        
Table 2 shows the results for the method proposed in 
[7]. In Table 2, the first two columns show the key size  
and the number of parallel processors . The third column 
shows the length of the first key partition . The number 
of point doublings, additions and accumulation additions are 
shown in the following columns. It is assumed here that the 
required computation time for point addition is twice that 
required for point doubling. Accordingly, columns 8 and 9 
show the total number of point doublings and additions for 
the point doublings for binary and NAF encoding, 
respectively. The results of Table 2 are depicted in Figure 1 
and 2 for binary and NAF encoding, respectively. Clearly, 
the results show that the best performance is achieved when 
eight processors are used. Increasing the number of 
processors, however, does not mean better performance.  
V. CONCLUSION 
Sequential scalar multiplication methods are too slow for 
high-performance end servers because of the demand 
resulting from increasing numbers of customers. Existing 
parallel methods, however, require sequential 
precomputations for each new session. Recently, the first 
generic-point parallel scalar multiplication method has been 
proposed. In the proposed method, the precomputation 
overhead is replaced by postcomputations that can be 
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parallelized. In this paper we have analyzed the performance 
of the postcomputation-based method with 128 ≤ m ≤ 256 
using a number of parallel elliptic curve cryptoprocessors. 
The results show that the best performance is achieved when 
eight cryptoprocessors are used. 
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Table 1: Results of the method proposed in [7] with  and . 
              
128 2 85 43 - - - - - - - - - - 
4 68 34 17 9 - - - - - - - - 
8 64 32 16 8 4 2 1 1 - - - - 
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8 129 64 32 16 8 4 2 1 - - - - 
12 128 64 32 16 8 4 2 1 1 0 0 0 
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Table 2: Results of the method proposed in [7] with  and . 
   DBLs Binary ADDs NAF ADDs Acc ADDs Binary Total (DBLs) NAF Total (DBLs) 
128 2 85 85 43 28 1 173 143 
 4 68 68 34 23 2 140 118 
 8 64 64 32 21 3 134 112 
 12 64 64 32 21 4 136 114 
160 2 107 106 53 35 1 214 178 
 4 85 85 43 28 2 175 145 
 8 80 80 40 27 3 166 140 
 12 80 80 40 27 4 168 142 
200 2 133 133 67 44 1 269 223 
 4 107 107 54 36 2 219 183 
 8 100 100 50 33 3 206 172 
 12 100 100 50 33 4 208 174 
256 2 171 171 86 57 1 345 287 
 4 137 137 69 46 2 279 233 
 8 129 129 65 43 3 265 221 
 12 128 128 64 43 4 264 222 
 
 
 
 
Figure 1: Binary encoding results of the method proposed 
in [7] with  and . 
 
 
 
 
 
Figure 2: NAF encoding results of the method proposed in 
[7] with  and . 
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