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THE TOPOLOGY OF BALLS AND GROMOV HYPERBOLICITY OF RIEMANN
SURFACES
JESU´S GONZALO(1), ANA PORTILLA(2)(3) , JOSE´ M. RODRI´GUEZ (3) AND EVA TOURI´S(2)(3)(4)
Abstract. For each k > 0 we find an explicit function fk such that the topology of S inside the ball
BS(p, r) is ‘bounded’ by fk(r) for every complete Riemannian surface (compact or noncompact) S with
K ≥ −k2, every p ∈ S and every r > 0. Using this result, we obtain a characterization (simple to check
in practical cases) of the Gromov hyperbolicity of a Riemann surface S∗ (with its own Poincare´ metric)
obtained by deleting from one original surface S any uniformly separated union of continua and isolated
points.
1. Introduction.
This paper has two parts. In the first one we give a result bounding the topological complexity of metric
balls in terms of the geometry. The bound we obtain is quite precise, and as an application we show in the
second part some useful criteria for Gromov hyperbolicity of the Poincare´ metric on a Riemann surface. In
particular (Theorem 6.4), if S is a surface with finite genus and we remove from S any ‘uniformly separated’
closed set E, then the Poincare´ metric on the deleted surface S \ E is hyperbolic if and only if S was
hyperbolic with its own Poincare´ metric.
Bounding the topology in terms of the geometry is a natural topic of research; to mention a few examples
see [16], [18], [19]. More concretely, it is shown in [16] that the fundamental group of a compact n-manifold
M with sectional curvature verifying K ≥ −k2 can be generated with less than C elements, where C is a
constant which just depends on n, k and the diameter ofM . Theorem 2.3 below is the noncompact analogue
for surfaces; it bounds the number of generators of the fundamental group of a metric ball B(p, r′) by a
constant times the gap between the two sides of the classical comparison inequality:
(1.1) length ∂B(p, r) ≤ 2π
k
sinh(kr) ,
where r is slightly larger than r′. The result is sharp: when the bound in Theorem 2.3 is an equality the
metric ball is a topological disk and its curvature is constant. An essential ingredient in the proof of this
Theorem is a second order differential inequality (2.8) relating the area and Euler characteristic of a metric
ball, as functions of the radius.
In Sections 5 and 6 we apply this result to the theory of Gromov hyperbolicity. A geodesic metric space
is called hyperbolic (in the Gromov sense) if geodesic triangles are thin. This means that there exists an
upper bound (the hyperbolicity constant) for the distance from every point in a side of any geodesic triangle
to the union of the other two sides (see Definition 3.3).
Gromov hyperbolic spaces are a useful tool for understanding the connections between graphs and Poten-
tial Theory on Riemannian manifolds (see e.g. [3], [10], [14], [24], [25], [40]). Besides, the concept of Gromov
hyperbolicity grasps the essence of negatively curved spaces, and has been successfully used in the theory of
groups (see e.g. [15], [17] and the references therein).
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In recent years many researchers have been interested in studying Gromov hyperbolicity of the metric
spaces which appear in Geometric Function Theory. In [7] and [26] it is shown that the Klein-Hilbert metric
is Gromov hyperbolic (under particular conditions on the domain of definition); in [20] it is proved that
the Gehring-Osgood metric is Gromov hyperbolic, and that the Vuorinen metric is not Gromov hyperbolic
except for a particular case. In [5] significant progress is made about the hyperbolicity of Euclidean bounded
domains with their quasihyperbolic metric (see also [8] and the references therein).
The study of Gromov hyperbolicity of a Riemann surface with its Poincare´ metric is non-trivial. An
obvious reason is that homological ‘holes’ may be surrounded by geodesic triangles which are not thin. For
example in the ‘infinite grille’, a Z2-covering of the genus-2 surface, triangles engulfing many holes are quite
‘fat’. An even stronger reason is the result, proved in [38], that the usual classes: OG, OHP , OHB , OHD ,
and surfaces with linear isoperimetric inequality, are logically independent of the Gromov hyperbolic class.
More precisely, in each of these classes, as well as in its complement, some surfaces are Gromov hyperbolic
and some are not (even in the case of plane domains). This has stimulated a good number of works on the
subject, e.g. [2], [21], [22], [23], [33], [34], [35], [38].
A characterization of Gromov hyperbolicity for a surface S∗ with cusps and/or funnels was obtained in
[33] and [34]. The idea there was to identify the cusps and funnels of S∗ with pairwise disjoint compact sets
{En} removed from an original surface S, so that the conformal structure of S∗ equals that of S \ ∪nEn.
Of course the Poincare´ metric changes when removing the sets En, but control of the resulting metric in
S∗ was achieved in terms of local information in S near each En. Those two works use the idea of uniform
separation: the En are placed inside compact neighborhoods Vn ⊃ En having controlled topology each,
and subject to conditions such as ∂Vn being neither too long, nor too close to En or to the other Vm’s.
The criterion obtained in [34] additionally requires a ‘uniform hyperbolicity’ condition, namely that a single
constant is valid for the hyperbolicity of all sets Vn \En with the metric induced from S∗. This condition can
be hard to ensure in practice. In this paper we give two criteria for hyperbolicity: Theorem 6.1, based on
uniform separation but without the uniform hyperbolicity condition in their hypotheses, and Theorem 6.8,
based on ‘surrounding’ the En’s by curves of controlled length (each En is thus placed inside a ball, but with
less constraints than in uniform separation). In a nutshell, Theorem 6.1 states that S∗ is hyperbolic if and
only if S is hyperbolic and a reasonable metric condition on the handles of S is held. There follows an even
simpler characterization when S has either no genus or finite genus, since in this case S∗ is hyperbolic if and
only if S is hyperbolic (see Corollary 6.3 and Theorem 6.4). This criterion has already received important
use in [23].
Two ingredients have proved essential in the proofs of these criteria. One is the above mentioned bound on
the topology of balls. Another ingredient consists on results about stability of hyperbolicity; this means that
we can set free some apparently important quantities and still have uniform hyperbolicity. In this direction,
Theorem 5.1 and Corollary 5.3 guarantee uniform hyperbolicity even in situations where the ‘punctures’ En
approach one another. Likewise Theorem 5.5 gives uniform hyperbolicity of all surfaces with a fixed bound
on the lengths of all of their funnel borders except one (see Definition 4.9); this is a remarkable improvement
of a previous result [34, Theorem 5.3], where all such borders had to be controlled.
It is also a remarkable fact that almost every constant appearing in the results of this paper depends
just on a small number of parameters. This is a common place in the theory of hyperbolic spaces (see e.g.
[15]) and is also typical of surfaces with curvature −1 (see e.g. the Collar Lemma in [36] and [39], and
Theorem 2.3). In fact, this simple dependence is a crucial fact in the proof of Theorem 6.1.
Notations and conventions. Every surface in this paper is connected and orientable. In Section 2 we
denote by ∂Br the extrinsic boundary Br\Br of a ball Br as open set of an ambient surface S. In Sections 4, 5,
and 6 we shall consider bordered 2-dimensional manifolds, and then the symbol ∂, followed by the manifold’s
name, will indicate the intrinsic boundary of its bordered structure, e.g. ∂(S1×(0, 1]) = S1×{1}. If (X, dX)
is a geodesic metric space, we shall denote by LX the induced length, and given Y ⊂ X we shall write dX |Y ,
or simply dY , for the geodesic distance induced on Y by dX . When there is no possible confusion, we will not
write the subindex X . Finally, we denote by c, k, cj , and kj , positive constants which can assume different
values in different theorems.
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2. The topology of balls.
In this Section we give upper bounds, in terms of the radius, for the growth of the topological complexity
of distance balls in a surface endowed with a Riemann metric. Unlike the rest of the paper, we allow the
Gaussian curvature to be zero or positive somewhere.
Given a surface S, the topological complexity within S of each distance ball B(p, r) will be measured
using the integer n(r) defined as follows:
(2.2) n(r) := minimal number of generators for π1
(
B(p, r) , p
)
.
Given r0, we are going to bound n(r
′) for some r′ > r0 not far from r0. This seems unavoidable because
n(r) is not always a monotonic function of r. Figure 1 describes metric balls Br such that n(r) goes up and
down as r takes on three values r1 < r2 < r3. The starting ball Br1 (leftmost in the figure) is diffeomorphic
with a disk but its frontier in S is a curve with three points of self-tangency; it has n(r1) = 0. The ball Br2
has n(r2) = 3 but one of its boundary components (a ‘spurious hole’) bounds a triangular disk in S. When
r = r3 the triangular hole has disappeared and then n(r3) = 2. In general, we need to go from Br0 to some
larger Br′ with fewer spurious holes.
Figure 1.
Remark 2.1. In this section we always work within some closed ball B(p,R) satisfying the following
conditions:
– The open ball B(p,R) is not all of S. Thus for each r < R the boundary ∂B(p, r) has positive
length.
– Every geodesic issuing from p continues up to length R. In particular, B(p,R) is compact.
Definition 2.2. For each r ≥ 0 let ℓ(r) denote the length of the boundary ∂B(p, r).
Theorem 2.3. Let k, c be positive constants and assume r0 > 0 is such that the ball B
(
p , r0+
c
k
)
is in the
hypotheses of Remark 2.1.
If the metric is real analytic and satisfies K ≥ −k2, or if it is smooth and satisfies 0 ≥ K ≥ −k2, then
there is a radius r′, strictly between r0 and r0 +
c
k , such that
(2.3) n(r′) ≤ 1
sinh c
(
sinh(kr0 + c)−
k ℓ
(
r0 +
c
k
)
2π
)
.
This inequality is also valid if n(r′) is defined using the fundamental group of the closed metric r′-ball, and
it is strict unless the ball B
(
p , r0 +
c
k
)
is an injective image of the exponential map (hence a disk) and has
K ≡ −k2.
In particular n(r′) ≤ sinh(kr0 + c)
sinh c
<
1
1− e−2c e
kr0 . Any general bound for the fundamental group
must grow exponentially with the radius: consider copies of a fixed Y -piece with K = −k2; if we paste
them together following the combinatorial design of a binary tree, we obtain an example where n(r) is
asymptotically equal to c0e
c1r for some constants c0, c1 > 0.
Using Theorem 2.3 one can improve the constant in [33, Theorem 3.1], a result which says that Balls of
small radius (depending on the Gauss curvature bound) are simply or doubly connected.
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Remark 2.4. For analytic metrics, and for those satisfying K ≤ 0, we are going to see that, as r increases
from 0 to R, the topology of the distance ball changes only at values of r which make up a discrete set in
[0, R). For all other values of r the inclusion B(p, r) →֒ B(p, r) is a homotopy equivalence. The function
d(p , ·) thus behaves like a Morse function.
The present Section is organized as follows. We first examine in depth the pertinent properties of the
cut and conjugate loci. Then we establish the regularity of the function ℓ(r) from Definition 2.2, and give a
formula for its derivative. After these preliminaries we prove Theorem 2.3, for which we shall use a differential
inequality (2.8) which relates area and Euler characteristic of metric balls.
Let Expp : TpS → S be the exponential map. The boundary ∂B(p, r) is some closed subset of the following
image
Expp
( { v ∈ TpS ; ‖v‖ = r })
which is usually a complicated curve on S with many self-intersections. In particular, some parts of this
image will lie interior to the ball B(p, r), not on its boundary.
Definition 2.5. The tangential cut locus of p is the set of vectors v ∈ TpS such that Expp(tv) defines a
minimizing segment for t ∈ [0, 1] and not for t ∈ [0, T ] if T > 1. The cut locus of p in S is the image of the
tangential cut locus under Expp, and its points are called cut points.
The tangential first conjugate locus of p is the set of vectors v ∈ TpS such that Expp has nonzero jacobian
at each tv with t ∈ [0, 1) and zero jacobian at v. We then say that Expp(v) is the first conjugate point of p
along the geodesic with initial data p,v. The set of all such points, equal to the image of the tangential first
conjugate locus under Expp, is called first conjugate locus of p in S.
We work in a ball B(p,R) which is the exponential image of the tangential ball B
T
R = {v ; ‖v‖ ≤ R }.
Denote by CutTp the part contained in B
T
R of the tangential cut locus. Denote by Cutp the part contained in
B(p,R) of the cut locus. Denote by ConjTp the part contained in B
T
R of the tangential first conjugate locus.
Denote by Conjp the part contained in B(p,R) of the first conjugate locus.
We base our discussion of these sets on the work of Myers [28] and [29], the reader may also see [27] and
[31]. If non-empty, the tangential loci are described inside TpS as polar graphs:
ConjTp = { ‖v‖ = R1(θ) } , CutTp = { ‖v‖ = R2(θ) } ,
where R1(θ) is smooth and R2(θ) is continuous. For i = 1, 2 the domain of Ri(θ) is either the whole unit
circle in TpS, in which case the polar graph is a closed curve, or a finite union of closed arcs in the unit
circle, in which case the polar graph is a finite union of embedded arcs with all the endpoints on the outer
circle ∂B
T
R. These polar graphs are compact and so are their exponential images Cutp and Conjp.
Lemma 2.6. If the metric is real analytic and B(p, r) 6= S, then Cutp ∩ Conjp ∩B(p, r) is a finite set.
Proof. It is proved in [28, Lemma 10] that any cut point for p which is also a conjugate point must be the
exponential image of a vector which is a local minimum for the norm ‖ · ‖ in ConjTp . We claim that the norm
has finitely many local minima in ConjTp ∩B
T
r . Assume the contrary, i.e. that there are infinitely many local
minima for the norm in ConjTp ∩B
T
r ; then infinitely many of them belong to a single connected component
C of ConjTp ∩B
T
r and thus accumulate to some vector v0 ∈ C with ‖v0‖ ≤ r. The real analytic curve C and
the circle centered at 0 and passing through v0 have a contact of infinite order at v0, hence they coincide.
But then Expp sends that circle to a single point and B(p, ‖v0‖) is all of S, thereby forcing B(p, r) to also
be all of S. 
The results in [28] and [29] describe the cut locus of a point on a surface and how it is reached by
minimizing geodesic arcs starting at such point (this second part is what most interests us here). Under our
hypothesis (analytic metric or K ≤ 0) the set Cutp is an embedded graph in S with finitely many vertices
and finitely many edges in each ball B(p, r) not equal to S. The points on this graph can be of three kinds:
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• Vertices of multiplicity 1, i.e. points at which only one edge arrives. These are conjugate points for
p , and so they do not exist if K ≤ 0 and they are finite in number if the metric is analytic. Each of
these vertices is joined to p by only one minimizing geodesic arc.
• Points of multiplicity 2. These are the points on the interior of the edges.
• Vertices of multiplicity m ≥ 3, i.e. points at which three or more edges arrive.
Each edge is an embedded arc in S, and it follows from [28, Lemma 11] that it is smooth except perhaps
at the conjugate points that it may contain. Thus each edge is smooth except perhaps at finitely many
points. It is proved in [29, page 97] that every interior point of an edge, smooth or non-smooth, is joined to
p by exactly two minimizing geodesic arcs (of course, having the same length). The same argument proves
that if infinitely many edges arrived at some cut point q then there would exist infinitely many minimizing
geodesic arcs, all of the same length r, joining p to q (which must then be conjugate to p). If K ≤ 0 this
does not happen because there are no conjugate points. If the metric is real analytic then Expp would be
a real analytic map taking an infinity of tangent vectors at p , all with norm equal to r, to the single point
q. This would imply S = B(p, r). Therefore a ball B(p, r) not equal to S does not contain any vertex of
infinite multiplicity. Once vertices of multiplicity 1 are finite in number and vertices of infinite multiplicity
do not exist, the total number of vertices and edges is finite due to topological reasons.
Let γ(t), 1 ≤ t ≤ 1, be a geodesic with γ(0) = p and v = γ′(0) a vector which is a local minimum for
r in the tangential first conjugate locus, then q = γ(1) = Expp(v) is a first conjugate point of p along γ.
Figure 2 shows the behavior near q of the geodesics which start at p with initial velocity close to v.
γ
  
  


Figure 2.
Consider a circular arc C0 ⊂ TpS centered at 0 and containing v as midpoint. Figure 3 shows the
exponential image Γq of C0 as well as orthogonal trajectories of the geodesics displayed in Figure 2, which
trajectories are subsets of the exponential images of circular arcs centered at 0. If γ is the only minimizing
path from p to q then the orthogonal trajectories shown in Figure 3 lie on the boundaries of balls centered
at p ; in this case the part of the cut locus on Figures 2 and 3 will be the dotted line. If there are more
minimizing paths from p to q then some part of the orthogonal trajectories will lie on the boundary and
another part will lie in the interior of the corresponding ball; in this case the cut locus will have, in addition
to the dotted line shown, other branches ending at q.
Γ
  
  


q
q
Figure 3.
Remark 2.7. Since the geodesics in Figure 2 meet in pairs making an angle which tends to zero as the cut
point tends to q, the image Γq = Expp(C0) is of class C1 at the point q, but not of class C2. In fact the
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geodesic curvature of Γq at q (defined as limit of the curvatures at points close to q) is a positive infinite
multiple of γ′(1) because small arcs of Γq around q are supported by distance circles of arbitrarily small
radius centered at points of the dotted line.
We next define a type of point which is of great importance in our context.
Definition 2.8. A middle point is a cut point q at which two minimizing geodesic arcs (of equal length)
issued from p meet ‘head on’, i.e. the velocities of the two geodesic arcs at q are each a negative multiple of
the other.
If γ1 and γ2 are those two minimizing arcs, then γ1 followed by reversed γ2 defines a geodesic loop based
at p and having q as middle point, hence the name.
Lemma 2.9. Suppose the metric is real analytic or it satisfies K ≤ 0. If the ball B(p, r) is not all of S,
then there are only finitely many middle points inside it.
Proof. Suppose that, on the contrary, there is an infinity of such points. Then there is an infinite sequence
{ (vn, Ln) } where v1,v2,v3, . . . are unit vectors in TpS and L1, L2, L3, . . . are lengths bounded by the
number r, so that the points Expp(Lnvn) are all middle points of loops based at p. Therefore we have
Expp(2Lnvn) = p for all n. Since {Ln} is bounded we extract a subsequence, again denoted { (vn, Ln) },
that converges to some pair (v0, L) with L ≤ r.
We prove first that this cannot happen for an analytic metric. There is an ε > 0 such that for every unit
vector v close enough to v0 the geodesic segment
Γ(v) := {Expp(tv) ; 2L− ε ≤ t ≤ 2L+ ε }
is small and very close to p. Fix one such ε > 0 and consider the function:
f(v) := d
(
Γ(v) , p
)
.
Once ε is fixed, for v close enough to v0 this distance is attained at a point interior to the segment Γ(v),
hence f is analytic in a small enough neighborhood C of v0 in the unit circle. At the same time f vanishes
on an infinite sequence of points of C converging towards v0, which forces f ≡ 0. The circular arc C thus
determines a 1-parameter family of geodesic loops based at p, which must all have the same length by Gauss’
Lemma. It follows that for all v ∈ C we have Expp(2Lv) = p while the entire loop of length 2L with initial
data p,v is contained in B(p, L). By analytic prolongation, we obtain that the exponential image B of the
tangential disk {‖v‖ ≤ 2L} is contained in B(p, L) ⊆ B(p,R) and that Expp maps the tangential circle
{‖v‖ = 2L} to p . But then we would have B = S = B(p, L), and B(p, r) would be all of S because r ≥ L.
We now do the proof for a metric with K ≤ 0. Assuming the middle points Expp(Lnvn) to be pairwise
distinct, the vectors Lnvn are pairwise distinct and may be assumed to be all different from their limit. Then
the sequence of vectors wn = 2Lnvn has a subsequence {wnk} which converges tangentially to w = 2Lv0.
This means that not only is w the limit of {wnk}, but the unit vectors (wnk −w)/‖wnk −w‖ also have a
limit u ∈ TpS. Then u is a unit vector whose image under the differential of Expp at w is zero, thus causing
p = Expp(w) to be conjugate to itself which is impossible if K ≤ 0. 
We want to describe the geometry of the boundaries of metric balls centered at p, for a metric which is
analytic or satisfies K ≤ 0. Any q ∈ ∂B(p, r) which is not a cut point is joined to p by a unique geodesic arc
of length r, along which q is not conjugate to p, and the boundary is smooth (analytic) near q; also q is not a
self-intersection point of the image Expp
({v ∈ TpS ; ‖v‖ = r}). Thus the only special points the boundary
can have are the points it shares with the cut locus. We see in Figure 3 that the boundary develops a corner
when it hits an endpoint of the cut locus graph, but its topology does not change. For a short while after
that moment, the corner angle varies but otherwise the geometry of the boundary remains unchanged.
We are going to see that, as r increases, the geometry of the boundary ∂B(p, r) changes only when said
boundary hits a cut point which is either a conjugate point, a middle point of multiplicity 2, or a vertex
of higher multiplicity in the cut locus graph. For the moment let us see what happens when the boundary
hits a middle point of multiplicity 2. Let γ1, γ2 be the two minimizing geodesic arcs with γ1(0) = γ2(0) = p,
γ1(1) = γ2(1) = q, and γ
′
1(1) = −γ′2(1). For i = 1, 2 let Ci be a small circular arc centered at 0 in TpS and
having γ′i(0) as midpoint. The exponential images of C1, C2 are C1 curves Γ1,Γ2 meeting tangentially at q.
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If Γ1 and Γ2 curve away from each other toward γ2 and γ1 respectively, then as r increases the boundaries
∂B(p, r) evolve near q as in Figure 4.
Figure 4.
If Γ1 and Γ2 curve away from each other toward γ1 and γ2 respectively, then as r increases the boundaries
∂B(p, r) evolve near q as in Figure 5.
Figure 5.
Proposition 2.10. If K ≤ 0, then the only possible local geometry when the ball boundary hits a middle
point of multiplicity 2 is the one shown in Figure 5.
Proof. In this case there are no conjugate points. The exponential map at p is a local diffeomorphism
TpS → S which pulls the metric on S back to a metric g on the tangent space. If (r, θ) are orthonormal
polar coordinates in TpS \ {0}, then g = dr2 + λ(r, θ)2 dθ2 where λ is a positive smooth function with
limr→0 λ = 0, limr→0 λr = 1, and −λrr/λ equal to the Gaussian curvature of g. This yields λrr ≥ 0 and
λr ≥ 1. The unit tangent vector to any Euclidean circle in TpS centered at 0 is t = (1/λ)∂θ and one easily
computes g
(∇tt , ∂r ) = −λr/λ < 0, hence said circle curves strictly inward with respect to g. Therefore
the boundary of any ball centered at p in S also curves strictly inward at every non-corner point, and when
it hits a middle point of multiplicity 2 the only possible local geometry is the one shown in Figure 5, with
the two colliding fronts having finite non-zero curvature. 
The situation in Figure 4 occurs in particular when q is conjugate to p along both γ1 and γ2. If q is
conjugate to p along only one of these arcs, say γ1 to fix ideas, then Γ1 curves towards γ2 with infinite
curvature at q, while Γ2 has finite curvature at q. The topology is then as in Figure 4 but there are several
possibilities for the geometry. One possibility is Figure 4. Another possibility is the first image in Figure 6
(where Γ2 curves toward γ2) with the shrinking hole now in the shape of a crescent moon. Other possibilities
(not depicted) correspond to Γ2 having zero curvature at q.
Figure 6.
If q is neither conjugate to p along γ1 nor along γ2, and the metric is real analytic, then Γ1,Γ2 are real
analytic arcs tangent at q. If they had a contact of infinite order at q, then they would coincide and all of
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their points would be middle points. Thus Lemma 2.9 implies that Γ1 and Γ2 have a contact of finite order
at q. Therefore either Γ1 stays on one side of Γ2, or these two arcs cross each other (tangentially) at q. If
Γ1 stays on one side of Γ2 then the topology is as in Figures 4 or 5, but the geometry has more possibilities
than the ones shown in Figures 4 and 5. Some (not all) of the extra possibilities are shown in Figure 6. If
Γ1 crosses Γ2 tangentially at q then the geometry is equal or very similar to that in Figure 7: the boundary
containing q has a cusp at q, while the nearby boundaries contain a corner whose branches make a nonzero
angle.
Figure 7.
We briefly discuss now higher multiplicity vertices of the cut locus graph. Myers shows in [28] and [29]
that a vertex of multiplicity m is joined to p by exactly m minimizing geodesic arcs. For example, Figure 8
describes how the minimizing geodesic arcs issued from p reach a Y -shaped part of the cut locus; we see
three geodesic arcs ending at the triple point.
Figure 8.
If two of the minimizing geodesics reaching the triple point make flat angles when they meet (thereby
making the triple point a middle point as well) then the situations described in the second and third images
in Figure 8 are the only possible ones, because middle points are isolated.
If the situation is as in the first or second image in Figure 8 then the boundary evolves toward the triple
point as shown in Figure 9: we see a triangular hole decreasing in size until it disappears.
Figure 9.
In the case represented by the third image in Figure 8 the boundary evolves as shown in Figure 10: it
has 3 − 1 = 2 corners before hitting the triple point, one cusp when hitting said point, and a single corner
afterwards.
The last image in Figure 8 occurs when two minimizing geodesics make a concave angle at the triple
point (measured without going through the other geodesic). In this case the boundary evolves almost like
in Figure 10, the only difference being that it also has a corner when hitting the triple point and so no cusp
is created in this case.
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Figure 10.
Definition 2.11. The interior angle at a corner point of ∂B(p, r) is the angle between the two boundary
branches ending at that point, measured through the interior of B(p, r).
We now list together all possibilities when the boundary ∂B(p, r) touches an interior point q of an edge
of the cut locus, i.e. a point of multiplicity 2. We then have exactly two minimizing geodesic arcs joining p
to q, both of length r. In particular, this is a self-intersection point of the image Expp
({v ∈ TpS ; ‖v‖ = r})
and out of the four branches of this image that reach q only two branches are part of the boundary. We split
this case into two subcases:
• If q is not a middle point then the part of B(p, r) inside a small neighborhood of q is the union
B′ ∪ B′′ of two pieces whose boundaries near q are at least C1 (recall the phenomenon in Figure 3)
and non-tangent at q. It follows that in such a case ∂B(p, r) has a corner at q and the interior angle
at this corner is a concave angle α ∈ (π, 2π). By Remark 2.7, if q is also a conjugate point then at
least one of the two branches of the boundary has infinite curvature at q.
• If q is a middle point then the boundaries of the two pieces B′, B′′ are tangent at q, and one of the
three phenomena described in Figures 4, 5, 6, 7 occurs at q. One phenomenon (see Figure 4 and
the first image in Figure 6) consists on the boundary losing a small connected component with two
corners; the interior angles at the corners remain inside (π, 2π) during this process but both tend
to 2π as the hole’s size tends to 0. Another phenomenon (see Figure 5 and the last two images in
figure 6) is an increase in the connectivity of the ball; the interior angles at the created corners are
both in (π, 2π) except at the instant when they are created. The third possible phenomenon (see
Figure 7) is a cusp point on the boundary when it touches q and a single corner before and after
that instant; the topology remains unchanged during this process.
Next we describe in detail what happens when the boundary ∂B(p, r) touches a point q of multiplicity
m ≥ 3 in the cut locus. This happens only for a finite number of values of the radius r when the metric
is analytic or with K ≤ 0, because there is only a finite number of multiple points in such cases. The
minimizing geodesics from p to q make up a family G with m elements, all with the same length. Two cases
are possible:
• The angles at q between consecutive geodesics in the family G are all convex angles. Then ∂B(p, r)
has a m-sided polygonal component which shrinks down to the point q and then disappears. See
Figure 9 for the m = 3 case. (This multiple point will be a middle point if two non-consecutive
geodesics in G make flat angles).
• There is a consecutive pair of geodesics in the family G making a flat angle (in which case q will be
a middle point) or a concave angle at q. Then all other consecutive pairs must make convex angles
at q. In this case the boundary ∂B(p, r) either has an m-sided polygonal component shrinking to q
(Figure 9 shows this for m = 3) or its topology remains unchanged during the process: m−1 corners
before hitting q, one cusp or one corner at q when hitting it, and a single corner after hitting q
(Figure 10 shows this for m = 3).
Remark 2.12. A careful examination of the above study shows that the boundary ∂B(p, r) has corners, in
each connected component of positive length, forever after hitting the cut locus of p .
The right-hand side of (1.1) is the obvious estimate for the length of the exponential image of the r-circle
on TpS. If ∂B(p, r) has corners then said exponential image has parts lying interior to B(p, r). If the
inequality K ≥ −k2 is strict somewhere in B(p, r) then the exponential image will have length smaller that
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the right-hand side of (1.1). Therefore (1.1) can be an equality only if B(p, r) is disjoint from the cut locus
of p and K ≡ −k2 inside B(p, r).
Let R be the radius in Remark 2.1. In B(p,R) we consider the set N which comprises all conjugate
points in the cut locus, all middle points of multiplicity 2 in the cut locus, and all vertices of multiplicity
3 or greater of the cut locus. By the above discussion, if the metric is analytic or satisfies K ≤ 0 then
the set N is finite inside each ball B(p, r) with r < R, and as r increases the boundary ∂B(p, r) gains (or
loses) corners only by touching this set. This implies finiteness of the number of corner points on each ball
boundary. Since the set N is finite in each B(p, r) with r < R, the distances from the points in N to p can
be arranged into an increasing sequence: r1 < r2 < r3 < · · · which either is finite or converges to R (the
latter can only occur if B(p,R) = S). If r < R is different from these values then ∂B(p, r) is a finite disjoint
union of simple closed curves, each having the corner geometry just described, and the interior angle α at
each corner lies in the open interval (π, 2π) and can thus be written as α = π+2β for some β ∈ (0, pi2 ). Also,
for such r the inclusion B(p, r) →֒ B(p, r) is a homotopy equivalence as claimed in Remark 2.4.
Lemma 2.13. If the metric is real analytic or satisfies K ≤ 0, then the function ℓ(r) from Definition 2.2 is
continuous for all r ∈ [0, R) and smooth at r ∈ [0, R) \ { r1, r2, r3 . . . }.
Proof. In the case of a finite sequence r1, . . . , rs, let I be one of the following intervals
(0, r1) , (r1, r2) , · · · , (rs−1, rs) , (rs, R) .
In the case of an infinite sequence, let I be (0, r1) or any interval (rj , rj+1). In either case the number
of connected components and the corner geometry of the boundary ∂B(p, r) do not change while r ranges
over I. Let NI be the number of maximal smooth segments in the boundary for r ∈ I. These segments are
the exponential images of r · C1(r), . . . , r · CNI (r) where C1(r), . . . , CNI (r) are disjoint closed circular arcs
in the tangential unit circle in TpS (the rest of the tangential circle of radius r is mapped by Expp into the
interior of the metric ball of radius r). The endpoints of the Ci(r) are functions vj(r), j = 1, . . . , 2NI , with
domain I. For r ∈ I the number ℓ(r) is the integral of a smooth integrand over C1(r) ∪ · · · ∪CNI (r), hence
the smoothness of ℓ(r) is equivalent to the smoothness of the endpoints vj(r) of those circular arcs. Since
r ·C1(r)∪ · · · ∪ r ·CNI (r) is disjoint with the tangential first conjugate locus, the functions vj(r) are smooth
if and only if the boundary corner points Expp
(
r · vj(r)
)
depend smoothly on r, which we next prove to be
the case.
For each Ci(r) let C
′
i(r) be an open circular arc containing Ci(r) such that r ·C′i(r) is still disjoint with the
tangential first conjugate locus. Then bi(r) = Expp
(
r · C′i(r)
)
is a smooth embedded arc in S such that the
boundary corner points corresponding to Ci(r) are the two intersection points defined by bi(r)∩Cutp . Since
no boundary corner point is in N , the cut locus is a smooth embedded curve near them and so bi(r) ∩Cutp
will depend smoothly on r if bi(r) meets Cutp transversally at these two corner points. The formula for
first variation of arc length implies that if q is any smooth point of the cut locus then said locus bisects
the directions of the two minimizing geodesic segments joining p to q. The boundary ∂B(p, r) that goes
through q has two corner directions at q which are the orthogonal directions to those two minimizing geodesic
segments, hence the boundary has a direction tangent to the cut locus at q if and only if q is a middle point
(of multiplicity 2). Since for r ∈ I no corner point of ∂B(p, r) is a middle point, the smooth segment bi(r)
meets the cut locus transversally. This implies that the boundary corner points are smooth functions of r
for r ∈ I and, as explained above, that ℓ(r) is smooth in I.
The continuity of ℓ(r) at the special values r1, r2, . . . follows by examination of Figures 4 to 10 and the
analysis that we made for each of them. For example, in Figure 4 we see a contribution to ℓ(r) which has
negative derivative for r < rk, has derivative equal to −∞ at r = rk, and equals 0 for r ≥ rk. Moreover this
defines a Ho¨lder continuous function of r near r = rk because we proved that the two fronts whose motion
gives rise to Figure 4 either have different curvatures at the special point (one of them infinite) or have only
a finite order contact at such point. Similar arguments apply to the other Figures. 
We shall now give a formula for ℓ′(r). Let kg denote the geodesic curvature of the boundary, taken
with positive sign where the boundary is curving towards the metric ball and with negative sign where
the boundary is curving away from the metric ball. The integral
∫
∂B(p,r)
kg ds is the contribution to the
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derivative ℓ′(r) by the smooth segments of the boundary. To determine the contribution from the corners
it is sufficient to consider the case of two straight segments lying on the Euclidean plane and making an
angle α = π + 2β. We see in Figure 11 that this corner contributes −2 tanβ to ℓ′(r). The formula for the
derivative of ℓ(r) is:
(2.4) ℓ′(r) =
∑
i
−2 tanβi +
∫
∂B(p,r)
kg ds , for r /∈ { 0, r1, r2, r3 . . . } ,
where the index i runs over the corners of the boundary ∂B(p, r) and αi = π+2βi are the respective interior
angles at those corners.
t tan
tt
β
β
2ββ
Figure 11.
Definition 2.14. A surface is of finite type if its fundamental group is finitely generated.
Let S be a connected surface of finite type, either non-compact or compact with non-empty boundary; for
such surfaces the Euler-Poincare´ characteristic is the number χ(S) = 1− rank H1(S). Assume further that
∂S is either empty or a disjoint union of simple closed curves; then χ(S) coincides with 2− 2g−n, where g
is the genus of S and n is the sum of the number of connected components of ∂S plus the number of ends of
S that are homeomorphic with S1 × [0,∞) (with the curve corresponding to S1 × {0} lying interior to S).
Proof of Theorem 2.3. Define the integer-valued function χ(r) as follows:
χ(r) = χ
(
B(p, r)
)
for 0 < r < r0 +
1
k
.
We have three reasons for assuming that B
(
p , r0+
c
k
)
meets the conditions of Remark 2.1. The first reason
is that formula (2.4) can then be used for 0 < r < r0 +
c
k . The second reason is that, once the balls B(p, r)
have non-empty boundary for that range of values of r, we can apply Definition 2.14 to these balls. The
third is to ensure that the group π1
(
B(p, r) , p
)
is free in n(r) generators; then H1
(
B(p, r)
)
, being the
abelianization of π1
(
B(p, r) , p
)
, is isomorphic with Zn(r) and we have:
(2.5) n(r) = rank H1
(
B(p, r)
)
= 1− χ(r) .
In view of this, we seek an estimate for 1− χ(r).
For r /∈ { 0, r1, r2, r3 . . . } we can use the Gauss-Bonnet formula:
2π χ(r) =
∫
B(p,r)
K d area +
∑
i
(π − αi) +
∫
∂B(p,r)
kg ds ,
which we rewrite as follows:
(2.6) −
∑
i
2βi +
∫
∂B(p,r)
kg ds+
∫
B(p,r)
K d area = 2π χ(r) .
From βi ∈
(
0, pi2
)
we infer βi < tanβi, which together with formulas (2.4) and (2.6) leads to
(2.7) ℓ′(r) +
∫
B(p,r)
K d area ≤ 2π χ(r) , for r /∈ { 0, r1, r2, r3 . . . } ,
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the inequality being strict whenever ∂B(p, r) has at least one corner. By Remark 2.12, this is the case
whenever B(p, r) contains a cut point of p .
Define now the function:
a(r) : = area
(
B(p, r)
)
,
which satisfies a′(r) = ℓ(r) for all r ∈ [ 0 , r0 + ck ), thus:
a(r) ∈ C1[ 0 , r0 + ck ) and a(r) ∈ C∞ ( [ 0 , r0 + ck ) \ { r1, r2, r3 . . . } ) .
Introduce now the hypothesis K ≥ −k2. The first consequence is that formula 2.7 yields the following
differential inequality:
(2.8) a′′(r) − k2a(r) ≤ 2π χ(r) , for r /∈ { r1, r2, r3 . . . } ,
which is strict whenever B(r, p) contains a cut point of p . The second consequence is the well-known bound
(1.1) for boundary length in terms of the corresponding length in a hyperbolic plane with curvature −k2.
The third consequence is the bound for area:
(2.9) a(r) ≤ 2π
k2
(
cosh(kr) − 1) ,
obtained by integrating (1.1).
Lemma 2.15. Let u(r), u(r) be functions on an interval r0 ≤ r < R, smooth in the complement of a discrete
set Z ⊂ [r0, R), which satisfy:{
u(r) ∈ C1[r0, R)
u′′(r) − k2u(r) = f(r) r /∈ Z
{
u(r) ∈ C1[r0, R)
u′′(r) − k2u(r) = f(r) r /∈ Z
If the following inequalities hold
f(r) ≤ f(r) for all r /∈ F ,(2.10)
u(r0) ≤ u(r0) ,(2.11)
u′(r0)− k u(r0) ≤ u′(r0)− k u(r0) ,(2.12)
then u ≤ u and u′ − ku ≤ u′ − ku (hence also u′ ≤ u′) everywhere on [r0, R).
Proof. Make the ansatz u(r) ≡ ekrc(r). Then the conditions imposed on u(r) are equivalent to the following:
c(r) ∈ C1[r0, R) and r /∈ Z =⇒ d
dr
(
e2krc′(r)
)
= ekrf(r) .
The function c′(r) ≡ e−kr(u′(r)−ku(r) ) is continuous on [r0, R) and smooth for r /∈ Z. Since Z is discrete,
it follows that c′(r) is given at every r ∈ [r0, R) by the formula:
c′(r) = e−2kr
(
e2kr0c′(r0) +
∫ r
r0
ektf(t) dt
)
.
We have the analogous formula for the derivative of the function c(r) given by u(r) ≡ ekr c(r). Then, in view
of (2.10), the inequality c′(r) ≤ c′(r) holds on all of [r0, R) if it holds at r = r0, which is the case thanks
to (2.12). Now c(r0) ≤ c(r0) is equivalent to (2.11), and c(r) ≤ c(r) follows by integration.
The claimed inequalities follow by multiplying c(r) ≤ c(r) and c′(r) ≤ c′(r) by ekr. 
Remark 2.16. The above proof gives u′(r) < u′(r) if we have f < f in some non-trivial interval contained
in [r0, r].
Consider the interval I0 =
[
r0 , r0 +
c
k
)
and the constant:
χ0 := max
r∈I0
χ(r) = 1−min
r∈I0
n(r) .
There is an r′ ∈ ( r0 , r0 + ck ) such that χ0 equals the Euler characteristic of both B(p, r′) and B(p, r′).
Inequality (2.3) is equivalent to the inequality:
(2.13) 1− χ0 < 1
sinh c
(
sinh(kr0 + c)−
k ℓ
(
r0 +
c
k
)
2π
)
.
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Another property that the constant χ0 has is that if we define the following two functions on I0:
f(r) = a′′(r) − k2a(r) ,
a(r) =
(
a(r0) +
2πχ0
k2
)
cosh
(
k(r − r0)
)
+
1
k
ℓ(r0) sinh
(
k(r − r0)
)− 2πχ0
k2
,
then a is everywhere smooth, and by (2.8) it satisfies:
a′′(r) − k2a(r) = 2πχ0 ≥ f(r) for all r ∈ I0 \ {r1, r2, . . . } ,
the inequality being strict if B(p, r) contains some cut point of p . We have adjusted a to satisfy a(r0) = a(r0)
and a′(r0) = a
′(r0); then Lemma 2.15 tells us that:
(2.14) ℓ(r) = a′(r) ≤ a′(r) for all r ∈ I0 ,
with strict inequality unless B(p, r) contains no cut point of p .
Computing a′(r) from the explicit formula that defines a, and using (1.1) and (2.9), one finds:
(2.15) a′(r) ≤ 2π
k
[ (
cosh(kr0)− 1 + χ0
)
sinh
(
k(r − r0)
)
+ sinh(kr0) cosh
(
k(r − r0)
) ]
for all r ∈ I0 .
Combining (2.14) and (2.15), we get for all r ∈ I0:
1− χ0 ≤ 1
sinh
(
k(r − r0)
) (sinh(kr) − k ℓ(r)
2π
)
.
Taking the limit as r → r0 + ck , and using the following fact:
lim
r→r0+(c/k)
ℓ(r) ≥ ℓ( r0 + c
k
)
,
we deduce (2.13).
Suppose (2.13) is an equality. Since χ0 = χ
(
B(p, r′)
)
, the ball B(p, r′) must then be disjoint from the
cut locus of p , hence diffeomorphic to a disk, and so n(r′) = 0. But then (1.1) is an equality at r = r0 +
c
k ,
and by Remark 2.12 the ball B
(
p , r0 +
c
k
)
is disjoint from the cut locus of p and has K ≡ −k2. 
3. Background on Gromov spaces.
In our study of hyperbolic Gromov spaces we use the notations of [15]. We give now the basic facts about
these spaces. We refer to [15] for more background and further results.
Definition 3.1. Let us fix a point w in a metric space (X, d). Define the Gromov product of x, y ∈ X with
respect to the point w as
(x|y)w := 1
2
(
d(x,w) + d(y, w) − d(x, y)) ≥ 0 .
We say that the metric space (X, d) is δ-hyperbolic (δ ≥ 0) if
(x|z)w ≥ min
{
(x|y)w , (y|z)w
}− δ ,
for every x, y, z, w ∈ X. When we do not want to specify the value of δ, we say that X is Gromov hyperbolic.
It is convenient to remark that this definition of hyperbolicity is not universally accepted, since sometimes
the word ‘hyperbolic’ refers to negative curvature or to the existence of a Green function. However, in this
paper we only use the word hyperbolic in the sense of Definition 3.1.
Examples:
(1) Every bounded metric space X is (diamX)-hyperbolic.
(2) Every complete simply connected Riemannian manifold with sectional curvature bounded from above
by −k2, with k > 0, is hyperbolic.
(3) Every tree with edges of arbitrary length is 0-hyperbolic.
We refer the reader to [8], [15] and [12] for further examples.
Definition 3.2. A metric space X is a geodesic metric space if any two points x, y ∈ X can be joined by
a path whose length equals d(x, y).
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In general metric spaces, the length L(γ) of a path γ : [a, b]→ X is defined as sup∑ni=1 d(γ(ti−1), γ(ti)),
taken over all partitions a = t0 < t1 < · · · < tn = b.
Definition 3.3. In a general metric space X a metric geodesic is a path γ(t) such that d(γ(t), γ(s)) =
L(γ|[t,s]) = |t − s| for every s, t ∈ [a, b], i.e. γ is minimizing and parametrized by arclength. We relax this
condition for a closed path: it only has to minimize length in its free homotopy class.
If T is a metric geodesic triangle (i.e. its sides J1, J2, J3, are metric geodesics) we say that T is δ-thin if
for every x ∈ Ji we have that d(x,∪j 6=iJj) ≤ δ. The space X is δ-thin (or satisfies the Rips condition with
constant δ) if every geodesic triangle in X is δ-thin.
A basic result is that hyperbolicity is equivalent to the Rips condition:
Theorem 3.4. ([15, p. 41]) Let us consider a geodesic metric space X.
(1) If X is δ-hyperbolic, then it is 4δ-thin.
(2) If X is δ-thin, then it is 4δ-hyperbolic.
From the next Section onwards, all spaces will be 2-dimensional Riemannian manifolds (with or without
boundary) and length will be defined as the obvious integral. Given such a surface S, its distance function
dS is defined by minimizing length of paths in S. This turns S into a geodesic metric space.
Definition 3.5. For a sub-surface X ⊂ S we have two choices:
– The extrinsic distance, which is just dS acting only on pairs (x, y) ∈ X ×X.
– The intrinsic distance dS |X , defined by minimizing dS-length of paths contained in X. When there
is no risk of confusion we shall denote it dX .
Likewise we have the extrinsic diameter diamS(X) and the intrinsic diameter diamX(X).
Obviously dS ≤ dX and diamS(X) ≤ diamX(X). Notice also that X is always a geodesic metric space
with the intrinsic distance, not always with the extrinsic one.
Next we introduce a useful notion and use it to state Theorem 3.7, which will be important for the proof
of Theorem 5.5 below and was also used in the proofs of two results, Theorems 4.10 and 4.16, which are
quotes from the previous work [34].
Definition 3.6. Let (X, d) be a metric space, and let X = ∪nXn where {Xn}n is a family of connected
geodesic metric spaces such that ηnm := Xn ∩ Xm are compact sets. Further, assume that for any n 6= m
with ηnm 6= ∅ the set X \ ηnm is not connected, and that the connected components of X \ ηnm containing
Xn \ ηnm are all different from those containing Xm \ ηnm. We say that {Xn}n is a k-tree decomposition
of X if for each n we have
∑
m diamXn(ηnm) ≤ k.
If we define a graph with one vertex vn for each piece Xn, and one edge enm joining vn to vm if ηnm 6= ∅,
we obtain a tree. Hence the name.
Theorem 3.7. (Compare [32, Theorem 2.9]) Let us consider a metric space X and a family of geodesic
metric spaces {Xn}n ⊆ X which is a k-tree decomposition of X. Then X is δ-hyperbolic if and only if there
exists a constant c such that Xn is c-hyperbolic for every n. Furthermore, δ (respectively c) is a universal
constant which only depends on k and c (respectively k and δ).
4. Definitions and previous results on Riemann surfaces.
In the following, Gaussian curvature is the constant −1. In this Section we collect some definitions and
facts concerning Riemann surfaces which will be referred to afterwards.
An open non-exceptional Riemann surface S is the following two things:
(1) Conformally, it is a Riemann surface whose universal covering space is the unit disk D = {z ∈ C :
|z| < 1}.
(2) As a Riemannian manifold, it is endowed with its own Poincare´ metric, i.e. the metric obtained by
projecting the Poincare´ metric of the unit disk ds = 2|dz|/(1− |z|2) down to S by the covering map.
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Remark 4.1. (1) Note that, with this definition, every compact non-exceptional Riemann surface without
border is open.
(2) There are infinitely many metrics in the conformal class of S with constant curvature −1, but the
Poincare´ metric is the only complete one. In fact, a surface with a Riemann metric satisfying K ≡ −1 has
the unit disk as universal cover if and only if the Riemann metric is complete.
(3) The only Riemann surfaces which are left out are the sphere, the plane, the punctured plane and the
tori. It is easy to study the hyperbolicity of these particular cases.
A bordered non-exceptional Riemann surface is a connected 2-dimensional Riemannian manifold S with
boundary, subject to the following restrictions:
(1) It is the complement S = R \ U of an open set U in an open non-exceptional Riemann surface R,
and the Riemann metric on S is the one induced from the Poincare´ metric of R.
(2) Mild border regularity conditions: the border of S is locally Lipschitz and any ball in R intersects
at most a finite number of connected components of U.
We say that R contains S isometrically. Since S is a closed subset of R, it is geodesically complete.
Remark 4.2. If instead of removing an open set we delete a closed set E from an open non-exceptional
Riemann surface R, then we consider R \E also as an open non-exceptional Riemann surface, with its own
Poincare´ metric which has also constant curvature −1 but is longer than the (incomplete) Riemannian metric
induced from R.
Not every 2-dimensional Riemannian manifold S with K ≡ −1 embeds isometrically into an open non-
exceptional Riemann surface. For such isometric embedding to exist, the following necessary condition must
be satisfied: if S˜ is the universal cover of S, then any Riemann metric g on S with K ≡ −1 induces a local
isometry Φ : S˜ → D that is unique up to isometries of D, and if g is induced by an embedding into an
open non-exceptional Riemann surface then Φ must be injective. Let S be an abstract closed disk, and take
any non-injective immersion f : S → D; then f pulls the Poincare´ metric back to a metric g on S that has
K ≡ −1; but (S, g) does not embed isometrically into any open non-exceptional Riemann surface, because
for this g one has Φ = f . On the other hand intS is an open non-exceptional Riemann surface (with the
conformal structure defined by g) and the corresponding Poincare´ metric is isometric with D, quite different
from the incomplete metric g|intS .
Remark 4.3. In this paper we only consider bordered non-exceptional Riemann surfaces whose boundary
components are (simple) closed curves.
Lemma 4.4. If a doubly connected 2-dimensional Riemannian manifold S embeds isometrically into some
open non-exceptional Riemann surface, then it embeds isometrically into either an annulus, or a cusp, or
the unit disk.
Proof. Take any open non-exceptional Riemann surface R containing S isometrically. Consider the funda-
mental group π1(R) and the subgroup G ⊆ π1(R) defined by loops contained in S. The group G is either
trivial or infinite cyclic. Consider also the covering map D→ R.
If G is trivial then S has a lift S′ ⊂ D which projects homeomorphically to S under the covering map.
This S′ is isometric with S and thus provides an isometric embedding of S into the unit disk.
If G is an infinite cyclic group 〈µ〉, then S lifts to some region S′ ⊂ D and the restriction S′ → S of
the covering projection is equivalent to the quotient map S′ → S′/〈φ〉, where φ is the isometric action of
µ ∈ π1(R) on D. The composition S ≈ S′/〈φ〉 →֒ D/〈φ〉 is an isometric embedding.
The isometry φ cannot be elliptic, as it is induced by µ ∈ π1(R). If φ is a hyperbolic isometry, then D/〈φ〉
is an annulus. If φ is parabolic, then D/〈φ〉 is a cusp. 
Lemma 4.4 enables us to classify, as Riemannian manifolds, the bordered non-exceptional Riemann sur-
faces homeomorphic with S1 × [0,∞).
If R is an annulus and γ ⊂ R is an essential simple closed curve, then the closure of each connected
component of R\γ is a doubly connected non-exceptional bordered Riemann surface. Such bordered surfaces
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are called generalized funnels, as well as any bordered non-exceptional Riemann surface isometric to any of
these. A funnel is a generalized funnel whose boundary curve is a geodesic.
If R is a complete cusp and γ ⊂ R is an essential simple closed curve, then the closures S1, S2 of the
connected components of R \ γ behave as follows:
(1) On S1 the curves freely homotopic to γ become shorter as they run away from γ. We call S1 narrow
cusp end, as well as any surface isometric with it. We associate with S1 an ideal point q (the
puncture) such that the conformal structure of S1 extends to S1 ∪ {q}.
(2) On S2 the curves freely homotopic to γ get longer as they run away from γ. We call S2, and any
isometric surface, wide cusp end.
A Jordan curve γ ⊂ D bounds two closed subsets in the unit disk: a simply connected one and a doubly
connected one. We call the latter a disk end, as well as any bordered non-exceptional Riemann surface
isometric to it.
Lemma 4.4 implies that if a bordered non-exceptional Riemann surface S is homeomorphic with S1×[0,∞)
then it is isometric with one of the following: a generalized funnel, a narrow cusp end, a wide cusp end, or
a disk end (note that S is geodesically complete by definition).
Given a simple closed geodesic γ, we call the domain {p ∈ S : dS(p, γ) < d} the collar of width d about
γ if it is a tubular neighborhood of γ with fibres the geodesics orthogonal to γ. The Collar Lemma [36], [9,
Chapter 4] says that there exists a collar about γ of width d0, where coshd0 = coth(LS(γ)/2) (the shorter
the curve, the thicker the collar). We shall use it in the proof of Theorem 6.8.
Remark 4.5. Let S be a non-exceptional Riemann surface, open or with compact border. If g1 is a closed
curve neither freely homotopic to a point, nor to a puncture, then the free homotopy class of g1 contains a
unique closed geodesic γ1 which in fact minimizes length in said class. If g1 is simple then so is the geodesic
γ1. If g1, g2 are simple, disjoint, and not freely homotopic, then so are the corresponding geodesics γ1 and γ2.
In fact, if L(g1), L(g2) ≤ l and coshd0 = coth(l/2) then the collars of width d0 about γ1 and γ2 are disjoint
(see [9, Chapter 4]).
We next show that wide cusp ends and disk ends happen very rarely.
Lemma 4.6. Let S be a non-exceptional Riemann surface, open or bordered. If S has a wide cusp end, then
it can only embed isometrically into a cusp. If S has a disk end, then it can only embed isometrically into
the unit disk.
Proof. Suppose R is an open non-exceptional Riemann surface containing S isometrically. Then R shares
with S an end S0 which is either a wide cusp end or a disk end. The essential simple closed curves in S0 do
not give rise to a non-constant geodesic in R, because then S0 would be part of a funnel end. By Remark 4.5,
these curves must be freely homotopic in R either to a puncture, which forces R to be a cusp, or to a point,
which forces R to be the unit disk. 
We call compact annulus any non-exceptional bordered Riemann surface homeomorphic with S1 × [0, 1].
Applying Lemma 4.4 to these surfaces we obtain the following result, which will be essential in the proof of
Theorem 5.5.
Proposition 4.7. Let S be any bordered non-exceptional Riemann surface. There is a canonical choice RS
of an open non-exceptional Riemann surface with the following properties: (1) S embeds isometrically into
RS, (2) RS has the same genus as S, and (3) χ(RS) ≥ χ(S).
Proof. Let γ be any connected component of ∂S and take a compact annulus A ⊂ S bounded by γ and
another simple closed curve η ⊂ S. When one applies Lemma 4.4 to A, there are five possibilities:
(1) We find an isometric embedding f : A→ D and f(γ) lies in the interior of f(η). In this case we can
glue the bounded component of D \ f(η) to S by overlapping A \ η with itself, thereby producing a
larger Riemannian surface that has S isometrically embedded inside it and has one less boundary
component than S.
(2) We find an isometric embedding f : A → D and f(η) lies in the interior of f(γ). Then we glue,
with overlapping, the doubly connected component of D \ f(η) to S and produce a surface (open or
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bordered) which contains S isometrically and has a disk end. By Lemma 4.6 the latter surface, and
hence also S, embeds isometrically into the unit disk.
(3) A embeds isometrically into a cusp R0, so that γ is the boundary of the narrow end of R0 \ intS
and η is the boundary of the wide end. Then we can glue, with overlapping, the narrow end of R0
bounded by η to S; this produces a surface that contains S isometrically and has the boundary curve
γ replaced with a puncture.
(4) A embeds isometrically into a cusp R0, so that γ is the boundary of the wide end of R0 \ intS and
η is the boundary of the narrow end. Then we glue, with overlapping, the wide end of R0 bounded
by η to S; we thus obtain a surface that contains S isometrically and has a wide cusp end. This and
Lemma 4.6 imply that S embeds isometrically into a cusp, so that γ is an essential curve in that
cusp. This forces π1(S) to be non-trivial.
(5) A embeds isometrically into an annulus. Then we find a generalized funnel which we can glue to S
with overlapping, and thus produce a surface that contains S isometrically and has the boundary
curve γ replaced with a funnel end.
If one boundary curve of S is in case (2) we take RS = D. If one boundary curve of S is in case (4) we
make RS equal to the cusp that contains S isometrically; in this case χ(RS) = 0 ≥ χ(S) because π1(S) is
non-trivial.
Suppose now that cases (2) and (4) do not occur for any connected component of ∂S. The boundary ∂S
consists of a sequence γ1, γ2, . . . of simple closed curves, and we can choose the corresponding compact annuli
A1, A2, . . . pairwise disjoint. Then we do, simultaneously for all γi, the gluing that corresponds to each of
them (described in the odd-numbered cases), and we obtain a surface RS which is geodesically complete,
with K ≡ −1, with empty boundary, and with the same genus as S. Moreover, RS contains S isometrically
inside it and satisfies χ(RS) ≥ χ(S), with strict inequality if case (1) has occurred at least once. It is easy
to see that RS does not depend on the choice of the pairwise disjoint sequence {Ai}i. 
Definition 4.8. Let us consider a non-exceptional Riemann surface S of finite type (open or with compact
border) with χ(S) ≤ 0. An outer loop in S is either the boundary geodesic of a funnel or the minimizing
curve in the free homotopy class of some connected component of ∂S. We consider punctures as outer loops
of zero length.
Definition 4.9. Fix a non-negative integer a and a positive real number l. We denote by F(a, l) the set of
non-exceptional Riemann surfaces of finite type S verifying the following properties:
(1) S has no genus and 0 ≥ χ(S) ≥ −a, equivalently 0 ≤ n − 2 ≤ a, where n is the number from
Definition 2.14.
(2) If χ(S) = 0, then the unique outer loop has length less than or equal to l. If χ(S) < 0 then every
outer loop, except perhaps one of them, has length less than or equal to l.
(3) If ∂S is non-empty, then LS(∂S) ≤ l.
We denote by S(a, l) the set of Riemann surfaces S ∈ F(a, l) verifying that every outer loop has length
less than or equal to l. Notice that S(a, l) and F(a, l) coincide only for a = 0.
Theorem 4.10. ([34, Theorem 5.3]) For each l ≥ 0 and each non-negative integer a, there exists a constant
δ, which only depends on a and l, such that every surface in S(a, l) is δ-hyperbolic.
Definition 4.11. An N -normal neighborhood of a subset F of a Riemann surface S is a compact, connected,
bordered Riemann surface without genus V such that F ⊂ V ⊂ S, and ∂V is the union of at most N simple
closed curves, i.e. χ(V ) ≥ 2−N .
A set E = ∪nEn in an open non-exceptional Riemann surface S, with each En compact, is called (r, s,N)-
uniformly separated in S if for every n we can choose an N -normal neighborhood Vn of En such that Vn \En
is connected, dS(∂Vn, En) ≥ r, and LS(∂Vn) ≤ s, and the whole sequence {Vn}n can be chosen so that
dS(Vn, Vm) ≥ r for every n 6= m.
Remark 4.12. As each Vn has zero genus by definition, it is Vn ∈ S(N − 2, s) ⊂ F(N − 2, s) independently
of r. Also, Alexander duality implies that if En and Vn \ En are connected, then En is simply connected.
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The uniformly separated sets play a central role in many topics in Complex Analysis, such as interpolation
in the unit disk D (see [11]), harmonic measure (see [30]) and the study of linear isoperimetric inequalities
in open Riemann surfaces (see [1, Theorem 1] and [13, Theorems 3 and 4]).
Definition 4.13. Let S be an open non-exceptional Riemann surface, E = ∪nEn an (r, s,N)-uniformly
separated set in S and S∗ := S \E. For each choice of {Vn}n we define
DS∗ = DS∗({Vn}n) := sup
n,i,j
{
dS∗ |Vn\En(ηni , ηnj ) : ηni , ηnj are different connected components of ∂Vn
and ηni , η
n
j are in the same connected component of S \ intVn
}
.
Remark 4.14. (1) Note that if ηni , η
n
j are in the same connected component of S \ intVn, then S \ ηni is
connected.
(2) Recall that dS∗ 6= dS |S∗, since (S∗, dS∗) is a geodesically complete Riemannian manifold (the points of
E are at infinite dS∗-distance of the points of S
∗; in fact, S∗ is an open non-exceptional Riemann surface).
The following results show the relevance of DS∗({Vn}n) (see also Theorem 6.1).
Proposition 4.15. ([34, Proposition 5.1]) Let S be an open non-exceptional Riemann surface, E = ∪nEn
an (r, s,N)-uniformly separated set in S and S∗ := S \ E. Let us assume also that we can choose the sets
{Vn}n such that DS∗({Vn}n) =∞. Then S∗ is not hyperbolic.
Theorem 4.16. ([34, Theorem 5.4]) Let S be an open non-exceptional Riemann surface and E = ∪nEn an
(r, s,N)-uniformly separated set in S. Then, S∗ := S \ E is δ∗-hyperbolic if and only if S is δ-hyperbolic,
DS∗({Vn}n) is finite and Vn \ En is k-hyperbolic for every n (with dS∗ |Vn\En).
Furthermore, if DS∗({Vn}n) is finite and Vn \En is k-hyperbolic for every n, then δ∗ (respectively δ) is a
universal constant which only depends on r, s,N, k,DS∗({Vn}n) and δ (respectively r, s,N,DS∗({Vn}n) and
δ∗).
In the above theorem {Vn\En}n is a family of bordered non-exceptional Riemann surfaces, all isometrically
embedded into S∗, and this family is required to be uniformly hyperbolic. This uniform hyperbolicity
condition will be removed in Section 5.
If S has no genus, then the set in which we take the supremum that defines DS∗ is the empty set. Hence,
we deduce the following direct consequence.
Corollary 4.17. Let S be an open non-exceptional Riemann surface with no genus, and E = ∪nEn an
(r, s,N)-uniformly separated set in S. Then, S∗ := S \E is δ∗-hyperbolic if and only if S is δ-hyperbolic and
Vn \ En is k-hyperbolic for every n (with dS∗ |Vn\En).
Furthermore, if Vn \En is k-hyperbolic for every n, then δ∗ (respectively δ) is a universal constant which
only depends on r, s,N, k and δ (respectively r, s,N and δ∗).
Finally we include a technical result about the Poincare´ metric.
Lemma 4.18. ([1, Lemma 3.1]) Let us consider an open non-exceptional Riemann surface S, a closed non-
empty subset C of S, and a positive number ε. If S∗ := S \ C, then we have that 1 < LS∗(γ)/LS(γ) <
coth(ε/2), for every curve γ ⊂ S with finite length in S such that dS(γ, C) ≥ ε.
5. Stability of hyperbolicity.
The leading idea in this Section is that some quantitative information that seems to influence hyperbolicity
of a surface actually is irrelevant, let us see an example. If S is an open Riemann surface and p1, p2 ∈ S, then
several conformal invariants of S∗ = S \ {p1, p2} (e.g. the exponent of convergence, the first eigenvalue of
the Laplace-Beltrami operator and the isoperimetric constant) degenerate when p2 tends to p1; in contrast,
the hyperbolicity constant stays bounded (stable) as p1 approaches p2.
In this Section we only consider surfaces without genus, so that in particular the number DS∗ from
Definition 4.13 is zero. We begin by proving Theorem 5.1 as a surprising consequence of Theorem 2.3 (on
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the topology of balls). Then Corollary 5.4, an immediate consequence of Theorem 5.1, is used to prove
Theorem 5.5.
In its turn, Theorem 5.5 is fundamental for the proof of the main Theorem in Section 6.
Theorem 5.1. Let us consider a δ-hyperbolic non-exceptional Riemann surface S with no genus, and pair-
wise disjoint simply connected compact sets {En}Nn=1 in S. We define S∗ := S \ ∪Nn=1En. Assume that for
each n = 1, . . . , N, there exists a simple closed curve gn ‘surrounding just En’ with LS∗(gn) ≤ l. Then there
exists a constant δ∗, which only depends on δ, N and l, such that S∗ is δ∗-hyperbolic.
Remark 5.2. By gn ‘surrounding just En’ we mean that gn is homotopically trivial in S, gn surrounds En
and gn does not surround Ek for k 6= n (gn is ‘freely homotopic’ to En). Note also that gn ∩ (∪kEk) = ∅,
since LS∗(gn) <∞.
Proof. First we prove the case N = 1.
We have LS(g1) < LS∗(g1) ≤ l. The curve g1 surrounds a simply connected open set D ⊂ S with E1 ⊂ D;
then we can lift D to D˜ ⊂ D and given z, w ∈ D˜, we consider the infinite geodesic η in D joining z, w; the
geodesic η meets ∂D˜ in z′, w′ with [z, w] ⊂ [z′, w′]; therefore, dD(z, w) ≤ dD(z′, w′) ≤ LD(g˜1)/2 = LS(g1)/2 ≤
l/2, and diamS(D) ≤ diamD(D˜) ≤ l/2. Hence, diamS(E1) ≤ l/2.
Let us fix any p ∈ E1; then E1 ⊂ D ⊂ BS(p, l/2). Since K ≡ −1, by Theorem 2.3 we know that there
exists l′ ∈ [l, l+ 1] such that ∂BS(p, l′) is a union of simple closed curves and
rankH1
(
BS(p, l
′)
) ≤ sinh(l + 1)
sinh 1
< el/(1− e−2) < 2 el.
We define V1 as the closure of the ball BS(p, l
′); then g1 is contained in V1. Consequently, dS(E1, ∂V1) ≥ l/2.
We also have LS(∂V1) ≤ LD(BD(0, l′)) = 2π sinh l′ ≤ 2π sinh(l + 1). The boundary ∂V1 has at most
1 + 2el connected components, moreover V1 has no genus because the ambient surface S has zero genus by
hypothesis. All this implies that V1 is an (1 + 2e
l)-normal neighborhood of E1 in S, and E1 is therefore an
(l/2, 2π sinh(l + 1), 1 + 2el)-uniformly separated set in S.
We check now that V ∗1 := V1 \ E1 is hyperbolic with the intrinsic distance dS∗ |V ∗1 induced on V ∗1 by the
Poincare´ metric of S∗ = S \ E1. By Lemma 4.18, since dS(E1, ∂V1) ≥ l/2,
LS∗(∂V1) ≤ LS(∂V1) coth(l/4) ≤ 2π sinh(l + 1) coth(l/4) .
Each component of ∂V1 = ∂V
∗
1 gives rise to an outer loop in V
∗
1 . If E1 is a single point then V
∗
1 has a
puncture at E1; otherwise V
∗
1 has one additional outer loop freely homotopic to g1. In any case the sum of
the number of outer loops plus the number of punctures in V ∗1 is at most 2+2e
l. The S∗-length of the outer
loops coming from ∂V1 is less than or equal to 2π sinh(l + 1) coth(l/4).
Since LS∗(g1) ≤ l, if E1 is not a puncture then the outer loop in V ∗1 homotopic to g1 has length less than
or equal to l < 2π sinh(l + 1) coth(l/4) (since g1 is contained in V
∗
1 ). Consequently V
∗
1 ∈ S(2el, 2π sinh(l +
1) coth(l/4)), and Theorem 4.10 says that there exists a constant δ1, which only depends on l, such that V
∗
1
is δ1-hyperbolic.
The hypothesis of S having genus zero allows us to use Corollary 4.17, hence there exists a constant δ∗1 ,
which only depends on δ1 and l, such that S
∗ is δ∗1-hyperbolic. This finishes the proof in the case N = 1.
Now we prove the result by induction on N . We have proved it for N = 1. Assume that it holds for N −1
(note that we also have LS\(E1∪···∪EN−1)(gn) < LS\(E1∪···∪EN )(gn) ≤ l for n = 1, . . . , N − 1). Consequently,
S \ (E1 ∪ · · · ∪ EN−1) is δN−1-hyperbolic, where δN−1 only depends on δ, N and l.
Since gN is a simple closed curve surrounding just EN , with LS∗(gN ) ≤ l, the result for N = 1 gives that
S∗ is δ∗-hyperbolic, with δ∗ a constant which only depends on δ, N and l. 
In Theorem 6.8 we shall extend Theorem 5.1 to the case of infinitely many sets En. It needs an extra
hypothesis: that the En’s get neither too small nor too large as n→∞.
Since any puncture can be surrounded by arbitrarily short closed curves, we deduce the following result:
Corollary 5.3. Let us consider a δ-hyperbolic non-exceptional Riemann surface S with no genus, and points
{pn}Nn=1 in S. We define S∗ := S \ {p1, . . . , pN}. Then there exists a constant δ∗, which only depends on δ
and N , such that S∗ is δ∗-hyperbolic.
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Corollary 5.3 can be viewed as a result on stability of hyperbolicity: S∗ is δ∗-hyperbolic independently of
how close or far apart the points {p1, . . . , pN} are from one another.
Since D is hyperbolic, Theorem 5.1 also implies the following.
Corollary 5.4. Let us consider pairwise disjoint simply connected compact sets {En}Nn=1 in D and D∗ :=
D \ ∪Nn=1En. Assume that for each n = 1, . . . , N, there exists a simple closed curve gn surrounding just
En with LD∗(gn) ≤ l. Then there exists a constant δ∗, which only depends on N and l, such that D∗ is
δ∗-hyperbolic.
Finally we prove the following improvement of Theorem 4.10. It is surprising since we do not require
anything about one of the outer loops.
Theorem 5.5. For each a and l, there exists a constant δ, which just depends on a and l, such that every
S ∈ F(a, l) is δ-hyperbolic.
Remark 5.6. It is interesting to note that it is not possible to obtain a similar result to Theorem 5.5 if all the
outer loops except two have bounded length, as the following example shows: if Yt is the Y -piece with simple
closed geodesics γ1 ∪ γ2 ∪ γ3 = ∂Yt such that L(γ1) = 1 and L(γ2) = L(γ3) = t, then limt→∞ δ(Yt) =∞.
Proof. We first prove the result for open surfaces.
If S ∈ S(a, l), then Theorem 4.10 gives the result; this happens in particular when a = 0. Therefore,
we can assume that χ(S) < 0, that an outer loop γ0 satisfies LS(γ0) > l, and that any other outer loop γj
(j = 1, . . . , N) verifies LS(γj) ≤ l. From −a ≤ χ(S) = 2− (N + 1) < 0 we infer 2 ≤ N ≤ a+ 1.
For open surfaces the conformal structure and the Riemann metric determine each other, so we can
consider one structure or the other to our convenience. Having zero genus, S can be represented as a plane
domain S ⊂ C with S = Ω \ E1 ∪ · · · ∪ EN , Ω a simply connected open set, E1, . . . , EN simply connected
compact sets, such that γ0 surrounds E1∪· · ·∪EN and γj surrounds just Ej (j = 1, . . . , N). The hypothesis
LS(γ0) > l implies that γ0 is not a puncture and that Ω 6= C; then, by the Riemann mapping Theorem,
we can assume that S = D \ E1 ∪ · · · ∪ EN . Since we have N ≤ a + 1 and LS(γj) ≤ l (j = 1, · · · , N), by
Corollary 5.4 there exists a constant δ, which just depends on a and l, such that S is δ-hyperbolic.
We now prove the result for bordered surfaces.
The idea of the proof is to see a bordered surface in F(a, l) as a subset of an open surface in F(a, l), and
then make use of Theorem 3.7.
Given the bordered surface S, consider the open surface RS from Proposition 4.7. If RS is the unit disk
then it is log(1 +
√
2 )-thin (see e.g. [4, p.130]).
Assume now that RS is not the unit disk. Outer loops in S are metric geodesics (recall Definition 3.3),
perhaps not Riemannian geodesics, but they give rise in RS to Riemannian outer loops of no greater length
(including punctures), or they just shrink to points in RS . Hence RS ∈ F(a, l), and by the open case there
is a constant δ1, just depending on a and l, such that RS is δ1-hyperbolic.
The closure of RS \ S is the union of simply or doubly connected bordered surfaces R1, . . . , Rs, with
s ≤ a+2, and the condition LS(∂S) ≤ l implies that {S,R1, . . . , Rs} is an l-tree decomposition of R. Then,
by Theorem 3.7, there exists a constant δ that depends only on a and l and such that S is δ-hyperbolic. 
6. Main results on hyperbolicity
Now, taking advantage of all the tools developed in the previous Sections, we present the main results on
hyperbolicity of the paper. The first Theorem we present improves Theorem 4.16 by removing the uniform
hyperbolicity hypothesis, which is usually the hardest one to check.
Theorem 6.1. Let S be an open non-exceptional Riemann surface and E = ∪nEn a (r, s,N)-uniformly
separated set in S, with En simply connected for every n. Then, S
∗ := S \ E is δ∗-hyperbolic if and only if
S is δ-hyperbolic and the number DS∗({Vn}n) from Definition 4.13 is finite.
Furthermore, δ∗ (respectively δ) is a universal constant which only depends on r, s,N,DS∗({Vn}n) and δ
(respectively δ∗).
Remark 6.2. (1) Recall that if En is simply connected, then it gives rise to either a puncture (if En is
a single point) or a funnel (if En is not a single point) in S
∗.
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(2) Note that we do not require anything about diamS En; in particular, we allow the case supn diamS En =
∞; in this case the funnels Fn in S∗ corresponding to En verify supn LS∗(∂Fn) ≥ supn LS(∂Fn) ≥
supn diamS En =∞, which makes the study of the hyperbolicity of S∗ more difficult.
(3) Theorem 6.1 is a known result in the particular case when every En is a single point (see [33, Theorem
3.1]).
Proof. In order to apply Theorem 4.16, we just need to prove that V ∗n := Vn \ En is k-hyperbolic for every
n, where k is a constant which only depends on r, s and N .
Recall that Vn is compact and belongs to S(N − 2, s) ⊂ F(N − 2, s) for any n.
If ∂Vn is a single closed curve (i.e. Vn is a topological disk), then there is just one outer loop in V
∗
n
and, by Lemma 4.18, LS∗(∂Vn) < LS(∂Vn) coth(r/2) ≤ s coth(r/2). Hence, V ∗n ∈ S(0, s coth(r/2)) =
F(0, s coth(r/2)). In this case Theorem 4.10 suffices to ensure that V ∗n is k1-hyperbolic, with a constant k1
which only depends on r and s.
If ∂Vn is not connected, let us denote by γn the simple closed geodesic in V
∗
n which surrounds just En (if
En is a single point, as usual, we see γn as a puncture and LS∗(γn) = 0).
Note that any outer loop γ distinct from γn in V
∗
n is freely homotopic to some closed curve in ∂Vn.
Since Lemma 4.18 implies LS∗(∂Vn) < LS(∂Vn) coth(r/2) ≤ s coth(r/2), we deduce that V ∗n ∈ F(N −
1, s coth(r/2)) (recall that Vn has at most N outer loops and En is simply connected for every n; we do
not need to bound the length of the outer loop corresponding to En). Theorem 5.5 guarantees that V
∗
n is
k2-hyperbolic, with a constant k2 which only depends on r, s and N .
Now Theorem 4.16 gives the result. 
We would like not to have to check the hypothesis DS∗({Vn}n) < ∞. The two following results allow to
remove this hypothesis if S has either no genus or finite genus.
If S has no genus, then the set in which we take the supremum in order to define DS∗ is the empty set.
Hence, we deduce the following direct consequence.
Corollary 6.3. Let S be an open non-exceptional Riemann surface with no genus and E = ∪nEn an (r, s,N)-
uniformly separated set in S, with En simply connected for every n. Then, S
∗ := S \ E is δ∗-hyperbolic if
and only if S is δ-hyperbolic.
Furthermore, δ∗ (respectively δ) is a universal constant which only depends on r, s,N and δ (respec-
tively δ∗).
Theorem 6.4. Let S be an open non-exceptional Riemann surface with finite genus and E = ∪nEn an
(r, s,N)-uniformly separated set in S, with En simply connected for every n. Then, S
∗ := S \E is hyperbolic
if and only if S is hyperbolic.
Proof. If S has no genus, then Corollary 6.3 gives the result. Therefore, we can assume that S has genus.
Given a choice of {Vn}n, we define the subset of indices Λ as the set of all n such that there are different
connected components ηni , η
n
j of ∂Vn in the same connected component of S \ intVn. We are going to prove
that Λ is finite. This will imply that DS∗({Vn}n) is the maximum of at most N(N−1)2 ·cardΛ finite distances,
hence finite, and then Theorem 6.1 will finish the proof.
Since S has finite genus, there exists a domain G ⊂ S verifying the following facts: G is a compact
set whose boundary is a finite collection g1, . . . , gh of simple closed curves, and S \ G is a disjoint union
S1 ∪ · · · ∪ Sh where each Sj is a bordered surface with no genus, and ∂Sj = Sj ∩G = gj for j = 1, . . . , h.
Only finitely many of the Vn intersect G; otherwise the condition d(Vn, Vm) ≥ r could not be satisfied for
all n 6= m. We next prove that if Vn ∩G = ∅ then n /∈ Λ, and finiteness of Λ follows.
Let us suppose Vn is disjoint from G, that two connected components ηni, ηni′ of ∂Vn can be connected
in S \ intVn, and derive a contradiction. Since Vn is connected, it is contained in one of the Sj , say Sj0 .
The path γ connecting ηni to ηni′ in S \ intVn cannot be all inside Sj0 , for that would force Sj0 to have
genus. Therefore γ exits Sj0 , which it can do only by crossing gj0 . Any time γ re-enters Sj0 , it must do
so by crossing gj0 . One concludes that the parts of γ outside Sj0 can be replaced with arcs of gj0 , but this
yields a continuous path in Sj0 \ intVn which joins ηni to ηni′ , once again forcing Sj0 to have genus.
We conclude that Λ ⊆ {n : Vn ∩G 6= ∅ }; hence Λ and DS∗({Vn}n) are finite, as was to be proved 
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Finally we shall prove Theorem 6.8, a complementary result to Corollary 6.3 with very different hypotheses.
It is also the N = ∞ analogue of Theorem 5.1. Removing an infinity of sets En from the initial surface S
can ruin hyperbolicity if the En become too small or too large as n→∞. One idea is to reduce to the case
S = D and then use annuli, instead of curves, to ‘surround’ the sets En. More concretely, the condition that
the domain D \ E must satisfy is having uniformly perfect boundary, which we define below. We also quote
some results, about the Poincare´ and quasihyperbolic metrics of a domain, that are used in the final proof.
Definition 6.5. A generalized annulus Ω is a doubly connected open subset of the complex plane which is
not the plane minus a point; then its complement (in the Riemann sphere) has two connected components.
Given any generalized annulus Ω, there exists a conformal mapping of Ω onto {z ∈ C : 1 < |z − a| < R},
for some 1 < R ≤ ∞. We define the modulus of Ω as
modΩ :=
1
2π
logR .
We say that a generalized annulus Ω separates a closed set E if Ω does not intersect E and each connected
component of the complement of Ω intersects E.
We say that E is uniformly perfect if there exists a constant c1 such that modΩ ≤ c1 for every generalized
annulus separating E (see [6]).
Two useful properties of the modulus are the following:
(A) If γ is the simple closed geodesic for the Poincare´ metric in Ω, then modΩ = π/LΩ(γ) (if Ω has a
puncture we can see γ as the puncture and then LΩ(γ) = 0 and modΩ =∞).
(B) If Ω1 ⊆ Ω2, then modΩ1 ≤ modΩ2.
A domain with one or more punctures is never uniformly perfect. If we remove from the unit disk D a
sequence of straight segments whose lengths converge to zero, then the resulting domain is not uniformly
perfect. This example leads to the hypothesis diamS En ≥ c in the statement of Theorem 6.8.
Uniformly perfect sets verify the following interesting property:
Theorem 6.6. ([6, Corollary 1]) Let Ω ⊂ C be a non-exceptional domain and ds = λΩ(z) |dz| its Poincare´
metric. Define also δΩ(z) := min{|z − a| : a ∈ ∂Ω}. The following conditions are equivalent:
(1) There exists a positive constant c2 with
c2
δΩ(z)
≤ λΩ(z) ≤ 2
δΩ(z)
for every z ∈ Ω
(2) ∂Ω is uniformly perfect.
Furthermore, if ∂Ω is uniformly perfect then the constant c2 just depends on the uniformly perfect constant
of ∂Ω.
If we define, as usual, the quasihyperbolic length of a curve γ as
kΩ(γ) :=
∫
γ
|dz|
δΩ(z)
,
then Theorem 6.6 says that ∂Ω is uniformly perfect if and only if LΩ(γ) ≥ c2kΩ(γ) for every curve γ ⊂ Ω.
We need one more technical result:
Lemma 6.7. ([21, Lemma 3.3]) Let γ be a curve in a domain Ω ⊂ Rn starting at a point x and with
Euclidean length s. Then
kΩ(γ) ≥ log
(
1 +
s
δΩ(x)
)
.
Theorem 6.8. Let us consider an open non-exceptional Riemann surface S with no genus, and pairwise
disjoint simply connected compact sets {En}∞n=1 in S with diamS En ≥ c for every n. We define S∗ := S \
∪∞n=1En. Assume that for each n there exists a simple closed curve gn surrounding just En with LS∗(gn) ≤ l.
Then S is δ-hyperbolic if and only if S∗ is δ∗-hyperbolic.
Furthermore, δ∗ (respectively δ) is a universal constant which only depends on c, l and δ (respectively δ∗).
Remark 6.9. The conclusion of Theorem 6.8 does not hold if we remove either the hypothesis diamS En ≥ c
or LS∗(gn) ≤ l.
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Proof. For each n there exists a simple closed geodesic γn surrounding just En (freely homotopic to gn) with
LS∗(γn) ≤ LS∗(gn) ≤ l (γn can not be a puncture since diamS En ≥ c implies that En is not an isolated
point).
Claim: there exists a positive constant ε0, which just depends on c and l, such that dS(En, γn) ≥ ε0 for
every n.
We prove the Theorem assuming this claim. Let Vn be the closure of the simply connected open subset
of S surrounded by γn. Then Vn is a 1-normal neighborhood of En. Furthermore,
dS(En, ∂Vn) = dS(En, γn) ≥ ε0 ,
LS(∂Vn) = LS(γn) < LS∗(γn) ≤ LS∗(gn) ≤ l .
Given n 6= m, we have LS∗(γn), LS∗(γm) ≤ l, and by the Collar Lemma (see [36]) there are collars in S∗
around γn and γm of width Arccosh coth(l/2). These collars are pairwise disjoint, as explained in Remark 4.5.
Then we deduce that dS∗(γn, γm) ≥ 2Arccosh coth(l/2). Now Lemma 4.18 gives:
dS(Vn, Vm) = dS(γn, γm) > tanh(ε0/2)dS∗(γn, γm) ≥ 2 tanh(ε0/2)Arccosh coth(l/2) .
If we define r := min{ε0, 2 tanh(ε0/2)Arccosh coth(l/2)}, then {En}n is a (r, l, 1)-uniformly separated set
in S.
Corollary 6.3 states that S is δ-hyperbolic if and only if S∗ is δ∗-hyperbolic, with the appropriate behaviour
of the constants. This finishes the proof if the claim holds.
Now we are going to prove the claim.
We prove first that without loss of generality we can assume S = D: Let π : D −→ S be a universal covering
map. We consider F := π−1(E) and the connected components {Fn} of F . If D∗ := D\F , then π : D∗ −→ S∗
is also a covering map. Consequently, π defines two local isometries: D→ S and D∗ → S∗. Given any fixed
Fn then Em := π(Fn) verifies that π : Fn → Em is a bijection. Hence, diamD(Fn) ≥ diamS(Em) ≥ c.
Let Wn be the connected component of π
−1(Vm) containing Fn. Then γ
′
n = ∂Wn is the simple closed
geodesic in D∗ surrounding just Fn and LD∗(γ
′
n) = LS∗(γm) ≤ l. Consequently, {Fn}∞n=1 verifies the
hypotheses in Theorem 6.8. Since π defines bijections Wn → Vm and γ′n → γm, we have dD(Fn, γ′n) =
dS(Em, γm). In order to prove the claim we can thus assume without loss of generality that S = D, and
D∗ = D \ ∪∞n=1En.
We prove now that ∂D∗ is a uniformly perfect set: Let us consider a generalized annulus A separating
∂D∗; then A ⊂ D∗ ⊂ D and the bounded connected component of the complement of A contains some En0 .
Hence, A ⊂ D \ En0 and consequently modA ≤ mod(D \ En0).
We are looking for a lower bound of LD\En0 (ηn0), where ηn0 is the simple closed geodesic for the Poincare´
metric in D \ En0 . Consider a, b ∈ En0 with dD(a, b) = diamDEn0 , and the simple closed geodesic η for the
Poincare´ metric in D \ {a, b}. We have that
LD\En0 (ηn0) > LD\{a,b}(ηn0 ) ≥ LD\{a,b}(η) .
Since D\{a, b} and D\{a′, b′} are isometric if and only if dD(a, b) = dD(a′, b′), then LD\{a,b}(η) = f(dD(a, b)),
for some function f : (0,∞) −→ (0,∞). Since η surrounds {a, b},
f(dD(a, b)) = LD\{a,b}(η) > LD(η) > dD(a, b) ;
consequently, f(t) > t and since dD(a, b) = diamDEn ≥ c,
LD\En0 (ηn0) > LD\{a,b}(η) = f(dD(a, b)) > dD(a, b) ≥ c ,
and hence modA ≤ mod(D \ En0) ≤ π/c. This shows that ∂D∗ is a uniformly perfect set.
Now, by Theorem 6.6, there exists a constant c1, which just depends on c, such that LD∗(γ) ≥ c1kD∗(γ)
for every curve γ ⊂ D∗.
Let us consider a fixed n and the simple closed geodesic γn in D
∗ surrounding just En (freely homotopic
to gn) with LS∗(γn) ≤ LS∗(gn) ≤ l. Take p ∈ En and q ∈ γn with ε := dD(En, γn) = dD(p, q). Since
dD(0, a) = 2Arctanha, using a Mo¨bius map if it is necessary, we can assume without loss of generality that
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p = 0 and q = tanh(ε/2). Since LD(γn) > diamDEn ≥ c, we can consider a subcurve γ0n ⊂ γn starting at q
and with LD(γ
0
n) = c; then,
γ0n ⊂ BD(0, ε+ c) = BEucl
(
0 , tanh((ε+ c)/2)
)
.
Then
LEucl(γ
0
n) =
∫
γ0
n
|dz| ≥ 1− tanh
2((ε+ c)/2)
2
∫
γ0
n
2 |dz|
1− |z|2 =
LD(γ
0
n)
2 cosh2((ε+ c)/2)
=
c
2 cosh2((ε+ c)/2)
.
Therefore, applying Lemma 6.7, we obtain
l ≥ LD∗(gn) ≥ LD∗(γn) ≥ LD∗(γ0n) ≥ c1kD∗(γ0n)
≥ c1 log
(
1 +
LEucl(γ
0
n)
δD∗(q)
)
≥ c1 log
(
1 +
LEucl(γ
0
n)
q
)
≥ c1 log
(
1 +
c
2 tanh(ε/2) cosh2((ε+ c)/2)
)
.
Hence,
2 tanh(ε/2) cosh2((ε+ c)/2) ≥ c
el/c1 − 1 .
Note that, for each fixed c, the function fc : (0,∞) −→ (0,∞) given by fc(ε) = 2 tanh(ε/2) cosh2((ε+ c)/2)
is positive and increasing in ε ∈ (0,∞). If we define
ε0 := f
−1
c
( c
el/c1 − 1
)
> 0 ,
then ε0 just depends on c and l, and dD(En, γn) = ε ≥ ε0 for every n. This finishes the proof of both the
claim and the Theorem. 
References
[1] Alvarez, V., Pestana, D., Rodr´ıguez, J. M., Isoperimetric inequalities in Riemann surfaces of infinite type, Rev. Mat.
Iberoamericana 15 (1999), 353–427.
[2] Alvarez, V., Portilla, A., Rodr´ıguez, J. M., Tour´ıs, E., Gromov hyperbolicity of Denjoy domains, Geom. Dedicata, 121
(2006), 221–245.
[3] Alvarez, V., Rodr´ıguez, J. M., Yakubovich, V. A., Subadditivity of p-harmonic “measure” on graphs, Michigan Mathe-
matical Journal 49 (2001), 47-64.
[4] Anderson, J. W., Hyperbolic Geometry. Springer, London, 1999.
[5] Balogh, Z. M., Buckley, S. M., Geometric characterizations of Gromov hyperbolicity, Invent. Math. 153 (2003), 261–301.
[6] Beardon, A. F., Pommerenke, Ch., The Poincare´ metric of a plane domain. J. London Math. Soc. 18 (1978), 475–483.
[7] Benoist, Y., Convexes hyperboliques et fonctions quasisyme´triques, Publ. Math. Inst. Hautes E´tudes Sci. 97 (2003), 181–
237.
[8] Bonk, M., Heinonen, J., Koskela, P., Uniformizing Gromov hyperbolic spaces. Aste´risque No. 270 (2001).
[9] Buser, P., Geometry and Spectra of Compact Riemann Surfaces. Birkha¨user, Boston, 1992.
[10] Canto´n, A., Ferna´ndez, J. L., Pestana, D., Rodr´ıguez, J. M., On harmonic functions on trees, Potential Analysis 15 (2001),
199–244.
[11] Carleson, L., An interpolation problem for bounded analytic functions, Amer. J. Math. 80 (1958), 921–930.
[12] Coornaert, M., Delzant, T., Papadopoulos, A. Notes sur les groups hyperboliques de Gromov. I.R.M.A., Strasbourg, 1989.
[13] Ferna´ndez, J. L., Rodr´ıguez, J. M., The exponent of convergence of Riemann surfaces, Bass Riemann surfaces, Ann. Acad.
Sci. Fenn. Series AI 15 (1990), 165–183.
[14] Ferna´ndez, J. L., Rodr´ıguez, J. M., Area growth and Green’s function of Riemann surfaces, Arkiv fo¨r matematik 30 (1992),
83–92.
[15] Ghys, E., de la Harpe, P., Sur les Groupes Hyperboliques d’apre`s Mikhael Gromov. Progress in Mathematics, Volume 83.
Birkha¨user. 1990.
[16] Gromov, M., Curvature, diameter and Betti numbers, Comment Math. Hlv. 56 (1981), 179–195.
[17] Gromov, M., Hyperbolic groups, in “Essays in group theory”. Edited by S. M. Gersten, M. S. R. I. Publ. 8. Springer, 1987,
75–263.
[18] Grove, K., Petersen, P., Bounding homotopy types by geometry, Ann. Math. 128 (1988), 195–206.
[19] Grove, K., Petersen, P., Wu, J. Y., Geometric finiteness theorems via controled topology, Invent. Math. 99 (1990), 205–213.
Correction in Invent. Math. 104 (1991), 221–222.
THE TOPOLOGY OF BALLS AND GROMOV HYPERBOLICITY 25
[20] Ha¨sto¨, P. A., Gromov hyperbolicity of the jG and j˜G metrics, Proc. Amer. Math. Soc., 134 (2006), 1137–1142.
[21] Ha¨sto¨, P. A., Linde´n, H., Portilla, A., Rodr´ıguez, J. M., Tour´ıs, E., Gromov hyperbolicity of Denjoy domains with hyperbolic
and quasihyperbolic metrics. Preprint.
[22] Ha¨sto¨, P., Portilla, A., Rodr´ıguez, J. M., Tour´ıs, E., Gromov hyperbolic equivalence of the hyperbolic and quasihyperbolic
metrics in Denjoy domains, B. London Math. Soc. To appear.
[23] Ha¨sto¨, P., Portilla, A., Rodr´ıguez, J. M., Tour´ıs, E., Uniformly separated sets and Gromov hyperbolicity of domains with
the quasihyperbolicity metric, Mediterr. J. Math. To appear.
[24] Holopainen, I., Soardi, P. M., p-harmonic functions on graphs and manifolds, Manuscripta Math. 94 (1997), 95–110.
[25] Kanai, M., Rough isometries and combinatorial approximations of geometries of noncompact Riemannian manifolds, J.
Math. Soc. Japan 37 (1985), 391–413.
[26] Karlsson, A., Noskov, G. A., The Hilbert metric and Gromov hyperbolicity, Enseign. Math. 48 (2002), 73–89.
[27] Kobayashi, S., On conjugate and cut loci. 1967 Studies in Global Geometry and Analysis pp. 96–122. Math. Assoc. Amer.
[28] Myers, S. B., Connections between Differrential Geometry and Topology: I. Simply Connected Surfaces. Duke Math. J. 1
(1935) 376–391.
[29] Myers, S. B., Connections between Differrential Geometry and Topology: II. Closed Surfaces. Duke Math. J. 2 (1936)
95–102.
[30] Ortega, J., Seip, K., Harmonic measure and uniform densities, Indiana Univ. Math. J. 53 (2004), 905–923.
[31] Petersen, P., Riemannian geometry. Graduate Texts in Mathematics, 171. Springer, New York, 2006.
[32] Portilla, A., Rodr´ıguez, J. M., Tour´ıs, E., Gromov hyperbolicity through decomposition of metric spaces II, J. Geom. Anal.
14 (2004), 123–149.
[33] Portilla, A., Rodr´ıguez, J. M., Tour´ıs, E., The topology of balls and Gromov hyperbolicity of Riemann surfaces. Diff.
Geom. Appl. 21 (2004), 317–335.
[34] Portilla, A., Rodr´ıguez, J. M., Tour´ıs, E., The role of funnels and punctures in the Gromov hyperbolicity of Riemann
surfaces. Proc. Edinburgh Math. Soc. 49 (2006), 399–425.
[35] Portilla, A., Tour´ıs, E., A new characterization of Gromov hyperbolicity for non-constant negatively curved surfaces, Publ.
Matem. 53 (2009), 83–110.
[36] Randol, B., Cylinders in Riemann surfaces, Comment. Math. Helv. 54 (1979), 1–5.
[37] Ratcliffe, J.G., Foundations of Hyperbolic Manifolds. Springer-Verlag, New York, 1994.
[38] Rodr´ıguez, J. M., Tour´ıs, E., Gromov hyperbolicity of Riemann surfaces, Acta Math. Sinica 23 (2007), 209–228.
[39] Shimizu, H., On discontinuous groups operating on the product of upper half-planes, Ann. of Math. 77 (1963), 33–71.
[40] Soardi, P. M., Rough isometries and Dirichlet finite harmonic functions on graphs, Proc. Amer. Math. Soc. 119 (1993),
1239–1248.
Ana Portilla, Jose´ M. Rodr´ıguez, Eva Tour´ıs
Departamento de Matema´ticas
Escuela Polite´cnica Superior
Universidad Carlos III de Madrid
Avenida de la Universidad, 30
28911 Legane´s (Madrid), SPAIN
Jesu´s Gonzalo
Departamento de Matema´ticas
Facultad de Ciencias
Universidad Auto´noma de Madrid
28049 Madrid, SPAIN
E-mail address: aportil2@slu.edu, jomaro@math.uc3m.es, etouris@math.uc3m.es, jesus.gonzalo@uam.es
