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ASYMPTOTIC METRICS FOR SU(N)-MONOPOLES WITH MAXIMAL
SYMMETRY BREAKING
ROGER BIELAWSKI
Abstract. We compute the asymptotic metrics for moduli spaces of SU(N) monopoles
with maximal symmetry breaking. These metrics are exponentially close to the exact
monopole metric 1 as soon as, for each simple root, the individual monopoles corre-
sponding to that root are well separated. We also show that the estimates can be
differentiated term by term in natural coordinates, which is a new result even for
SU(2) monopoles.
1. Introduction
It has been known since the work of Taubes [33] that an SU(2)-monopole of charge m
with well-separated zeros of the Higgs field approximates a collection of m monopoles of
charge 1. This fact is reflected in the asymptotic behaviour of the natural hyperka¨hler
metric on the moduli spaceMm of chargem monopoles. Namely, in the asymptotic region
of Mm, the monopole metric is exponentially close to another hyperka¨hler metric, whose
geodesics determine scattering of m particles with electric, magnetic and scalar charges.
This metric was found by Gibbons and Manton in [15] and a proof that it differs from the
exact monopole metric by an exponentially small amount was given in [3]. For m = 2,
the Gibbons-Manton metric is just the product of a flat metric and the Taub-NUT metric
with a negative mass parameter.
Monopoles exist for any compact Lie group and Taubes’ estimates work equally well for
SU(N)-monopoles with maximal symmetry breaking, that is monopoles whose Higgs field
has distinct eigenvalues at infinity. This time a moduli space Mm1,...,mN−1(µ1, . . . , µN ),
where mi are positive integers and µ1 < · · · < µN , is obtained by identifying gauge-
equivalent framed monopoles whose Higgs field at infinity defines a map from the 2-
sphere to the adjoint orbit O of diag(iµ1, . . . , iµN ) and whose degree is (m1, . . . ,mN−1) ∈
H2(O,Z). We should think of particles making up the monopole as coming in N − 1
distinguishable types, with mi being the number of particles of type i.
In this paper we shall compute the asymptotic metric on Mm1,...,mN−1(µ1, . . . , µN )
1.
This metric turns out to be a hybrid between the Gibbons-Manton metric and the metric
on the moduli space of monopoles of charge (1, 1, . . . , 1) which was computed in [28, 29, 10].
Particles of the same type interact as in the Gibbons-Manton metric while the particles of
different types as in the (1, 1, . . . , 1)-metric (i.e. neighboring types interact as in the Taub-
NUT metric with a positive mass parameter and non-neighboring types do not interact).
The precise formula for the asymptotic metric is given in the next section. Somewhat
surprisingly, the monopole metric on Mm1,...,mN−1(µ1, . . . , µN ) is exponentially close to
the asymptotic metric as soon as, for each i, particles of type i are far apart. Particles of
1Strictly speaking, we only show that our asymptotic metric is close to the metric on the moduli space
of solutions to Nahm’s equations. Thus we can conclude that the geodesics of the monopole metric and
of the asymptotic metric are close to each other (see Remark 3.5). The metrics themselves are close if the
Nahm transform for SU(N)-monopoles, N > 2, is an isometry.
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different types can be as close to each other as we wish (in fact sometimes they can have
the same position). Moreover, as we observe in section 9, if particles of a single type, say
i, are far apart, then the monopole metric is likely to be exponentially close to yet another
hyperka¨hler metric. This metric is simpler than the monopole metric, but still given by
transcendental functions. It is only when the particles of each type are far apart, that the
asymptotic metric becomes algebraic and we are able to compute it explicitly.
The proof uses the idea of our previous work [3], i.e. replacing solutions to Nahm’s
equations corresponding to monopoles with solutions defined on half-line. This gives a
new moduli space whose metric is then computed by twistor methods. The main novelty
is the way the metrics are compared. We prove (in Appendix B) a general theorem which
allows us to deduce the estimates on all derivatives of components (in natural coordinates)
of the difference of metric tensors from one-sided estimates on the metric tensors. Such
a deduction is possible for two hyperka¨hler metrics which are related via a complex-
symplectic isomorphism providing that one of the metrics admits holomorphic coordinates
in which the complex-symplectic form is standard and in which the components of the
metric tensor are uniformly bounded.
The paper is organized as follows. In the next section we collect some facts about
Tm-invariant hyperka¨hler metrics in dimension 4m of which our asymptotic metric is an
example. In section 3 we recall the description, due to Nahm [30] and to Hurtubise and
Murray [22], of SU(N)-monopoles in terms of Nahm’s equations. We also define there
the moduli space of solutions to Nahm’s equations whose metric will be the asymptotic
metric. This moduli space is a hyperka¨hler quotient of the product of several simpler
moduli spaces, and in the following four sections we compute the metrics on these. In
section 8 we discuss the topology of these moduli spaces. Finally, in section 9, we put
the results together to obtain an explicit formula for the asymptotic metric (Theorem
9.1). We also prove there that the rate of approximation is exponential (Theorem 9.2)
and discuss the topology of the asymptotic moduli space. The appendix A deals with
the question of identifying certain hyperka¨hler quotients with corresponding complex-
symplectic quotients which is needed in section 8. In appendix B we prove the above-
mentioned comparison theorem for Ricci-flat Ka¨hler manifolds.
2. Hyperka¨hler quotients and T n-invariant hyperka¨hler metrics
The Gibbons-Manton metric [15, 16] is an example of a 4m-dimensional (pseudo)-
hyperka¨hler metric admitting a tri-Hamiltonian (hence isometric) action of the n-dimensional
torus Tm. Such metrics have particularly nice properties and were studied by several au-
thors [27, 20, 32]. On the set where the action of Tm is free such a metric can be locally
written in the form:
g = Φdx · dx +Φ−1(dt+A)2, (2.1)
where x is the hyperka¨hler moment map, dt is dual to the (m×1)-matrix of Killing vector
fields and the matrix Φ and the 1-form A depend only on the xi and satisfy certain linear
PDE’s. In particular, Φ determines the metric up to a gauge equivalence. The set where
the Tm-action is free can be viewed as a Tm-bundle over an open subset of R3m. For
the Gibbons-Manton metric this open subset is the configuration space of C˜m(R
3) of m
distinct points in R3 (i.e. R3m without the generalized diagonal) and
Φij =
{
− 1ν −
∑
k 6=i
1
‖xi−xk‖
if i = j
1
‖xi−xj‖
if i 6= j. (2.2)
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Here ν is the mass parameter. We can, in particular, take ν = ∞ and m = 2. Then
the linearity of the equations for Φ and A implies that, for any mapping (i, j) 7→ sij
of {1, . . . ,m} × {1, . . . ,m} such that sij = sji and sii = 0 for i, j = 1, . . . ,m, and for
any constants ci, i = 1, . . . ,m, the following matrix Φ defines a T
m-invariant (pseudo)-
hyperka¨hler metric:
Φij =
{
ci +
∑
k 6=i
sik
‖xi−xk‖
if i = j
− sij‖xi−xj‖ if i 6= j.
(2.3)
The asymptotic metric on Mm1,...,mN−1(µ1, . . . , µN) will turn out to be of this form.
Namely m = m1 + · · · + mN−1 and, if we define the type t(i) of an i ≤ m by t(i) =
min{k; i ≤∑s≤kms}, then
ci = µk+1 − µk if t(i) = k (2.4)
and
sij =


−2 if t(i) = t(j)
1 if |t(i)− t(j)| = 1
0 otherwise.
(2.5)
3. Moduli spaces of solutions to Nahm’s equations
We shall define in this section several moduli spaces of solutions to Nahm’s equations.
All of these spaces carry hyperka¨hler metrics. In particular, we shall recall, after Nahm [30]
and Hurtubise and Murray [22], the description of the moduli spaces of SU(N) monopoles
with maximal symmetry breaking in terms of solutions to Nahm’s equations. We shall
also describe the asymptotic moduli spaces. We remark that from the point of view of
hyperka¨hler geometry many interesting metrics are obtained by replacing below the uni-
tary group with an arbitrary compact Lie group. Such a generalization is straightforward,
but, as our focus is on monopoles, we shall restrict ourselves to the unitary case.
Nahm’s equations are the following ODE’s:
T˙i + [T0, Ti] +
1
2
∑
j,k=1,2,3
ǫijk[Tj , Tk] = 0 , i = 1, 2, 3. (3.1)
The functions T0, T1, T2, T3 are defined on some interval and are skew-hermitian and an-
alytic. If the rank of the Ti is n, then the space of solutions is acted upon by the gauge
group G of U(n)-valued functions g(t):
T0 7→ Ad(g)T0 − g˙g−1
Ti 7→ Ad(g)Ti , i = 1, 2, 3. (3.2)
We define fundamental moduli spaces of u(n)-valued solutions Fn(m; c) and F˜n(m; c). Here
m is a nonnegative integer less than or equal to n and c is a positive real number (c can
be negative or zero for F˜n(m; c)). The moduli spaces Fn(m; c) correspond to monopoles
with minimal symmetry breaking and are the basic building blocks from which all moduli
spaces of framed SU(N)-monopoles with maximal symmetry breaking can be obtained
by means of the hyperka¨hler quotient construction. The spaces F˜n(m; c) play a similar
role for the asymptotic metrics. They are defined as follows:
• Solutions in Fn(m; c) are defined on (0, c], while solutions in F˜n(m; c) are defined on
(0,∞].
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• For a solution (T0, T1, T2, T3) in either Fn(m; c) or F˜n(m; c), T0 and the m × m
upper-diagonal blocks of T1, T2, T3 are analytic at t = 0, while the (n−m)× (n−m)
lower-diagonal blocks have simple poles with residues defining the standard (n−m)-
dimensional irreducible representation of su(2). The off-diagonal blocks are of the
form t(n−m−1)/2 × (analytic in t).
• A solution in Fn(m; c) is analytic at t = c, while a solution in F˜n(m; c) approaches a
diagonal limit at +∞ exponentially fast. Furthermore (T1(+∞), T2(+∞), T3(+∞))
is a regular triple, i.e. its centralizer consists of diagonal matrices.
• The gauge group for Fn(m; c) consists of gauge transformations g with g(0) = g(c) =
1, while the gauge group for F˜n(m; c) has the Lie algebra consisting of functions
ρ : [0,+∞)→ u(n) such that
(i) ρ(0) = 0 and ρ˙ has a diagonal limit at +∞;
(ii) (ρ˙− ρ˙(+∞)) and [τ, ρ] decay exponentially fast for any regular diagonal matrix
τ ∈ u(n);
(iii) cρ˙(+∞) + limt→+∞(ρ(t) − tρ˙(+∞)) = 0.
Remark 3.1. Alternately, the space F˜n(m; c) can be viewed as the moduli space of solu-
tions defined on [−c,+∞] with the gauge group given by the transformation which are
exponentially close to exp(ht) for some diagonal h.
The tangent space at a solution (T0, T1, T2, T3) can be identified, for both Fn(m; c) and
F˜n(m; c), with the space of solutions to the following system of linear equations:
t˙0 + [T0, t0] + [T1, t1] + [T2, t2] + [T3, t3] = 0,
t˙1 + [T0, t1]− [T1, t0] + [T2, t3]− [T3, t2] = 0,
t˙2 + [T0, t2]− [T1, t3]− [T2, t0] + [T3, t1] = 0,
t˙3 + [T0, t3] + [T1, t2]− [T2, t1]− [T3, t0] = 0.
(3.3)
Fn(m; c) carries a hyperka¨hler metric is defined by
‖(t0, t1, t2, t3)‖2 =
∫ c
0
3∑
0
‖ti‖2, (3.4)
while F˜n(m; c) possesses an indefinite (and possibly degenerate) hyperka¨hler metric given
by:
‖(t0, t1, t2, t3)‖2 = c
3∑
0
‖ti(+∞)‖2 +
∫ +∞
0
3∑
0
(‖ti(s)‖2 − ‖ti(+∞)‖2) ds.
(3.5)
The moduli space Fn(m; c) has a tri-Hamiltonian action of U(n)× U(m) given by gauge
transformations g with arbitrary values at t = c and with g(0) being block-diagonal with
the off-diagonal blocks equal to 0 and the (n−m)×(n−m) lower-diagonal block being iden-
tity. Both U(n) and U(m) act freely. The hyperka¨hler moment map for the action of U(n)
is (−T1(c),−T2(c),−T3(c)), while the one for the action of U(m) is π(T1(0), T2(0), T3(0)),
where π denotes the projection onto the m×m upper-diagonal block.
The moduli space F˜n(m; c) has a similarly defined free tri-Hamiltonian action of U(m).
In addition, it has a free tri-Hamiltonian action of the diagonal torus T n ≤ U(n) given by
gauge transformations which are asymptotic to exp(−th+ λh) for a diagonal h and real
λ. The moment map for this action is (T1(+∞), T2(+∞), T3(+∞)).
We shall now consider hyperka¨hler quotients of various products of Fn(m; c) and
F˜n(m; c). We observe that the hyperka¨hler quotient construction of say, Fn(m; c)×Fn(l; c′)
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matches solutions (T0(t), T1(t), T2(t), T3(t)) in Fn(m; c) with (−T0(c+ c′− t),−T1(c+ c′−
t),−T2(c+c′−t),−T3(c+c′−t)) for a (T0(t), T1(t), T2(t), T3(t)) in F˜n(m; c). The resulting
space can be identified with the moduli space of solutions to Nahm’s equations on [0, c+c′]
having appropriate poles at t = 0 and at t = c + c′. We recall that the triple backslash
denotes hyperka¨hler quotient (in all our constructions the moment map is canonical and
we quotient its 0-set). We have basic hyperka¨hler isomorphisms:
(
Fn(m; c)× Fn(n; c′)
)
///U(n) ≃ Fn(m; c+ c′)(
Fn(m; c)× F˜n(n; c′)
)
///U(n) ≃ F˜n(m; c+ c′). (3.6)
The group acts diagonally on the product. In particular all F˜n(m; c) can be obtained from
the F˜n(n; c) and the Fn(m; c).
We now define auxiliary moduli spaces Fn,m(c, c
′), Fn˜,m(c, c
′), Fn,m˜(c, c
′), Fn˜,m˜(c, c
′).
Here n,m are arbitrary positive integers and c, c′ are arbitrary positive real numbers. The
spaces are defined as follows:
• if n < m, then Fn,m(c, c′) =
(
Fn(n; c)× Fm(n; c′)
)
///U(n). The spaces with a tilde
over n or m are obtained by replacing the corresponding F with F˜ ;
• if n > m, then Fn,m(c, c′) =
(
Fn(m; c) × Fm(m; c′)
)
///U(m) and similarly for the
other spaces;
• if n = m, then Fn,n(c, c′) is the hyperka¨hler quotient of Fn(n; c)×Fn(n; c′)×Hn by
the diagonal action of U(n).
Remark 3.2. Thus these moduli spaces consist of u(m)-valued solutions T−i on [−x, 0) and
of u(n)-valued solutions T+i on (0, y], where x = c
′ or −∞ and y = c or y = +∞, with
matching conditions at t = 0: if n > m (resp. n < m), then the limit of the m×m upper-
diagonal block of T+i (resp. T
−
i ) at t = 0 is equal to the limit of T
−
i (resp. T
+
i ); if n = m,
then there exists a vector (V,W ) ∈ C2n such that (T+2 + iT+3 )(0+) − (T−2 + iT−3 )(0−) =
VWT and T+1 (0+) − T−1 (0−) = (|V |2 − |W |2)/2. The gauge transformations g(t) satisfy
similar matching conditions: if n 6= m, then the upper-diagonalm×m block is continuous,
the lower-diagonal block is identity at t = 0 and the off-diagonal blocks vanish to order
(n−m− 1)/2; if n = m, then g(t) is continuous at t = 0.
Notice that Fn,m(c, c
′) is isomorphic, as a hyperka¨hler manifold, to Fm,n(c
′, c) and
similarly for Fn˜,m˜(c, c
′). We can now define the moduli spaces we are really interested in.
Let us fix an integer N and consider functions σ : {1, . . . , N−1} → N⊔N is arbitrary and
µ : {1, . . . , N} → R is increasing. We shall denote the second copy of N by N˜ and write
its elements as 1˜, 2˜, 3˜, . . . . We define the moduli space Fσ(µ) as a hyperka¨hler quotient of
Fσ1 (c1)×Fσ2(c2, c′2)× . . .×FσN−1(cN−1, c′N−1)×FσN (c′N ). Here ci+c′i+1 = µ(i+1)−µ(i),
σ1, σN ∈ N ⊔ N and σi : {1, 2} → N ⊔ N for 2 ≤ i ≤ N − 1. Furthermore σ1 = σ(1),
σi(1) = σ(i), σi(2) = σ(i− 1) for 2 ≤ i ≤ N − 1, and σN = σ(N − 1). Finally Fn(c), Fn˜(c)
denote Fn(0; c) and F˜n(0; c). The group by which we quotient is a product of unitary
groups and of tori acting on this product space: we take the diagonal action of U(n) on
Fσi (ci, c
′
i)×Fσi+1(ci+1, c′i+1) (or Fσ1 (c1)×Fσ2(c2, c′2) for i = 1 and similarly for i = N−1)
if σ(i) = n and the diagonal action of T n if σ(i) = n˜.
Remark 3.3. The moduli space Fσ(µ) should be viewed as consisting of solutions to
Nahm’s equations on N − 1 “intervals” Ii, i = 1, . . . , N1 with matching conditions at
the boundary points. If σ(i) ∈ N, then Ii = [µ(i), µ(i + 1)], while if σ(i) ∈ N˜, then
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Ii = [µ(i),+∞) ∪ (−∞, µ(i+ 1)] (see Remark 3.1). The solutions satisfy matching condi-
tions of Remark 3.2 at each µi and are continuous at each infinity. The gauge transfor-
mations satisfy matching conditions of Remark 3.2 at each µi and are exponentially close
to exp(hit+ pi) near ±∞ in Ii, σ(i) ∈ N˜, for some diagonal matrices hi, pi.
A theorem of Hurtubise and Murray [22], giving a full proof of the correspondence
found by Nahm [30], and generalizing the SU(2) case due to Hitchin [19] can be phrased
as follows (this formulation uses the connectivity of the moduli space of SU(N)-monopoles
due to Jarvis [23]):
Theorem 3.4. The moduli space Mm1,... ,mN−1(µ1, . . . , µN ) of framed SU(N)
monopoles of charge (m1, . . . ,mN−1) and the symmetry breaking at infinity equal to
(µ1, . . . , µN ), µi distinct, is diffeomorphic to the moduli space Fσ(µ) with σ(i) = mi
and µ(i) = µi.
Remark 3.5. It is expected, but at present not known (except for N = 2 [31]), that
this diffeomorphism is an isometry. Nevertheless, the twistorial character of Hurtubise
and Murray’s construction shows that this diffeomorphism preserves the three complex
structures and, hence, the Levi-Civita connection. Thus, the geodesics are the same.
Our aim is to show that the metric on Fσ(µ) with σ(i) = mi and µ(i) = µi is asymptotic
to the metric on Fσ˜(µ) with σ˜(i) = m˜i and µ(i) = µi. We shall first compute the metric
on Fσ˜(µ).
4. Complex structures on Fn(m; c) and F˜n(n; c)
All moduli spaces described in the previous section have an isometric action of SU(2) or
SO(3) rotating the complex structures and therefore all complex structures are equivalent.
We shall consider the complex structure I and describe the complex coordinates (and the
complex symplectic form ω2+ iω3) on Fn(m; c) and F˜n(n; c). All other moduli spaces can
be described as open subsets of complex-symplectic quotients of products of these.
We set α = T0 + iT1 and β = T2 + iT3. The Nahm equations can be then written as one
complex and one real equation:
dβ
dt
= [β, α] (4.1)
d
dt
(α + α∗) = [α∗, α] + [β∗, β]. (4.2)
First, we consider Fn(m; c) (cf. [21, 3]).
Let E1, . . . , En denote the standard basis of C
n. There is a unique solution w1 of the
equation
dw
dt
= −αw (4.3)
with
lim
t→0
(
t−(n−m−1)/2w1(t)− Em+1
)
= 0. (4.4)
Setting wi(t) = β
i−1(t)w1(t), we obtain a solution to (4.3) with
lim
t→0
(
ti−(n−m+1)/2wi(t)− Em+i
)
= 0.
In addition there are solutions u1, . . . , um to (4.3) whose last n −m components vanish
to order (n−m+ 1)/2, and which are linearly independent at t = 0. The complex gauge
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transformation g(t) with g−1 = (u1, . . . , um, w1, . . . , wn−m) makes α identically zero and
sends β(t) to the constant matrix (cf. [21])
B =


0 . . . 0 g1
h
...
...
...
0 . . . 0 gm
f1 . . . fm 0 . . . 0 e1
0 . . . 0 1
. . . e2
...
...
. . .
. . .
...
0 . . . 0 0 . . . 1 en−m


. (4.5)
The mapping (α, β) → (g(c), B) gives a biholomorphism between (Fn(m; c), I) and
Gl(n,C)× gl(m,C)×Cn+m [5]. The action of Gl(n,C) is given by the right translations,
and the action of Gl(m,C) is given by p · (h, f, g, e, g(c)) = (php−1, fp−1, pg, e, pg(c)),
where for the last term we embedded Gl(m,C) in Gl(n,C) as the m×m upper-diagonal
block. We can compute the complex symplectic form ω = ω2 + iω3. We denote by b, bˆ
vectors tangent to the space of B’s in (4.5) and by ρ, ρˆ right-invariant vector fields on
Gl(n,C). We have [5]:
ω
(
(ρ, b), (ρˆ, bˆ)
)
= tr
(
ρbˆ− ρˆb −B[ρ, ρˆ]). (4.6)
Now we consider the complex structure of F˜n(n; c). Let n be a unipotent algebra corre-
sponding to the Cartan algebra of diagonal matrices. We consider the open dense subset
F˜ (n) of F˜n(n; c) defined as the set of all solutions (α, β) = (T0 + iT1, T2 + iT3) such that
the intersection of the sum of positive eigenvalues of ad(iT1(+∞)) with with the central-
izer C(β(+∞)) is contained in n. We observe that, since (T1(+∞), T2(+∞), T3(+∞)) is
a regular triple, the projection of T1(+∞) onto C(β(+∞)) is a regular element. Now,
as in [3], we use results of Biquard [8] to deduce that F˜ (n) is biholomorphic to an open
subset of Gl(n,C)×N b where N = expn and b = d+n, d denoting the diagonal matrices.
Briefly, the element g of Gl(n,C) is given by the value at t = 0 of the complex gauge
transformation g(t) which makes (0, β(+∞) + n) into (α, β).
The charts F˜ (n) are glued as follows: [g, d+ n] ∼ [g′, d′ + n′] if and only if n ∈ n, n′ ∈ n′,
and either n′ ⊂ n and there exists an m ∈ N such that gm−1 = g′,Ad(m)(d+ n) = d′+ n′
or vice versa (i.e. n ⊂ n′ etc.).
We remark that F∅ is an open dense subset biholomorphic to an open subset of
Gl(n,C) × d. We shall denote this subset by F˜ regn (n; c). If bd, bˆd denote vectors tan-
gent to the space of diagonal matrices and ρ, ρˆ denote this time left-invariant vector fields
on Gl(n,C), then the form ω is given by [3]:
ω = − tr(bdρˆ− ρbˆd − [ρ, ρˆ]βd). (4.7)
All other moduli spaces F˜n(m; c) and Fσ(µ) can be viewed as hyperka¨hler quotients
of products of Fn(m; c) and F˜n(n; c). Thus, as complex-symplectic manifolds, they are
isomorphic to open subsets of complex-symplectic quotients of the corresponding complex-
symplectic manifolds computed above. The description of the latter quotients is straight-
forward. Let us remark that Hurtubise showed in [21] that if σ(i) = mi, i = 1, . . . , N − 1,
then Fσ(µ) (i.e. the moduli space of SU(N)-monopoles) is biholomorphic to the space of
based rational maps from CP 1 to SU(N)/T (maximal torus) of degree (m1, . . . ,mN1).
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5. Complex-symplectic structure of Fn˜,m˜(c, c
′), n > m
Our aim is to calculate the metric on Fσ(µ) where σ(i) = m˜i. This space has dimension
4p = 4(m1 + . . . +mN−1) and admits a tri-Hamiltonian action of T
p. By the definition
of Fσ(µ), it is a hyperka¨hler quotient, by a torus, of the product spaces F˜n(0; c) and
Fn˜,m˜(c, c
′). The metric on F˜n(0; c) was calculated in [3] - it is the Gibbons-Manton metric
[15] with the mass parameter −1/c. It remains to calculate the metric on Fn˜,m˜(c, c′). For
convenience we shall write
F˜n,m(c, c
′) := Fn˜,m˜(c, c
′).
The dimension of this space is 4(n+m) and it has a tri-Hamiltonian action of an (n+m)-
dimensional torus.
The space F˜n,m(c, c
′) should be thought as consisting of solutions to Nahm’s equations
on (−∞, 0)∪(0,∞), which are u(m)-valued on (−∞, 0), u(n)-valued on (0,∞), and satisfy
appropriate matching conditions at zero. In what follows we shall usually say “F˜n,m(c, c
′)
is biholomorphic to . . . ” rather than “F˜n,m(c, c
′) is biholomorphic to an open subset of
. . . ”. This never leads to any problems.
We consider the space F˜n,m(c, c
′) for n > m. From its description as a complex-
symplectic quotient, F˜n,m(c, c
′) is given by charts of the form {(b−, (g, b+)} ∈ b×
(
Gl(n,C)×N ′
b′
)
such that gb+g
−1 is of the form (4.5) with h = b−. Let us consider the chart on which
b = dm and b
′ = dn (dm and dn denote m × m and n × n diagonal matrices). Let us
write the elements of dm as diag(κ1, . . . , κm) and the elements of dn as diag(β1, . . . , βn).
Let q+(z) =
∏
(z − βi) and q−(z) =
∏
(z − κi). We assume that the roots of both these
polynomials are distinct and we consider multiplication by z on C[z]/(q+). It is a linear
operator which, in the basis ∏
j 6=i(z − βj)∏
j 6=i(βi − βj)
, i = 1, . . . , n, (5.1)
is the diagonal matrix diag(β1, . . . , βn). On the other hand, in the basis∏
j 6=i(z − κj)∏
j 6=i(κi − κj)
, q−(z), . . . , z
n−m−1q−(z), i = 1, . . . ,m, (5.2)
the multiplication by z is given by a matrix of the form (4.5) with fi = 1
/∏
j 6=i(κi − κj).
Let Z be the matrix transforming the basis (5.1) into (5.2). Then any g which sends
diag(β1, . . . , βn) to a matrix of the form (4.5) can be written as
diag(v−11 , . . . , v
−1
m , 1, . . . , 1)Z diag(u1, . . . , un). (5.3)
We shall now compute Z. We introduce one more basis of C[z]/(q+):
1, . . . , zn−1. (5.4)
The passage from (5.1) to (5.4) is given by V (β1, . . . , βn)
−1, where V (β1, . . . , βn) is the
Vandermonde matrix, i.e. its (i, j)-th entry is (βi)
j−1. We then compute the passage from
(5.4) to (5.2) as given by the matrix
L =
(
Vκ W
0 H
)
, (5.5)
where Vκ = V (κ1, . . . , κm), Wij = (κi)
m+j−1 and H is upper-triangular with Hij =
(−1)i−jHi−j , where Hk denotes the k-th complete symmetric polynomial in κ1, . . . , κm,
i.e. the sum of all monomials of degree k.
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Remark 5.1. The factorization Z = LV −1 is unique only if βi 6= κj for all i, j. If, for
instance, β1 = κ1, then the above g sends diag(β1, . . . , βn) to a matrix of the form (4.5)
with g1 = 0. However, there is then another g which makes f1 = 0.
We calculate the complex symplectic form on F˜n,m(c, c
′). The chart where βi 6= βj , κr 6=
κs, βi 6= κs for all i, j = 1, . . . , n, i 6= j, r, s = 1, . . . ,m, r 6= s, can be described as con-
sisting of pairs
(
(g−, κd), (g+, βd)
)
, where κd = diag(κ1, . . . , κm), βd = diag(β1, . . . , βn),
g− = V
−1
κ diag(v1, . . . , vm), g+ = V
−1
κ LV
−1
β diag(u1, . . . , un). According to the formula
(4.7), the complex symplectic form in this chart is equal to:
ω = − tr(kdρ˜− − ρ−k˜d − κd[ρ−, ρ˜−] + bdρ˜+ − ρ+b˜d − βd[ρ+, ρ˜+]).
Here kd, ρ−, bd, ρ+ are dual to, respectively, κd, (g−)
−1dg−, dβd, (g+)
−1dg+.
The first three terms can be computed as in [3] and give
m∑
i=1
dvi
vi
∧ dκi −
∑
i<j
dκi ∧ dκj
κi − κj . (5.6)
To compute the remaining two terms let us writeX = V −1κ L and Y = V
−1
β diag(u1, . . . , un).
Let us also write βc = Y βdY
−1 and bc, x, y for vector fields dual to βc, X
−1dX, Y −1dY .
Then ρ+ = Y
−1xY + y and bc = Y bdY
−1+Y [y, βd]Y
−1. Thus the last three terms in the
above formula can be rewritten as
− tr(bdρ˜+ − ρ+b˜d − βd[ρ+, ρ˜+]) = − tr(bdy˜ − yb˜d + bdY −1x˜Y − Y −1xY b˜d
−βd[y, y˜]−βd[y, Y −1x˜Y ]−βd[Y −1xY, y˜]−Y βdY −1[x, x˜]
)
= ω+−tr
(
Y bdY
−1x˜−xY b˜dY −1
−Y βdY −1[Y yY −1, x˜]−Y βdY −1[x, Y y˜Y −1]−Y βdY −1[x, x˜]
)
= ω+−tr
(
bcx˜−xb˜c−βc[x, x˜]
)
.
Here ω+ = − tr
(
bdy˜ − yb˜d − βd[y, y˜]
)
, which, again as in [3], is equal to
n∑
i=1
dui
ui
∧ dβi −
∑
i<j
dβi ∧ dβj
βi − βj . (5.7)
For the remaining terms we observe that dβc is upper triangular and X
−1dX is strictly
upper-triangular. Hence the remaining terms vanish and the complex-symplectic form on
F˜n,m(c, c
′) is given by:
ω =
n∑
i=1
dui
ui
∧ dβi −
∑
i<j
dβi ∧ dβj
βi − βj +
m∑
i=1
dvi
vi
∧ dκi −
∑
i<j
dκi ∧ dκj
κi − κj . (5.8)
6. Twistor space and the metric of F˜n,m(c, c
′), n > m
First, we compute the twistor space of Fn(m; c). Let ζ be the affine coordinate on CP
1.
The twistor space of any hyperka¨hler manifold admitting an action of SU(2) rotating the
complex structures can be trivialized using just two charts ζ 6=∞ and ζ 6= 0. For a moduli
space of solutions to Nahm’s equations this is achieved by putting η = β+(α+α∗)ζ−β∗ζ2,
u = α − β∗ζ over ζ 6= ∞ and η˜ = β/ζ2 + (α + α∗)/ζ − β∗, u˜ = −α∗ − β/ζ over ζ 6= 0.
Then, over ζ 6= 0,∞, we have η˜ = η/ζ2, u˜ = u − η/ζ. Moreover, the real structure is
ζ 7→ −1/ζ¯, η 7→ −η∗/ζ¯2, u 7→ −u∗ + η∗/ζ¯ (cf. [12, 9]).
We consider the matrix (4.5). We have
Lemma 6.1. The (i, j)-th entry of expBt/ζ is of the form 1(i−j)! (t/ζ)
i−j +O(ti−j+1) for
i > j > m.
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Proof. We write (Bt/ζ)k in the block form as(
P (k) Q(k)
R(k) S(k)
)
.
One then checks by induction that:
S(k)(r,s) =


0 if k < r − s
(t/ζ)r−s if k = r − s
O(tr−s+1) if k > r − s
and similarly for the other blocks.
Therefore the (m+ 1)-th column, denoted by p˜m+1 of g
−1(t) exp{Bt/ζ} is of the form
tn−m−1p+O(tn−m), for some vector p. This means that p belongs to the −(n−m−1)/2-
eigenspace of Res u˜, and so is of the form aEn (En is the n-th vector of the standard
basis), for some constant a. Computing the tn−m−1-term of the last entry of p˜m+1 gives
(Res η)n−m−1Em+1
(
ζn−m−1(n−m− 1)!)−1 = ζ−(n−m−1), and so a = ζ−(n−m−1). Thus,
as in (4.4), w˜1 = ζ
n−m−1pm+1 is a solution w˜1(t) to
d
dt w˜1 = −u˜w˜1 with
lim
t→0
(
t−(n−m−1)/2w1(t)− En
)
= 0.
In the same vein we see that w˜i(t) = ζ
n−m+1−2ip˜m+i, where p˜m+i is the (m+i)-th column
of g−1(t) exp{Bt/ζ}. In other words g˜(t) = d(ζ) exp{Bt/ζ}g(t) where
d(ζ) = diag{1, . . . , 1, ζ−(n−m−1), . . . , ζ(n−m−1)}.
Similar computations show that the real structure sends B to −r(ζ)(B∗/ζ¯2)r(ζ)−1 and
g to r(ζ) exp{B∗/ζ¯}(g∗)−1 where
rij(ζ) =
{
0 if i+ j 6= n+m+ 1
(−1)j−1ζ¯n+m+1−2j if i+ j = n+m+ 1. (6.1)
Now we consider the subset of F˜n(n; c), where the eigenvalues of β(+∞) are distinct.
We have assigned to each element of this set the pair (β(+∞); g). We know that β˜(+∞) =
β(+∞)/ζ2. The argument in section 2 shows then that g˜ = g exp{−cβ(+∞)/ζ}. The
real structure sends g to (g∗)−1 exp{cβ(+∞)∗/ζ¯}.
Now we wish to calculate the twistor space of F˜n,m(c, c
′) for n > m. This space is a
hyperka¨hler quotient of Fn(m; 1)× F˜n(m; c−1)× F˜m(m; c′). On the subset corresponding
to the same chart as in section 5 (i.e. b = dm and b
′ = dn), the coordinates are given by
β(−∞), β(+∞) and g such that gβ(+∞)g−1 is of the form (4.5) with h = β(−∞). This
g can be written as (g3)
−1g1g2, where g1 (resp. g2, resp. g3) is the g considered above for
Fn(m; 1) (resp. F˜n(m; c− 1), resp. F˜m(m; c′)). It follows that
g˜ = exp{c′β(−∞)/ζ}(g3)−1d(ζ) exp{B/ζ}g1g2 exp{−(c− 1)β(+∞)/ζ}
which can be rewritten as
exp{c′β(−∞)/ζ}d(ζ)(g3)−1g1g2 exp{−cβ(+∞)/ζ}.
Therefore
g˜ = exp{c′β(−∞)/ζ}d(ζ)g exp{−cβ(+∞)/ζ}.
We now compute the twistor space in coordinates κ1, . . . , κm,v1, . . . , vm,β1, . . . , βn,
u1, . . . , un of section 5. We know that κ˜i = κi/ζ
2 and β˜j = βj/ζ
2. The matrix g is
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given by (5.3), where Z = LV −1 where L is described by (5.5) and V is the Vandermonde
matrix for β1, . . . , βn. We obtain equations (here vi = v˜i = 1 and κi = κ˜i = 0 for i > m):
v˜−1i u˜jZ˜ij = exp{(c′κi − cβj)/ζ}di(ζ)Zijv−1i uj .
In addition Z˜ij = Zij if i ≤ m and Z˜ij = ζ2i−2Zij if i > m. Hence
v˜−1i u˜j =
{
exp{(c′κi − cβj)/ζ}v−1i uj if i ≤ m
ζ−n−m+1 exp{−cβj/ζ}v−1i uj if i > m.
As vi = v˜i = 1 for i > m, we finally obtain
v˜i = ζ
−n−m+1 exp{−c′κi/ζ}vi (6.2)
u˜j = ζ
−n−m+1 exp{−cβj/ζ}uj. (6.3)
Finally, the real structure is computed as in [3]:
βi 7→ −β¯i/ζ¯2, ui 7→ u¯−1i (1/ζ¯)n+m−1ecβ¯i/ζ¯
∏
j 6=i
(β¯i − β¯j)
m∏
j=1
(β¯i − κ¯j) (6.4)
κi 7→ −κ¯i/ζ¯2, vi 7→ v¯−1i (1/ζ¯)n+m−1ec
′κ¯i/ζ¯
∏
j 6=i
(κ¯i − κ¯j)
n∏
j=1
(κ¯i − β¯j) (6.5)
We now have to calculate the real sections. First of all we have
βi(ζ) = zi + 2xiζ − z¯iζ2 for i = 1, . . . , n, (6.6)
κi(ζ) = zn+i + 2xn+iζ − z¯n+iζ2 for i = 1, . . . ,m, (6.7)
where pi = (zi, xi) ∈ C×R are such that pi 6= pj if i 6= j. These curves of genus 0 should
be thought of as spectral curves of individual monopoles. Let Si denote either βi or κi.
Two curves Si and Sj intersect in a pair of distinct points aij and aji, where
aij =
(xi − xj) + rij
z¯i − z¯j , rij =
√
(xi − xj)2 + |zi − zj|2. (6.8)
As in [3], if i, j ≤ n, then ui has a zero at aji and is nonzero at aij . Similarly, if i, j > n,
then vi−n has a zero at aji and is nonzero at aij . Let us consider what happens when
i ≤ n and j > n (and no other curves intersect Si at aji). First of all, computing the
characteristic polynomial of (4.5) gives [21]:
det(η −B) = det(η − h)(ηn−m − en−mηn−m−1 − . . .− e1)− f(η − h)adjg,
(6.9)
from which we conclude that fj−ngj−n is zero at both aij and aji. This implies, since
fi = vi/
∏
s6=i(κi − κs), that vj−n is zero precisely when fj−n is zero. Now, if the passage
from diag(β1, . . . , βn) to (4.5) is given by the matrix G of the form (5.3) with Z = LV
−1,
then Gj−n,s = 0 if s 6= i and Gj−n,i = v−1j−nui. This has two implications: 1) ui is zero if
and only if vj−n is, and 2) gj = 0 in (4.5). Hence, in this situation, vj−n 6= 0. Thus ui and
vj−n are zero at exactly one of the two points of intersection of Si and Sj . Furthermore,
since κk(ζ) does not intersect βl(ζ) at aij or aji if k 6= j − n or l 6= i, we conclude that
fkgk 6= 0 at aij or aji if k 6= j − n. Thus vk(aij) 6= 0 and vk(aji) 6= 0 for k 6= j − n. Since
G(aij) and G(aji) are invertible we also have ul(aij) 6= 0 and ul(aji) 6= 0 for l 6= i.
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Summing up, ui(ζ), i ≤ n, and vi(ζ), i ≤ m, are of the form:
ui(ζ) = Ai
∏
j≤n
j 6=i
(ζ − aji)
∏
j>n
(ζ − cij)ec(xi−z¯iζ), (6.10)
vi(ζ) = Bi
∏
j≤m
j 6=i
(ζ − aj+n,i+n)
∏
j≤n
(ζ − ci+n,j)ec
′(xi−z¯iζ). (6.11)
Here cij can be either aij or aji and is at present undetermined. The reality condition
implies that
AiA¯i =
∏
j≤n
j 6=i
(xi − xj + rij)
∏
j>n
(±(xi − xj) + rij),
BiB¯i =
∏
j≤m
j 6=i
(xi+n − xj+n + ri+n,j+n)
∏
j≤n
(±(xi+n − xj) + ri+n,j),
where the undetermined signs are positive if cij = aji and negative if cij = aij . By
continuity, these formulae extend to the case when more than two Si intersect at a point.
We can now compute the metric on F˜n,m(c, c
′) up to the above sign indeterminacy.
This metric is of the form (2.1) and it is enough to compute the matrix Φ. The complex
symplectic form on the twistor space is given by the formula (5.8) and it follows from it
that each factor in (6.10) (resp. (6.11)) together with the corresponding factor of |Ai|
(resp. |Bi|) gives a separate contribution to Φ (the coefficient of ζ in the expansion
of ω is the Ka¨hler form ω1). The factors of ui, indexed by j ≤ n, together with the
exponential term, describe exactly the twistor space of the Gibbons-Manton metric (2.2)
with mass parameter −1/c, as computed in Proposition 6.2 of [3], providing that the
complex symplectic form is taken to be the first two terms of (5.8). Thus these terms
contribute
c−
∑
j≤n
j 6=i
1
rij
to Φii, i ≤ n, and 1/rij to Φij for i, j ≤ n, i 6= j. An exactly parallel statement holds
for the factors of vi indexed by j ≤ m plus the exponential term. The remaining factors
contribute terms in duiui ∧dβi and
dvi
vi
∧dκi. The calculation in the proof of Theorem 6.4 in
[3] shows that the contribution of these factors to the matrix Φ are Gibbons-Manton-like
terms with positive or negative sign. Thus we conclude that the matrix Φ for F˜n,m(c, c
′)
is given by (2.3) with
ci =
{
c if i ≤ n
c′ if i > n,
(6.12)
sij =
{
−1 if i, j ≤ n or i, j > n
(−1)ǫij if i ≤ n, j > n or i > n, j ≤ n. (6.13)
Here ǫij = 0 if cij = aij and ǫij = 1 if cij = aji. We shall eventually see (Lemma 9.6)
that all ǫij are equal to zero.
ASYMPTOTIC METRICS FOR SU(N)-MONOPOLES 13
7. The metric on F˜n,n(c, c
′)
This space is the hyperka¨hler quotient of F˜n(n; c) × F˜n(n; c′) × Hn by the diago-
nal action of U(n). According to section 4 its complex charts can be described as(
b−, (g, b+), (V,W )
) ∈ b× (Gl(n,C)×N ′ b′)× C2n with gb+g−1 = b− + VWT .
Our first step is to calculate the complex-symplectic form on the set where b = b′ =
d. Let us write β+d = diag(β
+
1 , . . . , β
+
n ) for b+ and β
−
d = diag(β
−
1 , . . . , β
−
n ) for b− on
this set. The choice of our chart implies that β+i 6= β+j and β−i 6= β−j for i 6= j. In
addition we suppose that β−i 6= β+j for all i, j ≤ n. Then one of β−d , β+d , say β−d , is
invertible. Since all components of W must be nonzero (otherwise the spectra of β−d
and β+d are not disjoint), W is cyclic for β
−
d . Consider the basis given by columns of(
(β−d )
n−1W, (β−d )
n−2W, . . . ,W
)T
, in which β− is of form (4.5) (with m = 0) and WT =
(0, 0, . . . , 1). Thus, β+ is also of form (4.5). We can therefore describe this chart as
consisting of pairs
(
(g−, β
−
d ), (g+, β
+
d )
)
with g−β
−
d (g−)
−1 and g+β
+
d (g+)
−1 both of form
(4.5) (with m = 0). We have g± = V (β
±
1 , . . . , β
±
n )
−1 diag(u±1 , . . . , u
±
n ). The form ω, via
the complex-symplectic quotient, can be written as (b±d , ρ± are dual to β
±
d , (g±)
−1dg±):
ω = − tr(b+d ρ˜+ − ρ+b˜+d − β+d [ρ+, ρ˜+] + b−d ρ˜− − ρ−b˜−d − β−d [ρ−, ρ˜−]),
which can be computed as in [3] giving:
ω =
n∑
i=1
du−i
u−i
∧ dβ−i −
∑
i<j
dβ−i ∧ dβ−j
β−i − β−j
+
n∑
i=1
du+i
u+i
∧ dβ+i −
∑
i<j
dβ+i ∧ dβ+j
β+i − β+j
.
(7.1)
We now wish to compute the twistor space of F˜n,n(c, c
′). We proceed as in the previous
section. A calculation done there shows that the coordinates g, β−d , β
+
d (here gβ
+
d g
−1 =
β−d + VW
T ) change from ζ 6=∞ to ζ 6= 0 as:
β˜±d = β
±
d /ζ
2, g˜ = exp{c′β−d }g exp{−cβ+d }.
Moreover, since the twistor space of Hn is simply O(1)⊗ C2n, we have
V˜ = V/ζ, W˜ =W/ζ.
We wish to pass to coordinates β±i , u
±
i , i = 1, . . . , n. The passage from the basis in which
β± are diagonal to the one in which they are of the form (4.5) is achieved by the matrix
H =
(
(β−d )
n−1W, (β−d )
n−2W, . . . ,W
)T
.
Thus g− = Hd and g+ = Hdg for some diagonal d. We have d˜ = d exp{−c′β−d } (d
is g− in the chart in which b− is diagonal). On the other hand we have written g± =
V (β±1 , . . . , β
±
n )
−1 diag(u±1 , . . . , u
±
n ). Comparing the two formulae in the two charts, we
conclude that u±i (ζ) changes from ζ 6=∞ to ζ 6= 0 as:
u˜+i = ζ
1−2n exp{−cβ+i /ζ}u+i , i = 1, . . . , n,
u˜−i = ζ
1−2n exp{−c′β−i /ζ}u−i , i = 1, . . . , n.
The real structure is given by the formulae (6.4) and (6.5) with m = n, βi = β
+
i , κi =
β−i , ui = u
+
i , vi = u
−
i .
We have to know what happens to the u±i (ζ) when two curves β
±
i (ζ) intersect. As
in the previous section we write Si(ζ) = β
+
i (ζ) = zi + 2xiζ − z¯iζ2, Sn+i(ζ) = β−i (ζ) =
zn+i + 2xn+iζ − z¯n+iζ2, and we denote the intersection points of Si and Sj by aij , aji.
These are given by the formula (6.8).
Consider first the intersection of Si and Sj where both i and j are either less than or
equal to n (and no other Sk intersect at aij , aji). We can still assume generically that the
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spectra of β−d and β
+
d are disjoint and, hence, W is cyclic for β
−
d . Then H is invertible at
aij , aji and so are g±. We compute, as in [3], that each u
±
i has a zero at the intersection
point aji and is nonzero at aij , and all other u
±
s , s 6= i, j are nonzero at both aij and aji.
The same argument works in the case when both i and j are greater than n.
Now consider the intersection of Si and Sj where i ≤ n and j > n. In the chart in
which β− is diagonal, we had gβ+d g
−1 = β−d + VW
T . Thus det(β−d − β+i 1 + VWT ) = 0.
Since VWT has rank one, and so all its k × k, k > 1, minors vanish, we have for any
diagonal matrix d = diag(d1, . . . , dn) the formula
det(d+ VWT ) =
∏
k
dk +
∑
k

VkWk∏
l 6=k
dl

 . (7.2)
In our case dj = 0 and dk 6= 0 for k 6= j. We conclude that VjWj vanish at both aij and
aji. However both Vj and Wj are sections of O(1) and so have exactly one zero. Thus
Wj vanishes at either aij or aji (and only one of them). Furthermore, if we consider the
diagonal matrix d = β−d − β−s 1, s 6= j, then, by the above argument, the non-vanishing of
det(d+VWT ) implies that VsWs does not vanish at either aij or aji if s 6= j. In summary,
it is precisely the j-th column of H that vanishes at either aij or aji. Thus the same
statement holds for both g− and g+, and, as g± = V (β
±
1 , . . . , β
±
n )
−1 diag(u±1 , . . . , u
±
n ),
we conclude that both u−j and u
+
j vanish at either aij or aji and no other u
±
s vanishes
at either aij or aji. This means that u
+
i is given by the formula (6.10) and u
−
i is given
by the formula (6.11) (with n = m). Once more, the formulae extend to the non-generic
case. The remainder of the previous section can be now repeated word by word, and we
conclude that the metric on F˜n,n(c, c
′) is of the form (2.1) with Φ given by (2.3) where
the ci and sij are given by (6.12) and (6.13).
8. Topology of F˜n,m(c, c
′)
We shall discuss the topology of F˜n,m(c, c
′). This space can be viewed as a moduli
space of solutions to Nahm’s equations defined on (−∞, 0]∪ (0,+∞) with the appropriate
matching at 0. The tri-Hamiltonian action of T n+m = T n×Tm gives us the moment map
to R3 ⊗ Rn+m which is simply((
T1(+∞),−T1(−∞)
)
,
(
T2(+∞),−T2(−∞)
)
,
(
T2(+∞),−T2(−∞)
))
.
Before stating the result let us recall that a basis of the second homology H2
(
C˜p(R
3),Z
)
of a configuration space C˜p(R
3) is given by the p(p− 1)/2 2-spheres
S2ij = {(x1, . . . ,xp) ∈ R3 ⊗ Rp; |xi − xj | = const , xk = const if k 6= i, j}
(8.1)
where i < j. We have:
Proposition 8.1. The above moment map induces a homeomorphism between the orbit
space of F˜n,m(c, c
′) and C˜n(R
3)× C˜m(R3). The set of principal T n+m-orbits of F˜n,m(c, c′)
maps to C˜n+m(R
3) and as a T n+m-bundle is determined by the element (h1, . . . , hn+m)
of H2
(
C˜n+m(R
3),Zn+m
)
given by
hk(S
2
ij) =


sij if k = i
−sij if k = j
0 otherwise,
where the sij are given by (6.13).
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Proof. Let us fix an element (τ+, τ−) of C˜n(R
3)×C˜m(R3). Identify τ+ with a regular triple
(τ+1 , τ
+
2 , τ
+
3 ) of diagonal n×n matrices and similarly τ− with a regular triple (τ−1 , τ−2 , τ−3 )
of diagonalm×mmatrices. As in Proposition 5.2 of [3] the space of T n+m-orbits mapping
to (τ+, τ−) can be identified with the set of solutions to Nahm’s equations with T0 ≡ 0
and having values conjugate to (τ+,−τ−) at +∞ and at −∞. If n > m, this space is
diffeomorphic to the hyperka¨hler quotient X of the product M(τ+1 , τ
+
2 , τ
+
3 )× Fn(m; 1)×
M(τ−1 , τ
−
2 , τ
−
3 ) by U(n)×U(m), where the M ’s are Kronheimer’s hyperka¨hler structures
on Gl(n,C)/(T n)C and Gl(m,C)/(Tm)C [26]. If n = m, this space is diffeomorphic to the
hyperka¨hler quotient X of the product M(τ+1 , τ
+
2 , τ
+
3 )×Hn ×M(τ−1 , τ−2 , τ−3 ) by U(n).
The first statement will be proved if we can show that these hyperka¨hler quotients are
single points. First we show that the corresponding complex-symplectic quotient, with
respect to a generic complex structure I (i.e. one in which M(τ±1 , τ
±
2 , τ
±
3 ) are biholomor-
phic to regular adjoint orbits), are single points.
(1) n > m. Let M(τ+1 , τ
+
2 , τ
+
3 ) be complex-symplectic isomorphic to the adjoint or-
bit O+ of diag(β+1 , . . . , β
+
n ) (β
+
i distinct) and M(τ
−
1 , τ
−
2 , τ
−
3 ) to the adjoint orbit O
− of
diag(β−1 , . . . , β
−
m) (β
−
i distinct). First of all, the complex symplectic quotient ofM(τ
+
1 , τ
+
2 , τ
+
3 )×
Fn(m; 1) by Gl(n,C) can be identified with the set U of elements of O
+ which are of the
form (4.5). Then the zero-set of the complex moment map for the action of Gl(m,C) on
U ×O− can be identified with the set Y of matrices of the form (4.5) which belong to O+
and such that h belongs to O−. We have to show that Y is a single orbit of Gl(m,C).
Since the β−i are distinct we can diagonalize h. Then the equation (6.9) shows that the
ei’s and the products figi are determined. Thus we obtain a single (C
∗)m-orbit.
(2) n = m. We make the same assumption about the complex-symplectic structure of
the two M ’s. The zero set of the complex moment map for the action of Gl(n,C) on
O+ × O− × C2n is the set {(a, b, V,W ) ∈ O+ × O− × Cn × Cn; a = b + VWT }. Again
we have to show that this set is a single orbit of Gl(n,C). Let us diagonalize b and use
the formula (7.2) with d = b− η1. Substituting β−i for η shows that ViWi is determined,
i = 1, . . . , n. We obtain a single (C∗)n-orbit.
We remark that the above proof shows that the action of GC, where GC is Gl(n,C)×
Gl(m,C) in case (1) or Gl(n,C) in case (2), on the zero-set of the complex moment map
has closed orbits of the form GC/TC for some subtorus T of G.
Thus, to prove the first statement, we have to show that the complex-symplectic and
the hyperka¨hler quotient coincide. The proof of this requires a substantial detour from
the main line of argument and will be given in the appendix A. Let us remark that
Hurtubise’s argument [21] for matching solutions to Nahm’s equations on two (or more)
intervals cannot be adapted to the case of two half-lines (in this case his Lemma 2.19 will
not provide any information).
It is clear from the description of the sections of the twistor space - formulae (6.10)
and (6.11) - that the action is free precisely over C˜n+m(R
3). To determine the principal
bundle, one merely has to repeat the calculation in the proof of Proposition 6.3 in [3].
Corollary 8.2. The action of T n+m on F˜n,m(c, c
′) extends to the global action of (C∗)n+m
with respect to any complex structure.
Proof. This is equivalent to showing that, if we fix ζ ∈ CP 1, then the ui(ζ) and vj(ζ) of
(6.10) and (6.11) can take arbitrary complex values (with appropriate degenerations at
the intersection points of the βi(ζ)). If, for example ζ = 0, then the zi are fixed and one
solves for the xi. One shows that a solution always exists and by the previous result the
corresponding point lies in F˜n,m(c, c
′).
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9. Asymptotic comparison of metrics
We consider the moduli space Mm1,... ,mN−1(µ1, . . . , µN ) of SU(N) monopoles with
maximal symmetry breaking. We wish to compare the metric on Fm1,... ,mN−1(µ1, . . . , µN )
(whose Levi-Civita connection coincides with that on Mm1,... ,mN−1(µ1, . . . , µN )) with the
metric on Fm˜1,... ,m˜N−1(µ1, . . . , µN ). As discussed in Remark 3.3, this space consists of
solutions to Nahm’s equations on the union of Ik where Ik = [µk,+∞)∪ (−∞, µk+1] with
matching conditions at the endpoints of each Ik. It will be convenient to write
Ik = [[µk, µk+1]]
and denote the “middle point” ±∞ by ∞k. We shall also use double brackets for any
connected subset of [[µk, µk+1]].
The space Fm˜1,... ,m˜N−1(µ1, . . . , µN ) should be thought of as consisting of m = m1 +
· · · +mN−1 particles with phases. The positions of particles are xki = (xki ,Re zki , Im zki ),
i ≤ mk, k = 1, . . .N −1, where diag(xk1 , . . . , xkmk) =
√−1T1(∞k) and diag(zk1 , . . . , zkmk) =
(T2 +
√−1T3)(∞k). We put
Rk = min{|xki − xkj |; i 6= j}. (9.1)
Let us also write
Zk = min{|zki − zkj |; i 6= j}, (9.2)
and denote by F regm˜1,... ,m˜N−1(µ1, . . . , µN ) the subset of Fm˜1,... ,m˜N−1(µ1, . . . , µN ) where
Zk > 0 for k = 1, . . . , N − 1. This subset depends on the chosen complex structure
(which is I in the case at hand). If we write for this complex structure, as in section 4,
α for T0 + iT1, β for T2 + iT3, then we can define the subset F
reg
m1,... ,mN−1(µ1, . . . , µN) of
Fm1,... ,mN−1(µ1, . . . , µN ) as the set of (α, β) such that the eigenvalues of β restricted to
the k-th interval, k = 1, . . . , N − 1, are distinct.
We define subset U(γ, δ, C) of Fm˜1,... ,m˜N−1(µ1, . . . , µN ) as follows
U(γ, δ, C) = {x; min
k
Zk(x) ≥ δ, min
k
Rk(x) ≥ C, ζTΦζ ≥ γ|ζ|2 ∀ζ ∈ Rm},
(9.3)
where Φ is given by (2.3)-(2.5) and m =
∑
mk.
We have canonical local complex coordinates on F regm˜1,... ,m˜N−1(µ1, . . . , µN ):
(w1, . . . , wm) := {zki , uki ; i = 1, . . . ,mk, k = 1, . . . , N − 1} (9.4)
where the uki are given by the local C
m-action, m =
∑
mk.
Let g˜, g denote the metrics on F regm˜1,... ,m˜N−1(µ1, . . . , µN ) and F
reg
m1,... ,mN−1(µ1, . . . , µN )
respectively, and let Σ be the product of symmetric groups
∏N−1
k=1 Σmk . We can now state
the two main results of the paper.
Theorem 9.1. The hyperka¨hler metric on Fm˜1,...,m˜N−1(µ1, . . . , µN ) is determined by the
matrix Φ of the form (2.3) with the ci and sij given by (2.4) and (2.5).
Theorem 9.2. There exists a complex-symplectic isomorphism φ from
F regm˜1,... ,m˜N−1(µ1, . . . , µN )/Σ to F
reg
m1,... ,mN−1(µ1, . . . , µN ) with the following property:
Let us write
φ∗g − g˜ = Re
∑
Sijdwi ⊗ dw¯j
in coordinates (9.4). Then, for any positive γ, δ, there is a C = C(γ, δ) such that on the
set U(γ, δ, C) defined by (9.3), we have
|DlSij | ≤ Ale−λR, l = 0, 1, 2, . . . , (9.5)
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where R = min{Rk; k = 1, . . . , N − 1} and Al, λ > 0 are constants depending only on γ, δ.
Remarks . 1. For a possible generalization see the discussion at the end of the section.
2. One can alternately use the coordinates given by positions and phases of particles
and obtain a completely analogous statement. This follows at once from the explicit
formulae for the metric and the twistor space of Fm˜1,... ,m˜N−1(µ1, . . . , µN ). We see that
the coordinate change map and its inverse have all derivatives uniformly bounded on
U(γ, δ, C) (cf. [2], section 13.F for the case of Taub-NUT).
The proof of Theorems 9.1 and 9.2 will be separated into several parts. We shall write
M for F regm1,... ,mN−1(µ1, . . . , µN ) and M˜ for F
reg
m˜1,... ,m˜N−1
(µ1, . . . , µN ). As usual, we use
the same letter to denote constants varying from line to line.
Part 1: Construction of φ. This is completely analogous to the SU(2) case. One
goes via an intermediate moduli space MI consisting of solutions (α, β) to the complex
Nahm equation which are constant and diagonal on each [[µk + c, µk+1 − c]] for some
c < min{(µk+1 − µk)/2; k = 1, . . . , N − 1} and satisfy appropriate matching conditions
at each µk, modulo gauge transformations g(t) which satisfy the matching conditions of
Remark 3.3. In particular g(t) = exp{hkt − pk} near ∞k for some complex diagonal
matrices for diagonal hk, pk. The passage from MI to M is given by restricting these
solutions to the union of [[µk, (µk + µk+1)/2]] ∪ [[(µk + µk+1)/2, µk+1]], viewing them as
solutions to the complex Nahm equation on [µ1, µN−1] and solving the real equation as
in [21].
The map fromM toMI/Σ is defined by using a complex gauge transformation to make
an element (α, β) of M constant and diagonal on each [µk + c, µk+1 − c], cut off at the
center of each interval and extend trivially onto [[µk, µk+1]].
The passage from M˜ to MI is given, as in section 4, by making a solution constant and
diagonal on each [[µk+c, µk+1−c]] by a complex gauge transformation with g(∞k) = 1 and
g(t) = 1 on each [µk, µk + c/2]∪ [µk+1 − c/2, µk+1]. The inverse mapping is given by first
solving the real Nahm equation by a complex transformation which is exponentially close
to exp{hkt−pk} near∞k for some diagonal hk, pk. To see that this can be done we argue
as follows (cf. [3]). By the argument in the proof of Proposition 8.1, we can first solve
the real equation on each (∞k−1, µk) ∪ (µk,∞k) by bounded gauge transformation gk(t)
satisfying the matching condition at µk. Now, from Corollary 8.2 and the definition of M˜
as the hyperka¨hler (and so complex-symplectic) quotient of the F˜(n,m)(c, c
′), we conclude
that there is a global action of (C∗)m on M˜ . Using this action allows us to replace the gk
by a gauge transformation g(t) which is exponentially close to exp{hkt − pk} near each
∞k and which also solves the real equation.
We still have to show that φ respects complex-symplectic forms. However, φ was
constructed using only a) complex gauge transformations, and b) restriction or extension
of constant solutions. Both of these operations respect the complex-symplectic forms
involved.
Part 2: Estimates on solutions. We first obtain estimates on solutions to Nahm’s
equations. Recall that the biholomorphism φ was defined as the composition φ = φ2φ1
with φ1 : M˜ → MI and φ2 : MI → M . Let (α, β) be a solution to Nahm equations on a
half-line [x,+∞), with min{|βii(+∞)− βjj(+∞)|; i 6= j} ≥ δ > 0. For any ǫ > 0, we can
assume that α and β are lower-triangular on [x+ ǫ/2,+∞) (this is done as in [6]: one can
conjugate β to be lower-triangular on [x + ǫ/2,+∞) by a unitary gauge transformation;
(4.1) implies then that α is also lower-triangular). Then the apriori estimates from section
1 in [6] show that
|αij(t)|+ |βij(t)| ≤Me−λRijt (9.6)
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for i > j and t ≥ x+ ǫ. Here Rij = |Reαii(+∞)− Reαjj(+∞)|+ |βii(+∞)− βjj(+∞)|
and M,λ > 0 are constants depending only on δ, ǫ (and the Lie-algebra to which α, β
belong). For the diagonal part of α one has the following estimate ([6], end of section 1):
|Reαii(t)− Reαii(+∞)| ≤ K
for all i and t ≥ x+ ǫ, K = K(δ, ǫ). Then the real Nahm equation (4.2) gives
d
dt
(Reαii) ≤M
∑
i>j
Rije
−λRijt,
from which we conclude, that for all i and t > x+ ǫ,
|Reαii(t)− Reαii(+∞)| ≤Me−λRt, R = minRij . (9.7)
Notice also that we can use the gauge freedom to make Imαii constant on [x+ ǫ,+∞).
Now, φ1 was defined by a complex gauge transformation p(t), with p(∞k) = 1 and
p(t) = 1 on each [µk, µk+c/2]∪ [µk+1−c/2, µk+1], making α and β constant and diagonal
on [[µk + c, µk+1 − c]]. Thus we conclude that (α˜, β˜) = φ1(α, β) satisfies
|α˜(t)− α(t)| =
{
0 if t ∈ [µk, µk + c/2] ∪ [µk+1 − c/2, µk+1]
O
(
exp{−λRkt}
)
if t ∈ [[µk + c, µk+1 − c]], (9.8)
and similarly for β and for the derivative of α. We now consider φ2. After cutting off the
solutions, we obtain a solution (αˆ, βˆ) on [µ1, µN ] to the complex Nahm equation which
satisfies
F (αˆ, βˆ) :=
d
dt
(αˆ+ αˆ∗) + [αˆ, αˆ∗] + [βˆ, βˆ∗] = O(e−λR).
We know from the work of Hurtubise that there is a unique element of GC/G such that
any element g(t) in this orbit takes (αˆ, βˆ) to an element of M . We have
Lemma 9.3. The gauge transformation g satisfies |g∗g − 1| = O(e−λR) uniformly on
[µ1, µN ].
Proof. Using Lemma 2.10 in [13] and a simple comparison theorem ([4], Lemma 2.8), one
shows that the real equation can be solved on each [µk, µk+1] by a complex gauge trans-
formation gk(t) with gk(µk) = gk(µk+1) = 1 and g
∗
kgk uniformly bounded by O(e
−λR).
Furthermore, near µk, |g∗kgk(t)−1| ≤ (t−µk)ce−λR and similarly near µk+1. Therefore the
derivative of g∗kgk at µk, µk+1 is bounded by ce
−λR. This shows that, while the resulting
αˇ does not satisfy the matching conditions at the µk, the jumps are of order O(e
−λR).
Hurtubise shows in [21] that one can now match the solutions by a unique (complex)
gauge transformation g′. Since both (αˇ, βˇ) and g′(αˇ, βˇ) satisfy the real equation, Lemma
2.10 in [13] implies that g′∗g′ is bounded by its values at the points µk. Let φ (resp. −ψ)
be the logarithm of maximum (resp. minimum) of eigenvalues of g′∗g′. The proofs of
Propositions 2.20 and 2.21 in [21] show that the jumps ∆φ˙,∆ψ˙ of derivatives φ˙ and ψ˙ are
of order e−λR at each µk. We then conclude, by going through the proof of Lemma 2.19
in [21], that at each µk we have φ(µk) ≤ c∆φ˙ + O(e−λR) and ψ(µk) ≤ c∆ψ˙ + O(e−λR)
for some c < 0 (depending only on the µj). This shows that φ(µk) and ψ(µk) are both of
order e−λR which finishes the proof.
Part 3: Estimates for the tangent vectors. Recall that a tangent vector to a
moduli space of solutions to Nahm’s equations is a quadruple t0, . . . t3 satisfying equations
(3.3). We shall write a = t0+ it1 and b = t2+ it3. Then the equations (3.3) can be written
as
a˙ = [α∗, a] + [β∗, b], (9.9)
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b˙ = [β, a] + [b, α]. (9.10)
If the moduli space consits of solutions defined on several adjoining intervals, then a and
b also satisfy appropriate matching conditions at the endpoints.
We shall need apriori estimates for solutions of the above equations in F˜n,m(c, c
′). Let
us write
(
(α−, β−), (α+, β+)
)
for a representative of F˜n,m(0, 0) (and so of any F˜n,m(c, c
′))
and then x−i , z
−
i (resp. x
+
i , z
+
i ) for the values of Reα
−, β− (resp. Reα+, β+) at −∞
(resp. at +∞)). Let us also write R± = min{|x±i − x±j | + |z±i − z±j |; i 6= j}, Z± =
min{|z±i − z±j |; i 6= j} and S = min{{|x−i − x+j |+ |z−i − z+j |}. We have
Proposition 9.4. For any positive δ, ǫ, ν > 0 there exist constants M,C, λ > 0 depending
only on m,n, ǫ, δ, ν with the following property:
Let
(
(α−, β−), (α+, β+)
)
be a representative of F˜n,m(0, 0) with Z
± ≥ δ > 0, S ≥
ν > 0 and R+, R− > C. If ((a−, b−), (a+, b+)) is a tangent vector to F˜n,m(0, 0) at(
(α−, β−), (α+, β+)
)
and
A2 = |a−(−∞)|2 + |b−(−∞)|2 + |a+(+∞)|2 + |b+(+∞)|2, (9.11)
then for all t ≥ ǫ
|a−(−t)− a−(−∞)|+ |b−(−t)− b−(−∞)| ≤Me−λR−tA, (9.12)
|a+(t)− a+(+∞)|+ |b+(t)− b+(+∞)| ≤Me−λR+tA. (9.13)
Proof. It is enough to prove the estimates for A = 1. We can assume, as in part 2 of this
proof, that α±(t), β±(t) are lower-triangular for |t| ≥ ǫ/2. For the time being we consider
only α+, β+ and we omit the superscript +. We choose C so that the right-hand side
of (9.6) is small compared to R−1ij and the right-hand side of (9.7) is small compared to
R−1 at t = ǫ. Then, if we write y for the diagonal components and x for the off-diagonal
components of a and b, we obtain from equations (9.9) and (9.10)
y˙ = A(t)x, |A(t)| ≤Me−λRt. (9.14)
On the other hand, if we differentiate the equations (9.9) and (9.10), we can write
x¨ = D(t)x+B(t)y, |B(t)| ≤Me−λRt, ∃s>0∀z Re
(
D(t)z, z) ≥ s2R2|z|2.
(9.15)
Let t0 ∈ [ǫ,+∞] be the first point for which |x(t0)|2+ |y(t0)|2 ≤ |a(+∞)|2+ |b(+∞)|2 ≤ 1.
Let X = sup{x(t); t ∈ [t0,+∞]}, Y = sup{y(t); t ∈ [t0,+∞]}. Both X and Y are finite.
Equation (9.14) implies that
|y(t)− y(t0)| ≤ MX
R
. (9.16)
Similarly, using (9.15) and a comparison theorem (the same argument as on p. 133 in
[6]), one concludes that
|x(t)| ≤ |x(t0)|MY e−λR(t−t0) (9.17)
From this, changing C if necessary (i.e. taking larger R), we conclude that there this a
constant P such that X + Y ≤ P . Using again (9.14),(9.17) we obtain that the estimate
(9.13) holds for t ≥ t0. This implies that∫ +∞
t0
(|a+(t)|2 + |b+(t)|2 − |a+(+∞)|2 − |b+(+∞)|2)dt ≤ ρ, (9.18)
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where ρ = ρ(n, δ, ǫ) and can be made arbitrarily small by changing C (recall that A =
1). We also have that for t ∈ [ǫ, t0] the expression under the integral sign in (9.18) is
nonnegative. We can do exactly the same for α−, β−, a−, b−. Let s0 denote the negative
number with the same properties as t0. We now compute the length L of the vector(
(a−, b−), (a+, b+)
)
in the metric of F˜(n,m)(ǫ, ǫ). We can write (cf. (3.5)) (the fact that
below we have an inequality, rather than equality, stems from the fact that, for n = m,
there are additional (positive) terms):
L2 ≥
∫ 0
−ǫ
(|a−(t)|2 + |b−(t)|2)dt+ ∫ ǫ
0
(|a+(t)|2 + |b+(t)|2)dt
+
∫ −ǫ
s0
(|a−(t)|2 + |b−(t)|2 − |a−(−∞)|2 − |b−(−∞)|2)dt
+
∫ t0
ǫ
(|a+(t)|2 + |b+(t)|2 − |a+(+∞)|2 − |b+(+∞)|2)dt
+
∫ s0
−∞
(|a−(t)|2 + |b−(t)|2 − |a−(−∞)|2 − |b−(−∞)|2)dt
+
∫ +∞
t0
(|a+(t)|2 + |b+(t)|2 − |a+(+∞)|2 − |b+(+∞)|2)dt. (9.19)
Each of the first four lines is positive, while the last two have their absolute value bounded
by 2ρ with ρ as small as we wish. Let us write T for the sum of the third and fourth line.
It follows that T ≤ L2 + 2ρ. The explicit formula for the metric on F˜n,m(c, c′) found in
sections 6 and 7 implies that L2 ≤ P , where P > 0 depends only on m,n, ǫ, ν, δ (notice
that this bound is independent of the actual value of ǫij in (6.13)). Thus T ≤ P ′. Now,
if both t0 and −s0 are smaller than 2ǫ, then we are done (by replacing the original ǫ with
2ǫ). Suppose that t0 ≥ 2ǫ. Since the integrand in the second and third line is nonnegative,
we conclude from T ≤ P ′ that there is point t1 ∈ [ǫ, 2ǫ] with |a+(t1)|2 + |b+(t1)|2 ≤ P ′/ǫ.
We can now repeat the arguments after (9.15) and conclude that the estimate (9.13) holds
for t ≥ 2ǫ. We can deal similarly with the case s0 ≤ −2ǫ.
We shall also need the following strengthening of the last result:
Lemma 9.5. With the same assumptions and notation as in Proposition 9.4, we can
replace the estimates (9.12) and (9.13) with:
|a−ij(−t)|+ |b−ij(−t)| ≤Me−λR
−
ij
tA, |a+ij(t)|+ |b+ij(t)| ≤Me−λR
+
ij
tA,
for all i 6= j and t ≥ ǫ. Here R±ij = |x±i − x±j |+ |z±i − z±j |.
Proof. We differentiate the equations (9.9) and (9.10) and proceed, as in Proposition 3.12
of [4] using (9.12) and (9.13).
Part 4: Proof of Theorem 9.1. From its definition in section 3, Fm˜1,...,m˜N−1(µ1, . . . , µN )
is the hyperka¨hler quotient, by a product of tori, of the product
F˜m1(c1)× F˜m2,m1(c2, c′2)× · · · × F˜mN−1,mN−2(cN−1, c′N−1)× F˜mN (c′N )
where ci + c
′
i+1 = µi+1 − µi, i = 1, . . . , N − 1. The matrices Φ for each factor are of
the form (2.3) with the sij given by (6.13) (for the first and last factor, the metric is the
Gibbons-Manton metric given by (2.2)). On the hyperka¨hler quotient these matrices are
simply added together (after viewing each of them as a submatrix of an m ×m matrix,
m = m1+ · · ·+mN−1). Thus the result is proved as soon as we show that all ǫij of (6.13)
are zero. Let us show this.
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Lemma 9.6. In the formula (6.13), all ǫij are equal to zero.
Proof. Suppose that this is not true. Let us write the norm of vector v tangent to
F(n,m)(1, 1) as in the formula (9.19) with ǫ = t0 = −s0 = 1. From the estimates (9.12)
and (9.13), it follows that ‖v‖2 ≥ −MA2/R for a constant M depending only m,n, δ and
ν. Here R = min{R−, R+}. Thus, for a sufficiently large R, ‖v‖2 ≥ −ρA2, A defined by
(9.11), with ρ as small as we wish. However, if any ǫij = 1, then we can find a point x in
F(n,m)(1, 1) with S = S(x) ≥ ν and R arbitrarily large such that there is a tangent vector
v at x with ‖v‖2 ≤ −cA2/ν for some c = c(n,m). This contradicts ‖v‖2 ≥ −ρA2 and so
the lemma is proved.
Part 5: Proof of Theorem 9.2.
In appendix B we prove a general theorem we allows us to reduce the estimates to
one-sided estimates on the metric tensors. This is so because the asymptotic metric is
quasi-isometric to the flat metric in coordinates (9.4). This last fact follows from the
explicit formula for the metric and the twistor space (cf. Remark 2 after Theorem 9.2).
Thus we only have to show that
φ∗g ≤ (1 +Me−λR)g˜ (9.20)
in the region U(γ, δ, C) for some C,M, λ > 0 depending only on γ, δ. Once we have this,
we apply Theorem B.1 (and Remark B.2) to the region where R ≥ R0 and obtain that
the estimate (9.5) with R = R0, R0 arbitrary, holds in the region where R ≥ R0 + 1,
in particular for all points with R = R0 + 1. Since R0 is arbitrary this will prove the
theorem.
Therefore we are going to show (9.20). We start with a vector (a, b) tangent to
U(γ, δ, C), where C = C(γ, δ) is determined by the validity of estimates below. Since
γ > 0, the metric is positive-definite and, furthermore, quasi-isometric to the flat metric
in coordinates (9.4) or the coordinates given by positions and phases of particles. Let us
assume that the norm of (a, b) is 1 in this metric. Then
∑
k
(|a(∞k)|2 + |b(∞k)|2) ≤ B,
where B depends only on γ. We also have estimates of the form (9.12) and (9.13):
|a(t)− a(∞k)|+ |b(t)− b(∞k)| ≤Me−λRktB if t ∈ [[µk + ǫ, µk+1 − ǫ]],
(9.21)
as well as the stronger estimates of Lemma 9.5. Also, by writing the metric as in (9.19)
with ǫ = t0 = c and using (9.21), we get
N∑
k=1
∫ µk+c
µk−c
(|a(t)|2 + |b(t)|2)dt ≤MB. (9.22)
The left-hand side includes the sum of Euclidean norms of pairs of vectors uk, vk which
give us the matching conditions for (a, b) at µk in the case when mk−1 = mk.
Recall that the map φ was a composition of a φ1 and φ2. The map φ1 was given by
a complex gauge transformation p(t) which from part 2 of the proof can be uniformly
estimated by O(e−λRt). Therefore, after we conjugate a, b by p, they still satisfy (9.21).
Moreover we have
∣∣‖(pap−1, pbp−1)‖ − 1∣∣ = O(e−λR). In order to obtain the vector
dφ1
(
(a, b)
)
, one has to make pap−1 and pbp−1 constant and diagonal on each [[µk +
c, µk+1]] (c is defined in part 1) by an infinitesimal complex gauge transformation ρ1 (with
ρ1(∞k) = 0 etc.). From the estimates (9.21) and of Lemma 9.5 on pap−1 and pbp−1, this
changes the norm of p(a, b)p−1 by something of order e−λR. Furthermore the L2-estimate
(9.22) holds for dφ1(a, b). At the next stage, we restrict dφ1(a, b) to [µ1, . . . , µN ]. Since
dφ1(a, b) is constant and diagonal on the union of [[µk+c, µk+1−c]], its norm in the metric
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g˜ is the same as the norm of the restriction (aˆ, bˆ) in the metric g. Now we conjugate
(aˆ, bˆ) by the complex gauge transformation g(t) of Lemma 9.3. Using the estimate of that
lemma and the estimate (9.22) for (aˆ, bˆ) we conclude that∣∣‖(gaˆg−1, gbˆg−1)‖ − 1∣∣ ≤Me−λR, (9.23)
for some M,λ > 0 depending only on γ and δ. The vector (gaˆg−1, gbˆg−1) solves the
equation (9.10) but not (9.9). This is the final step: we obtain the vector dφ(a, b) by
acting on (gaˆg−1, gbˆg−1) with a complex infinitesimal gauge transformation, so that the
resulting vector solves (9.9). However, the equation (9.9) is the condition of orthogonality
to complex infinitesimal gauge transformations and, hence, the norm of the vector dφ(a, b)
is not greater than the norm of (gaˆg−1, gbˆg−1). This and (9.23) proves (9.20), and so, by
the discussion above, also Theorem 9.2 ✷
As remarked after the statement of the above theorem, there is a likely generalization
of this result. Suppose that it is only particles of a given type, say k0, that separate
(recall that the type of particle i is the smallest k for which i ≤ mk). Then the metric
on Fσ(µ) = Fm1,... ,mN−1(µ1, . . . , µN )) should get close to the metric on Fσ˜(µ), where
σ˜(k) = mk if k 6= i0 and σ˜(k0) = m˜k0 . Similarly, if the particles of types k1, . . . , ks
separate, the metric should be close to the metric on Fσ˜(µ), where σ˜(k) = mk if k 6=
k1, . . . , ks and σ˜(kj) = m˜kj , for j = 1, . . . , s. All of these moduli spaces have dimension
4(m1+ . . .+mN−1). In general the metric on Fσ˜(µ) will be simpler than the one on Fσ(µ)
(it has a tri-Hamiltonian action of a (
∑s
i=1mki)-dimensional torus), but it is only in the
case when {k1, . . . , ks} = {1, . . . , N − 1} that the metric is algebraic.
Finally we shall discuss the topology of the asymptotic moduli space. First of all, from
Proposition 8.1, the orbit space of Fm˜1,...,m˜N−1(µ1, . . . , µN ) is
∏
C˜mk
(
R3), and so particles
of different types can take the same position. Now recall from section 2 that the type t(i)
of the particle i is defined as min{k; i ≤∑s≤kms}. It follows easily from Proposition 8.1
that the set of principal orbits of Tm, m = m1+ · · ·+mN−1, on Fm˜1,...,m˜N−1(µ1, . . . , µN )
is a bundle P over
C =
{
(x1, . . . ,xm) ∈ R3 ⊗ Rm; |t(i)− t(j)| ≤ 1 =⇒ xi 6= xj
}
.
The basis of the second integer homology of C is given by the spheres Sij defined by (8.1),
where now i, j run over the set {(i, j); i < j and |t(i) − t(j)| ≤ 1}. As in Lemma 7.1 in
[3], we obtain that the bundle P is determined by the element (h1, . . . , hm) of H
2
(
C,Zm
)
such that
hk(Sij) =


sij if k = i
−sij if k = j
0 otherwise,
where the sij are given by (2.5).
Appendix A. Complex-symplectic vs. hyperka¨hler quotients
In order to finish the proof of Proposition 8.1 we have to show that certain hyperka¨hler
and complex-symplectic quotients coincide. This question reduces, on the zero-set of
the complex moment map, to identifying the Ka¨hler quotient with the ordinary geometric
quotient, i.e. to showing that all orbits of the complexified group are stable. The following
useful criteria are given in [18], Lemma 3.3, and [17], Sections A.1.3 and A.2.3.
Proposition A.1. Let H be a connected closed subgroup of a compact semisimple Lie
group G and suppose that M = GC/HC is equipped with a G-invariant Ka¨hler form ω
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defined by a global G-invariant Ka¨hler potential K for ω. Then the single GC-orbit M is
stable if and only if K is proper.
Proposition A.2. Suppose that the complex torus M = (C∗)n is equipped with a T n-
invariant Ka¨hler form ω. Then:
(i) The T n-action is Hamiltonian if and only if there exists a global T n-invariant Ka¨hler
potential K for ω;
(ii) If K has a quadratic growth at infinity, as a function on Rn where (C∗)n = T neR
n
,
then M is stable.
In order to use these criteria we shall view the spaces involved in the proof of Proposition
8.1 as hyperka¨hler quotients of simpler manifolds.
Recall that, for a regular triple (τ1, τ2, τ3) of n × n diagonal matrices, M(τ1, τ2, τ3)
denotes Kronheimer’s hyperka¨hler structure on Gl(n,C)/TC (T is the diagonal torus in
U(n)) with the cohomology class of ωi equal to τi, i = 1, 2, 3 (after identifyingH
2
(
Gl(n,C)/TC,R
)
with Lie(T )). We have
Proposition A.3. M(τ1, τ2, τ3) is isomorphic to a hyperka¨hler quotient of a flat quater-
nionic vector space by a product G of unitary groups. With respect to generic complex
structure the action of GC on the zero-set of the complex moment map is free and its orbits
are closed.
Proof. Kobak and Swann [25] show how to construct nilpotent orbits as hyperka¨hler quo-
tients by a product G of unitary groups. Changing the level set of the moment map, from
zero to appropriate values, gives a hyperka¨hler manifoldN which, with respect to a generic
complex structure, is isomorphic, as a complex-symplectic manifold, to M(τ1, τ2, τ3) (if
the levels of the complex moment map for the abelian factors of G are t1, . . . , tn−1, then
the resulting orbit has eigenvalues 0, t1, t1 + t2, . . . , (t1 + · · · + tn−1)). As a Riemannian
manifold, N is complete and the uniqueness result of [7] shows that N ≃M(τ1, τ2, τ3) as
hyperka¨hler manifolds.
The flat space which we start with can be viewed as a space of matrices and the second
statement follows by putting the products of matrices defining the zero set of the complex
moment map into the Jordan normal form.
We can finally finish the proof of Proposition 8.1. We considered there a hyperka¨hler
quotient X of the product of two M(τ1, τ2, τ3)’s and of either H
n or of Fn(m; 1). By
the above proposition, X can be viewed as a hyperka¨hler quotient of either an Hp (when
n = m), for some p, or of the product of Hp and of Fn(m; 1) (when n > m). Furthermore,
the complexification HC of the group H by which we quotient acts freely and with closed
orbits on the zero-set of the (generic) complex moment map. In addition the usual Ka¨hler
potential K1, given by the square of the distance from the origin, on C
2p ≃ Hp is proper
and Sp(p)-invariant. Moreover it has quadratic (in fact exponential) growth on any closed
orbit of a subtorus of Sp(p,C).
Since theHC-orbits are closed on the zero set of the complex moment map, Propositions
A.1 and A.2 show that all these HC-orbits are stable for n = m.
The space Fn(m; 1) also has an
(
U(n) × U(m))-invariant Ka¨hler potential for any
complex structure. This is a general phenomenon for hyperka¨hler manifolds with an
SU(2)-action rotating the complex structures, see [20]. For the complex structure I this
Ka¨hler potential is given by:
K =
∫ 1
0
(‖T1(t)‖2 + ‖T2(t)‖2)dt.
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Since the factor
(
U(n) × U(m)) of H is acts diagonally on Hp × Fn(m; 1), the Ka¨hler
potential K2 on each orbit of Gl(n,C)×Gl(m,C) is the sum of the restrictions of K1 and
K. Since K1 is proper and has quadratic growth on each closed toral orbit and since K
is positive, it follows that K2 is proper (on each orbit) and has quadratic growth on each
closed toral orbit. Thus the complex-symplectic quotient coincides with the hyperka¨hler
quotient in this case as well.
Appendix B. A comparison theorem for Ricci-flat Ka¨hler metrics
Our goal is the following theorem, which, under certain assumptions, reduces the com-
parison of Ricci-flat Ka¨hler metrics and their derivatives to one-sided estimates on the
metric tensors.
Theorem B.1. Let V be an open subset of a Ricci-flat Ka¨hler manifold (M, g) and sup-
pose that there exists a biholomorphic map φ from a domain U in Cm onto V such that φ∗g
is bounded uniformly in the Euclidean metric on U by a constant C and that φ∗ωm = efωm0
with f bounded uniformly by a constant K (here ω, ω0 are the Ka¨hler forms on X and on
Cn). Then, for any r, δ > 0, there exist constants Ak = Ak(m,C,K, r, δ), k = 0, 1, 2, . . . ,
with the following property:
Let (M ′, g′) be another Ka¨hler manifold and ψ : M → M ′ a volume-form preserving
biholomorphism such that ψ∗g′ ≤ (1 + ǫ)g, uniformly on V , where ǫ ≤ δ. Let us write
φ∗(ψ∗g′ − g) = Re∑Sijdzi ⊗ dz¯j. Then, for any i, j ≤ m and any k ≥ 0,
|DkSij | ≤ Akǫ (B.1)
uniformly on the set {z ∈ U ; dist (z, ∂U) ≥ r}.
Remark B.2. In hyperka¨hler geometry the conditions on the volume-form are very natu-
ral. Namely, if M is hyperka¨hler with the complex-symplectic form Ω = g(J , )+ ig(IJ , )
and φ∗Ω is the standard complex-symplectic form on C2n, then φ∗ω2n = ω2n0 , so that
we can take K = 0 in the theorem. Similarly, if M ′ is hyperka¨hler and ψ respects the
complex-symplectic forms, then ψ respects the volume forms.
We also remark that the assumption that φ∗g and ln(ωm/ωm0 ) are uniformly bounded
is equivalent to φ being a quasi-isometry, i.e. to existence of a constant B such that
B−1g0 ≤ φ∗g ≤ Bg0, where g0 is the Euclidean metric on Cm. The fact that one-sided
estimates on the metric plus estimates on the volume form give two-sided estimates on
the metric is trivial but, given Remark B.2, worth stating separately:
Proposition B.3. Let (M, g), (M ′, g′) be two oriented Riemannian manifolds of dimen-
sion n and let ψ : M → M ′ be a volume-form preserving diffeomorphism such that
φ∗g′ ≤ Bg. Then B1−ng ≤ φ∗g′.
Proof. Choose a point m ∈M and local coordinates x1, . . . , xm so that gm =
∑
dxi⊗dxi.
Write (φ∗g′)m =
∑
Xijdxi ⊗ dxj . Then the assumptions imply that detX = 1 and
ζTXζ ≤ B for all ζ ∈ Rn. Since X is symmetric and positive-definite we can diagonalize
X by an orthogonal matrix and conclude that ζTXζ ≥ B1−nζT ζ for all ζ ∈ Rn.
Proof of Theorem B.1. We write
φ∗g = Re
m∑
i,j=1
Zijdzi ⊗ dz¯j , φ∗ψ∗g′ = Re
m∑
i,j=1
Z ′ijdzi ⊗ dz¯j (B.2)
for hermitian Z,Z ′. Let us fix an r, so that we have to estimate the derivatives at points
z such that B(z, r) ⊂ U . We can assume, without loss of generality, that U = B(0, r) and
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estimate the derivatives at the origin. Since B(0, r) is strictly pseudo-convex, there are
smooth real-valued functions Φ,Φ′ such that Φziz¯j = Zij and Φ
′
ziz¯j = Z
′
ij . In general, we
shall write L(u) for the complex Hessian (Levi form)
[
uziz¯j
]
of a function u. Both Φ and
Φ′ satisfy the complex Monge-Ampe`re equation
detL(u) = ef . (B.3)
Since M is Ricci-flat, f is a polyharmonic function. In particular all derivatives of g = ef
have uniform bounds depending only on the bound K for f . We need the following
Proposition B.4. Let u be a pluri-subharmonic solution to (B.3) in B(0, r). Then, for
any k ≥ 0,
‖L(u)‖∗k ≤ Bk,
where Bk depends only on m, r, ‖L(u)‖0 and ‖f‖k+2.
Here ‖ ‖k and ‖ ‖∗k denote, respectively, the Ck-norm and the interior Ck-norm (see [14],
formula (4.17), for the definition of the latter).
Proof. Let B = ‖L(u)‖0. Since detL(u) = ef , we have (as in Proposition B.3) positive
constants λ and Λ depending only on m,B and ‖f‖0 such that
λζ∗ζ ≤ ζ∗L(u)ζ ≤ Λζ∗ζ
for all ζ ∈ Cm. Thus the equation (B.3) is uniformly elliptic with respect to u. Using
the estimates on a solution of ∂¯-problem (see, for example, [24]), we see that there is a
smooth real-valued function u′ with L(u′) = L(u) and ‖u′‖0 ≤ C‖L(u)‖0 for a constant
C = C(r). Therefore, we can assume from the beginning that u is bounded by some
C0 depending only on m, r and ‖L(u)‖0. We now claim that there are constants C1 and
α > 0, depending only on m, r,Λ, ‖f‖2 such that the following Ho¨lder estimate holds
‖L(u)‖∗α ≤ C1 (B.4)
The proof of this is essentially the same as the proof of (17.41) in [14] (applied to the
equation log detL(u) = f), but using the Hermitian analogue of Lemma 17.13 in [14].
Once we have this, we obtain inductively estimates on all derivatives of u by treating
the equation (B.3) and its successive linearizations in all directions as uniformly elliptic
second-order linear PDE’s (with the coefficients of second-order derivatives given by the
adjoint matrix of L(u)). The desired estimates follow from standard Schauder interior
estimates.
To finish the proof of Theorem B.2, we write the equation detL(Φ) = detL(Φ′) as
F
(
L(Φ− Φ′)) = 0 (B.5)
for a linear function F . The coefficients of F depend only on L(Φ) and L(Φ′). The
function F is uniformly elliptic in B(0, 3r/4) with ellipticity constants depending only
on m, r, C,K, δ. Moreover, by the previous proposition, the derivatives of coefficients
also have bounds depending only on these constants. From Proposition B.3, v = Φ − Φ′
satisfies L(v) ≤ Pǫ for some constant P , and, as in the proof of Proposition B.4, we
can use estimates (e.g. [24]) on the solution of ∂¯-problem to conclude that there is a v′
with L(v′) = L(v) and ‖v′‖0 ≤ P ′ǫ. We now obtain the estimates on all derivatives of
v′ from the Schauder interior estimates applied to the equation (B.5) and its successive
linearizations in all directions. ✷
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