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Summary
The calculation of chemical reaction rates is vital to our understanding of chemical,
physical and biological processes. This dissertation unifies one of the central methods
of classical rate calculation, ‘Transition-State Theory’ (TST), with quantum mechanics,
thereby deriving a rigorous ‘Quantum Transition-State Theory’ (QTST), which since the
1930s had been considered impossible. The resulting QTST is identical to ring polymer
molecular dynamics transition-state theory (RPMD-TST), which was previously considered
a heuristic method, and whose results we thereby validate. Furthermore, strong evidence
is presented that this is the only QTST with positive-definite Boltzmann statistics and
therefore the pre-eminent method for computation of thermal quantum rates in direct
reactions.
The rationale for this development is that many processes, particularly for light atoms
at low temperatures, are governed by quantum mechanics, often leading to counter-intuitive
results. The equations for exact quantum calculation were derived in a theoretical framework
in the 1970s, but due to their high computational cost, scaling exponentially with the
dimensionality of the system, are only viable for very small or model systems.
The key step in deriving a QTST is alignment of the flux and side dividing surfaces in
path-integral space. This initially leads to a rate theory proposed by Wigner on heuristic
grounds, but possesses non positive-definite Boltzmann statistics, producing erroneous
results at low temperatures. To circumvent this, we polymerize the quantum flux-side
time-correlation function in path-integral space, obtaining as a short-time limit a positive-
definite expression for the instantaneous thermal quantum flux through a dividing surface.
We then prove that this produces the exact quantum rate in the absence of recrossing by
the exact quantum dynamics, fulfilling the requirements of a QTST. Remarkably, the rate
expression is identical to RPMD-TST.
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Chapter 1
Introduction
The calculation of chemical reaction rates is fundamental to our understanding of chemistry,
physics and biology [1]. Many such physical processes are dominated by counter-intuitive
quantum effects such as delocalization, tunnelling and electronically non-adiabatic trans-
itions, which are particularly pronounced at low temperatures and for light atoms. The
exact theoretical expressions for classical and quantum rate calculation are known, by
correlating the thermal flux through a dividing surface with the side of the products at
later time, producing a flux-side time-correlation function [2–5]. However, for all except the
simplest systems the exact quantum calculation remains computationally unfeasible [6, 7].
There has been much effort in obtaining approximate methods which possess lower
computational cost, but result in a minimal loss in accuracy1. In the 1930s ‘Transition-State
Theory’ (TST) was proposed as a method of calculating reaction rates for systems obeying
classical mechanics, with the central assumption that the reaction possesses a well-defined
dividing surface separating products and reactants (the ‘Transition-State’), and that all
systems which pass this point react, such that the rate can be accurately approximated as
the classical flux through the dividing surface [1, 8, 11, 12]. It was subsequently realised [3]
that classical TST corresponded to the short-time (t→ 0+) limit of a classical flux-side
time-correlation function, which would be equal to the exact (t→∞) rate in the absence
of recrossing of the dividing surface by classical dynamics of the system [13].
Classical TST has been extremely successful for calculating reaction rates for classical
systems (those with heavy atoms at high temperatures), but fails, often underestimating the
rate by many orders of magnitude, in the quantum regime [14]. There has therefore been
a scientific need for a quantum analogue of classical TST, a ‘Quantum Transition-State
Theory’ (QTST): a rate equation which measures the instantaneous thermal quantum flux
through a dividing surface, such that the exact quantum rate is obtained in the absence of
recrossing by the exact quantum dynamics.
However, since the late 1930s it was believed impossible to form a QTST, due to a
number of factors including concerns over the uncertainty principle [8], the delocalization of
the quantum Boltzmann operator [15,16], or that the short-time limit of proposed quantum
1There exists an enormous literature, for which the reader is referred to various review articles [1, 8–10].
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t
cfs(t)
Classical
(a) Non-zero t→ 0+ classical TST
t
cfs(t)
Quantum
(b) Zero t→ 0+ quantum TST.
Figure 1.1: Qualitative difference between the classical and quantum (Miller-Schwarz-
Tromp) flux-side time correlation functions, illustrated schematically.
flux-side time-correlation functions appears to give zero, as illustrated in Fig. 1.1 [17,18].
Nevertheless, many approximate or heuristic QTSTs were proposed [8,18–27], as well
as other methods of obtaining the quantum rate from short-time data [28–33]. As a
consequence, it was often difficult, if not impossible, to discern a priori the circumstances
in which a given theory would provide a good approximation to the rate, nor how it might
be systematically improved.2
The central object of this dissertation is the derivation of Quantum Transition-State
Theory [34,35]. In so doing we establish a single, pre-eminent method for the practical and
accurate calculation of thermal quantum rates (see Fig. 1.2) [36], and validate an existing
methodology previously considered heuristic.
We initially review classical rate theory and its associated TST in chapter 2, along
with quantum rate theory, the apparent absence of a QTST, and associated heuristic
methods. In chapter 3 we observe that earlier quantum flux-side time-correlation functions
did not have the dividing surfaces in the same location in path-integral space, and therefore
vanished in the short-time limit (as for classical TST). Upon alignment of these surfaces a
non-zero QTST is obtained which was previously proposed on heuristic grounds by Wigner
in 1932 [37], but which produces poor results at low temperatures as the dividing surface is
a function of only one point in imaginary time, leading to non positive-definite statistics.
By polymerizing the rate expression in path-integral space, we obtain a different QTST
which, when the dividing surface is invariant to permutation of the path-integral beads,
possesses positive-definite statistics.3 Remarkably, the rate theory thus obtained is identical
to an earlier method known as Ring-Polymer Molecular Dynamics Transition-State Theory
(RPMD-TST), which was previously proposed on heuristic grounds [38–40]. Chapter 4
then shows that this ring-polymerized flux-side time-correlation function produces the
2Furthermore, the definition of QTST was sometimes relaxed to include virtually any rate theory which
accounted for some quantum effects [26]. This dissertation concerns itself with the quantum analogue of
the original definition of TST by Eyring in 1935 [12], in which the only approximation is the assumption of
no recrossing (see chapter 4).
3That is, the rate is guaranteed to be positive at any finite temperature.
3Figure 1.2: Schematic diagram illustrating competing rate theories. Heuristic rate
theories are represented as an indistinct region; their accuracy not known a priori without
a derivation. RPMD-TST, the true QTST derived in this dissertation, provides high
accuracy with computational cost only slightly greater than a classical calculation.
exact quantum rate in the absence of recrossing of the dividing surface or those orthogonal
to it in path-integral space, thereby fulfilling the requirements of a QTST.
Given the plethora of competing heuristic QTSTs, the question arises as to whether
RPMD-TST is the unique QTST with positive-definite statistics. In chapter 5 we provide
very strong evidence that this is the case, and RPMD-TST is therefore the pre-eminent
theory for thermal quantum rate calculation in direct reactions.4
Finally, conclusions and avenues for future research are presented in chapter 6.
4Where ‘direct reactions’ corresponds to those with a well-defined transition state and no long-lived
intermediates.
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Chapter 2
Review
Reaction rate theory is a vast discipline and here we confine our attention to rate theories
relevant to the derivation of Quantum Transition-State Theory. For a fuller historical
overview, the reader is referred to various review articles [1, 8–10, 41]. We begin with
classical rate theory and its associated classical transition-state theory, before exploring
quantum rate theory and various attempts at heuristic QTSTs.
2.1 Classical rate theory
We consider an F -dimensional classical system at inverse temperature β ≡ 1/kBT where
kB is the Boltzmann constant, with mass m and classical Hamiltonian H(q,p). Here q
and p are F -dimensional vectors of position and momentum respectively, such that1
H(q,p) = V (q) +
F−1∑
i=0
p2i
2m
, (2.1)
where V (q) is the potential energy of the system. The classical rate is given by the
long-time limit of the classical flux-side time-correlation function, [3, 4, 42,43]
kclas(β) = lim
t→∞
cclasfs (t)
Qclasr (β)
, (2.2)
where Qclasr (β) is the classical partition function in the reactant region and c
clas
fs (t) is the
classical flux-side time-correlation function
cclasfs (t) =
1
(2pi~)F
∫
dp
∫
dq e−βH(q,p)δ[s(q)]S(q,p)h[s(qt)], (2.3)
where
∫
dp =
∫∞
−∞ dp0 . . .
∫∞
−∞ dpF−1, and likewise for
∫
dq. The notation qt denotes the
position of a trajectory at time t, starting from the initial configuration (q,p) at time
t = 0. The dividing surface is defined to be at s(q) = 0, such that s(q) > 0 is the product
1One can assume without any loss of generality that the masses along each co-ordinate axis are equal,
as a mass-scaled co-ordinate system can always be found in which this is the case.
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region and s(q) < 0 the reactant region. Equation 2.3 therefore measures the thermal flux
through the classical dividing surface separating products and reactants s(q) at t = 0,
S(q,p) =
1
m
F−1∑
i=0
∂s(q)
∂qi
pi, (2.4)
and correlates it with the side of the particles h[s(qt)] evolved to some later time t under
the classical Hamiltonian [Eq. (2.1)]. Classical rate theory is rigorously independent of the
dividing surface location [4, 42], though in practice it is numerically favourable to locate it
near to the ‘Transition State’ or bottleneck (the saddle point in the minimum energy path
between products and reactants) [44].
However, classical rate theory includes no quantum effects, so can be in error by many
orders of magnitude at low temperatures [45]. It also requires computation of the real-time
classical dynamics, which for large systems can be computationally expensive. Furthermore,
if the dividing surface is at the transition-state of the reaction, the majority (if not all)
trajectories initiated on s(q) will never recross, such that cclasfs (t) will be constant ∀t > 0
and computation of the dynamics will be unnecessary. This is the origin of classical
transition-state theory.
2.2 Classical Transition-State Theory
If few trajectories initiated at s(q) = 0 recross the flux dividing surface at some later
time, and the flux and side dividing surfaces are in the same location, one can take the
t→ 0+ limit of Eq. (2.3) [3, 46] and define
k‡clas(β) = limt→0+
cclasfs (t)
Qclasr (β)
(2.5)
as the classical TST rate [3, 47]. In the short-time limit the dividing surface function can
be Taylor-expanded,
lim
t→0+
δ[s(q0)]h[s(qt)] = lim
t→0+
δ[s(q0)]h[s(q0 + pt/m)] (2.6)
= lim
t→0+
δ[s(q0)]h
[
s(q0) +
t
m
F−1∑
i=0
∂s(q)
∂qi
pi
]
(2.7)
=δ[s(q0)]h[S(q0,p0)] (2.8)
where for clarity I have added a subscript zero for momenta and positions at time t = 0,
and we have noted that the Heaviside function is invariant to the scaling of its argument,
leading to
lim
t→0+
cclasfs (t) =
1
(2pi~)F
∫
dp
∫
dq e−βH(q,p)S(q,p)h[S(q,p)]δ[s(q)]. (2.9)
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Due to the e−βH(q,p)δ[s(q)] term, classical TST is exponentially sensitive to the location of
the dividing surface. Since (classical) recrossing can only reduce the rate, k‡clas(β) ≥ kclas(β);
i.e. classical TST is a rigorous upper bound to the classical rate. Thus in complex
multidimensional systems where the location of the dividing surface is not obvious, it can
be variationally optimized [8, 44].
Taking the t→ 0+ limit is an approximation (otherwise TST would equal the exact
reaction rate) and in general physical systems there will be some recrossing of the dividing
surface. The TST will break down for systems with significant recrossing, such as diffusive
processes (the high-friction Kramers regime being a particular example [48]), and those
with long-lived intermediates. Nevertheless, for one-dimensional systems, classical TST is
exact (equal to the classical rate) if the dividing surface is at the energy maximum, and for
general multidimensional systems where reaction is dominated by a free energy bottleneck,
classical TST is a good approximation to the exact classical rate [8, 49].
If the Heaviside dividing surface is in a different location in path-integral space2 to the
flux dividing surface, i.e.
cclasfs (t) =
1
(2pi~)F
∫
dp
∫
dq e−βH(q,p)δ[s(q)]S(q,p)h[s′(qt)], (2.10)
the momentum contribution in Eq. (2.7) would smoothly vanish as t→ 0+, resulting in
lim
t→0+
cclasfs (t) =
1
(2pi~)F
∫
dp
∫
dq e−βH(q,p)δ[s(q)]S(q,p)h[s′(q)]
= 0, (2.11)
as one has to wait a finite time for the particle, initially constrained at s(q) = 0 to cross the
dividing surface s′(q). While well-known in classical TST, we show in chapter 3 that the
dividing surfaces being in different locations in quantum-mechanical path-integral space
caused the apparent absence of QTST.
2.3 Quantum rate theory
For algebraic simplicity, we consider a one-dimensional system with coordinate q, mass m
and Hamiltonian Hˆ at an inverse temperature β ≡ 1/kBT .
The quantum rate can, in principle, be computed from the long-time limit of the
Miller-Schwartz-Tromp (MST) quantum flux-side time-correlation function [4, 5]3:
kQM(β) = lim
t→∞ c
sym
fs (t)/Qr(β), (2.12)
2Where ‘path-integral space’ is the configuration space of path integrals.
3There exist other correlation functions from which the exact quantum rate rate can be calculated,
such as Yamamoto’s kubo-transformed flux-flux form [2], and others based on different splitting of the
Boltzmann operator around the flux operator [4,5], but these all possess the ‘curse of dimensionality’ and a
vanishing t→ 0+ limit.
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where Qr(β) is the reactant partition function, and
csymfs (t) = Tr
[
e−βHˆ/2Fˆ e−βHˆ/2eiHˆt/~hˆe−iHˆt/~
]
(2.13)
where Fˆ is the quantum-mechanical flux operator
Fˆ =
1
2m
[
δ(qˆ − q‡)pˆ+ pˆδ(qˆ − q‡)
]
, (2.14)
and hˆ is the Heaviside operator projecting onto states in the product region, defined relative
to the dividing surface q‡, where h(q − q‡) = 1 if q > q‡ and zero otherwise.
As for classical rate theory, the quantum rate is independent of the location of the
dividing surface, here due to the quantum mechanical continuity equation [40]. Evaluation
of Eq. (2.13), in particular that of the exact real-time quantum dynamics (e−iHˆt/~), scales
exponentially with system size. Full-dimensional calculations are limited to a few atoms [50]
or model systems [45].
It would therefore be very useful to have a quantum analogue of classical TST — a
rate theory which did not require real-time dynamics, but included quantum effects such
as zero-point energy and tunnelling4, and would produce the exact quantum rate in the
absence of recrossing by the quantum dynamics. However, as depicted in Fig. 1.1b, csymfs (t)
tends smoothly to zero in the the t → 0+ limit, discussed more fully in Sec. 3.1. This
appears to preclude the existence of a rigorous quantum TST. Other arguments have been
advanced against a quantum analogue of TST, particularly the uncertainty principle [8],
whereby one is unable to specify simultaneously and precisely the position and momentum
of a quantum particle.5
Nevertheless, many approximate QTSTs have been proposed.
2.4 Heuristic quantum TSTs
2.4.1 Wigner rate theory
This expression was proposed on heuristic grounds by Wigner in 1932 [37], on the basis
that it corresponds to a classical flux multiplied by a Wigner-transformed [52] Boltzmann
operator and produces the classical rate in the high-temperature (β → 0) limit,
kwig(β) =
1
Qr(β)
1
2pi~
∫
dq
∫
dp h(p)δ(q − q‡) p
m
[
e−βHˆ
]
W
, (2.15)
4This thesis concerns position-space TST, not the formally-exact phase space TST of, e.g. Ref. [51].
While formally exact, computation of the phase-space dividing surface is as costly as solving the Schro¨dinger
equation for the system and therefore of calculating Eq. (2.13), so is of little computational utility.
5Note that by a careful factorization of Eq. (2.9) momenta can be integrated out, so it is not actually
necessary to know position and momentum simultaneously in the classical case, even though one could.
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where [
e−βHˆ
]
W
=
∫
d∆ 〈q −∆/2|e−βHˆ |q + ∆/2〉eip∆/~ (2.16)
and integration is performed between ±∞ unless otherwise stated, a convention used
throughout this dissertation.
However, this was known to produce erroneous low-temperature statistics [53], and
practical calculation of Eq. (2.15) is hindered by the Fourier transform, which would be
computationally unfeasible for multidimensional systems with similar dimensionality scaling
to solving the exact quantum dynamics in the first place [30,39].
2.4.2 Voth-Chandler-Miller rate theory
In 1989 Voth, Chandler and Miller [20,54,55], augmenting the earlier work of Gillan [19,56],
proposed a rate theory based on the calculation of a constrained partition function at the
dividing surface,
kVCM(β) =
1
2〈|q˙|〉
Q‡
Qr(β)
(2.17)
where 12〈|q˙|〉 is half the mean magnitude of the thermal velocity6, and
Q‡ =
∮
Dq(τ) δ(q¯ − q‡)e−S[q(τ)]/~ (2.18)
where q¯ is the centroid
q¯ =
1
β~
∫ β~
0
dτ q(τ), (2.19)
and S[q(τ)] is the classical action of an imaginary time trajectory of length τ = −iβ~,
S[q(τ)] =
∫ β~
0
dτ 12mq˙(τ)
2 + V [q(τ)]. (2.20)
In practice, the imaginary-time path integral is evaluated using the classical isomorphism,
where the partition function of a quantum particle is identical to the classical partition
function of N replicas of the system joined by harmonic springs (a ‘ring polymer’), whose
spring constant is ωN = 1/βN~, and in the N → ∞ limit [57, 58]. Mathematically, the
imaginary-time path integral is discretized into N segments of length βN ≡ β/N ,
kVCM(β) =
1
2〈|q˙|〉
Qr(β)
∫
dq δ(q¯ − q‡)
N−1∏
i=0
〈qi−1|e−βN Hˆ |qi〉. (2.21)
6The factor of 1
2
accounts for only half the trajectories moving in the reactive direction.
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By taking the N →∞ limit, the 〈qi−1|e−βN Hˆ |qi〉 terms can be evaluated analytically,
kVCM(β) =
1
Qr(β)
1
(2pi~)N
∫
dq
∫
dp e−βNHN (q,p)
p¯
m
δ(q¯ − q‡)h(p¯) (2.22)
where the Hamiltonian for an N -bead ring polymer is given by
HN (q,p) =
N−1∑
i=0
p2i
2m
+
m(qi − qi−1)2
2β2N~2
+ V (qi), (2.23)
and the momentum centroid calculated as
p¯ =
1
N
N−1∑
i=0
pi, (2.24)
and likewise for q¯.
Unlike Wigner rate theory, this expression does not produce negative results at low
temperatures, produces good results (compared to exact quantum calculations on model
systems) for relatively symmetric barriers, and can be applied to real physical systems, such
as diffusion of hydrogen on ruthenium [27]. No rigorous reason was given for the use of the
centroid, which can lead to poor results for asymmetric systems at low temperatures [59,60].
Nevertheless, the research in this dissertation justifies the Centroid-TST method (as a
special case of RPMD-TST) provided that the barrier is symmetric.7
2.4.3 Ring-Polymer Molecular Dynamics rate theory
Combining the classical isomorphism with real-time evolution of the fictitious ring polymer
[38], in 2005 Craig and Manolopoulos proposed [39,40]
kRPMD(β) = lim
t→∞
cRPMD(t)
Qr(β)
(2.25)
where
cRPMD(t) =
1
(2pi~)N
∫
dq
∫
dp e−βNHN (q,p)SN (q,p)δ[f(q)]h[f(qt)]. (2.26)
The ring-polymer Hamiltonian is given in Eq. (2.23), f(q) is a general dividing surface
separating products from reactants, and SN (q,p) is the ring-polymer flux perpendicular
to the dividing surface f(q),
SN (q,p) =
1
m
N−1∑
i=0
∂f(q)
∂qi
pi. (2.27)
Ring polymers have long been used to calculate statistical properties rigorously, since the
fictitious RPMD dynamics offer a method of exploring quantum phase space cheaply while
7Or asymmetric and above the crossover temperature, see Refs [34] and [59].
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conserving the quantum Boltzmann distribution. This method, known as Path-Integral
Molecular Dynamics (PIMD), which predates RPMD [61], has been applied to systems
ranging from metallic liquid hydrogen [62] to the formic acid dimer [63]. The heuristic
aspect of RPMD rate theory (and the RPMD method in general) is therefore not the
quantum statistics, but the use of fictitious, real-time RPMD dynamics as an approximation
to the exact real-time quantum dynamics.8 Nevertheless, the RPMD method has also
been applied to assess many dynamical properties in addition to thermal rates, such as
diffusion [64–68] and X-ray scattering [69].
Braams and Manolopoulos have shown that in the t→ 0 limit the exact quantum result
is obtained when the operators in the RPMD correlation function are linear functions of
position [70]. However, this does not apply to rates [the ring-polymer flux and side in
Eq. (2.26) being highly non-linear] [39] or to other properties of non-linear operators [71–73].
As RPMD rate theory is in an extended classical phase-space, it shares many properties
with classical rate theory, including being rigorously independent of the location of the
dividing surface [40]. It also scales linearly with the number of ring-polymer beads N
and the dimensionality of the system F , allowing simulation of large physical systems
such as enzymatic hydride transfer [74]. RPMD rate theory therefore generalizes well to
multidimensional systems and has been applied to condensed phase [42,75–78], as well as
gas phase [43,79–84], reactions. It reduces to classical rate theory in the high-temperature,
N = 1 limit, and is exact for a parabolic barrier (at all temperatures for which the parabolic
barrier rate is defined) [43].
The conservation of the quantum Boltzmann distribution by RPMD is not present in
many other competing heuristic QTSTs [53], in which the quantum Boltzmann distribution
degrades over time causing spurious effects such as zero-point energy leakage [67].
2.4.4 Ring-Polymer Molecular Dynamics Transition-State Theory
Analogous to classical TST, RPMD-TST is obtained as the short-time limit of the corres-
ponding RPMD flux-side time-correlation function,
k‡RPMD(β) = limt→0+
cRPMD(t)
Qr(β)
, (2.28)
and
lim
t→0+
cRPMD(t) =
1
(2pi~)N
∫
dq
∫
dp e−βNHN (q,p)SN (q,p)δ[f(q0)]h[SN (q,p)]. (2.29)
As one might expect, RPMD-TST is a rigorous upper bound to the RPMD rate, such that
the optimal ring-polymer dividing surface can be found variationally.
For the case of a centroid dividing surface, k‡RPMD(β) = kVCM(β). Richardson and
8This dissertation does not seek to explain RPMD dynamics, instead showing that the instantaneous
t→ 0+ flux of a ring polymer though a dividing surface is identical to that of a quantum particle, such
that RPMD-TST is a true QTST, explained more fully in Secs 3.7.2 and 4.5.2.
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Althorpe showed that, in the deep tunnelling regime,9 RPMD-TST has a close link with
the so-called “Im F” instanton theory [59], which is widely used as it produces accurate
rates for model systems where the exact quantum results are computable for comparison,
but has no rigorous derivation [85].
Consequently, until the work presented in this dissertation, RPMD-TST was regarded
as a heuristic QTST with some desirable features, producing accurate rates for asymmetric
systems, and interpolating smoothly between classical TST (the N = 1, high-temperature
limit) and Im F instanton theory (at low temperatures).
2.5 Summary
We have explored the properties of classical rate theory, and how classical TST obviates
the need for real-time dynamics, but is exponentially sensitive to the location of the
dividing surface and fails to account for any quantum effects. Exact quantum rate theory
is prohibitively expensive for all but the simplest of systems, and there was considered
to be no rigorous version of ‘quantum transition-state theory’, despite numerous efforts
to construct one on heuristic grounds. Of the many approximate methods, RPMD-TST
appeared to be one of the more promising heuristic QTSTs.
9Beneath the crossover temperature [see Eq. (3.19)] where the rate is dominated by tunnelling rather
than over-the-barrier scattering.
Chapter 3
The short-time limit:
instantaneous thermal flux
Having reviewed quantum and classical rate theory, the existence of classical TST and the
apparent absence of a QTST, we now show why previous attempts have failed to produce
a QTST and how, by alignment of flux and side dividing surfaces in path-integral space, a
non-zero QTST can be obtained.
We initially obtain a QTST corresponding to a rate expression proposed by Wigner on
heuristic grounds in 1932, but which produces poor results at low temperatures. However,
by ring-polymerizing the path-integral expression whose short-time limit is the Wigner
rate, and imposing the requirement of positive-definite statistics, we derive RPMD-TST.
In doing so we show that RPMD-TST is equivalent to calculation of the instantaneous
thermal quantum flux through a permutationally-invariant dividing surface.1
While this chapter shows that it is possible to construct a quantum flux-side time-
correlation function with a non-zero short-time limit, the demonstration that the resultant
expression produces the exact quantum rate in the absence of recrossing by the quantum
dynamics, fulfilling the final requirement for a QTST, is presented in chapter 4.
3.1 Apparent absence of QTST
For algebraic simplicity, we consider a one-dimensional system with coordinate q, mass m
and Hamiltonian Hˆ at an inverse temperature β ≡ 1/kBT , as in section 2.3. The results
generalize immediately to multi-dimensional systems, as discussed in section 3.6.
To examine the short-time behaviour of the conventional (Miller-Schwartz-Tromp [5])
quantum flux-side time-correlation function, Eq. (2.13), we expand the trace in the position
1By which we mean that the dividing surface is invariant to cyclic permutation of ring-polymer beads.
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representation,
csymfs (t) =
∫
dq
∫
d∆
∫
dz 〈q −∆/2|e−βHˆ/2Fˆ e−βHˆ/2|q + ∆/2〉
× 〈q + ∆/2|eiHˆt/~|z〉h(z − q‡)〈z|e−iHˆt/~|q −∆/2〉, (3.1)
and in the short-time limit,
lim
t→0+
e−iHˆt/~ = e−iHˆ0t/~e−iVˆ t/~, (3.2)
where Hˆ0 = pˆ
2/2m is the free particle Hamiltonian and Vˆ the potential energy operator.
As Vˆ is diagonal in the co-ordinate representation,
lim
t→0+
〈y|eiHˆt/~|z〉〈z|e−iHˆt/~|x〉 = 〈y|eiHˆ0t/~|z〉〈z|e−iHˆ0t/~|x〉, (3.3)
and by contour integration,
〈x|e−iHˆ0t/~|y〉 =
√
m
2pii~t
eim(x−y)
2/2~t, (3.4)
〈x|e−iHˆ0t/~pˆ|y〉 =(x− y)m
t
√
m
2pii~t
eim(x−y)
2/2~t. (3.5)
Inserting Eq. (3.4) (and its complex conjugate) into Eq. (3.1),
lim
t→0+
csymfs (t) =
∫
dq
∫
d∆
∫
dz 〈q −∆/2|e−βHˆ/2Fˆ e−βHˆ/2|q + ∆/2〉
× m
2pi~t
h(z − q‡)eim(z−q)∆/~t, (3.6)
we can define the short-time momentum p = (z − q)m/t, such that
lim
t→0+
csymfs (t) =
1
2pi~
∫
dq
∫
d∆
∫
dp 〈q −∆/2|e−βHˆ/2Fˆ e−βHˆ/2|q + ∆/2〉
× h(q + pt/m− q‡)eip∆/~. (3.7)
In the short-time limit, the contribution of the momentum to the Heaviside function
vanishes, such that limt→0+ h(q+ pt/m− q‡) = h(q− q‡). Integrating over p yields a Dirac
delta function in ∆, which can itself then be integrated out,
lim
t→0+
csymfs (t) =
∫
dq h(q − q‡)〈q|e−βHˆ/2Fˆ e−βHˆ/2|q〉, (3.8)
and a position state (whether acted on by a Boltzmann operator or not) has zero flux,
such that
lim
t→0+
csymfs (t) = 0 (3.9)
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for any system. This result [17, 18, 54], widely recognised since the 1980s, ostensibly
precluded a quantum transition-state theory [10,17,18].
3.2 Derivation of Wigner QTST
A physical understanding of the vanishing short-time limit in Eq. (3.9) is possible by
inserting further unit operators and dummy time evolution into Eq. (3.1),
csymfs (t) =
∫
dq
∫
dz
∫
d∆ h(z2 − q‡)Fˆ (q1 − q‡)
×
2∏
i=1
〈qi−1 − 12∆i−1|e−βHˆ/2|qi + 12∆i〉〈qi + 12∆i|eiHˆt/~|zi〉
× 〈zi|e−iHˆt/~|qi − 12∆i〉, (3.10)
where
∫
dq =
∫∞
−∞ dq1
∫∞
−∞ dq2, and likewise for z and ∆. Taking the short-time limit of
Eq. (3.10),
lim
t→0+
csymfs (t) =
1
(2pi~)2
∫
dq
∫
dp
∫
d∆ h(q2 + p2t/m− q‡)Fˆ (q1 − q‡)
×
2∏
i=1
〈qi−1 − 12∆i−1|e−βHˆ/2|qi + 12∆i〉ei∆ipi/~. (3.11)
Equation (3.11) demonstrates that the flux and side dividing surfaces are acting at different
points in path-integral space, the Heaviside function at q2 and the flux operator at q1. As
with classical TST, a zero result is obtained when the dividing surfaces are not in the same
location, as discussed in section 2.2.2
However, if we move the Heaviside dividing surface to be in the same location as the flux
dividing surface, such that it becomes h(z1 − q‡) (as shown in Fig. 3.1), we can integrate
out p2, ∆2 and q2 [34]:
C
[1]
fs (t) =
∫
dq
∫
dz
∫
d∆ h(z − q‡)Fˆ (q − q‡)
× 〈q −∆/2|e−βHˆ |q + ∆/2〉〈q + ∆/2|eiHˆt/~|z〉〈z|e−iHˆt/~|q −∆/2〉, (3.12)
where we have dropped the subscript 1 in the position variables for clarity, and the
superscript 1 in C
[1]
fs (t) corresponds to sampling the flux and side at a single point in
2The separation of the dividing surfaces can also be understood from the delocalization of the Boltzmann
operator, which was one of the earliest arguments against the existence of a QTST [15]. Alternatively, by the
insertion of position-space identities into Eq. (3.11) to form a ring polymer-like expression [cf. Eq. (3.18)],
the flux and side dividing surfaces are seen to act in orthogonal dimensions in ring-polymer space.
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Figure 3.1: Schematic path-integral diagrams demonstrating alignment of the dividing
surfaces. (a) corresponds to the MST expression Eq. (3.1), (b) to Eq. (3.10) and (beneath
it) the short time limit, showing how the flux operator (blue circle) is acting at a different
point to the side operator (red circle). (c) represents Eq. (3.12) with the dividing surfaces
aligned, and the associated short-time form.
imaginary time. The short-time limit of this expression is, using Eqs. (3.4) and (3.5),
lim
t→0+
C
[1]
fs (t) =
1
2pi~
∫
dq
∫
dp
∫
d∆ h(p)δ(q − q‡) p
m
〈q −∆/2|e−βHˆ |q + ∆/2〉eip∆/~.
(3.13)
This equation is identical to the Wigner rate [Eq. (2.15)], introduced in 1932 [37], which
prior to the research in this dissertation, had no rigorous justification beyond producing
the correct rate for a parabolic barrier3. The Wigner rate therefore corresponds to the
instantaneous thermal quantum flux through a dividing surface, and we demonstrate in
chapter 4 that [34,35]
lim
t→∞C
[1]
fs (t) = k
QM(β)Qr(β) (3.14)
i.e. Eq. (3.12) produces the exact quantum rate in the long-time limit (regardless of any
recrossing of the dividing surface) and therefore the exact rate in the short time limit in
the absence of recrossing (where, by definition, C
[1]
fs (t) is constant ∀t > 0), fulfilling the
requirement for a QTST.
3.3 Numerical illustration
To illustrate the QTST we have derived, we evaluate the flux-side function Eq. (3.12) for
the symmetric Eckart barrier.4
3At temperatures above crossover [Eq. (3.19)] where the parabolic barrier rate is defined.
4The parameters for this system are detailed in Ref. [34]. A numerical calculation will always have a
finite gradient in the t→ 0+ limit due to the impossibility of a ‘perfect’ Dirac delta function, which can
only be as narrow as the spacing of points in the position-space grid. Consequently, the plots presented
here have the numerical simulation of C
[1]
fs (t) at finite time spliced with the short-time limit determined
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Figure 3.2: Illustrative calculations of C
[1]
fs (t) for the symmetric Eckart barrier.
We observe in Fig. 3.2a that at high temperature, the Wigner rate [the QTST of
Eq. (3.13)] is a good approximation to the exact quantum rate (given by the long-time limit
of C
[1]
fs (t) and the MST expression). However, unlike classical TST, the exact quantum rate
is higher than the QTST rate, such that QTST is not a strict upper bound to the quantum
rate; attributable to quantum coherence causing recrossing of the dividing surface.
Beneath the crossover temperature of kBβ = 2.69× 10−3K−1 [see Eq. (3.19)], Fig. 3.2b
shows the Wigner rate to break down completely, producing a negative result [24, 53].
Nevertheless, the exact quantum rate is obtained at long time, as to be expected from
Eq. (3.14).
Although Fig. 3.2a shows that the QTST rate can underestimate the exact QM rate, for
a general multidimensional system the dividing surface will not be optimal and hence there
will be recrossing, such that QTST overestimates the quantum rate. To illustrate this, we
calculate Eq. (3.12) for a poor dividing surface,5 observing an initial overestimation of the
rate, followed by decay to the exact quantum rate as the suboptimal dividing surface is
recrossed, as would be expected for the corresponding classical calculation.
from numerically exact evaluation of C
[1]
fs (t→ 0+) from Eq. (3.13).
5The optimal dividing surface is q‡ = 0.
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3.4 Non positive-definite statistics
The quantum transition-state theory we have derived is equivalent to Wigner rate theory
and produces the exact result in the absence of recrossing, but is known to fail at low
temperatures [24, 34, 53], as shown in Fig. 3.2. This is not a fault with the quantum
dynamics, as the corresponding flux-side correlation function produces the exact rate at
long time [Eq. (3.14) and Fig. 3.2]. It is attributable to erroneous quantum statistics.
By a co-ordinate transformation of Eq. (3.13), where
q0 = q −∆/2, (3.15)
qN = q + ∆/2 (3.16)
and inserting unit operators in qi, i = 1, . . . , N − 1, we obtain
lim
t→0+
C
[1]
fs (t) =
1
2pi~
∫
dq
∫
dp h(p)δ[12(q0 + qN )− q‡]
p
m
eip(qN−q0)/~
×
N−1∏
i=0
〈qi|e−βN Hˆ |qi+1〉 (3.17)
which in the N →∞ limit becomes
lim
t→0+
C
[1]
fs (t) =
1
2pi~
∫
dq
∫
dp h(p)δ[12(q0 + qN )− q‡]
p
m
eip(qN−q0)/~
× 1
(2pi~)N
∫
dp′e−βN{[V (q0)+V (qN )]/2+
∑N−1
i=1 V (qi)}
× e−βN [
∑N
i=1m(qi−qi−1)2/2β2N~2+p2i /2m], (3.18)
where
∫
dp′ ≡ ∫ dp1 . . . ∫ dpN . Examination of the third line of Eq. (3.18) shows that we
have a string polymer, not a ring polymer. There is no section connecting q0 and qN , which
can be as far apart as the springs in qi, i = 1, . . . , N − 1 will allow them.
The value of the integral in Eq. (3.18) is dominated by the stationary points of the
string polymer [59]. For a conventional, cyclic ring polymer at temperatures above the
crossover temperature βc, where
β < βc ≡ 2pi~ωb (3.19)
and ωb is the imaginary frequency at the top of the barrier, the stationary point is a
collapsed ring polymer (like a single classical bead) at the apex of the barrier. In these
high-temperature circumstances, whether one has a polymer string or ring is unlikely to
significantly affect the statistics and Wigner rate theory is expected to do well, as seen in
Fig. 3.2a. For conventional ring polymers, when β > βc, another stationary point emerges,
the ‘instanton’, corresponding to a periodic trajectory in imaginary time β~.6 Qualitatively,
this corresponds to the springs being sufficiently lax that the polymer ‘hangs down’ off the
6Equivalent to a periodic classical trajectory of length β~ on the inverted potential energy surface.
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Figure 3.3: Illustrating the density of the Boltzmann matrix f(∆) = 〈q −∆/2|e−βHˆ |q +
∆/2〉 beneath crossover, where kBβ = 3 × 10−3K−1. Inset is a schematic depiction of
the spurious half-instanton producing the bimodal distribution. For the Eckart barrier
considered here, βc = 2.69× 10−3K−1.
sides of the barrier.
However, the string polymer in Eq. (3.18) is not cyclic, but its ends are constrained to
be symmetrically distributed around q‡. Furthermore, its spring constant is half that of
the conventional ring polymer, so it begins to collapse over the barrier at β = βc/2. This is
the origin of the spurious results for the Wigner rate observed in Fig. 3.2b; the Boltzmann
matrix is dominated by contributions corresponding to a string-polymer hanging over the
barrier, as shown in Fig. 3.3.
While the Boltzmann matrix itself, 〈q|e−βHˆ |q′〉, is positive ∀q, q′, the momentum-space
Fourier transform of the constrained distribution [f(∆) in Fig. 3.3] contains regions of
negative density, which in turn cause the rate to be negative. Consequently, the nature of
the constraint upon the ring polymer, which chooses a single point in imaginary time at
which to sample the flux, leads to statistics which are non positive-definite, such that at
sufficiently low temperatures, an erroneous rate is obtained.
3.5 Ring-polymerized flux-side form
In the previous section we saw how Wigner rate theory was beset by problems at low
temperature. However, if one were to ring-polymerize Eq. (3.12) to an expression with N
beads, such that the inverse temperature of a Boltzmann bra-ket was βN ≡ β/N , for any
non-zero temperature (finite β) it would always be possible to increase N to a sufficiently
high value that βN < βc and spurious (half) instantons would not occur.
We therefore construct a ring-polymerized flux-side time-correlation function, and
by placing the dividing surfaces in the same place this leads to a non-zero short-time
limit and therefore a QTST. Further manipulation shows that, in the limit of infinitely
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many path-integral beads and when the dividing surface is invariant to their permutation,
positive-definite statistics are obtained so the rate is guaranteed to be positive at any finite
temperature. Satisfaction of the second requirement of a QTST (producing the exact rate
in the absence of recrossing) is reserved for the next chapter.
We begin by taking the side-side form corresponding to Eq. (3.12),
C [1]ss (t) =
∫
dq
∫
dz
∫
d∆ h(z − q‡)h(q − q‡)
〈q −∆/2|e−βHˆ |q + ∆/2〉〈q + ∆/2|eiHˆt/~|z〉〈z|e−iHˆt/~|q −∆/2〉 (3.20)
which is ring-polymerized to
C [N ]ss (t) =
∫
dq
∫
d∆
∫
dz h[f(q)]h[f(z)]
×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|eiHˆt/~|zi〉
× 〈zi|e−iHˆt/~|qi − 12∆i〉 (3.21)
where the superscript N in C
[N ]
fs (t) corresponds to the number of ring-polymer beads. We
then differentiate w.r.t. time, noting that [5]
C
[N ]
fs (t) = −
d
dt
C [N ]ss (t). (3.22)
The mathematics is lengthy and presented in full in appendix A, the eventual result being
C
[N ]
fs (t) =
∫
dq
∫
d∆
∫
dz Fˆ [f(q)]h[f(z)]
×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|eiHˆt/~|zi〉
× 〈zi|e−iHˆt/~|qi − 12∆i〉, (3.23)
where Fˆ [f(q)] is the ‘ring polymer flux operator’,
Fˆ [f(q)] = 1
2m
N−1∑
i=0
{
∂f(q)
∂qi
δ[f(q)] pˆi + pˆiδ[f(q)]
∂f(q)
∂qi
}
, (3.24)
where the first term in braces is placed between e−βN Hˆ |qi + 12∆i〉 and 〈qi + 12∆i|eiHˆt/~, and
the second term between e−iHˆt/~|qi − 12∆i〉 and 〈qi − 12∆i|e−βN Hˆ .7 Here f(q) = 0 defines
7There exist other, equivalent placements of the components of the ring-polymer flux operator, as
detailed in appendix A.
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the dividing surface separating products and reactants, such that
lim
q→∞ f(q, q, . . . , q) > 0, (3.25)
lim
q→−∞ f(q, q, . . . , q) < 0, (3.26)
and it is also defined to be convergent in the N → ∞ limit (in order for the rate to
converge).
Equation (3.23), referred to as the “Generalized Kubo form”, represents a generalization
of a Kubo-transformed [86] correlation function, correlating the flux of N imaginary-time
paths at time t = 0 with their side at some later time t. To our knowledge, it has not
appeared before in the rate theory literature, though the concept of a generalizing the
Kubo transform for the computation of correlation functions of non-linear operators has
been suggested previously [87].
3.5.1 The short-time limit
Taking the short-time limit of Eq. (3.23), we obtain
lim
t→0+
C
[N ]
fs (t) =
1
(2pi~)N
∫
dq
∫
d∆
∫
dp δ[f(q)]S(q,p)h[f(q + pt/m)]
×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉ei∆ipi/~ (3.27)
where we have made the substitution pi = (zi − qi)m/t, and
SN (q,p) =
1
m
N−1∑
i=0
∂f(q)
∂qi
pi (3.28)
is the flux perpendicular to f(q).
In the short-time limit, f(q + pt/m) can be Taylor-expanded such that
lim
t→0+
δ[f(q)]h[f(q + pt/m)] =δ[f(q)]h
[
f(q) +
t
m
N−1∑
i=0
∂f(q)
∂qi
pi
]
= lim
t→0+
δ[f(q)]h
[
t
m
N−1∑
i=0
∂f(q)
∂qi
pi
]
= δ[f(q)]h[SN (q,p)] (3.29)
where we have noted that the Heaviside function is invariant to the scaling of its argument
and that the Dirac delta function holds f(q) = 0. Consequently, Eq. (3.27) produces
a finite result in the t → 0+ limit, fulfilling one criterion of a QTST (the other being
equivalence to the exact quantum rate in the absence of recrossing, which is explored in
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the next chapter).8 The above will hold for any value of N ,9 so we can therefore define a
quantum transition-state theory as
k‡QM(β) = limN→∞
lim
t→0+
C
[N ]
fs (t)/Qr(β) (3.30)
where the purpose of the N →∞ limit will become apparent later.
3.5.2 Normal mode transformation
Equation (3.27) possesses an N -dimensional Fourier transform, so, prima facie, is even
more expensive to compute than the Wigner expression [Eq. (2.15)] that we started from.
However, N − 1 of the Fourier transforms can be eliminated by using a normal mode
transformation
(p,∆)→ (p˜, ∆˜), (3.31)
where
p˜j =
N−1∑
i=0
piTij (3.32)
∆˜j =
N−1∑
i=0
∆iTij (3.33)
and
Ti0 =
1√
BN
∂f(q)
∂qi
(3.34)
BN =
N−1∑
i=0
[
∂f(q)
∂qi
]2
. (3.35)
The other normal modes are defined to be orthogonal to Ti0 and their exact form need not
concern us further. Applying the transformation and noting that the Jacobian is unity,
lim
t→0+
C
[N ]
fs (t) =
1
(2pi~)N
∫
dq
∫
d∆˜
∫
dp˜ δ[f(q)]
p˜0
m
h(p˜0)
√
BN
×
N−1∏
i=0
〈qi−1 − 12
N−1∑
j=0
Ti−1 j∆˜j |e−βN Hˆ |qi + 12
N−1∑
j=0
Tij∆˜j〉ei∆˜ip˜i/~. (3.36)
8If the dividing surfaces were different functions of path-integral space [as was the case for the MST
correlation function csymfs (t)], the result in Eq. (3.29) would not hold and the contribution of the momentum
term to the Heaviside function would be switched off smoothly as t→ 0+, leading to a zero QTST.
9Consequently there appear to be an infinite number of non-zero QTSTs with different values of N ;
in chapter 5 we show that there are an infinity of QTSTs for every value of N ≥ 1, though only in the
N →∞ limit is Eq. (3.23) positive-definite and therefore of practical use.
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The momenta p˜i, i = 1, . . . , N − 1 can be integrated out, leading to N − 1 Dirac delta
functions in ∆˜i, i = 1, . . . , N − 1, which themselves are integrated over,
lim
t→0+
C
[N ]
fs (t) =
1
2pi~
∫
dq
∫
d∆˜0
∫
dp˜0 δ[f(q)]
p˜0
m
h(p˜0)e
i∆˜0p˜0/~
√
BN
×
N−1∏
i=0
〈qi−1 − 12Ti−1 0∆˜0|e−βN Hˆ |qi + 12Ti0∆˜0〉. (3.37)
One Fourier transform remains in the ‘ring-opening’ mode ∆˜0, and in Appendix B we show
that, in the N →∞ limit and when f(q) is invariant with respect to (w.r.t.) permutation
of the ring-polymer beads, this can be integrated out, yielding
lim
t→0+
C
[N ]
fs (t) =
1
2pi~
∫
dq
∫
dp˜0 δ[f(q)]
p˜0
m
h(p˜0)e
−βN p˜20/2m
√
BN
×
√
2piβN~2
m
N−1∏
i=0
〈qi−1|e−βN Hˆ |qi〉. (3.38)
The only linear permutationally-invariant dividing surface is the centroid [34], defined in
Eq. (2.24). However, for systems beneath the crossover temperature the optimal dividing
surface may involve other normal modes of the ring polymer and take a conical form [34,59].
3.5.3 Emergence of RPMD-TST
We now reinstate N − 1 momentum integrals to Eq. (3.38), transform back from normal
modes, and expand the Boltzmann bra-kets as
〈qi−1|e−βN Hˆ |qi〉 =
√
m
2piβN~2
e−βN{[V (qi−1)+V (qi)]/2+m(qi−qi−1)
2/2β2N~
2}, (3.39)
leading to
lim
t→0+
C
[N ]
fs (t) =
1
(2pi~)N
∫
dq
∫
dp e−βNHN (q,p)δ[f(q)]SN (q,p)h[SN (q,p)] (3.40)
where
HN (q,p) =
N−1∑
i=0
p2i
2m
+
m(qi − qi−1)2
2β2N~2
+ V (qi) (3.41)
is the classical ring-polymer Hamiltonian and SN (q,p) is the ring-polymer velocity perpen-
dicular to the dividing surface f(q) given in Eq. (3.28). Remarkably, Eq. (3.40) is identical
to RPMD-TST [34]
k‡QM(β)
def
= lim
t→0+
lim
N→∞
C
[N ]
fs (t)/Qr(β)
≡ k‡RPMD(β) (3.42)
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where k‡RPMD(β) is defined in Eq. (2.29) and k
‡
QM(β) in Eq. (3.30).
It is also possible to integrate out momenta completely from Eq. (3.38), to obtain an
expression similar to centroid-TST [20], but with a generalized dividing surface,
lim
t→0+
C
[N ]
fs (t) =
1√
2piβNm
∫
dq
√
BNδ[f(q)]
N−1∏
i=0
〈qi−1|e−βN Hˆ |qi〉. (3.43)
3.6 Multidimensional generalization
Here we sketch how the results from earlier in the chapter can be generalized to multi-
dimensional systems, and thereby the condensed phase, provided that there is sufficient
separation of timescales between reaction and equilibration [3]. For a system with F
dimensions, there are N copies of the system with co-ordinates q = {q1, . . . ,qN}, where
qi = {qi,1, . . . , qi,F }. Here qi,j is the scalar co-ordinate of the jth dimension of the ith bead,
with ∆, z and so on similarly defined.
The bra-ket states then become F -co-ordinate [34];
|qi −∆i/2〉 → |qi,1 −∆i,1/2, . . . , qi,F −∆i,F /2〉 (3.44)
as does the ring-polymer flux operator,
Fˆ [f(q)] =
F−1∑
j=0
1
2mj
N−1∑
i=0
{
∂f(q)
∂qi,j
δ[f(q)] pˆi,j + pˆi,jδ[f(q)]
∂f(q)
∂qi,j
}
(3.45)
where mj is the mass in the jth dimension.
One takes the short-time limit as before and finds that in the N → ∞ limit, and
with a dividing-surface which is invariant to imaginary-time translation, RPMD-TST in F
dimensions is obtained [34,40].
3.7 Interpretation
The central result of this chapter is that it is possible to construct a quantum flux-side
time-correlation function with a non-zero limit, which was previously considered not to
exist and cited as one of the main reasons for the absence of a QTST [17,18,54].
The key step in obtaining a non-zero QTST was the alignment of the dividing surfaces in
path-integral space. Previously (in the MST and other flux-side time-correlation functions)
the flux and side dividing surfaces were in different places, leading to a vanishing rate
in the short-time limit, as would also be expected for the classical case. Performing this
to the standard MST flux-side correlation function led to a QTST expression previously
introduced by Wigner in 1932 [37], but fails in the low-temperature regime, where a QTST
would be of most interest [24,34,53].
By ring-polymerizing the resulting expression and choosing the N → ∞ limit, we
prevent the formation of spurious half-instantons which lead to negative rates, and also
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allow the Boltzmann bra-kets to be expanded analytically, from which we observe that
the dividing surface function f(q) must be permutationally invariant. If not, then one is
effectively privileging a point in imaginary time arbitrarily, leading to non positive-definite
statistics.10 Further algebraic manipulation then leads to RPMD-TST.
3.7.1 The uncertainty principle
Other arguments for the absence of QTST have centred on the uncertainty principle [8,15],
namely the difficulty of knowing the location and momentum of a quantum particle
simultaneously and exactly. Classical TST was conceived as measuring the momentum, and
thereby flux, of a particle constrained to the top of the potential barrier. This appeared to
require simultaneous specification of position and momentum, shown in Fig. 3.4a.11
QTST, given by Eq. (3.43), corresponds to the thermal reactive flux at inverse temper-
ature β multiplied by the free energy of the quantum particle constrained to the dividing
surface by δ[f(q)]. The flux of a free particle with momentum p is p/m and its momentum is
known precisely; the normalized thermal reactive flux therefore being 1/
√
2piβm. However,
the position of the free particle is completely undefined, thereby satisfying the uncertainty
principle for the flux term. Concerning the free energy term, the quantum particle is not
constrained to a single point in phase space, but its representation as a ring-polymer is
confined to an N−1-dimensional surface, being constrained there by δ[f(q)]. Consequently,
there is uncertainty caused by fluctuations of the ring polymer, both in the beads’ positions
and momenta, shown in Fig. 3.4b.12
Alternatively, one could consider q˜0/
√
N and p˜0/
√
N to represent the position and
momentum respectively of a classical-like particle, for which one is calculating the TST
rate. However, the underlying qi and pi which constitute the ring polymer are still subject
to quantum mechanical uncertainty.
3.7.2 Implications for RPMD
In numerical simulations, the RPMD rate is calculated whereby the ring-polymer is evolved
under its fictitious Hamiltonian in order to calculate the ‘transmission coefficient’, the ratio
between the RPMD-TST and RPMD rate:
kRPMD(β) = lim
t→∞ k
‡
RPMD(β)κ(t). (3.46)
10The earliest attempt at reaction rate calculation from RPMD [39] also produced poor statistics, which
were removed by the use of a permutationally invariant dividing surface [40].
11However, by projecting out motion perpendicular to the dividing surface, it is possible to integrate
momenta out of Eq. (2.9) leading to a term corresponding to the classical flux of a free particle, such
that, even in the classical case, one need not specify the position and momentum of a single particle
simultaneously.
12As the temperature is lowered and β rises, the spring constant of the ring polymer ωN = 1/βN~
decreases and the ring-polymer stretches, increasing the delocalization at lower temperatures, as to be
expected from increased delocalization of the quantum Boltzmann operator.
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(a) Classical TST: well-defined position of
classical particle (filled red circle) at the di-
viding surface and well-defined momentum
along reaction co-ordinate. The classical TST
rate is instantaneous classical flux past x‡.
(b) Quantum TST: Quantum particle repres-
ented as a ring polymer, the classical ‘beads’
(filled red circles) connected by harmonic
springs (wavy green lines). The QTST rate
is the instantaneous, collective flux of the
beads from configurations constrained at x‡.
Figure 3.4: Schematic illustrations of classical and quantum TST for a one-dimensional
potential V (x) (thick brown line), with co-ordinate x and a dividing surface located at
x = x‡. Momentum is represented by a dashed blue arrow in both cases.
As recrossing by the ring-polymer dynamics can only reduce the rate, κ(t) ≤ 1 for any
system. Defining the optimal dividing surface [59] as the one which minimizes recrossing
and therefore maximises κ(t), and denoting this with an asterisk,
kRPMD(β) = lim
t→∞ k
‡∗
RPMD(β)κ
∗(t) (3.47)
and for systems where the optimal dividing surface has minimal recrossing κ∗(t) ' 1.
This chapter has not sought to justify the fictitious RPMD dynamics, which are
generally regarded as ad hoc [38, 67, 71], it being sufficient to know that they preserve the
quantum Boltzmann distribution. Instead, we have shown that the instantaneous thermal
flux of a ring polymer is identical to the instantaneous thermal flux of a quantum particle.
Consequently, by combining Eq. (3.42) and Eq. (3.47),
k‡QM(β) =
kRPMD(β)
limt→∞ κ∗(t)
(3.48)
i.e. provided that there is minimal recrossing of the optimal dividing surface by the
(fictitious) RPMD dynamics [κ∗(t) ' 1], the RPMD simulation will be a good approximation
(and a strict lower bound) to the instantaneous thermal quantum flux past the statistical
bottleneck.13
Relating kRPMD(β) and kQM(β) is discussed in section 4.5.2, after demonstrating that
the QTST derived above produces the exact quantum rate in the absence of recrossing (by
the exact quantum dynamics).
13The region on the potential surface which has the greatest potential of mean force along the minimum
energy path from reactants to products. Classically, this would be the saddle point.
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3.7.3 Connection with alternative rate theories
The derivation in this chapter has explained the origin of Wigner rate theory and RPMD-
TST (along with its precursors Voth-Chandler-Miller rate theory and RPMD rate theory).
It can also suggest the utility of other rate theories, such as rate theories obtained from the
linearized semiclassical initial value representation (LSC-IVR) [53,88] which, while useful
(and arguably superior to RPMD for the calculation of spectra [67]), employ dynamics
which do not conserve the quantum Boltzmann distribution and whose accuracy is likely
to degrade at lower temperatures as longer periods of time evolution are required for the
flux-side function to reach the plateau region [34].
Prior to the publication of the work presented in this chapter, the best explanation
for the success of RPMD rate theory and RPMD-TST at low temperatures arose from its
connection to semiclassical instanton theory, which itself has no rigorous derivation [85].
Richardson and Althorpe showed that [59]
kinst(β) = α(β)k
‡
RPMD(β) (3.49)
where
α(β) =
2pi
β~
√
m
F ′′(0)
(3.50)
and F ′′(0) is the double derivative of the free energy along the unstable degree of free-
dom (the saddle point). Amongst other insights, their work suggested that for model
1-dimensional systems, the instanton rate was superior to RPMD-TST; i.e. it was a closer
approximation to the exact quantum mechanical rate than RPMD-TST.
They also showed that RPMD-TST underestimated the instanton rate for symmetric
systems and overestimated it for asymmetric systems, explaining to some extent the
numerically observed tendency for RPMD to underestimate exact quantum rates for
symmetric systems, and the converse for asymmetric systems. The numerical illustration
in this chapter corroborate this for the symmetric Eckart barrier, since quantum recrossing
can cause the QTST rate to underestimate the exact quantum rate.14
Having derived RPMD-TST, derivation of the proportionality factor in Eq. (3.49), or
some other explanation for the success of instanton theory is a matter for future research.
3.8 Conclusions
The key result of this chapter is the demonstration that a quantum flux-side time-correlation
function exists with a non-zero short-time limit, which represents the instantaneous thermal
quantum flux through a dividing surface and therefore is a true QTST, despite previous
assertions that one did not exist [16–18,54,89]. The initial result led to Wigner rate theory,
14Strictly speaking, the results presented in Fig. 3.2 are for the N = 1 limit of C
[N ]
fs (t) whereas RPMD-TST
only emerges in the N →∞ limit, but at high temperatures such as in Fig. 3.2a the Wigner rate is very
close to that of RPMD-TST.
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whose spurious low-temperature results can be avoided by constructing a Generalized
Kubo form, and taking the limit of an infinite number of path-integral beads. In doing so
we obtain a positive-definite QTST that, remarkably, is identical to RPMD-TST, which
was previously regarded as an interpolative theory which produced the correct rate in
the classical and parabolic barrier limits [40] and had a link to semiclassical instanton
theory [59,85].
In the following chapter we show how C
[N ]
fs (t) produces the exact quantum rate in the
absence of recrossing of the dividing surface (nor of surfaces orthogonal to it in path-integral
space), thereby fulfilling the final requirement for a QTST.
Chapter 4
The long-time limit: effects of no
recrossing
Having constructed a positive-definite quantum flux-side time-correlation function which
possesses a non-zero short-time limit [Eq. (3.23)], in this chapter we demonstrate that in
the absence of recrossing of the dividing surface f(q) by the exact quantum dynamics, and
of any dividing surfaces orthogonal to it in path-integral space, this is equal to the exact
quantum rate.
In doing so we also show that the expression leading to the Wigner rate, C
[1]
fs (t) in
Eq. (3.12) also produces the exact rate in the absence of recrossing, a result stated without
proof in chapter 3.
Our task is therefore to prove
k‡QM(β) = kQM(β)NR (4.1)
where the NR subscript denotes No Recrossing, and k‡QM(β) is defined from Eq. (3.30) as
limN→∞ limt→0+ C
[N ]
fs (t)/Qr(β). As in classical rate theory, no recrossing is (by definition)
no net flux across the dividing surface [13,36],
C
[N ]
ff (t)NR = 0 ∀t > 0+ (4.2)
where C
[N ]
ff (t)NR is the flux-flux correlation function, and since [4, 5]
C
[N ]
fs (t) =
∫ t
0
dt′C [N ]ff (t
′), (4.3)
this is equivalent to
lim
t→0+
C
[N ]
fs (t)NR = limt→∞C
[N ]
fs (t)NR, (4.4)
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so our task can be equivalently stated as proving
lim
N→∞
lim
t→∞C
[N ]
fs (t)NR/Qr(β) = kQM(β)NR. (4.5)
We begin by detailing the scattering theory used in this chapter and obtaining the exact
quantum rate kQM(β) from the long-time limit of the Miller-Schwartz-Tromp flux-side
expression, Eq. (3.1) [5]. We then take the long-time limit of C
[N ]
fs (t), which is represented
as an integral over an N -dimensional hypercube of scattering momenta. We demonstrate
that the hypercube is composed of a series of Dirac delta function spikes running along
paths corresponding to equal energies of the scattering eigenstates, and residues whose
contribution vanishes in the N →∞ limit.
In general systems with recrossing, these spikes mean that
lim
N→∞
lim
t→∞C
[N ]
fs (t)/Qr(β) 6= kQM(β), (4.6)
but when there is no recrossing of the dividing surface f(q) by the quantum dynamics
nor of any dividing surfaces orthogonal to it in path-integral space, all spikes except
those corresponding to all scattering eigenstates moving with equal sign and magnitude
of momentum vanish, such that the entire density in the hypercube is localized along
the ‘centroid’ axis.1 This allows us to rotate the dividing surface anywhere, so long as it
cuts out the half of the centroid spike corresponding to positive (product) momenta, and
we choose a dividing surface which leads to a hybrid between the MST expression and
the generalized flux-side form C
[N ]
fs (t). This ‘hybrid’ equation can be shown to produce
the exact quantum rate in the long-time limit, regardless of recrossing or not, thereby
completing the proof.
The chapter then explains how the theory may be generalized to multidimensional
systems and discusses implications for RPMD rate theory and QTST before conclusions
are presented.
4.1 Preliminary quantum scattering theory
By taking the long-time limit of the Miller-Schwartz-Tromp form we obtain the exact
quantum rate expression. Initially expanding Eq. (3.1) in the position representation,
csymfs (t) =
∫
dx 〈x|e−iHˆt/~e−βHˆ/2Fˆ e−βHˆ/2eiHˆt/~|x〉h(x) (4.7)
we note that, using Eq. (3.4),∫
dx |x〉h(x)〈x| = lim
t→∞
∫
dp e−iHˆ0t/~|p〉h(p)〈p|eiHˆ0t/~ (4.8)
1Defined as the axis running through the hypercube where all long-time scattering momenta pi are
equal.
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and that [35,90]∫
dp lim
t→∞ e
iHˆt/~e−iHˆ0t/~|p〉h(p)〈p|eiHˆ0t/~e−iHˆt/~ =
∫
dp Ωˆ−|p〉h(p)〈p|Ωˆ†−
=
∫
dp h(p)|ψp〉〈ψp| (4.9)
where Ωˆ− is the Møller operator [91],
Ωˆ− = lim
t→∞ e
iHˆt/~e−iHˆ0t/~ (4.10)
corresponding to the scattering eigenstate with outgoing conditions and asymptotic mo-
mentum p [90],
lim
x→∞〈x|ψp〉 = 〈x|p〉+R(p)〈x| − p〉 (4.11)
where R(p) is the anticausal reflection coefficient and
〈x|p〉 = 1√
2pi~
eipx/~. (4.12)
Applying Eqs. (4.8) and (4.9) to Eq. (4.7),
lim
t→∞ c
sym
fs (t) =
∫
dp h(p)〈ψp|e−βHˆ/2Fˆ e−βHˆ/2|ψp〉, (4.13)
and as |ψp〉 are eigenstates of the Boltzmann operator,
e−βHˆ/2|ψp〉 = |ψp〉e−βp2/4m (4.14)
such that
lim
t→∞ c
sym
fs (t) =
∫ ∞
0
dp e−βp
2/2m〈ψp|Fˆ |ψp〉 (4.15)
and the exact quantum mechanical rate is given by [4]
kQM(β) =
1
Qr(β)
∫ ∞
0
dp e−βp
2/2m〈ψp|Fˆ |ψp〉. (4.16)
4.2 Long-time limit of the Generalized Kubo Form
For generality, we consider here the case of a different dividing surface in the flux and
side [f(q) and g(z) respectively]. From the arguments in the previous chapter, unless
f(q) ≡ g(q) the corresponding flux-side function will possess a zero short-time limit, but
recrossing of g(z) at finite time can cause the long-time limit to be non-zero.
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Figure 4.1: Forming an N -dimensional hypercube from two (N − 1)-dimensional hyper-
cubes, illustrated for N = 3 (forming a cube by connecting two squares at their vertices).
The notation is discussed in section 4.3 using the axes in Fig. 4.5.
Taking the long-time limit of Eq. (3.23) with this modification, we obtain
lim
t→∞C
[N ]
fs (t) =
∫
dq
∫
d∆
∫
dp Fˆ [f(q)]h[g¯(p)]
×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|ψpi〉
× 〈ψpi |qi − 12∆i〉, (4.17)
where we define2
g¯(p) = lim
t→∞ g(pt/m) (4.18)
and
∫
dp =
∫∞
−∞ dp0 . . .
∫∞
−∞ dpN−1 and likewise foe q and ∆.
4.2.1 The A(p) function
From Eq. (4.17) we can define
A(p) =
∫
dq
∫
d∆ Fˆ [f(q)]
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|ψpi〉
× 〈ψpi |qi − 12∆i〉, (4.19)
such that
lim
t→∞C
[N ]
fs (t) =
∫
dp h[g¯(p)]A(p). (4.20)
A(p) can be considered as an N -dimensional hypercube [92], where the ith dimension
corresponds to the long-time momentum of the ith bead, pi, and the size of the hypercube is
in the limit pi → ±∞. We also choose to define 2N ‘subcubes’, such that within a subcube
a particular pi value is exclusively positive or negative. A hypercube in N dimensions can
be formed by connecting the vertices of a hybercube in N − 1 dimensions, such as a cube
2For the special case of a centroid, g(p) = g¯(p) but for a more general curvilinear dividing surface this
will not be the case. However, the function g(z) [or f(q)] must converge in this limit to adequately separate
reactants and products [see Eqs. (3.25) and (3.26)].
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Figure 4.2: The relationship between p and p´ schematically illustrated for the asymmetric
Eckart barrier [40,59].
(N = 3 hypercube) being formed by connecting two squares, illustrated in Fig. 4.1.
For a symmetric system, a scattering eigenstate with asymptotic momentum p has equal
energy to one with −p. For an asymmetric system, one must account for the asymmetry
of the barrier,
p´ =
{
−√p2 + 2m(Vp − Vr) p > 0
+
√
p2 + 2m(Vr − Vp) p < 0
(4.21)
where
Vp = lim
x→∞V (x) (4.22)
Vr = lim
x→−∞V (x), (4.23)
such that if p > 0 (forward reaction), p´ corresponds to a backward reacting momentum
of the same energy, as sketched in Fig. 4.2. If p = 0, there is no corresponding scattering
eigenstate, and states which have insufficient energy to react do not contribute to the rate
calculation (neither do bound states), such that the square roots in Eq. (4.21) are always
real [35].
In appendix C.1 we show that the density inside the A(p) function consists of delta-
function spikes3 running along momentum states with equal energies, and a residue term,
A(p) = a(p)
{
N−1∏
i=1
δ[E(pi)− E(pi−1)]
}
+R(p) (4.24)
where the residue R(p) is of alternating sign in adjacent subcubes as detailed in Eq. (C.13).
3For a symmetric system, the spikes will be straight, corresponding to lines in the hypercube along which
the magnitude of each pi is equal, but for a general asymmetric system they represent hyperbolae [35].
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Figure 4.3: Constructing a cube (N = 3 hypercube) from adding together a pair of
subcubes, then a pair with another pair, and then four with another four, thereby illustrating
evaluation of Eq. (4.20) through successive summation over subcubes.
4.2.2 Integral over residues
The integral in Eq. (4.20) can be computed by summing over the contributions from
adjacent subcubes in an iterative fashion, as illustrated in Fig. 4.3 for the case of N = 3. If
there were no heaviside function present in Eq. (4.20), the integrals over adjacent subcubes
in Eq. (4.24) would cause the residues to cancel completely [and the resulting flux function
(without the Heaviside function) would also be zero].
However, for a general dividing surface one will not be summing over pairs of adjacent
subcubes completely, because some of the subcubes will be cut through by the dividing
surface function g¯(p). Nevertheless, in the N →∞ limit, we show in Appendix C.2 that
the portion of the residue remaining as one sums over successive subcubes (equivalent to
integrating of successive dimensions in {pi}) becomes a sliver whose volume vanishes as
N−N . Consequently, in the N →∞ limit, the residues need not be considered further.4
4For the case of a symmetric system and even N , one can also demonstrate from a geometric argument
that the residues will vanish for a centroid dividing surface.
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4.2.3 Integral over spikes
From Eqs. (4.24) and (4.20) and the results of the previous section,
lim
t→∞ limN→∞
C
[N ]
fs (t) =
∫
dp h[g¯(p)]a(p)
N−1∏
i=1
δ[E(pi)− E(pi−1)], (4.25)
such that the long-time limit of the flux-side function, with an infinite number of beads, is
dictated entirely by the integral over delta-function spikes, of which there are 2N .
We now explore the constraints on the spikes when there is no recrossing of the dividing
surfaces orthogonal to f(q). One can, of course, construct N − 1 independent orthogonal
surfaces g⊥(z) satisfying5
N−1∑
i=0
∂f(q)
∂qi
∂g⊥(q)
∂qi
= 0 ∀q. (4.26)
Using Eqs. (4.2) and (4.3), no recrossing is defined as the flux-side time-correlation function
D
[N ]
fs⊥(t) =
∫
dq
∫
d∆
∫
dz Fˆ [f(q)]h[g⊥(z)]
×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|eiHˆt/~|zi〉
× 〈zi|e−iHˆt/~|qi − 12∆i〉. (4.27)
being constant ∀t > 0 [13].
From chapter 3 we know that limt→0+ D
[N ]
fs (t) = 0 as the dividing surfaces are not in
the same location, such that the no recrossing criterion enforces
lim
t→∞D
[N ]
fs⊥(t)NR =
∫
dp h[g¯⊥(p)]a(p)
N−1∏
i=1
δ[E(pi)− E(pi−1)]
= 0. (4.28)
For N ≥ 3 there will be an infinite number of ways of constructing orthogonal surfaces,
which we can choose as required. We initially consider the case of a centroid dividing
surface, which is later generalized to any permutationally invariant one.6 Transforming to
normal modes q˜, as detailed in 3.5.2, we obtain N − 1 normal modes q˜i, i = 1, . . . N − 1.
We can define the first such surface as emanating radially out from the centroid spike
5The orthogonal planes must converge in the N → ∞ limit in order for limt→∞ limN→∞D[N ]fs⊥(t) to
converge and the flux through them to be well-defined (see section C.2), but by construction they will not
satisfy Eqs. (3.25) and (3.26) as the centroid axis will lie along the dividing surface of any orthogonal plane.
6The QTST derivation of chapter 3 holding only when the dividing surface f(q) is permutationally
invariant.
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Figure 4.4: Looking down the centroid spike [red arrow in Fig. 4.5b] and constructing
angles for the dividing surfaces to sweep through. The solid lines represent spikes pointing
out of the plane of the page, the dashed lines spikes pointing backwards. The labelling of
the spikes is described in section 4.3.
(defined when all pi are equal),
gr(q) =
√√√√N−1∑
i=0
q˜2i − r‡ (4.29)
and can then define other dividing surfaces orthogonal to this, which are of the form to
sweep out angles in the hypercube,
gG(q) = G[φ(q˜j , q˜k)], (4.30)
where
φ(q˜j , q˜k) = arctan(q˜j/q˜k). (4.31)
The normal modes q˜j and q˜k can be chosen as desired, and (in higher dimensions) G
could be a function of more than one angle. For the case of N = 3, a depiction of φ is
schematically illustrated in Fig. 4.4. Taking the long-time limit we find
g¯r(p) = lim
→0
√√√√N−1∑
i=0
p˜2i −  (4.32)
g¯G(q) = G[φ(p˜j , p˜k)], (4.33)
such that g¯r(p) encloses an infinitesimally thin cylinder surrounding the centroid axis.
One can then construct gG to pick out each spike in turn, as no two spikes differ only
in their position along the centroid axis7. Enforcing the no-recrossing conditions on each
7Except for the spike along the centroid axis, which is the sole contributor to the rate in the absence of
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of the spikes via Eq. (4.28) means that all spikes, except the centroid spike, must vanish.
Note that these spikes need not necessarily be mutually orthogonal, although they are all
orthogonal to f(q) and gr.
This reasoning can be applied to a non-centroid dividing surface which is permutationally
invariant. Near the centroid axis the function will reduce to the centroid, and one can
therefore create a radial surface similar to Eq. (4.29). By defining dividing surfaces
orthogonal to this [akin to Eq. (4.30)], one can enclose each spike in turn, the end result
being that all such spikes, except that of the centroid, must be zero.
It therefore follows that, when there is no recrossing of dividing surfaces orthogonal to
f(q), the only density in the hypercube will be along the centroid axis. Consequently, any
dividing surface which separates products and reactants in the long-time limit [satisfies
Eqs. (3.25) and (3.26)] must pick out the centroid spike.8 We therefore choose g(z) = z1
(or any other individual zi), and defining the corresponding flux-side function as C¯
[N ]
fs (t):
C¯
[N ]
fs (t) =
∫
dq
∫
d∆
∫
dz Fˆ [f(q)]h(z1)
×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|eiHˆt/~|zi〉
× 〈zi|e−iHˆt/~|qi − 12∆i〉. (4.34)
From the foregoing argument, the flux-side function in Eq. (4.34) will, in the absence of
recrossing, be equal to the general flux-side function,9
C¯
[N ]
fs (t)NR = C
[N ]
fs (t)NR (4.35)
where the subscript NR denotes No Recrossing. Equation (4.34) corresponds to a hybrid of
the generalized-Kubo flux-side time correlation function Eq. (3.23) where the flux dividing
surface is a function of many points in imaginary time, and the Miller-Schwartz-Tromp form
Eq. (3.1) where the side dividing surface is only a function of a single point in path-integral
space.
For N > 1 the dividing surfaces will cut through different regions in path-integral space
and the hybrid form will not have a TST limit. However, from its corresponding (and
equivalent) side-flux form C¯
[N ]
sf (t) we show in Appendix C.3,
lim
t→∞ C¯
[N ]
sf (t) =kQM(β)Qr(β) (4.36)
under all circumstances (whether there exists any recrossing or not), and combining
recrossing.
8By construction, this excludes all orthogonal surfaces g¯⊥(p).
9This is derived in the context of the long-time limit, but in the absence of recrossing the corresponding
flux-side functions must be constant for all time t > 0.
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Figure 4.5: Illustrating the different sections of the hypercube, with axes labelled as in
(a), cut out by a permutationally-invariant dividing surface (the centroid) (b) and the
dividing surface used in the hybrid form Eq. (4.34) (c), which produces the exact rate.
Eqs. (4.4), (4.35) and (4.36),
lim
t→∞C
[N ]
fs (t)NR = kQM(β)NRQr(β) (4.37)
as was to be proven from Eq. (4.5). For the case of N = 1, we observe
C
[1]
fs (t) ≡ C¯ [1]fs (t) (4.38)
such that
lim
t→∞C
[1]
fs (t) = kQM(β)Qr(β). (4.39)
In the absence of recrossing of the dividing surface,10 the short-time limit of C
[1]
fs (t) will
equal its long-time limit, and we have therefore also shown that
lim
t→0+
C
[1]
fs (t)NR = kQM(β)NRQr(β) (4.40)
a result stated without proof in chapter 3.11
4.3 Orthogonal planes
Here we consider in more detail the nature of the A(p) matrix and how, by accounting for
the non-centroid spikes it is possible to construct a function which smoothly interpolates
between k‡QM(β) in the t → 0+ limit and kQM(β) in the long-time limit, allowing the
construction of correction terms to RPMD-TST.
Deviations of the long-time limit of C
[N ]
fs (t) from the exact quantum rate are due to
the presence of non-centroid spikes in the A(p) matrix possessing finite density, which
corresponds to overlap between scattering eigenstates of equal energy but momenta of
10As this function only samples a single point in path-integral space, there are no orthogonal surfaces
whose recrossing requires consideration.
11The Wigner rate is therefore equal to the exact quantum rate when their is no recrossing of its dividing
surface, but we have seen in chapter 3 that its dividing surface is poor at low temperatures, exhibiting
significant recrossing (Fig. 3.2b).
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different sign.12
Conversely, the flux-side function C¯
[N ]
fs (t) produces the exact quantum rate in the
long-time limit, regardless of whether there is any recrossing or not, as shown in appendix
C.3. The side-dividing surface in this expression, h(z1), evidently cuts out a different part
of the hypercube to the generalized, permutationally-invariant dividing surface h[g(z)] and
therefore encloses a different set of non-centroid spikes.
This can be observed graphically in Fig. 4.5 by the centroid dividing surface (b)
enclosing a different set of vertices to the h(p1) dividing surface (c). For the N = 3 case
and a centroid dividing surface used here, h(z1) encloses (1, 1, 1), (1, 1,−1), (1,−1, 1) and
(1,−1,−1) whereas the centroid cuts out (1, 1, 1), (−1, 1, 1), (1,−1, 1) and (1, 1,−1), where
we label the spikes by the vertex of the cube which they point to from Fig. 4.1. Given that
this selection of a different set of spikes causes the deviation from the exact quantum rate,
it is therefore possible to write a modified flux-side function which is a linear combination
of C
[N ]
fs (t), and flux-side functions involving planes orthogonal to the dividing surface,
G
[N ]
fs (t) = C
[N ]
fs (t) +
L−1∑
l=0
clD
[N ]
fs⊥(t)l, (4.41)
where the coefficients cl and orthogonal surfaces (“orthoplanes”) in D
[N ]
fs⊥(t)l can be de-
termined by geometric considerations, such that in the long-time limit the same spikes are
enclosed as in C¯
[N ]
fs (t). Consequently,
lim
t→0+
G
[N ]
fs (t) = limt→0+
C
[N ]
fs (t) +
L∑
l=0
cl lim
t→0+
D
[N ]
fs⊥(t)l
=k‡RPMDQr(β) (4.42)
as the orthogonal planes result in zero instantaneous flux, and by construction
lim
t→∞G
[N ]
fs (t) = limt→∞
{
C
[N ]
fs (t) +
L∑
l=0
clD
[N ]
fs⊥(t)l
}
= lim
t→∞ C¯
[N ]
fs (t)
=kQM(β)Qr(β). (4.43)
As an illustrative example, let us return to the case of an N = 3 system with a centroid
dividing surface such that the hypercube is easily visualised as a cube.13 We can define
12For a symmetric system, this corresponds to momenta of equal magnitude but differing sign.
13For a general asymmetric system the residues would only cancel in the N → ∞ limit, but the case
presented here can be extended to any N and is illustrated using N = 3 for graphical simplicity.
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normal modes
q˜0 =
1√
3
(q0 + q1 + q2) (4.44)
q˜1 =
1√
2
(q1 − q2) (4.45)
q˜2 =
1√
6
(2q0 − q1 − q2) (4.46)
and likewise in z˜. The flux dividing surface is therefore given by f(q) = q˜0/
√
N . By
a geometric argument14 and noting that the hypercube has N -fold rotational symmetry
along the centroid axis due to the permutational invariance of the flux dividing surface,
the parameters for Eq. (4.43) can be determined as: and further geometry can generalize
Flux-side function Coefficient cl g(z)
C
[N ]
fs (t) 1 z˜0
D
[N ]
fs⊥(t)1 2 z˜1
D
[N ]
fs⊥(t)2 −1 z˜2
this to more complex dividing surfaces and higher N .
One can therefore construct a function using Eq. (4.41) which smoothly interpolates
between the RPMD-TST rate and the exact quantum rate. Realistically, computation of
the long-time limit of C
[N ]
fs (t) and all the D
[N ]
fs⊥(t)l would be considerably more expensive
than direct evaluation of the Miller-Schwartz-Tromp equation Eq. (3.1), so it would not be
advocated as a computational tool. Significantly, at least in a theoretical framework, it is
possible to systematically improve RPMD-TST towards the exact quantum rate.
4.4 Multidimensional generalization
Here we sketch how the above results can be generalized to multidimensional systems, and
thereby the liquid phase, provided that there is sufficient separation of timescales between
reaction and equilibration [3]. For a system with F dimensions, there are N copies of the
system with co-ordinates q = {q1, . . . ,qN}, where qj = {qj,1, . . . , qj,F }. Here qj,k is the
scalar co-ordinate of the kth dimension of the jth bead, with z, ∆ and so on similarly
defined.
The bra-ket states then become F -co-ordinate;
|qi −∆i/2〉 → |qi,1 −∆i,1/2, . . . , qi,F −∆i,F /2〉 (4.47)
as does the ring polymer flux operator, whose multidimensional form is given in Eq. (3.45).
The cyclic permutation properties discussed earlier of f(q) apply to collective permutation
of the N path-integral replicas of the system, not of the F classical dimensions.
14Computing the vertices cut through by each dividing surface, and solving the simultaneous equations
in cl so that the expansion in Eq. (4.43) produces the same number of each type of vertex as that cut out
by h(z˜0).
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4.4.1 Multidimensional quantum scattering theory
Fortunately, it suffices to know that a scattering state is separable into its outgoing (or
incoming) momentum contribution pii and its internal state vi, [90]
lim
t→∞ e
−iHˆt/~eiHˆ0t/~|pii; vi〉 = Ωˆ−|pii; vi〉
= |ψpii,vi〉 (4.48)
where Ωˆ− is the multidimensional Møller operator, such that∫
d(qj + ∆j/2) lim
t→∞ e
−iHˆt/~|qj + ∆j/2〉 =
∫
dpij
∑
vj
|ψpij ,vj 〉 (4.49)
where the internal states of a bound molecule vj are all discrete. Furthermore, the
multidimensional dividing surface function possesses the long-time limit
lim
t→∞ f(q) = limt→∞ f(pit/m; v)
= f¯(pi) (4.50)
otherwise it would not successfully separate different product channels in the t→∞ limit.
4.4.2 Exact rate in the absence of recrossing
From the scattering theory outlined above, the hybrid form Eq. (4.34) still produces the
exact rate in the t→∞ limit, where its side dividing surface becomes h(pi1). By taking
the long-time limit of the multidimensional form of C
[N ]
fs (t), one generates
lim
t→∞C
[N ]
fs (t) =
∫
dpi h[f¯(pi)]A(pi). (4.51)
As before, one can demonstrate that A(pi) contains spikes and residues, and that the
residues vanish in the N →∞ limit. There will be many more spikes than before, each
corresponding to a different δ[E(pij ,vj)− E(pij−1,vj−1)], where the j indices correspond
to different bead numbers, not classical dimensions. Nevertheless, one can still construct
sufficient orthogonal dividing surfaces to show that all spikes must vanish (as for each
extra degree of freedom producing a spike, one has an extra dimension in which to form an
orthogonal dividing surface). Consequently in the absence of recrossing the only density
in the A(pi) matrix is found along the centroid axis, i.e. when all path-integral beads
proceed down the product channel with identical momenta. Therefore any dividing surface
separating products from reactants, such as Eq. (4.50) or that of the hybrid, will produce
the exact rate.
As in one dimension, we finally find that the exact quantum rate is produced in the
absence of recrossing of the dividing surface nor of any of the N − 1 surfaces orthogonal to
it in path-integral space.
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4.5 Implications
The primary aim of this chapter has been the proof that Eq. (3.23), which reduces to
RPMD-TST in the t→ 0+ limit, will produce the exact quantum rate in the absence of
recrossing, by the exact quantum dynamics, of the dividing surface f(q) and any surfaces
orthogonal to it in (N − 1)-dimensional path-integral space. This is satisfied automatically
for a parabolic barrier with the dividing surface at the apex of the barrier [35],15 and
therefore also for a free particle, which is a limiting case of the parabolic barrier where its
imaginary frequency ωb = 0.
The no recrossing criteria impose the requirement that the only density in the momentum-
space hypercube A(p) is along the so-called ‘centroid axis’, where all momenta are of
the same magnitude and sign, and the corresponding scattering eigenstates of the same
energy. Physically, this means that no recrossing is equivalent to the path-integral beads,
constrained at time t = 0 by the Boltzmann operator, moving in concert with equal
momentum.
4.5.1 Classical limit
In the high temperature, classical limit, the ring-polymer at t = 0 shrinks to a point and
there will be no quantum coherence effects in the recrossing. RPMD-TST reduces to
classical-TST in this limit (as RPMD rate theory reduces to classical rate theory [39]),
such that the only recrossing consideration is of the dividing surface in the flux function
and not that of the orthogonal planes.
4.5.2 RPMD
The present chapter has demonstrated that RPMD-TST will produce the exact quantum
rate when there is no recrossing of the permutationally invarariant dividing surface (and
those orthogonal to it in path-integral space) by the exact quantum dynamics. In the
previous chapter we showed that an RPMD simulation will calculate a good approximation
to the instantaneous thermal quantum flux through the statistically optimal dividing
surface, provided that the TST assumption holds in the space of the fictitious ring polymer
dynamics. Combined, these mean that an RPMD simulation will compute the exact
quantum rate past the statistically optimal dividing surface, provided that there is no
recrossing of the dividing surface by the exact quantum dynamics,16 nor of the (fictitious)
ring-polymer dynamics.
For general physical systems it is extremely difficult to locate the optimal dividing
surface a priori ; even for a classical calculation it is an (F − 1)-dimensional manifold in
F -dimensional Cartesian space. As transition-state theory is exponentially sensitive to
the location of the dividing surface (see chapter 2), this can diminish the utility of such
methods in multidimensional systems. However, RPMD surmounts both these hurdles; by
15At all temperatures above crossover (β < βc), where a rate for the parabolic barrier is defined.
16By which we mean action of e−iHˆt/~ and not the fictitious dynamics of the ring-polymer Hamiltonian.
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dynamics which conserve the quantum Boltzmann distribution it will locate the optimal
dividing surface (the ‘bottleneck’), and return the instantaneous thermal quantum flux
past this surface (scaled by any ring-polymer recrossing). In the event that there is little
recrossing of this surface by the exact quantum dynamics and by the ring-polymer dynamics
(and numerical simulations suggest this is the case [40, 80]) RPMD will provide a good
approximation to the rate, without requiring prior knowledge of the optimum dividing
surface location.
4.6 Conclusions
In this chapter we have shown that the QTST obtained from C
[N ]
fs (t) has satisfied the
second requirement of a QTST, namely that it produces the exact quantum rate in the
absence of recrossing.
For a real physical system it is difficult to find the optimal dividing surface, and even if
it is found there may still be some recrossing. However, under these circumstances QTST
represents a good approximation to the exact quantum rate, just as classical TST represents
a good approximation to the exact classical rate.
The results in this chapter are derived using quantum scattering theory, which is exact
in the gas phase. They can then be extended to the condensed phase provided that there
is a sufficient separation of timescales between reaction and equilibration [3,35]. Future
work might include a derivation based on linear response theory [2], which would not rely
on the plateau in C
[N ]
fs (t) extending to infinity.
Of course, there are some systems where there exists significant recrossing of the dividing
surface, pronounced quantum coherence effects, or no meaningful position-space dividing
surface. These include the inverted regime in Marcus theory [75,93], some diffusive processes
(where classical TST also breaks down), and low temperature gas-phase scattering systems.
In these circumstances, a QTST of the form described above would not be expected to
provide a good approximation to the rate and other methodologies are required.
We now investigate numerical results for the Generalized Kubo expression in order to
validate the algebra in the past two chapters.
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Chapter 5
Uniqueness
Having seen that a true t → 0+ QTST exists (chapter 3) and that this gives the exact
rate in the absence of recrossing in (chapter 4), we now present strong evidence that
RPMD-TST is the only positive-definite QTST; that it is unique.
There exist a large number of heuristic QTSTs [8,18–27,37], and, given that RPMD-
TST was considered a heuristic guess before the derivation in chapters 3–4 was produced,
the question arises as to whether there exist any other quantum transition-state theories
which could also be of practical benefit.
In chapter 3 we showed that Wigner TST [37, 94] satisfies the requirements for a
QTST, but does not give positive-definite statistics, an essential requirement for a practical
rate theory. We therefore consider whether there exist any other QTSTs which produce
positive-definite statistics, and are not equivalent to RPMD-TST.
Naturally, any claim of uniqueness is subject to the definition of QTST, and here
we use the original premise of Eyring [11], namely that all trajectories which cross the
barrier react (rather than recross). For classical TST, this was subsequently recognized
as being equivalent to taking the short-time limit of a classical flux-side time-correlation
function [3, 47]. We confine ourselves to the quantum mechanical analogue of this, namely
whether there exists another quantum flux-side time-correlation function which possesses a
non-zero (and positive-definite) short-time limit, produces the exact rate in the absence
of recrossing1, and is not equivalent to RPMD-TST. With this definition, the QTST
represents the instantaneous thermal quantum flux through the dividing surface, and the
rate is guaranteed to be positive at any temperature.2
Here we give very strong evidence (though not a conclusive proof) that RPMD-TST is
indeed the unique positive-definite QTST. In section 5.1 we construct an extremely general
quantum flux-side time correlation function Eq. (5.2); we cannot prove that a more general
1Strictly speaking, there is the extra requirement in QTST for there to be no recrossing by the quantum
dynamics of the planes orthogonal to the dividing surface in path-integral space, which does not exist in
classical TST (where a path-integral dividing surface is unnecessary due to the locality of the Boltzmann
operator), discussed further in chapter 4.
2The Wigner rate also represents the instantaneous thermal quantum flux through a dividing surface,
but the nature of the dividing surface, privileging a single point in imaginary time, causes the non
positive-definite statistics.
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one does not exist, but Eq. (5.2) is sufficiently general that it includes all known flux-side
functions as special cases. By taking the t → 0+ limit in section 5.2, and imposing the
conditions that the expression thus obtained is non-zero and positive-definite, RPMD-TST
emerges.
5.1 General quantum flux-side time-correlation function
One can observe that C
[N ]
fs (t) [Eq. (3.23)] is not the most general flux-side time-correlation
function because one can modify Eq. (3.12) to give a ‘split Wigner flux-side time-correlation
function’:
C
[1]
fs
′
(t) =
∫
dq
∫
dz
∫
d∆
∫
dη h(z)Fˆ(q)
× 〈q −∆/2|e−βHˆ/2|q + ∆/2〉〈q + ∆/2|eiHˆt/~|z − η/2〉
× 〈z − η/2|e−βHˆ/2|z + η/2〉〈z + η/2|e−iHˆt/~|q −∆/2〉, (5.1)
which can be shown to give the exact quantum rate in the t → ∞ limit and to have a
non-zero t→ 0+ limit. This limit is not positive-definite, but one could generalize Eq. (5.1)
in the analogous way to which Eq. (3.23) is obtained by ring-polymerizing Eq. (3.12).
A form of flux-side time-correlation function which does include Eq. (5.1), as well as a
ring-polymerized generalization of it, is
C
[Ξ]
fs6=(t) =
∫
dq
∫
dz
∫
d∆
∫
dη Fˆ [f(q)]h[g(z)]
×
N−1∏
i=0
〈qi−1 −∆i−1/2|e−βξ
−
i Hˆ |qi + ∆i/2〉〈qi + ∆i/2|eiHˆt/~|zi − ηi/2〉
× 〈zi − ηi/2|e−βξ
+
i Hˆ |zi + ηi/2〉〈zi + ηi/2|e−iHˆt/~|qi −∆i/2〉. (5.2)
Here the imaginary time-evolution has been divided into pieces of varying lengths ξ±i β~,
which are interspersed with forward-backward real-time propagators. To set the inverse
temperature β, we impose the requirement
N−1∑
i=0
ξ−i + ξ
+
i = 1, (5.3)
where ξ±i ≥ 0 ∀i. The only restrictions, at present, on the dividing surface f(q) are
lim
q→∞ f(q, q, . . . , q) > 0, (5.4)
lim
q→−∞ f(q, q, . . . , q) < 0, (5.5)
and similarly for g(q), as discussed in section 3.5. The subscript 6= symbolises that the divid-
ing surfaces are not necessarily equivalent functions of path-integral space. Equation (5.2)
5.2. THE SHORT-TIME LIMIT 47
Figure 5.1: Diagrams showing (a) the generalized flux-side time-correlation function
C
[Ξ]
fs6=(t) of Eq. (5.2); (b) the t→ 0+ limit of C [Ξ]fs (t), Eq. (5.12); (c) the latter for a large
value of N . Sinusoidal lines represent real-time evolution, curved lines imaginary-time
evolution, and the symbols indicate the places acted on by the flux operator Fˆ [f(q)] (blue
crosses) and the side operator h[g(z)] (red circles).
is represented diagrammatically in Fig. 5.1a.
The function C
[Ξ]
fs6=(t) correlates the flux averaged over a set of imaginary-time paths
with the side averaged over another set of imaginary-time paths at some later time t.
Every form of quantum flux-side time-correlation function (known to the author) can be
obtained either directly from C
[Ξ]
fs6=(t), using particular choices of f(q), g(q) and ξ, or as
linear combinations of such functions, as shown in Table 5.1 on page 53. We believe that
C
[Ξ]
fs6=(t) is the most general expression yet obtained for a quantum flux-side time-correlation
function (before taking linear combinations), although we cannot prove that a more general
expression does not exist.3
5.2 The short-time limit
We now take the t→ 0+ limit of Eq. (5.2), and determine the conditions under which this
limit is non-zero and possesses positive-definite quantum statistics.
5.2.1 Non-zero QTST
In order to calculate the short-time limit of Eq. (5.2) we substitute the identity
e−βξ
+
i Hˆ ≡
∫
dyi
∫
dζi e
−iHˆt/~|yi − ζi/2〉〈yi − ζi/2|e−βξ
+
i Hˆ |yi + ζi/2〉〈yi + ζi/2|eiHˆt/~
(5.6)
3It would be possible to generalize C
[Ξ]
fs (t) yet further by specifying the time-evolution of each bead
separately, but as a QTST is defined as an instantaneous, t→ 0+ thermal quantum flux it would be of no
use in the following argument.
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into Eq. (5.2), to obtain
C
[Ξ]
fs6=(t→ 0+) = limt→0+
∫
dq
∫
dz
∫
d∆
∫
dη
∫
dy
∫
dζ Fˆ [f(q)]h[g(z)]
×
N−1∏
i=0
〈qi−1 −∆i−1/2|e−βξ
−
i Hˆ |qi + ∆i/2〉〈qi + ∆i/2|eiHˆt/~|zi − ηi/2〉
× 〈zi − ηi/2|e−iHˆt/~|yi − ζi/2〉〈yi − ζi/2|e−βξ
+
i Hˆ |yi + ζi/2〉
× 〈yi + ζi/2|eiHˆt/~|zi + ηi/2〉〈zi + ηi/2|e−iHˆt/~|qi −∆i/2〉. (5.7)
The imaginary-time propagators in Eq. (5.7) alternate with pairs of forward-backward
real-time propagators, which allows us to use Eqs. (3.3)–(3.5) to take the t→ 0+ limit.4
The mathematics is lengthy and presented in full in appendix D.1; here we sketch the main
steps.
The first modification (Sec. D.1.1) is to transform Eq. (5.7) to
C
[Ξ]
fs6=(t) =
∫
dQ
∫
dZ
∫
dD Fˆ [f(Q,D)]h[g(Z)]
×
2N−1∏
j=0
〈Qj−1 −Dj−1/2|e−βξjHˆ |Qj +Dj/2〉〈Qj +Dj/2|eiHˆt/~|Zj〉
× 〈Zj |e−iHˆt/~|Qj −Dj/2〉 (5.8)
where Q ≡ {Qj}, j = 0 . . . 2N − 1, and similarly for Z, D, and
ξ2i = ξ
−
i (5.9)
ξ2i+1 = ξ
+
i , i = 0, . . . , N − 1. (5.10)
We have halved the number of bra-kets in each imaginary time-slice, by doubling the
number of polymer beads. Equation (5.8) is superficially similar to Eq. (3.23), but the
dividing surface f(q) now depends on the coordinate D (in the way described in Sec. D.1.1).
As a result the flux and side dividing surfaces are in general different functions of path
integral space, even if f(q) ≡ g(q). From the results of chapter 3, one might therefore
expect the t→ 0+ limit of Eq. (5.8) to be zero, except for the special cases corresponding
to Wigner TST and RPMD-TST (given in Table I). However, we show in Sec. A2 that the
t→ 0+ limit of Eq. (5.8) is always non-zero when f(q) ≡ g(q), because the D-dependence
4One can evaluate the short-time limit of Eq. (5.2) without the insertion of the unit operators, but their
use greatly simplifies the subsequent algebra.
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of f(Q,D) can be integrated out in this limit, so we can define a QTST to be
lim
t→0+
C
[Ξ]
fs (t)
Qr(β)
=
1
(2pi~)NQr(β)
∫
dQ
∫
dP+
∫
dD+ δ[f(Q)]Sf (Q,P
+)h[Sf (Q,P
+)]
×
N−1∏
i=0
〈Q2i−1 − 12√2D
+
i−1|e−βξjHˆ |Q2i + 12√2D
+
i 〉
× 〈Q2i − 12√2D
+
i |e−βξjHˆ |Q2i+1 + 12√2D
+
i 〉eiD
+
j P
+
j /~, (5.11)
where P+ and D+ are the N -dimensional vectors defined in section D.1.2, Sf (Q,P
+) is
the flux perpendicular to f(Q), and the absence of a subscript 6= in C [Ξ]fs (t) indicates
f(q) ≡ g(q). Consequently, in general f(Q,D) is a function of both Q and D, but in the
t→ 0+ limit, the D dependence can be integrated out if f(q) ≡ g(q). In the special case
of ξ−i = 1/N, ξ
+
i = 0 in which C
[Ξ]
fs (t) ≡ C [N ]fs (t), f(q) is time-independent (not a function
of D).
Equation (5.11) can be simplified by integrating out (N − 1) of the integrals in P+ and
D+ (see Sec. D.1.3), to obtain
lim
t→0+
C
[Ξ]
fs (t) =
1
2pi~
∫
dQ
∫
dP˜0
∫
dD˜0 h(P˜0)
P˜0
m
√
BNδ[f(Q)]e
iD˜0P˜0/~
×
2N−1∏
j=0
〈Qj−1 − Tj−1 0D˜0/2|e−βξjHˆ |Qj + Tj0D˜0/2〉. (5.12)
where P˜0 is the momentum perpendicular to the dividing surface f(Q), D˜0 describes a
collective ring-opening mode, Tj0 is the weighting of the jth path-integral bead in the
dividing surface f(Q) [see Eq. (D.18)], and
√
BN is a normalization constant associated
with P˜0.
5.2.2 Positive-definite Boltzmann statistics
Having shown that the t → 0+ limit of Eq. (5.2) is non-zero if f(q) ≡ g(q), we now
determine the conditions on f(q) that give rise to positive-definite quantum statistics. The
special case ξ−i = 1/N, ξ
+
i = 0 was discussed in chapter 3 and we use the same approach
here for the more general case, namely finding the condition on f(q) which guarantees
that the integral over D˜0 in Eq. (5.12) is positive in the N →∞ limit. We first express
the Boltzmann operator in ring polymer form,
lim
N→∞
2N−1∏
j=0
〈Qj−1 − Tj−1 0D˜0/2|e−βξjHˆ |Qj + Tj0D˜0/2〉
=
2N−1∏
j=0
√
m
2piβξj~2
e−βξj [V (Qj−1−Tj−1 0D˜0/2)+V (Qj+Tj0D˜0/2)]/2
× e−m[Qj−Qj−1+D˜0(Tj−1 0+Tj0)/2]2/2βξj~2 (5.13)
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and note that Tj0 ∼ N−1/2, which ensures that the potential energy terms are independent
of D˜0 in the limit N →∞.5 Expanding the spring term,
lim
N→∞
2N−1∑
j=0
m[Qj −Qj−1 + D˜0(Tj−1 0 + Tj0)/2]2/2βξj~2
= lim
N→∞
2N−1∑
j=0
m[Qj −Qj−1]2/2βξj~2
+m[Qj −Qj−1]D˜0(Tj−1 0 + Tj0)/2βξj~2
+mD˜20(Tj−1 0 + Tj0)
2/8βξj~2, (5.14)
we see that the integral over the Boltzmann operator is guaranteed to be positive if and
only if the cross-terms vanish. In other words the condition
lim
N→∞
N−1∑
j=0
m[Qj −Qj−1]D˜0(Tj−1 0 + Tj0)/2βξj~2 = 0 (5.15)
must be satisfied for the Boltzmann statistics to be positive-definite. In Appendix D.2,
we show that this condition is equivalent to requiring the dividing surface f(Q) to be
invariant under imaginary-time translation. For the special case of equal imaginary time
discretization, this reduces to requiring cyclic permutational invariance of the path-integral
beads, as found in chapter 3.
5.2.3 Emergence of RPMD-TST
When f(q) is invariant under imaginary-time translation we can integrate out D˜0 and P˜0
(see Appendix D.3), to obtain
lim
t→0+
lim
N→∞
C
[Ξ]
fs (t) =
∫
dQ δ[f(Q)]
√
N2N
2pimβ
2N−1∏
j=0
〈Qj−1|e−βξjHˆ |Qj〉 (5.16)
with
N2N = lim
N→∞
2N−1∑
j=0
1
4ξj
[
∂f(Q)
∂Qj−1
+
∂f(Q)
∂Qj
]2
. (5.17)
5For equally spaced imaginary-time intervals, the leading non-zero term in the potential goes as
T 2j0 ∼ N−1, giving more rapid convergence with respect to N than the general case of unequally-spaced
intervals discussed in the text.
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The integral in Eq. (5.16) is the generalisation of the RPMD-TST integral of Eq. (3.43) to
unequally spaced imaginary time-slices ξj , where we note that for ξ
−
i = 1/N, ξ
+
i = 0,
NN = N
N−1∑
i=0
[
∂f(Q)
∂Qi
]2
= NBN . (5.18)
Both Eq. (5.16) and Eq. (3.43) converge to the same result in the N →∞ limit,6 i.e.
lim
t→0+
lim
N→∞
C
[Ξ]
fs (t) = k
‡
QM(β)Qr(β)
≡ k‡RPMD(β)Qr(β) (5.19)
provided that f(q) ≡ g(q) and that f(q) is invariant under imaginary-time translation. In
other words, a positive-definite t→ 0+ limit can arise from the general time-correlation
function Eq. (5.2) only if f(q) is invariant under imaginary-time-translation (in the limit
N → ∞), in which case this limit is identical to that obtained from the simpler time-
correlation function Eq. (3.23) in chapter 3, namely RPMD-TST.
The above derivation can easily be generalized to multiple dimensions by following the
same procedure as that applied to Eq. (3.23) in section 3.6. Similarly, as Eq. (5.16) and
Eq. (3.43) converge in the N →∞ limit where the results of chapter 4 hold, the long-time
limit of C
[Ξ]
fs (t) will produce the exact rate in the absence of recrossing of the path-integral
dividing surface or those orthogonal to it in path-integral space.
5.3 Conclusions
This chapter has provided strong evidence that RPMD-TST is the only QTST with
positive-definite statistics. This is achieved by constructing an extremely general flux-side
time-correlation function, of which all known exact flux-side functions are special cases
(detailed in table 5.1), and demonstrating that its short-time limit is non-zero if and only
if the flux and side dividing surfaces are the same function of path integral space in the
t→ 0+ limit. We then demonstrate that, with the requirement of positive-definite statistics,
RPMD-TST naturally emerges.
These results build upon the earlier work presented in chapter 3 where we demonstrated
that RPMD-TST satisfied the requirements for a positive-definite QTST using a flux-side
correlation function Eq. (3.23) which is a special case of that introduced here, Eq. (5.2).
The evidence is not a conclusive proof, but in order for there to be some other positive-
definite QTST which was not equivalent to RPMD-TST, it would be necessary to construct
a quantum flux-side time-correlation function which could not be written as a special case
of Eq. (5.2), and demonstrate that it possessed a non-zero positive-definite short-time
limit, that this produced the exact rate in the absence of recrossing, and that it was not
6As they correspond to different quadratures of the same imaginary-time integral.
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equivalent to RPMD-TST. Given that Eq. (5.2) includes all known quantum mechanical
flux-side time-correlation functions, I believe this to be unlikely.
Consequently, this chapter presents strong evidence that the QTST derived in chapter 3,
namely RPMD-TST, is unique: that it is the pre-eminent theory for the calculation of
thermal quantum rates in direct reactions.
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Chapter 6
Conclusions
6.1 Scope of the dissertation
The central task of this dissertation has been to derive a true t→ 0+ Quantum Transition-
State Theory, despite a previous consensus that one did not exist [10, 15–18]. In chapter 3
we demonstrated that the previous absence of a QTST was due to the dividing surfaces
being different functions of path-integral space. Upon alignment, a non-zero QTST was
derived which was previously proposed by Wigner on heuristic grounds in 1932 [37], but
which produced poor results at low temperatures as it possessed non positive-definite
statistics, evaluating the flux and Heaviside functions at only a single point in imaginary
time.
By polymerizing the rate expression in path-integral space, we obtained a different
QTST which, when the dividing surface was invariant to permutation of the path-integral
beads, produced positive-definite statistics. Remarkably, this is identical to RPMD-TST,
which was previously proposed on heuristic grounds [38–40]. Chapter 4 then showed that
this QTST produced the exact quantum rate when there is no recrossing of the dividing
surface by the quantum dynamics, nor of any surfaces perpendicular to it in ring-polymer
space.
The primary significance of this work to the wider scientific community has been the
validation of the RPMD method for the computation of reaction rates, and therefore
of the large and growing field of numerical rate calculations using RPMD rate theory
[39, 40, 42, 43, 60, 65, 73–76, 79, 80]. Prior to this, RPMD was regarded as interpolative
between various regimes, producing the correct rate for a free particle, parabolic barrier
and in the high-temperature limit [40], as well as a connection to widely-used semiclassical
instanton theory [59,85], which itself has no rigorous derivation. Many other competing
theories (such as instanton theory itself [34]) could also be considered interpolative between
numerous regimes and there was no rigorous reason to choose RPMD rate theory or
RPMD-TST.
Chapter 5 presents strong evidence that RPMD-TST is the only expression for the
instantaneous thermal quantum flux through a position-space dividing surface which (i)
possesses positive-definite statistics and (ii) produces the exact quantum rate in the absence
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of recrossing by the exact quantum dynamics. This strongly suggests that RPMD-TST is
therefore the unique QTST with positive-definite statistics, and therefore the superlative
method for thermal quantum rate calculation in direct reactions.
The QTST thus derived is similar to its classical counterpart in a number of respects. It
is exponentially sensitive the location of the dividing surface (although the RPMD method
can elegantly circumvent this problem [40]), and can be written as a thermal flux multiplied
by a free energy through a dividing surface [see Eq. (3.43)].
In other respects QTST differs from its classical counterpart. It is not a rigorous
upper bound to the rate, since coherent quantum recrossing can cause the exact quantum
rate to be greater than the QTST rate. Nevertheless, QTST therefore provides a good
approximation to the upper bound of the exact quantum rate when the amount of coherence
is small, which is expected to be the case in systems not too far beneath the crossover
temperature, and in condensed-phase systems which decohere rapidly, where RPMD has
been particularly ground-breaking [42,74–76]. In the classical limit, the transition-state
theory rate is equal to the exact classical rate in the absence of recrossing of the dividing
surface, whereas in quantum systems, there must also be no recrossing of surfaces orthogonal
to the path-integral dividing surface by the quantum dynamics for the QTST rate to equal
the exact quantum rate.
Like classical TST, quantum TST has limitations. It will fail for reactions lacking a
barrier which is significant compared to the thermal energy (in which case the notion of a
reaction rate is often ill-defined),1 and it will also fail for diffusive or high-friction systems
where there is significant recrossing of the barrier, and where classical TST also fails [35]. It
is also expected to be a poor estimate of the rate in quantum systems exhibiting significant
coherent recrossing, such as low-temperature gas-phase reactions.
There already exist many numerical applications of RPMD rate theory which have
produced excellent results [42, 43, 60, 65, 73–76,79,80, 95] that, until the publication of the
work in this dissertation, had no rigorous justification. The evidence presented herein
allows a priori knowledge that RPMD rate theory will provide a good approximation to the
exact quantum rate provided that there is little recrossing (by exact quantum dynamics)
of the statistically optimal dividing surface.2 Besides justifying a large corpus of previous
work, this increases the utility of the RPMD method as it is generally straightforward to
tell in advance if a reaction has a well-defined barrier and little quantum coherence effects,
and therefore whether RPMD or a similar method would be suitable.
The success of RPMD-TST, which has now been shown to be true QTST, also shows
that for direct reactions, the value of the rate is entirely dominated by quantum statistics
(which RPMD-TST captures exactly) and has little dependence on the quantum dynamics
(which RPMD-TST does not account for). In doing so we have shown that, although
quantum reaction rates appear prima facie to be a consequence of the dynamics of the
system, in many cases computation of the dynamics is simply unnecessary as the rate can
1Although recent research by Li et. al. [83] has shown RPMD rate theory to be accurate in some
low-barrier gas-phase insertion reactions.
2Discussed more fully in section 4.5.2.
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be accurately described by the statistics alone.
6.2 Future research
While the derivation of a rigorous QTST has, after 70 years of debate, solved a major
problem in reaction rate theory and quantum mechanics, it also opens many avenues for
future research, both for further theoretical development and numerical applications of the
theory.
6.2.1 Derivation of alternative rate theories
The derivations presented in this dissertation explain the origin of a number of rate
theories, in particular Wigner rate theory and RPMD-TST. Nevertheless, as mentioned in
section 3.7.3, there are other widely-used theories with useful properties whose derivation
or explanation would allow a priori knowledge of the systems where they are likely to be
valid and possible methods for systematic improvement.
In particular, so called “Im F” instanton theory has a close connection to RPMD-TST
[see Eq. (3.49)] and in some circumstances appears to give superior results [59]. It is
therefore a matter of future research to derive the mysterious ‘alpha factor’ [Eq. (3.50)]
which seems to improve upon the RPMD-TST rate. Conversely, were further numerical
study to show that, in most cases, RPMD-TST outperformed Im F in proximity to the
exact quantum rate, one could regard Im F as an approximation to rigorous QTST with
α(β) ' 1.
6.2.2 Efficient implementation
Computation of accurate rates for real physical systems is limited by the accuracy of the
potential energy surface (PES), in addition to a computationally feasible and accurate
rate theory (which we have presented with the derivation of QTST). Even for adiabatic
systems where one can separate electronic and nuclear motion, accurately calculating the
potential energy of the nuclei and the force acting upon them from a given set of nuclear
co-ordinates remains extremely challenging. Standard implementations of RPMD-TST
(where the real-time, fictitious classical dynamics of the ring polymer are used) require
106–107 evaluations of the potential, increasing computational cost yet further.3
Consequently, constructing an implementation of QTST which economizes on the
number of potential evaluations would increase the speed, and thereby possible accuracy
of rate calculations.
3By comparison, a classical rate theory calculation would require 104–105 potential evaluations, assuming
RPMD required ∼ 100 beads.
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6.3 Summary
The research presented in this dissertation has resolved a 70-year debate on the existence
of quantum transition-state theory and established a single, pre-eminent method for
the computation of thermal quantum rates for direct reactions. The avenues of future
research thereby opened should lead to a quantitative understanding of a plethora of
chemical, biological and physical systems that can be examined with previously unobtainable
precision.
Appendix A
Differentiation of C
[N ]
ss (t)
Differentiating C
[N ]
ss (t) [Eq. (3.21)] with respect to time generates a sum of 2N terms,
d
dt
C [N ]ss (t) =
∫
dq
∫
dz
∫
d∆h[f(q)]h[f(z)]
×
N∑
i=1
[
〈qi−1 −∆i−1/2|e−βN Hˆ |qi + ∆i/2〉
×
{
〈qi + ∆i/2| i~Hˆe
iHˆt/~|zi〉〈zi|e−iHˆt/~|qi −∆i/2〉
+ 〈qi + ∆i/2|eiHˆt/~|zi〉〈zi|e−iHˆt/~−i~ Hˆ|qi −∆i/2〉
}
×
N∏
j=1,j 6=i
〈qj−1 −∆j−1/2|e−βN Hˆ |qj + ∆j/2〉
× 〈qj + ∆j/2|eiHˆt/~|zj〉〈zj |e−iHˆt/~|qj −∆j/2〉
]
. (A.1)
We then note
h[f(q)]〈qi + ∆i/2| i~Hˆe
iHˆt/~|zi〉
= 〈qi + ∆i/2| i~ hˆi[f(q)]Hˆe
iHˆt/~|zi〉
= 〈qi + ∆i/2| i~
(
Hˆhˆi[f(q)]− [Hˆ, hˆi[f(q)]
)
eiHˆt/~|zi〉, (A.2)
and that
〈zi|e−iHˆt/~−i~ Hˆ|qi −∆i/2〉h[f(q)]
= 〈zi|e−iHˆt/~−i~
(
hˆi[f(q)]Hˆ + [Hˆ, hˆi[f(q)]
)
|qi −∆i/2〉, (A.3)
where hˆi[f(q)] is the Heaviside function in a bra-ket corresponding to bead i. Strictly
speaking, hˆi[f(q)] refers to h[f(q)] where every instance of qi has been replaced with the
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position operator qˆ, and likewise for δˆi[f(q)]. Now the Heaviside function has been drawn
inside the bra-ket, one can then collapse and reform the bra-kets in qi ±∆i/2,
i
~
〈qi−1 −∆i−1/2|e−βN Hˆ |qi + ∆i/2〉〈qi + ∆i/2|Hˆhˆi[f(q)]eiHˆt/~|zi〉
=
i
~
〈qi−1 −∆i−1/2|e−βN HˆHˆhˆi[f(q)]|qi + ∆i/2〉〈qi + ∆i/2|eiHˆt/~|zi〉
=
i
~
〈qi−1 −∆i−1/2|Hˆe−βN Hˆ |qi + ∆i/2〉h[f(q)]〈qi + ∆i/2|eiHˆt/~|zi〉 (A.4)
and by also doing so for Eq. (A.3) show that the Hˆhˆi[f(q)] term in Eq. (A.2) cancels with
the hˆi[f(q)]Hˆ term in Eq. (A.3).
The Heisenberg time derivative of the multidimensional side operator can be evaluated
in many different but equivalent ways by manipulation of the momentum operators,
i
~
[
Hˆi, hˆi[f(q)]
]
=
1
4m
{
pˆiδˆi[f(q)]
∂f(q)
∂qi
+
∂f(q)
∂qi
δˆi[f(q)]pˆi
}
(A.5)
=
1
2m
{−i~
2
∂
∂qi
(
δˆi[f(q)]
∂f(q)
∂qi
)
+
∂f(q)
∂qi
δˆi[f(q)]pˆi
}
(A.6)
=
1
2m
{
pˆiδˆi[f(q)]
∂f(q)
∂qi
+
i~
2
∂
∂qi
(
δˆi[f(q)]
∂f(q)
∂qi
)}
. (A.7)
Choosing to insert Eq. (A.6) into Eq. (A.2) and Eq. (A.7) into Eq. (A.3), and these
equations into Eq. (A.1), we find that the first term in Eq. (A.6) cancels with the second
term in Eq. (A.7), forming
C
[N ]
fs (t) =
1
2m
∫
dq
∫
dz
∫
d∆ δ[f(q)]h[f(z)]
×
N∑
i=1
[
〈qi−1 −∆i−1/2|e−βN Hˆ |qi + ∆i/2〉
×
{
〈qi + ∆i/2|∂f(q)
∂qi
pˆeiHˆt/~|zi〉〈zi|e−iHˆt/~|qi −∆i/2〉
+ 〈qi + ∆i/2|eiHˆt/~|zi〉〈zi|e−iHˆt/~pˆ∂f(q)
∂qi
|qi −∆i/2〉
}
×
N∏
j=1,j 6=i
〈qj−1 −∆j−1/2|e−βN Hˆ |qj + ∆j/2〉
× 〈qj + ∆j/2|eiHˆt/~|zj〉〈zj |e−iHˆt/~|qj −∆j/2〉
]
, (A.8)
from which one can construct the ‘ring-polymer flux operator’ in accordance with Eq. (3.24).
If we had instead inserted Eq. (A.7) into Eq. (A.2) and Eq. (A.6) into Eq. (A.3), then
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by a judicious placement of bra-kets one would form the equivalent expression
C
[N ]
fs (t) =
1
2m
∫
dq
∫
dz
∫
d∆ δ[f(q)]h[f(z)]
×
N∑
i=1
[
〈qi−1 −∆i−1/2|∂f(q)
∂qi−1
pˆe−βN Hˆ + e−βN Hˆ pˆ
∂f(q)
∂qi
|qi + ∆i/2〉
× 〈qi + ∆i/2|eiHˆt/~|zi〉〈zi|e−iHˆt/~|qi −∆i/2〉
×
N∏
j=1,j 6=i
〈qj−1 −∆j−1/2|e−βN Hˆ |qj + ∆j/2〉
× 〈qj + ∆j/2|eiHˆt/~|zj〉〈zj |e−iHˆt/~|qj −∆j/2〉
]
. (A.9)
which corresponds to the ring polymer flux operator acting on the imaginary time rather
than real time evolution.
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Appendix B
Integration of the ring-opening
mode
Integration of the ring-opening mode ∆˜0 is achieved when f(q) is invariant to cyclic
permutation of the ring-polymer beads, and in the N → ∞ limit, which allows the
Boltzmann bra-kets to be expanded analytically,
lim
N→∞
N−1∏
i=0
〈qi−1 − 12Ti−1 0∆˜0|e−βN Hˆ |qi + 12Ti0∆˜0〉
=
(
m
2piβN~2
)N/2 N−1∏
i=0
e−βN [V (qi−Ti0∆˜0/2)+V (qi+Ti0∆˜0/2)]/2
× e−m[qi−qi−1+∆˜0(Ti0+Ti−1 0)/2]2/2βN~2 . (B.1)
From Eqs. (3.34) and (3.35), Ti0 ∼ N−1/2 and therefore
lim
N→∞
V (qi − Ti0∆˜0/2) + V (qi + Ti0∆˜0/2)]/2 = V (qi) +O(∆˜20N−1), (B.2)
so the contribution from ∆˜0 to the potential term vanishes in the N →∞ limit. Expanding
the spring term on the third line of Eq. (B.1) leads to three terms,
N−1∑
i=0
m[qi − qi−1 + ∆˜0(Ti0 + Ti−1 0)/2]2/2βN~2
=
N−1∑
i=0
m
2βN~2
(qi − qi−1)2 (B.3)
+
m∆˜0
2βN~2
(qi − qi−1)(Ti0 + Ti−1 0) (B.4)
+
m∆˜20
8βN~2
(Ti0 + Ti−1 0)2. (B.5)
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The first term (B.3) is the standard ring-polymer spring term [40], but the cross term (B.4)
must vanish to obtain positive-definite statistics1. In appendix D.2.2 we show that this is
equivalent to requiring permutational invariance of the ring polymer beads in the dividing
surface function. As f(q) must be smooth, converging in the N →∞ limit (or the rate
would not be defined),
lim
N→∞
Ti±1 0 = Ti0 ± βN~T˙i0, (B.6)
and the third term simplifies,
m∆˜20
8βN~2
(Ti0 + Ti−1 0)2 =
m∆˜20
2βN~2
. (B.7)
Combining these results, Eq. (3.37) becomes
lim
t→0+
C
[N ]
fs (t) =
1
2pi~
∫
dq
∫
d∆˜0
∫
dp˜0 δ[f(q)]
p˜0
m
h(p˜0)e
i∆˜0p˜0/~−m∆˜20/2βN~2
×
√
BN
N−1∏
i=0
〈qi−1|e−βN Hˆ |qi〉. (B.8)
One can now integrate out the Gaussian in ∆˜0, creating one in p˜0 instead, leading to
Eq. (3.38).
1If this term is non-zero, the resultant integral over ∆˜0 results in an expression which is not guaranteed
to be positive-definite.
Appendix C
Properties of the long-time
Generalized Kubo Form
C.1 Structure of the A(p) function
To explicitly derive the A(p) function we consider the long-time limit of a different flux-side
function
lim
t→∞L
[N ]
fs (t) = limt→∞
∫
dq
∫
d∆
∫
dz Fˆ [f(q)]
[
N−1∏
i=0
h(zi)
]
×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|eiHˆt/~δ(Ei − Hˆ)|zi〉
× 〈zi|e−iHˆt/~|qi − 12∆i〉 (C.1)
=
∫
dq
∫
d∆ Fˆ [f(q)]
×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|ψpi〉
× 〈ψpi |qi − 12∆i〉
m
|pi| (C.2)
=A(p)
N−1∏
i=0
m
|pi| . (C.3)
Here we have chosen the subcube with pi > 0 ∀i but the product over Heaviside functions
could be altered to pick out other subcubes. The factor
∏N−1
i=0 m/|pi| arises from the scaling
of the Dirac delta function, but the integral over A(p) still converges due to the presence
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of the Boltzmann terms. However, we could equivalently evaluate the side-flux form
lim
t→∞L
[N ]
sf (t) = limt→∞
∫
dq
∫
d∆
∫
dz h[f(q)]
N−1∑
i=0
Fˆ (zi)
N−1∏
j=0, j 6=i
h(zj)

×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|eiHˆt/~δ(Ei − Hˆ)|zi〉
× 〈zi|e−iHˆt/~|qi − 12∆i〉 (C.4)
=
∫
ds
∫
ds′
∫
dz h[f(12(s + s
′))]
N−1∑
i=0
Fˆ (zi)
N−1∏
j=0, j 6=i
h(zj)

×
N−1∏
i=0
〈ψsi−1′ |e−βN Hˆ |ψsi〉〈ψsi |δ(Ei − Hˆ)|zi〉〈zi|ψsi′〉 (C.5)
=
∫
ds
∫
dz h[f(s)]
N−1∑
i=0
Fˆ (zi)
N−1∏
j=0, j 6=i
h(zj)

×
N−1∏
i=0
e−βNs
2
i /2m〈ψsi−1 |δ(Ei − Hˆ)|zi〉〈zi|ψsi〉 (C.6)
=
∫
ds
∫
dz h[f(s)]
N−1∑
i=0
Fˆ (zi)
N−1∏
j=0, j 6=i
h(zj)

×
N−1∏
i=0
e−βNs
2
i /2mδ[Ei − E(si−1)]〈ψsi−1 |zi〉〈zi|ψsi〉 (C.7)
Where s and s´ correspond to the momenta in the side-flux representation, so as to distinguish
them from p and p´ in the flux-side form. As with p and p´, s´ corresponds to the momentum
of a scattering eigenstate in the product/reactant direction whose corresponding eigenstate
with equal energy, but in the reactant/product direction would have momentum s [see
Eq. (4.21)]. If we wish to sum two A(p) values corresponding to two subcubes which differ
only in the sign of pl,
A(p0, . . ., pl, . . . , pN−1) +
∣∣∣∣pl−1p´l−1
∣∣∣∣A(p0, . . . , p´l, . . . , pN−1)
= lim
t→∞
[
N−1∏
i=0
|pi|
m
]∫
dq
∫
d∆
∫
dz h[f(q)]
 N−1∑
i=0, i 6=l
Fˆ (zi)
N−1∏
j=0, j 6=i,l
h(zj)

×
N−1∏
i=0
〈qi−1 − 12∆i−1|e−βN Hˆ |qi + 12∆i〉〈qi + 12∆i|eiHˆt/~δ(Ei − Hˆ)|zi〉
× 〈zi|e−iHˆt/~|qi − 12∆i〉. (C.8)
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The absence of a Heaviside (or flux) operator in the lth dimension causes∫
dsl
∫
dzl〈ψsl−1 |δ(El − Hˆ)|zl〉〈zl|ψsl〉 =
∫
dE(sl)
m
|sl|δ[E(sl)− E(sl−1)], (C.9)
and noting E(si) ≡ E(pi), we find
|pl|−1A(p0, . . . , pl, . . . , pN−1) + |p´l|−1A(p0, . . . , p´l, . . . , pN−1)
= a(p)δ[E(pi)− E(pi−1)], (C.10)
where a(p) is some function of p whose exact form need not concern us. Furthermore,
from Eqs. (C.7) and (C.10) we observe
A(p0, . . . , pl, . . . , pN−1) = a(p)|pl|δ[E(pi)− E(pi−1)] +R(p) (C.11)
where R(p) is a residue term, arising from the position-space integral over scattering
eigenstates 〈ψsl−1 | and |ψsl〉 being cut short by the h(zl) term,∫
dsl〈ψsl−1 |h(zl)|ψsl〉 = a(sl, sl−1)δ[E(sl)− E(sl−1)] +R(sl−1, sl) (C.12)
where a(sl, sl−1) is some function of sl, sl−1, and R(sl−1, sl) the contribution to the residue
R(p) from this bra-ket.1
We now consider the properties of the residue in Eq. (C.11). Noting that the ellipses
[in, e.g. Eq. (C.10)] refer to all the intervening pi values possessing the same value in both
A(p) terms, we obtain from Eqs. (C.10) and (C.11),
|pl|−1R(p0, . . . , pl, . . . , pN−1) + |p´l|−1R(p0, . . . , p´l, . . . , pN−1) = 0. (C.13)
There are many ways of evaluating Eq. (C.10), which involve taking different paths around
the hypercube. For notational simplicity, we now define
A(j, k´) = A(p0, . . . , pj , . . . , p´k, . . . , pN−1) (C.14)
δj = δ[E(pj)− E(pj−1)] (C.15)
Rj´ = R(p´j , pj−1) and so on. (C.16)
Consider
|pj |−1A(j, k) + |p´j |−1A(j´, k) = b(j±, k)δj(δk +Rk) (C.17)
1Note that if either sl or sl−1 are imaginary, there is no corresponding scattering eigenstate and the
residue is zero [35].
68APPENDIX C. PROPERTIES OF THE LONG-TIME GENERALIZED KUBO FORM
where b(j±, k) is some function of p whose exact form need not concern us, and from
|pj |−1A(j, k´) + |p´j |−1A(j´, k´) = b(j±, k´)δj(δk +Rk´) (C.18)
|pk|−1A(j, k) + |p´k|−1A(j, k´) = b(j, k±)δk(δj +Rj) (C.19)
|pk|−1A(j´, k) + |p´k|−1A(j´, k´) = b(j´, k±)δk(δj +Rj´) (C.20)
we have
|pj |−1A(j, k) + |p´j |−1A(j´, k)
=
|pk|
|pj |b(j, k
±)δk(δj +Rj)− |pk||p´k|b(j
±, k´)δj(δk +Rk´) +
|pk|
|p´j |b(j´, k
±)δk(δj +Rj´).
(C.21)
This procedure can be done for any j, k, such that for a given j, there will be N − 1
independent equations,2 which must hold ∀p. The only solution to these is
|pj |−1A(j, k) + |p´j |−1A(j´, k) = a(p)
N−1∏
i=1
δi, (C.22)
meaning the residues in each subcube are identical, leading to Eq. (4.24).3
C.2 Integral over residues
The task is to show
lim
N→∞
∫
dp R(p)h[g¯(p)] = 0, (C.23)
which is achieved by building the integral over the entire hypercube by summing contribu-
tions from the subcubes, as shown schematically in Fig. 4.3.
Considering the jth step of this process, i.e. evaluating∫ ∞
−∞
dp0 . . .
∫ ∞
−∞
dpj . . .
∫ ∞
0
dpN−1R(. . . pj . . .)h[g¯(. . . pj . . .)] =∫ ∞
−∞
dp0 . . .
∫ 0
−∞
dpj . . .
∫ ∞
0
dpN−1R(. . . pj . . .)h[g¯(. . . pj . . .)]
+
∫ ∞
−∞
dp0 . . .
∫ ∞
0
dpj . . .
∫ ∞
0
dpN−1R(. . . pj . . .)h[g¯(. . . pj . . .)] (C.24)
where the ellipses between the first and second integral signs correspond to the integrals in
pi, i = 1, . . . , j − 1 evaluated between ±∞, and the ellipses between the second and third
2For particular systems the equations may not be linearly dependent at isolated points in the hypercube,
but the contribution from such points over the entire integral will vanish.
3The product in Eq. (C.22) contains N − 1 Dirac delta functions arising from the product over N − 1
Heaviside functions in Eq. (C.8), such that all N energies must be equal; the i value which is omitted from
the product is therefore arbitrary.
C.2. INTEGRAL OVER RESIDUES 69
integrals correspond to the integrals in pi, i = j + 1, . . . , N − 2 evaluated between 0 and
+∞.
From the symmetry of the residue in Eq. (C.13) and that pidpi = p´idp´i [35],∫ ∞
−∞
dp0 . . .
∫ 0
−∞
dpj . . .
∫ ∞
−∞
dpN−1R(. . . pj . . .)h[g¯(. . . pj . . .)] =
−
∫ ∞
−∞
dp0 . . .
∫ ∞
0
dpj . . .
∫ ∞
−∞
dpN−1R(. . . pj . . .)h[g¯(. . . p´j . . .)] (C.25)
such that
. . .
∫ ∞
−∞
dpj . . .R(. . . pj . . .)h[g¯(. . . pj . . .)] =
. . .
∫ ∞
0
dpj . . .R(p) {h[g¯(. . . pj . . .)]− h[g¯(. . . p´j . . .)]} . (C.26)
The task is now evaluation of h[g¯(. . . pj . . .)]− h[g¯(. . . p´j . . .)]. By a Taylor expansion4,
h[g¯(. . . pj . . .)]− h[g¯(. . . p´j . . .)] = (pj − p´j)δ[g¯(. . . pj . . .)]∂g¯(. . . pj . . .)
∂pj
(C.27)
However, for the dividing surface to be smooth in the N →∞ limit, it must be writeable
as a finite number of K normal modes
Pk =
N−1∑
j=0
Tjkpj , k = 0, . . . ,K − 1 (C.28)
which are defined such that Pk converges in the N →∞ limit, i.e. Tjk ∼ 1/N . Consequently,
∂g¯(. . . pj . . .)
∂pj
=
K−1∑
k=0
∂g¯(. . . pj . . .)
∂Pk
∂Pk
∂pj
(C.29)
=
K−1∑
k=0
∂g¯(. . . pj . . .)
∂Pk
Tjk (C.30)
∼ 1/N (C.31)
Consequently, Eq. (C.27) vanishes as N−1. However, there are N integrals like Eq. (C.25),
each for a different j, such that the overall integral over residues in Eqs. (4.20) and (C.23)
decays as N−N ; very rapidly. Note that the value of the residue itself is not a function of
N from Eq. (C.11).
4The range of p is finite due to the presence of the Boltzmann factor removing high-momenta terms.
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C.3 Evaluation of C¯
[N ]
fs (t)
From Eq. (4.34), we observe that the flux operator only acts on a single path-integral bead
such that
lim
t→∞ C¯
[N ]
sf (t) =
∫
dp e−βNp
Tp/2mh[f¯(p)]
×
∫
dz 〈ψp0 |z1〉Fˆ [z1]〈z1|ψp1〉
N−1∏
i=0, i 6=1
〈ψpi−1 |zi〉〈zi|ψpi〉. (C.32)
Integrating out all zi, i 6= 1, and generating N − 1 Dirac delta functions from the
orthogonality of scattering eigenstates,
lim
t→∞ C¯
[N ]
sf (t) =
∫
dp e−βNp
Tp/2mh[f¯(p)]
∫
dz1 〈ψp0 |z1〉Fˆ [z1]〈z1|ψp1〉
N−1∏
i=0, i 6=1
δ(pi−1 − pi).
(C.33)
Upon integrating out all pi, i 6= 1, and from the definition of a dividing surface,
lim
t→∞ C¯
[N ]
sf (t) =
∫
dp1e
−βp21/2mh(p1)
∫
dz1〈ψp1 |z1〉Fˆ [z1]〈z1|ψp1〉 (C.34)
which is identical to the exact quantum rate expression of Miller et. al. [4, 5] given in
Eq. (4.16), such that
lim
t→∞ C¯
[N ]
sf (t) =kQM(β)Qr(β) (C.35)
as required.
Appendix D
Short-time limit of C
[Ξ]
fs (t)
D.1 Derivation of the short-time limit
D.1.1 Co-ordinate transformation
The coordinate transform used to convert Eq. (5.7) to Eq. (5.8) is
Qj =
{
1
2 (qi + ∆i/2 + yi − ζi/2) , j = 2i
1
2 (qi −∆i/2 + yi + ζi/2) , j = 2i+ 1
(D.1)
Dj =
{
−qi −∆i/2 + yi − ζi/2, j = 2i
qi −∆i/2− yi − ζi/2, j = 2i+ 1
(D.2)
Zj =
{
zi − ηi/2, j = 2i
zi + ηi/2, j = 2i+ 1
(D.3)
where j = 0, 1, . . . , 2N − 1 and i = 0, 1, . . . , N − 1, and the associated Jacobian is unity.
As f(q) is unchanged by the coordinate transformation, f(Q,D) in Eq. (5.8) depends on
Q and D through the relation
qi = Q2i +Q2i+1 + (D2i+1 −D2i)/2, (D.4)
such that f(Q,D) is not a general function of Q and D, since it remains a function of only
N independent variables. Similarly, g(Z) depends on Z through
zi = (Z2i + Z2i+1)/2. (D.5)
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D.1.2 The t→ 0+ limit
The t→ 0+ limit of Eq. (5.8) can be obtained by using Eqs. (3.3)–(3.5),
lim
t→0+
C
[Ξ]
fs6=(t) = limt→0+
1
(2pi~)2N
∫
dQ
∫
dP
∫
dD δ[f(Q,D)]Sf (Q,D,P)
×h[g(Q + Pt/m)]
2N−1∏
j=0
〈Qj−1 −Dj−1/2|e−βξjHˆ |Qj +Dj/2〉eiDjPj/~, (D.6)
where Pj = (Zj −Qj)m/t, and
Sf (Q,D,P) =
1
2m
N∑
i=1
∂f(q)
∂qi
pi (D.7)
=
1
2m
N∑
i=1
∂f(Q,D)
∂[Q2i +Q2i+1 + (D2i+1 −D2i)/2]
×
[
P2i + P2i+1 +
m
2t
(D2i+1 −D2i)
]
(D.8)
with pi = (zi − qi)m/t.
To convert Eq. (D.6) to Eq. (D.13), we note that
∂g(Z)
∂Z2i
=
∂g(Z)
∂Z2i+1
, (D.9)
[see (D.5)] and hence that
lim
t→0+
g(Q + Pt/m) =g(Q) +
t
m
N−1∑
i=0
(P2i + P2i+1)
∂g(Q)
∂Q2i
. (D.10)
Transforming to
P+i =
1√
2
(P2i + P2i+1) (D.11)
P−i =
1√
2
(P2i − P2i+1) (D.12)
where 0 ≤ i ≤ N − 1 and likewise for D+,D−, we obtain
lim
t→0+
C
[Ξ]
fs6=(t) = limt→0+
1
(2pi~)2N
∫
dQ
∫
dP+
∫
dP−
∫
dD+
∫
dD−
× δ[f(Q,D−)]Sf (Q,D−,P+)h[g(Q +
√
2P+t/m)]
×
N−1∏
i=0
[
eiD
+
i P
+
i /~eiD
−
i P
−
i /~
× 〈Q2i−1 − 12√2(D
+
i−1 −D−i−1)|e−βξ2iHˆ |Q2i + 12√2(D
+
i +D
−
i )〉
× 〈Q2i − 12√2(D
+
i +D
−
i )|e−βξ2i+1Hˆ |Q2i+1 + 12√2(D
+
i −D−i )〉
]
.
(D.13)
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We can then integrate out the P− to generate N Dirac delta functions in D−, such that
f(Q,D−) and Sf (Q,D−,P+) reduce to f(Q) and Sf (Q,P+) respectively, and Eq. (D.13)
becomes
lim
t→0+
C
[Ξ]
fs6=(t) = limt→0+
1
(2pi~)N
∫
dQ
∫
dP+
∫
dD+ δ[f(Q)]Sf (Q,P
+)h[g(Q +
√
2P+t/m)]
×
N−1∏
i=0
〈Q2i−1 − 12√2D
+
i−1|e−βξ2iHˆ |Q2i + 12√2D
+
i 〉
× 〈Q2i − 12√2D
+
i |e−βξ2i+1Hˆ |Q2i+1 + 12√2D
+
i 〉 eiD
+
i P
+
i /~. (D.14)
Using the reasoning in section 3.5, this expression is non-zero only if f(Q) ≡ g(Q), in
which case the limit
lim
t→0+
δ[f(Q)]h[f(Q +
√
2P+t/m)] = lim
t→0+
δ[f(Q)]h[f(Q) + tSf (Q,P
+)]
= δ[f(Q)]h[Sf (Q,P
+)] (D.15)
results in Eq. (5.11).
D.1.3 Normal mode transformation
To integrate out D+i , i > 0 from Eq. (5.11), we transform to the coordinates
P˜ ′j =
N−1∑
i=0
P+i T
′
2ij (D.16)
D˜′j =
N−1∑
i=0
D+i T
′
2ij (D.17)
where
T ′i0 =
1√
B′N
∂f(Q)
∂Qi
(D.18)
B′N =
N−1∑
i=0
[
∂f(Q)
∂Q2i
]2
(D.19)
such that Sf (Q,P
+) = P˜ ′0
√
2B′N and, from Eq. (D.4), T
′
2i 0 = T
′
2i+1 0. The other normal
modes, T ′ij , j = 1, . . . , 2N − 1 are chosen to be orthogonal to T ′i0 and their exact form need
not concern us further. Unless f(Q) is linear in Q (such as the centroid), T ′ij and BN are
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functions of Q. We obtain
lim
t→0+
C
[Ξ]
fs (t) =
1
(2pi~)N
∫
dQ
∫
dP˜′
∫
dD˜′ h(P˜ ′0)
P˜ ′0
m
√
2B′Nδ[f(Q)]
N−1∏
i=0
eiD˜
′
iP˜
′
i/~
×
2N−1∏
j=0
〈Qj−1 − 12√2
N−1∑
i=0
T ′j−1 iD˜
′
i|e−βξjHˆ |Qj +
N−1∑
i=0
1
2
√
2
T ′jiD˜
′
i〉 (D.20)
Integrating out P˜ ′i , 1 ≤ i ≤ N − 1 to generate Dirac delta functions in D˜′i, 1 ≤ i ≤ N − 1,
which are themselves then integrated out, we obtain
lim
t→0+
C
[Ξ]
fs (t) =
1
2pi~
∫
dQ
∫
dP˜ ′0
∫
dD˜′0 h(P˜
′
0)
P˜ ′0
m
√
2B′Nδ[f(Q)]e
iD˜′0P˜
′
0/~
×
2N−1∏
j=0
〈Qj−1 − 12√2T
′
j−1 0D˜
′
0|e−βξjHˆ |Qj + 12√2T
′
j0D˜
′
0〉. (D.21)
This transformation was made using the N -dimensional P+,D+ coordinates. To redefine
the transformation from 2N -dimensional P,D we define P˜ D˜ (where the absence of a
prime indicates a 2N -dimensional transformation), such that [using Eq. (D.4)]
P˜ ′0 =
∑N−1
i=0 P
+
i
∂f(Q)
∂Q2i√∑N−1
i=0
(
∂f(Q)
∂Q2i
)2 (D.22)
=
∑2N−1
i=0 Pi
∂f(Q)
∂Qi√∑2N−1
i=0
(
∂f(Q)
∂Qi
)2 (D.23)
= P˜0. (D.24)
Likewise D˜′0 = D˜0. However, from Eq. (D.19)
B′N =
1
2
2N−1∑
i=0
[
∂f(Q)
∂Qi
]2
(D.25)
=
1
2
BN , (D.26)
and it follows from this result and Eq. (D.18) that
Tj0 = T
′
j0/
√
2. (D.27)
These adjustments convert Eq. (D.21) to Eq. (5.12).
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D.2 Invariance of the dividing surface to imaginary-time
translation
D.2.1 General case
To show that Eq. (5.15) is equivalent to the requirement that f(q) be invariant under
imaginary time-translation (in the limit N →∞), we rewrite this expression in the form
lim
N→∞
2N−1∑
j=0
Tj0
(
Qj+1 −Qj
β~ξj+1
− Qj−1 −Qj
β~ξj
)
= 0. (D.28)
We then consider a shift in imaginary time by a small, positive, amount δτ , represented by
the operator P+δτ ,
lim
N→∞
P+δτQj = Qj + (Qj+1 −Qj)δτ/ξj+1, (D.29)
and hence1
lim
N→∞
P+δτf(Q) = lim
N→∞
f(Q) +
2N−1∑
j=0
(Qj+1 −Qj)∂f(Q)
∂Qj
δτ
β~ξj+1
. (D.30)
Noting from Eqs. (D.18) and (D.27) that ∂f(Q)/∂Qj =
√
BNTj0, we see that the second
term on the RHS of Eq. (D.30) is proportional to the first term on the LHS of Eq. (D.28).
Using similar reasoning, we find that the second term on the LHS of Eq. (D.28) is
proportional to − limN→∞ P−δτf(Q), where P−δτ denotes a shift in imaginary time by a
small negative amount −δτ . Eq. (D.28) is thus equivalent to the condition
lim
N→∞
P+δτf(Q)− P−δτf(Q) = 0, (D.31)
namely that the dividing surface f(Q) is invariant to imaginary-time-translation in the
N →∞ limit.
D.2.2 Equal imaginary time discretization
The case of equal imaginary-time discretization considered in section 3.5.2 is a special case
of the above, where ξj = 1/N and invariance to imaginary-time translation reduces to
invariance w.r.t. cyclic permutation of the path-integral beads.
1Since f(Q) is, by construction, a continuous function which converges with N , and Q(τ) is also smooth
due to the Boltzmann operator attenuating the higher normal modes of the ring polymer.
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D.3 Integrating out the ring-opening coordinate
When Eq. (5.15) is satisfied, the only contribution to the imaginary-time path-integral
from D˜0 in the limit N →∞ is the term mD˜20A(Q)/2β~2, in which
A(Q) = lim
N→∞
2N−1∑
j=0
1
4ξj
[Tj−1 0 + Tj0]2 (D.32)
= lim
N→∞
1
BN
2N−1∑
j=0
1
4ξj
[
∂f(Q)
∂Qj−1
+
∂f(Q)
∂Qj
]2
, (D.33)
and where the last line follows from the definition of Tj0 in Eqs. (D.18) and (D.27). The
integral over D˜0 in Eq. (5.12) is evaluated to give
lim
t→0+
C
[Ξ]
fs (t) =
1
2pi~
∫
dQ
∫
dP˜0 h(P˜0)
P˜0
m
√
BNδ[f(Q)]
×
√
2piβ~2
mA(Q)
e−βP˜
2
0 /2mA(Q)
2N−1∏
j=0
〈Qj−1|e−βξjHˆ |Qj〉 (D.34)
and integration over P˜0 gives Eq. (5.16).
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