We consider a Markovian single server queue in which customers are preemptively scheduled by exogenously assigned priority levels. The novelty in our model is that the priority levels are randomly assigned from a continuous probability measure rather than a discrete one. Because the priority levels are drawn from a continuum, the queue is modeled by a measure-valued stochastic process. We analyze the steady state behavior of this process and provide several results. We derive a measure that describes the average distribution of customer priority levels in the system; we provide a formula for the expected sojourn time of a customer as a function of his priority level; and we provide a formula for the expected waiting time of a customer as a function of his priority level. We interpret these quantitative results and give a qualitative understanding of how the priority levels affect individual customers as well as how they affect the system as a whole. The theoretical analysis is verified by simulation. We also discuss some directions of future work.
I. INTRODUCTION
Priority queueing models are useful in a variety of different applications. In communication engineering, priority queues are used to study networks with differentiated levels of quality of service [1] , [2] . In computer systems, priority queues are used to study data storage systems [3] , [4] . In healthcare, priority queueing models are used to study and understand triage policies [5] in which certain types of patients are prioritized over others. In mathematical finance, limit orders are given priority for being matched with market orders according their price and time of arrival at the exchange [6] . Because of the breadth of the potential applications, many priority queueing models exist; see [7] for a standard reference on priority queueing models.
In this paper, we formulate and analyze a single server Markovian priority queueing model with the following novelty: we consider a continuum of priority levels. Because priority levels are uncountably infinite, unlikely previously studied models, e.g. [8] , [9] , our model requires an infinite dimensional state. As a result, standard Markov chain techniques that apply when there are finitely many priority levels, e.g. [10] , do not apply. Although we restrict ourselves to a Markovian model with Poisson arrivals and exponential service times, the key difference is that our state is a function with an uncountable domain rather than merely being a finite dimensional vector.
Because of the complexity that arises due to this infinite dimensional state, we opt to simplify other aspects of the N. Master {nmaster, zyzhou, bambos}@stanford.edu model. In particular, we assume that all customers experience the same service rate regardless of their priority level. This differs from previous work, e.g. [11] , and restricts our attention to models in which differing priority levels affect the order in which jobs are scheduled but not the service rates that they experience. We also focus on the case of preemptive scheduling as in [12] , [13] rather than nonpreemptive scheduling as in [14] , [15] . This simplifies our analysis because with preemptive scheduling we know that the customer who is being served is always the customer with the highest priority.
We note that the use of function-valued or measurevalued stochastic processes is itself not novel to queueing. Infinite dimensional models have been used to study the earliest-deadline-first discipline [16] , the processor-sharing discipline [17] , as well as many-server [18] , [19] and infinite server [20] queueing models. In these contexts, the measure encodes dynamic properties of the jobs in the system such as their residual service times. In our model, because the priority levels are static, the state is constant between arrival and departure events. Consequently, our model is far more tractable. In fact, these other models focus on diffusion approximations while we present only exact results.
The measure-valued queueing model that is most closely related to our model can be found in [21] . This model was originally proposed to understand fragmentation in disk storage [22] . The model consists of an infinite server system in which servers (rather than customers) are ranked. This can be seen as servers with countably infinite priority levels. Our model is quite different because we study a single server system in which customers have continuous priority levels, but because both models have static priority levels, our styles of analysis are somewhat similar. The most significant divergence between our results is that we are able to provide exact results while [21] focuses on diffusion approximations.
With this background and motivation in mind, the remainder of the paper is organized as follows. In Section II we fully describe our model and discuss different choices for the state representation. In Section III we analyze the steady state behavior of the system. In particular, we derive a measure that tells us the average distribution of customer priority levels in the system. We also derive a formula for the average sojourn time of a customer as a function of his priority level. In Section IV we provide a simulation that verifies our analytical formulae. In Section V we discuss some potential directions of future work and we conclude in Section VI.
II. MODEL FORMULATION
In this section we formally describe our model. We explain our assumptions and highlight the fact that certain seemingly limiting assumptions are actually without loss of generality. We present three infinite dimensional state representations and explain their equivalence.
We consider a single server queue with an infinite buffer. Customers arrive according to a Poisson process with rate ρ > 0. We do not assume any upper bound on ρ. Customers have independent and identically distributed (IID) exponential service times. Time can be scaled arbitrarily so we assume that the service times have unit mean. In addition, customers have IID priority levels that are uniformly distributed on the unit interval. The priority levels are independent of all other random quantities in the model. Customers are scheduled preemptively according to their priorities: the highest priority customer will always be served even if this interrupts the service of another customer. An interrupted customer will wait in the queue until it is rescheduled for service, i.e. when it has the highest priority level of all the customers in the system. In summary, we have an M/M/1 queue (not necessarily stable) in which customers are preemptively scheduled according to exogenously assigned IID U ([0, 1]) priority levels.
Note that because the customers are scheduled based on their relative order rather than their absolute value, the fact that the priority levels are drawn from U ([0, 1]) (as opposed to some other distribution) is actually without loss of generality. Because the scheduling decisions only depend on the relative order of the priority levels, the dynamics would be unchanged if the priorities were transformed by any monotone map. In particular, suppose we want the priority levels to be drawn from some other distribution with cumulative distribution function (CDF) F (·). Consider customers i and j with priority levels p i and p j drawn from
is the quantile function associated with F (·):
If p i > p j then we will also havep i ≥p j . We also have that p i andp j are distributed according to the CDF F (·) [23,
is strictly increasing then using p i andp j yields the same scheduling dynamics as using p i and p j . If F (·) is not strictly increasing, then with non-zero probability we could havep i =p j . However, in this situation customers i and j are indistinguishable and these ties can be broken in an arbitrary fashion, e.g. randomly. Consequently, our model encompasses arbitrary distributions of priority levels. For simplicity, we will focus having priority levels drawn from U ([0, 1]).
We also note that because of the memorylessness property of the exponential distribution, after a customer is preempted its residual service time is still exponentially distributed with unit mean. As a result, the state does not need to include the residual service time of each customer in the system, just the priority level of each customer. Since we have a continuum of priority levels, the state needs to encode the priority level of each customer in the system. It is convenient to encode this list of priority levels as a point measure on
be the number of customers in the system at time t with priority levels contained in B. In other words, if there are N customers in the system at time t and their priority levels are {p 1 , . . . , p N } ⊂ [0, 1], then
where δ z denotes a Dirac measure at z ∈ [0, 1]. We can equivalently represent the state by either the (nonnormalized) CDF or the complementary CDF:
The equivalence of these state representations follows from the fact that
is finite for all t. Hence, we can apply the π-λ Theorem to show that
The definitions of π-systems and λ-systems along with the method of uniquely extending a measure from a π-system to a σ-algebra are standard in measure theory. For a reference, see [24, Chapter 3] .
III. SOME THEORETICAL RESULTS
We now analyze the steady state behavior of the system. First we characterize the equilibrium distribution ofX t (p) for each p ∈ [0, 1]. We provide a corollary that partially characterizes the equilibrium distribution of x t (·). We then provide a formula for the expected sojourn time of a customer as a function of its priority level. As a small corollary to this we provide a formula for the expected waiting time of a customer as a function of its priority level. As in the previous section, we rely on standard results regarding the extension of measures from π-systems to σ-algebras which can be found in [24, Chapter 3] .
Theorem 1: Fix any p ∈ [0, 1],X t (p) converges weakly to a random variableX(p). If (1 − p)ρ < 1, thenX(p) is a geometrically distributed random variable on the nonnegative integers with
In other words, if (1 − p)ρ < 1 then
for each non-negative integer k.
The key is to notice that because of the preemptive scheduling, the customers with priority levels in (p, 1] are not affected in any way by customers with lower priority 1 , i.e. the customers with priority levels in [0, p]. In addition, because the priority levels are independent of the inter-arrival times, the customers with priority levels in (p, 1] arrive according to a Poisson process with rate (1 − p)ρ. As a result,X t (p) is stochastically equivalent to the population in an M/M/1 queue with unit service rate and arrival rate (1−p)ρ. As a result,X t (p) converges weakly to a geometric random variable on the non-negative integers with the given mean [26, Chapter 3] . Because there is no upper bound on ρ, it is possible that (1 − p)ρ ≥ 1. In this case, the equivalent M/M/1 queue is not stable and henceX t (p) diverges to infinity.
. Then x t (B) converges weakly to a random variable x(B) with mean
where m(·) is defined as follows:
Proof: The previous theorem tells us that
converges weakly toX(a) −X(b), performing the integration gives us the same result as in the previous theorem. Indeed, note that for p such that (1 − p)ρ < 1,
Now note that intervals of this form are a π-system that generates B([0, 1]). Consequently, if ρ < 1 then µ([0, 1]) < ∞ and so this defines a unique measure on B([0, 1]). On the other hand, if ρ ≥ 1, we can still extend the measure from the π-system to B([0, 1]), but uniqueness is no longer guaranteed. However, we can apply the same reasoning as above to define a unique measure on B([1 − 1/ρ, 1]) where µ(·) is finite. The fact that µ(B) = ∞ for any B such that B ∩ [0, 1 − 1/ρ] has non-zero Lebesgue measure follows from the instability argument in the previous theorem. Hence, regardless of the value of ρ, we can conclude that the expression for the mean equilibrium behavior of x t (B) holds for any B ∈ B([0, 1]).
Remark 1: Although Theorem 1 gives the full distribution ofX(p) for any p, Corollary 1 only characterizes the firstorder statistics of x(·). This is because Theorem 1 does not characterize the joint distribution of X (p) : p ∈ [0, 1] . Because we only have the marginal distributions, i.e. the distribution ofX(p) for a single p, the higher-order statistical behavior of x(·) does not follow from Theorem 1.
Because service can be preempted and hence customers can enter service multiple times, we formally define the terms "sojourn time" and "waiting time". In particular, we note that the amount of time a customer spends in service before being preempted is considered waiting. 
and if (1 − p)ρ ≥ 1 then s(p) = ∞. Proof: LetS(p) be the average sojourn time for customers with priority levels in (p, 1]. Since the priority levels are uniformly distributed, the law of total probability tells us thatS
Because customers with priority levels in (p, 1] arrive at a rate (1 − p)ρ, Little's Law [27] tells us that
which yields the following:
Differentiating gives us the result. Corollary 2: Fix any p ∈ [0, 1] and let w(p) be the expected waiting time for a customer with priority p in steady state to receive service. Then if (1 − p)ρ < 1 then
and if (1 − p)ρ ≥ 1 then w(p) = ∞. Proof: The sojourn time is the sum of the waiting time and the service time. Since we have a unit service rate, we merely subtract 1 from s(p) to get w(p).
Remark 2: The functions m(·), s(·), and w(·) define key performance metrics for the system. As expected, each of these functions is decreasing: higher priority customers wait less and see a smaller backlog than lower priority customers. Moreover, if we ignore some constant factors, each of the functions decays as 1/p 2 . Hence, we see that the benefits of having higher priority grow quadratically. For instance, consider a customer with priority level 1.0 and a customer with priority level 0.5. The higher priority customer only has twice the priority of the lower priority customer but the higher priority customer has an expected sojourn time that is roughly a quarter of the lower priority customer's expected sojourn time.
Remark 3: If ρ ≥ 1 then all of these results exhibit a bifurcation, i.e. a qualititative change in behavior, at
It is intuitive that when the server is overloaded, lower priority customers will be ignored so that higher priority customers can be served. The quantity p * makes this intuition precise: when the queue is overloaded, customers with priority levels in [0, p * ] will have infinite expected waiting times while customers in (p * , 1] will have finite expected waiting times. Remark 4: Because of the aforementioned birfurcation, the case of ρ = 1 is particularly interesting. We know that when ρ = 1 the M/M/1 is unstable. However, since p * = 0, all customers with priority levels in (0, 1] have a finite sojourn time and only customers with priority levels equal to zero have infinite sojourn times. This seems a bit paradoxical: the queue is unstable but almost every customer has a finite sojourn time. This counterintuitive result arises because ρ = 1 is the critical point between a stable M/M/1 queue and an unstable M/M/1 queue.
IV. SIMULATION VERIFICATION
In this section, we report the results of two discrete event simulations of the system: one with ρ < 1 and one with ρ ≥ 1. In both cases, we simulate for a time horizon of T = 10 4 and use the simulated data to estimate m(·), s(·), and w(·). In general, we see that the estimates match our theoretical results, thus supporting our analysis.
A. Estimation Methods
We first outline our estimation methods. For each of the functions that we estimate, we take a non-parametric approach: first we get local estimates and we then linearly interpolate to estimate the entire function. The details for each function are outlined below.
We compute our estimate of m(·), which we denotem(·), as follows:
1) Because of the PASTA property [28] , we record x t (·) as observed immediately before a new arrival. 2) For p i ∈ {0.025 + 0.05i} 19 i=0 , we average the number of customers with priority levels in the half-open interval [p i −0.025, p i +0.025) across our observations and scale this average by 1/0.05. This gives usm(p i ).
3) We linearly interpolate {m(p i )} 19 i=0 to get a complete estimate of m(·). We compute our estimate of s(·), which we denoteŝ(·), in a similar fashion: 1) We record the arrival time, the departure time, and the priority level of each customer. If a customer does not depart, then his departure time is infinite. 2) For p i ∈ {0.025 + 0.05i} i=0 to get a complete estimate of s(·). We compute our estimate of w(·), which we denoteŵ(·), in a similar fashion: 1) We record the arrival time and the priority level of each customer. We also record the last time that the customer enters service before departing. 
B. Estimation Results
First consider a simulation for which ρ = 0.75. In this case, the queue is stable and so m(·), s(·), and w(·) are finite. The results are plotted in Fig. 1 . We see that for m(·), s(·), and w(·), the estimates agree with our theoretical analysis. Moreover, if we see thatŝ(·) andŵ(·) have the same shape and merely differ by a constant. This confirms our previous analysis regarding the mean equilibrium behavior of x t (·), the expected sojourn time, and the expected waiting time.
Now consider a simulation for which ρ = 1.25. In this case, the queue is not stable and so m(·), s(·), and w(·) are finite only for p ∈ (p * , 1] = (0.2, 1]. As a result, we do not plot the functions for p < p * . Because of the vertical asymptote at p * , we use a log-scale for the vertical axis. The results are plotted in Fig. 2 . In Fig. 2a , we see that m(·) and m(·) seem to agree on (p * , 1]. Fig. 2a also depicts the bifurcation at p * . We see that for p ∈ {p i } 3 i=0 ,m(p) is roughly 10 times the value ofm(p 4 ). This is because p 3 < p * while p 4 > p * . We see similar results regardinĝ s(·) in Fig. 2b . For p ∈ (p * , 1],ŝ(p) and s(p) agree. Note that for p < p * , neitherŝ(p) nor s(p) appear on the plot. This is because both quantities are infinite. Hence, we see thatŝ(·) and s(·) agree for all p ∈ [0, 1]. We see the same results forŵ(·): the estimate agrees with the analytic result where both are finite and also where both are infinite.
V. FUTURE WORK
There are several potential avenues of future work. One is derive more results about this particular model. In particular, deriving results regarding the higher order statistics of x(·) would be interesting but it is not immediately clear how to do this given the present results. One idea is to leverage the results from [29] which considers computational methods for finding the joint distribution of a multi-class, single server priority queue with a finite number of priorities. This line of reasoning might also allow us to generalize the current model to allow for heterogeneous service times.
Another direction of future modeling work would be to consider how continuous priority levels affect queues with many servers. While the current paper was under review, we tackled this in [30] . The style of analysis is similar and the results generalize the results for the single server case.
It would also be interesting to extend this model to networks of queues. With a single queue, the state is a point measure on [0, 1] but if there are n queues connected in a network, the state would be a point measure on [0, 1] n . Fig. 2 : Estimates of m(·), s(·), and w(·) based on the data generated by simulating the system with ρ = 1.25 for a horizon of T = 10 4 time units. Because the queue is unstable, the values of the functions become quite large and hence we opt to use a logarithmic vertical axis.
It seems likely that the steady state would have a productform similar to Jackson's Theorem [31] , but the details of the analysis are not immediately clear.
Finally, we note that there is a natural game theoretic extension. Currently, the priority levels are exogenously assigned. However, if customers are given some control over their priority levels then they can "jockey" for better queue position. This can be posed as a game and potentially allows us to connect this work with a variety of other game theoretic model, e.g. [32] , [33] , [34] , [35] , [36] .
VI. CONCLUSIONS
We have presented an infinite dimensional model for a single server priority queue in which customers' priority levels are drawn from a continuous probability distribution. Our steady state analysis characterizes the mean behavior of the measure-valued process that describes the priority levels of the customers in the queue. We have also provided formulae for the expected sojourn and waiting times of customers as function of their priority levels. When the queue is overloaded, all of these analytical results exibit a bifurcation around a critical priority level. In particular, customers with priority levels strictly larger than this critical level will have finite expected sojourn times while customers with priority levels less than or equal to this critical level will have infinite expected sojourn times. To further bolster this analysis, we have also presented some simulations that agree with our formulae. We have also discussed some directions of future work.
