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LES développements des accélérateurs de particules et des moyens techniques associés ont
rendu accessibles au cours des dernières années des régions de la carte des noyaux sans cesse
plus éloignées de la vallée de stabilité. Les études menées sur les noyaux exotiques ont mis
en lumière des comportements jusqu’alors insoupçonnés, comme par exemple l’existence des
noyaux à halos, de la radioactivité à deux protons, ou la modification des nombres magiques
loin de la stabilité. Outre les activités de recherche portant sur la mise en œuvre des nouvelles
techniques de production et de détection qu’ils réclament, ces noyaux de plus en plus instables
constituent d’excellents tests pour les nouveaux formalismes du problème nucléaire à N -corps
imaginés parallèlement par les théoriciens.
Toutes les données collectées jusqu’à nos jours démontrent que la structure nucléaire peut
être schématiquement comprise comme la conjugaison de trois aspects, comme représenté sur
la figure 1. Tout d’abord, de même que pour les électrons d’un atome, l’existence de configu-
rations particulièrement stables pour des nombres magiques de protons et/ou de neutrons est
interprétée comme la signature d’une structure en couches des noyaux, et donc d’un potentiel
moyen dans lequel les nucléons se déplacent librement. À l’opposé, l’observation de raies ty-
piques d’un spectre rotationnel révèle un comportement collectif des nucléons qui peut être
expliqué par une interaction résiduelle de type quadrupolaire, comme dans le modèle d’El-
liott [1]. À ces deux grandes caractéristiques de la structure nucléaire est venu s’ajouter dans
les années 1960 un troisième aspect, suggéré par la constatation que les noyaux pair-pair se
montrent systématiquement plus liés que leurs voisins pair-impair avec un état fondamental
de moment cinétique total nul. Ces observations ont été considérées comme la manifestation
d’un phénomène d’appariement entre nucléons identiques des couches externes. La conden-
sations des paires de moment angulaire total nul, analogues aux paires de Cooper d’électrons
responsables de la supraconductivité, peut être simplement décrite en termes d’une nouvelle
interaction résiduelle entre les nucléons, comme dans le modèle de Racah [2].
Il existe à l’heure d’aujourd’hui de nombreuses théories microscopiques en physique nu-
cléaire. Pour les noyaux de masse intermédiaire ou élevée proches de la stabilité, les méthodes
de champ moyen auto-cohérent Hartree-Fock ou Hartree-Fock-Bogoliubov apportent une pre-
mière description approximative, mais globalement satisfaisante, de la plupart des noyaux par
une paramétrisation directe de la fonctionnelle d’énergie. Les corrélations induites par les in-
teractions résiduelles y sont alors partiellement incluses par des brisures de symétries dans un
traitement effectif à particules indépendantes. D’un autre côté, dans l’espoir d’acquérir une
vision unifiée de la structure nucléaire à partir des principes premiers, ces dernières années
ont vu un développement notable des approches ab initio. Elles visent à résoudre le problème
quantique à N -corps à partir de paramétrisations de l’interaction « nue » entre les nucléons
(les potentiels d’Argonne par exemple [5]), à deux voire trois corps. Les formalismes de Fad-
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Figure 1 – Représentation schématique des trois principaux aspects de la structure nucléaire.
Aux pôles sont situés les modèles théoriques traitant spécifiquement l’aspect correspondant [3].
Ces modèles, tout comme celui de Richardson qui tient compte simultanément d’effets de
couches et de l’appariement [4], s’avèrent être analytiquement solubles.
deev [6, 7] et de Yakubovsky [8] offrent par exemple un traitement exacts des systèmes à trois
et quatre constituants. Des fonctions d’ondes nucléaires très précises 1 peuvent également être
reconstruites par des méthodes de type Monte-Carlo quantiques (QMC) — fonctions de Green
Monte-Carlo et diffusion Monte-Carlo — au travers d’une exploration stochastique de l’espace
par les nucléons [9–12]. D’autre part, il est aussi possible de rechercher les états stationnaires
du noyau dans l’esprit des méthodes à mélange de configurations de la chimie quantique. En
substance, il s’agit de tirer profit du succès de l’approximation des nucléons indépendants pour
définir une base adéquate dans laquelle la matrice hamiltonienne à N -corps est diagonalisée :
on parle ainsi de modèle en couches sans cœur [13–15]. Des calculs comparatifs ont par ailleurs
récemment mis en exergue que l’ensemble de ces approches ab initio conduisent remarquable-
ment à des résultats similaires [16]. Toutefois, quand bien même elles constituent à l’heure
actuelle une référence en termes de calculs de structure nucléaire de par leur accord avec les
mesures, ces méthodes restent limitées aux noyaux légers — typiquement jusqu’à A ∼ 13 —
par les moyens numériques.
Finalement, le modèle en couches avec mélange de configurations demeure encore aujour-
d’hui le cadre théorique le plus performant pour prendre en compte de manière systématique
l’ensemble des corrélations au-delà du champ moyen pour une large gamme de noyaux [17,18].
En définissant un cœur magique supposé inerte et un ensemble de couches dites « actives »,
l’équation de Schrödinger est résolue avec un hamiltonien comportant une interaction rési-
duelle effective en partie ajustée aux résultats expérimentaux. Sa capacité à reproduire effi-
cacement un grand nombre d’observations et son pouvoir prédictif concernant les noyaux re-
lativement stables ont fait du modèle en couches un pilier des calculs de structure du noyau
depuis ses premières applications. Néanmoins, la croissance rédhibitoire de la dimension de
l’espace des états avec le nombre de particules et/ou le nombre de couches rend rapidement
le problème à N -corps insoluble. Une telle limitation se révèle alors d’autant plus probléma-
tique que le traitement des noyaux exotiques exige de considérer un nombre de plus en plus
important de couches de valence. Elle s’applique de surcroît aux extensions du modèle récem-
ment proposées [19,20], inspirées de travaux similaires pour son homologue atomique [21], et
1. Ces calculs ne sont toutefois pas exacts par principe, en raison des schémas de contrôle du problème de signe
qui y sont implémentés. Ce problème recevra une attention particulière au sein du présent mémoire.
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visant à capturer les propriétés des systèmes ouverts que représentent les noyaux proches des
« drip-lines » par un couplage aux états du continuum.
Afin d’étendre l’applicabilité du modèle en couches, une alternative à la diagonalisation
directe du hamiltonien se trouve de nouveau dans des méthodes QMC. Basées sur une refor-
mulation stochastique de l’équation de Schrödinger, elles permettent de ramener le problème
quantique à N -corps à un ensemble de problèmes à un corps, solubles numériquement, et dé-
crivant des particules indépendantes évoluant chacune dans un potentiel extérieur fluctuant.
Les schémas QMC souffrent toutefois d’une pathologie, communément appelée problème de
signe ou problème de phase, se manifestant par une divergence dramatique des erreurs statis-
tiques. Elle apparaît en règle générale pour des systèmes fermioniques, ou pour les systèmes
magnétiques frustrés en physique de la matière condensée, et rend totalement incontrôlables
les simulations numériques.
Actuellement, les techniques QMC pour le modèle en couches apportent une solution
exacte au problème à N -corps à température finie ou nulle avec des potentiels d’interaction
schématiques, de type quadrupolaire et appariement (voir l’article de revue [22]). À l’inverse,
dés que sont pris en compte des hamiltoniens réalistes, l’échantillonnage n’échappe pas à une
contamination par le problème phase qui n’est alors contourné qu’au prix d’approximations
incontrôlées : les calculs sont menés à bien avec seulement une petite fraction des interactions
à l’origine du problème, puis extrapolés dans la limite où celle-ci tend vers un. En dehors de
cette restriction principale, les approches Monte-Carlo quantiques traditionnelles du modèle en
couches sont par essence incapables de fournir une spectroscopie détaillée des noyaux.
L’essentiel de ce travail poursuit l’objectif de proposer un nouveau schéma stochastique
pour le modèle en couches autorisant la reconstruction de la spectroscopie « yrast ». L’origina-
lité de l’échantillonnage réside principalement dans l’utilisation d’une approche variationnelle
avec restauration des symétries du hamiltonien avant variation afin d’initier et de guider le
processus QMC, mais également afin de le contraindre en adoptant les approximations de réfé-
rence pour contrôler le problème de signe/phase. Ce mémoire est par conséquent organisé de la
manière suivante. Dans un premier chapitre, nous exposerons en détail le principe général des
méthodes QMC, depuis leurs fondements théoriques jusqu’à leurs conditions de validité. Après
une discussion portant sur l’origine du problème de phase et sur les différentes techniques per-
mettant de le maîtriser, nous mettrons progressivement en place le schéma QMC suggéré qui
fera l’objet du chapitre 3. Auparavant, le second chapitre sera dédié à la présentation de la
méthode variationnelle avec restauration des symétries sur laquelle repose notre reformula-
tion stochastique du modèle en couches. Nous en profiterons par ailleurs pour y reporter les
premiers résultats auxquels elle a conduit pour des noyaux exotiques d’intérêt actuel.
Outre la structure nucléaire, le problème du signe est également un obstacle majeur en
physique de la matière condensée dans le cadre des simulations Monte-Carlo traditionnelles du
modèle de Hubbard. Ce modèle se limite à considérer les électrons de la bande la plus proche
du niveau de Fermi où l’interaction coulombienne est écrantée. En géométrie bidimensionnelle,
il représente a priori une description effective minimale de la physique des composés à base
d’oxydes de cuivre présentant une phase supraconductrice non conventionnelle [23]. Récem-
ment, de nouveaux échantillonnages QMC sans problème de signe ont été proposés [24,25]. Le
quatrième et dernier chapitre de ce manuscrit sera essentiellement consacré à leur étude. Nous
démontrerons qu’ils sont en réalité sous-tendus par un mouvement brownien similaire à celui
mise en œuvre pour le modèle en couches dans les parties précédentes. Enfin, l’origine des
erreurs systématiques qu’exhibent ces schémas, en dépit de trajectoires à poids positifs avec le
hamiltonien de Hubbard, sera également élucidée.
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Notations
CE préambule vise à récapituler les notations qui seront employées au cours des développe-
ments présentés dans ce mémoire :
• d : la dimension de l’espace de Hilbert à une particule, supposée finie.
• N et A,N,Z : respectivement le nombre de particules pour un système à N -corps gé-
néral, et le nombre total de nucléons, de neutrons, et de protons dans le cadre du modèle
en couches nucléaire. Lorsqu’il s’agira de nucléons de valence, ces trois dernières quan-
tités se verront indicées par v. Les indices n, p = 1 → N seront alors essentiellement
attribués à des sommations portant sur le nombre de particules, mais serviront également
comme exposants afin de distinguer les grandeurs associées aux neutrons et aux protons.
• |φ〉, |u〉 : des vecteurs d’états individuels, et donc de dimension d. La lettre u sera no-
tamment attribuée à une base orthonormée discrète arbitraire {|ui〉} à un corps, et les
indices i, j, k, l = 1→ d labelleront les vecteurs qui la constituent.
• h, T ,O : des opérateurs à une particule agissant sur des états |φ〉 par exemple, représentés
dans une base par une matrice de dimensions d× d et d’éléments hij , Tij , Oij .
• cˆ†α, cˆα : les opérateurs de création et d’annihilation d’un fermion dans un état |α〉 quel-
conque. Une exception occasionnelle sera toutefois faite dans les parties concernant le
modèle en couches au sein desquelles nous noterons logiquement nˆ†α, nˆα et pˆ†α, pˆα les
opérateurs fermioniques de neutrons et protons.
• |Ψ〉, |Φ〉 : des états quantiques à N -corps. En particulier, Ψ sera systématiquement ré-
servé aux états corrélés et Φ aux états de fermions indépendants. Un déterminant de
Slater constitué de N états individuels {|φn〉} sera ainsi donné par |Φ〉 = ∏Nn=1 cˆ†φn |−〉
où |−〉 correspond au vide de particules.
• Hˆ , Aˆ, Uˆ : des opérateurs à N -corps. Si Hˆ désigne par exemple un opérateur à un corps
alors Hˆ = ∑Nn=1 hˆ(n) où hˆ(n) = 11⊗ · · · ⊗h(n)⊗ · · · ⊗1N est le prolongement dans
l’espace à N particules de l’opérateur h(n) associé à la particule n. De cette manière Hˆ
s’exprime dans le langage de la seconde quantification comme Hˆ = ∑di,j=1 hij cˆ†i cˆj . S’il
s’agit d’un opérateur Vˆ à deux corps, Vˆ = ∑Nn<p Vˆ (n, p) = 14 ∑i,j,k,l Vijklcˆ†i cˆ†j cˆk cˆl, les
éléments Vijkl étant, pour des fermions, antisymétrisés.
• 〈Aˆ〉Ψ = 〈Ψ|Aˆ|Ψ〉〈Ψ|Ψ〉 : valeur moyenne de l’observable Aˆ dans l’état quelconque |Ψ〉.








: valeur moyenne de l’observable Aˆ dans l’état de mélange statistique





dans la définition précédente). Dans le cas particulier où celui-ci prend





se ramène à l’un
des deux points précédents.
• ~, kB : les constantes de Planck réduite et de Boltzmann.
• τ : temps imaginaire ou inverse de la température T (τ = 1/kBT ) en fonction du
contexte.
• 〈j1,m1, j2,m2|J,M〉 : un coefficient de Clebsch-Gordan réalisant le couplage dans le
canal (J ,M) des états |j1,m1〉 et |j2,m2〉 d’une base standard. Pour les définir sans
ambiguïté, nous adoptons la convention de phase de la référence [26], plus précisément
〈j1, j1, j2, j1 − J |J, J〉 est réel et positif, de sorte qu’ils soient tous réels.
• E[X] : l’espérance mathématique (moyenne statistique) d’un processus stochastique X .
CHAPITRE1
Approches Monte-Carlo quantiques
du problème à N -corps
LES méthodes Monte-Carlo quantiques (QMC) sont généralement considérées comme une
puissante alternative à la diagonalisation du hamiltonien pour résoudre l’équation de Schrödin-
ger dans les systèmes àN -corps. Derrière l’acronyme QMC se cachent en réalité une multitude
d’algorithmes visant schématiquement à reconstruire les états stationnaires en échantillonnant
une base continue selon un processus stochastique défini par le hamiltonien. Ces méthodes sont
applicables aussi bien aux systèmes de bosons que de fermions en interaction, et offrent la pos-
sibilité d’étudier les propriétés à température nulle ou à l’équilibre thermodynamique. Dans la
majorité des cas, elles souffrent toutefois de l’émergence de réalisations à « poids » négatifs,
voire complexes, qui contaminent la reconstruction des états corrélés au point de conduire à un
rapport signal sur bruit quasiment nul.
Dans ce chapitre, nous présentons les fondements mathématiques des approches QMC et
les conditions qu’elles doivent satisfaire pour être concrètement utiles à la compréhension des
systèmes à N -corps ne pouvant être appréhendés par une application directe des principes
de la mécanique quantique. Nous discuterons également du problème de signe/phase et des
principaux schémas approximatifs de son contrôle.
Sommaire
1.1 Fondements théoriques des méthodes Monte-Carlo quantiques . . . . . 8
1.1.1 Base surcomplète des déterminants de Slater : réinterprétation d’un
état corrélé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.1.2 Condition de validité de la réinterprétation . . . . . . . . . . . . . 10
1.2 Propagation stochastique en temps imaginaire . . . . . . . . . . . . . . 12
1.2.1 La méthode du temps imaginaire . . . . . . . . . . . . . . . . . . . 12
1.2.2 La dynamique standard à champs auxiliaires . . . . . . . . . . . . 15
1.2.3 La dynamique guidée par un état d’essai . . . . . . . . . . . . . . . 18
1.3 Le problème de phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3.1 Origine du problème . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3.2 Schémas de contrôle du problème . . . . . . . . . . . . . . . . . . 24
1.4 Calcul d’observables et estimateurs . . . . . . . . . . . . . . . . . . . . 27
8 1.1 Fondements théoriques des méthodes Monte-Carlo quantiques
1.1 Fondements théoriques des méthodes Monte-Carlo quantiques
1.1.1 Base surcomplète des déterminants de Slater : réinterprétation d’un état cor-
rélé
L’application des postulats de la mécanique quantique passe traditionnellement par le choix
d’une base orthonormée discrète. Une base couramment employée pour un problème à N
fermions est celle formée par les déterminants de Slater dans lesquels chacune des N parti-
cules occupe un état individuel d’une base orthonormée discrète de l’espace de Hilbert à un
corps. Les approches Monte-Carlo quantiques vont elles faire appel à des bases continues. Par
exemple, les méthodes 1 des fonctions de Green Monte-Carlo [27–31] et de diffusion Monte-
Carlo [32–35] recourent à la base orthonormée continue de la représentation position qu’elles
explorent aléatoirement sous l’effet de l’énergie cinétique.
Les méthodes QMC présentées dans ce mémoire exploitent une autre base continue, à
savoir la base surcomplète constituée des déterminants de Slater formés à partir d’états indivi-











|Φ〉〈Φ| = 1ˆN , (1.1)
où 1ˆN est l’opérateur identité de l’espace des états antisymétrisés à N -corps et |Φ〉 un déter-
minant de Slater quelconque. Le symbole
∫
DΦ indique l’intégrale fonctionnelle sur la mer de
Fermi composée des N états |φn〉 = ∑di=1 φn,i|ui〉 occupés qui appartiennent à l’espace de
Hilbert à une particule, supposé de dimension d finie et sous-tendu par une base orthonormée
{|ui〉} ; ‖φn‖2 = ∑di=1 |φn,i|2 est bien sûr le carré de la norme de « l’orbitale » |φn〉. Avec ces
notations, la mesure d’intégration est DΦ = ∏Nn=1∏di=1 dRe(φn,i)dIm(φn,i). Il est possible
de démontrer la relation de fermeture (1.1) en partant de la paramétrisation de Thouless des
déterminants de Slater [36], ou bien directement. Les états individuels |φ〉 les plus généraux








|φ〉〈φ| = 1 , (1.2)
avec 1 la matrice identité de dimension d. En exprimant les composantes de |φ〉 comme φi =




i=1 ridridθi, et par un calcul







e−r2i rkrl ei(θk−θl)|uk〉〈ul| = pid
d∑
i=1
|ui〉〈ui| = pid1 . (1.3)
Par produit tensoriel, la relation (1.2) conduit immédiatement à la complétudes des états facto-
risés pour un système de N particules discernables. Il suffit ensuite de se restreindre au sous-
espace des états antisymétriques par application de l’opérateur d’antisymétrisation Aˆ pour ob-
tenir (1.1), les déterminants |Φ〉 étant donnés par |Φ〉 = √N !Aˆ|φ1φ2 · · ·φN 〉.
Tout état de N fermions |Ψ〉 se décompose ainsi sur la base surcomplète (1.1) des détermi-












1. Plus connues dans la littérature comme les méthodes de « Green’s-function Monte-Carlo » et « Diffusion
Monte-Carlo ».
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Espace de Hilbert à N-corps 
Figure 1.1 – Représentation schématique du nuage de points associés aux réalisations stochas-
tiques d’un état |Ψ〉 en termes de déterminants de Slater. Son barycentre se confond avec l’état
exact |Ψ〉.






















)|Φ〉 intervenant dans (1.4) est bien entendu également un déterminant de





— et par construction son recouvrement avec l’état corrélé est réel et
positif, 〈Ψ| exp(iΘ(Φ))|Φ〉 = |〈Φ|Ψ〉|. Les « composantes » (1.5) PΨ(Φ) de |Ψ〉 sur la base
surcomplète étant réelles et positives, nous sommes parfaitement en droit de les assimiler, à une
normalisation près, à une distribution de probabilité sur la variété des déterminants de Slater.
Par conséquent, tout état quantique à N -corps |Ψ〉 peut se réinterpréter comme une espérance
mathématique, c’est-à-dire comme une moyenne statistique, d’états de fermions indépendants







Notons que dans cette relation, la réalisation |Φ(0)〉 correspond au nouveau déterminant cons-
truit à partir d’états individuels colinéaires aux orbitales originelles {|φn〉} mais dont la phase





la normalisation de la loi PΨ. De façon schématique et géométrique, l’état |Ψ〉 peut se voir
comme le barycentre d’un nuage de points dont chacun est associé à un déterminant de Slater,
comme illustré par la figure 1.1 (l’exposant (0) y est volontairement omis). Nous retrouvons
là l’esprit des méthodes Monte-Carlo qui amènent à évaluer l’intégrale d’une fonction comme
la valeur moyenne d’un processus aléatoire. D’autre part, remarquons de suite que la même
distribution de probabilité est également en mesure d’échantillonner le même état physique en
termes de déterminants de Slater {|Φ(α)〉} tels que la phase de leurs recouvrements avec |Ψ〉
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Variété des déterminants de Slater 
Figure 1.2 – Représentation schématique de la structuration de la variété des déterminants de
Slater. Chacun des domaines admet une représentation stochastique d’un état eiα|Ψ〉, physi-
quement équivalent à un vecteur |Ψ〉 quelconque, comme l’espérance mathématique de déter-
minants de Slater |Φ(α)〉 possédant tous une même phase α pour leur recouvrement avec |Ψ〉.






)|Φ〉 = E[|Φ(α)〉] ,
où |Φ(α)〉 = exp(i(Θ(Φ) + α))|Φ〉 si bien que 〈Ψ|Φ(α)〉 = eiα |〈Ψ|Φ〉|.
En définitive, pour tout état |Ψ〉 d’un système de fermions, la variété des déterminants de
Slater apparait comme la réunion d’une infinité de domaines au sein de chacun desquels peut
être élaboré un processus stochastique permettant de reconstruire un vecteur physiquement
équivalent à |Ψ〉 par une moyenne d’état de particules indépendantes possédant tous une phase
globale identique (voir figure 1.2). L’espace libre situé entre les frontières des divers domaines
constitue l’ensemble des déterminants de Slater orthogonaux à |Ψ〉, et se voit qualifié de surface
nodale NΨ :=
{|Φ〉 / 〈Ψ|Φ〉 = 0} associée à l’état |Ψ〉, par analogie avec l’hypersurface
regroupant les nœuds de la fonction d’onde à N -corps en base position.
La décomposition d’un vecteur sur une base surcomplète n’étant pas unique, la distribution
de probabilité PΨ autorisant la réinterprétation d’un état |Ψ〉 quelconque ne l’est pas non plus.
Nous devinons d’ores et déjà que des problèmes potentiels surviennent si jamais le processus
stochastique choisi peuple simultanément des domaines distincts : certaines réalisations vont
dans ce cas pouvoir se compenser mutuellement et ainsi annuler leurs contributions à la recons-
truction de l’état |Ψ〉. Il s’agit précisément de l’origine du problème de phase sur lequel nous
reviendrons en détails ultérieurement.
1.1.2 Condition de validité de la réinterprétation
Parmi les multiples schémas stochastiques de reconstruction d’un état à N -corps |Ψ〉 en
termes d’une moyenne de déterminants de Slater |Φ〉, seuls ceux assurant une variance finie de
l’erreur |Ψ〉 − |Φ〉 peuvent prétendre à un échantillonnage Monte-Carlo. Par définition, cette
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δ = ‖|Ψ〉 − |Φ〉‖ ,
n’est autre, d’un point de vue géométrique, que la distance entre l’état souhaité et une de ses
réalisations |Φ〉, comme signalé sur la figure 1.1. Un calcul simple nous dévoile alors que le

















− ‖Ψ‖2 . (1.7)
Le premier moment E[‖Φ‖] contrôle par ailleurs la dispersion des réalisations, c’est-à-dire
l’extension du nuage de points sur la figure 1.1, puisque l’erreur moyenne E[δ] vérifie, en vertu
de l’inégalité triangulaire,
E[‖Φ‖] = E[‖|Φ〉 − |Ψ〉+ |Ψ〉‖] ≤ E[δ] + ‖Ψ‖ . (1.8)
Toute divergence de la norme moyenne entraine donc une erreur moyenne infinie sur l’état
exact |Ψ〉. En outre, le critère E[‖Φ‖2] <∞ s’avère essentiel pour la reconstitution des obser-
vables physiques. En effet, estimer la valeur moyenne 〈Ψ|Aˆ|Ψ〉 d’un opérateur Aˆ quelconque
nécessite de disposer de deux populations de déterminants de Slater {|Φ(a)〉} et {|Φ(b)〉} sta-












où l’on a introduit la dyade fluctuante σˆ = |Φ(a)〉〈Φ(b)| associée à une réalisation de chaque
population. En appliquant l’inégalité de Cauchy-Schwarz de l’espace de Liouville, la variance












)2] ≤ Tr(Aˆ2)E[Tr(σˆσˆ†)] .










































Par conséquent, une divergence de l’erreur quadratique moyenne prive les observables de la
garantie d’une variance finie.
Finalement, pour que l’échantillonnage échappe aux problèmes d’erreur moyenne et/ou
de variance infinie qui viennent d’être mis en exergue, la distribution P‖Φ‖ de la norme des
déterminants doit obligatoirement conduire à un premier et à un second moment bien défi-
nis. Anticipons légèrement sur la suite en affirmant dés maintenant que la reconstruction d’un
état stationnaire va solliciter des déterminants déduits d’équations différentielles stochastiques
à bruits multiplicatifs. Or, il est reconnu que de telles équations tendent au développement d’un
comportement asymptotique en loi de puissance de la distribution de probabilité de leurs solu-
tions. Par exemple, si l’on prend en compte un bruit proportionnel à l’impulsion dans l’équation
de Langevin classique d’une particule en mouvement brownien, la résolution de l’équation de
Fokker-Planck correspondante mène à une densité de probabilité non plus gaussienne mais ex-
hibant une queue en loi de puissance [37]. Partant alors du principe que, pour ‖Φ‖ → +∞, la
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densité de probabilité de la norme des déterminants de Slater varie comme P‖Φ‖ ∝ 1/ ‖Φ‖1+ν ,








d‖Φ‖P‖Φ‖(‖Φ‖) ‖Φ‖λ → +∞ si
∫ +∞
N
d‖Φ‖ ‖Φ‖λ−1−ν → +∞ ,
où N désigne une valeur typique de la norme à partir de laquelle la loi de puissance appa-
rait. Pour ν ≤ 1, les deux indicateurs statistiques E[δ] et E[δ2] tendent donc vers l’infini. Si
1 < ν ≤ 2, seule l’erreur quadratique moyenne diverge. Dans les deux cas, certaines obser-
vables physiques 〈Ψ|Aˆ|Ψ〉 seront malgré tout caractérisées par une variance finie et se verront
de fait correctement reproduites 2, 1’erreur statistique diminuant avec le nombre Nr de réalisa-
tion comme 1/
√
Nr. Pour les autres qui souffrent d’une variance QMC infinie, leur reconstruc-
tion exige d’avoir recours au théorème de la limite centrale généralisé [38]. Celui-ci garantit
toujours la convergence vers la valeur moyenne exacte (1.9) dans la limiteNr →∞, mais avec
une erreur décroissant comme 1/N1−1/µr où 1 < µ ≤ 2. Ce comportement inhabituel peut se
révéler difficile à détecter en pratique dans la mesure où il trouve son origine dans la queue de
la distribution : sans une population de taille suffisante, la simulation numérique paraîtra sous
contrôle, mais la moyenne statistique (1.9) sera faussée. Nous illustrons ces considérations sur
la figure 1.3 pour un cas schématique. Insistons enfin sur le fait qu’il est totalement impossible
de savoir par avance quelles sont les observables problématiques.
En résumé, le comportement asymptotique de la distribution de probabilité de la norme
des déterminants de Slater |Φ〉 permettant de reconstruire un état quantique |Ψ〉 conditionne
l’efficacité et la validité de l’échantillonnage. Lorsque ce comportement est dominé par une
loi de puissance de la forme 1/ ‖Φ‖1+ν pour ‖Φ‖ → ∞, le calcul Monte-Carlo quantique
exige ν > 2 sous peine d’une reproduction biaisée, voire impossible, des valeurs moyennes
d’observables.
1.2 Propagation stochastique en temps imaginaire
La section précédente a montré que tout état quantique admet une reformulation en termes
de moyenne statistique d’états de type Hartree-Fock. Nous présentons ici les principaux sché-
mas stochastiques qui mènent à un échantillonnage des états d’intérêt physique, à savoir les
vecteurs propres d’un hamiltonien Hˆ donné.
1.2.1 La méthode du temps imaginaire
Afin de reconstruire les états stationnaires, la majorité des formalismes Monte-Carlo quan-
tiques repose traditionnellement sur la méthode de la propagation en temps imaginaire. En
substituant au temps conventionnel t la quantité τ = it/~ appelée temps imaginaire, l’équation
de Schrödinger régissant l’évolution d’un état à N -corps |Ψ〉 devient
− d|Ψ〉dτ = Hˆ|Ψ〉 . (1.10)
Une solution formelle |Ψτ 〉 au temps imaginaire τ de cette équation est simplement obtenue
par application sur un état initial |Ψ0〉 de l’opérateur d’évolution dans lequel a été pratiqué un
2. Nous excluons de la discussion les distributions de probabilité des éléments de matrice 〈Φ(b)|Aˆ|Φ(a)〉 dont
la valeur moyenne diverge. Tous les schémas QMC considérés ici conduisant en moyenne à l’état exact, l’existence
de (1.9) est en effet assurée.
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Figure 1.3 – Estimation du premier moment de la loi de probabilité P (X) = µ/X1+µ définie
sur l’intervalle [1 ; +∞[. Pour 1 < µ < 2, E[X] = µ/µ − 1 < ∞, mais la variance diverge.
Les résultats numériques ont été obtenus en suivant une méthodologie similaire à celle utilisée
par la suite dans les calculs QMC, c’est-à-dire au travers d’une moyenne sur un nombre P
de « populations » indépendantes. Chacune d’entre elles correspond à un échantillonnage avec
M = 100 « marcheurs » associés ici simplement à des tirages selon la procédure décrite dans
la référence [38]. Sans connaissance du comportement pathologique en loi de puissance de
la distribution, les fluctuations statistiques seraient estimées à partir du théorème de la limite
centrale. Elles sont représentées par les barres d’erreur indiquées sur la figure et conduiraient
à annoncer pour E[X] un résultat entaché d’erreurs systématiques tant que la limite P → +∞
n’est pas atteinte. En réalité, ces barres d’erreurs n’ont strictement aucune signification puisque
la variance est infinie.
changement de variable identique, soit





La propagation s’effectue donc au travers de l’opérateur densité (non normalisé) décrivant l’état
d’équilibre statistique dans l’ensemble canonique à la température 1/kBτ .
Décomposons à présent la solution (1.11) de l’équation de Schrödinger en temps imaginaire
sur la base propre {|Ψn〉} du hamiltonien, les énergies associées {En} étant supposées pour
simplifier non dégénérées :








〈Ψn|Ψ0〉 e−τEn |Ψn〉 . (1.12)
Parmi l’ensemble des vecteurs propres qui possèdent un recouvrement Cn = 〈Ψn|Ψ0〉 non
nul avec l’état initial, désignons alors spécifiquement par |ΨG〉 celui se rapportant à l’énergie
propre minimale EG. De cette manière








Comme par définition toutes les valeurs propres survenant dans la somme sont supérieures à
EG, leurs contributions s’annulent dans la limite τ → +∞. Autrement dit, à grand temps
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imaginaire seule survit la composante de |Ψτ 〉 sur le vecteur propre de Hˆ de plus basse énergie






|Ψ0〉 = 〈ΨG|Ψ0〉|ΨG〉 . (1.14)
L’opérateur d’évolution opère finalement comme un projecteur sur l’état fondamental |ΨG〉 du
sous-espace propre du hamiltonien ayant un recouvrement différent de zéro avec l’état initial.
Ce résultat signifie qu’il est en théorie possible de retrouver n’importe quel état stationnaire
en propageant pendant un temps imaginaire suffisamment long un vecteur |Ψ0〉 judicieuse-
ment choisi, c’est-à-dire tel que ses composantes sur les états propres non désirés soit nulles.
Concrètement, le choix de l’état initial peut être guidé par des arguments de symétrie : l’évolu-
tion d’un état labellé de nombres quantiques particuliers aboutit à l’état fondamental du secteur
de symétrie correspondant.
En appliquant les concepts généraux de la section précédente, nous pouvons à tout moment
envisager de reconstruire un état |Ψτ 〉 se propageant avec le temps imaginaire en moyennant
des états stochastiques |Φ〉 de particules indépendantes dont la loi de probabilité PΨ(Φ, τ) varie
désormais avec τ . Nous supposerons par la suite que l’état initial est également un déterminant
de Slater. Dans ce cas, PΨ est donc une distribution de Dirac au temps 3 τ = 0. Seul un hamil-
tonien à un corps peut conserver cette structure au cours de la propagation, un élargissement
de la distribution des déterminants de Slater étant inéluctable en présence d’interactions à deux
corps. Deux stratégies différentes émergent alors pour échantillonner |Ψτ 〉 :
• chercher à convertir l’équation de Schrödinger (1.10) pour un hamiltonien donné en une
équation aux dérivées partielles de type Fokker-Planck gouvernant l’évolution de la loi
de probabilité PΨ(Φ, τ). Nous pouvons néanmoins tout aussi bien adopter une approche
similaire à celle de Langevin en animant les déterminants de Slater d’un mouvement
brownien en temps imaginaire. Un tel programme n’est réalisable qu’à condition que les
« termes au bord » faisant intervenir le comportement asymptotique de la loi de probabi-
lité s’annulent collectivement. Cette hypothèse étant généralement impossible à vérifier,
il subsiste un doute sur l’équivalence des méthodes QMC ainsi obtenues avec la propa-
gation exacte. Le schéma QMC « gaussien » 4 basé sur des opérateurs densité Hartree-
Fock [25, 39, 40], ou la représentation P -positive en termes d’états cohérents pour des
bosons [41, 42], ont été construits en suivant la démarche que nous venons brièvement
de décrire.
• chercher directement les termes déterministes et stochastiques, dits termes de dérive et
de diffusion, des équations du mouvement que doivent satisfaire les états individuels for-
mant les déterminants de Slater afin de retrouver en moyenne la dynamique exacte en
temps imaginaire de |Φ0〉. Comme nous allons le voir par la suite, plusieurs équations
différentielles sont en général possibles. Elles conduisent à des distributions de proba-
bilité différant par leurs moments d’ordre supérieur à un et donc par leur efficacité à
reconstruire les observables. Cette stratégie, initialement proposée pour le problème à
N -bosons en interaction [43], est celle que nous emprunterons tout au long du manus-
crit.
Quelle que soit la stratégie privilégiée, les états de fermions indépendants obtenus après une
propagation stochastique suffisamment longue représentent un échantillonnage de l’état fonda-
3. Par souci de légèreté, il nous arrivera de désigner le temps imaginaire simplement par temps, aucune ambi-
guïté n’étant à craindre étant donné que nous ne traiterons pas de problème en temps réel.
4. Cette méthode sera examinée au chapitre 4 dans le cadre du modèle de Hubbard.
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Espace de Hilbert à N-corps 
Figure 1.4 – Représentation schématique des différentes réalisations de l’évolution stochas-
tique d’un état de particules indépendantes. Quand le temps imaginaire tend vers l’infini, le






|Φ0〉 = E[|Φτ 〉] ∝
τ→+∞ |ΨG〉 , (1.15)
avec |Φτ 〉 une réalisation stochastique au temps τ et où les facteurs de proportionnalité omis se
déduisent de la relation (1.14).
Les méthodes QMC s’appuyant sur la propagation en temps imaginaire d’un état donné
pour le projeter sur l’état fondamental sont communément dénommées en anglais « Projec-
tor Quantum Monte-Carlo methods » dans la littérature. Elles sont le plus souvent mises en
œuvre pour reconstruire seulement l’état fondamental d’un système, mais peuvent également
permettre d’échantillonner les états excités en choisissant convenablement le vecteur initiant
le mouvement brownien. Citons par exemple l’étude des états excités de la molécule de di-
carbone dans la référence [44], ou les calculs ab initio en physique nucléaire pour déterminer
les propriétés des premiers états de noyaux légers à partir d’une interaction « nue » entre les
nucléons [9–12].
Finalement, la reconstruction d’un état propre du hamiltonien est accessible par le biais
d’une marche aléatoire durant un grand temps imaginaire d’une population d’états de par-
ticules indépendantes, qui sont logiquement appelés marcheurs. Les différentes réalisations
|Φτ 〉 décrivent des trajectoires browniennes, comme schématiquement illustré par figure 1.4, et
peuplent à chaque instant τ un nuage de points dont le barycentre se confond avec l’état exact
|Ψτ 〉.
1.2.2 La dynamique standard à champs auxiliaires
Nous l’avons déjà précisé : le mouvement brownien pour les états individuels des mar-
cheurs qui offre une reproduction exacte en moyenne de la propagation en temps imaginaire
d’un état initial donné n’est en aucun cas unique. À titre d’exemple et dans le but de disposer
d’un schéma de référence, nous allons en premier lieu focaliser notre attention sur la marche
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aléatoire la plus simple que l’on puisse développer au sein de la variété des déterminants de
Slater. Elle correspond à la méthode QMC dite 5 « à champs auxiliaires », et qui est très couram-
ment employée dans différents domaines (voir par exemple les applications des références [45]
et [22] en physique de la matière condensée et en physique nucléaire respectivement).
L’implémentation de la méthode nécessite au préalable de réécrire le hamiltonien Hˆ comme
une forme quadratique d’opérateurs à un corps. Dans le langage de la seconde quantification,
Hˆ est donné par














j cˆk cˆl ,
où cˆ†i et cˆi sont les opérateurs de création et d’annihilation d’un fermion dans un état |ui〉 d’une















= δij , (1.16)
et Kij et Vijkl représentent respectivement les éléments de matrice des parties à un et deux
corps. L’écriture de Hˆ que nous cherchons à atteindre est






avec Tˆ = ∑i,j Tij cˆ†i cˆj et Oˆs = ∑i,j(Os)ij cˆ†i cˆj . Utilisons dans un premier temps les relations
d’anticommutation (1.16) afin d’avoir








l’opérateur Tˆ incluant le terme à un corps issu de l’interaction, Tij = Kij +
∑
k Vikkj . Intro-
duisons ensuite α et β pour désigner respectivement les couples d’indices (i ; k) et (j ; l), et la
matrice M de dimension d2 d’éléments Mαβ = Vijkl/4. Vu que Vˆ = Vˆ †, la matrice M est
hermitique et par suite diagonalisable, nous procurant la possibilité d’user de sa décomposition






Nous parvenons donc à la forme quadratique souhaitée (1.17) du hamiltonien en posant sim-
plement (Os)ij = (Vs)(i;j). Le nombre d’opérateurs à un corps Oˆs est de ce fait généralement
égal à la dimension de la matrice M , soit d2, mais peut néanmoins être beaucoup plus faible
pour certains modèles. Signalons enfin que la procédure ci-dessus pour aboutir à (1.17) n’est
absolument pas unique. En d’autres termes, plusieurs décompositions peuvent être trouvées
pour un même hamiltonien.
Considérons désormais l’état résultant de la propagation exacte d’un déterminant de Slater
pendant une durée infiniment courte dτ . À l’aide de la forme (1.17) du hamiltonien, l’applica-
tion de l’opérateur d’évolution sur un marcheur |Φτ 〉 à la date τ conduit, au premier ordre en










s |Φτ 〉 . (1.18)
D’autre part, l’exponentielle d’un opérateur à un corps Aˆ = ∑i,j Aij cˆ†i cˆj transforme simple-
ment un déterminant quelconque |Φ〉, d’orbitales |φn〉, en un nouveau déterminant exp(Aˆ)|Φ〉
5. En anglais, « Auxiliary-Field Quantum Monte-Carlo methods ».
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formé à partir des états individuels exp(A)|φn〉. En conséquence, l’état du marcheur à la date
τ + dτ peut toujours s’écrire
|Φτ+dτ 〉 = exp
(
dxˆ
)|Φτ 〉 = |Φτ 〉+ dxˆ|Φτ 〉+ 12dxˆ2|Φτ 〉+ · · · , (1.19)
avec dxˆ = ∑i,j dxij cˆ†i cˆj un opérateur à un corps. Notre objectif se résume donc maintenant
à trouver la matrice dx de manière à reconstruire au premier ordre la propagation exacte en
comparant les relations (1.18) et (1.19). Il apparait immédiatement qu’une évolution purement
déterministe du marcheur est impossible, hormis bien sûr pour un système de particules libres
auquel cas il suffit de choisir dx = −dτK. Avec une interaction à deux corps, seules des
contributions proportionnelle à
√
dτ dans la matrice dx sont en mesure de retrouver via dx2
les termes quadratiques du développement (1.18). Ces contributions vont toutefois également
se manifester par des termes à un corps parasites en
√
dτ qui n’ont aucune contrepartie dans
la dynamique exacte. L’astuce consiste alors à les rendre fluctuants avec une moyenne nulle.
Mathématiquement, il s’agit de faire appel aux incréments infinitésimaux dWs de processus
stochastiques de Wiener {Ws} dans le calcul d’Ito [46]. Ces objets satisfont en effet
∀ s, s′ : E[dWs] = 0 ; dWsdWs′ = δss′dτ . (1.20)
Concrètement, leur simulation sur une petite durée ∆τ finie passe par l’introduction de va-
riables aléatoires {ηs} de moyenne nulle et de variance unité qui permettent d’accéder aux in-
créments ∆Ws =
∫ τ+∆τ
τ dWs selon ∆Ws = ηs
√
∆τ . Les variables {ηs} sont communément
appelées champs auxiliaires et souvent générées suivant une distribution normale. Finalement,
en choisissant l’opérateur





on s’assure aisément que la dynamique exacte en temps imaginaire d’un état de particules
indépendantes est bien reproduite en moyenne au premier ordre en dτ :

























|Φτ 〉 . (1.22)
Les états individuels composant le marcheur |Φτ+dτ 〉 sont ainsi donnés par
exp(dx)|φn〉 = |φn〉+ dx|φn〉+ 12dx




















La dynamique que nous venons d’établir pour les états de particules indépendantes représente
le cœur de la méthode QMC standard à champs auxiliaires [47, 48]. La démarche adoptée ici
n’est cependant pas la façon traditionnelle de la présenter. Habituellement, le temps est tout
d’abord discrétisé en pas ∆τ petits mais finis et la clé pour reformuler l’évolution exacte réside
dans la transformation de Hubbard-Stratonovich [49, 50]. Nous démontrerons de nouveau le
schéma standard à la section 3.4 en suivant ce cheminement, ce qui nous fournira une technique
de résolution pratique d’équations différentielles stochastiques. En outre, nous remarquons que
le nombre de termes fluctuants est égal au nombre de termes quadratiques dans la décompo-
sition (1.17) du hamiltonien. Il s’avère par conséquent judicieux de rechercher à réécrire Hˆ
sous une forme (1.17) contenant un minimum d’opérateurs Oˆs afin de réduire les fluctuations
statistiques lors de la reconstruction QMC de l’état à N -corps.
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1.2.3 La dynamique guidée par un état d’essai
En dépit de son utilisation dans la plupart des traitements QMC, la schéma à champs auxi-
liaires ne constitue pas la reformulation optimale de la dynamique en temps imaginaire de




n’y est en effet
pas rendue minimale. Un schéma QMC remplissant un tel critère a été identifié en 2002. Il
repose sur une dynamique à un corps pilotée par le hamiltonien de champ moyen Hartree-Fock
et augmentée d’excitations stochastiques 1 particule–1 trou [51]. Chaque réalisation y est de
plus séparée de l’état exact par une distance δτ = ‖|Ψτ 〉 − |Φτ 〉‖ bornée à tout instant ; la
variance d’une observable quelconque est donc assurée de ne pas diverger [52]. Cette méthode
a essentiellement été appliquée pour étudier le développement de corrélations d’appariement
dans un système unidimensionnel d’atomes froids piégés dans un puits harmonique ou sur un
tore en rotation [53].
Dans l’optique d’améliorer l’efficacité de la dynamique standard, S. Zhang et H. Krakauer
ont proposé d’incorporer dans le mouvement des marcheurs une fonction d’importance donnée
par leur recouvrement avec un état d’essai |ΨT 〉, ou état test, préalablement choisi [54–56].
Cette idée est très similaire aux méthodes d’échantillonnage préférentiel couramment em-
ployées dans les calculs Monte-Carlo [57]. Leur principe est de modifier la loi de probabi-
lité selon laquelle sont générées les différentes réalisations afin de réduire la variance. Dans le
cadre de la reconstruction d’un état quantique |Ψ〉, on écrit ainsi










où EI [·] correspond à l’espérance mathématique de la nouvelle loi PΨ(Φ)I(Φ). Les déter-
minants sont donc maintenant distribués selon l’importance de la fonction I(Φ). Ceci n’est
évidemment valable qu’à la condition d’avoir I(Φ) réel et positif pour tout |Φ〉. Le produit
scalaire entre deux états étant par essence de la mécanique quantique un nombre complexe, le
recouvrement 〈ΨT |Φτ 〉 des marcheurs avec l’état d’essai ne peut jouer ce rôle. Pour contourner
cette difficulté, nous allons alors chercher directement l’état exact comme une moyenne d’états
de particules indépendantes pondérés par 〈ΨT |Φτ 〉, soit











L’ajout du facteur Π est nécessaire pour que le schéma stochastique soit équivalent à l’équation
de Schrödinger en temps imaginaire, comme nous le verrons par la suite. En notant θτ la phase
des « poids » statistiques Πτ , il est possible, comme pour I dans (1.24), d’absorber le module
|Πτ | dans la distribution de probabilité PΨ du mouvement brownien des marcheurs
|Ψτ 〉 = E|Π|
[
eiθτ |Φτ 〉〈ΨT |Φτ 〉
]
,
avec E|Π|[·] la moyenne sur la loi PΨ(Φ, τ) |Πτ |. Conformément aux conclusions de la sous-
section 1.1.2, l’échantillonnage QMC exige une distance quadratique moyenne finie à tout
instant entre |Ψτ 〉 et une de ses réalisations stochastiques, ici l’état |Wτ 〉 = eiθτ |Φτ 〉/〈ΨT |Φτ 〉.












En conséquence, dès lors que le mouvement brownien engendre de façon significative des dé-
terminants proches de la surface nodaleNT de l’état d’essai, c’est-à-dire tels que 〈ΨT |Φτ 〉 ≈ 0,
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la variance de l’erreur sur l’état àN -corps diverge. Plus précisément, Πτ étant par construction
du même ordre que le recouvrement 〈ΨT |Φτ 〉, le schéma QMC à dynamique guidée (1.25) ne
pourra se traduire par un échantillonnage Monte-Carlo de l’état exact que si la distribution des
marcheurs décroît plus rapidement vers zéro que 〈ΨT |Φτ 〉 au voisinage de NT .
Comme précédemment, les incréments du « poids » Πτ et la forme des termes de dérive et
de diffusion des équations différentielles stochastiques dictant la propagation des orbitales sont
imposés par la volonté de reproduire en moyenne la dynamique exacte d’un marcheur entre


























Par ailleurs, en représentant le mouvement infinitésimal d’un marcheur par l’exponentielle d’un
opérateur à un corps dxˆ nous avons :
Πτ+dτ
〈ΨT |Φτ+dτ 〉 |Φτ+dτ 〉 =
Πτ + dΠ















= 〈ΨT |Aˆ|Φτ 〉/〈ΨT |Φτ 〉 est souvent appe-
lée estimateur local de l’observable. Cette terminologie est empruntée aux formalismes QMC
basés sur une marche aléatoire dans l’espace des états de position parfaitement définie. Au


















= 1− 〈dxˆ〉ΨT ,Φτ − 12〈dxˆ2〉ΨT ,Φτ + 〈dxˆ〉2ΨT ,Φτ +O(dτ2) .
L’évolution élémentaire (1.27) d’une réalisation devient ainsi
Πτ+dτ






















Il suffit alors de comparer cette expression avec la dynamique exacte (1.26) pour déterminer




































Ces conditions ne définissent pas la dynamique des états individuels et du « poids » de façon
unique. Le plus naturel concernant le terme quadratique (1.29c) est d’assigner à dxˆ une partie
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où les dWs désignent des différentielles de processus de Wiener indépendants qui, rappelons
le, vérifient
∀ s : E[dWs] = 0 ; dWsdWs′ = δss′dτ .
Par ailleurs, en considérant que la variation dΠ du « poids » de chaque marcheur ne fait appel
qu’à ces mêmes processus, nous pouvons toujours mettre sa contribution fluctuante dΠ(stoch)





2ωsdWs gs . (1.31)
Schématiquement, les grandeurs {gs} introduites représentent — au facteur Π
√
2ωs — les
dérivées premières du « poids » par rapport à chaque processus Ws. Nous déduisons alors




















puis celui pour l’évolution du « poids » au travers de la relation (1.29a),
E[dΠ] = −Πdτ〈Hˆ〉ΨT ,Φτ .
Comme pour le schéma conventionnel à champs auxiliaires, il ne reste plus qu’à traduire la dy-
namique brownienne des marcheurs au niveau de leurs états individuels en utilisant |φn,τ+dτ 〉 =
exp(dx)|φn,τ 〉 ou, de manière équivalente, d|φn〉 = (dx + 12dx2)|φn〉. Nous obtenons finale-

































Les scalaires {gs} restent donc indéterminés par les conditions d’exactitude en moyenne (1.29)




, ∀ s, nous retrouvons le schéma standard à champs auxiliaires. Il est effectivement
trivial que dans ce cas le mouvement des orbitales (1.32) est bien le même que (1.23), et que,
d’autre part, l’évolution des « poids » devient
Πτ+dτ
Πτ


















= 〈ΨT | exp(dxˆ)|Φτ 〉〈ΨT |Φτ 〉 =
〈ΨT |Φτ+dτ 〉
〈ΨT |Φτ 〉 .
Il en résulte Πτ = 〈ΨT |Φτ 〉 et la reconstruction (1.25) de l’état exact se ramène à |Ψτ 〉 =
E[|Φτ 〉]. D’autres choix pour les jauges peuvent améliorer l’efficacité de l’échantillonnage dans
la mesure où elles influent sur les moment d’ordres supérieurs à un, et donc sur l’erreur qua-
dratique moyenne. Durant dτ , la croissance de cette erreur due à une réalisation donnée au
temps τ s’obtient en effet à partir du carré de la norme de l’expression (1.28) donnant son
mouvement infinitésimal. On montre alors aisément que des jauges {gs} augmentent la disper-
sion sur l’état exact par la contribution |dΠ|2 strictement positive et du premier ordre en dτ
auquel elles donnent naissance. Par conséquent, le choix gs = 0, ∀ s est ici optimal. Il conduit
à des « poids » statistiques ne fluctuant qu’en raison du mouvement brownien des orbitales des
déterminants. De plus, l’état d’essai |ΨT 〉 intervient maintenant dans la dynamique via l’esti-
mateur local des opérateurs Oˆs. Il va ainsi guider les trajectoires que suivent les marcheurs,
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c’est pourquoi nous avons adopté l’appellation : schéma à dynamique guidée. Soulignons en-
fin qu’aucune hypothèse n’a été faite au cours de la démonstration qui précède à propos de la
forme de cet état guide, sa seule contrainte étant de ne pas être perpendiculaire à l’état fonda-
mental. Il peut donc très bien s’agir d’un état corrélé et l’efficacité du schéma de reconstruction
sera a priori d’autant meilleure que celui-ci sera proche de l’état exact.
Pour conclure, la technique d’échantillonnage préférentiel pour réduire la variance peut
être implémentée dans les schéma QMC à champs auxiliaires par une modification de la dyna-
mique des marcheurs. L’état exact est alors reconstruit comme une moyenne d’états à particules
indépendantes pondérés par leur recouvrement avec un état d’essai |ΨT 〉 selon :











Les « poids » Πτ de chaque réalisation évoluent exponentiellement avec l’énergie locale accu-
mulée depuis le début du mouvement :





































leur faisant décrire des trajectoires browniennes guidées par |ΨT 〉 au travers du terme de dérive.
1.3 Le problème de phase
La réintreprétation Monte-Carlo quantique d’un état quantique quelconque souffre généra-
lement d’une pathologie communément appelée problème de signe ou de phase et qui s’avère
intimement liée à la structuration de la variété des déterminants de Slater présentée en 1.1.1.
Ce problème se manifeste par un rapport signal sur bruit qui tend inévitablement vers zéro avec
le temps imaginaire, rendant l’échantillonnage totalement inopérant. Sauf indication contraire,
nous nous placerons ici dans le cadre des méthodes QMC conventionnelles à champs auxi-
liaires, l’adaptation aux schémas à dynamique guidée étant immédiate.
1.3.1 Origine du problème
Comme nous l’avions suggéré à la section 1.1.1, le problème de phase survient dès que le
mouvement brownien génère des déterminants de Slater qui se répartissent dans des domaines
correspondants à différentes phases du recouvrement avec l’état fondamental |ΨG〉. Plus pré-
cisément, l’extraction de |ΨG〉 devient impossible dès qu’une proportion importante des mar-
cheurs correspond à des recouvrements 〈ΨG|Φτ 〉 qui se compensent quasiment parfaitement.
Pour le comprendre, prenons appui sur la figure 1.5 qui représente schématiquement la répar-
tition des points 〈ΨG|Φτ 〉 dans le plan complexe associé. Supposons qu’à une date τ∗ nous
puissions isoler des marcheurs ayant collectivement un recouvrement moyen nul avec l’état
fondamental. Du point de vue de la figure 1.5(a), ils constituent un nuage dont le barycentre est
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(a) (b)
Figure 1.5 – Illustration de l’émergence problème de phase dans les approches Monte-Carlo
quantiques. Le point rouge représente l’état fondamental recherché |ΨG〉. Au temps τ∗ (à
gauche), certains points forment un nuage dont le barycentre se confond exactement avec l’ori-
gine. Les marcheurs correspondant ne contribuant pas à la reconstruction de |ΨG〉, ils ne font
que détériorer le rapport signal sur bruit. Après une propagation pendant une durée ∆τ (à
droite), le problème a obligatoirement empiré et le signal se trouve complètement noyé sous le
bruit. Il est dans ce cas concrètement impossible d’extraire |ΨG〉 de l’échantillonnage.
centré sur l’origine. Leur moyenne, notée |Ψ⊥〉, est par définition un état orthogonal à |ΨG〉 et,
quelle que soit la durée ∆τ :










[〈ΨG|Φτ∗+∆τ 〉] . (1.36)
Au temps τ∗ + ∆τ , les marcheurs issus des réalisations pathologiques de la date τ∗ forment
donc une population possédant elle aussi un recouvrement moyen nul avec |ΨG〉 (figure 1.5(b)).
Par conséquent, le nombre de réalisations ne contribuant pas à l’échantillonnage augmente
avec le temps imaginaire et leur présence ne fait que détériorer le rapport signal sur bruit.
En parallèle, la proportion de celles participant de façon effective à la reconstruction de l’état
fondamental décroit exponentiellement. Ce phénomène n’est pas incompatible avec un premier
moment égal à |ΨG〉 mais engendre une augmentation exponentielle de l’erreur moyenne et de
l’erreur quadratique moyenne.
Une population à une date τ∗ donnant naissance au problème de phase peut par exemple
résulter de la propagation stochastique d’un marcheur ayant antérieurement traversé la surface










= 〈ΨG|E[|Φτ∗〉] = 〈ΨG|Ψ⊥〉 .
où τG désigne le temps de croisement de cette surface. Lorsque que le modèle considéré au-
torise un échantillonnage par des déterminants composés d’états individuels à composantes
réelles, ce scénario est la seule possibilité pour un marcheur de voir varier la phase de son
recouvrement avec |ΨG〉. Sur la figure 1.5, 〈ΨG|Φτ 〉 est en effet dans ce cas contraint de se
déplacer le long de l’axe réel et ne peut changer de signe qu’en croisant l’origine. Comme
l’illustre la figure 1.6, les trajectoires browniennes issues d’un marcheur |ΦτG〉 franchissant
la surface nodale se distribuent alors symétriquement de part et d’autre de NG, et mènent à
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Figure 1.6 – Illutration de l’émergence du problème de signe dans un échantillonnage QMC.
Chaque trajectoire correspond à une évolution stochastique au sein de la variété des déter-
minants de Slater schématiquement représentée par l’axe vertical. Les trajectoires en traits
continus verts contribuent effectivement à la reconstruction de l’état fondamental, tandis que
celles ayant croisé la surface nodale, en tirets rouges et bleus, mènent à des populations qui
s’annihilent en moyenne parfaitement.
deux populations dont les recouvrements moyens avec |ΨG〉 sont strictement opposés. Il s’agit
là d’une explication du problème de signe analogue à celle traditionnellement invoquée dans
le cadre d’une marche aléatoire dans l’espace des positions [27]. Avec des composantes com-
plexes pour les états individuels, le changement de phase n’exige pas en revanche le passage
par la surface nodale de l’état fondamental.
Même s’ils relèvent de l’exception, quelques modèles permettent un échantillonnage QMC
de leur état fondamental sans exhiber de problème de phase. Nous en rencontrerons deux
exemples dans ce mémoire :
• au chapitre 3, dans le cadre du modèle en couches nucléaire avec des interactions rési-
duelles schématiques ;
• au chapitre 4, avec le modèle de Hubbard pour des systèmes d’électrons fortement cor-
rélés dans des régimes bien particuliers.
À ce jour, le seul critère général pour garantir l’absence de problème de signe/phase repose
sur l’existence d’une transformation T antilinéaire, satisfaisant T 2 = −1, et sous laquelle les
équations du mouvement brownien des marcheurs sont invariantes 6 [58]. En écrivant la dyna-
mique des états individuels sous la forme générique d|φn〉 = dh|φn〉, on requiert précisément
que T dhT −1 = dh. En conséquence, si le déterminant |Φτ 〉 est construit à partir de couples
d’orbitales
(|φn〉 ; |φ¯n〉 = T |φn〉) reliées par la transformation T , il en est de même au temps
τ + dτ puisque T |φn,τ+dτ 〉 correspond alors exactement à la propagation infinitésimale de
|φ¯n,τ 〉 :
T |φn,τ+dτ 〉 = |φ¯n,τ 〉+ T dhT −1T |φn,τ 〉 = |φ¯n,τ 〉+ dh|φ¯n,τ 〉 . (1.37)
Sous réserve d’initier le mouvement en temps imaginaire avec un déterminant de Slater |Φ0〉
ayant la structure précédente, celle-ci se retrouve donc pour tous les marcheurs |Φτ 〉 générés à
6. Dans la plupart des cas, T s’identifiera au renversement du temps
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〈ΨG|Φ0〉 E[〈Φτ0 |Φτ 〉] .
(1.38)
Or, si nous représentons chaque déterminant |Φ〉 par la matriceΦ de dimension d×N dont les
colonnes correspondent aux composantes des états individuels occupés, nous avons [36]





Mais, dans une base à un corps dont les vecteurs peuvent également se regrouper par paires
(|ui〉 ; |u¯i〉) et que nous noterons donc {|u1〉 , · · · , |ud/2〉 , |u¯1〉 , · · · , |u¯d/2〉}, chaque marcheur







En effet, si |φn〉 = ∑iAin|ui〉 + Bin|u¯i〉, sa T -image est donnée par |φ¯n〉 = ∑iA∗in|u¯i〉 −
B∗in|ui〉 vu que T |u¯i〉 = T 2|ui〉 = −|ui〉. Le produit Φ†τ0Φτ est alors un matrice N × N
ayant la structure (1.39) et son déterminant est de fait réel et positif 7. Finalement, tous les
marcheurs sont caractérisés par un recouvrement (1.38) avec l’état fondamental possédant la
même phase. Seuls les systèmes avec un nombre N pair de particules entrent toutefois dans ce
cadre compte-tenu de la structure que doit présenter l’état initial.
Pour conclure cette section, rappelons simplement le résultat essentiel auquel nous sommes
parvenus : une dynamique stochastique en temps imaginaire pour les déterminants de Slater
n’exhibe pas de problème de phase pour la reconstruction de l’état fondamental |ΨG〉 si et
seulement si la phase du recouvrement 〈ΨG|Φτ 〉 demeure constante au cours du mouvement
brownien. Dans le cas contraire, la formation à un instant donné d’une famille de marcheurs
possédant collectivement un recouvrement nul avec |ΨG〉 contamine l’échantillonnage au point
de conduire indubitablement à la destruction du rapport signal sur bruit dans la limite d’un
temps imaginaire infini. À ce jour, aucun schéma QMC n’est en mesure, pour un hamiltonien
général de fermions en interaction, de respecter à la fois les critères concernant la phase du
recouvrement et le comportement asymptotique de la distribution de la norme des marcheurs.
1.3.2 Schémas de contrôle du problème
En règle générale, contrôler le problème de phase nécessite de recourir à des approxima-
tions, comme celle des chemins contraints [59–61], faisant appel à un état d’essai |ΨT 〉 non
orthogonal à l’état fondamental exact. Dès lors, |ΨG〉 pouvant être vu comme le résultat de la
propagation de |ΨT 〉 pendant une très longue durée,
〈ΨG|Φ〉 ∝
τ→+∞ 〈ΨT | e
−τHˆ |Φ〉 =
τ→+∞ E[〈ΨT |Φτ 〉] , (1.40)
avec |Φ0〉 = |Φ〉. Ces méthodes profitent du lien (1.40) entre le recouvrement des marcheurs
avec l’état fondamental et celui avec l’état d’essai pour éliminer les réalisations pathologiques.
L’échantillonnage s’en trouve par conséquent biaisé, et nous noterons e˜−τHˆ l’opérateur d’évo-
lution approché qui en découle et |Ψ˜G〉 le vecteur d’état non normé ainsi obtenu au bout d’un
temps imaginaire infiniment long pour approximer l’état fondamental.
7. La preuve s’avère immédiate pour une matrice diagonale, sinon elle s’appuie sur la réduction de Jordan [58].
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Figure 1.7 – Illustration du schéma de contrainte 2 permettant de contrôler le problème de
phase. Le barycentre G˜ des points générés dans la limite τ +∞ en interdisant au mouvement
brownien de peupler le demi-plan complexe Re〈ΨT |Φτ 〉 < 0 ne peut se confondre avec l’ori-
gine. Il correspond au recouvrement entre l’état fondamental approché |Ψ˜G〉 et le marcheur |Φ〉
choisi pour initier la dynamique.
Approximation 1
L’approche la plus intuitive est de conserver uniquement les marcheurs correspondant à
une même phase pour le recouvrement 〈ΨT |Φτ 〉. Cependant, si le mouvement brownien tend
à peupler l’ensemble du plan complexe
(
Re〈ΨT |Φτ 〉 ; Im〈ΨT |Φτ 〉
)
, la quasi-totalité des déter-
minants de Slater vont se voir éliminés de l’échantillonnage. En procédant de cette manière,
la distribution des recouvrements serait de fait fortement altérée par rapport à celle donnée
par la dynamique. Le but est donc de trouver un compromis entre sa forme non contrainte et
la nécessité de contrôler le problème de phase. Par contre, lorsque les marcheurs sont formés
d’orbitales réelles, l’approximation simple 〈ΨT |Φτ 〉 > 0 est acceptable. Elle s’est par exemple
révélée très efficace pour appréhender les systèmes d’électrons sur réseau décrits par le modèle
de Hubbard (voir la section 4.2 et les références [59, 60]).
Approximation 2
Le recouvrement 〈ΨT |Φτ 〉 garde la possibilité de changer de phase, mais l’émergence de
populations pathologiques est évitée en restreignant le mouvement brownien à se maintenir par
exemple dans le demi-plan
Re〈ΨT |Φτ 〉 > 0 , ∀ τ . (1.41)
Comme le montre la figure 1.7, l’autre demi-plan étant interdit, le barycentre des points pro-
duits ne peut à aucun moment se confondre avec l’origine et ainsi 〈Ψ˜G|Φ〉 > 0 suite à la
relation (1.40). Concrètement, cette approximation est aisément mise en œuvre par l’intermé-
diaire d’un échantillonnage préférentiel selon l’importance de 〈ΨT |Φτ 〉 :
E[|Φτ 〉] = E
[






avec des réalisations |Φτ 〉/〈ΨT |Φτ 〉 distribuées selon le poids biaisé
Π˜τ = max
{
0 ; Re〈ΨT |Φτ 〉
}
.
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Figure 1.8 – Illustration du schéma de contrainte 3 permettant de contrôler le problème de
phase. Au temps dτ (à gauche), le point bleu associé à l’état initial arbitraire |Φ〉 donne nais-
sance à un ensemble de réalisations (en noir) dont le poids statistique est indiqué par la trans-
parence du point et dépend de la variation de phase dθ du recouvrement avec l’état d’essai
|ΨT 〉. Celles subissant un déphasage supérieur à pi/2 en valeur absolue sont éliminées. Au
temps 2dτ (à droite), chaque point de l’étape précédente génère un nouveau nuage (en orange)
suivant le même processus, comme illustré pour un seul. Ainsi, au bout d’un temps imaginaire
suffisamment long, le barycentre du nuage global appartiendra obligatoirement au demi-plan
Re〈ΨT |Φτ 〉 > 0. En conséquence, le recouvrement 〈Ψ˜G|Φ〉 avec le déterminant initial sera
également caractérisé par Re〈Ψ˜G|Φ〉 > 0.
Le risque de variance infinie ne peut être rigoureusement écarté. Néanmoins, si le mouvement
brownien tend à peupler l’ensemble du plan complexe associé à 〈ΨT |Φτ 〉, la probabilité d’une
accumulation des points autour de l’origine reste faible.
Approximation 3 : l’approximation « cosinus »
L’idée sous-jacente à cette contrainte se rapproche de celle de l’approximation 1 en étant
toutefois beaucoup moins restrictive [54–56]. Graphiquement, elle vise à engendrer un nuage
de points dans le plan complexe de 〈ΨT |Φτ 〉 autour d’une phase donnée en altérant le poids
statistique des marcheurs qui s’en éloignent trop et en évinçant ceux qui subissent un dépha-
sage supérieur en valeur absolue à pi/2 à chaque étape du mouvement (voir la figure 1.8).
Cette approximation est de nouveau facilement implémentée au travers d’un échantillonnage




∣∣∣∣〈ΨT |Φτ+dτ 〉〈ΨT |Φτ 〉
∣∣∣∣max{0 ; cos(dθ)} , (1.42)
où dθ est la phase du rapport des recouvrements entre les deux instants
dθ = arg 〈ΨT |Φτ+dτ 〉〈ΨT |Φτ 〉 . (1.43)
Ainsi, en vertu du facteur cos(dθ), le poids d’un marcheur est d’autant plus réduit que la phase
de son recouvrement avec l’état d’essai a varié durant dτ , jusqu’à être rendu nul si jamais
|dθ| > pi/2. En définitive, la population contient presque exclusivement des réalisations situées
au voisinage immédiat de la phase initiale. En itérant le processus, quelques-unes vont rejoindre
la région Re〈ΨT |Φτ 〉 < 0 mais le barycentre du nuage de points va demeurer dans l’autre
demi-plan, leurs poids ayant diminué au fil du temps imaginaire. Concernant les problèmes de
variance infinie, la discussion tenue pour l’approximation 2 s’applique également ici.
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Finalement, ces différentes techniques permettent un échantillonnage libre de problème de
phase vis-à-vis de l’état fondamental approché |Ψ˜G〉 qu’elles génèrent.
Dans le cadre du schéma QMC à dynamique guidée (1.33), un calcul similaire à (1.40)
montre que le problème de phase provient des « poids » Πτ des réalisations :
〈ΨG|Φ〉 ∝
τ→+∞ 〈ΨT | e
−τHˆ |Φ〉 =
τ→+∞ E[Πτ ] ,
avec












Les états individuels constituant les déterminants de Slater étant en général complexes, l’éner-
gie locale et par suite Πτ le sont aussi. La phase du recouvrement 〈ΨG|Φ〉 n’est donc pas
constante. Les méthodes de contrôle du problème de phase qui viennent d’être présentées
doivent par conséquent être adaptées au niveau des « poids » Πτ . En prenant la partie réelle
de l’énergie locale dans leur définition (1.44), on s’assure tout d’abord que les recouvrements
〈ΨG|Φ〉 avec l’état fondamental et 〈ΨT |Φ〉 avec l’état d’essai ont la même phase. Cette ap-
proximation n’est toutefois pas suffisante. En effet, si 〈ΨT |Φ〉 se répartit dans tout le plan com-
plexe, elle n’évite pas le développement d’une population de réalisations |Φ〉 pathologiques
ayant collectivement un recouvrement nul avec |ΨG〉. Il suffit alors également d’implémenter
l’un des précédents schémas de contrainte qui garantissent tous de ne jamais générer de dé-
terminants en moyenne orthogonaux à l’état test. Concrètement, à l’approximation « cosinus »











avec une dynamique stochastique des états individuels inchangée (équation (1.35)) mais des





−dτRe〈Hˆ〉ΨT ,Φτ)max{0 ; cos(dθ)} ; dθ = arg 〈ΨT |Φτ+dτ 〉〈ΨT |Φτ 〉 . (1.45b)
Le risque de variances infinies ne sera alors évacué qu’à la condition que la dynamique ne
conduise pas à une accumulation de réalisations proche de l’origine du plan complexe asso-
cié au recouvrement 〈ΨT |Φτ 〉. Cependant, en raison de la contrainte en cos(dθ), l’obtention
d’un tel marcheur ne peut être qu’exceptionnelle, ce qui représente un autre avantage de cette
contrainte.
L’équation (1.45) ci-dessus résume exactement le schéma Monte-Carlo quantique qui sera
mis en œuvre au chapitre 3 dans le cadre du modèle en couches nucléaire après avoir construit
au chapitre 2 un état d’essai adapté qui va donc à la fois guider et contraindre la dynamique en
temps imaginaire des marcheurs.
1.4 Calcul d’observables et estimateurs
Nous avons eu l’occasion d’entrevoir à la section 1.1.2 comment sont reconstruites les
valeurs moyennes d’observables dans les formalismes QMC. Nous détaillons ici cette problé-
matique essentiellement dans le cadre du schéma standard à champs auxiliaires (1.15) pour
l’état fondamental du système.
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La réinterprétation directe de la valeur moyenne d’une observable Aˆ quelconque dans l’état
|ΨG〉 conduit à un rapport d’espérances mathématiques dans lesquelles interviennent deux po-
pulations indépendantes de marcheurs, {|Φ(a)τ 〉} et {|Φ(b)τ 〉}, représentant respectivement le bra

























avec σˆτ = |Φ(a)τ 〉〈Φ(b)τ | la dyade stochastique associée à une réalisation au temps τ de chaque
population. La relation (1.46) est parfois appelée dans la littérature estimateur vrai, ou estima-
teur brut, d’une observable. Lorsque les recouvrements 〈Φ(a)τ |Φ(b)τ 〉 sont assurés d’être réels et
positifs, aucun problème de phase ne contamine l’approche QMC comme nous l’avons mon-
tré à la section 1.3.1 (équation (1.36)). Il est alors aisé d’accéder à la valeur moyenne (1.46)
en échantillonnant les dyades σˆτ selon leur trace 〈Φ(b)τ |Φ(a)τ 〉. Dans le cas contraire, seul le
module ou la valeur absolue de la partie réelle de 〈Φ(b)τ |Φ(a)τ 〉 peut être incorporé dans la dis-
tribution de probabilité des dyades. Limitons-nous, par souci de simplicité, à la situation où les









































pour alléger l’écriture, et EΠ[·] la moyenne statistique sur des dyades générées selon leurs poids
Πτ = |〈Φ(b)τ |Φ(a)τ 〉|. En introduisant
• la variance σ2sA sur le produit s(ba)τ A(ba)τ ;
• celle σ2s sur le signe s(ba)τ ;
• la covariance Cov[sA , s] entre ces deux quantités définie par











































































tend vers zéro, l’erreur relative diverge 8. Il s’agit de la
manifestation habituelle du problème de signe. Elle est en réalité la conséquence des marcheurs
8. Notons que ce comportement sera observé même si l’échantillonnage de l’état à N -corps est de variance
finie.
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ayant traversé la surface nodale au cours de leur mouvement brownien. Si |ΦτG〉 désigne une
réalisation orthogonale par définition à |ΨG〉 au temps τG :






















avec |Φ(b)0 〉 un déterminant non orthogonal à |ΨG〉 et |Φ(a)0 〉 = |ΦτG〉. Toutes ces considérations
s’étendent sans difficulté au problème de phase. Avec les schémas de contrôle présentés à la
section précédente, l’évaluation directe de la valeur moyenne (1.46) s’avère très délicate dans la
mesure où les réalisations |Φ(a)τ 〉, |Φ(b)τ 〉 se verront échantillonnées indépendamment selon une
distribution biaisée par un état d’essai |ΨT 〉. Il en résulte de très importantes fluctuations sur les
grandeurs locales A(ba)τ et les recouvrements 〈Φ(b)τ |Φ(a)τ 〉 qui compromettent la reconstruction
de (1.46).
Traditionnellement, on se restreint alors à l’évaluation d’un estimateur approché, appelé es-
timateur mixte [27], reposant sur l’élément de matrice de l’observable entre l’état fondamental









E[Re〈ΨT |Φτ 〉] . (1.47)
De cette manière, l’échantillonnage préférentiel des déterminants de Slater, au cœur des ap-
proximations à chemins contraints, se trouve également adapté à la reconstruction des obser-
vables. Par exemple, avec le schéma à dynamique guidée et biaisée dans le cadre du contrôle



























Pour les observables commutant avec le hamiltonien, et seulement pour elles, l’estimateur






































où nous avons utilisé le fait que l’état fondamental peut être obtenu à l’issue de la propagation
de |ΨT 〉 en temps imaginaire dans la limite τ → +∞. Pour les autres observables Aˆ, l’intérêt
de l’estimateur mixte réside dans la possibilité de le corriger pour se rapprocher de la « vraie »
valeur moyenne (1.46) lorsque l’état d’essai |ΨT 〉 est une bonne approximation de |ΨG〉. En
















− 〈Aˆ〉ΨT 〈ΨT |δΨ〉+ 〈δΨ|ΨT 〉〈ΨT |ΨT 〉 + 〈ΨT |Aˆ|δΨ〉+ 〈δΨ|Aˆ|ΨT 〉〈ΨT |ΨT 〉 +O(δΨ2) .
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−〈Aˆ〉ΨT 〈δΨ|ΨT 〉+ 〈ΨT |δΨ〉2〈ΨT |ΨT 〉 + 〈ΨT |Aˆ|δΨ〉+ 〈δΨ|Aˆ|ΨT 〉2〈ΨT |ΨT 〉 +O(δΨ2),




≈ 2〈Aˆ〉(mix)ΨT ,ΨG − 〈Aˆ〉ΨT . (1.49)





Enfin, signalons qu’il est tout de même possible d’aller au delà de ces schémas approxima-
tifs pour l’évaluation des observables en conservant un échantillonnage des marcheurs guidé et
contraint par un état d’essai. Supposons qu’à un temps imaginaire τf suffisamment grand nous
disposions d’une population équivalente à l’état approché |Ψ˜G〉. Le mouvement des marcheurs
est alors poursuivi jusqu’à un temps τf + τBP afin de générer une représentation stochastique






= 〈ΨT | e˜
−τBPHˆAˆ e˜−τf Hˆ |ΨT 〉
〈ΨT | ˜e−(τBP+τf )Hˆ |ΨT 〉
,
qui tend vers la valeur moyenne de Aˆ dans l’état |Ψ˜G〉 pour τf et τBP tendant vers l’infini.
Cette technique dite de « retro-propagation » a été proposée par S. Zhang [60, 62], et elle est
couramment mise en œuvre dans les calculs QMC à chemins contraints.
CHAPITRE2
Un état d’essai variationnel pour le
modèle en couches nucléaire
DANS ce chapitre, nous initions la mise en place d’un schéma QMC à chemins contraints
pour le modèle en couches nucléaire au travers du développement d’une approximation varia-
tionnelle pour initier, guider et contraindre le mouvement brownien des marcheurs. Son prin-
cipe repose sur une extension de la méthode Hartree-Fock via l’introduction de corrélations par
restauration des nombres quantiques caractérisant les états « yrast » du noyau. Cette approche
de champ moyen « enchevêtré » par les symétries du hamiltonien (SEMF 1) est présentée en
détails puis testée dans les espaces de valence sd, fp, et fpg .
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2.1 Le modèle en couches nucléaire avec mélange de configurations
Historiquement, les modèles à particules indépendantes ont été proposés pour décrire les
atomes et expliquer la classification périodique des éléments. Dans leur version la plus simple,
ils supposent que les électrons d’un atome occupent les états individuels associés aux états
propres d’un potentiel moyen créé par l’interaction coulombienne des électrons avec le noyau
atomique et avec chacun d’entre eux. La genèse d’une approche similaire pour la structure
des noyaux a essentiellement été encouragée par la mise en évidence expérimentale de noyaux
magiques ayant une stabilité accrue à l’instar des gaz rares. Tandis que les premiers nombres
magiques de neutrons et/ou de protons (jusqu’à 20) trouvent aisément leur interprétation en
adoptant un potentiel moyen en forme d’oscillateur harmonique isotrope, la reproduction de
leur séquence complète nécessite l’ajout d’un fort couplage spin-orbite (voir les articles origi-
naux de M. Goeppert Mayer [64] et de O. Haxel et al. [65]). Ainsi, le hamiltonien nucléaire









2 − Vll~l 2 − Vls(r)~l.~s . (2.1)
avec mN la masse d’un nucléon 2, ~p, ~r,~l, ~s, les observables associées respectivement à son im-
pulsion, sa position, son moment cinétique orbital, et son spin. La fréquence de l’oscillateur ω0
est alors habituellement choisie afin que le rayon carré moyen du noyau soit celui d’une sphère
de rayon R, ce qui conduit à ~ω0 ≈ 41A−1/3 MeV. L’introduction du terme orbite-orbite Vll
apporte une correction de surface pour que le spectre du hamiltonien de champ moyen (2.1) se
rapproche de celui obtenu pour un potentiel central plus réaliste de type Wood-Saxon. La dé-
pendance radiale Vls(r) du couplage spin-orbite peut par exemple être extraite d’un traitement
Hartree-Fock relativiste du potentiel d’échange à un boson [66], le point important étant qu’il
s’agit d’une fonction positive piquée à la surface du noyau.
Dans ce contexte, les états stationnaires du noyau sont simplement des déterminants de
Slater dans lesquels chaque nucléon occupe un état propre 3 |nljm〉 du hamiltonien à une par-
ticule (2.1). n = 0, 1, ... est le nombre quantique radial, l = 0, 1, ... celui de moment cinétique
orbital, j = l±1/2 correspond au moment cinétique total etm à sa projection suivant un axe de
quantification. La fonction d’onde associée, pour un état de spin ms = ±1/2 donné, s’obtient
à partir des fonctions radiales Rnl(r) reliées aux polynômes de Laguerre, des harmoniques
sphériques Ylml(θ, ϕ) où ml représente la projection du moment orbital, et des coefficients de





〈l,ml, s,ms|j,m〉Ylml(θ, ϕ) . (2.2)
L’énergie du noyau est simplement la somme des énergies εnlj des états individuels occupés







− Vll~2l(l + 1) +
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si j = l + 12
, (2.3)
avec Nq = 2(n − 1) + l le nombre de quanta d’énergie ~ω0. Chacune de ses valeurs (Nq =
0, 1, ..) définit une couche majeure de l’oscillateur, les orbitales l qu’elle contient se déduisant
de sa définition (Nq étant un entier positif ou nul, l = Nq, Nq − 2, ..., 0 ou 1). Le spectre à une
2. Supposée égale pour les neutrons et les protons.
3. Afin d’alléger au maximum les notations, nous omettons volontairement le nombre quantique de spin s qui
vaut toujours 1/2.
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Figure 2.1 – Exemple de spectre des énergies εnlj pour un hamiltonien de champ moyen com-
prenant un potentiel harmonique et un couplage spin-orbite. Les niveaux sont labellés par les
nombres quantiques n, l, et j, soit en notation spectroscopique nlj où s, p, d, etc. signifie
l = 0, 1, 2 et ainsi de suite. Les principales couches majeures qui seront considérées par la
suite sont également indiquées.
particule correspondant est schématiquement représenté sur la figure 2.1 et permet d’associer
chaque nombre magique (2, 8, 20, 28, etc.) à une fermeture de couche.
Outre l’explication de la magicité de certains noyaux, ce modèle en couches à nucléons
indépendants offre également la description d’autres propriétés. Il peut par exemple prédire
les spins et parités de noyaux de A impairs proches des noyaux magiques. Néanmoins, l’ob-
tention d’une spectroscopie nucléaire détaillée exige la prise en compte de corrélations au
delà du champ moyen, ce qui peut être fait de deux manières. La première consiste à garder
l’image de fermions indépendants mais en brisant des symétries. Dans le modèle de Nilsson par
exemple [67], les effets de déformations de la surface du noyau sont décrits dans un tel cadre
en considérant un potentiel harmonique anisotrope. De même, l’appariement est fréquemment
pris en compte en adoptant une approche à quasi-particules indépendantes comme la méthode
Hartree-Fock-Bogoliubov. Alternativement, le modèle en couches dépasse la vision de champ
moyen en superposant ses solutions par l’introduction d’une interaction résiduelle entre les









La force coulombienne à laquelle sont normalement soumis les protons est alors prise en
compte de manière effective par le biais d’une formule empirique, dérivée de la formule de
masse de Bethe-Weizsäcker, modifiant les niveaux d’énergie acquis par la résolution de l’équa-
tion de Schrödinger (voir par exemple [68–70]).
Le modèle en couches constitue ainsi la méthode de référence pour prendre en compte, au
travers de l’interaction résiduelle, l’ensemble des corrélations au-delà du champ moyen. L’ap-
proche standard repose sur la diagonalisation la matrice hamiltonienne dans la base orthonor-
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mée des déterminants de Slater àA-corps associés à l’ensemble des excitations particules-trous
possibles (on parle de mélange de configurations). Schématiquement, chacun des états de base
correspond à une façon différente de « ranger » les nucléons sur le spectre à une particule de la
figure 2.1 en respectant le principe d’exclusion de Pauli. Les états de base à un corps (2.2) étant
toutefois en nombre infini, une troncation des excitations particules-trous doit être imposée en
limitant le nombre maximal Nq,max de quanta d’énergie, et il est ensuite nécessaire d’étudier
la convergence des résultats avec Nq,max. En dépit de cette restriction, la dimension de la base
à A-corps affiche tout de même une croissance exponentielle avec le nombre de particules. En
effet, en la notant D, elle est donnée en fonction des nombres de neutrons N , de protons Z et





Cette stratégie s’avère finalement seulement applicable aux noyaux légers, typiquement jus-
qu’à A ∼ 13. Il s’agit de l’approche du modèle en couches sans cœur, dans laquelle les va-
leurs propres du hamiltonien à A-corps sont déterminées par diagonalisation à partir potentiels
nucléon-nucléon « nus » à deux, et éventuellement trois corps [13–15].
En général, la stratégie suivie est de restreindre le nombre d’excitations particules-trous, et
par suite la dimension de la matrice hamiltonienne, en limitant d’un côté le nombre de nucléons
actifs, et de l’autre les états individuels qui leur sont accessibles (voir les ouvrages [17, 18],
consacré au modèle en couches nucléaire standard). Pour cela, les nucléons formant un cœur
magique sont tout d’abord supposés inertes. De plus, on considère que l’interaction résiduelle
ne peut induire d’excitations des nucléons restants, appelés nucléons de valence, en dehors d’un
ensemble défini de niveaux. En somme, seuls les déterminants de Slater issus des excitations
particules-trous des nucléons de valence sur la couche active génèrent la base orthonormée dans
laquelle l’équation de Schrödinger est résolue. Les résultats obtenus et leur capacité à repro-
duire les observations expérimentales dépendent alors évidemment de la troncation de l’espace
des configurations, c’est-à-dire des nucléons de valence et de la couche active choisis. Il est
toutefois habituellement admis que les déterminants construits à partir d’une unique couche
majeure au dessus d’un cœur magique suffisent pour décrire convenablement l’essentiel des
corrélations au delà du champs moyen des états de basse énergie d’un noyau donné.
Le fait d’isoler des nucléons de valence et de restreindre leurs excitations à l’intérieur
d’une couche active entraine qu’une redéfinition de l’interaction résiduelle est nécessaire. En
effet, afin de limiter les conséquences de la troncation de l’espace des états à A-corps, une
interaction effective tenant compte indirectement de la présence des nucléons inertes du cœur
et des états négligés doit être construite. L’obtention de telles interactions est cependant rendue
difficile par le fait qu’elles dépendent de la couche active et du nombre de nucléons de valences
considérés. On distingue généralement deux catégories d’interactions effectives :
• les interactions effectives dites schématiques ou phénoménologiques. Elles possèdent
une forme analytique simple comme l’interaction quadrupolaire et l’appariement. Elles
dépendent généralement de seulement quelques paramètres ajustables aux données ex-
périmentales.
• les interactions effectives dites réalistes. Deux types d’approches sont utilisées pour
les déterminer. Certaines sont déduites d’une paramétrisation de l’interaction nucléon-
nucléon « nue » par une renormalisation à l’espace de Hilbert tronqué via la méthode
de la matrice G, originellement imaginée par K. A. Brueckner et al. [71], et développée
plus avant par J. Goldstone [72] 4. D’autres, les interactions effectives empiriques, sont
4. Le lecteur intéressé par le sujet des interactions effectives réalistes pour le modèle en couches trouvera en [73]
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construites par ajustement à certaines données spectroscopiques d’une région donnée de
la carte des noyaux. C’est de cette manière que fut dérivée l’interaction USD par B. H.
Wildenthal [74], reconnue aujourd’hui comme celle de référence pour les noyaux de la
couche sd. Plus récemment, M. Homma et al. ont proposé l’interaction réaliste GXPF1A
pour les noyaux de la couche fp [75,76]. Un calcul microscopique faisant appel à la théo-
rie de la matrice G a permis d’obtenir une première valeur des éléments à deux corps de
l’interaction effective à partir de l’interaction « nue » Bonn-C [77]. Certaines combinai-
sons linéaires de ces éléments ont par la suite été affinées par un ajustement systématique
à la spectroscopie des noyaux de la gamme de masses A = 47 à A = 66. Les deux in-
teractions effectives citées ici, USD et GXPF1A, sont celles qui seront principalement
employées dans ce mémoire.
Plus généralement, pour toute interaction effective dérivée d’un potentiel nucléon – nu-
cléon « nu », le hamiltonien du modèle en couche se décompose en une partie monopo-
laire Hˆm et une partie multipolaire HˆM , soit Hˆ = Hˆm + HˆM . Il s’agit du théorème de
séparation de M. Dufour et A. Zuker [78]. Hˆm contient tous les termes présents dans
une description Hartree-Fock sphérique. Il dicte en particulier la position relative des ni-
veaux d’énergie labélés par différentes valeurs du nombre quantique d’isospin au sein du
spectre d’un noyau. Quelle que soit l’interaction nucléon–nucléon considérée, la partie
monopolaire est en réalité incorrecte et doit être phénoménologiquement corrigée. Elle
est habituellement ajustée à la spectroscopie des noyaux au voisinage immédiat d’une
fermeture de couche. À l’opposé, la partie multipolaire est correcte, et même univer-
selle [79], au sens où toutes les interactions conduisent aux mêmes éléments de matrice.
Ses contributions principales sont les termes d’appariement isoscalaire et isovectoriel
dans le canal de moment cinétique total nul, un terme quadrupolaire similaire à celui du
modèle d’Elliott [1], un terme de type Gamow-Teller couplant les degrés de liberté de
spin et d’isospin, et des termes octupolaire et hexadecapolaire.
Enfin, pour les mêmes raisons que l’interaction résiduelle, les opérateurs associés aux obser-
vables physiques doivent également être redéfinis. Par exemple, les neutrons de valence se
voient ainsi attribuer une charge électrique effective liée à la polarisation du cœur et qui inter-
vient dans les calculs de moments multipolaires électriques ou de probabilités de transitions
électromagnétiques.
Une fois un espace modèle et une interaction effective choisis, le hamiltonien est finalement
diagonalisé dans la base des déterminants de Slater correspondante. En pratique, les codes de
modèle en couches avec mélange de configurations font pour cela appel à l’algorithme de
Lanczos particulièrement performant pour les matrices de dimensions élevées. De plus, les in-
variances du hamiltonien à A-corps — par rotation, de charge, et par réflexion d’espace —
font qu’il est possible de segmenter le problème en cherchant séparément les valeurs propres
de chaque représentation irréductible du groupe de symétrie qui lui est associé, en d’autres
termes les valeurs et vecteurs propres caractérisés par les mêmes nombres quantiques de mo-
ment cinétique (J,M ), d’isospin (T,MT ), et de parité ($). Il existe par ailleurs différentes
manières d’implémenter numériquement le modèle en couches avec mélange de configurations
(voir [80]). Tous les résultats provenant de la diagonalisation de la matrice hamiltonienne de ce
mémoire seront issus du code ANTOINE écrit par E. Caurier [80–82], dans lequel les détermi-
nants de Slater sont tous caractérisés par une même valeurs propres de la projection du moment
cinétique total. On parle alors de schéma M . Il fournit de fait toutes les solutions de l’équation
de Schrödinger de spin J ≥ |M |. Signalons que d’autres codes tel que NATHAN [83, 84], re-
courent, à l’inverse, à une base de vecteurs propres du carré du moment cinétique total (schéma
J). Cependant, même dans cette approche standard, l’applicabilité du modèle en couches reste
un article de revue récent et regroupant un nombre important de références.
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fortement limitée par la croissance exponentielle de la dimension de l’espace de Hilbert à A-
corps avec le nombre de couches et avec le nombre de nucléons de valence. Actuellement
les moyens numériques permettent de traiter des problèmes dont la dimension du hamiltonien
est de l’ordre de quelques milliards (typiquement de 1010), soit globalement des noyaux de
masse A ∼ 60 sur la couche fp. Bien que des schémas de troncation supplémentaires puissent
être mis en place, en forçant par exemple certains des nucléons de valence à occuper les états
d’un niveau d’énergie donné de la couche active ou en restreignant leurs excitations particules-
trous, ils offrent des résultats qui doivent être interprétés avec précaution. En définitive, étendre
l’applicabilité du modèle en couches nécessite de trouver une alternative à la diagonalisation
directe de la matrice hamiltonienne. Dans ce contexte, les méthodes QMC décrites au cha-
pitre précédent semblent des candidates a priori attrayantes afin de disposer à terme d’une telle
alternative.
2.2 La méthode de champ moyen « enchevêtré » par les symétries
2.2.1 Principe
Les approches variationnelles sont essentielles dans la description théorique des systèmes
de fermions en interaction. Elles reposent sur l’équivalence entre l’équation de Schrödinger





= 〈ΨT |Hˆ|ΨT 〉 dans





sur cet espace conduit à l’état fondamental exact. Cependant, une telle procédure s’avère d’une
complexité équivalente à la diagonalisation de la matrice hamiltonienne. Une approximation
naturelle consiste alors à restreindre la minimisation à un sous-espace de vecteurs d’essai ayant
tous une même forme simple fixée par des considérations physiques et dépendant seulement
d’un nombre limité de paramètres.
L’archétype des approches variationnelles pour un système fermionique est la méthode
Hartree-Fock dans laquelle l’état exact est approximé par un état à particules indépendantes
|ΨT 〉 = |Φ〉 = ∏Nn=1 cˆ†φn |−〉. Les états individuels orthonormés {|φn〉} qu’occupent les parti-
cules dans |Φ〉 sont alors optimisés afin de minimiser l’énergie moyenne. Celle-ci ne dépend,
en conséquence du théorème de Wick, que de la matrice densité à un corps ρ définie par




Ainsi, ρ projette tout état à une particule sur la mer de Fermi du déterminant |Φ〉. Il s’agit
d’une matrice hermitique (ρ† = ρ), idempotente (ρ2 = ρ), et dont la trace est égale au nombre
de particules. En notant E [ρ] la fonctionnelle de ρ qu’est l’énergie moyenne dans l’état |Φ〉,




Φ = δE [ρ] = 0 entraine immédiatement que les orbitales
optimales sont solutions de [36] [
h[ρ] , ρ
]
= 0 , (2.5)






L’équation (2.5) est communément appelée forme de Liouville des équations Hartree-Fock.
Elle met en évidence que la matrice densité et h partagent une base de vecteurs propres qui ne
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sont autres que les orbitales de |Φ〉 minimisant l’énergie :
h[ρ]|φn〉 = en|φn〉 . (2.6)
En physique nucléaire, h découle traditionnellement d’une paramétrisation de la fonctionnelle
d’énergie faisant intervenir des interactions effectives phénoménologiques, telles les forces de
Skyrme [85], dont les termes sont ajustés de manière à reproduire certaines données expérimen-
tales comme la densité de saturation de la matière nucléaire ou les rayons de noyaux sphériques.
Dans le cadre du modèle en couches, h est relié à la partie monopolaire du hamiltonien.
La solution Hartree-Fock peut a priori être utilisée pour déterminer une spectroscopie ap-
prochée par projection sur les nombres quantiques (J , M , etc.) associés à chaque état station-
naire : on parle de projection après variation. Le risque encouru est toutefois que le déterminant
Hartree-Fock possède un recouvrement quasiment nul avec certains sous-espaces irréductibles.
De plus, même en dehors de ces cas pathologiques, la solution ainsi obtenue pour chaque sous-
espace n’est aucunement optimale. Une stratégie alternative consiste alors à rendre minimale
l’énergie moyenne directement dans un état dont les symétries ont été restaurées par projection :
on parle dans ce cas de variation après projection. La restauration des symétries du hamiltonien
est un thème relativement récurrent en physique nucléaire. La première application au modèle
en couches nucléaire d’une telle approche a donné naissance à la méthode VAMPIR 5, dans
laquelle l’état de référence est un vide de quasi-particules Hartree-Fock-Bogoliubov [86–88].
Nous allons ici développer une méthode similaire en optimisant les orbitales d’un déterminant
de Slater projeté sur les nombres quantiques qui caractérisent les états stationnaires.
D’après le théorème de Wigner, à toute opération de symétrie est associé en mécanique
quantique un opérateur de transformation linéaire et unitaire 6 Uˆg agissant dans l’espace des
états et qui commute avec le hamiltonien du système. L’indice g désigne un paramètre, ou un
ensemble de paramètres, caractérisant la transformation. La généralisation étant immédiate,
nous nous limiterons dans ce qui suit au cas où g est un paramètre unique pour simplifier. La
forme générique du projecteur sur une représentation irréductible labélée par Γ et de dimension










où χΓ est le caractère de la représentation et VG =
∑
g∈G (1) l’ordre du groupe, c’est-à-dire
le nombre d’éléments qu’il contient. Dans le cas d’une symétrie continue, la somme doit être
remplacée par une intégration
∫
dµ(g) sur le paramètre g avec la mesure invariante de Haar. En






Dans les cas considérés par la suite, Gˆ est un opérateur à un corps : par exemple, pour la
restauration de l’invariance par rotation, Gˆ s’identifie à une composante du moment cinétique
total. En conséquence, Uˆg transforme tout déterminant de Slater |Φ〉 en un autre |Φg〉 dont les
états individuels occupés {|φn,g〉} s’obtiennent immédiatement par application de la matrice
Ug = exp
(−igG) réalisant l’opération de symétrie dans l’espace à un corps, soit |φn,g〉 =
Ug|φn〉. L’état projeté PˆΓ|Φ〉 est donc une combinaison linéaire d’états factorisés : c’est en
ce sens que l’on peut parler d’un enchevêtrement par les symétries du hamiltonien. Comme
5. Il s’agit de l’acronyme pour « Variation After Mean field Projection In Realistic model space ».
6. Ou antilinéaire et unitaire (antiunitaire), comme dans le cas de la symétrie de renversement du temps, mais
nous nous intéresserons ici exclusivement aux transformations associées à un opérateur unitaire.
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indiqué précédemment, notre objectif est de trouver le déterminant optimal pour la description
des états stationnaires labellés par les nombres quantiques de la représentation Γ. Nous devons























puisque Hˆ et PˆΓ commutent par construction. Notons que les propriétés (PΓ)† = PˆΓ et
(PˆΓ)2 = PˆΓ du projecteur (2.7) ont également été utilisées pour aboutir à l’expression ci-
dessus. En définitive, EΓ est une fonctionnelle de la matrice densité à un corps correspondant
à l’état de particules indépendantes |Φ〉 : le numérateur et le dénominateur dans (2.9) sont en
effet les valeurs moyennes d’opérateurs à N -corps HˆUˆg et Uˆg dans un déterminant de Slater et
elles s’expriment uniquement en fonction des éléments de matrice de ρ en vertu du théorème de
Wick. Nous pouvons ainsi introduire le hamiltonien de champ moyen intriqué par les symétries








Dès lors, comme pour l’approximation Hartree-Fock usuelle, la stationnarité de l’énergie δEΓ=
0 sous la contrainte que les états individuels constituant le déterminant soient orthonormés
conduit immédiatement à une relation analogue à (2.5) :[
hΓ[ρ] , ρ
]
= 0 . (2.11)
Ce résultat a déjà été établi par le passé pour la restauration du nombre de particules d’un
état de référence Hartree-Fock-Bogoliubov [90]. Il a également été exporté récemment en phy-
sique de la matière condensée [63], et en chimie quantique aussi bien pour un état de quasi-
particules [91] que pour un déterminant de Slater [92].
2.2.2 Le hamiltonien SEMF
Le calcul du gradient (2.10) repose à nouveau sur le théorème de Wick, mais dans sa formu-
lation étendue aux éléments de matrice d’observables entre deux déterminants de Slater [36].
Plus précisément, l’élément 〈Φ|Hˆ|Φg〉/〈Φ|Φg〉 apparaissant dans l’énergie projetée (2.9) s’ex-
prime à l’aide de la même fonctionnelle E que pour les valeurs moyennes mais dans laquelle la
densité ρ est remplacée par une matrice densité de transition Rg, non hermitique, et définie de
façon similaire à ρ (voir l’équation (2.4)) :
(Rg)ij =
〈Φ|cˆ†j cˆi|Φg〉









fg est la matrice de recouvrement des orbitales respectives des deux déterminants, (fg)np =
〈φn|φp,g〉 = 〈φn|Ug|φp〉. De plus, son déterminant correspond au produit scalaire N g entre le
déterminant |Φ〉 et son transformé :













)∗N g , (2.13)
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XΓg E [Rg] . (2.14)
Dans l’optique de spécifier l’expression du hamiltonien SEMF (2.10), nous sommes finalement
amenés à devoir évaluer les dérivées des quantités E [Rg] et XΓg par rapport aux éléments de la
matrice densité ρ.
Concentrons nous tout d’abord sur le calcul du gradient de l’énergie locale entre le déter-




















où l’on rappelle que d est la dimension de l’espace de Hilbert à un corps. Dans cette relation,
h[Rg] symbolise la fonctionnelle Hartree-Fock habituelle mais dans laquelle Rg est substitué à
ρ. Notons que contrairement à h[ρ], h[Rg] n’est pas hermitique étant donné que Rg ne l’est pas.













|φg,n〉〈φn| = Ugρ , (2.15a)
et
Rgρ = Rg . (2.15b)





Rg = UgρA−1g avec Ag = 1 + (Ug − 1) ρ . (2.16)
Ceci nous permet d’accéder sans difficulté à ∂(Rg)lk/∂ρji, mais également à la dérivée deXΓg .


































où la seconde égalité provient de la dérivée de l’inverse d’une matrice, ∂A−1g /∂ρji =
−A−1g (∂Ag/∂ρji)A−1g , et de l’équation (2.16). Introduisons alors une matrice Bg dont l’in-
verse est défini par :






B−1g ρ = ρ− U †gRgUgρ+ U †gRgρ = ρ− ρ+ U †gRg ,





= 1−Bg+ρUg, soitBg = 1+ρ (Ug − 1). Comme U †gRg = ρA−1g selon (2.16),









pour la première quantité que nous cherchions.
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La seconde dérivée nécessaire à l’élaboration de la forme du hamiltonien (2.10) est celle


















révèle qu’il nous suffit de déterminer la dérivée du produit scalaire N g entre le déterminant
|Φ〉 et son transformé |Φg〉 par l’opération de symétrie. Afin d’atteindre ce but, nous allons
dans un premier temps montrer que N g peut s’écrire en fonction de la matrice Ag introduite à




















où nous avons utilisé la définition (2.12) de la matrice densité de transition ainsi que (2.16). Or,
det(Ag+dg) = det(Ag) det
(













Compte tenu que par définition Ug=0 = 1, l’intégration de l’équation différentielle obtenue de
cette manière donne





En définitive, cette relation rend aisée la détermination du gradient du recouvrement par rapport
aux éléments la matrice densité :
∂N g
∂ρji


























une fois insérée dans l’équation (2.19).
En conclusion, nous sommes en mesure en regroupant (2.18) et (2.20) d’établir la forme










)(E [Rg]− EΓ)+ h[R(g)]UgB−1g ] , (2.21)
dans laquelle les matrices A−1g et B−1g sont respectivement définies par (2.16) et (2.17). La
dépendance fonctionnelle de hΓ vis-à-vis de la densité à un corps ne figure dans cette défi-
nition que de manière implicite à travers la densité de transition Rg, les matrices A−1g , B−1g ,
et également l’énergie EΓ. Notons que ce résultat se généralise sans difficulté à la situation
où g représente un ensemble de paramètres, situation se produisant automatiquement lorsque
plusieurs symétries sont restaurées.
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2.2.3 Mise en œuvre numérique
La méthode SEMF peut être mise en œuvre suivant les algorithmes traditionnellement em-
ployés pour la méthode Hartree-Fock usuelle en raison de la similarité entre les équations (2.5)
et (2.11) qui les caractérisent respectivement. Il suffit alors de simplement remplacer le calcul
de l’énergie et du hamiltonien à une particule par leurs équivalents incluant la projection. On
peut ainsi procéder par diagonalisation itérative, comme dans les références [91, 92], avec tou-
tefois une complication liée au manque de signification physique des valeurs propres de hΓ. En
effet, en l’absence de restauration des symétries, ces valeurs sont simplement reliées à l’éner-
gie variationnelle et on peut donc construire le déterminant de Slater à l’itération suivante en
sélectionnant les vecteurs propres de h[ρ] associés aux énergie effectives individuelles en les
plus faibles (voir l’équation (2.6)).
Alternativement, il est possible de minimiser directement l’énergie projetée (2.14) en pa-
ramétrisant le déterminant de Slater recherché à partir du théorème de Thouless [36]. Il s’agit
d’ailleurs de la démarche adoptée dans les calculs VAMPIR avec un vide de quasi-particules
Hartree-Fock-Bogoliubov [87]. Nous l’utiliserons également ici mais en y incorporant le ha-
miltonien (2.21) au cœur de la restauration des symétries avant variation dans l’approche de
champ moyen Hartree-Fock. Le théorème de Thouless stipule que tout déterminant de Slater
peut s’écrire comme l’exponentielle d’excitations 1 particule–1 trou de la mer de Fermi d’un
déterminant fixé auquel il n’est pas orthogonal. Formellement, en dénotant ce déterminant |Φ¯〉,
ses N orbitales orthonormées {|φ¯t〉} (états « trous »), et ses d−N états « particules » {|φ¯p〉},
|Φ〉 est donné par












) est l’opérateur de création (resp. destruction) d’un fermion dans l’état « par-
ticule » |φ¯p〉 (resp. l’état « trou » |φ¯t〉), l’ensemble {|φ¯t〉 ; |φ¯p〉} formant une base orthonormée
de l’espace de Hilbert à une particule. L’intérêt de paramétrer |Φ〉 suivant (2.22) réside dans
le fait que l’énergie est ainsi une fonction à variables complexes ordinaires des amplitudes




par {|φ¯t〉 +∑d−Np=1 Zpt|φ¯p〉}. Comme elles ne sont pas orthonormées, le facteur de normalisa-
tionM dans (2.22) doit refléter un processus de ré-orthonormalisation afin que les définitions
introduites jusqu’ici, et spécialement celle de la matrice densité à un corps associée à |Φ〉, de-
meurent valables. Nous allons tout de suite préciser ce processus en considérant qu’il s’agit
d’une transformation représentée par une matriceM de dimensionN×N mélangeant les états
individuels occupés du déterminant exp
(
Zˆ
















M † = 1N , Z désignant la matrice (d −
N) × N d’éléments Zpt. ZTZ∗ étant symétrique et définie positive, 1N + ZTZ∗ admet une
décomposition de Cholesky, c’est-à-dire qu’il existe une matrice triangulaire inférieure L telle
que 1N + ZTZ∗ = LL†. Un choix possible pour la transformation est ainsi M = L−1.
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et le facteur de normalisation n’est autre que le déterminant de L−1. Toutefois, ce facteur peut
tout simplement être omis, |Φ〉 survenant toujours à la fois aux numérateurs et aux dénomina-
teurs de quotients.
Par l’intermédiaire de la paramétrisation de Thouless l’énergie dans l’état projeté PˆΓ|Φ〉 de-
vient une fonction des {Zpt}. Sa minimisation se traduit donc par l’annulation de son gradient
par rapport à leurs parties réelles et imaginaires :






























Afin d’évaluer la dérivée de la matrice densité à un corps associée au déterminant de référence,




〈Φ¯| exp(Zˆ†)cˆ†j cˆi exp(Zˆ)|Φ¯〉
〈Φ¯| exp(Zˆ†) exp(Zˆ)|Φ¯〉 .























Le théorème de Wick nous permet alors d’exprimer la quantité obtenue en termes des éléments
de matrice de ρ. Finalement, la relation (2.24) devient simplement
∂EΓ
∂Z∗pt
= 〈φ¯p|(1− ρ)hΓ[ρ]ρ|φ¯t〉 . (2.25)
D’autre part, le calcul des composantes du gradient par rapport aux Zpt est tout-à-fait analogue
et conduit évidemment à la relation complexe conjuguée de (2.25). En définitive, le déterminant
de Slater optimal est celui construit selon (2.22) à partir des variables {Zpt} satisfaisant le jeu
fermé d’équations
∀ t, p :
{ 〈φ¯p|(1− ρ)hΓ[ρ]ρ|φ¯t〉 = 0
〈φ¯t|ρhΓ[ρ](1− ρ)|φ¯p〉 = 0 ,
(2.26)
le hamiltonien SEMF à une particule étant donné par (2.21).
D’un point de vue programmation, le problème de la minimisation de l’énergie dans l’état
projeté se ramène désormais à la résolution du système non linéaire (2.26) et peut donc être
menée à bien via la méthode de Newton-Raphson. Cet algorithme permet la détermination de
la solution recherchée par une approximation linéaire du gradient selon la formule itérative
~Z(i+1) = ~Z(i) −H −1(~Z(i)) · ~∇(i) ,
dans laquelle ~Z(i) est un vecteur contenant de façon ordonnée les parties réelles et imaginaires
des variables {Zpt} à l’itération numéro i. ~∇(i) qualifie le gradient de l’énergie par rapport à
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les dérivées par rapport à Z∗pt correspondant aux membres de gauche de la première équation
du système (2.26) à résoudre. H est ici la matrice hessienne, d’éléments ∂2EΓ/∂Zpt∂Zp′t′ ,
dont le calcul et l’inversion s’avèrent extrêmement couteux numériquement. Cette difficulté est
contournée en se tournant vers les algorithmes de Quasi-Newton [93] pour lesquels
~Z(i+1) = ~Z(i) + η(i)~p (i) .
~p (i) désigne la direction de descente à l’itération i, c’est-à-dire la direction dans laquelle doit
varier ~Z(i) pour que EΓ(~Z(i+1)) < EΓ(~Z(i)) ; η(i) est le pas de descente optimal déterminé
par une recherche linéaire [93], en minimisant la fonction E˜Γ(η) = EΓ(~Z + η~p). Le vecteur
~p (i) est estimé grâce à une approximationB(i) de l’inverse de la HessienneH (i) comme
~p (i) = −B(i) · ~∇(i) . (2.27)
La matrice B(i) est mise à jour à chaque incrémentation par une formule de récurrence n’exi-
geant nulle autre quantité que celle déjà en mémoire, ni d’inversion de matrice. Il est de ce fait
évident qu’une méthode de Quasi-Newton est plus avantageuse, vis-à-vis du temps de calcul,
que la méthode de Newton-Raphson. Parmi plusieurs disponibles dans la littérature, nous avons
opté pour la mise à jour du second ordre BFGS 7, qui constitue un compromis acceptable entre















∆~g (i) ·∆~Z(i) , (2.28)
avec ∆~Z(i) = ~Z(i+1) − ~Z(i) = η(i)~p (i) et ∆~g (i) = ~∇(i+1) − ~∇(i).
2.3 Aspects spécifiques au modèle en couches
Les états stationnaires du noyau dans le cadre du modèle en couches sont labélés par les
nombres quantiques de moment cinétique total (J ;M), d’isospin total (T ;MT ), et de parité
$. La méthode SEMF se doit donc en toute rigueur de restaurer les invariances correspon-
dantes.
Toutefois, dans le cadre du modèle avec cœur, la couche active que les nucléons de valence
sont astreints à occuper est généralement choisie comme une unique couche majeure de l’os-
cillateur harmonique, regroupant des orbites nlj de parités $l = (−1)l identiques. Tout état
à A-corps appartenant à l’espace de Hilbert correspondant possède alors une parité totale bien
définie, $ = 1 pour des orbites $l = 1 et $ = (−1)A si $l = −1. La projection sur la parité
s’avère par conséquent superflue tant que de telles couches actives sont prises en compte. Dans







l’opérateur parité Uˆ exhibant bien la forme requise (2.8) d’une exponentielle d’opérateur à un









7. Pour Broyden, Fletcher, Goldfarb et Shanno.
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On s’assure que Uˆ caractérise bien l’opération de parité dans l’espace des états en effectuant






1ˆ + ($l − 1) cˆ†nljmmt cˆnljmmt
]
. (2.31)
Cette expression montre effectivement que l’application de Uˆ sur tout vecteur de la représen-
tation nombre d’occupation revient à multiplier celui-ci par le produit des parités $l des états
individuels |nljmmt〉 peuplés. L’action de Uˆ sur un déterminant de Slater se traduit par ailleurs
d’après (2.30) par la multiplication de chaque composante de ses orbitales par le facteur (−1)l
correspondant.
La restauration de l’invariance par rotation peut a priori être réalisée en appliquant un opé-
rateur de projection Pˆ JM sur les nombres quantiques de moment cinétique total (J ;M). Ce
projecteur peut être obtenu à partir de l’expression générale (2.7) au travers d’une paramétrisa-





dΩDJ∗MM (Ω)RˆΩ , (2.32)
où RˆΩ = exp(−iα~ Jˆz) exp(−iβ~ Jˆy) exp(−iγ~ Jˆz) désigne l’opérateur d’une rotation des angles
Ω. La fonction de Wigner DJMK(Ω) est l’élément de matrice de RˆΩ entre deux états |µJM〉 et
|µJK〉 d’une base standard 8 et la mesure d’intégration 9 est donnée par dΩ = dα sin(β)dβdγ.
On vérifie aisément en utilisant les propriétés des fonctions DJMK que l’expression (2.32) se
réduit à la forme attendue Pˆ JM =
∑
µ |µJM〉〈µJM | du projecteur sur le sous-espace associé
aux valeurs propres ~2J(J + 1) et ~M du carré du moment cinétique ~ˆJ 2 et de sa projection
Jˆz . Pour un déterminant de Slater |Φ〉 donné, les vecteurs
{
Pˆ JM |Φ〉 ;M = −J → J
}
ne se
déduisent cependant pas les uns des autres par les relations habituelles en termes des opérateurs
d’échelle Jˆ± :
Jˆ±Pˆ JM |Φ〉 = ~
√
J(J + 1)−M(M ± 1)
∑
µ
|µJM ± 1〉〈µJM |Φ〉
6= ~
√
J(J + 1)−M(M ± 1)Pˆ JM±1|Φ〉 .
Autrement dit, les déterminants de Slater projetés avec (2.32) ne constituent pas une représen-
tation standard pour le moment cinétique. De fait, le théorème de Wigner-Eckart ne pourra pas
être appliqué avec de tels vecteurs. Outre les complications que ce résultat entraine pour l’es-
timation des observables physiques communément analysées dans les études spectroscopiques
(moments quadrupolaires, probabilités de transition, etc.), il n’est surtout plus possible de ga-
rantir l’indépendance des énergies variationnelles vis-à-vis du nombre quantique M : Pˆ JM |Φ〉
ne peut donc en aucun cas être considéré comme un ansatz satisfaisant pour le modèle en
couches.
Il est néanmoins possible de remédier à cette difficulté en faisant appel aux opérateurs
Pˆ JMK =
∑
µ |µJM〉〈µJK| connectant des sous-espace propres de Jˆz correspondant à des
8. µ rassemble tous les nombres quantiques associés aux opérateurs qui avec ~ˆJ 2 et Jˆz forment un ensemble
complet d’observables compatibles.
9. α et β appartiennent respectivement aux intervalles [0 ; 2pi] et [0 ;pi]. Le choix de la borne d’intégration
supérieure sur l’angle γ dépend quant à elle du caractère entier ou demi-entier des nombres quantiques de moment
cinétique. Pour J entier elle est égale à 2pi, tandis que pour J demi-entier elle vaut 4pi et le facteur 8pi2 est remplacé
par 16pi2 dans (2.32).
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valeurs propres M et K distinctes pour un moment cinétique total J donné. En effet, quelles









CJK |µJM〉〈µJK|Φ〉 , (2.33)
forment une base standard : Jˆ±|ΨJMSEMF〉 = ~
√
J(J + 1)−M(M ± 1)|ΨJM±1SEMF 〉. D’ailleurs,
on se convainc immédiatement que l’énergie moyenne est bien maintenant indépendante de M
















où nous avons utilisé les propriétés triviales suivantes des opérateurs de « passage » Pˆ JMK ,(
Pˆ JMK
)† = Pˆ JKM ; P JMK Pˆ J ′K′M ′ = δJJ ′δKK′Pˆ JMM ′ . (2.35)
Dans le cadre du modèle en couches, la méthode de champ moyen intriqué par les symétries
doit donc être adaptée pour approximer les états stationnaires par les superpositions |ΨJMSEMF〉
définies par (2.33). Naturellement, les amplitudes {CJK} seront considérées comme de nou-
veaux paramètres variationnels. En conséquence, elles apparaissent comme les solutions de




CJK′〈Φ|HˆPˆ JKK′ |Φ〉 = EJ
J∑
K′=−J
CJK′〈Φ|Pˆ JKK′ |Φ〉 , (2.36)
qui découlent directement de l’annulation du gradient de l’énergie moyenne (2.34) par rapport
à CJ∗K . Enfin, l’optimisation du déterminant peut être menée par une démarche similaire à celle
initialement développée à la section 2.2 dans la mesure où les opérateurs Pˆ JMK s’écrivent en
fonction des rotations RˆΩ sous une forme analogue à (2.8) connue sous le nom de représenta-






Il en résulte ainsi que la matrice densité ρ du déterminant |Φ〉 doit vérifier une équation de type
Hartree-Fock (2.11) avec un hamiltonien effectif SEMF (2.21) dans lequel :
• les transformations de symétrie Uˆg sont les rotations RˆΩ ;
• l’énergie variationnelle EΓ est ici la valeur propre EJ la plus basse obtenue en résol-
vant (2.36) ;


















où |ΦΩ〉 = RˆΩ|Φ〉.
En pratique, les intégrales portant sur les angles d’Euler α et γ sont simplement discrétisées
en nα et nγ points équidistants et celle sur β est évaluée par la méthode Gauss-Legendre après
le changement de variable x = cos(β). Cette dernière est ainsi approximée par une somme
des valeurs de la fonction à intégrer aux nβ points βi = acos(xi) où les xi sont les zéros du
polynôme de Legendre Lnβ (β) de degrés nβ et avec des poids pβi donnés par
pβi =
−2
(nβ + 1)L′nβ (xi)Lnβ+1(xi)
.









MK(αi, βi, γi)Rˆ(αi, βi, γi) , (2.38)
avec, pour i = 1 → nα entier, αi = 2pi(i − 1)/nα et de même pour l’angle γ. Les nombres
de points sont choisis afin que le moment cinétique total ait la valeur moyenne souhaitée à une
erreur relative près d’environ 10−4. ils dépendent du nombre de particules et de la dimension
de l’espace à un corps, et nous avons trouvé qu’entre 15 et 35 points par angle suffisent.
Précisons enfin que tous ces développements sont également valables pour la restauration
des nombres quantiques d’isospin (T ;MT ) reflétant l’invariance de charge du hamiltonien
nucléaire. Dans ce travail, nous nous sommes limités à la prise en compte avant variation de
l’invariance par rotation et de la parité lorsque plusieurs couches majeures interviennent dans
l’espace de valence. De plus, la projection MT = (N − Z)/2 de l’isospin est également stric-
tement respectée en contraignant le déterminant de référence à ne pas mélanger neutrons et
protons. En termes formels, |Φ〉 est supposé factorisé en un produit de deux déterminants de
Slater,
|Φ〉 = |Φn〉|Φp〉 ,
décrivant chacun une espèce de nucléon. Les noyaux N = Z impair-impair réclament tou-
tefois une attention particulière car leur spectre contient à basse énergie à la fois des états
T = 0 et T = 1. Leur compétition fait d’ailleurs toujours l’objet de nombreux travaux tant
expérimentaux [94] que théoriques [95, 96] dans l’optique d’étudier le rôle de l’appariement
proton-neutron dans le canal isoscalaire, c’est-à-dire à spins parallèles. Dans le cadre de nos
calculs variationnels pour de tels noyaux, deux cas peuvent se présenter :
• si pour un moment cinétique J donné l’état de plus basse énergie est isoscalaire, l’ap-
proche SEMF avec seulement la restauration de l’invariance par rotation devrait conduire
à un vecteur ayant un fort recouvrement avec cet état. Son partenaire isosvectoriel pour
la même valeur de J pourra alors être obtenue au travers du noyau isobarique analogue ;
• en revanche, si l’état de plus basse énergie dans le canal J est associé à T = 1, la
solution SEMF tendra naturellement vers celui-ci et l’état T = 0 de même J ne pourra
être déterminé par le biais du schéma actuellement mis en place ;
Il apparait ainsi clairement qu’une extension du travail présenté est nécessaire pour les noyaux
N = Z impair-impair afin de restaurer simultanément l’invariance par rotation et l’invariance
de charge avant variation.
2.4 Résultats pour les couches sd et fp
Afin d’éprouver la méthode de champ moyen Hartree-Fock enchevêtré par les symétries,
nous allons dans cette section confronter les résultats qu’elle fournit aux résultats exacts is-
sus de la diagonalisation de la matrice hamiltonienne par le code de modèle en couches AN-
TOINE [80–82], pour différents types de noyaux, pour différentes couches actives, et pour
différentes observables.
Examinons dans un premier temps la précision avec laquelle l’approche SEMF reproduit
le spectre « yrast » de basse énergie de trois types de noyaux de la couche sd, à savoir le
noyau pair-pair 28Mg, le noyau N = Z impair-impair 26Al, et le noyau impair 27Na, avec
pour interaction résiduelle l’interaction empirique USD [74]. Pour les états T = 1 du 26Al,
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Figure 2.2 – Spectres « yrast » de basse énergie des noyaux 28Mg, 26Al, et 27Na de la couche
sd avec l’interaction USD. En rouge à gauche les énergies SEMF et en noir à droite les énergies
exactes.
la méthode est appliquée au noyau isobarique analogue 26Mg. Les résultats sont présentés sur
la figure 2.2 sur laquelle on observe que l’écart entre les énergies de liaison exactes et SEMF
varie entre 0.4 MeV et 1 MeV pour l’ensemble des niveaux de ces trois noyaux, soit un écart
relatif maximum en dessous du pour-cent quel que soit le moment cinétique sur lequel l’état
variationnel est projeté, et même pour le noyauN = Z. De plus, la séquence de niveau obtenue
étant identique à la séquence exacte, les énergies d’excitation se trouvent particulièrement bien
reproduites.
La valeur moyenne de l’opérateur ~ˆT 2 apporte une indication sur la pureté en isospin de la
solution SEMF, et permet de vérifier si le fait de ne pas avoir restaurer la symétrie associée est
pertinent. Son calcul est similaire à celui de l’énergie par la relation (2.34) dans la mesure où
~ˆT 2 est scalaire. Le tableau 2.1 nous montre alors que la déviation par rapport à la valeur exacte
est faible, et ce même pour l’état J = 2 et T = 0 du 26Al pour lequel nous aurions pu nous
attendre à une contamination par l’état T = 1 qui est immédiatement supérieur en énergie.
La stratégie consistant à prendre, pour un état T = 1 d’un noyau N = Z, le résultat de la
méthode SEMF appliquée à son isobarique analogueMT = 1 complique toutefois l’estimation
d’une observable non scalaire en isospin. Elle demeure néanmoins accessible à partir de la
solution MT = 1 dès lors que l’observable Aˆ en question peut se décomposer en la somme
d’un opérateur isoscalaire Sˆ00 et de la composante sphérique Vˆ10 d’un opérateur isovectoriel.
Notons {|σTMT 〉} la base standard des vecteurs propres du hamiltonien du modèle en couches
écrits de manière à ne laisser apparaître que les nombres quantiques qui vont jouer un rôle dans
le raisonnement qui suit, σ se référant ainsi à l’ensemble des nombres quantiques restant (J ,
M , etc.). Par l’intermédiaire du théorème de Wigner-Eckart, la valeur moyenne de Aˆ dans l’un
de ces états s’exprime comme
〈σTMT |Aˆ|σTMT 〉 = 〈σTMT |Sˆ00|σTMT 〉+ MT√
T (T + 1)(2T + 1)
〈σT‖Vˆ1‖σT 〉 ,
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28Mg
T = 2 ; MT = 2
J = 0 J = 2 J = 4 J = 1 J = 3 J = 5 J = 6〈
~ˆT 2
〉− T (T + 1) 0.0020 0.0027 0.0025 0.0041 0.0014 0.0045 0.0021
26Al
T = 0 ; MT = 0 T = 1 ; MT = 0
J = 5 J = 3 J = 1 J = 2 J = 4 J = 0 J = 2〈
~ˆT 2
〉− T (T + 1) 3.10−7 4.10−6 2.10−7 5.10−8 3.10−7 0.0033 0.0035
27Na
T = 5/2 ; MT = 5/2
2J=5 2J=3 2J=1 2J=7 2J=9 2J=13 2J=11〈
~ˆT 2
〉− T (T + 1) 0.0075 0.0034 0.0045 0.0028 0.0015 0.0031 0.0040





par rapport aux valeurs exactes T (T + 1) caractérisant les états de basses énergies des noyaux
28Mg, 26Al, et 27Na.
le facteur devant l’élément réduit du terme vectoriel provenant du coefficient de Clebsch-
Gordan 〈T,MT , 1, 0|T,MT 〉. Pour les états qui nous intéressent, à savoir T = 1 et MT = 0, 1,
il en résulte que
〈σ,T =1,MT =0|Aˆ|σ,T =1,MT =0〉 = 〈σ,T =1,MT =1|Sˆ00|σ,T =1,MT =1〉 , (2.39)
puisque la valeur moyenne de la contribution scalaire est indépendante de MT . À condition
que la pureté en isospin de la solution SEMF de l’isobarique analogue soit satisfaisante, il est
alors raisonnable de la considérer comme un état |σ,T = 1,MT = 1〉, et ainsi d’en extraire les
valeurs moyennes d’observables pour l’état isovectoriel du noyau N = Z en recourant à la
relation (2.39). Au regard des résultats du tableau 2.1, cette technique semble pertinente pour
le noyau 26Al.
Pour chacun des noyaux étudiés, nous avons tout d’abord évalué les nombres d’occupation








où, pour mt = 1/2 (resp. −1/2), les opérateurs fermioniques sont ceux associés aux neutrons
(resp. protons). D’autre part, afin de tester plus en détails la structure de la fonction d’onde





























ainsi que des probabilités réduites de transition électromagnétiques du même ordre BE2(Ji →
Jf ) et BM1(Ji → Jf ),
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n, lˆq, sˆq sont la charge effective, l’opérateur position, les facteurs-g effectifs or-
bital et de spin, et les opérateurs de moment cinétique orbital et de spin du nucléon n, tandis que
Y2q est la composante q de l’harmonique sphérique d’ordre 2 et µN le magnéton nucléaire. En
tant que composantes d’opérateurs tensoriels de rang 2 et 1, Aˆ2q et Aˆ1q ne commutent pas avec
les opérateurs de rotation. L’estimation de ces observables nécessiterait par conséquent une
double intégration sur les angles d’Euler, afin de faire figurer les états SEMF en bra et en ket.
Il est néanmoins possible de se ramener à une seule intégration, nettement plus accessible nu-
mériquement. D’après le théorème de Wigner-Eckart, l’élément réduit 〈ΨJ1SEMF‖Aˆk‖ΨJ2SEMF〉



















× 〈Φ1|Pˆ J1K1M1AˆkqPˆ J2M2K2 |Φ2〉 , (2.42)
où nous avons utilisé (2.35) et avec |Φ1〉 (resp. |Φ2〉) le déterminant de Slater associé à |ΨJ1SEMF〉








puis en remarquant que
DJ1∗K1M1 = (−1)K1−M1DJ1−K1−M1 ,









〈J1,−K1, k, q′|I,M〉〈J1,−M1, k, q|I,M ′〉DIMM ′ .









× 〈J1,−M1, k, q|I,M ′〉Aˆkq′RˆΩ ,
dans laquelle nous reconnaissons, à un facteur près, l’opérateur Pˆ I−M−M ′ . En multipliant ce








× 〈J1,−M1, k, q|J2,−M2〉Aˆkq′Pˆ J2−M,M2 . (2.43)
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10B J = 3 J = 1 J = 0 J = 2
Energie −41.0521 −40.2843 −39.4534 −37.6757
(MeV) −41.0521 −40.2810 −39.4534 −37.6757〈
N1p3/2
〉 2.6353 2.1833 2.5097 2.1888
2.6354 2.1824 2.5098 2.1889〈
N1p1/2
〉 0.3647 0.8168 0.4903 0.8112
0.3646 0.8177 0.4902 0.8111
Q2 8.3042 0.3654 0.0000 −1.6598
(e.fm2) 8.3056 0.3817 0.0000 −1.6603
µ1 1.8676 0.8085 0.0000 1.1661
(µN ) 1.8677 0.8071 0.0000 1.1660
Probabilités de transition 2→ 0 3→ 1 1→ 2 3→ 4
BE2 0.0366 2.6236 — —
(e2.fm4) 0.0366 2.6356 — —
BM1 — — 0.0009 0.0000
(µ2N ) — — 0.0009 0.0000
Tableau 2.2 – Comparaison des valeurs exactes (au dessus) et SEMF (en dessous) des éner-
gies, nombres d’occupation, moments quadrupolaire et dipolaires, et probabilités réduites de
transition pour les quelques premiers états du noyau 10B de la couche p avec l’interaction de
Cohen-Curath.
Bien qu’à ce stade l’objectif visé se trouve d’ores et déjà atteint, il est possible d’alléger cette
relation une fois celle-ci injectée dans (2.42). En effet, en usant des propriétés de symétrie
des coefficients de Clebsch-Gordan, les sommes portant sur les indices M1, M2, et q qui y
sont présentes se factorisent et se voient même simplifiées par le facteur 2J2 + 1 de (2.43).
Ensuite, après avoir légitimement changer M en −M et q′ en q, la somme sur M s’élimine car
l’élément 〈J2,M, k, q|J1,K1〉 alors obtenu n’est non nul que si M = K1 − q. Nous arrivons










〈J2,K1 − q, k, q|J1,K1〉
× 〈Φ1|AˆkqPˆ J2K1−q,K2 |Φ2〉 .
Les observables citées plus haut ont été calculées par cette identité, les résultats étant compi-
lés sur les figures 2.4, 2.5, et 2.6 pour chacun des trois noyaux respectivement. Les charges
effectives et facteurs-g choisis sont signalés dans les légendes. Enfin, la paramétrisation de la
longueur caractéristique de l’oscillateur harmonique en fonction du nombre de nucléons est
celle du code ANTOINE. On constate que la méthode fournit une bonne approximation des
nombres d’occupation. De plus, les moments et probabilités de transition sont eux aussi globa-
lement corrects, leurs ordres de grandeur et signes étant bien reproduits pour chaque valeur du
spin et pour les trois types de noyaux considérés.
Dans le but d’étudier l’influence de la taille de l’espace à un corps sur la qualité des ré-
sultats de la méthode SEMF, toutes les grandeurs précédentes ont été évaluées pour le noyau
10B de la couche p avec l’interaction de Cohen-Kurath [97, 98], et pour les isotopes 51Fe et
52Fe de la couche fp avec l’interaction GXPF1A [75, 76]. Signalons que le 52Fe est le dernier
noyau N = Z de cette couche dont le nombre de nucléons de valence nous autorise encore la
diagonalisation de la matrice hamiltonienne au regard des moyens numériques du laboratoire.
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Figure 2.3 – Spectres « yrast » de basse énergie des noyaux de la couche fp 51Fe et 52Fe avec
l’interaction GXPF1A. En rouge à gauche les énergies SEMF et à droite en noir les énergies
exactes.
Le tableau 2.2 récapitule alors les résultats obtenus pour le 10B en omettant les nombres d’oc-
cupation des protons qui sont égaux à ceux des neutrons, ainsi que l’isospin carré moyen qui
est parfaitement égal à T (T + 1) pour tous les états traités. Pour ce noyau, la méthode SEMF
est essentiellement exacte, aux erreurs numériques liées à la discrétisation des intégrales as-
surant la projection sur les nombres quantiques du moment cinétique près. Cette conclusion
s’est en réalité avérée valable de façon générale pour la couche p. Dans l’espace fp, les résul-
tats concernant les isotopes de fer sont répertoriés sur la figure 2.3 pour les spectres, et sur les
figures 2.7 et 2.8 pour les autres observables. De nouveaux, on observe que la méthode per-
met d’obtenir des approximations convaincantes des observables considérées, et notamment du
spectre de basse énergie.
En conclusion, tous les résultats présentés laissent penser que l’approche de champs moyen
enchevêtré par les symétries est à même d’offrir un état d’essai convenable, et ce pour chaque
moment cinétique J , chaque type de noyau et dans différents espace de valence, en vue de la
mise en place d’un échantillonnage Monte-Carlo quantique au chapitre suivant.
2.5 Une première application à des noyaux exotiques
L’évolution des nombres magiques lorsque N et/ou Z s’éloignent de la vallée de stabi-
lité constitue actuellement un important axe de recherche. Très récemment, une étude expé-
rimentale menée au GANIL 10 a permis d’accéder à la spectroscopie d’isotopes impairs de
Cobalt se situant aux alentours du noyau 68Ni [99, 100]. Celui-ci est considéré comme un bon
candidat pour présenter une double magicité : N = 40 correspondrait alors à une fermeture
10. Grand Accélérateur National d’Ions Lourds.
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de couche exotique interprétée par un affaiblissement du potentiel spin-orbite dans le champ
moyen. Afin d’interpréter les résultats obtenus, des calculs de type modèle en couches avec
mélange de configurations ont été effectués. Ils ont visé à apporter une explication aux systé-
matiques observées dans l’évolution avec le nombre de neutrons de l’énergie d’excitation entre
l’état fondamental J$ = 7/2− et le premier état J$ = 3/2− et dans la probabilité réduite de
transition E2 entre ces états. Avec la couche fp pour espace de valence et l’interaction effec-
tive GXPF1A, la diagonalisation complète du hamiltonien a conduit à un spectre s’accordant
relativement bien avec l’expérience. En revanche, la probabilité de transition électromagné-
tiques BE2(3/2− → 7/2−) s’est avérée largement surestimée. L’influence de l’orbitale 0g9/2
n’a par ailleurs pu être que partiellement étudiée en raison de la dimension de la matrice ha-
miltonienne. Des troncations ont ainsi dû être imposées en ne retenant que les configurations
répondant aux critères suivants :
• l’orbitale 0f7/2 est supposée remplie pour les neutrons ;
• la promotion de protons sur le niveau individuel 0g9/2 est interdite ;
• seules sont retenues les excitations faisant intervenir au maximum 4 particules-4 trous.
Avec l’interaction résiduelle FPG [101], ces calculs ont finalement amené à des conclusions
quasiment similaires concernant l’accord aux données expérimentales. L’ensemble des valeurs
sont compilées dans le tableau 2.3 suivant :
63Co
Ex(3/2−) BE2(3/2− → 7/2−) Ex(9/2−) BE2(9/2− → 7/2−)
(MeV) (e2.fm4) (MeV) (e2.fm4)
Expérience 0.995 55.24 ± 6.40 1.384 181.66 ± 8.04 ∗
fp 0.871 140.15 1.149 165.17
fpg9/2 0.744 199.22 1.714 168.69
∗valeur obtenue en supposant une transition purement E2.
Tableau 2.3 – Résultats expérimentaux [99,100] et des calculs de type modèle en couches (avec
les espaces de valence fp et fpg9/2) pour les énergies d’excitations des états 3/2− et 9/2− du
noyau 63Co, ainsi que pour les probabilités réduites de transition vers l’état fondamental 7/2−
correspondantes.
En collaboration avec A. Dijon et P. Van Isacker du GANIL, nous avons donc entrepris
d’évaluer l’impact de la troncation de l’espace des configurations en confrontant les résultats
avec ceux fournis par la méthode de champ moyen enchevêtré par les symétries. Nous nous
sommes pour le moment limités au noyau 63Co. Afin de tester la pertinence de l’approche pour
de tels nombres de nucléons de valence (Nv = 16 et Zv = 7), une première comparaison a été
effectuée pour la couche fp (figure 2.9). Il en résulte que la méthode SEMF offre de nouveau
une approximation très convenable aux différentes observables considérées, la déviation par
rapport aux valeurs exactes étant du même ordre que pour les noyaux précédemment traités.
Dans l’espace fpg9/2, les orbites nlj mises en jeu ne possèdent pas toutes la même parité et la
restauration de l’invariance par inversion d’espace a due être implémentée 11 conformément à
la discussion de la section 2.3. Nos premiers résultats, représentés sur la figure 2.9, conduisent
à des énergies considérablement plus basses (environ 15 MeV) que celles issues de la diago-
nalisation dans l’espace tronqué. Un tel écart peut se comprendre en examinant les nombres
d’occupation : à l’approximation SEMF, l’occupation en proton de l’orbitale 0g9/2 n’est pas du
tout négligeable et permet ainsi une interaction quadrupolaire attractive entre les neutrons et
11. Notons que la projection sur la parité est numériquement exacte au sens où elle ne demande pas de discrétiser
d’intégrales.
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les protons. D’autres part, la méthode SEMF se rapproche de la valeur expérimentale concer-
nant la probabilité réduite de transition E2 de l’état J$ = 3/2− vers l’état J$ = 7/2− :
BE2 = 44.85 e2.fm4.
En définitive, les résultats préliminaires de l’approche SEMF sur l’étude du 63Co se ré-
vèlent très encourageants et montrent les limitations des approches tronquées couramment uti-
lisées. Des calculs similaires pour les autres isotopes impairs de la chaine de Cobalt et pour le
second état excité, J$ = 9/2−, mesuré expérimentalement sont actuellement en cours.
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5→6 1→2 3→4 5→4 3→2 
4→2 2→0 5→3 6→4 3→1 
Figure 2.4 – Compilation des différentes observables considérées pour le noyau 28Mg de la
couche sd. En rouge (à gauche), les résultats de la méthode SEMF et en noir (à droite) les va-
leurs exactes. Le spectre en énergie est reproduit pour illustrer les transitions permises entre les
états traités. Les charges électriques effectives et facteurs-g utilisés pour les calculs de moments
et de probabilités de transition multipolaires sont : eeff = 0.49e, gl = 0.036, gs = −3.875 pour
les neutrons, et eeff = 1.29e, gl = 1.03, gs = 5.586 pour les protons. Les encadrés présents
dans le panneau donnant les probabilités réduites de transition sont des agrandissements pour
les transitions associées.
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5,0→4,0 1,0→2,0 3,0→4,0 3,0→2,0 
2,1→0,1 5,0→3,0 3,0→1,0 4,0→2,0 
Figure 2.5 – Compilation des différentes observables considérées pour le noyau 26Al de la
couche sd. En rouge (à gauche), les résultats de la méthode SEMF et en noir (à droite) les va-
leurs exactes. Le spectre en énergie est reproduit pour illustrer les transitions permises entre les
états traités. Les charges électriques effectives et facteurs-g utilisés pour les calculs de moments
et de probabilités de transition multipolaires sont : eeff = 0.49e, gl = 0.036, gs = −3.875 pour
les neutrons, et eeff = 1.29e, gl = 1.03, gs = 5.586 pour les protons. L’encadré présent dans
le panneau donnant les probabilités réduites de transition BE2 est un agrandissement pour les
transitions associées.
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Figure 2.6 – Compilation des différentes observables considérées pour le noyau 27Na de la
couche sd. En rouge (à gauche), les résultats de la méthode SEMF et en noir (à droite) les
valeurs exactes. Le spectre en énergie est reproduit pour illustrer les transitions permises entre
les états traités. Les charges électriques effectives et facteurs-g utilisés pour les calculs de
moments et de probabilités de transition multipolaires sont : eeff = 0.49e, gl = 0.036, gs =
−3.875 pour les neutrons, et eeff = 1.29e, gl = 1.03, gs = 5.586 pour les protons.
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5→1 7→5 9→5 9→7 11→9 11→7 
7→5 11→9 9→7 
Figure 2.7 – Compilation des différentes observables considérées pour le noyau 51Fe de la
couche fp. En rouge (à gauche), les résultats de la méthode SEMF et en noir (à droite) les
valeurs exactes. Le spectre en énergie est reproduit pour illustrer les transitions permises entre
les états traités. Les charges électriques effectives et facteurs-g utilisés pour les calculs de
moments et de probabilités de transition multipolaires sont : eeff = 0.5e, gl = 0, gs = −3.826
pour les neutrons, et eeff = 1.5e, gl = 1, gs = 5.586 pour les protons.
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4→2 2→0 3→1 
4→2 2→0 3→1 
Figure 2.8 – Compilation des différentes observables considérées pour le noyau 52Fe de la
couche fp. En rouge (à gauche), les résultats de la méthode SEMF et en noir (à droite) les
valeurs exactes. Le spectre en énergie est reproduit pour illustrer les transitions permises entre
les états traités. Les charges électriques effectives et facteurs-g utilisés pour les calculs de
moments et de probabilités de transition multipolaires sont : eeff = 0.5e, gl = 0, gs = −3.826
pour les neutrons, et eeff = 1.5e, gl = 1, gs = 5.586 pour les protons. L’encadré présent dans
le panneau donnant les probabilités réduites BE2 sont des agrandissements pour les transitions
associées. Pour ce noyau, les probabilités BM1 ne sont pas représentées car elles sont nulles
pour toutes les transitions de cet ordre permises entre les niveaux d’énergie considérés.
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5→3 9→7 11→9 7→5 
7→5 7→3 11→7 9→7 5→3 9→5 11→9 
Figure 2.9 – Compilation des différentes observables considérées pour le noyau 63Co en pre-
nant la couche fp pour couche active. En rouge (à gauche), les résultats de la méthode SEMF
et en noir (à droite) les valeurs exactes. Les charges électriques effectives et facteurs-g utilisés
pour les calculs de moments et de probabilités de transition multipolaires sont : eeff = 0.5e,
gl = 0, gs = −3.826 pour les neutrons, et eeff = 1.5e, gl = 1, gs = 5.586 pour les protons.
Les encadrés présents dans le panneau donnant les probabilités réduites de transition sont des
agrandissements pour les transitions associées.
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Figure 2.10 – Compilation des différentes observables considérées pour le noyau 63Co en
prenant la couche fp et le niveau 0g9/2 pour couche active. En rouge (à gauche), les résultats
de la méthode SEMF et en noir (à droite) les valeurs issues de la diagonalisation du hamiltonien
avec la troncation de l’espace des configurations décrite dans le texte. Les charges électriques
effectives et facteurs-g utilisés pour les calculs de moments et de probabilités de transition
multipolaires sont : eeff = 0.5e, gl = 0, gs = −3.826 pour les neutrons, et eeff = 1.5e,
gl = 1, gs = 5.586 pour les protons. La taille des flèches présentes sur le spectre représentent
la probabilité réduite BE2 associée.
CHAPITRE3
Reformulations stochastiques du
modèle en couches nucléaire
CE chapitre vise à présenter un nouveau schéma QMC dédié à la reconstruction de la spec-
troscopie des noyaux dans le cadre du modèle en couches en se basant sur l’approximation de
champ moyen enchevêtré par les symétries décrite précédemment.
Nous montrerons tout d’abord comment le hamiltonien peut être ramené à une forme qua-
dratique d’opérateurs à un corps. Les approches QMC existantes pour le modèle en couches
seront ensuite décrites puis étendues pour implémenter un schéma de contrôle du problème de
phase via une contrainte sur les trajectoires browniennes.
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3.1 Forme quadratique du hamiltonien
Nous allons dans cette section montrer comment le hamiltonien du modèle en couche peut
être mis sous une forme quadratique Hˆ = Tˆ −∑s ωsOˆ2s nécessaire à l’implémentation des
schémas QMC du chapitre 1. Introduisons pour cela quelques notations. Soient nˆnljm et pˆnljm
(resp. nˆ†nljm et pˆ
†
nljm) les opérateurs de destruction (resp. de création) d’un neutron et d’un pro-
ton dans un état |nljm〉 solution (2.2) de l’approximation à particules indépendantes. Dans le
formalisme de l’isospin, nous écrivons respectivement ces opérateurs 1 cˆΓmmt= 12
et cˆΓmmt=− 12
où Γ rassemble les nombres quantiques n, l, et j. De cette manière, l’interaction résiduelle à
deux corps s’écrit















[ˆ˜˜cΓc ⊗ ˆ˜˜cΓd]JT−M−MT ,
(3.1)
où Nab = (1 + δΓaΓb)1/2. Au vu de leurs relations de commutation avec le moment cinétique
total et l’isospin total, les opérateurs de création se comportent comme les composantes d’un
opérateur tensoriel irréductible. Il en est de même pour leurs adjoints dès lors qu’ils sont mul-




2−m−mt cˆΓ−m−mt ⇐⇒ cˆΓmmt = (−1)j+
1
2 +m+mt ˆ˜˜cΓ−m−mt . (3.2)
D’autre part, V JTabcd désigne l’élément de matrice de l’interaction effective dans une base ortho-
normée d’états antisymétriques à deux nucléons couplés à un moment cinétique total J et à un
isospin T :


















le vecteur |−〉 représentant le vide de particules. Ces états couplés vérifient
|ΓaΓbJMTMT 〉 = (−1)ja+jb−J−T |ΓbΓaJMTMT 〉 , (3.4)
en conséquence de leur antisymétrisation et des propriétés des coefficients de Clebsch-Gordan.
Ils ne sont ainsi définis que si J + T est impair lorsque les deux nucléons occupent la même
orbite (Γa = Γb). En vertu de l’invariance par rotation et de l’invariance de charge de l’interac-
tion, celle-ci ne couple que des états de moments cinétiques et d’isospins identiques. De plus,
ses éléments de matrice ne dépendent pas de M ni de MT :




V JTbacd = (−1)ja+jb−J−TV JTabcd ; V JTabdc = (−1)jc+jd−J−TV JTabcd , (3.6)
en raison des propriétés (3.4) précédentes des états couplés.
1. De même que pour le spin, nous omettons le nombre quantique d’isospin d’un nucléon t toujours égal à 1/2.
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Dans le but de déterminer la forme souhaitée du hamiltonien, nous suivons ici la démarche
adoptée pour les schémas QMC traditionnels [102], et dont le principe a été brièvement décrit
au début de la section 1.2.2. Commençons ainsi par décomposer l’interaction résiduelle effec-
tive en deux parties respectivement à un et à deux corps. En découplant tout d’abord les mo-
ments cinétiques et les isospins, puis à l’aide de l’identité triviale cˆ†i cˆ
†
j cˆk cˆl = δjkcˆ
†
i cˆl− cˆ†i cˆk cˆ†j cˆl,
nous parvenons aisément à Vˆ effres = Vˆ (1) + Vˆ (2) où Vˆ (1) et Vˆ (2) sont donnés par les expressions
suivantes :
















































Les symboles {......} se rapportent à des coefficients « 6j’s » issus du recouplage des termes
cˆ†i cˆk et cˆ
†
j cˆl par une transformation de Pandya [103]. Définissons alors de nouveaux opérateurs
tensoriels d’annihilation de neutrons et de protons par une relation similaire à (3.2)










les contributions à un corps Vˆ (1) et deux corps Vˆ (2) deviennent immédiatement :
























































Précisons que les facteurs devant les éléments de matrice sont issus des valeurs des coefficients
de couplage en isospin.
L’interaction nucléaire est complètement spécifiée par l’ensemble des éléments de matrice
antisymétriques V JTabcd, utilisés comme données d’entrée de tous codes de modèle en couches
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avec mélange de configurations. Nous sommes néanmoins toujours en droit d’introduire une
interaction fictive supplémentaire à deux corps Wˆ s’exprimant sous une forme identique (3.1),
à l’exception près que ses éléments de matrice W JTabcd sont symétriques :
W JTbacd = −(−1)ja+jb−J−TW JTabcd ; W JTabdc = −(−1)jc+jd−J−TW JTabcd . (3.9)
En effet, cette condition étant incompatible avec une statistique fermionique, elle entraine
Wˆ = 0, ce que l’on prouve d’ailleurs directement sans difficulté. Quels que soient les élé-
ments W JTabcd vérifiant (3.9), les valeurs propres et vecteurs propres du hamiltonien se trouvent
donc inchangés. Les développements permettant d’aboutir à la réécriture (3.8) dans le canal
particule-trou s’appliquent par ailleurs également à Wˆ . Il est de fait possible de remplacer
simplement dans ces équations V JTabcd par V
JT
abcd +W JTabcd. En choisissant alors
W JT=0abcd = V JT=1abcd ; W JT=1abcd = V JT=0abcd ,
ce qui est parfaitement autorisé d’après (3.6), les contributions isovectorielles (U = 1) de la











































V JT=0abcd + V JT=1abcd
)
. (3.12)
En utilisant les propriétés des coefficients « 6j’s » ainsi que (3.6), on montre aisément que
les matrices XK d’éléments XKµν , où µ ≡ (Γa ; Γc) et ν ≡ (Γb ; Γd), sont réelles et symé-
triques. Elle sont en outre diagonales par bloc en conséquence de l’invariance sous une ré-
flexion d’espace ~r → −~r de l’interaction résiduelle. Chaque bloc correspond à une même
parité $ = (−1)la+lc = (−1)lb+ld et sera donc logiquement noté XK$. Dans l’esprit de la






r (Γa; Γc)χK$r (Γb; Γd) ,













avec σ = ±1, nous aboutissons au final à la réécriture désirée du hamiltonien en termes d’une








• l’indice s regroupe l’ensemble des nombres quantiques{K,MK ≥ 0, $, r, σ} ;
• Oˆs = OˆK$MKrσ et ωs = −σλK$r . (3.15)
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où l’on rappelle que εΓ désigne l’énergie de l’orbitale Γ, et où Vˆ (1) est défini par (3.10a,
3.11). Signalons d’autre part que la décomposition du hamiltonien donnée ici n’est aucunement
unique (voir [102]).
Les opérateurs Tˆ et {Oˆs} obtenus présentent la remarquable propriété de ne pas coupler
les sous-espaces des neutrons et des protons. En effet, dans les équations (3.13) et (3.14) se
manifestent seulement des produits en nˆ†nˆ et pˆ†pˆ . La conséquence intéressante et immédiate
sur les méthodes QMC est que les marcheurs peuvent alors être factorisés en deux déterminants
de Slater, un pour chaque espèce de nucléon, sans aucune approximation. L’avantage principal
est que le temps de calcul s’en trouve considérablement réduit puisque les produits matriciels,
qui représentent la source la plus importante de consommation de CPU dans ce type de calculs,
concernent ainsi des matrices dont la dimension est divisée par deux. Par ailleurs, à chaque
ensemble d’indices {K,MK > 0, $, r} sont associées deux valeurs opposées de ωs définies
par (3.15). Comme les dynamiques stochastiques en temps imaginaire présentées au précédent
chapitre (section 1.2) se caractérisent par un terme de diffusion en
√
ωs, les marcheurs mis
en jeu dans les schémas QMC correspondant sont nécessairement formés à partir d’états in-
dividuels à composantes complexes. Hormis pour des interactions résiduelles schématiques,
l’échantillonnage se voit alors généralement contaminé par un problème de phase. La recons-
truction des états propres du modèle en couches exige par conséquent de faire appel à l’une
des approximations discutées au premier chapitre (section 1.3.2) par l’intermédiaire d’un état
d’essai.
3.2 Schémas Monte-Carlo quantiques à champs auxiliaires pour le mo-
dèle en couches
La méthode « Shell Model Monte-Carlo » (SMMC), dont les principaux auteurs sont S. E.
Koonin, D. J. Dean, et K. Langanke, est aujourd’hui la principale approche QMC du modèle
en couches nucléaire [22, 70, 96, 102, 104–111]. Il s’agit en réalité d’une approche standard à
champs auxiliaires. À température nulle et en termes de déterminants de Slater 2, elle repose
ainsi sur la propagation stochastique en temps imaginaire de marcheurs |Φτ 〉 dont les états
individuels évoluent selon l’équation différentielles (1.23) :


















où les matrices T et Os représentent dans l’espace de Hilbert à une particule les opérateurs
à un corps (3.14) et (3.13) construits à la section précédente. Uniquement l’état fondamental
peut être échantillonné dans la limite d’un temps imaginaire infini. Néanmoins, un formalisme
similaire existe pour reconstituer l’état d’équilibre statistique à température finie. Au travers du
calcul de fonctions de réponse, les propriétés des états excités peuvent alors être partiellement
et indirectement déduites, mais une spectroscopie détaillée analogue à celle issue de la diago-
nalisation du hamiltonien n’est en aucun cas accessible. Les études des noyaux de la couche fp
dans leur état fondamental [108], des distributions de force Gamow-Teller [108], des noyaux
super-déformés [109], de l’évolution des corrélations d’appariement avec la température [96],
de la double décroissance β [110], et le calcul des densités de niveaux [111], constituent les
principales applications à ce jour de la méthode SMMC.
Le problème de signe/phase demeure l’obstacle majeur auquel se heurte la reformulation
SMMC. Nous en donnons une illustration sur la figure 3.1 pour le noyau 28Mg de la couche
2. Il est également possible de propager des fonctions d’onde Hartree-Fock-Bogoliubov.
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Figure 3.1 – Évolution de l’énergie moyenne avec l’inverse de la température τ , pour le
noyau 28Mg de la couche sd avec l’interaction réaliste USD. Les cercles bleus et les triangles
rouges dotés de barres d’erreurs sont respectivement les résultats SMMC et « shifted-contour
SMMC », tandis que la courbe noire représente l’énergie exacte. Ces résultats sont issus de la
référence [107].
sd avec l’interaction effective phénoménologique USD [74]. Très rapidement, le rapport si-
gnal sur bruit se dégrade et seules les propriétés thermodynamiques dans le régime à haute
température kBT & 3 MeV peuvent concrètement être reconstruites. Comme nous l’avons dis-
cuté dans le premier chapitre, la croissance exponentielle des erreurs statistiques avec le temps
imaginaire dans les échantillonnages QMC de l’état fondamental |ΨG〉 s’explique par le chan-
gement de phase du recouvrement 〈ΨG|Φτ 〉 au cour du mouvement brownien. Pour des noyaux
pair-pair ou N = Z impair-impair, la propagation stochastique (3.16) garantit en réalité l’ab-
sence de problème de signe/phase avec des interactions résiduelles à deux corps qui, dans le
canal densité-densité, sont caractérisées par des matrices XK$abcd (définies par l’équation (3.12))
admettant des valeurs propres {λK$r } telles que
sgn(λK$r ) = $(−1)K+1 , (3.17)
où rappelons que $ = (−1)la+lc = (−1)lb+ld désigne la parité des couples d’orbites (Γa ; Γc)
et (Γb ; Γd). Cet important résultat, prouvé par G. H. Lang et al. [102, 105], repose sur l’ar-
gumentation générale de la section 1.3 liée à l’existence d’une transformation antilinéaire
T obéissant à T 2 = −1 et sous laquelle l’opérateur stochastique dh gouvernant le mou-
vement (3.16) est invariant. Dans le cadre du modèle en couches, le renversement du temps
répond aux critères requis avec alors T = exp(− ipi~ sy)K~r, où K~r représente l’opérateur de
conjugaison complexe dans la base des états propres de la position d’un nucléon et sy celui
associé la composante de son spin selon l’axe (Oy). Il transforme tout état propre |nljm〉 de
l’oscillateur en |nljm〉 = T |nljm〉 = (−1)l+j−m|nlj − m〉 dès lors que les harmoniques
sphériques ont une phase telle que 3 Y ∗lml = (−1)mlYl−ml . En conséquence, on vérifie immé-
3. Convention de Condon et Shortley.
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Figure 3.2 – Critères de Lang (3.17) pour les hamiltoniens USD (couche sd) et GXPF1A
(couche fp). La figure représente les produits {λK$r $(−1)K+1} dans chaque canal particule-
trou de moment cinétique K. Les valeurs négatives correspondent à des matrices XK$abcd don-
nées par (3.12) associées à des interactions résiduelles donnant potentiellement naissance au
problème de signe/phase.
diatement que les matrices Os sont paires ou impaires sous le renversement du temps selon les
valeurs des nombres quantiques $, K, et σ entrant dans la définition de l’indice s :
O¯s = T OsT −1 = $σ(−1)KOs .
La partie déterministe du mouvement brownien (3.16) est donc T -invariante tandis que la




2ωs)∗dWs$σ(−1)KOs. Sous les conditions de
Lang (3.17) pour les valeurs propres {λK$r }, chacun de ces termes stochastiques retrouve
toutefois sa forme initiale et dh = T dhT −1 = dh. En reprenant alors le raisonnement du
chapitre 1, il apparait que si les états individuels initialement occupés peuvent être groupés en
paires de vecteurs (|φ〉 ; |φ¯〉 = T |φ〉) reliés par le renversement du temps, il en est de même à
tout temps imaginaire τ et un recouvrement réel et positif avec l’état fondamental est de cette
manière assuré pour tout τ . Seuls les noyaux pair-pair ou N = Z impair-impair autorisent le
choix d’un tel déterminant de Slater comme point de départ de la propagation. Avec une inter-
action résiduelle remplissant les conditions (3.17), ces noyaux peuvent donc être appréhendés
sans problème de signe/phase avec l’approche SMMC à température nulle.
Le critère de Lang (3.17) se trouve en réalité être très restrictif et n’est concrètement sa-
tisfait que pour des hamiltoniens schématiques du modèle en couches. Par exemple, l’apparie-
ment entre nucléons identiques ou l’interaction quadrupolaire à l’origine des bandes rotation-
nelles le vérifient. En revanche, aucune des interactions effectives réalistes (USD, KB3 [112],
GXPF1A [75, 76]) habituellement utilisées ne remplit ces conditions. Nous en donnons une
illustration dans les couches sd et fp sur la figure 3.2. Le problème de signe/phase est dans ce
cas inévitable et à ce jour seule une procédure empirique est mise en œuvre pour le contour-
ner [22, 106]. Elle consiste à modifier le hamiltonien en attribuant un facteur ξ aux valeurs
propres λK$r problématiques tandis que les autres se voient pondérées d’une fonction f(ξ) po-
sitive pour ξ < 0 et telle que f(1) = 1 afin de retrouver les interactions réelles dans la limite
ξ = 1. Plusieurs calculs SMMC sont alors menés avec des valeurs ξ < 0 qui garantissent par
construction l’absence de problème de signe/phase. Les observables sont finalement extraites
de ces simulations (non physiques) par extrapolation vers ξ = 1 en supposant un comportement
linéaire ou quadratique avec ξ. Au jour d’aujourd’hui, aucun test de cette technique n’a été, à
notre connaissance, présenté dans le régime des hautes températures pour lequel le problème
de signe/phase avec le hamiltonien original n’est pourtant pas rédhibitoire. Seule une compa-
raison avec les résultats provenant de la diagonalisaion complète dans la couche de valence fp
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pour le noyau de 54Fe a été réalisée [106] : dans ce cas, la méthode d’extrapolation semble
en mesure de converger vers les valeurs exactes. Il faut toutefois noter que les valeurs propres
{λK$r } dominantes (en valeur absolue) pour les principales interactions utilisées vérifient la
condition de Lang (3.17), comme le montre la figure 3.2, et correspondent donc à des canaux
exempts de problème de signe/phase.
De façon générale, la technique d’extrapolation décrite ci-dessus ne nous semble pas appa-
raître comme une solution satisfaisante : son application au modèle de Hubbard, décrivant des
électrons sur un réseau et considéré comme le modèle de référence pour l’étude du problème
de signe/phase, conduit d’ailleurs à des résultats totalement erronés [113].
Dans l’optique d’étendre l’applicabilité de l’approche SMMC, un nouvel échantillonnage
a été proposé en 2007 sur la base d’une réécriture du hamiltonien en « décalant » chaque opé-




































Nous renvoyons à la référence [107] pour une présentation détaillée de la méthode QMC à tem-
pérature finie qui résulte de cette procédure 4. Les premiers résultats obtenus dans le cadre du
modèle en couches avec des interactions effectives réalistes dans les espaces sd et fp semblent
révéler une très importante stabilisation de la propagation stochastique en temps imaginaire.
Une illustration en est donnée sur la figure 3.1 pour le noyau 28Mg où des températures de
l’ordre de kBT ∼ 0.5 MeV peuvent alors être atteintes sans perte de contrôle des erreurs
statistiques. Un comportement similaire est observé en chimie quantique où la méthode a été
suggérée pour la première fois [114–116]. Cependant, les travaux effectués dans ce contexte
ont montré que les schémas QMC traditionnels déduits de la réécriture (3.18) ne solutionnent
pas le problème de signe/phase mais retarde simplement son émergence, ce qui peut permettre
d’accéder à des températures suffisamment basses pour que le système soit quasiment dans
son état fondamental. En physique nucléaire, les calculs QMC basés sur l’expression (3.18) de
Hˆ ne sont toujours pas publiés et leur validité est remise en cause dans un rapport interne du
laboratoire Lawrence Livermore National Laboratory [117].
Une première tentative pour obtenir la spectroscopie « yrast » des noyaux dans le cadre d’un
traitement QMC du modèle en couches a été plus récemment proposée par G. Puddu [118–
121]. Elle repose sur la même dynamique en temps imaginaire que l’approche SMMC (équa-
tion (3.16)), mais les marcheurs y sont projetés sur les nombres quantiques de moment ciné-
tique J et M ou bien uniquement M . En général, cette méthode se heurte de nouveau à une
explosion des erreurs statistiques due au problèmes de signe/phase et seules des interactions
résiduelles schématiques ont pu être considérées.
Actuellement, la méthode « Monte-Carlo Shell Model » développée par T. Otsuka et al.
est la seule en mesure de déterminer la spectroscopie de noyaux pour lesquels la diagonalisa-
tion directe du hamiltonien dans l’espace de toutes les configurations accessibles est impos-
sible [122–127]. Cette approche ne s’apparente toutefois pas à un échantillonnage QMC des
états « yrast » au sens exposé au chapitre 1, c’est-à-dire au travers de la moyenne de marcheurs
suivant un mouvement brownien déduit du hamiltonien. En effet, la dynamique (3.16) y est
seulement employée pour construire un sous-espace formé par un petit nombre de détermi-
nants de Slater et à l’intérieur duquel est effectuée une diagonalisation du hamiltonien après
projection sur les nombres quantiques J ,M , etc. souhaités. Seuls sont retenus les déterminants
pertinents en recherchant à chaque étape, parmi une population de marcheurs de taille fixée,
4. Cette méthode est connue sous le nom de « Shifted-Contour Shell Model Monte-Carlo ».
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celui qui conduit à la diminution ∆E la plus significative de l’énergie. A priori, aucune mani-
festation directe du problème de signe/phase n’apparaît donc dans cette méthode. Néanmoins,
l’émergence de marcheurs collectivement orthogonaux à l’état recherché, qui est à l’origine de
la divergence des erreurs statistiques dans les approches standard à champs auxiliaires du type
SMMC, est ici susceptible de se traduire par des gains en énergie ∆E très faibles au fur et à
mesure que des déterminants sont inclus pour enrichir le sous-espace de travail. En d’autres
termes, on ne peut a priori exclure une réminiscence du problème de signe/phase au travers
d’une convergence extrêmement lente vers l’état exact. Malgré cette limitation potentielle, la
structure de noyaux jusqu’alors inaccessibles a pu être élucidée comme par exemple la coexis-
tence de forme du 56Ni [125], ou la disparition de magicité des noyaux exotiques autour de
N = 20 en prenant en compte à la fois la couche sd et une partie des orbites de la couche
fp [126].
3.3 Approximation des chemins contraints
La qualité de l’approximation de champ moyen enchevêtré par les symétries, présentée
au chapitre précédent, incite à initier la propagation en temps imaginaire avec les états varia-
tionnels |ΨJMSEMF〉 correspondants. En effet, dans les méthodes à température nulle, le temps
τ requis pour converger vers l’état fondamental est d’autant plus faible que le point de départ
est pertinent. La performance de l’échantillonnage QMC s’en trouve alors considérablement
renforcée puisque les fluctuations statistiques et le problème de signe/phase s’amplifient rapi-
dement avec τ . En outre, l’approche SEMF pouvant être appliquée à toutes les représentations
irréductibles du groupe de symétrie du hamiltonien, une reconstruction QMC de la spectro-
scopie « yrast » des noyaux sera ainsi accessible et constituera une première étape dans le
développement d’une méthodologie alternative à la diagonalisation dans l’espace de toutes les
configurations permises.
Dans ce contexte, l’énergieEJG d’un état « yrast » |ΨJMG 〉 de moment cinétique 5 J peut être
déterminée via l’estimateur mixte (1.47) du hamiltonien au terme de la propagation pendant



















MK |Φ〉 des états SEMF, où |Φ〉 désigne le détermi-
nant de Slater de référence, et les propriétés (2.35) des opérateurs de « passage » Pˆ JMK entre





















KK′ |Φ〉 , (3.20)
l’état d’essai pour le calcul QMC de l’énergie que la relation (3.19) met en exergue. Numéri-
quement, l’évaluation de (3.19) avec un schéma stochastique exact risquerait de se heurter à
5. Le raisonnement se généralise immédiatement aux autres nombres quantiques (isospin, parité, etc.) qui ca-
ractérisent les états stationnaires du noyau.
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la convergence vers une forme indéterminée « 0/0 » pour un moment cinétique J différent de
celui de l’état fondamental |ΨG〉 du noyau. En effet, le déterminant |Φ〉 ne respecte aucune des
symétries du hamiltonien et sa propagation exp
(−τHˆ)|Φ〉 sur une longue durée τ → +∞ tend
donc vers |ΨG〉. Dès lors, le recouvrement avec le vecteur d’essai |ΨJT 〉 sera proche de zéro si
les deux états ne se transforment pas selon la même représentation irréductible. Néanmoins,
avec des interactions réalistes, une reproduction exacte de l’évolution en temps imaginaire est
utopique à cause du problème de signe/phase. Les différents schémas de contrôle présentés
au chapitre 1 contraignent alors le mouvement brownien de façon à avoir une population de
marcheurs ayant collectivement un recouvrement réel et positif avec l’état test considéré. En
conséquence, le calcul QMC de l’énergie (3.19) ne peut être mis en échec, mais il conduira
à une valeur approchée. L’approximation à l’état « yrast » |ΨJMG 〉 obtenue de la sorte par le






MK e˜−τHˆ |Φ〉 , (3.21)
où l’état |ΨJT 〉 défini par (3.20) est utilisé pour contrôler le problème de phase dans la propaga-
tion en temps imaginaire.
En incorporant dans la dynamique des marcheurs |Φτ 〉 un échantillonnage préférentiel
avec 〈ΨJT |Φτ 〉 pour distribution d’importance, l’énergie E˜JG sera reconstruite conformément










〈ΨJT |Hˆ e˜−τHˆ |Φ〉





















−dτRe〈Hˆ〉ΨJT ,Φτ)max{0 ; cos(dθ)} ; Π˜0 = 〈ΨJT |Φ〉 , (3.23)
où dθ est la variation de la phase du recouvrement avec l’état d’essai, c’est-à-dire





Enfin, les marcheurs sont factorisés en un produit |Φτ 〉 = |Φnτ 〉|Φpτ 〉 de déterminants de Sla-
ter pour les neutrons et protons de valence dont les états individuels suivent un mouvement

























|φxn,τ=0〉 = |φxn〉 ,
(3.24)
où n = 1→ Nv pour les neutrons (x = n), n = 1→ Zv pour les protons (x = p) de valence.
L’expression des matrices Os, est la même pour chaque espèce de nucléon et se déduit de la
définition (3.15, 3.13) introduite pour écrire Hˆ en termes d’une forme quadratique d’opérateurs
à un corps.
Les observables d’intérêt pour le modèle en couches sont des opérateurs tensoriels irré-
ductibles Aˆkq. Dans un état ayant des nombres quantiques J et M bien définis, seules les
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composantes q = 0 ont des valeurs moyennes non nulles. Avec l’approche QMC que nous
venons de décrire, aucune d’entre elles n’est assurées d’être exactes dans la limite τ → +∞
— à l’exception évidemment du carré ~ˆJ 2 du moment et de sa composante Jˆz — en raison
de l’approximation des chemins contraints. Au mieux, nous pourrions effectivement espérer





en faisant appel à deux populations indépendantes de
marcheurs pour reconstruire le bra 〈Ψ˜JMG | et le ket |Ψ˜JMG 〉. Comme nous l’avons précisé à la
fin du premier chapitre, une telle démarche est contaminée par de très grandes fluctuations sta-
tistiques et n’est jamais mise en œuvre. De ce fait, Nous nous limiterons ici à la détermination
























− 〈Aˆk0〉ΨJMSEMF . (3.26)
Dans le cadre du schéma QMC à dynamique guidée que nous utilisons, et compte tenu de la
























Pour une observable scalaire, telle que les nombres d’occupation des couches (nlj), le cal-






















Dans les autres cas, il n’est plus possible de commuter l’observable Aˆkq avec l’opérateur de
« passage » Pˆ JMK′ dans (3.27) et une double intégration sur les angles d’Euler se révèle a
priori nécessaire. Ayant déjà rencontré une telle situation dans le cadre de l’approximation
SEMF en 2.4, nous emprunterons la même démarche mais en cherchant cette fois à ce que les
opérateurs de « passage » Pˆ JKK′ agissent seulement sur le bra |Φ〉. La raison en est purement
pratique : les orbitales des déterminants RˆΩ|Φ〉 pourront de cette manière être stockées en
mémoire, pour chaque jeu d’angles Ω du réseau de points d’intégration, et être employées à
tout instant durant la propagation en temps imaginaire. Dans ce but, recourons tout d’abord le




Dk∗0q (Ω) RˆΩAˆkq ,
où Dk désigne la matrice D de Wigner pour le moment cinétique k. De plus, le théorème de


















〈J,M, k, 0|I,M1〉〈J,K ′, k, q|I,M2〉Pˆ IM1M2Aˆkq .
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Une fois cette expression multipliée à gauche par Pˆ JKM , les sommes portant sur les indices I
et M1 disparaissent en vertu de (2.35). D’autre part, le second coefficient de Clebsch-Gordan
〈J,K ′, k, q|I,M2〉 apparaissant ci-dessus est non nul seulement pour des valeurs de q et M2
telles que K ′ + q = M2. Finalement,
Pˆ JKM Aˆk0Pˆ
J
MK′ = 〈J,M, k, 0|J,M〉
k∑
q=−k
〈J,K ′, k, q|J,K ′ + q〉Pˆ JK,K′+qAˆkq .
L’estimateur mixte (3.27) pour la valeur moyenne de la composante Aˆk0 dans l’état « yrast »























où nous avons posé





K′〈J,K ′, k, q|J,K ′ + q〉Pˆ JK,K′+qAˆkq . (3.29b)
Pour conclure, précisons que les estimateurs locaux présents dans les relations (3.22, 3.23,
3.24, 3.28, 3.29), c’est-à-dire tous les termes faisant intervenir un opérateur et un marcheur,
sont à nouveau aisément évalués grâce au théorème de Wick étendu aux éléments de matrice
entre déterminants de Slater [36] et rapidement présenté au chapitre deux (au début de la sec-
tion 2.2.2).
3.4 Mise en œuvre numérique
Les principaux points délicats de l’implémentation de la méthode QMC qui vient d’être ex-
posée résident dans la résolution numérique des équations différentielles stochastiques (3.24),
et dans la simulation de la loi de distribution des poids (3.23) des marcheurs. Nous détaillons
dans cette section les algorithmes mis en œuvre pour y parvenir.
3.4.1 Discrétisation des équations différentielles stochastiques
Nous adoptons la méthode la plus généralement utilisée qui passe par une reformulation
de la dynamique des orbitales reposant sur la décomposition de Hubbard-Stratonovich [49,50].
Dans l’approche Monte-Carlo quantique standard à champs auxiliaires, le mouvement en temps












Pour ∆τ suffisamment petit, le propagateur exp
(−∆τHˆ) peut se factoriser via l’approximation
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La décomposition de Hubbard-Stratonovich permet alors de linéariser le terme quadratique,
c’est-à-dire de réduire l’exponentielle d’un opérateur à deux corps en une intégrale d’exponen-



















Introduisons donc un vecteur ~η constitué d’un ensemble de variables ηs appelées champs auxi-
liaires et distribuées selon une loi gaussienne exp(−η2s/2)/
√
2pi. Soit par ailleurs un propaga-
















Les opérateurs Tˆ et {Oˆs} étant tous à un corps, Uˆ transforme un déterminant de Slater |Φτ 〉 en
un autre déterminant intervenant dans la reconstruction de l’état du temps τ + ∆τ :
|Φτ+∆τ 〉 = Uˆ(~η)|Φτ 〉 .
Par conséquent, l’état obtenu par propagation exacte de |Φτ 〉 peut se réinterpréter en termes de







d~η p(~η) Uˆ(~η)|Φτ 〉 = E[|Φτ+∆τ 〉] . (3.31)
où l’élément d~η = ∏s dηs et p(~η) = ∏s exp(−η2s/2)/√2pi. Nous retrouvons finalement une
version discrétisée, mais totalement équivalente, de l’équation (1.22). Il est en effet facile de vé-
rifier que les orbitales des marcheurs sont ainsi soumises à la dynamique régie par les équations
différentielles stochastiques (1.23) précédemment établies. Lorsque le pas de temps est suffi-
samment petit pour être considéré comme un élément dτ , les grandeurs ∆Ws tendent quant
à eux vers des incréments infinitésimaux dWs de processus de Wiener indépendants dans le
formalisme d’Ito du calcul stochastique. Dans cette limite, les états individuels formant un
marcheur à la date τ + dτ sont au premier ordre en dτ ,
















































soit exactement ceux découlant d’une variation selon les équations (1.23).
Cette approche s’étend immédiatement à la dynamique guidée (1.35) qui se distingue
des considérations précédentes uniquement par une contribution déterministe supplémentaire,





avec l’état d’essai |ΨT 〉. De cette manière, les mar-


























Dans le cadre du modèle en couches nucléaire, lorsque l’espace de valence considéré contient
des orbites nlj dont les moments cinétiques j sont tous différents, la matrice T s’avère dia-
gonale et l’application du propagateur exp(−∆τ2 T ) est alors triviale et exacte. Le terme lié
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aux opérateurs Oˆs est lui appliqué par un développement en série de l’exponentielle que nous
avons choisi d’arrêter au cinquième ordre. Enfin, remarquons qu’afin d’optimiser ces produits
matriciels à répétition, il est possible de tirer partie du fait qu’un grand nombre des éléments
de T et des Os sont nuls en faisant appel à une routine de multiplication dédiée aux matrices
creuses.
3.4.2 Simulation de la distribution des marcheurs selon leur poids et estimation des
observables
L’évaluation directe des estimateurs mixtes (3.22, 3.28, 3.29) d’observables est en général
très peu efficace en raison de la croissance exponentielle des poids Π˜τ des marcheurs avec
le temps imaginaire. Ce problème peut toutefois être aisément contourné en échantillonnant
les réalisations |Φτ 〉 selon leur poids Π˜τ . Dans ce contexte, l’algorithme le plus couramment
sollicité est celui de Metropolis-Hastings [130, 131]. Il repose sur la génération de deux tra-
jectoires
{|Φτ 〉, τ = 0 → τf} et {|Φ′τ 〉, τ = 0 → τf} proches au travers de l’utilisation de
champs auxiliaires {ηs} et {η′s} légèrement différents à chaque pas du mouvement brownien.
Par exemple, on peut choisir η′s =
√
1− ξ2ηs + ξχs où ξ est un paramètre fixé pour optimiser
la simulation et χs une variable aléatoire normalement distribuée avec une moyenne nulle et
une variance unité. Au temps final τf , les poids Π˜τf et Π˜′τf des deux réalisations sont compa-
rées et la nouvelle trajectoire {|Φ′τ 〉} est acceptée avec la probabilité Π˜′τf /Π˜τf . Habituellement,
ξ est ajusté pour que le taux de rejet soit de l’ordre de 50 %. L’inconvénient d’un tel schéma
Metropolis-Hastings se situe dans la nécessité de se donner une cible τf en temps imaginaire si
bien que seules les observables à cette date sont accessibles. Notons qu’une nouvelle version de
l’algorithme a toutefois été récemment suggérée pour s’affranchir de cette restriction et donc
pour reconstruire régulièrement les observables au cours d’une unique simulation [132].
Alternativement, l’échantillonnage selon les poids des trajectoires peut être réalisé au tra-
vers des méthodes de reconfiguration stochastique développées dans le cadre d’approches
QMC basées sur les fonctions de Green. L’idée centrale est alors de cloner les marcheurs à
poids élevé et de supprimer ceux à poids faible. Cette procédure est appliquée régulièrement au
cours du mouvement, avant que la variance des poids ne devienne trop importante. Il en résulte
de fait un nombre variable de marcheurs biaisant le calcul des valeurs moyennes. Néanmoins,
une variante de cette méthode de reconfiguration a été proposée en physique de la matière
condensée [133] pour éliminer le biais précédent en maintenant fixe au cours du temps ima-
ginaire le taille de la population de marcheurs. Nous détaillons ici cet algorithme qui a été
implémenté pour nos calcul Monte-Carlo de modèle en couches. Considérons une population
formée de M marcheurs {|Φ(m)〉}, chacun associé à un poids Π˜(m), m = 1 → M . Au bout
d’un temps que nous noterons ∆τr, une redistribution des marcheurs est réalisée. Elle génère
une nouvelle population {|Φ(m′)〉}, m′ = 1 → M , construite en choisissant des marcheurs






tel qu’illustré par la figure 3.3. Pour cela, un nombre zm′ = (xm′+m′−1)/M de loi uniforme
dans [(m′ − 1)/M ;m′/M [ est tout d’abord tiré pour chaque marcheur. Une table (m ↔ m′)
assignant un nouveau marcheur d’indice m′ à chacun de ceux formant la population de départ
est ensuite créée en appliquant la procédure suivante [134] :
• initialisations psum = p1 et m = 1 ;
• pour chaque m′ = 1→M :
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Figure 3.3 – Illustration du principe du schéma de reconfiguration stochastique à nombre de
marcheurs M fixé. Le segment vert, découpé en parties de tailles pm, représente la popu-
lation des marcheurs avant application de l’algorithme. Les nouveaux marcheurs possèdent
tous des poids identiques, le segment bleu les caractérisant est donc équitablement parti-
tionné. Ils sont choisis parmi les marcheurs initiaux en tirant des nombres aléatoires uniformes
zm′ ∈ [(m′ − 1)/M ;m′/M [ qui permettent de générer une table (en rouge) établissant une
correspondance entre les deux populations. Dans cet exemple, les marcheurs numérotés 3, 5, et
M ne se retrouvent pas dans la nouvelle population en raison de la faible probabilité pm qu’ils
ont d’être sélectionnés, ni le marcheur 6 dont le poids est nul. À l’opposé, les marcheurs 4 et
M − 1 sont dupliqués.
◦ tant que zm′ < psum :
– k ← m+ 1 ,
– psum ← psum + pm ,
◦ sauvegarde de m et m′
• application de la correspondance (m↔ m′) à la population de marcheurs ;
• initialisation des poids {Π˜(m′)} des nouveaux marcheurs à l’unité.
De cette façon, les marcheurs conduisant au problème de phase se trouvent automatiquement
filtrés à chaque application de l’algorithme puisque leur poids est strictement nul. De plus,
si tous les états originaux sont équiprobables, la population est inchangée. Il est par ailleurs
important de remarquer que le schéma de reconfiguration ne modifie en rien les moyennes
statistiques dès lors que la taille M de la population est suffisamment grande pour que l’échan-
tillonnage (3.33) de la loi de probabilité des poids soit significatif. Néanmoins, des corrélations
statistiques entre les marcheurs de la nouvelle population sont générées suite au processus
de duplication/rejet. Leur prise en compte est nécessaire si les erreurs statistiques sur les ob-
servables sont évaluées à partir d’un unique ensemble de marcheurs. Nous avons privilégié
une autre démarche consistant à réaliser plusieurs simulations indépendantes avec chacune un




〉(mix) par souci de légèreté, se déduit alors de ses valeurs 〈Aˆ〉(mix)
p
reconstruites
































Dans la partie suivante, nous montrons l’influence des différents paramètres introduits pour
mettre en pratique la méthode QMC proposée.
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3.4.3 Influence des différents paramètres de simulation
Résumons tout d’abord l’algorithme sous-jacent à notre approche Monte-Carlo quantique
à chemins contraints. Après avoir choisi un nombre de marcheurs M par population, un pas de
temps imaginaire ∆τ , une période de reconfiguration ∆τr et un temps imaginaire final τf tous
deux proportionnels à ∆τ , nous procédons comme suit :
• Partant du déterminant de Slater |Φ〉 de la solution SEMF, les orbitales {|φn,Ω〉} des
déterminants |ΦΩ〉 = RˆΩ|Φ〉 transformés par rotation sont construites puis stockées
en mémoire pour chaque angle d’Euler, en suivant la même méthode de discrétisation
qu’à la section 2.3 et résumée par l’équation (2.38).
Propagation : Pour chaque population
• Les états individuels desM marcheurs sont initialisés par ceux formant le déterminant
|Φ〉 de l’approximation SEMF, soit |φ(m)n,τ=0〉 = |φn〉, et leurs poids à l’unité.
• Propagation d’un pas de temps (τ → τ + ∆τ ). Pour chaque marcheur :




sont calculées pour le marcheur |Φ(m)τ 〉 du temps τ ;
◦ Autant de bruits blancs {ηs} indépendants (nombres aléatoires de loi gaussienne
centrée réduite) que d’opérateur Oˆs sont générés en faisant appel à l’algorithme de
Box-Muller [135] ;
◦ Les orbitales sont propagées par application de l’opérateur d’évolution stochastique
Uˆ(~η) (équation (3.32)) pour obtenir le marcheur |Φ(m)τ+∆τ 〉 = Uˆ(~η)|Φ(m)τ 〉 ;
◦ La variation de phase ∆θ du recouvrement entre le marcheur et l’état d’essai durant
le pas ∆τ est évaluée ;
◦ Si |∆θ| < pi/2 le poids du marcheur est multiplié par exp
(
−∆τRe〈Hˆ〉ΨJT ,Φτ)× cos(∆θ), dans le cas contraire il est mis à zéro ;
◦ L’estimateur mixte au temps imaginaire courant τ + ∆τ de l’énergie pour la popu-
lation est mis à jour selon (3.22) ;
◦ Si le temps imaginaire final τf est atteint, un calcul similaire est effectué pour les
observables souhaitées au travers des expressions (3.28, 3.29) ;
• Si le temps imaginaire atteint est un multiple de ∆τr l’algorithme de reconfiguration
stochastique est appliqué.
Analyse :
• Les valeur moyennes finales et les erreurs statistiques associées sont obtenues en pre-
nant en compte l’ensemble des populations respectivement suivant les formules (3.34)
et (3.35).
• Des estimateurs extrapolés peuvent alors être calculés.
Cette implémentation numérique offre de plus la possibilité de réduire les erreurs statistiques
en ajoutant à volonté les résultats de nouvelles populations à ceux déjà acquis, et ce sans avoir
à recommencer complètement un calcul avec un nombre plus élevé de marcheurs. Précisons
enfin que le temps imaginaire τf final doit être choisi assez grand pour que la population glo-
bale représente effectivement un échantillonnage de l’état fondamental du secteur de symétrie
considéré.
Dans le but d’apprécier la sensibilité des résultats vis-à-vis des différents paramètres, nous
avons confronté les énergies déterminées par la procédure décrite ci-dessus pour plusieurs va-
leurs des pas de temps ∆τ , ∆τr et de la taille M des populations, à celle issue de la diagonali-
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Figure 3.4 – Étude de l’influence des différents paramètres des simulations QMC pour l’état
fondamental J = 0 du noyau 28Mg de la couche sd avec l’interaction USD. Les énergies en
fonction du temps imaginaire sont représentées pour différents pas de temps ∆τ (en haut),
différentes tailles de population M (au milieu), et différents pas de temps de reconfiguration
∆τr (en bas), obtenues en moyennant les résultats de P = 50 populations.
sation exacte du hamiltonien par le code ANTOINE [80–82], pour l’état fondamental (J = 0)
du noyau 28Mg de la couche sd avec l’interaction effective USD [74]. Les résultats de ces tests
ont été obtenus en utilisant P = 50 populations et sont regroupés sur la figure 3.4. Nous no-
tons tout d’abord une très rapide convergence vers l’énergie « yrast » qui illustre de nouveau
la qualité de l’approximation SEMF utilisée pour initier le mouvement brownien. En outre, le
problème de signe/phase apparaît bien sous contrôle puisqu’aucune explosion des fluctuations
statistiques n’est constatée au cours de l’évolution en temps imaginaire. Le panneau supérieur
montre que pour un pas de temps de 0.1 MeV−1, une erreur systématique commence à émer-
ger. Elle s’explique par l’approximation de Trotter-Suzuki (équation (3.30)) utilisée dans le
schéma de discrétisation des équations différentielles stochastiques et dont la validité se limite
au seconde ordre en ∆τ . Concernant l’influence de la taille de la population, les énergies pour
M = 100 et M = 200 marcheurs sont en accord aux erreurs statistiques près, tandis qu’une
légère déviation est observée pour M = 50. Dans le cas d’un nombre M de marcheurs trop
faible, l’échantillonnage (3.33) de la distribution des poids est en effet trop grossier et induit
un biais. Enfin, sur le panneau inférieur, nous constatons que la variation du pas de temps de
reconfiguration n’impacte pas vraiment les résultats. Remarquons toutefois que les fluctuations
statistiques sont plus importantes avec ∆τr = 0.25 MeV−1 en conséquence d’une plus grande
dispersion des poids des marcheurs dont la croissance est exponentielle avec le temps imagi-
naire. Au regard de ces observations, nous utiliserons par la suite systématiquement le même
ensemble de paramètres, à savoir un pas de temps imaginaire ∆τ = 0.01 MeV−1, une période
de reconfiguration ∆τr = 0.1 MeV−1, et des populations contenant M = 100 marcheurs.
En outre, tous les résultats présentés seront obtenus en moyennant entre P = 30 et P = 50
populations.
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Figure 3.5 – Spectres « yrast » des noyaux 28Mg, 26Al et 27Na de la couche sd avec l’interaction
USD. En noir à droite et en rouge à gauche sont respectivement reportés les niveaux d’énergie
exacts provenant du code ANTOINE et ceux obtenus par la méthode SEMF. Les résultats
QMC sont situés au centre en bleu, la zone plus claire autour de chaque niveau représentant les
erreurs statistiques. Les nombres entre parenthèses correspondent au spin J ou au couple spin
et isospin (J, T ) pour le 26Al.
3.5 Premiers résultats dans les couches sd et fp
Nous nous focaliserons dans un premier temps sur les trois noyaux de la couche sd pré-
cédemment considérés, le noyau pair-pair 28Mg, le noyau N = Z impair-impair 26Al, et le
noyau impair 27Na. La figure 3.5 donne les spectres « yrast » obtenus pour l’interaction effec-
tive réaliste USD, par l’approximation SEMF (pour rappel), par la méthode QMC à chemins
contraints, et par diagonalisation via le code ANTOINE. Concernant les états T = 1 du 26Al,
nous avons une fois encore fait appel à l’invariance de charge de l’interaction en effectuant les
calculs pour son noyau isobarique analogue 26Mg. Les énergies QMC sont de nouveau asso-
ciées à des erreurs statistiques contrôlées quel que soit le noyau, contrairement à l’approche
traditionnelle SMMC (voir la figure 3.1). Ces résultats mettent finalement en exergue que la
reformulation QMC à chemins contraints conduit à une approximation tout-à-fait excellente de
la spectroscopie des trois noyaux en question, la différence maximale entre les énergies exactes
et celles déterminées se situant aux alentours de 0.2 MeV, soit 0.003 % d’erreur relative. Une
telle précision est d’ailleurs particulièrement remarquable concernant le noyau impair 27Na.
Rappelons en effet que pour de tels noyaux la méthode SMMC traditionnelle ne peut échapper
au problème de phase quand bien même l’interaction résiduelle satisfait aux critères de Lang
(voir section 3.2).
Les observables auxquelles nous nous sommes intéressés dans nos calculs QMC sont les
mêmes que pour l’approche variationnelle de champ moyen enchevêtré par les symétries à la
section 2.4 :
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Dans tous les cas considérés, l’isospin carré moyen se révèle exact à 10−7 près environ. Par
conséquent, pour les noyaux N = Z, les estimateurs des valeurs moyennes d’un opérateur
isovectoriel dans un état T = 1 seront déterminés à partir de ceux pour son isobarique analogue,
selon la méthode décrite à la section 2.4.
Pour les mêmes états des trois noyaux 28Mg, 26Al, et 27Na que dans les spectres 3.5,
les estimateurs mixtes (3.25) et extrapolés (3.26) de ces observables sont reportés sur les fi-
gures 3.6, 3.7 et 3.8. Les résultats obtenus sont d’assez bonne qualité, mais se montrent tout
de même décevants. Aucune amélioration significative de l’approche variationnelle SEMF
n’est concrètement constatée à l’issue de la propagation QMC pour les observables ne com-
mutant pas avec le hamiltonien (alors qu’à l’opposé l’isospin carré moyen est exact). L’uti-









= 〈Ψ˜JMG |Aˆ|Ψ˜JMG 〉 au travers d’une évolution en temps imaginaire à la fois du ket
SEMF et du bra devra être envisagée à l’avenir.
Nous avons finalement considéré le noyaux de Nickel 56 de la couche fp avec l’interaction
GXPF1A [75, 76], noyau pour lequel la diagonalisation de la matrice hamiltonienne par le
code ANTOINE nous est inaccessible au laboratoire en raison de la dimension rédhibitoire
de l’espace des états. Les énergies exactes des trois premiers états indiquées sur la figure 3.9
ont été extraites de la référence [136]. Pour ce noyau qui présente en même temps le plus
grand espace de valence et le plus grand nombre de nucléons traités, les énergies de liaisons
obtenus par le schéma QMC à chemins contraints s’accordent toujours remarquablement avec
les valeurs exactes. L’écart relatif entre les deux spectres tout comme les erreurs statistiques
sont effectivement du même ordre que pour les noyaux de la couche sd précédents. Notons
que la qualité avec laquelle les observables autres que l’énergie sont reconstruites ne peut être
appréciée étant donné que la référence [136] ne contient pas leurs valeurs exactes.
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Figure 3.6 – Compilation des différentes observables considérées pour le noyau 28Mg de la
couche sd. Au temps imaginaire τf = 2 MeV−1 sont indiqués respectivement en bleu et vert les
estimateurs mixte et extrapolé, les zones plus claires à l’extrémité de chaque barre représentant
les erreurs statistiques. Sont également données les valeurs exactes issues du code ANTOINE
et celles obtenues à l’approximation variationnelle SEMF en noir et rouge à titre comparatif.
Le panneau supérieur contient les nombres d’occupation normalisés à 2j+ 1 pour les neutrons
et celui du centre pour les protons. Les charges électriques effectives et facteurs-g utilisés
pour les moments multipolaires, reportés sur la partie inférieure de la figure, sont les mêmes
que précédemment à savoir : eeff = 0.49e, gl = 0.036, gs = −3.875 pour les neutrons, et
eeff = 1.29e, gl = 1.03, gs = 5.586 pour les protons.
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Figure 3.7 – Compilation des différentes observables considérées pour le noyau 26Al de la
couche sd. Au temps imaginaire τf = 2 MeV−1 sont indiqués respectivement en bleu et vert les
estimateurs mixte et extrapolé, les zones plus claires à l’extrémité de chaque barre représentant
les erreurs statistiques. Sont également données les valeurs exactes issues du code ANTOINE
et celles obtenues à l’approximation variationnelle SEMF en noir et rouge à titre comparatif.
Le panneau supérieur contient les nombres d’occupation normalisés à 2j + 1 (qui sont égaux
pour les neutrons et les protons). Les charges électriques effectives et facteurs-g utilisés pour
les moments multipolaires, reportés sur la partie inférieure de la figure, sont les mêmes que
précédemment à savoir : eeff = 0.49e, gl = 0.036, gs = −3.875 pour les neutrons, et eeff =
1.29e, gl = 1.03, gs = 5.586 pour les protons.
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Figure 3.8 – Compilation des différentes observables considérées pour le noyau 27Na de la
couche sd. Au temps imaginaire τf = 2 MeV−1 sont indiqués respectivement en bleu et vert les
estimateurs mixte et extrapolé, les zones plus claires à l’extrémité de chaque barre représentant
les erreurs statistiques. Sont également données les valeurs exactes issues du code ANTOINE
et celles obtenues à l’approximation variationnelle SEMF en noir et rouge à titre comparatif.
Le panneau supérieur contient les nombres d’occupation normalisés à 2j+ 1 pour les neutrons
et celui du centre pour les protons. Les charges électriques effectives et facteurs-g utilisés
pour les moments multipolaires, reportés sur la partie inférieure de la figure, sont les mêmes
que précédemment à savoir : eeff = 0.49e, gl = 0.036, gs = −3.875 pour les neutrons, et
eeff = 1.29e, gl = 1.03, gs = 5.586 pour les protons.
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Figure 3.9 – Compilation des différentes observables considérées pour le noyau 56Ni de la
couche fp. Au temps imaginaire τf = 1 MeV−1 sont indiqués respectivement en bleu et vert
les estimateurs mixte et extrapolé, les zones plus claires représentant les erreurs statistiques.
Sont également données les valeurs exactes (pour l’énergie) issues de la référence [136] et
celles obtenues à l’approximation variationnelle SEMF en noir et rouge à titre comparatif. Le
panneau supérieur droit contient les nombres d’occupation normalisés à 2j+ 1 (qui sont égaux
pour les neutrons et les protons). Les charges électriques effectives et facteurs-g utilisés pour les
moments multipolaires, reportés sur la partie inférieure droite de la figure, sont les mêmes que
précédemment à savoir : eeff = 0.5e, gl = 0, gs = −3.826 pour les neutrons, et eeff = 1.5e,
gl = 1, gs = 5.586 pour les protons.
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CHAPITRE4
Ouverture vers les systèmes
électroniques fortement corrélés
OUTRE la structure nucléaire, nous abordons dans ce mémoire le traitement stochastique
des systèmes d’électrons sur réseau décrits par le hamiltonien de Hubbard. Ce modèle, supposé
fournir une description minimale des cuprates supraconducteurs, offre également un cadre de
référence pour tester la performance de nouvelles approches QMC dans la mesure où les mé-
thodes conventionnelles à champs auxiliaires y sont en général mises en échec par un sévère
problème de signe.
Nous nous concentrerons ici sur des échantillonnages récemment proposés qui garantissent
des poids positifs pour chaque réalisation quels que soient le dopage du réseau et le couplage
sur site entre les électrons. Nous montrerons que ces schémas s’avèrent en réalité sous-tendus
par un mouvement brownien à dynamique guidée similaire à celui étudié tout au long du mé-
moire. Les erreurs systématiques constatées pour de petits « clusters », où une diagonalisation
exacte du hamiltonien est possible, seront interprétées comme une conséquence d’une variance
infinie de l’erreur sur l’état exact à N -corps.
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Figure 4.1 – Diagramme de phase typique (à gauche) et structure cristalline schématique (à
droite) des matériaux supraconducteurs à haute température critique. Les acronymes AF, SC, et
PG signifient respectivement phase antiferromagnétique, supraconductrice, et de pseudo-gap.
4.1 Le modèle de Hubbard
La cohésion de la majorité des solides est assurée par des électrons délocalisés sur l’en-
semble du réseau cristallin. Leurs propriétés peuvent alors être globalement expliquées au
moyen de modèles simples mettant en jeu des fermions sans interaction comme la théorie des
bandes, celle des liquides de Fermi, ou les méthodes de fonctionnelles de la densité (DFT). De-
puis les années 1960, l’émergence de nouveaux matériaux aux propriétés non conventionnelles
met cependant un tel schéma en défaut. Par exemple, certains oxydes de métaux de transition
comme les cuprates de terres rares, exhibent une multitude de phases exotiques qui pour la
plupart échappent complètement aux approches de type DFT (voir la figure 4.1). En fonction
de la stœchiométrie de ces composées et de la température sont ainsi observées :
• des phases isolantes antiferromagnétiques ;
• des ordres de spin et de charge incommensurables ;
• un comportement supraconducteur apparaissant à « haute » température critique avec un
paramètre d’ordre de symétrie dx2−y2 ;
• ou encore une phase toujours assez mystérieuse dite de « pseudo-gap », non supracon-
ductrice bien que la densité d’états électroniques soit considérablement affaiblie.
Il est aujourd’hui communément admis que ces états quantiques non conventionnels naissent de
fortes corrélations entre les électrons, mais leurs compréhensions et celle de leur compétition
à basse énergie demeurent toutefois un défi majeur de la physique théorique de la matière
condensée.
Introduits presque simultanément par plusieurs auteurs en 1963 dans le but d’étudier les
effets de la compétition entre la délocalisation et les corrélations des électrons [137–139], le
modèle de Hubbard constitue une approche effective minimale pour décrire des électrons en
interaction sur un réseau. En géométrie bidimensionnelle, il a été proposée par P. Anderson
pour capturer les propriétés des cuprates [23]. Leur structure, schématiquement représentée
sur la figure 4.1, est en effet arrangée en couches planaires de CuO2 empilées les unes sur les
autres, au sein desquelles les atomes de cuivre forment un réseau carré et les atomes d’oxy-
gène se situent aux centres des paires d’atomes Cu les plus rapprochés. Les éléments restants,
dont l’oxygène excédentaire, occupent les espaces séparant les plans et agissent comme des
Ouverture vers les systèmes électroniques fortement corrélés 87
réservoirs de charges en fournissant des porteurs, généralement des trous, dans les couches
CuO2.
Dans le langage de la seconde quantification, le hamiltonien de Hubbard est défini par
Hˆ = Tˆ + Vˆ = −t
∑
〈~r,~r′〉,σ




cˆ†~rσ, cˆ~rσ, et nˆ~rσ = cˆ
†
~rσ cˆ~rσ représentant respectivement ici les opérateurs de création, d’annihi-
lation, et nombre d’électrons au site ~r avec le spin σ ∈ {↑ ; ↓}. L’énergie cinétique Tˆ se résume
à une contribution de sauts entre sites plus proches voisins 〈~r, ~r ′〉, d’intensité t (aussi appelé
intégrale de saut). Cette limitation ne se justifie qu’à l’approximation des liaisons fortes où
seules les orbitales de Wannier associées à des sites très proches possèdent un recouvrement
non négligeable. Il est néanmoins courant de tenir compte de sauts entre seconds plus proches
voisins avec une intensité t′. Il est par ailleurs aisé de montrer que la partie cinétique du ha-
miltonien tend à délocaliser les électrons sur l’ensemble du cristal. Prenons l’exemple d’une
cellule d’un réseau de maille carrée comprenant L = Lx × Ly sites avec des conditions aux






ei~k·~r cˆ†~rσ , (4.2)
où les composantes du vecteur d’onde ~k sont discrétisées à l’intérieur de la première zone de
Brillouin [−pi ;pi[2 selon kα = 2pinα/Lα avec nα entier et α = x, y. En inversant la transfor-
mée de Fourier discrète (4.2), le terme de saut Tˆ des électrons se met immédiatement sous la
forme Tˆ = ∑~k,σ ε~k ˆ˜c†~kσ ˆ˜c~kσ avec la relation de dispersion ε~k = −2t [cos(kx) + cos(ky)]. Ses
vecteurs propres sont donc des déterminants de Slater construits à partir d’ondes planes et le
cristal se trouve dans un état conducteur. D’autre part, le terme d’interaction à deux corps Vˆ du
hamiltonien (4.1) modélise une répulsion coulombienne (U > 0) entre les électrons fortement
écrantée par ceux des couches internes des atomes constituant le réseau, et par conséquent
réduite à sa composante purement locale. Dans la limite d’un couplage faible U  t, les pro-
priétés du système sont correctement reproduites par la théorie des liquides de Fermi. Lorsqu’à
l’inverse U  t, l’état énergétiquement favorisé à mi-remplissage N = L/2 correspond à un
isolant de Mott [140] avec un électron par site. Dans cette limite où l’énergie cinétique ne joue
qu’un rôle perturbatif, le hamiltonien de Hubbard (4.1) devient équivalent à celui de Heisen-
berg avec une interaction d’échange antiferromagnétique entre les spins des électrons des sites
plus proches voisins associée à la constante de couplage J = 4t2/U [141].
En dépit de sa simplicité, le modèle de Hubbard n’est exactement soluble qu’à une dimen-
sion, en passant par l’ansatz de Bethe [142]. Numériquement, la diagonalisation du hamiltonien
fait face à une croissance en 4L de la dimension de l’espace et dépasse donc déjà les moyens
actuels pour une vingtaine de sites. D’un autre côté, un traitement perturbatif dans la région
du diagramme de phase où est attendu un état supraconducteur est tout aussi inenvisageable
car U  t. En conséquence, 25 années après la proposition d’Anderson, la forme exacte du
diagramme de phase du modèle de Hubbard à deux dimensions demeure une question vive-
ment débattue. Par exemple, on ne sait toujours pas s’il supporte ou non un état fondamen-
tal exhibant des corrélations d’appariement et/ou des inhomogénéités périodiques de charges.
De fait, un nombre important d’approximations à N -corps ont été développées dans l’espoir
d’apporter des réponses à ces interrogations, comme par exemple l’approche de champ moyen
dynamique [143,144] et celle des bosons esclaves [144,145]. Citons également les nombreuses
approches variationnelles, qui se basent traditionnellement sur l’application du projecteur de
Gutzwiller, pour supprimer au moins partiellement la double occupation des sites, sur un déter-
minant de Slater ou une fonction d’onde de type BCS [144,146–150]. En général, ces approxi-
mations reposent néanmoins sur des paramètres d’ordre supraconducteur, d’onde de densité de
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charge, ou magnétique, fixés par avance. Leurs conclusions, notamment sur l’existence d’un
état fondamental non conventionnel, s’avèrent de plus souvent en contradiction entre elles et
avec les simulations QMC qui s’affranchissent a priori d’un tel d’arbitraire mais qui souffrent
de sévères problèmes de signe. Notons enfin que, comme nous l’avons déjà indiqué, la méthode
Hartree-Fock « enchevêtrée » par les symétries a très récemment été utilisée pour extraire les
fonctions de corrélations de spin, de charge, et d’appariement, sans aucune hypothèse préalable
sur la structure de la fonction d’onde [63]. Pour de petits « clusters », elle se révèle en excellent
accord avec les solutions exactes disponibles. Pour de larges cellules rectangulaires dopées en
trous, elle a permis de mettre en exergue l’émergence de corrélations d’appariement fragmen-
tées en plusieurs modes dont celui attendu en onde dx2−y2 . Ces corrélations s’accompagnent en
outre du développement d’inhomogénéités de charge, les trous se répartissant périodiquement
sous forme de rayures sur un fond antiferromagnétique. De telles « stripes » ont été obser-
vées expérimentalement dans les cuprates [151], mais leur rôle dans la supraconductivité non
conventionnelle reste un sujet controversé.
En conclusion, même s’il constitue une description minimaliste des cuprates de terres rares,
le modèle de Hubbard cache encore aujourd’hui une physique très riche susceptible de mener à
une compréhension microscopique des propriétés de ces matériaux. Dans ce travail, nous n’af-
fichons pas la prétention d’apporter des éléments de réponse aux questions en suspens. Nous
profiterons simplement du cadre offert par le modèle de Hubbard pour discuter des méthodes
Monte-Carlo quantiques développées dans ce travail.
4.2 Limitation des traitements QMC à champs auxiliaires
Commençons par mettre le hamiltonien de Hubbard sous une forme quadratique Hˆ =
Tˆ−∑s ωsOˆ2s propice à l’implémentation des méthodes QMC. Contrairement au cas du modèle
en couches nucléaire, cette étape est ici immédiate. En utilisant seulement le reflet du principe
de Pauli en seconde quantification (nˆ~rσ)2 = nˆ~rσ, on vérifie effectivement que









avec sgn(U) = U/|U | le signe de l’interaction sur site et où Nˆ désigne l’opérateur nombre
total d’électrons. La somme portant sur les nœuds du réseau (s ≡ ~r), le nombre de termes de
la décomposition, et par suite le nombre de termes fluctuants dans les équations différentielles
stochastiques des méthodes QMC à champs auxiliaires (voir l’équation (4.6) ci-après), se réduit
à la moitié de la dimension d = 2L de l’espace de Hilbert à un corps, alors qu’il est égal à d2
pour le modèle en couches. Nous constatons de plus que les opérateurs à un corps Oˆs ≡ Oˆ~r,
définis par
Oˆ~r = nˆ~r↑ − sgn(U)nˆ~r↓ , (4.4)
ont ici une signification physiques. Ils s’assimilent aux opérateurs donnant pour chaque site ~r
le nombre de particules si U < 0 et la magnétisation si U > 0. Par ailleurs, les coefficients
ωs ≡ ω~r qui leurs sont associés sont tous égaux à |U |/2, donc strictement positifs, et les
représentations matricielles des opérateurs à une particule correspondant
O~r = |~r ↑〉〈~r ↑| − sgn(U)|~r ↓〉〈~r ↓| , (4.5)
sont réelles en base {|~rσ〉}. En conséquence, dès lors que les fonctions d’onde individuelles du
déterminant de Slater initial sont elles aussi réelles dans cette base, elles le demeureront à tous
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temps imaginaires ultérieurs et pour chaque réalisation. Ainsi, le problème de phase général
des approches QMC se ramène pour le modèle de Hubbard à un problème de signe. Dans les
schémas de reconstruction de l’état fondamental |ΨG〉, seul un recouvrement 〈ΨG|Φτ 〉 avec les
marcheurs |Φτ 〉 de signe constant au cours du mouvement brownien sera donc en mesure de











cette condition peut être satisfaite en régime attractif (U < 0) et pour un système non polarisé,
N↑ = N↓ = N/2 où Nσ est le nombre d’électrons de spin σ. Il suffit pour cela de choisir
un état initial factorisé en deux déterminants identiques pour chaque canal de spin |Φ0〉 =
|Φ↑0〉|Φ↓0〉 avec des orbitales telles que 〈~r ↑|φ↑n,0〉 = 〈~r ↓|φ↓n,0〉 ∈ R+. En effet, étant donné la
forme (4.5) des matrices O~r, cette structure particulière pour l’état des marcheurs est préservée
par les équations différentielles stochastiques (4.6), et le recouvrement 〈ΨG|Φτ 〉 à un instant
τ0 quelconque est bien réel et positif :
〈ΨG|Φτ0〉 =τ→+∞ E
[〈Φτ |Φτ0〉] =τ→+∞ E[〈Φ↑τ |Φ↑τ0〉〈Φ↓τ |Φ↓τ0〉] =τ→+∞ E[〈Φ↑τ |Φ↑τ0〉2] ∈ R+ .
En régime répulsif, seul le système non polarisé à mi-remplissage offre l’opportunité d’être
exempt de problème de signe. Ce résultat s’explique par la correspondance, sous une transfor-
mation particule-trou, des états stationnaires pour les ensembles de paramètres {N↑ ;N↓ ;U} et
{N↑ ;L−N↓ ;−U} [152]. Par conséquent, siN↑ = N↓ = L/2, le modèle avec U > 0 est com-
plètement semblable à son image attractive dont l’échantillonnage est libre de tout problème
de signe. Signalons qu’il est aussi possible d’aboutir à ces conclusions en examinant les condi-
tions sous lesquelles les équations du mouvement (4.6) sont invariantes sous le renversement
du temps, conformément à l’argumentation générale du premier chapitre.
Les régimes d’intérêt du modèle de Hubbard pour les cuprates correspondent à de fortes
répulsions sur site, U/t ∼ 8 → 12, et à des réseaux dopés en trous. À ce jour, ils ne peuvent
être appréhendés par les méthodes QMC traditionnelles qu’au travers d’une approximation
à chemins contraints. Elle repose sur la dynamique à champs auxiliaires (4.6) conjuguée à
un échantillonnage des marcheurs {|Φτ 〉} selon l’importance de leur recouvrement 〈ΨT |Φτ 〉
avec un état d’essai |ΨT 〉. Le problème de signe y est simplement contrôlé en tronquant la
distribution de ces derniers pour préserver uniquement ceux correspondant à un recouvrement










avec Π˜τ = max
{
0 ; 〈ΨT |Φτ 〉
}
.
La plupart des simulations à chemins contraints du modèle de Hubbard font appel à un simple
état d’électrons indépendants comme état d’essai [59–61], même si un état BCS 2 en onde
d a également été utilisé [153]. Tous les résultats obtenus de cette manière s’accordent pour
conclure à l’absence d’ordre à longue porté dans le canal dx2−y2 , sans toutefois infirmer la
conjecture d’Anderson. Récemment, le modèle de Hubbard a été traité par une approche QMC
avec des conditions aux limites fluctuantes pour accélérer la convergence vers la limite thermo-
dynamique [154]. Seul le terme de saut Tˆ du hamiltonien (4.1) est sensible à de telles condi-







1. Le terme quadratique
∑
~r
O2~r = 1 normalement présent est compensé par celui en |U |Nˆ/2 provenant de la
décomposition (4.3) du hamiltonien.
2. Le gap étant nul à l’approximation variationnelle BCS en régime répulsif, sa valeur est fixée arbitrairement.
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où α = x, y. Il en résulte des fonctions d’onde complexes dans les approches QMC et un
problème de phase dans l’échantillonnage de l’état fondamental contrôlé selon l’approximation
« cosinus ». L’état d’essai |ΨT 〉 employé est à nouveau le déterminant de Slater des électrons
sans interaction. En moyennant sur les phase θα, une équation d’état approximative reliant
l’énergie par site à la densité d’électrons a pu être déterminée pour un couplage intermédiaire
U = 4t. Pour des couplages plus forts, U/t ∼ 8 → 12, l’émergence dans la région dopée en
trous de phases présentant des ordres de spin et de charge incommensurables (« stripes ») a de
plus été mise en évidence. Signalons que ce scénario est parfaitement reproduit par l’approche
variationnelle de champ moyen enchevêtré par les symétries récemment appliquée au modèle
de Hubbard [63]. Nous avons par ailleurs tenté d’inclure des corrélations d’appariement en
onde d dans l’état |ΨT 〉 au travers d’un schéma QMC similaire. Au voisinage du dopage 1/8
optimal pour la supraconductivité non conventionnelle dans les cuprates, aucun gain en énergie
substantiel n’a été obtenu quelle que soit la valeur du gap pour l’état BCS initial et nous n’avons
donc pas poursuivi plus avant cette étude préliminaire.
4.3 Approches QMC exemptes de problème de signe
4.3.1 Le schéma à dynamique guidée
Rappelons dans un premier temps que ce schéma QMC vise à reconstruire l’état fondamen-
tal du système comme la moyenne d’états de particules indépendantes pondérés par des poids

































des opérateurs Oˆ~r, dans l’évolution temporelle de leurs états indivi-
duels occupés {|φn〉}. Ces derniers sont en effet animés de la dynamique gouvernée par les






















les éléments stochastiques dW~r étant les incréments infinitésimaux de processus de Wiener
indépendants.
Pour examiner le problème de signe dans l’échantillonnage (4.8), nous devons comme pré-
cédemment analyser le produit scalaire entre l’état fondamental exact |ΨG〉 et une réalisation
|Φτ0〉 à un instant quelconque. L’état guide ne devant pas être orthogonal à l’état recherché,
nous sommes toujours en droit de considérer |ΨG〉 comme résultant de la propagation en temps
imaginaire de |ΨT 〉. Ainsi :
〈ΨG|Φτ0〉 =τ→+∞
exp(τEG)
〈ΨT |ΨG〉 〈ΨT | e
−τHˆ |Φτ0〉 =τ→+∞
exp(τEG)
〈ΨT |ΨG〉 E[Πτ ] , (4.11)
en utilisant (4.8) avec Π0 = 〈ΨT |Φτ0〉 et où EG désigne évidemment l’énergie de l’état fonda-
mental. Or, la dynamique (4.10) garantit que les marcheurs sont associés à des fonctions d’onde
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individuelles réelles sous réserve qu’elle soit initiée par un tel déterminant de Slater |Φ0〉 et que
l’état d’essai corresponde également à une fonction d’onde à N -corps 〈~r1σ1, · · · , ~rNσN |ΨT 〉





et de fait le poids Πτ de la relation (4.9)
sont réels. De plus, ce dernier conserve constamment le signe de 〈ΨT |Φτ0〉 qui est d’ailleurs le
même que celui du recouvrement initial 〈ΨT |Φ0〉. Effectivement, tout changement de signe de
la « fonction d’importance » 〈ΨT |Φτ 〉 s’accompagnerait nécessairement par un croisement de




= 〈ΨT |Oˆ~r|Φτ 〉〈ΨT |Φτ 〉 ,
divergeraient. Leur présence dans le terme de dérive du mouvement brownien (4.10) équivaut
alors schématiquement à une barrière de potentiel infinie qui repousse les marcheurs du do-
maine NT et finalement les confine dans la région 〈ΨT |Φτ 〉/〈ΨT |Φ0〉 > 0. En définitive, le
recouvrement (4.11) entre une réalisation et l’état fondamental possède toujours la même phase
(celle de rapport 〈ΨT |Φτ 〉/〈ΨT |Φ0〉). Aucune approximation n’ayant été faite pour parvenir à
ce résultat, le schéma QMC à dynamique guidée pour le modèle de Hubbard n’est en rien si-
milaire à la méthode des chemins contraints. Il conduit en moyenne à l’état fondamental exact
sans présenter aucun problème de signe quels que soient l’intensité de l’interaction sur site et
le taux de remplissage du réseau.
4.3.2 Le schéma de champ moyen stochastique à poids positifs [24]
Cette approche QMC a été proposée en 2007 pour les modèles de type Hubbard. Elle
conduit à une reconstruction de l’état fondamental similaire à celle (4.8), les poids Πτ étant
également donnés par (4.9). Le vecteur d’essai |ΨT 〉 est toutefois restreint à un déterminant
de Slater dont les états individuels occupés seront par la suite logiquement notés {|ψn〉}. Les
marcheurs obéissent à une dynamique a priori différente de (4.10) et qui assure remarquable-
ment le maintien au cours du mouvement d’une biorthogonalité entre les orbitales des deux
déterminants
〈ψn|φp〉 = δnp . (4.12)
Il en résulte immédiatement 〈ΨT |Φτ 〉 = 1, ∀ τ . Comme précédemment les poids Πτ des réali-
sations sont donc réels et positifs pour le modèle de Hubbard dès lors que les états individuels
du déterminant d’essai |ΨT 〉 et celles du vecteur initial |Φ0〉 correspondent à des fonctions
d’onde réelles. De nouveau, aucun problème de signe ne contamine ainsi l’échantillonnage de
l’état fondamental. L’évolution des marcheurs, que nous détaillerons plus loin, étant conduite
dans sa partie déterministe par le hamiltonien Hartree-Fock, nous parlerons d’une méthode de
champs moyen stochastique à poids positifs. Nous renvoyons à la référence [24] pour la dé-
monstration originale des équations différentielles stochastiques à la base de cette méthode.
Ici, nous proposons de montrer en réalité leur stricte équivalence avec celles (4.10) du schéma
guidé.
Considérons un déterminant de Slater |Φ′〉 dont les états individuels {|φ′n〉} décrivent des
trajectoires pilotées par (4.10) :
















dW~r O~r . (4.13)
Ces vecteurs peuvent être linéairement combinés pour satisfaire les relations de biorthogona-









92 4.3 Approches QMC exemptes de problème de signe
où f est la matrice de recouvrement entre les états à un corps de |ΨT 〉 et ceux de |Φ′〉,
fnp = 〈ψn|φ′p〉. Les marcheurs associés |Φτ 〉 et |Φ′τ 〉 ne diffèrent alors que par un facteur
de normalisation :




Cherchons à présent les équations différentielles dictant le mouvement des nouveaux états in-
dividuels {|φn〉}. Au premier ordre en dτ dans le calcul d’Ito, il vient directement par diffé-











































= −f−1(df)f−1 − f−1(df)d(f−1)
= −f−1(df)f−1 + f−1(dfs)f−1(dfs)f−1 +O(dτ3/2) . (4.17)
Soit alors la matrice densité de transition à un corps R pour les éléments de matrice d’ob-
servables entre les déterminants |ΨT 〉 et |Φ′τ 〉 ou |Φτ 〉 [36] (rappelons que par construction
〈ΨT |Φτ 〉 = 1) :
Rij =
〈ΨT |cˆ†j cˆi|Φ′τ 〉
〈ΨT |Φ′τ 〉













Il est ainsi aisé de réécrire la dynamique (4.16) des états |φn〉 sous une forme compacte ne




















= tr(RO~r) = 〈~r ↑|R|~r ↑〉 − sgnU〈~r ↓|R|~r ↓〉 ,


















Ci-dessus, h[R] désigne le hamiltonien Hartree-Fock du modèle de Hubbard mais en termes de
la matrice densité de transition R au lieu de la densité à un corps habituelle, soit




〈~r σ¯|R|~r σ¯〉|~rσ〉〈~rσ| − 〈~rσ|R|~r σ¯〉|~rσ〉〈~r σ¯|
]
, (4.20)
où σ¯ représente le spin opposé de σ. Il définit la partie de dérive du mouvement brownien,
la diffusion étant issue d’une linéarisation de l’interaction à deux corps par des processus de
Wiener indépendants attachés à chaque nœud du réseau cristallin. La dynamique (4.19) s’avère
être exactement celle du schéma Hartree-Fock stochastique à poids positifs pour le modèle de
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Hubbard. Il est facilement vérifiable qu’elle conserve bien la propriété de biorthogonalité (4.14)
au cours du temps imaginaire :




dhSHF|φn〉 = δpn .
En effet, les états individuels constituant le déterminant d’essai sont les vecteurs propres gauches
de la matrice densité de transition, c’est-à-dire 〈ψp|R = 〈ψp|, et donc 〈ψp|
(
1− R) = 0.
Pour résumer, nous venons de prouver que l’approche QMC implémentée pour la structure
nucléaire est équivalente 3 à un schéma récent basé sur une extension stochastique du champ
moyen lorsqu’elle est guidée par un déterminant de Slater. Pour le modèle de Hubbard, aucun
problème de signe ne se manifeste et tout estimateur mixte d’une observable peut être exacte-
ment reconstruit.






= 〈ΨG|Aˆ|ΨG〉. Dans ce cas, il est nécessaire d’appliquer les résultats géné-
raux du chapitre 1 au bra 〈ΨG| et au ket |ΨG〉 pour réinterpréter le projecteur |ΨG〉〈ΨG| sur
l’état fondamental en termes de l’espérance mathématique de dyade |Φ(a)τ 〉〈Φ(b)τ | constituées
de déterminants de Slater. Avec l’approche envisagée dans cette section, une condition de bior-
thogonalité 〈φ(b)n |φ(a)p 〉 = δnp entre leurs orbitales est imposée à chaque instant imaginaire.
Nous nous limiterons à donner les résultats issus d’une application directe des raisonnements
présentés dans les références [24, 52] :
|ΨG〉〈ΨG| ∝
τ→+∞ e





Πτ |Φ(a)τ 〉〈Φ(b)τ |
]
,















Pour le modèle de Hubbard, les états individuels formant |Φ(a)〉 et |Φ(b)〉 évoluent selon les

















dh(x)SHF|φ(x)n 〉 . (4.21)
Les opérateurs de champ moyen stochastique dh(x)SHF sont ainsi similaires à celui (4.19) que
nous avions pour la reconstruction de |ΨG〉, mais avec des processus de Wiener W (x)~r indépen-
dants pour le bra et le ket. D’autre part, la matrice densité de transition R est désormais celle
des deux états d’électrons indépendants qui compose la dyade
Rij = 〈Φ(b)|cˆ†j cˆi|Φ(a)〉 ⇔ R =
N∑
n=1
|φ(a)n 〉〈φ(b)n | . (4.22)
En injectant (4.21) dans cette expression, nous obtenons directement l’évolution de R dans le












Concernant le problème de signe, tous les raisonnements menés depuis le début de cette section
s’adaptent sans aucune difficulté pour conduire, dans le cas du modèle de Hubbard, à un recou-
vrement réel et positif entre le projeteur |ΨG〉〈ΨG| et une réalisation |Φ(a)τ 〉〈Φ(b)τ |. Ce résultat
est toutefois seulement valable sous réserve d’initier la propagation avec des fonctions d’onde
individuelles réelles. Aucune dégradation du rapport signal sur bruit n’est donc attendue dans
une telle simulation Monte-Carlo quantique du modèle de Hubbard.
3. L’équivalence s’applique à chacune des réalisations du mouvement brownien, les marcheurs |Φ′τ 〉 et |Φτ 〉
étant reliés par (4.14, 4.15).
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4.3.3 Le schéma QMC « gaussien » [25, 39, 40, 134]
Il s’agit chronologiquement du premier schéma QMC proposé sans problème de signe pour
le hamiltonien de Hubbard quel que soit l’interaction U sur site et le dopage du réseau. Il
repose sur la reconstruction de l’opérateur densité à N -corps Dˆτ = exp
(−τ(Hˆ − µNˆ)) du
système dans l’ensemble grand-canonique pour le potentiel chimique µ et la température T =
1/kBτ . Les marcheurs sont dans ce cas des opérateurs Λˆ dits « gaussiens », de trace unité, et
qui constituent une base surcomplète de l’espace de Liouville. Ils sont définis comme 4












: · · · : désigne le produit normal ; les opérateurs fermioniques sont ceux associés à une base
orthonormée de l’espace à un corps de dimension d, par exemple |ui〉 = |~rσ〉 pour le modèle
de Hubbard. On montre par ailleurs que la matrice R, de dimension d × d, qui paramétrise




= Tr(Λˆcˆ†j cˆi). En général, elle
ne sera pas hermitique et c’est pourquoi nous l’avons notée R par souci de cohérence avec les
considérations jusqu’alors présentées. Toutefois, contrairement aux matrices densité à un corps
de transition entre deux déterminants de Slater, R n’est ici pas idempotente, R2 6= R.
L’opérateur densité décrivant l’état d’équilibre grand-canonique du système peut être dé-






Hˆ − µNˆ , Dˆτ
}
; Dˆ0 = 1ˆ . (4.25)
Dans sa formulation originale, le schéma QMC gaussien transcrit cette dynamique en une équa-
tion aux dérivées partielles de type Fokker-Planck pour la distribution de probabilité des mar-
cheurs Λˆ. Dès lors, l’état exact Dˆτ peut se reconstruire comme une moyenne pondérée d’opé-






Pour le modèle de Hubbard, les matrices Rτ demeurent réelles tout au long de leur mouvement
brownien et les poids Πτ sont tous réels et positifs. Par conséquent, aucune manifestation du































L’ansatz (4.24) peut en fait se reformuler aisément comme un opérateur densité Hartree-




(−Kˆ) ; Z = Tr(exp(−Kˆ)) . (4.27)
R est alors reliée à K par la relation suivante qui se réduit à la statistique de Fermi-Dirac






4. Dans les références [25, 39, 40, 134], Λˆ est plutôt écrit en termes de la matrice transposée RT qui y est notée
n.
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Précisons enfin que l’ansatz (4.24, 4.27) autorise l’application du théorème de Wick pour ex-
primer n’importe quelle valeur moyenne d’observable comme une fonctionnelle de R. Pour
parvenir au schéma QMC (4.26) et aux équations différentielles stochastiques que suivent les
matrices Rτ , leurs auteurs J. F. Corney et P. D. Drummond ont été amenés à développer un
formalisme mathématique complexe basé sur l’algèbre de Grassman [39]. Nous souhaitons
montrer ici qu’il est tout-à-fait possible de retrouver leurs résultats beaucoup plus simplement
au travers d’une extension de la dynamique guidée de la section 4.3.1.
Considérons alors à une date τ un opérateur Λˆ(Rτ ) du type (4.24, 4.27), que nous noterons
pour alléger Λˆτ . Sa propagation exacte selon l’équation de Bloch (4.25) pendant un pas de
temps infinitésimal dτ conduit à un opérateur densité Dˆτ+dτ qui, au premier ordre en dτ , peut










où Hˆµ = Hˆ − µNˆ . Dˆτ+dτ ne possède clairement pas la structure particulière (4.27) de Λˆ en
raison des contributions à deux corps que contient Hˆ . Utilisons alors :















































; E[dW ] = 0 , dW 2 = dτ .
















avec, pour x = a, b,































dW (x)~r Oˆ~r ,
(4.31)
où il a été posé Tˆµ = Tˆ + |U |Nˆ/2−µNˆ , et où les dW (x)~r sont des différentielles de processus
de Wiener indépendants satisfaisant aux tables de multiplication
dW (x)~r dW
(x′)
~r ′ = δ~r~r ′δxx′dτ . (4.32)
De plus, le produit des trois exponentielles d’opérateurs à un corps apparaissant dans la rela-














= Zτ+dτ Λˆτ+dτ . (4.33)
Les facteurs scalaires issus des relations (4.31) et (4.33) peuvent alors être simplement pris en































= 1− dτ〈Hˆ〉Λˆτ .
(4.35)
Signalons que cette dernière expression s’obtient immédiatement en développant toutes les
exponentielles au premier ordre en dτ (c’est-à-dire à l’ordre deux en dS(x) et dhˆ(x) compte













À ce stade, nous pouvons par ailleurs remarquer que les développements menés depuis la pro-
pagation infinitésimale (4.29) demeurent valables si Λˆτ était une dyade |Φτ 〉〈ΨT |/〈ΨT |Φτ 〉
normée et constituée d’un déterminant de Slater |Φτ 〉 évoluant en temps imaginaire et d’un
état d’essai |ΨT 〉 fixe ∀ τ . Dans ce cas (4.29) est donc remplacé par exp
(−dτHˆ)Λˆτ et nous
avons évidemment dS(b) = 0 et dhˆ(b) = 0, les expressions (4.31) de dS(a) et dhˆ(a) étant
toujours valides mais avec dτ/2→ dτ et dW (a)~r →
√
2dW (a)~r . La dynamique des états indivi-
duels {|φn,τ 〉} des marcheurs s’en déduit alors immédiatement et coïncide exactement avec le
schéma de la section 4.3.1 guidé par l’état |ΨT 〉. C’est en ce sens que la démarche adoptée ici
pour une reformulation QMC du problème à N -corps à température finie peut être considérée
comme une extension de ce schéma à des opérateurs densités Hartree-Fock (4.24, 4.27).
Reprenons maintenant le cours de notre démonstration. Le marcheur Λˆτ+dτ introduit par la
relation (4.33) étant entièrement défini par sa densité à un corps Rτ+dτ = Rτ + dR, il ne nous
reste plus qu’à déterminer cette matrice. Ses éléments s’estiment directement à partir de (4.33),



















































dW (x)~r tr(RO~r) .
(4.37)
Exprimer le numérateur de (4.36) demande une fois encore le développement des exponen-
tielles, puis de recourir de manière répétée au théorème de Wick afin d’exprimer à l’aide de Rτ
les valeurs moyennes d’opérateurs qui en découlent (jusqu’à trois corps). Ce calcul d’algèbre
plutôt fastidieux ne présentant aucune difficulté particulière, nous omettons ses détails ici et
donnons simplement son résultat :〈
edhˆ(a) cˆ†j cˆi edhˆ
(b)〉
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dW (x)~r O~r ,
avec h la matrice Hartree-Fock (4.20) du modèle de Hubbard. En combinant (4.37) et (4.38),
nous finissons par atteindre l’objectif visé en aboutissant à une équation différentielle stochas-













Il s’agit là exactement du mouvement brownien sur lequel repose le schéma QMC gaussien
formulé avec les règles d’Ito [25,39,40,134]. Nous retrouvons également une dynamique simi-
laire à celle (4.23) du champs moyen stochastique à poids positifs, avec néanmoins des matrices
densités R ne satisfaisant plus R2 = R.
En conclusion, nous avons montré que les échantillonnages QMC récemment suggérés
pour le modèle de Hubbard sont en réalité issus du schéma à dynamique guidée originalement
proposé dans le cadre de la chimie quantique par S. Zhang et H. Krakauer [54–56], et que nous
avons précédemment adapté pour le modèle en couches nucléaire :
• le champs moyen stochastique à poids positifs s’obtient par une simple combinaison
linéaire des états individuels constituant chaque marcheur dans l’approche guidée par un
déterminant de Slater ;
• la méthode QMC à température finie basée sur l’évolution stochastique d’opérateurs den-
sité gaussiens peut être dérivée en transcrivant dans l’espace de Liouville la dynamique
stochastique guidée des déterminants de Slater.
Tous ces schémas sont exacts en moyenne et ne sont pas contaminés par le problème de signe
avec le hamiltonien de Hubbard, quels que soient le couplage sur site U/t et le dopage du
réseau.
4.3.4 Mise en œuvre, résultats, et discussion
En garantissant des poids réels et positifs pour chaque réalisation, les approches QMC
que nous venons de décrire devraient normalement amener à une reconstruction sans aucun
biais des propriétés du modèle de Hubbard. Sur la figure 4.2 sont donnés les résultats pour
l’énergie du système provenant de simulations QMC sur de petits « clusters » pour lesquels
une diagonalisation du hamiltonien est accessible. La partie supérieure (figure 4.2 (a) et (b))
correspond au schéma à dynamique guidée par un déterminant de Slater d’essai |ΨT 〉 pour
un réseau 4 × 4, un couplage U = 4t et un nombre N = 10 (figure 4.2-(a)) ou N = 16
(figure 4.2-(b)) d’électrons. La propagation en temps imaginaire est initiée par l’état test |ΨT 〉
qui correspond aux électrons libres (figure 4.2-(a)) ou à une solution Hartree-Fock (figure 4.2-
(b)). À température finie, nous avons reporté sur la figure 4.2-(c) (resp. figure 4.2-(d)) les calculs
QMC de la référence [155] avec l’ansatz gaussien (4.24, 4.27) pour un « cluster » 2 × 2, une
faible interaction sur site U = t et un potentiel chimique µ = −0.5t (resp. µ = 0.5t) associé
à un réseau dopé en trous (resp. demi-rempli). Dans tous les cas, aucune manifestation du
problème de signe n’émerge mais une déviation significative comparée à l’énergie exactes est
observée au voisinage du mi-remplissage.
Pour tenter de comprendre l’origine de ces erreurs systématiques, nous nous baserons sur
les fondements des approches QMC discutés au chapitre 1. Nous avons alors souligné que la
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Figure 4.2 – Évolution avec le temps imaginaire (figures (a) et (b)) ou l’inverse de la tempé-
rature T (figures (c) et (d)) de l’énergie moyenne pour le modèle de Hubbard sur de petites
cellules de 4 × 4 ou 2 × 2 sites. Les résultats des schémas QMC sans problème de signe sont
comparés avec ceux obtenus par diagonalisation de la matrice hamiltonienne.
reconstruction de l’état fondamental |ΨG〉 n’était valide qu’à condition de faire appel a des
marcheurs en temps imaginaires ayant :
• un recouvrement de phase constante avec |ΨG〉 ;
• une norme dont le second moment est fini afin que la variance d’une observable quel-
conque ne diverge pas.
Pour le modèle de Hubbard et le schéma à dynamique guidée, l’absence du problème de signe
est garantie. En revanche, l’existence d’une borne supérieure à la distance quadratique moyenne
entre l’état exact et une de ses réalisations stochastiques n’est pas assurée. En notant Nτ la
norme d’un marcheur 5, seul un examen du comportement asymptotique de sa distribution peut
fournir une réponse : avec une décroissance selon une loi puissance 1/N1+ντ quandNτ tend vers
l’infini, le second moment deNτ n’est défini que pour ν > 2. Dans ce cas, et seulement celui-ci,
la méthodologie Monte-Carlo est applicable. Récemment, il a été proposé d’extraire l’exposant
ν à partir de l’analyse du maximum Nmax de la norme des marcheurs d’une population de
taille finie suffisamment grande [156]. En effet, selon le théorème des valeurs extrêmes [157],
la distribution de Fréchet PFre´chet est attendue pourNmax lorsque celle de la normeNτ possède




)1+ν exp [(Nmax/N0)−ν] . (4.40)
5. Nous renvoyons la section 1.2.3 du premier chapitre pour une définition précise de la norme Nτ des mar-
cheurs suite à un échantillonnage selon leur poids Πτ par une reconfiguration de la population selon l’algorithme
présenté pour les calculs QMC de modèle en couches (voir section 3.4).
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Figure 4.3 – Distributions des valeurs extrêmes de la norme Nmax (figures (a) et (b)) et de
l’énergie (figures (c) et (d)) obtenues à l’issue de la simulation QMC à dynamique guidée du
modèle de Hubbard pour un réseau 4 × 4, un couplage sur site U = 4t, et pour N = 10 (à
gauche) et N = 16 (à droite) électrons respectivement à gauche et à droite. Dans chaque cas,
les valeurs de χ2 provenant de l’ajustement (en bleu) des histogrammes QMC (en orange) sont
indiqués pour les différentes lois utilisées.
Les résultats de l’ajustement selon cette loi de la distribution empirique des valeurs maxi-
males Nmax issues d’un grand nombre de simulations indépendantes, avec chacune un même
nombre de marcheurs, sont représentés sur la figure 4.3. Pour N = 10 électrons (figure 4.3-
(a)) où l’énergie exacte de l’état fondamental est bien reproduite, nous trouvons un exposant
ν = 3.94 > 2 qui valide le traitement QMC. En revanche, à mi-remplissage (N = 16, fi-
gure 4.3-(b)) où l’énergie reconstruite dévie d’environ 1% de sa valeur exacte, ν = 1.3 < 2 et
l’échantillonnage Monte-Carlo n’est plus légitime. Nous avons par ailleurs vérifié que les éner-
gies moyennes des différentes populations sont bien normalement distribuées pour N = 10
(figure 4.3-(c)). À l’opposé, pour le réseau demi-rempli, elles suivent une loi de Lévy complè-
tement asymétrique, comme attendu selon le théorème de la limite centrale généralisé lorsque
la variance est infinie [38]. Par conséquent, l’erreur statistique relative sur la valeur moyenne
ne tend plus vers zéro avec le nombre P de populations comme P−1/2. Les barres d’erreur de
la figure 4.2-(b), évaluées sous l’hypothèse d’une variance finie, n’ont donc aucun sens. Enfin,
conformément à la discussion du chapitre 1, rappelons que la divergence du moment d’ordre
2 de la norme des marcheurs dans le schéma à dynamique guidée traduit le peuplement par
le mouvement brownien du voisinage de la surface nodale associée à l’état d’essai. Les réa-






= 〈ΨT |Oˆs|Φτ 〉/〈ΨT |Φτ 〉 subissant subitement, et parfois pendant une très
courte durée, de très grandes déviations. Ces trajectoires (appelées « spikes ») mettent en défaut
l’algorithme simple (3.32) pour résoudre les équations différentielles stochastiques. Toutes les
simulations avec le modèle de Hubbard ont ainsi été réalisées via une résolution numérique
complexe s’appuyant sur un algorithme d’Euler (semi-implicite) couplé à une adaptation du
pas de temps ∆τ . Notons que cette procédure ne peut être menée aussi naïvement que pour les
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équations différentielles ordinaires en raison des termes fluctuants. Schématiquement, il s’agit
toujours de comparer la solution obtenue pour un pas ∆τ à celle issue de la propagation en
deux étapes successives de durée ∆τ/2, mais en s’assurant que les incréments des proces-
sus de Wiener mis en jeu au cours de ces deux étapes sont statistiquement équivalents à ceux
initialement choisis pour le pas ∆τ . Ce schéma adaptatif a été implémenté par une méthode
arborescente décrite dans la référence [158].
Concernant l’approche QMC basée sur l’ansatz gaussien Λˆτ (4.24, 4.27), rappelons que
la démarche initialement adoptée repose sur l’établissement d’une équation de Fokker-Planck
pour la distribution de probabilité des marcheurs Λˆτ . Celle-ci ne peut être obtenue à partir de
la dynamique exacte de l’opérateur densité qu’à condition que les termes faisant intervenir le
comportement asymptotique de la distribution soient négligeables. Logiquement, la présence
de ces « termes de bord » a donc été invoquée pour expliquer les erreurs systématiques obser-
vées. Pour un « cluster » 2 × 2, un tel terme a d’ailleurs été identifié [155]. Toutefois, notre
démonstration alternative montre qu’avec le même mouvement brownien que celui déduit de
l’équation de Fokker-Planck, on retrouve bien en moyenne l’état corrélé exact à tout temps
imaginaire. En conséquence, les « termes de bord » s’annulent nécessairement collectivement.
Sur la base des résultats précédents avec le schéma à dynamique guidée, nous suspectons plutôt
de nouveau l’apparition d’une décroissance en loi de puissance de la distribution de la norme∥∥Λˆτ∥∥ des marcheurs 6 entraînant une divergence du second moment et de l’erreur quadratique
moyenne sur l’état exact. Des travaux sont en cours pour vérifier une telle conjecture.
Dans l’état actuel, les schémas QMC à dynamique guidée, de champ moyen stochastique
à poids positifs, ou basés sur des opérateurs densités gaussiens, restent contaminés par l’émer-
gence d’erreurs systématiques avec le hamiltonien de Hubbard malgré leur immunité face au
problème de signe. Par une projection des marcheurs sur les nombres quantiques de l’état fon-
damental, à l’issue de la dynamique [24,155,156,159] ou à chaque reconfiguration de la popu-
lation lors de son mouvement brownien [160, 161], des progrès substantiels dans la réduction
voire l’élimination de ces erreurs ont été constatés. Ces méthodes permettent ainsi d’appré-
hender, au moins approximativement, des régimes et des tailles de réseaux jusqu’alors inac-
cessibles par les traitements QMC à champs auxiliaires [160]. La qualité de l’état reconstruit
comparativement à celui découlant de l’approximation des chemins contraints reste toutefois à
élucider.








L’ESSENTIEL du travail exposé s’inscrit dans l’optique de disposer à terme d’une alterna-
tive à la diagonalisation directe du hamiltonien du modèle en couches nucléaire au travers des
méthodes Monte-Carlo quantiques (QMC). Ce manuscrit présente les développements formels
et pratiques d’un schéma stochastique original, basé sur un état d’essai variationnel de champ
moyen enchevêtré par les symétries (SEMF). Celui-ci est utilisé pour initier, guider le mouve-
ment brownien en temps imaginaire, mais aussi pour le contraindre suivant les techniques de
référence permettant de contrôler le problème de phase. Au regard des résultats exploratoires
rapportés, la méthode proposée semble offrir une reconstruction remarquable de la spectrosco-
pie « yrast » des noyaux des couches de valence sd et fp, et même pour les noyaux de masse
impaire alors que ceux-ci s’avèrent ordinairement bien plus pathologiques vis-à-vis du pro-
blème de phase. Une telle qualité s’explique par l’aptitude de l’approche SEMF à fournir un
état d’essai efficace et qui offre déjà une approximation très convenable aux occupations des
couches, moments multipolaires, et probabilités de transitions électromagnétiques. Ces obser-
vations nous ont d’ailleurs incité à débuter une étude SEMF de noyaux exotiques de Cobalt
situés autour de la fermeture de couche N = 40 en relation avec un programme expérimental
mené dernièrement au GANIL.
La principale restriction dont souffre la méthode QMC à chemins contraints se révèle être
le temps de calcul qu’elle réclame avec les moyens numériques à notre disposition. La conti-
nuité naturelle du travail présenté porte par conséquent sur une parallélisation des codes dé-
veloppés. Nous songeons également implémenter l’évaluation des probabilités de transitions
électromagnétiques et de décroissances β (Fermi et Gamow-Teller) par l’intermédiaire d’un
estimateur mixte dédié qui a été utilisé dans de récents calculs ab initio du type QMC en
base position [162]. Pour l’avenir, il faudra envisager de dépasser l’approximation des esti-
mateurs mixtes pour les valeurs moyennes d’observables en adaptant au cas nucléaire la tech-
nique de rétro-propagation brièvement décrite au premier chapitre. Nous suggérons par ailleurs
d’étendre l’approche stochastique proposée afin d’autoriser la reconstruction des états excités.
Pour un spin donné, l’effort nécessaire à la réalisation de ce projet réside dans la détermination
de solutions variationnelles SEMF orthogonales à celles déjà obtenues pour l’état fondamen-
tal 1. Enfin, notre méthode reconstitue actuellement les corrélations d’appariement entre les
nucléons au travers du mouvement brownien des états à particules indépendantes. Il est alors
envisageable de les inclure directement au sein du schéma de reconstruction en considérant des
marcheurs de type Hartree-Fock-Bogoliubov au lieu de déterminants de Slater. La faisabilité
1. Par exemple, en notant de manière allégée |Ψ0〉 l’approximation SEMF pour un moment cinétique quel-
conque, le premier état excité s’obtiendra en minimisant l’énergie dans l’état Qˆ|Ψ1〉 où |Ψ1〉 revêt toujours la
même forme (2.33) que |Ψ0〉 et où Qˆ = 1− |Ψ0〉〈Ψ0|/〈Ψ0|Ψ0〉 représente le projecteur sur le sous-espace ortho-
gonal à celui-ci. Cet ansatz se généralise sans difficulté à la recherche du n-ième états, auquel cas Qˆ fait intervenir
une somme sur les n− 1 vecteurs déjà déterminés.
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pratique d’un tel échantillonnage se voit cependant compromise par le temps de calcul exigé,
qui serait assurément plus important, notamment en raison de la restauration indispensable des
nombres de neutrons et de protons.
Nous nous sommes en outre intéressés aux approches QMC du modèle de Hubbard dont le
diagramme de phase en géométrie bidimensionnel demeure largement débattu et d’un intérêt
considérable pour la compréhension des matériaux supraconducteurs à haute température cri-
tique. Nous avons prouvé que la méthode à dynamique guidée par une fonction d’onde d’essai
réelle conduit à un échantillonnage de l’état fondamental exempt de tout problème de signe,
quels que soient l’interaction sur site et le taux de remplissage du réseau. Nous avons alors
établi que les erreurs systématiques qui sont pourtant numériquement constatées pour de pe-
tits « clusters » trouvent leur origine dans une accumulation des marcheurs au voisinage de
la surface nodale de l’état d’essai. Cette accumulation a pour conséquence le développement
d’un comportement asymptotique en loi de puissance dans la distribution de la norme des mar-
cheurs, entrainant une variance infinie de l’erreur sur l’état exact. Finalement, nous avons de
plus démontré l’équivalence entre la dynamique QMC guidée par un déterminant de Slater et
la méthode de champ moyen stochastique à poids positifs récemment suggérée. En étendant
leur principe à des opérateurs densité de type Hartree-Fock, nous avons également pu retrouver
le schéma QMC gaussien, introduit en 2004 pour échantillonner sans problème de signe les
propriétés du modèle de Hubbard à température finie.
À ce stade, seule une amélioration de l’état d’essai qui guide les trajectoires browniennes
pourrait éliminer les erreurs systématiques. L’approche variationnelle SEMF 2 apparaît de nou-
veau comme une candidate susceptible de fournir un tel état au regard des résultats encoura-
geants auxquels elle a récemment mené avec le hamiltonien de Hubbard [63]. Le formalisme
QMC ainsi obtenu serait alors complètement similaire à celui mis en œuvre dans ce mémoire
pour la structure du noyau atomique.
Pour conclure, les approches QMC s’affichent comme des candidates attrayantes à la ré-
solution du problème quantique à N -corps, permettant de contourner sa complexité exponen-
tielle. Elles s’avèrent toutefois soumises à des hypothèses de validité strictes, souvent négli-
gées, et se voient généralement contaminées par le problème de signe/phase qui les rend totale-
ment inopérantes. À ce jour, aucun schéma stochastique n’est en mesure de garantir que soient
respectés les critères de variance finie et de trajectoires à poids positifs qui sont nécessaires à
une reconstruction exacte de l’état quantique d’un système de fermions en interaction.
2. Les nombres quantiques à restaurer sont dans ce cas la quasi-impulsion totale, le spin et sa projection sur un
axe, ainsi que ceux associés aux symétries d’espace discrètes du réseau cristallin.
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Approches Monte-Carlo quantiques à chemins contraints pour le modèle
en couches nucléaire
Le modèle en couches constitue aujourd’hui un cadre théorique de référence pour appréhender les
propriétés des noyaux à basse énergie. Son applicabilité demeure toutefois limitée par une croissance
rédhibitoire de la dimension de l’espace des états aussi bien avec le nombre de couches de valence
qu’avec le nombre de nucléons. Les méthodes Monte-Carlo quantiques (QMC) permettent a priori
de contourner une telle difficulté en offrant une alternative à la diagonalisation du hamiltonien. Elles
reposent sur une reformulation stochastique de l’équation de Schrödinger qui ramène le problème à
N -corps à un ensemble de problèmes à un corps, numériquement solubles, et décrivant des particules
indépendantes évoluant chacune dans un champ extérieur fluctuant. L’originalité de l’échantillonnage
QMC proposé dans ce mémoire réside dans l’utilisation d’une approche variationnelle, avec restaura-
tion des symétries avant variation, pour guider le mouvement brownien et pour le contraindre afin de
contrôler le problème de phase inhérent aux schémas QMC pour des fermions en interaction. Dans les
couches sd et fp et avec les interactions résiduelles réalistes, nous avons ainsi pu obtenir une spectro-
scopie « yrast » en excellent accord avec les résultats issus de la diagonalisation du hamiltonien.
En outre, une ouverture vers les systèmes d’électrons fortement corrélés est présentée au travers
de nouveaux schémas QMC récemment suggérés pour le modèle de Hubbard en géométrie bidimen-
sionnelle. Contrairement aux échantillonnages traditionnels, ils garantissent des trajectoires à poids
positifs quel que soit le régime considéré. Nous avons prouvé que ces méthodes sont en réalité reliées
à l’approche stochastique mise en œuvre pour le modèle en couches. L’origine des erreurs systé-
matiques qu’exhibent ces schémas, pourtant exempts de problème de signe avec le hamiltonien de
Hubbard, est par ailleurs élucidée.
Mots clés : Structure nucléaire, Méthodes Monte-Carlo quantiques, Problème de signe/phase, Ap-
proches variationnelles, Symétries brisées (physique), Modèle en couches (physique nucléaire), Mo-
dèle de Hubbard.
A Constrained-Path Quantum Monte-Carlo approach for the Nuclear Shell Model
The shell model is a powerful theoretical framework for studying the nuclear structure. Unfortu-
nately, the exponential scaling of the many-body space with the number of nucleons or the number
of valence levels strongly restricts its applicability. The Quantum Monte-Carlo (QMC) methods may
then be considered as a possible alternative to the direct diagonalization of the Hamiltonian. They are
based on a stochastic reformulation of the Schrödinger equation to reduce the many-body problem to a
set of one-body problems, numerically tractable, describing independent particles that evolve in fluc-
tuating external fields. The originality of the QMC scheme proposed in the present thesis is the use of
a variational approach, with symmetry restoration before variation, to guide the Brownian motion and
to constrain it in order to control the sign/phase problem that generally occurs in the QMC samplings
for fermions. The “yrast” spectroscopy we obtain for sd- and fp-shell nuclei with realistic residual
interactions agree remarkably well with the results from an exact diagonalization of the Hamiltonian.
Moreover, an openness towards strongly correlated electronic systems is presented through new
QMC schemes recently developed for the two-dimensional Hubbard model. In contrast with the tra-
ditional samplings, they guarantee positive-weighted trajectories regardless the on-site interaction
strength or the doping of the lattice. We demonstrate that these schemes are in fact related to the
stochastic approach applied to the nuclear shell model. The origin of the systematic errors that emerge
in these methods, although free from sign/phase problem with the Hubbard Hamiltonian, is also dis-
cussed.
Keywords : Nuclear structure, Quantum Monte-Carlo methods, Sign/phase problem, Variational ap-
proaches, Broken symmetries (physics), Nuclear shell theory, Hubbard model.
Discipline : Constituants élémentaires et physique théorique
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