With the implication of dietary factors in the origin of many common diseases, there has been renewed interest in methods of dietary enquiry suitable for epidemiologic research (1-14). Validation of both new and old approaches proceeds, but under severe constraints. In the development of questionnaires, for example, the need may arise to compare two alternative, simple methods each to a reference which is taken to be accurate though impractical for large scale use. Only rarely can the two alternatives and the reference be tested together in a single individual, since subjects may remember previous answers in responding to new questions (7). This note begins with a consideration of statistical techniques by which two alternative questionnaires can be compared indirectly to one another when only pairwise administration is feasible. Concentrating on the estimation of a single score (e.g., total intake of a given nutrient), we briefly review techniques for the comparison of two correlation coefficients, and then explore some of the implications of imperfect correlation for epidemiologic study design.
With the implication of dietary factors in the origin of many common diseases, there has been renewed interest in methods of dietary enquiry suitable for epidemiologic research (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) . Validation of both new and old approaches proceeds, but under severe constraints. In the development of questionnaires, for example, the need may arise to compare two alternative, simple methods each to a reference which is taken to be accurate though impractical for large scale use. Only rarely can the two alternatives and the reference be tested together in a single individual, since subjects may remember previous answers in responding to new questions (7) . This note begins with a consideration of statistical techniques by which two alternative questionnaires can be compared indirectly to one another when only pairwise administration is feasible. Concentrating on the estimation of a single score (e.g., total intake of a given nutrient), we briefly review techniques for the comparison of two correlation coefficients, and then explore some of the implications of imperfect correlation for epidemiologic study design.
The areas of study design covered are changes in the power of the Mantel-Haenszel extension procedure (15) to detect a trend in ordered categorical responses under misclassification, sample sizes for pilot comparisons of imperfect questionnaires, and estimation of the validity of questionnaires from repeated administration. Some previous relevant work in these areas includes that of Quade et al. (16) , who con- The authors thank Dra. N. Day, J. Kaldor, E. Riboli, and J. Wahrendorf for their helpful criticisms of this report.
sidered the effects of misclassification on power in the context of 2 X 2 tables; Marshall et al. (17) , who examined changes in the chi-square for trend under a variety of specified misclassification schemes; and Gladen and Rogan (18) , who developed expressions for change in power of the usual chi-square statistic in 2 X k tables under misclassification. The study of sample size for pilot studies is a straightforward application of standard theory. The evaluation of the relationship between repeated observation correlation and the correlation between observation and reality also derives from standard theory. A number of authors have developed the idea of using repeat measures in the principal data collection phase of research to remove or reduce bias resulting from misclassification (19) (20) (21) (22) (23) . The bias in the estimate derived from misclassified data of various structures is currently an active area of research (24-31).
STANDARD METHODS FOR THE COMPARISON OF CORRELATION COEFFICIENTS
Consider a study in which all the members of a population are interviewed with the reference technique R and an alternative method A There is a simple (and hopefully superfluous) test of whether the results from the alternative are associated with the results of the reference method in the same population, due originally to R. A. Fisher (32). Given n paired observations, the estimated correlation coefficient, r, between A and R can be transformed to the quantity
which follows a t distribution on n -2 degrees of freedom under the null hypothesis, with an assumed bivariate normal dis-tribution of the measures from A and R. Alternatively, there exists a nearly normally distributed score,
whose large sample variance is estimated to a very good approximation by
The quantity
can be referred to the cumulative normal distribution to test the null hypothesis that the underlying correlation coefficient is zero. Now consider a study which compares two alternatives to the reference method. A test group is divided at random into two subpopulations, P x and P2. Each study subject is interviewed with method R and with alternative Ai or A 2 , according to his population assignment; correlation coefficients r a and r 2 are calculated for each subgroup, and normalized scores and variances are calculated as before. The null hypothesis p\ = p 2 is now tested by referring (4) to the cumulative normal distribution. The number of subjects in each group required to reject the null hypothesis of p x = pi at a two-sided significance level of a, with probability (power) of 1 -0, if the true difference between x^ and X2 is d, is
It is possible that the sequence of administration of questionnaires may affect the estimate r. Such ordering effects within populations may be tested by randomly assigning order of reference and alternative questionnaires and then comparing the reference-then-alternative sequence with the reverse order, proceeding in the analysis as for two separate population groups. Since the ultimate goal is to choose a technique which is useful on its own, the existence of ordering effects may seriously cloud interpretation. If ordering effects are significant, then the results of pairwise questionnaire comparisons in individuals may not be generalizable to study populations in which the reference method is not employed.
Given values of x and their associated variances, more complex study designs, in which correlations are examined as a function of population characteristics, such as age and sex, can be formally accommodated within the framework of weighted least squares regression procedures. While the mechanics, for example of a test for an effect of age on the correlation coefficient, are straightforward, useful interpretation of regression coefficients is limited by the complexity of the transformation in equation 2.
IMPLICATIONS FOR STUDY DESIGN
An idea of the degree of misclassification implied by various levels of correlation between alternative and reference methods can be obtained from the data presented in tables 1 and 2, which were calculated on an assumption that A and R follow a bivariate normal distribution with correlation coefficient p. The results given were obtained using double integration routines available in the Numerical Algorithms Group statistical package (33). Table 1 presents the expected joint distribution of reference and alternative values for p = 0.8, with values from each method grouped into quintiles. A joint probability distribution such as table 1 will be referred to hereafter as a "misclassification matrix". Misclassification matrices for values of p from 0.1 to 0.95 are given in Appendix 1. Probabilities of misclassification of a reference ranking in quintiles, using an imperfect alternative Table 2 , which gives the extent of misclassification by quintiles for values of p from 0.95 to 0.0, provides a sobering impression of the utility of research conducted with imperfect measures of exposure. In most circumstances, a correlation coefficient of 0.8 would be considered the mark of excellent correspondence between two measures; yet from table 2 it is clear that less than half of all study subjects are allocated even to their correct reference quintile by an alternative measure at this level of agreement. Lower degrees of association lead to even more extensive degradation of results. The last column of table 2 presents the misclassification to be expected from entirely random reallocation into quintiles.
Sample size
At the extremes of the distribution, the situation is somewhat better than for the population as a whole. From table 1, nearly 65 per cent of the subjects assigned to the highest and lowest quintiles by the alternative method can be seen to be correctly placed. Since tests of effect will be most influenced by the extremes of the exposure distribution, the loss of power may not be as great as it would at first seem from table 2.
Misclassification of a hypothetical cohort at risk is illustrated in table 3. Risks which regularly increase in this example from 2 per cent through 6 per cent over the quintiles are shown in the first line, together with the total cohort size required (and the expected number of cases) in order to reject the null hypothesis of no linear trend with 0.95 probability at a two-sided alpha level of 0.05. Successive lines present the flattening of the apparent risk gradient with progressive degrees of misclassification, calculated by applying the misclassification matrices given in Appendix 1 to the risks presented in the first line of table 3. The required cohort sizes are derived by rewriting the formula for a one degree of freedom chi-square test for linear trend originally proposed by Mantel (15) (see Appendix 2). A cohort defined by an instrument which misclassifies individuals with p of 0.8 must be 79 per cent larger than a cohort correctly classified in order to achieve the same statistical power. If p is 0.3, the required cohort is nearly 14 times as large.
The effect of misclassification on sample size requirements for case-control studies is shown in table 4. In the first line of table 4 (i.e., for p = 1) is given an expected distribution of cases across categories defined by quintiles in the reference (control) population for a situation analogous to that in table 3, in which the risk in the highest quintile is three times that in the lowest quintile, and in which there is a constant gradient of risk over quintiles. The final entry in the line is the total number of study subjects (cases plus controls, in a 1:1 ratio) required to reject the null hypothesis with 0.95 probability at a two-sided alpha level of 0.05 (see Appendix 2) . Subsequent lines give the expected distribution of cases assuming the misclassification matrices implied by successively poorer degrees of association. Although the misclassification matrices of Appendix 1 are not the only matrices that might be applied to cases, they do provide plausible patterns of in- creasing error which can be used for illustration. Very nearly as in the case-control situation, misclassified responses at p = 0.8 provide the same power for detection as correctly classified responses if the number of subjects increased by 76 per cent. If p = 0.3, more than 13 times as many subjects are required. Tables 3 and 4 may serve as a rough guide to the extent that advantage is obtained when an imprecise instrument, which can be used with a large number of subjects, is exchanged for a precise one with limited mass applicability. Of course, even when the power of the study is maintained by increasing sample size to compensate for misclassification errors, the effect estimate itself is progressively biased toward the null, as is evident from the tables.
Pilot studies
Generally, a comparison of two possible alternative questionnaires will occur in the context of the decision to use one of them in subsequent work, and the decision rule will be to take that method for which the estimated correlation with the reference technique is higher. The sample size required for choosing the preferable method if the difference between the methods is d can be obtained from equation 5: the rule can be rephrased as a test of the null hypothesis of the equality pi = p 2 against the one-sided alternative p\ > p 2 with an alpha region of size 0.50, the decision being to take A 1 if the alternative is accepted, and Repeat measures When no reference method exists and Ai and A 2 represent repeat measures using a single alternative in the same individual, it is possible to obtain an estimate of the upper limit of the correlation of the alternative with a presumed underlying "true" value R. The general expression for the correlation between repeat measures is It has been observed that the correlations between estimates from repeat dietary interviews separated by six months are higher than the correlations between the interviews and 30-day food records in an immediately preceding period (2) . In general, repeat measures will be correlated with one another not only because they correctly reflect the true status, but also because they consistently detect constant but irrelevant characteristics of the individual. (Such would be the case, for example, if a measure of total calories from fat were affected by the ratio of polyunsaturated to saturated fats). To the extent that the repeated detection of irrelevant features plays a role in the correlation between repeat measures, we can say that the correlation between Ai and A 2 , conditional on R, will be positive, that is , R^ 0, and, therefore if
which allows the investigator to set an upper bound on the correlation between A and R, and to enter tables such as tables 3 and 4 at an appropriate line. In effect, data on repeat measure correlation can permit an assessment of the minimum increase in sample size needed to compensate for loss of power due to misclassification.
Assumptions
Few of the assumptions underlying these analyses are likely to hold rigorously. The bivariate normality of the reference-alternative score distribution, necessary for the standard tests, is clearly artificial, although it can be approximated for most unimodal bivariate distributions by appropriate transformations. The cohort risk figures assume complete follow-up without censoring. Cases and controls may have very different patterns of misclassification rather than the identical ones assumed here. The linear trends in risk postulated for the power calculations are those to which the Mantel-Haenszel extension test (15) is most sensitive. No account has been taken of the influence of adjustment for possible covariate data. All of these factors suggest that the results given here should be viewed as having qualitative rather than quantitative impact on study design, and that where numerical inferences must be drawn (as in planning sample sizes), allowance should be made for a wide margin of error. The sample size required to obtain a power 1 -0 at a two-sided significance level of a is obtained by solving For a cohort study, the Ft may be specified by design (all Ft are 0.2 in the example given) and the positive hypothesis is given by the R it the set of risks corresponding to the levels i (as in table 3).
In the equations below, the subscript i will be omitted after summations, for clarity. All the R, F, Y, and / should be read as having subscripts, and the summations are over i, from 1 to n. Solving for T one obtains for cohort studies
T = 1 + (z,-./, + z.^VS RF)(1 -I RF)[I FY* -(2 FYfMVL FY(R -2 RFYf
For a case-control study, the ratio (T -N)/N is generally set by design; call this value r. The positive hypothesis is given in terms of the /, and £,. (All the gi are 0.2 in the example, the /, are given in table 4). By definition:
Solving for T, one obtains for case-control studies T = 1 + Kzi-w. + ftVlZ FY* ~ (I FYmi <f T he actual distribution of case-counts is of course a random variable, which is replaced by its expectation in the above derivations. The use of the normal distribution is not formally defensible when the variance estimate is itself a function of observed values, but it is unlikely to produce serious error in the large sample situations imagined here.
