Acoustic echo cancellation or suppression methods aim to suppress the echo originated from acoustic coupling between loudspeakers and microphones. Conventional approaches estimate echo using adaptive filtering. Due to the nonlinearities in the acoustic path of far-end signal, further post-processing is needed to attenuate these nonlinear components. In this paper, we propose a novel architecture based on deep gated recurrent neural networks to estimate the near-end signal from the microphone signal. The proposed architecture is trained using multitask learning to learn the auxiliary task of estimating the echo in order to improve the main task of estimating the clean near-end speech signal. Experimental results show that our proposed deep learning based method outperforms the existing methods for unseen speakers in terms of the echo return loss enhancement (ERLE) for single-talk periods and the perceptual evaluation of speech quality (PESQ) score for double-talk periods. Index Terms: Non-linear acoustic echo cancellation, deep learning, gated recurrent neural network, recurrent neural network, gated recurrent unit Figure 1: Diagram of proposed deep multitask acoustic echo cancellation.
Introduction
Acoustic echo is generated when the far-end signal playing out of a loudspeaker is coupled back to the microphone in the nearend point. Therefore, the far-end user hears a mixture of nearend signal and a delayed and modified version of his own voice, known as the acoustic echo. The goal of Acoustic echo canceller (AEC) or suppressor (AES) is to reduce this echo while leaving the speech of near-end user undistorted. Conventional methods address this problem by estimating the acoustic path with an adaptive filter [1] . Since most of these methods assume a linear relationship between acoustic echo and far-end signal, a nonlinear post-filtering is typically applied to suppress the remained residual echoes [2] [3] .
Neural network has been used as a nonlinear post-filtering in the past [4] . However, at the time, constraints in computational power and size of training data resulted in relatively small network implementation and limited overall AEC performance. Recent advancements in deep learning have shown great potential in various speech processing tasks [5] [6] [7] [8] , but not many works considered acoustic echo cancellation. Lee et al. [9] used a deep neural network (DNN) to estimate the gain of residual echo suppression. Recurrent neural networks (RNNs) have shown great success in sequence modeling tasks such as natural language processing (NLP), especially if they are used in an encoder-decoder framework [10] or as a sequence to sequence learning machine [11] . RNNs are particularly powerful in these frameworks as they are highly capable of modeling rich context dependencies that are inherent in these tasks. Recently, Zhang and Wang [12] used a bidirectional long-short term memory (BLSTM) to predict a mask from features of microphone and far-end signals, which is then used to resynthesize the near-end speech signal. To enable echo estimation, conventional methods typically require a double-talk detector (DTD) to halt the filter adaptation during double-talk periods, when both the near-end and far-end signals are simultaneously present. In comparison, some deep learning based echo canceller systems do not need a separate DTD module for cancelation of the acoustic echoes [9] [12] .
In this paper, we propose a new recurrent network for acoustic echo cancellation. More specifically, we use deep gated recurrent unit (GRU) [10] [13] networks in an encoderdecoder architecture to map the spectral features of the microphone and far-end signals to a hyperspace, and then decode the target spectral features of the near-end signal from the encoded hyperspace. The proposed architecture is trained using multitask learning to learn the auxiliary task of estimating the echo in order to improve the main task of estimating the clean near-end speech signal. The experimental results show that our proposed model can cancel acoustic echo in both single-talk and double-talk periods with nonlinear distortions without requiring a separate DTD.
The remainder of this paper is structured as follows. We first provide a formal definition of the problem in section 2. We then present our context-aware multitask recurrent network in section 3, followed by experimental settings and results in section 4. Finally, we conclude in section 5.
Problem statement
Let v(t) be an arbitrary time-domain signal at time t. The system model and proposed solution are illustrated in Figure 1 . The microphone signal %g/h consists of near-end speech signal .g/h and acoustic echo 1g/h:
The acoustic echo signal is a modified version of far-end speech signal 0g/h and includes room impulse response (RIR) and loudspeaker distortion.
The acoustic echo cancellation problem is to retrieve the clean near-end signal after removing any echo due to the far-end signal. Conventional systems estimate a model of the echo path with a linear adaptive filter and then subtract the estimated echo from the microphone signal. A residual echo suppressor (RES) can be further applied to improve the nearend signal. RES is typically realized by Wiener filter or spectral subtraction in the frequency domain. The final output of AEC system is estimated near-end signal -g/h.
The echo return loss enhancement metric (ERLE) is often used to evaluate the echo reduction that is achieved by the system during the single-talk situations when there is no near-end signal. ERLE is defined as: g h [ log ;:
where E is the statistical expectation operation which is realized by averaging.
To evaluate the performance of the system during the double-talk periods, the perceptual evaluation of speech quality (PESQ) is often used. The PESQ is calculated by comparing the estimated near-end speech against the ground-truth near-end speech during the double-talk periods only. The PESQ score ranges from -0.5 to 4.5 and a higher score indicates better quality.
We assume the audio signals are sampled at 16 kHz. The spectral feature vectors are computed using a 512-point short time Fourier transform (STFT) with a frame shift of 256-point (16ms). The 512-point STFT magnitude vector is reduced to 257-point by removing the conjugate symmetric half. The final logarithmic magnitude spectral feature vector is extracted by applying the logarithmic operation to the STFT magnitude. The input features are standardized to have zero mean and unit variance using the scalars calculated from the training data. The STFT complex-valued spectrum of v(t) at frame k and frequency bin f is denoted by ! NL . Its phase is denoted by ! NL and its logarithmic magnitude is denoted by ! c NL . Let 7 d N be the vector of logarithmic magnitudes at all frequency bins and frame k.
Proposed method
In this paper, we propose to estimate the near-end speech signal with a context-aware multitask gated RNN. Specifically, we use logarithmic spectral features of far-end speech 0 and microphone % as inputs. The target outputs include logarithmic spectral features of ground-truth echo signal 1 and near-end speech signal .. The proposed architecture estimates both nearend speech and echo signals by jointly optimizing a weighted loss. The information from estimating echo is used to better estimate the near-end speech. To our knowledge, this paper is first to propose a multitask network for AEC. Figure 2 describes the proposed multitask AEC framework. The echo estimation module constitutes of two-layer stacked GRU networks and is trained to generate an estimate 7 d N of the echo signal. The output of the last GRU layer from this network is fed into another three-layer stacked GRU networks along with 4 d N and 8 d N and are regressed to 5 d N which is an estimate of logarithmic spectrum magnitude of the near end signal. The time domain signal can be generated from 5 d N and the phase of the microphone signal using inverse short time Fourier transform (iSTFT) or the Griffin-Lim algorithm [14] . For simplicity in this work, we only show the results using iSTFT reconstruction.
Causal context-aware inputs and outputs
It has been shown in previous studies that using past and/or future frames can help the estimation of current frame for speech processing applications [15] . However, a fixed context window is typically used as the input to a fully-connected layer [16] . In these methods, the contextual information can be lost after the first layer as the information flows through deeper layers. In his work, we used the context features for both inputs and outputs of our networks in order to keep the contextual information throughout the network. The input features for current time consists of the feature vector of current frame and vectors of six previous frames. Causal windows are chosen to prevent extra latency. Seven frames with 50% overlap creates a receptive filed of 112ms which is long enough for processing the speech signal. To incorporate the context awareness, we deployed unrolled deep GRU networks with 7 time-steps for both the echo estimation module and the near-end estimation module, as shown in Figure 2 .
Outputs of the network also consist of current frame feature vector and six previous frames. During the training, each one of these frames are optimized against their own targets. This helps the model to learn the weights based on the context of the targets. In the inference time, the last frame is only considered as the output of the model.
Multitask GRU based AEC
The underlying model architecture of our proposed AEC method consists of a variant of GRU. More specifically, the GRUs have the following output activation:
where is an element-wise multiplication, and the update gates N are Figure 2 : Proposed multitask unrolled GRU networks for echo and near-end signal estimation.
where is a sigmoid function. The candidate hidden state f N is computed by
where is exponential linear unit function and reset gates N are computed by
where , , S , S , W , and W are the internal weight matrices of the GRUs.
Our deep learning AEC model consists of two stacked GRU networks. The first stack takes context-aware frames 8 d N as inputs to each GRU and estimates 7 d N using a fully connected (FC) output layer with linear activation. The outputs of last GRU layer from the first stack get concatenated with the context-aware frames 8 d N and 4 d N to create inputs of 7×1514 dimension for the first GRU layer of second stack. Second stack consists of 3 GRU layers and a FC layer with linear activation to estimate the context-ware frames 5 d N of estimated near-end speech. In Figure 2 , 8 d N is a feature vector of size 257 for the frame k, and N ; is the output vector of GRU in the first layer with the size of 1000. The output dimensions of each layer is shown in Figure 2 .
All models were trained using AMSGrad optimization [ [19] and the biases are set to zero. We set the learning rate to 0.0003. To avoid overfitting, we use L2 regularization for all the weights with a regularization constant of 0.000001.
Weighted loss function
A common loss function for speech processing application is mean square error (MSE) [12] that is calculated between ground-truth source . and network estimated outputin the feature domain (usually STFT). Since estimating the echo path signal is expected to provide more information to determine the network weights (as in the convolutional solutions), we propose a weighted loss function in order to use that information. This function is jointly optimized: )+.. N [ 2 e6 c N@Q Z 5 d N@Q e ; > QA: Y g Z 2h e9 d N@Q Z 7 d N@Q e ; > QA: (7) where 2 is the weighting factor.
Experimental Results

Dataset Preparation
We used TIMIT dataset [20] to evaluate AEC performance. We created the dataset similar to the one reported in [12] , specifically the following steps have been taken: From 630 speakers of TIMIT, 100 pairs of speakers (40 male-female, 30 male-male, 30 female-female) are randomly chosen to be used as the far-end and near-end speakers. Three utterances of the same far-end speaker are randomly chosen and concatenated to create a far-end signal. Each utterance of a near-end speaker is then extended to the same size as that of the far-end signal by filling zeroes both in front and in rear. Seven utterances of nearend speakers are used to generate 3500 training mixtures where each near-end signal is mixed with five different far-end signal.
From the remaining 430 speakers, we randomly picked another 100 pairs of speakers as the far-end and near-end speakers. We followed the same procedure as described above, but this time only three utterances of near-end speakers are used to generate 300 testing mixtures where each near-end signal is mixed with one far-end signal. Therefore, the testing mixtures are from untrained speakers.
The following processes were applied to the far-end signal to model the nonlinear acoustic path as in [21] . For the nonlinear model of acoustic path, we first applied the hard clipping to simulate the power amplifier of loudspeaker (0 PHV is set to 80% of the maximum volume of input signal): 
Then, to simulate the loudspeaker distortion, we applied the following sigmoidal function:
where #g/h [ 0 JOMR g/h Z 0 JOMR g/h < and " [ if #g/h ] and " [ otherwise. Finally, the output of sigmoidal function is convolved with a randomly chosen RIR 'g/h in order to simulate the acoustic transmission of far-end signal in the room:
where indicates convolution. The length of RIRs is set to 512, the simulation room size is 4m×4m×3m, and a microphone is fixed at the location of [2 2 1.5] m. A loudspeaker is placed at seven random places with 1.5 m distance from the microphone. The RIRs are generated using image method [22] with reverberation time ( >: ) of 200ms. From 7 RIRs, we used the first six RIRs to generate training data and the last one is used to generate testing data. We also modelled a linear acoustic path by only convolving the far-end signal with RIR to generate the echo signal, clipping and loudspeaker distortion are not applied for this model:
For training mixtures, we generated the microphone signals at signal to echo ratio (SER) level randomly chosen from {-6, -3, 0, 3, 6}dB by mixing the near-end speech signal and echo signal. The SER level is calculated on the double-talk period as: g h [ log ;:
For test mixtures, we generated the microphone signals at three different SER levels (0dB, 3.5dB, and 7dB). The PESQ scores of unprocessed test mixtures for linear model are 1.87, 2.11, and 2.34 and for nonlinear model are 1.78, 2.03, and 2.26 at SER levels 0dB, 3.5dB, and 7dB, respectively. The unprocessed PESQ scores are calculated by comparing the microphone signal against near-end signal during the double-talk period.
Numerical results
As the benchmark system, we used a frequency domain normalized least mean square (NLMS) as an AES [23] . A DTD is used based on the energy of microphone signal and far-end signal. We further applied a RES algorithm based on the method presented in [24] . We also compare our results against the bidirectional long short-term memory (BLSTM) method that was reported in [12] . We first evaluated our proposed method using linear model of acoustic path. Table 1 shows the average ERLE values and PESQ gains for the conventional benchmark, BLSTM, and our proposed context-aware multitask GRU which is denoted as "CA Multitask GRU". The PESQ gain is calculated as the difference of PESQ value of each method with respect to its unprocessed PESQ value. This table also shows the results for context-aware single task GRU (denoted as "CA Single task GRU") that only uses the second stack of GRU layers with 4 d N and 8 d N as the inputs where the loss function is calculated by only penalizing the network outputs against ground-truth feature vector of near-end speech. The results show that multitask GRU outperforms single task GRU in terms of both PESQ and ERLE. It also shows that the proposed method outperforms both conventional AES+RES and BLSTM methods in all conditions. We further studied the impact of nonlinear model of acoustic path on our proposed method. In this set of experiments, we used 1 QO g/h in generating the microphone signals, therefore our model contains both power amplifier clipping and loudspeaker distortions. We again compared results of our method against conventional AES+RES. We also compared our results against the AES that uses DNN-based RES that was proposed in [9] and denoted as 'AES+DNN'. The results show that the proposed method outperforms the other two methods in both PESQ and ERLE. Spectrograms in Figure 3 illustrate an AEC example using our proposed deep multitask AEC in nonlinear model of acoustic path with 0dB SER. Evidently, the proposed method achieves a superior echo reduction without significant near-end distortion.
We also evaluated the performance of our proposed method in presence of additive noise and nonlinear model of acoustic path. When generating the training data, we added a white noise at 10dB SNR level with nonlinear acoustic path at 3.5dB SER level. We compared our method against a conventional AES+RES. Our multitask based method outperforms the conventional method by a large margin as shown in Table 3 . 
Conclusions
We proposed a novel deep multitask recurrent neural network for AEC which performs well in both single-talk and double-talk periods. We demonstrate the benefit of end-to-end multitask learning of both the echo and the near-end signal simultaneously. We also demonstrate the benefit of having low latency causal context windows to improve the context-awareness when estimating the clean near-end signal. When compared on reference datasets, our proposed multitask AEC network can reduce the echo more significantly than other published methods, and is robust to additive background noises. As future work, we intend to explore AEC in environments with more severe background noises. 
