The field emission from a metal nanotip is studied because of its relevance to the Fresnel projection microscope. This study required the development of a numerical treatment of the n-fold axially symmetric Schrödinger equations. ͓S0163-1829͑97͒03240-2͔
I. INTRODUCTION
Tunneling electrons encountering a potential barrier with n-fold axial symmetry take specific traveling paths, closely related to the nodal distribution of the eigenfunctions which, by necessity, belong to some of the C n symmetry groups. These symmetry properties can often be exploited to facilitate the numerical solution of the one-body Schrödinger equation used to assess the electron current distribution for the discrete or continuous parts of its energy spectrum. Discrete states will not be discussed here, as this subject is amply discussed in most quantum chemistry textbooks. Rather, we will emphasize the incidence of the symmetry invariances on the continuous part of the spectrum, and use the conclusions to examine a microscopic model for the nanotip field emission.
The study is organized as follows: first, the consequences of the n-fold symmetry on the wave function is discussed and the set of coupled Schrödinger equations resulting from the symmetry specifications are derived. Next, the fieldemission problem is formulated using a transfer-matrix approach. The modeling of field emission is discussed in Sec. III. SI units are used everywhere in this paper.
II. THE n-FOLD AXIAL SYMMETRY
The n-fold axial symmetry is relevant to many scattering problems, including the nanotip field emission. The discrete atomic structure of the emitting device often leads to situations where the relevant parts of the system can be described as being invariant under finite rotations. This type of symmetry is usually easily evidenced in the field-emission images themselves. [1] [2] [3] In this situation, the scattering problem is best formulated in cylindrical coordinates, choosing the symmetry axis as axial direction z. The polar coordinates in the plane normal to the symmetry axis are denoted ͑azimuthal angle͒ and ͑radial distance to the axis͒. The numerical treatment of this problem starts with a discrete expansion of the wave function. In this context, it is natural to consider the complete set of eigenfunctions generated by the Schrödinger equation
where the potential is initially considered independent of and . These eigenfunctions are easily determined, and their set remains enumerable, as one specifies that the scattering electron remains localized inside a cylinder of radius R ͑pref-erably large compared with all electron wavelengths of interest͒. 4 In this case, the basis functions are easily determined to factorize into
͑2͒
Here, the azimuthal quantum number m takes all negative and positive integer values, and j is another integer, which ranges from 0 to ϩϱ. These quantum numbers are used to enumerate the values of k m, j such that J m (k m, j R)ϭ0. This complete and orthogonal set of eigenfunctions provide a convenient basis to expand the seeked standing wave functions in the less symmetric three-dimensional scattering problem.
The full three-dimensional potential is further assumed to arise from a localized perturbation confined to a small radius, so that it reaches a constant value as the coordinate exceeds a specified radius max . The long-range limit of the potential is also assumed to be independent of the azimuthal coordinate , a situation which arises when the rotational symmetry breaking is strongly localized. With these assumptions, the electron Schrödinger equation takes the form
͑3͒
with a local perturbing potential V p (,,z) which vanishes if Ͼ max . For this fully generalized equation, the eigenstates can be seeked in the form of an expansion,
͑4͒
where the coefficients satisfy the one-dimensional set of coupled equations,
The information about the n-fold symmetric potential is now contained in coupling coefficients that can be derived from
The decomposition of total potential V(,,z) into V 0 (z)ϩV p (,,z) aims at simplifying the computation of the coupling coefficients ⍀ m, j mЈ, jЈ (z), in the case max ϽR. It does not introduce any conceptual limitation. Up to this point, there were no assumption in the above equations about the invariance properties of the potential: the Schrödinger equation was formulated in cylindrical coordinates, assuming a finite support domain for the three-dimensional potential, and another larger finite support domain for the wave functions.
We now introduce the n-fold axial symmetry. The perturbing potential is assumed to remain unchanged under an azimuthal rotation of angle 2/n. The potential is then a periodic function of , with period 2/n, that can be expanded as a Fourier series, as follows:
Carrying out the angular integration in Eq. ͑6͒ one obtains
͑8͒
The Schrödinger equation finally reduces to
is presented so that propagating terms are written on the left-hand side and coupling terms are moved to the right-hand side. It is apparent that the different terms in the wave function expansion in expression ͑4͒ do not mix with each other if the perturbing potential V p (,,z), dependent in and , vanishes.
It is also clearly apparent that the symmetry axis introduces a strong selection rule in the coupling between the wave function ͑4͒ expansion terms: two components are coupled if their subscripts m are separated by a multiple of the symmetry axis order n. Then, there remains coupling between all subscripts j.
The presence of Bessel functions in the expression of the M m, j q, jЈ (z) make their computation very difficult. These should be evaluated for each value of z and used in Eq. ͑9͒. The numerical difficulties can be drastically reduced if the potential V(,,z) ͓or its decomposition into V 0 (z)ϩV p (,,z)͔ is assumed to be constant over small steps in and z. Analytical expressions ͑i.e., Lommel's formula 5 ͒ can be used to compute M m, j q, jЈ (z). These terms being constant over small steps in the z direction, special methods can be used to handle Eq. ͑9͒, i.e., discoupling this set of equations via an eigensystem method. This is discussed with further details in Appendix A.
It is then easy to find the relevant equations in the case where the potential barrier assumes a total rotational symmetry around the central z axis ͑no azimuthal dependence͒. In this case, n can take any integer values and the potential representation in Eq. ͑7͒ reduces to just one Fourier component. V q (,z) should then be replaced by V q (,z)␦ q,0 , where another Kronecker symbol further simplifies the coupling the matrix elements. The equations ͑9͒ and ͑10͒ result into
In this situation, it is possible to consider the diffusion problem for each m value separately. The coupling between components characterized with different j subscripts ͑but same m values͒ is only due to the radial dependence of the potential.
III. FIELD EMISSION
Field emission [6] [7] [8] [9] [10] [11] is basic to, among other uses, electron microscopy. The electron emission from metal surfaces was first explained by Fowler and Nordheim 6 in terms of quantum-mechanical events: the potential barrier which, under zero bias, prevents the electrons from escaping the metal is lowered by the applied electric field and the electron emission results from tunneling across this lowered barrier.
The previously derived equations can be used in this specific problem, substituting existing theories without being confined to specific geometries 12-14 ͑planar, hyperboloids, . . . ͒. Our method, based on the numerical solution of Eqs. ͑9͒ and ͑10͒, do not imply the usual modeling restrictions.
The subject of this section will be the field emission obtained through the use of nanotips. [15] [16] [17] [18] [19] These small tips, whose height is of the order of 2.5 nm, usually stand on the top of a tungsten larger tip. These tips are those used to operate the Fresnel projection microscope ͑FPM͒. 20, 21 The field is obtained from an electric bias established between the tip and a conducting grid distant a few hundred angstroms apart. This field is responsible for the appearance of an electronic microbeam. In the FPM, a molecule can be placed in this beam, producing a ''shadow'' 22 observable on a macroscopically distant screen.
We consider such a tip standing on a semi-infinite tungsten metal delimited by a plane and oriented in the ͗111͘ direction. All the tip atoms are assumed to conserve the position they occupy in an appropriately oriented crystal. The atoms considered are all inside a cone referred to as the ''tip boundary''. The apex of the tip consists of a single atom stabilized over a three-atoms layer. The distance between the metal surface plane and the last atomic layer is half the atomic radius, which corresponds to the volume occupied by each tungsten atom in the crystal. For a body-centered crystal, this radius is given by R W ϭ(a/2)ͱ 3 (3/), i.e., R W ϭ1.56 Å ͑aϭ3.16 Å for tungsten͒. The threefold symmetry z axis is placed at the center of the tip with zϭ0 coinciding with the metal surface. An electric bias V between the metal surface and the grid at zϭD is assumed. The potential is considered constant beyond this plane. The metal is described using a simple Sommerfeld picture, characterized by empirical values of W ͑work function͒, E F ͑Fermi energy͒, and r ͑dielectric constant͒. In the potential-energy calculations, 23 the tip atoms are represented by self-adjusting electric dipoles ͑cf. Appendix B͒.
This situation of threefold symmetry around the z axis is relevant to Eqs. ͑9͒ and ͑10͒ with nϭ3. The wave-function coefficients corresponding to m values separated by a multiple of n are coupled. The field-emission phenomenon will result in the production of an electronic beam mainly confined to the z-axis region. The hypothesis of the wavefunction cancellation beyond ϭR is therefore acceptable, if R is chosen large enough. It is apparent in the results that only a limited number of m values need be considered.
The first step here is to perform a computation of the potential distribution. It is considered constant beyond z ϭD where its value will conventionally be set to zero. For negative z values, the potential energy is (VϪWϪE F ). The electrostatic potential in the intermediate region 0ϽzϽD is obtained by a method presented in Appendix B, taking into account the image interaction ͑reflection of each electric charge or dipole in the surface plane of the metal͒. The next step is to obtain the transfer matrix 24, 25 of the system. It is known from expression ͑4͒ that the wave function can be expanded into a series which can be seen as a superposition with coefficients ⌽ m, j (z) of the basis functions:
In the metal (zϽ0) and beyond the grid (zϾD), the functions ⌽ m, j (z) are simple plane waves describing electron propagation towards negative or positive z values if they are not real exponentials. The range of the j subscript considered is limited here by the condition (ប 2 /2m)k m, j 2 рE, so that only traveling plane waves are present in ⌽ m, j (z) in the region zϾD.
In order to obtain the transfer matrices, each outgoing basis function in the region zϾD has to be considered individually. In all cases, there is no basis function in the region zϾD coming back from zϭϩϱ. Knowing the wave function at zϭD, using Eqs. ͑9͒ and ͑10͒, the wave function can be constructed at zϭ0 and decomposed into elementary basis functions coming from or going to zϭϪϱ.
It 
͑14͒
Taking incident wave functions with a unit amplitude and remember the absence of plane waves coming back from z ϭϩϱ, the above relations reduce to
which is solved into
The matrix (t ϩϩ ) gives the amplitudes of the transmitted basis functions for each incident basis function with the unit amplitude at zϭ0. The matrix (t Ϫϩ ) gives the amplitudes for the corresponding reflected basis functions. The matrix (M ) and (O) are simply obtained after propagation of each basis function from zϭD to 0. This method, which assumes an efficient treatment of Eq. ͑9͒ and ͑10͒, is very stable because the numerical integration ͑towards negative z values͒ is carried out in the direction opposite to the physical wave propagation ͑towards positive z values͒. In fact, a one-dimensional potential barrier in tunneling problems gives rise to a pair of evanescent waves propagating against each other. Both waves are evanescent in their natural propagation direction but increase exponentially in the opposite direction. Numerically, for a chosen integration direction, the growing solution will dominate the diminishing wave, forcing the integration to be done so that the dominant solution is the physical one.
For a wide potential barrier, it is not always possible to compute in a single step the transfer matrices corresponding to the total distance D. In these cases, the interval D can be divided into smaller slabs. Four transfer matrices were computed for each slab, namely (t Ϫϩ ) and (t ϩϩ ), as considered previously and (t ϪϪ ) and (t ϩϪ ) which describe the behavior of an incident wave traveling from zϭϩϱ. Pendry 26 developed a very useful procedure to assemble constitutive slabs for this system. Another method to stabilize the computation is to exclude for each slab the waves whose normal energy EϪ(ប 2 /2m)k m, j 2 is too small. These waves are considered to be completely reflected, by forcing the value of the transfer matrices expressing reflection ͓(t Ϫϩ ) and (t ϩϪ )͔. Once the transfer matrix of the total system is known ͑the region 0ϽzϽD and the metal͒, it is easy to compute the particle presence probability in the region zϾD. Each incident basis function in zϭ0 has to be considered individually. The transfer matrix (t ϩϩ ) is used to obtain the corresponding wave function and intensity ͉⌿ m, j (,,z)͉ 2 in the region zϾD. A weighted sum of particle densities is then performed ͑contrasting a weighted sum of amplitudes͒. The reason is the absence of correlation between the incoming electrons. The observed intensity is contributed by all the incoming electrons, each of them participating in an independent experiment.
The weight to each incoming basis function is taken to be its contribution to the total density of states at the Fermi level E F for electrons captured in a cylinder of radius R:
where all quantities have already been defined. This expression is derived in Appendix C. The current density can be obtained in a similar way. This is done by using the expression for the current density J associated with a wave function ⌿: The procedure is clearly similar to that adopted for the computation of the intensity. A weighted sum of the current density corresponding to each incident basis function in the metal is performed. The weights are the same as those used for the particle density.
There are two important points to notice. First, the ''current density'' as obtained is a quantum-mechanical concept associated with the electron wave functions at Fermi level. By contrast, the electric current density j͑r͒ of physical significance contains the electron charge e and gathers contributions from electrons with all possible energy E. The relevant relation is
where J(r,E) is the quantum-mechanical current density obtained by considering electrons with energy E. In order to obtain j͑r͒, J(r,E) has to be computed at Fermi level E F and other energy levels below E F and an integration has to be performed. The second point is the importance of a correct wavefunction normalization in order to correctly evaluate j͑r͒, on an absolute scale. The idea is to multiply each wave function obtained by this method by the same normalization coefficient A, requiring us to obtain the correct electron density inside the metal. This choice of normalization allows the probability to find an electron in a given section of the cylinder to be the same for each basis function ͑13͒.
With Sommerfeld free electron metal, the Fermi energy E F is related to the electron density through the relation:
.
͑20͒
The electron density is assumed to be constant in the cylinder of radius R. The electron density can also be obtained by an integration ͑sum͒ of ͉⌿͉ 2 over all occupied states. In representation ͑4͒, this becomes
͑21͒
This expression assumes zero temperature ͑no occupied states above the Fermi level͒. Evaluating this expression on z axis (ϭ0), it becomes The integration over E is easily performed. Actually, considering all possible j and E values ͑up to E F ͒, it is possible to invert the sum over j and the integration over E, so that the integration is almost immediate. Knowing the electron density , the normalization coefficient A is derived from Eq. ͑22͒.
IV. RESULTS
The tip used in this section consists of three atomic layers, with, respectively, seven, three, and one atoms at bulk position. The height for the different layers are 0.13, 1.05, and 2.87 Å. A work function W of 4.5 eV and a Fermi energy E F of 19.1 eV were taken. The grid is set at the distance D ϭ6 Å with an electrical potential of 10 V, with respect to the metal tip. The wave-function cancellation radius R is taken equal to 10 Å.
The polarizability ␣ 0 /4 0 of a neutral isolated atom is 7 Å 3 . 27 The polarizability ␣ bulk /4 0 of the atoms in the bulk takes the value 1.49 Å 3 , considering optical data at the Fermi frequency. 28 The potential distribution in a vertical plane containing the z and y axis is shown in Fig. 1 . This plane intercepts one of the three atoms of the second layer, clearly visible on the right part. No atom of the seven-atoms first layer, except for the central one, is cut by this plane. When the distance of a dipole to the metal surface is small enough, its image field becomes dominant and forces the dipole to orient opposite to the external field. A simple model for one dipole gives a critical distance of ͱ 3 (␣ i g/16 0 ), with the notations developed in Appendix B. For the central atom, this critical distance appears to be 0.64 Å. This explains the repulsive character of the central atom in the first layer, while the other ones behave differently, given the greater distance to the metal surface.
The current density J z (r) for zϭD is shown in Fig. 2 . The field emitted electrons seem to originate from the top atom, which clearly appears in the map. The current density without tip ͑i.e., for a simple capacitor͒ would take the value 1.6ϫ10 9 A/cm 2 . This value, obtained at a larger distance from the tip, is due to electrons field emitted by the plane metal surface itself. Similar contributions can be predicted by other field-emission theories. [6] [7] [8] 11 Figure 3 shows the potential-energy distribution when the top atom of the tip is removed. Figure 4 shows the corresponding current density J z (r) for zϭD. The three atoms of the second layer clearly appear in the field-emission diagram.
These two current density figures were computed, considering incident electrons with up to 4 eV below the Fermi level. The effects of the artificial wave function vanishing condition ⌿(,,z)ϭ0 for уR are restricted to the vicinity of ϭR. No change is observed in the wide central part of the scattering domain.
V. CONCLUSION
A method to compute elastic diffusion in the presence of n-fold symmetry axis was presented, assuming a reasonable boundary condition adequate for tunneling problems. This method was applied to a field-emission problem. The only information needed being the cylindrically symmetric potential-energy distribution, it can be applied to many kinds of field-emission situations with the possible presence of molecules near the electron source.
This method has some advantages over the Green formalism 29, 30 in situations where the potential perturbation cannot be considered localized in space. In fact, the Green formalism requires the creation of a matrix whose size corresponds to the square of the number of perturbed potential elements. Here, this number would appear to be proportional to E 2 R 2 D 2 . Such a matrix is not needed here. On the other hand, the computation of the coupling coefficients M m, j 0,jЈ (z) requires arrays whose size depends on the number of basis functions and on the number of discretization steps in R. This number appears to be proportional to E 3/2 R 3 . The computations performed here is out of reach of the Green formalism with the present state of computers.
This method gives the wave function in regions where the wave function cancellation condition is physically admissible. Further work is needed to obtain the current density at long ͑macroscopic͒ distances from the source.
It is important to notice that it is the complex conjugate of the element of (M ) at the section of the row corresponding to the couple of subscripts (mЈ, jЈ) and the column corresponding to the couple of subscripts (m, j). The (M ) matrix is therefore Hermitian. Its eigenvalues are real and their eigenvectors are orthonormal. The same comment applies to (E)-(M ).
Let (U) be the unitary matrix containing in columns the (E)-(M ) eigenvectors and ͑͒ the diagonal matrix containing the corresponding eigenvalues. (E)-(M ) can be replaced by (U)()(U)*.
Let us define ⌬(z)ϭU*⌽(z). The propagation equation becomes
This system of uncoupled equations is easily solved and allows for an analytical propagation of ⌬(z) over ⌬z. ⌽(z) is retrieved by the relation ⌽(z)ϭU⌬(z). This method is applied to all groups of coupled m values individually.
APPENDIX B: COMPUTATION OF ELECTROSTATIC POTENTIAL WITH IMAGE POTENTIAL
Let us consider a metal, characterized by a dielectric constant r and delimited by a plane. The N tip atoms are represented by electric dipoles p i , with polarizability ␣ i . Following Ref. 31 , we use the relation
with ␣ 0 the polarizability of an isolated atom, ␣ bulk the polarizability in the bulk, N i and N bulk the number of nearest neighbors of atom i and in the bulk, respectively. ␣ bulk and r are related by the Clausius-Mosotti relation ͓( r Ϫ1)/( r ϩ2)͔ϭ(1/3 r )n␣ bulk , where n is the number of atoms per unit volume. An electron ͑charge q͒ is located at r q , where the electrostatic potential has to be computed. Each electric charge q, located at rϭ(x,y,z) is associated with an image charge I(q)ϭϪgq, located at I(r) ϭ(x,y,Ϫz), where
Let us note E (q,r q ) (r) the electric field at r due to the presence of a charge q at r q . It is given by
The electric field E (p i ,r i ) (r) at r due to the presence of a dipole p i at r i is given by
Let us note I(q,r q ) for "I(q),I(r q )… and I(p i ,r i ) for
The relation between p i and the total field at r i is
where the first term is the external field due to the bias, the second and third are due to the electron and its image, the fourth to the image of p i and the last to the other dipoles and respective images. It is possible to write the equations for all p i as In order to obtain the electrostatic potential for a series of r q , the matrix (M ) must be constructed and inverted once. The dipoles p i are then obtained for each electron position using ( P)ϭ(M )
Ϫ1 (E). The electrostatic potential at r q is the one due to the N dipoles p i at r i , the electron image I(q) at I(r q ), and the image dipoles I(p i ) at I(r i ). A factor 1 2 must be considered with the image charge and dipole terms. The electrostatic potential divergences at the atomic positions are truncated.
Since the atomic positions set ͕r i ͖ is invariant under 2/n rotations, the electrostatic potential V(,,z) has n-fold symmetry around the z axis. It must therefore only be computed for values between 0 and 2/n. Each of these computations requires consideration of all N dipoles, since the n-fold symmetry is broken by the electron at r q : dipoles related by 2/n rotations take different values since their relative position to the electron are different. However, the n-fold symmetry in the dipole relative positions, can be used to invert more efficiently the M matrix. If cylindrical coordinates are used, it can be shown that the part of the M matrix corresponding to dipoles not located on the z axis, is block circulant. 32 In the case where no dipole stays on the z axis, all the M matrix is block circulant with n different submatrices and appropriate inversion methods can be used. However, since the M matrix must only be inverted once, it is worth using only in situations where not enough storage space for the M matrix is available.
APPENDIX C: DENSITY OF STATES IN A CYLINDER OF RADIUS R
Let us consider a cylinder of radius R and length L. This cylinder is assumed to be occupied with electrons, whose kinetic energy ranges from 0 to E.
The different possible states along are described by the eigenfunctions:
where the radial wave vectors k m, j satisfy the property J m (k m, j R)ϭ0 and are limited by ͱ(2mE/ប 2 ). All m values, compatible with the existence of a k m, j value have to be considered. Considering the limit E to the kinetic energy, the axially oriented wave vector k z associated with a value k m, j range from Ϫͱ(2mE/ប 2 )Ϫk m, j
