it is necessary to find a minimum weight assignment that satisfies one or several additional resource constraints. For example, consider the problem of assigning persons to jobs where each assignment utilizes at least two scarce resources and the resource utilization is dependent on the person and the type of task. A practical situation where the above might occur is a slaughter house where the "cutters" are assigned to different cut patterns. In this case the resources are the time, the cost and the productivity measured in terms of quality and amount of the end products.
In many applications
it is necessary to find a minimum weight assignment that satisfies one or several additional resource constraints. For example, consider the problem of assigning persons to jobs where each assignment utilizes at least two scarce resources and the resource utilization is dependent on the person and the type of task. A practical situation where the above might occur is a slaughter house where the "cutters" are assigned to different cut patterns. In this case the resources are the time, the cost and the productivity measured in terms of quality and amount of the end products.
In this paper we study the resource constrained assignment problem and derive several classes of valid inequalities based on the properties of the knapsack and assignment polytopes.
We also present an algorithm that uses both the linear programming and the Lagrangean relaxation of the original problem in order to solve the separation problem. Some computational experiments are presented.
Introduction
The minimum weight assignment problem is a ubiquitous combinatorial optimization problem with a plethora of practical applications.
The pure minimum weight assignment problem is well solved in the sense that there are efficient (polynomial) solution methods for finding an optimal solution.
In many applications, e.g. Brans et al. [4] and Gupta and Sharma [8] , a related problem is presented where the assignment problem is constrained by the addition of one or several knapsack type resource constraints. The resource constrained minimum weight assignment problem is a hard combinatorial optimization problem for which no efficient (polynomial) solution method exists. Several solution methods have been studied for this type of problem.
They include, Lagrangean relaxation (Aggarwal [l] ), extreme point ranking (Murty [l l] ), traditional branch and bound methods (Gupta and Sharma [8] ) and branch and bound combined with subgradient methods for obtaining bounds (Mazzola and Neebe [IO] ). In this paper we study the resource constrained assignment problem from a polyhedral approach. Several classes of valid inequalities for the convex hull of incidence vectors of solutions are derived. These inequalities are then used in the linear programming and Lagrangean relaxation of the original problem in order to obtain stronger bounds.
The mathematical formulation
Consider the resource constrained minimum weight assignment problem (P). All the data of the problem are assumed to be integral.
(P>

Valid inequalities
In this section several classes of valid inequalities, derived for the assignment problem with one resource constraint are presented. These inequalities extend in a natural way when several resource constraints are included, however, in order to simplify the notation we consider the problem with only one resource constraint. The arguments used to derive the inequalities rely heavily on the celebrated cover inequalities for the O-l knapsack polytope. These have been investigated extensively in Balas [2] , and are presented without proof.
Let B" denote the set of O-l n-vectors. is also valid for conv(S). Based on the cover inequalities for the knapsack polytope and the assignment structure we will derive several classes of valid inequalities.
In order to simplify the exposition, the following notation is introduced. Consider the set of feasible solutions Q, Q= jg, Xij=l, for i=1,2 ,..., n, ic, Xij=I, for j=1,2 ,..., n,
where dijrO for all i and j.
Define
Observe that all the cover inequalities and extended cover inequalities that are valid for conv(S), are clearly valid for conv(Q). However, many of the cover inequalities that possibly define facets or high dimensional faces of conv(S) might define low dimensional or even empty faces of conv(Q). For instance the inequality obtained from a cover C that is contained entirely in a row or a column defines an empty face of conv(Q) whenever ICI z 3. The above observation demonstrates that a good approach to deriving strong valid inequalities for conv(Q) is to consider covers that contain at most one entry from each row and column. That is, covers that are also partial assignments (a matching on complete bipartite graph or solutions to the assignment problem with the equalities replaced by inequalities). Our notation can be further simplified by observing that, for any partial assign-ment with pin positive components, the rows and columns may be permuted so that only the first p diagonal elements of (Xij) are nonzero; that is if i=j and ilp, otherwise.
Partial assignment cover inequalities (PAC)
Suppose that the rows and columns are permuted so that, for some p I n we have i dii>b, 
Extension of PAC by semi-assignment (EPACSA)
Since any assignment uses at most one entry from each row, the extension of the cover inequalities presented for the knapsack polytope can be modified to use this fact. That is, for each row all the variables whose knapsack coefficient is greater than or equal to that of the diagonal can be included in the inequality.
Note that the above argument uses only one set of the assignment constraints, or semiassignment argument. This gives the valid inequalities stated in the following theorem. 
is valid for COW(Q).
Proof. Since E2(p) contains elements only from p rows and since x is an assignment, it is immediate that c Xij'P.
Suppose that x satisfies the above inequality at equality. 
where the second inequality hold by assumption that C(p) is a cover. Hence, x is an assignment that does not satisfy the knapsack inequality, x@ Q. 0
Note that a similar extension can be obtained when using columns instead of rows.
Maximum assignment intersection (MAI)
Since two different assignments must differ on at least 2 components it is possible to strengthen the knapsack cover inequalities to the inequalities presented in the following theorem. (MAI)
Proof. The proof relies on the properties of assignment.
Observe that if x and y are O-l vectors that satisfy the assignment constraints and coincide on n -1 components, they must also coincide on the last component. Hence, we cannot have an assignment that satisfies (1) exactly at equality, hence the right-hand side of (1) can be reduced by 1 to n -2. 0
Note that the MA1 inequalities were derived by using the properties of the assignment polytope, hence the semi-assignment arguments presented in Theorem 3.1 cannot be used to extend the MA1 inequalities. However, we present a different extension. 
The inequality
is valid for conv(Q).
Proof. Let M(X) = {(i, j): xij= l}. We want to show that if XE Q,
IM(x)nE,(n)l <n-2.
Suppose that for some x E Q, IM(x) 0 E3(n)/ >n -1, then it will be shown that the knapsack constraint is violated by x.
First, since M(x) and C(n) are assignments, and the assignment that corresponds to C(n) is not in Q, by the argument in Theorem 3.2 
IM(x)nC(n)lIn-2,
therefore xr4 = 1 for some (r,q)EE3(n) \ C(n). By definition of E,(n), d,,zg. Second, since dijj1g2d,_2,,_2 for all (i, j) E E3(n) \ C(n),
Extension of PAC by assignment argument (EPACAA)
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The following theorem uses the properties of assignments to extend valid inequalities that exclude a partial assignment of cardinalityp. For example, this can be applied to the PAC inequalities.
Theorem 3.4. If the inequality is valid for conv(Q), then the inequality
is also valid for conv(Q).
Proof. The proof is by contradiction. If x is an assignment, then it is simple to observe that
Suppose the above inequality holds at equality. It is easy to observe that all assignments that satisfy the above at equality must have
but by assumption, the partial assignment C(p) is excluded, thus x@Q. 0
The symmetric case of this theorem is that if the same hypothesis of the theorem holds, then the inequality is valid for conv(Q).
Generalized PAC inequalities (GPAC)
The GPAC inequalities have the same form as PAC inequalities, however they are derived by a more general argument.
The PAC inequalities were derived using the properties of the knapsack polytope. The GPAC inequalities are derived by using both the assignment and knapsack polytopes. The idea behind these inequalities is that we are given a partial assignment, and C(p) is not a cover, however, all completions of this partial assignment to an assignment violate the knapsack inequality.
Theorem 3.5. If C(p) is a partial assignment all of whose possible completions to an assignment violate the knapsack inequality, then the inequality (GPAC)
Proof. The proof is trivial. 0
Note that the PAC inequalities satisfy the hypothesis of Theorem 3.5 by the fact that they are derived from a cover. Furthermore, the GPAC inequalities also exclude a partial assignment C@) hence they can be extended to obtain EPACAA inequalities.
Separation
In this section we describe how violated inequalities that belong to one of the 5 classes described in Section 3 can be detected. We describe how the separation problem can be solved when a solution to the linear programming relaxation is known and also when a solution to the Lagrangean relaxation is given. Consider the PAC inequalities.
Given a solution x* to the linear programming relaxation of Q, we want to find a partial assignment whose corresponding valid inequality cuts off the solution x*. Let Hence, to find the most violated PAC inequality, the above must be maximized. for all i and j.
The separation problem is then equivalent to the original problem. Therefore, it for i=1,2 ,..., n, forj=l,2 ,..., n,
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is not efficient to solve the separation problem exactly since typically, in a cutting plane algorithm, the separation problem must be solved repeatedly.
On the other hand, one could solve the linear programming relaxation of the separation problem and by rounding, try to construct a partial assignment with the desired properties. In a Lagrangean relaxation setting, when the knapsack inequality is relaxed, the subproblem is a pure assignment problem. Therefore, during the Lagrangean relaxation iterations, several assignments that violate the knapsack constraint will be generated.
Once an assignment that violates the knapsack inequality is known, it is easy to construct from it partial assignments that are minimal covers, and hence valid inequalities for conv(Q). Recalling that the EPACSA inequalities are obtained by extending the PAC inequalities by semi-assignment arguments, a heuristic to detect them is to first detect a PAC inequality and then extend it. This procedure is illustrated in Section 6.
The separation for the MA1 inequalities is similar to that of the PAC inequalities, except that, instead of partial assignments, assignments satisfying the desired properties must be detected. The mathematical formulation of the separation for the MA1 inequalities is similar to that of the PAC inequalities. The difference is that the first two sets of inequalities in the formulation of the separation problem must be replaced by equalities.
Note that detection of these inequalities is trivial in a Lagrangean setting.
A heuristic for detecting a violated EMAI inequality is first to detect a violated MA1 inequality and then extend it. The EPACAA inequalities are obtained by extending the PAC inequalities by using an assignment argument.
Hence the heuristic we consider is to first detect a violated PAC inequality and then extend it. This process is also illustrated in Section 6.
The derivation of GPAC inequalities is more complex than for the previous 4 types. Naturally, one would expect that the separation problem for this type is more complicated.
The for all i and j.
This problem is very difficult to solve. However, an obvious heuristic is to enumerate some of the partial assignments. If the cardinality of the partial assignment, that is the value of p, is restricted, then this is in fact a polynomial time algorithm. Since once the vector z is fixed, the above problem reduces to a simple assignment problem. The above heuristic can be applied when an assignment that violates the knapsack constraint is known, i.e., from the Lagrangean. Then one can proceed by constructing partial assignments from the given assignment and examine whether all completions to an assignment violate the knapsack inequality. Enumerating all completions is not practical, however, we can delete the rows and columns of the partial assignment, assign the knapsack coefficients as cost coefficients and find a minimum weight assignment of the remaining problem.
We then obtain the completion that uses the least resource from the knapsack constraint, thus it is the "best" completion in that respect. If the assignment obtained by concatenating the partial assignment and the "best" completion violates the knapsack constraint, then we know that the partial assignment yields a GPAC inequality.
Note that, in fact, instead of solving the smaller assignment problem completely, one can find two lower bounds for this subproblem, one by picking the smallest element in each of the remaining rows and the second by picking the smallest element in each of the remaining columns. This can be stated mathematically as follows. Given a partial assignment C@), as defined in Section 3, let
Note that h(p) is a lower bound for all feasible completions of C(p) to an assignment. Therefore, if
then a GPAC inequality can be derived. This procedure is also illustrated in Section 6.
Solution algorithms
We have used the inequalities derived in Section 3 in two different solution approaches.
The first algorithm uses the linear programming relaxation of the resource constrained knapsack problem.
From the continuous solution we try to identify a violated valid inequality by solving a separation problem. The valid inequalities generated are added to the problem and a new linear program is solved. This procedure is repeated until the optimal integer solution is found or until we are unable to identify a valid violated inequality.
If the latter occurs we proceed with branch and bound. This approach is similar to the solution approach used by Grotschel and Padberg for the symmetric travelling salesman problem.
The other solution approach is based on the Lagrangean relaxation technique in which valid violated inequalities are added and relaxed. The technique is described in more detail in Hallefjord and Jornsten [9] . In this approach we only need to solve assignment problems which means that more efficient solution methods can be used to solve the subproblems than general purpose linear programming techniques, see for example, Bertsekas [3] , Burkhard and Derigs [5] . When solving the Lagrangean assignments that violate a resource constraint are often encountered, and valid inequalities can then be easily generated. In our preliminary computational tests we have found it useful to use a technique in which the linear programming problem is solved and the dual information is then used in a Lagrangean setting. By doing this both a continuous "feasible"
solution and an integer infeasible solution are generated. Based on the information obtained from these two solutions "good" violated valid inequalities can be generated more easily. The two solution methods are illustrated on two numerical examples in Section 6.
Numerical examples and computational results
Example 6.1. To illustrate the ideas presented in Sections 3-5 we have used the example given by Aggarwal [l] . The example considers the problem of determining an optimal core management policy for the problem of four assemblies to be assigned to four locations.
The data for the example are
When the problem is solved as a linear program and valid inequalities are generated from the continuous linear programming solution we get the following results.
Iteration 1. Optimal objective function value = 21.428, the solution is
From this solution we can generate the PAC inequality x,l+x,,+Xs4+X'$s~3.
Since { (1, l), (2,2), (3,4), (4,3)} is an assignment, the above inequality can be strengthened to the MAI inequality x,,+X*2+X~4+X~3~2.
Adding the latter inequality to the problem and resolving the linear program yields: This is so since the partial assignment ((1, l), (4,4)) can be completed to an assignment in only two ways. The completion to an assignment must be chosen from the substructure with coefficients (db)= ; ; .
( > Since ((1, l), (4,4)} requires 9 + 10 of the common resource and since the substructure requires at least 12, the resource constraint is violated. Hence we obtain the GPAC inequality xii +x&$1 1.
However, this inequality does not cut off the current linear programming solution. The inequality can be strengthened using the assignment arguments in Theorem 3.4 to obtain the EPACAA inequality xii +x,,+x,,< 1.
Adding this inequality to the linear program and resolving the problem gives: Note that in order to generate the inequalities of Iterations 2, 3, in general, we have to solve assignment problems which have a dimension smaller than that of the original problem. In Iteration 2 the solution of an assignment problem is not needed since by picking the two smallest elements in the submatrix d' we obtain a lower bound of 12 on the "best" completion and therefore can conclude that any completion will violate the resource constraint.
However, in Iteration 3 it is necessary to solve a 2 *2 assignment problem in order to generate the violated valid inequality. We can now apply Theorem 3.4 to obtain the EPACAA inequality x,, +x34+x,45 1.
If we instead extend the cover inequality with the help of column semi-assignment argument we get the inequality ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ which is equivalent to x,,+X12+X22+t~32+X34~2.
The cover inequality can also be strengthened using assignment arguments. This gives the MA1 inequality x11 +x,,+x,,+x,,<2.
By using the fact that the partial assignment ((1, l), (2,2)} cannot be completed to a feasible assignment, and then applying Theorem 3.4 we obtain the valid inequality x,,+x,,+x,,51.
Adding all these inequalities to the problem and relaxing them yields the problem to be solved in Iteration 2. 
X1,+X23+X44+X3452,
Xl1 +X32+X44+X34S2.
Consider the partial assignments that are subsets of the assignment obtained from the Lagrangean ((1, l), (4,4)}, ((1, l), (2,3)}, ((2,3), (3,2)}, ((2,3), (4,4)} and {(3,2),(4,4)}. B y us using the "infeasible completion" argument (GPAC inequalif' t ties) and then applying Theorem 3.4 we obtain five valid inequalities
X,l+X23+X21~1,
X,,+X,,+X,,~ 1,
x,,+x,,+x,,<l.
Note: It is not necessary to solve an assignment problem to derive the inequalities 10-14.
Iteration 3.
Solving the Lagrangean subproblem with all the generated inequalities described above gives the optimal integer solution. (2, 6) , (3, 5) , (4,2), (5, l), (6,4)}. From this we can derive several valid inequalities.
Since the current assignment is infeasible, we can obtain the MA1 inequality This inequality can be strengthened by applying Theorem 3.3. In this case g = 14.
By adding all the variables whose knapsack coefficients is greater or equal to 14 we obtain the EMAI inequality 
The partial assignment ((3,5), (5, l)} . 1s a subset of the current solution, and has no feasible completion.
Theorem 3.5 can be used to derive a GPAC inequality which can then be extended by using Theorem 3.4 to obtain the following two inequalities x31 +x,,+xsII 1,
x35+x,, +x5,51.
The partial assignment { (4,2), (5, l)} yields
x4, +x42+x5, s 1.
Iteration 3. Solving the Lagrangean subproblem with these inequalities added and relaxed gives the optimal assignment, with value 48, { (1,3), (2, 6) , (3, l) , (4,2), (59, (694)).
Conclusions
Several classes of valid inequalities for the assignment problem with resource constraints have been derived. We have used these inequalities in conjunction with linear programming and Lagrangean relaxation. Adding these inequalities to the problem when using a branch and bound scheme will generally provide better bounds and thus a more efficient solution technique.
We are currently investigating whether some of the classes of valid inequalities define facets of the convex hull of feasible solutions. The derivation of additional valid inequalities is being pursued. Also under investigation is how to use both the linear programming relaxation and the Lagrangean relaxation for solving the separation problem efficiently.
