Alzheimer's disease (AD) is the most common form of dementia with currently unavailable firm treatments that can stop or reverse the disease progression. A combination of brain imaging and clinical tests for checking the signs of memory impairment is used to identify patients with AD. In recent years, Neuroimaging techniques combined with machine learning algorithms have received lot of attention in this field. There is a need for development of automated techniques to detect the disease well before patient suffers from irreversible loss. This paper is about the review of such semi or fully automatic techniques with detail comparison of methods implemented, class labels considered, data base used and the results obtained for related study. This review provides detailed comparison of different Neuroimaging techniques and reveals potential application of machine learning algorithms in medical image analysis; particularly in AD enabling even the early detection of the disease-the class labelled as Multiple Cognitive Impairment.
INTRODUCTION
Alzheimer's disease (AD) is a neurodegeneration disorder that progressively declines individual's memory and cognitive skills. It is the most common type of dementia in the elderly. German Neuropathologist and psychiatrist, Alois Alzheimer was the first to describe this incurable and degenerative terminal disease in 1906 and the disease was named after him. The risk of developing AD increases with age. It is most often diagnosed in people over age of 65 years. However, many individuals younger than age 65 can also develop the disease. It is irreversible, and progressively destroys memory and thinking skills which results in decline of memory and mental function. Symptoms include confusion, irritability, language breakdown, aggression, mood swings, longterm memory loss and the decline of different senses of the diseased. Ultimately the result is the loss of bodily functions leading to death [15] . There are four different stages of disease progression. The first stage with a variety of symptoms (most commonly amnesia) which do not significantly alter daily life is known as Mild Cognitive Impairment (MCI). The next stages of AD (Mild and Moderate AD) are characterized by increasing cognitive deficits, and decreasing independence of patients (Severe AD) [33] . Between 6-25% of people affected with MCI progress to AD every year.
Different neuroimaging examinations are an essential part of the diagnostic investigation of AD. These examinations also help to search for biological markers that provide supportive diagnostic features for the AD. There is an immense need to devise automated approaches for early diagnosis and detection of AD as it may aid experts to prescribe medications that can at least slow down the disease progression and to help the patient and the patient's family to develop coping techniques. For this automated diagnosis, Machine learning and Computer-Aided Diagnosis (CAD) have gained increasing attention in the medical field. A machine learning algorithm is trained using a set of examples to produce a desired output. Those examples are divided into different classes. When a new instance is presented to the learning algorithm, it assigns it a class according to the set of classification rules. The only information given to the algorithm is a set of labeled examples (i.e. a set of instances with their class) [15] . Important steps in CAD include Image pre-processing followed by feature extraction such that within class similarity is maximized and between classes similarity is minimized. After feature extraction, some of the selected features from the dataset are used in the training process of the learning algorithm. In this process the aim is to find the optimal subset that increases the efficiency of the learning algorithm. The curse of dimensionality demands the dimensionality of the pattern representation should be as small as possible. Therefore, feature extraction and selection received great attention; specifically to optimize the feature set and to increase the prediction accuracy of the classification of AD stages is of great interest.
The rest of the paper is organized as follows: A current status and effects of AD is presented in section 2, A comprehensive literature survey of work done towards computer-aided diagnosis of AD is presented in section 3, section 4 provides comparison of different Neuroimaging techniques, section 5 is about Pattern Recognition techniques and section 6 is about Discussion followed by conclusions in section 7.
ALZHEIMER'S DISEASE (AD)
AD is a physical brain disease that causes dementia by a progressive degeneration of brain cells. Dementia is a general term for a group of brain disorders, of which AD is the most common. AD accounts for 50 to 70 percent of all dementia cases. In AD, it becomes difficult for a person to carry out daily activities. From person to person, the rate of progression greatly varies. The complete dependence of a patient is seen with disease progression. The disease is characterized by specific changes in the brain as the "plaques" are formed outside the brain cells due to an abnormal buildup of a beta amyloid protein. Also, "tangles" builds up inside the brain cells due to another protein called tau. These protein accumulations damage the connections between brain cells and thus disrupt the messages within the brain. This causes the brain cells to eventually die, thus the volume of a brain shrinks (atrophy). The brain function is affected eventually [34] .
Mild Cognitive Impairment (MCI) is believed to be a transitional stage between normal aging and AD. During MCI a memory loss is seen in person that cannot be linked to age problems but also not severe enough to point to probable AD.
SYMPTOMS AND HEALTH ISSUES
The disease symptoms and its effects on each person may vary. Common symptoms may include [34] :
 Persistent and frequent memory loss  Vagueness in conversation and language difficulties  Difficulties in planning, organizing, problem solving capabilities and logical thinking  Loss of enthusiasm, deterioration of social skills and unpredictable emotional/ behavioral and overall personality changes  Becoming disoriented and longer times to do routine tasks  Inability to process questions/ instructions etc.
WORLDWIDE POPULATION AND PROGRESSION OF AD
According to the Alzheimer's Association, in 2010 there were 35.6 million people suffering from AD worldwide [21] . And it was estimated that 5 million Americans aged 65 and older have AD in 2013. By 2050 this figure is expected to exceed 115 million worldwide while it is projected that 14 million Americans will live with AD by 2050. Perhaps in China the situation will be even worse as the population of aging people will be more [26] .
RISK FACTORS AND IMPACT ON SOCIETY
Along with the Age and genetics of AD, there are various risk factors which are responsible for cause of AD. AD affects physically, financially, and emotionally to the patients and their families [25] . 
SUPPORTING

NEED FOR EARLY DIAGNOSIS
Early diagnosis of AD, particularly that of MCI is important as in early stage medical treatments are more effective and can help to improve the quality of life of the patients; it also helps researchers to deeply understand the causes of the disease to slow down the progress of AD and offers more chances to treatments in the early stages. However this is only possible with accurate diagnosis of AD in its early symptomatic stage. All patients with different AD stages have specific atrophic changes in the temporal lobes of the brain [21] .
LITERATURE SURVEY
The modern way of Neuroimaging techniques have enabled researchers to analyze and quantify different structures and functions of the brain. These imaging techniques aid in the detection of AD. Donghai Guan et al [22] have presented detail survey on mislabeled training data detection techniques and provide comparison of different classifiers. Yazdani et al. [32] have provided detail survey of segmentation techniques for brain MRI which might prove to be helpful in AD cases. Norouzi et al. [29] in their paper have covered many segmentation methods for Medical Image Analysis covering advantages and disadvantages of each with application to MRI and CT. Automatic classification using various machine learning methods, segmentation of diseased tissues or other anatomical parts of brain, feature extraction and selection methods has significant impact for detection of the onset and progression of this disease. For this reason feature extraction and selection methods and classification methods can also be incorporated in the detection of AD. In this section (Refer Table. 1) an in-depth literature study is conducted to comprehend  MRI Neuroimaging technique, in particular and  Pattern recognition techniques for AD Detection The Table. 1 summarizes the previous work done with respect to the use of classifier, type of training data used, number of classes considered and the results obtained in terms of parameters like Sensitivity, Specificity, and Accuracy etc. Here Accuracy is measured as total number of correctly classified images divided by the total number of images; In short, it is the fraction of correctly classified instances. Sensitivity measures the percentage of actual positive (may be AD) instances which are correctly identified. Specificity measures the percentage of negative (normal) instances which are correctly identified.
As summarized in Table. 1, approaches used for classification falls into two categories:
i. Supervised learning techniques such as ANN [16] , SVM [5-7, 9, 11, 14, 16-18, 21, 23, 31] and K-NN [16, 21] etc. ii. Unsupervised learning techniques such as K-means clustering, Self-Organizing Map (SOM) [41] etc. Class labels are considered as NC (Normal Controls/Cases), MCI and AD. Following section of the literature survey describes some of the methods implemented by researchers/authors in brief: J. H. Morra et al. [9] compared four automated methods for hippocampal segmentation using different machine learning algorithms (1) hierarchical AdaBoost, (2) Support Vector Machines (SVM) with manual feature selection, (3) hierarchical SVM with automated feature selection (Ada-SVM), and (4) publicly available brain segmentation package; and shown that all methods are capable of capturing both disease related effects and correlations between cognition and structure for the well-known, widespread effects. Y. Fan [12] proposed an ordinal ranking based classification method for distinguishing NC, MCI non-converter (MCI-NC), MCI converter (MCI-C), and AD at an individual level, taking into account the inherent ordinal severity of brain damage caused by normal aging, MCI, and AD, rather than formulating the classification as a multi-class classification problem.
D. Zhanga et al. [14] proposed a new multimodal data fusion and classification method based on kernel combination for AD and MCI. Compared with the conventional direct feature concatenation method, this method provides a unified way to combine heterogeneous data, particularly for the case where different types of data cannot be directly concatenated.
J. Rajeesh et al. [18] made an analysis, whether the texture features of hippocampus on MRI can be used as a biomarker to identify AD and gave analysis that shows proper selection of texture features can discriminate the AD from Normal from hippocampus texture features.
M.Liu et al. [19] proposed a hierarchical ensemble classification algorithm to gradually combine the features and decisions into a unified model for more accurate classification. Specifically, a number of low-level classifiers are first built to transform the rich imaging and correlation-context features of brain image into more compact high-level features with supervised learning. Then, multiple high-level classifiers are generated, with each evaluating the high-level features of different brain regions. Finally, all high-level classifiers are combined to make final decision.
G. Wiselin et al. [23] compared two automated methods for hippocampal segmentation using different machine learning algorithms: l) support vector machines (SVM) with manual feature selection, 2) hierarchical SVM with automated feature selection (Ada-SVM). Also evaluated how segmentation accuracy depended on the size of the training set, providing practical information for future users of this technique.
E. Westman et al. [24] demonstrated that combining raw cortical thickness measures with sub-cortical volumes normalized by intracranial volume gives the best prediction accuracy for separating AD subjects from cognitively normal subjects. Andrea Rueda et al. [30] presented a new fully automatic image analysis method that reveals discriminative brain patterns associated to the presence of neurodegenerative diseases, mining systematic differences and therefore grading objectively any neurological disorder. He found that main changes are located in horizontal and diagonal directions, indirect evidence that changes occur very likely in oriented areas but not precisely located in a particular region. With an adequate and exhaustive evaluation in larger data sets, containing sufficient examples of the different AD stages, saliency based pattern recognition can be also used as a second diagnostic opinion in the current clinical practice. Q. Zhou et al. [31] proposed method to combine MRI data with a neuropsychological test, Mini Mental State Examination (MMSE), as input to a multi-dimensional space for the classification of Alzheimer's disease (AD) and it's prodromal stages ,Mild Cognitive Impairment (MCI) including amnestic MCI (aMCI) and non-amnestic MCI (naMCI).
W. Yang presented [38] his work in five steps: preprocessing of MR images, segmentation of gray matter of the brain, decomposition using independent component analysis, extraction of voxel of interest, and classification by a support vector machine classifier for classification of MRI scans of Alzheimer patients and healthy subjects.
C. Tanchi [40] presented new automatic method to segment the whole brain in Magnetic Resonance (MR) image series and calculated its volume for detecting Alzheimer's disease (AD). He also proposed the three-class classification problem on the data set using the Bayes classifier and four-fold cross validation. S.T. Yang [41] used PCA for feature extraction and compared the performance of the 2 classifiers i.e. SVM and SOM classifiers, for the classification of AD, MCI and NC subjects from MRI data sets collected from Chang Gung Memorial Hospital, Lin-Kou Taiwan.
Al-Naami [42] proposed a fusion method to distinguish between the normal and (AD) MRIs. 27 MRIs collected from Jordanian Hospitals are analyzed based on the use of Low passmorphological filters to get the extracted statistical outputs through intensity histogram to be employed by the descriptive box plot. Also, the artificial neural network (ANN) is applied to test the performance of this approach.
Y. Zhang [43] proposed a novel classification system to distinguish among elderly subjects with AD, MCI, and NC. First, all these three dimensional (3D) MRI images were pre-processed with atlas-registered normalization. Then, gray matter images were extracted and the 3D images were under-sampled. Afterwards, principle component analysis (PCA) was applied for feature extraction. On the basis of the extracted features, author constructed a kernel support vector machine decision tree (kSVMDT).
NEUROIMAGING TECHNIQUES USED DIAGNOSIS OF AD
Neuroimaging examinations are an essential part of the diagnostic investigation of dementia. These techniques allows the study of the brain in living subjects and thus are not only highly important research tools, but are effective in order to improve the accuracy of clinical diagnosis and identify brain lesions contributing to the cognitive decline in dementia cases. A variety of Neuroimaging techniques, including CT scan, Structural MRI, fMRI, SPECT, PET, EEG, MEG [27] etc. have made significant advances during the last years in an attempt to diagnose and monitor the progression of the AD. The Table. 2 provides detail comparison of different Neuroimaging techniques.
PATTERN RECOGNITION TECHNIQUES
Pattern recognition involves the design of new algorithms for recognition of complex patterns, with its application in handwriting recognition, speech recognition, fingerprint recognition, biometrics, stock market analysis, medical diagnosis and many more. The key to pattern recognition for medical image analysis problems is the extraction of features from a variety of Neuroimaging techniques (Table. 2) and then its classification. A large number of techniques exist in literature for extraction of features. Similarly an enormous number of classification methods (Table. 3) can be found in literature that can perform with high accuracy.
FEATURE EXTRACTION AND SELECTION
Features are used as inputs to classifiers which assign them to the class that they represent. There different types of features like shape based, color based, texture based [37] , wavelet based [42] , region based, histogram based, GLCM based [37] , etc. are extracted from the brain image for the diagnosis of AD. As summarized in Table. Feature extraction enable to reduce the original data by measuring certain properties of images which have relevant data, or features, that distinguish one pattern from another pattern.
The feature extraction stage is designed to obtain a compact, non-redundant and meaningful representation of observations. These features are used by the classifier to classify the data. It is assumed that a classifier that uses smaller and relevant features will provide better accuracy and require less memory and improves the computational speed of the classifier [16] . After feature extraction, only some of the features from the dataset are selected and used in the training process of the learning algorithm. In this process the aim is to find the optimal subset that increases the efficiency of the learning algorithm.
Feature selection (FS) algorithms [45] are based on the approach to reduce dimension by finding the "best" least subset of the original features, without transforming the data to a new set of dimensions.
Features can be selected using filter method, wrapper method [44] , Sequential forward selection and backward elimination method, correlation based method, mutual information based method and wavelet based techniques.
CLASSIFICATION TECHNIQUES
The various methods for classification of Neuroimages for detection AD include K-NN [21, 16] , SVM [5, 6, 7, 9, 11, 16, 18, 21, 23, 31] , Adaboost [9] , Naïve Bayes [21] , PCA, ICA, LDA, ANN, Decision tree, fuzzy technique, Logistic Regression, etc. which gives the best results for basic feature extraction used for the diagnosis of AD as listed in Table. 3. High parallel ability and fast computation, noise toleration Difficult to understand structure, optimal network structure determined by experimentation
DISCUSSION
We have presented number of Neuroimaging and pattern recognition techniques and a comprehensive literature survey of AD identification using high dimensional pattern classification methods in Table. 1. With the advancements in Neuroimaging technology and the development of new imaging techniques, search for precise, cheap and non-invasive techniques have been significantly evaluated and compared with respect to different aspects in Table. 2. Neuroimaging techniques like PET with high spatial resolution are preferred. PET imaging technique is also capable to capture the metabolic activity deep inside the brain as opposed to MEG and EEG. Similarly we need to know the anatomical structures of the brain to identify the regions of interest. For this purpose MRI is considered to be the best. The datasets including MRI, PET, SPECT images, used for evaluation, can be obtained from the OASIS [35] , ADNI [36] , ICBM, NINCDS-ADRDA and MIRIAD. In the section of pattern recognition, we have presented automatic classification techniques using different feature extraction and selection methods and various classifiers which are used in the diagnosis of AD (Table. 3).
CONCLUSION
There is no single pattern recognition technique which gives consistent results for all types of neuroimages. The performance of pattern recognition techniques depends on the type and size of the experimental dataset. So, one can use hybrid or integrated pattern recognition technique such as fusion of different classifiers for achieving better performance. The feature extraction and selection and type of features to be selected have wide scope of research in AD detection. Achieving 100% classification for AD is definitely a challenge. Based on AD progression (from Normal Controls (NC) -MCI -AD) different classification models such as NC versus MCI, MCI versus AD and NC versus AD can be considered. Optimal features based on anatomical changes (possible atrophy) in case of AD can be one of the key research interests in medical image analysis community.
