Let f be a lower semi-continuous and bounded below function from a Banach Ž x space X into yϱ, qϱ where X is assumed to admit a Lipschitz smooth ''bump-function.'' Generalizing results of Chaney, we study optimality conditions for x g X to be a local minimum point of f. These conditions are described in terms of generalized Chaney's subdifferentials and second-order derivatives.
INTRODUCTION
Let X be a Banach space with dual denoted by X *. Given a locally Lipschitz real-valued function f, Clarke In this paper, we shall look at a more general class of functions: for the Ž x rest of the paper we consider that f : X ª yϱ, qϱ is a bounded below Ž . Ž. l.s.c. lower semi-continuous function on X with dom f / л, i.e., there Ž . exists x g X such that f x is finite. Our approach is then to replace Clarke's subdifferential by ␤-subdifferentials in the investigation.
OPTIMALITY CONDITIONS AND
␤-SUBDIFFERENTIALS Ž x Let f : X ª yϱ, qϱ be a bounded below l.s.c. function on X with Ž . dom f / л and x g X be a local minimum point of f on X. A trivial, but the most strong necessary condition for x is that
Ž .
The problem is what will happen when the equality holds in 1 . If X s ‫ޒ‬ Ä 4 and a sequence x in X satisfies
Ä 4 then there exists a subsequence of x , denoted also by x , such that k k Ž . 5 5 x yx r x yx converges to a unit vector u g X, i.e., x ª x. Improvk k k u w x w x ing a result of Chaney 3 , it is known from 9 for any locally Lipschitz function f and such a unit vector u, 0 must belong to Chaney subdifferen-Ž . Ž . tial Ѩ f x . For a general Banach space, as we cannot deduce from 2 to u Ž .
Ž . the existence of u and a subsequence x of x such that x ª x, if
we want to conclude a necessary condition about a direction u, our Ž . Ž . starting point would be 2 with x ª x. That is, we would replace 1 and
and
Recall that Dini's directional deri¨ati¨e and subdifferential are defined Ž w x. see, e.g., 1, 11 by
y y Ž . and, similar to Chaney's subdifferential, we define Ѩ f x to consist of all u Ä 4 Ä 4 x* for each of which there exist x in X and x* in X* such that Ž . For shrinking Ѩ f x and its various subsets along a given unit direction, w x we shall make use of the concept of ␤-differential. Recall that 6, 7, 12᎐14 a bornology of X, denoted by ␤, is a family of bounded subsets of X which Ž . forms a covering of X, i.e., D S s X. A extended real-valued func-
t tx0 ugS
Such an x* is called a ␤-subderi¨ati¨e of f at x and the set of all Ž . ␤-subderivatives of f at x is denoted by Ѩ f x and is called the ␤-subdif-
5
If yf is ␤-subdifferentiable at x, then f is said to be ␤-superdifferentia-␤ Ž . ble at x, and its ␤-superdifferential at x is defined by Ѩ f x s Ž .Ž . yѨ yf x . If f is both ␤-subdifferentiable and ␤-superdifferentiable at ␤ x, then f is said to be ␤-differentiable at x. This is the case if and only if ␤ Ž . Ž . Ѩ f x s Ѩ f x consists of a single element which will then be denoted
collection of all bounded resp. finite subsets of X, then ␤-differentiabil-Ž . ity coincides with Frechet-resp. Gateaux-differentiability. Obviously, if fî s locally Lipschitz near x, then we have always
␤
In addition, it is easy to show
. deri¨ati¨e f x; x*, u resp. f x; x*, u to be the infimum of all extended ␤ y real numbers
Ž . 
Ž . If condition b is dropped from the above definition, one obtains yet
Yy Ž . Ž another type of derivative which we will denote by f x; x*, u resp.
. Ff x; x*, u , and that
The main results of this paper are as follows. Ž . 
For stating a sufficient condition theorem, we propose a new concept about a minimum point. x g X is called a local strict minimum point in the
where B¨, ␣ [ w g X : w y¨F ␣ , the closed ball with centre¨and radius ␣ G 0. x g X is called a weak local strict minimum point of f if for 5 5 any¨g X with¨s 1, x g X is a local strict minimum point in the direction¨. A local strict minimum point is always a weak one, and vice versa for X s ‫ޒ‬ n . Similarly, we can also define a ''weak local minimum point'' of f. In fact, Theorem 2.1 and its corollaries hold for weak local minimum points.
A sufficient condition for a weak local strict minimum point is that 
Ž .
Ž . ¡There exists a Lipschitz ␤-smooth function : X ª 0, 1 such that P Ž .
Ž . Ž .
Proof. We take
Obviously, is a Lipschitz ␤-smooth function with the same Lipschitz constant L as that of b and then, for all x g X,
On the other hand, if
Ž . Therefore, satisfies P .
Ž .
Ž . w x Remark 3.1. We have also P « H . See 12, Proposition 2 . 
Ž . Ž .
1
We shall need the following generalized Ekeland variational principle w x due to 12 . 
where ⌽ : X ª ‫ޒ‬ is a Lipschitz ␤-smooth function such that
where L is a constant.
Ž . Ä 4
Ž . From 30 and 31 , we obtain 25 and 26 . Then, when is small enough, Ž .
Ž . 29 and P imply ny 2
5
5 '
x yx F r 2 , n Ž . which includes 24 when n s 0.
On the other hand, we have
where L is a Lipschitz constant of . Hence, 27 and 28 are proved.
Ž .
Ž . Remark 3.4. Replacing by in P , we can replace 24 by The key points of our results are the following two theorems. 
Ž . Proof. We can assume that H holds. Define
Ž . where b is as in H with a Lipschitz constant L. Then h is l.s.c. bounded below and 
Note that z must be in D and
Ž . This implies by virtue of a that ␥ )0be such that 3t F ␥ and 
