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Zusammenfassung
Aus einer Vielzahl von Subsystemen zusammengesetzte dynamische Systeme kön-
nen als Netzwerk aufgefasst und mit Methoden der Graphentheorie beschrieben
werden. Innerhalb dieses Ansatzes werden die Subsysteme durch Knoten und die
Interaktionen zwischen den Subsystemen durch Kanten repräsentiert. Ein Beispiel
für ein solches System ist das menschliche Gehirn, in dem die Interaktionen zwischen
mehreren Hirnregionen für die Gesamtfunktion des Gehirns essentiell sind. Solche
Netzwerke werden als funktionelle Hirnnetzwerke bezeichnet. Die Abbildung des
zu untersuchenden Systems auf ein Netzwerk ist allerdings nicht eindeutig. Insbe-
sondere müssen Knoten und Kanten des Netzwerks bestimmt werden. Von jedem
Subsystem muss zunächst eine geeignete Observable gemessen werden. Aus den
Zeitreihen der Observablen werden mit einem geeigneten Verfahren jeweils paar-
weise die Interaktionstärken bzw. -richtungen geschätzt und daraus mithilfe einer
Transferfunktion die Kanten des resultierenden Netzwerks bestimmt.
Im Rahmen dieser Arbeit wird am Beispiel des menschlichen Gehirns erstmals um-
fassend untersucht, inwieweit sich dieser Konstruktionsprozess auf die Struktur der
resultierenden funktionellen Netzwerke auswirkt. Dazu werden funktionelle Netz-
werke aus Aufzeichnungen neuronaler Aktivität mittels Elektro- und Magnetoen-
zephalographie während verschiedener, aber bekannter, physiologischer und patho-
physiologischer Zustände auf unterschiedliche Weisen konstruiert und die Struktur
der resultierenden Netzwerke mittels netzwerk- und knotenspezifischer Kenngrößen
miteinander verglichen. Dabei zeigte sich, dass insbesondere die Methode zur Mes-
sung neuronaler Aktivität und die Transferfunktion, welche die gemessenen Interak-
tionsstärken auf die Kanten abbildet, einen großen Einfluss haben. Ob ein linearer
oder nicht-linearer Ansatz zur Schätzung der Interaktionsstärke gewählt wurde war
nicht entscheidend.
Darüber hinaus wurde gezeigt, dass sich auch komplexere Netzwerkphänomene wie
der epileptische Prozess oder kognitive Prozesse in der Struktur funktioneller Hirn-
netzwerke widerspiegeln und sich mithilfe des Netzwerkansatzes sinnvoll charakteri-
sieren lassen. Die Analyse der Langzeitvariabilität funktioneller Netzwerke epilepti-
scher Gehirne ergab, dass netzwerkspezifische Kenngrößen neben dem epileptischen
Prozess auch eine Reihe physiologischer Prozesse, vor allem Tag-Nacht-Rhythmen,
widerspiegeln. Für knotenspezifische Kenngrößen wurde hingegen ein Einfluss des
räumlichen Abtastens der Hirnregionen beobachtet.
Die Beschreibung komplexer dynamischer Systeme mit einem Netzwerkansatz unter
Berücksichtigung der in dieser Arbeit gefundenen Einflussfaktoren verspricht eine
bessere Charakterisierung und ein tieferes Verständnis dieser Systeme.
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1. Einleitung
In dynamischen Systemen, die aus vielen Subsystemen zusammengesetzt sind, las-
sen sich eine Vielzahl von Phänomenen, wie z. B. die Ausbreitung von Wellen, Diffu-
sion, Turbulenzen, Strukturbildung, Phasenübergänge, Synchronisation und Desyn-
chronisation sowie extreme Ereignisse beobachten. Die Beschreibung einer Vielzahl
miteinander wechselwirkender Subsysteme ist selbst im Fall bekannter Bewegungs-
gleichungen eine Herausforderung. So sind schon für mehr als zwei Massen, die
sich nach dem Gravitationsgesetz wechselseitig anziehen (Drei-Körper-Problem),
die zugehörigen Bewegungsgleichungen nicht mehr exakt lösbar. Daher wurden im
Laufe der Zeit verschiedene Ansätze zur Beschreibung solcher zusammengesetzter
Systeme entwickelt.
Aus der statistischen Mechanik ist der Ansatz des statistischen Ensembles, einer
Menge gleichartiger Teilchen, bekannt (siehe z. B. [Sch06]). Die Beschreibung des
Ensembles erfolgt dabei nicht mehr über die Bewegungsgleichungen der einzel-
nen Elemente, sondern über statistische Eigenschaften des gesamten Ensembles
(z. B. über Erwartungswerte). Ein anderer Ansatz ist die Beschreibung der auf ein
Teilchen wirkenden Wechselwirkungskräfte durch ein externes Feld (Mean-Field-
Approximation oder Molekularfeldtheorie, siehe z. B. [Sch06]). Dabei wird die Än-
derung des externen Feldes aufgrund von Wechselwirkungen des betrachteten Teil-
chens mit dem externen Feld als vernachlässigbar angesehen. Darüber hinaus gibt es
eine Reihe von numerischen Näherungsmethoden für zusammengesetzte Systeme,
die im Wesentlichen auf einer Diskretisierung des Raumes beruhen, wie beispiels-
weise die Finite-Elemente-Methode. Mit ihnen lassen sich u. a. Probleme aus der
Fluid- und Strömungsdynamik behandeln.
In neuerer Zeit werden vermehrt komplexe dynamische Systeme als Netzwerke auf-
gefasst [New03, BLM+06], was eine mathematische Beschreibung im Rahmen der
Graphentheorie erlaubt [BL95, Vol96, Die06]. Graphen bestehen aus einer Men-
ge von Knoten, die die Subsysteme repräsentieren, und einer Menge von Kan-
ten, die die Wechselwirkungen zwischen den Subsystemen repräsentieren. In der
Physik sind Methoden der Perkolationstheorie eng mit der Graphentheorie ver-
knüpft [SA92, New03, Sch06]. Dabei können Probleme wie die Leitfähigkeit von
Legierungen, Diffusion in porösen Medien oder Polymerisation behandelt werden.
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Auch außerhalb der Physik findet der Netzwerkformalismus breite Anwendung bei
der Analyse miteinander wechselwirkender (oder interagierender) Subsysteme. So
können beispielsweise Räuber-Beute-Beziehungen, Protein-Protein-Netzwerke, so-
ziale Beziehungen oder miteinander kommunizierende Nervenzellen als Netzwerk
beschrieben werden [New03, BLM+06, But09].
Eine besondere Herausforderung stellen zusammengesetzte Systeme dar, in denen
die Wechselwirkungen zwischen den einzelnen Subsystemen nicht bekannt sind, son-
dern erst aus Korrelationen zwischen der zeitlichen Entwicklung von Observablen
der einzelnen Subsysteme abgeleitet werden müssen. Dabei kann der Netzwerkan-
satz auch als ein Ansatz zur multivariaten Analyse von Zeitreihen verstanden wer-
den. Diese Netzwerke werden im Folgenden als funktionelle Netzwerke oder Inter-
aktionsnetzwerke bezeichnet, um sie von strukturellen Netzwerken abzugrenzen, in
denen die Kanten, wie z. B. Nervenbahnen, Straßen oder elektrische Leitungen, phy-
sikalisch existieren. Die Beschreibung zusammengesetzter Systeme als Netzwerke
trug in den letzten Jahren in verschiedenen wissenschaftlichen Disziplinen, wie der
Klimaforschung [TR04, YGH08, DZMK09b, TWS+10, SCG11], der Erdbebenfor-
schung [AS04, AS06, JTP08, KR11], der Finanzmathematik [Man99, BBP05, ED10,
OKK04, QZC10] sowie den Neurowissenschaften [RPBS07, BS09, Spo11, Bas10] zu
einem verbesserten Verständnis der untersuchten Systeme bei. Den funktionellen
Netzwerken liegen dabei so verschiedene Daten wie Temperaturzeitreihen, Zeitrei-
hen des Auftretens von Erdbeben, Börsenkurse oder Zeitreihen neuronaler Aktivität
zu Grunde.
Die Abbildung des zu analysierenden Systems auf ein Netzwerk (bzw. dessen ma-
thematische Repräsentation als Graph) ist jedoch nicht eindeutig und birgt eine
Reihe von Herausforderungen. Zunächst müssen die Subsysteme (Knoten) iden-
tifiziert werden, was eine Diskretisierung des Raumes beinhalten kann. Danach
muss eine geeignete Observable für die Dynamik der Subsysteme ausgewählt und
über einen gewissen Zeitraum beobachtet werden. Aus den Zeitreihen der Obser-
vablen werden dann Stärke oder Richtung der Wechselwirkung oder beide zwi-
schen den Subsystemen geschätzt. Dazu sind eine Reihe verschiedener Ansätze, die
auf unterschiedlichen Eigenschaften der Subsysteme beruhen, entwickelt worden
[PRK01, PQB05, HSPVB07, LBH+09]. Aus den geschätzten Stärken oder Rich-
tungen der paarweisen Wechselwirkungen oder beiden werden dann die Kanten
des Netzwerks konstruiert, welches dann mit Kenngrößen aus der Graphentheorie
charakterisiert werden kann. Diese können Eigenschaften des gesamten Netzwerks
(netzwerkspezifische Kenngrößen), einzelner Knoten (knotenspezifische Kenngrö-
ßen), einzelner Kanten oder Gruppen von Knoten sein [AB02, New03, BLM+06].
Mithilfe netzwerkspezifischer Kenngrößen ist es möglich, Aussagen über die ge-
samte Netzwerkstruktur zu treffen und diese mit der von anderen Netzwerken zu
vergleichen. Ein Vergleich mit prototypischen Netzwerken, wie z. B. Gitter oder
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Zufallsgraphen, erlaubt eine Einordnung der analysierten Netzwerkstruktur. Kno-
tenspezifische Kenngrößen beschreiben die Rolle eines Knotens in einem Netzwerk.
So können beispielsweise für den Netzwerkzusammenhalt besonders wichtige Kno-
ten identifiziert werden. Im Konstruktionsprozess funktioneller Netzwerke ist bei
jedem Schritt, je nach zu analysierendem System, eine Wahl zu treffen. Bereits
die Auswahl einer geeigneten Observablen der Subsysteme ist nicht trivial. So ist
beispielsweise von einem elektromagnetischen Feld der elektrische oder der magne-
tische Anteil messbar. Bei räumlich ausgedehnten Systemen muss darüber hinaus
die räumliche Skala ausgewählt werden, auf der das System beschrieben werden soll.
Die Auswahl der Methode zur Schätzung von Richtung oder Stärke der Interaktion
hängt von der Art der Dynamik und der Art der Wechselwirkung der Subsysteme
ab. Diese kann linear oder nicht-linear sein, ist aber im Regelfall unbekannt. Eine
offene Frage ist auch die Abbildung der geschätzten Interaktionsstärken und -rich-
tungen auf die Kanten des resultierenden Netzwerks. So ist a priori nicht klar, ob
nur berücksichtigt werden soll, dass eine Wechselwirkung stattfindet oder ob auch
Stärke und Richtung der Wechselwirkung von Bedeutung sind.
Ein System, das in den letzten Jahre vermehrt mit Netzwerkansätzen unter-
sucht wurde, ist das menschliche Gehirn [RPBS07, BS09, Spo11, Bas10]. Es kann
auf unterschiedlichen räumlichen Skalen als Netzwerk aufgefasst werden. So stel-
len die miteinander über Synapsen wechselwirkenden Nervenzellen ein Netzwerk
dar. Auf globaler Ebene kann das menschliche Gehirn in strukturell und funk-
tionell unterschiedliche Regionen eingeteilt werden, wobei die Wechselwirkung
zwischen diesen Hirnregionen von essentieller Bedeutung für die Gesamtfunkti-
onsweise ist (siehe z. B. [KSJ00]). Diese funktionellen Hirnnetzwerke, also Netz-
werke interagierender Hirnregionen, werden üblicherweise über bestimmte Eigen-
schaften der neuronalen Aktivität in verschiedenen Regionen definiert. Typischer-
weise wurde die Struktur dieser funktionellen Netzwerke mithilfe netzwerkspe-
zifischer Kenngrößen charakterisiert, wie der mittleren kürzesten Pfadlänge und
dem Clusterkoeffizienten [WS98, RPBS07, BS09, Spo11, Bas10]. Es konnte ge-
zeigt werden, dass sowohl physiologische Prozesse wie Altern [MAMB09] oder
Schlaf [FRB+07, FRB+08] als auch hirnorganische Erkrankungen wie Alzheimer
[SJN+07, SdD+09], Schizophrenie [MPS+06a, LLZ+08, BBV+08] oder Epilepsie
[WLG06, PBS07, SBH+08, KKK08, PDB+09, vDB+09] mit einer Veränderung
netzwerkspezifischer Kenngrößen einhergehen. Beispielsweise waren funktionelle
Hirnnetzwerke von Alzheimer-Patienten durch eine höhere mittlere kürzeste Pfad-
länge gekennzeichnet. Dies konnte auf den Wegfall langreichweitiger funktionel-
ler Verbindungen zurückgeführt werden [SJN+07, SdD+09]. Andere Prozesse wie
epileptische Anfälle [WLG06, PBS07, SBH+08, KKK08, PDB+09] oder Schlaf
[FRB+07, FRB+08] führten zu einer gitterartigeren Struktur des funktionellen
Hirnnetzwerks. Mithilfe von Zentralitätsmaßen, einer Klasse von knotenspezifischen
Kenngrößen, wurde die Rolle einzelner Hirnregionen während physiologischer und
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pathophysiologischer Prozesse untersucht [ASW+06, BST+09, GBBC10, WWH11].
So konnte die Untersuchung der Rolle von Hirnregionen im funktionellen Hirnnetz-
werk, die von hirnorganischen Erkrankungen betroffenen waren, Aufschluss über die
Ursache neurologischer Defizite geben, die mit dieser Erkrankung verknüpft waren
[BST+09, GBBC10, WWH11].
In den unterschiedlichen Studien wurden jedoch verschiedene Verfahren (i) zur Mes-
sung der neuronalen Aktivität, (ii) zur Schätzung der Interaktionsstärke und -rich-
tung zwischen verschiedenen Hirnregionen und (iii) zur Konstruktion der Netzwerk-
kanten verwendet. Da die Abhängigkeit der Struktur funktioneller Netzwerke von
der speziellen Wahl eines dieser Verfahren bislang nicht untersucht ist, kann zum
einen die Relevanz der bisherigen Studienergebnisse nur schwer eingeschätzt wer-
den und zum anderen ist eine Vergleichbarkeit der Ergebnisse aus verschiedenen
Studien nicht gegeben.
Ziele der vorliegenden Dissertation sind die Auswirkungen einer speziellen Wahl
von Verfahren zur Konstruktion und Charakterisierung funktioneller Netzwerke zu
evaluieren, sowie Kriterien für eine geeignete Wahl von Verfahren zu finden. Zur
Evaluation eines Analyseverfahrens ist es notwendig eine externe Validierungsmög-
lichkeit zu haben. Oft werden dazu Modellsysteme mit wohlbekannten Eigenschaf-
ten verwendet, z. B. dienen zur Evaluation bivariater Analysemethoden miteinander
gekoppelte Oszillatoren (siehe z. B. [PRK00, PRK01]). Eine Übertragung dieses
Ansatzes auf Netzwerke ist allerdings nicht frei von Problemen. So ist für Netz-
werke von Oszillatoren die Beziehung zwischen der Kopplungsstruktur und den
dynamischen Eigenschaften des Oszillatornetzwerks bisher nur teilweise bekannt
[BA99, New03, BLM+06, Tim06, ADGK+08]. Darüber hinaus treten bei der Un-
tersuchung von Oszillatornetzwerken einige Fragestellungen nicht auf, die bei der
Untersuchung natürlicher Systeme wichtig sind. Beispielsweise stellt sich weder die
Frage nach einer geeigneten Observablen noch die nach einer adäquaten räumli-
chen Auflösung. Eine Alternative zu Modellsystemen sind natürliche Systeme in
verschiedenen, aber bekannten, Zuständen. In dieser Arbeit wird als Beispiel für
ein solches System das menschliche Gehirn in eindeutig bestimmten neurophysiolo-
gischen Zuständen verwendet. Zu diesen Zuständen zählen z. B. Aktivitäten wäh-
rend geschlossener und geöffneter Augen. Bei geschlossenen Augen generieren am
Hinterkopf gelegene Hirnregionen rhythmische neuronale Aktivität, den sogenann-
ten α-Rhythmus. Zusätzlich dient die Unterscheidbarkeit zwischen epileptischen
und nicht-epileptischen Gehirnen als weitere externe Validierungsmöglichkeit. Da-
mit kann der Einfluss der Methode zur Messung neuronaler Aktivität, der Verwen-
dung eines linearen oder nicht-linearen Ansatzes zur Messung der Interaktionsstärke
und der Wahl einer speziellen Transferfunktion, die die Interaktionsstärken auf die
Kantengewichte abbildet, auf die Struktur der resultierenden funktionellen Netz-
werke untersucht werden. Unter Einbeziehung der vorher identifizierten Einflüsse
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durch den Konstruktionsprozess werden darüber hinaus zwei weiterere physiologi-
sche und pathophysiologische Prozessen mithilfe des Netzwerkansatzes analysiert.
Da für kognitive Prozesse, wie z. B. Lernen, bekannt ist, dass sie das Zusammen-
spiel vieler Hirnregionen erfordern [SZM91, KSJ00, Hen10], ist zu vermuten, dass
sie gut mithilfe des Netzwerkansatzes beschrieben werden können. Trotzdem ist
dies bislang kaum geschehen und wird deshalb in dieser Arbeit untersucht. Der
epileptische Prozess ist zwar schon in früheren Studien mit dem Netzwerkansatz
beschrieben worden, aber dabei wurde hauptsächlich dessen markanteste Ausprä-
gung – der epileptische Anfall – analysiert. Wenig hingegen ist bekannt, wie sich
funktionelle Netzwerke epileptischer Gehirne im anfallsfreien Intervall auf langen
Zeitskalen verändern. Deshalb wird in dieser Arbeit die Langzeitvariabilität der
Netzwerkstruktur epileptischer Gehirne analysiert.
Die Arbeit ist wie folgt gegliedert: In Kapitel 2 wird die Konstruktion und Charakte-
risierung funktioneller Netzwerke erläutert. In Kapitel 3 werden die in dieser Arbeit
verwendeten Verfahren zur Messung neuronaler Aktivität beschrieben, eine kurze
Einführung in die für diese Arbeit relevanten physiologischen und pathophysiolo-
gischen Prozesse gegeben sowie die für die Analyse verwendeten Aufzeichnungen
neuronaler Aktivität vorgestellt. In Kapitel 4 werden die Auswirkungen des Kon-
struktionsprozesses auf die Struktur funktioneller Netzwerke untersucht. Kapitel
5 und Kapitel 6 beschreiben die Ergebnisse der Analysen funktioneller Hirnnetz-
werke während kognitiver Prozesse und der Analysen der Langzeitvariabilität der
Netzwerkstruktur epileptischer Gehirne.
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2. Funktionelle Netzwerke
In einer Vielzahl verschiedener Wissenschaftsbereiche werden Systeme untersucht,
welche aus miteinander verbundenen Subsystemen bestehen. So werden beispiels-
weise in der Physik gekoppelte Oszillatoren oder Vielteilchensysteme und in den
Sozialwissenschaften Handelsbeziehungen zwischen Staaten oder die Kollaboration
von Wissenschaftlern erforscht. Auch in den Lebenswissenschaften werden eine Viel-
zahl von solchen Systemen untersucht, wie chemische Reaktionen von Proteinen,
Neuronennetzwerke oder miteinander kommunizierende Hirnregionen. Mithilfe der
Graphentheorie ist es möglich, die unter Umständen sehr komplexe Interaktions-
struktur dieser Systeme zu analysieren. Dazu wird diese auf einen Graphen abge-
bildet. Ein Graph besteht aus einer Menge von Knoten N und einer Menge von
Kanten L. Die einzelnen Subsysteme werden als Knoten repräsentiert, während
Verbindungen zwischen zwei Subsystemen als Kante zwischen den beiden Knoten
dargestellt werden. Graphen, deren Kanten physisch existierende Verbindungen be-
schreiben, wie z.B. Kabel, Nervenbahnen oder Straßen, werden im Folgenden als
strukturelle Netzwerke bezeichnet. Graphen, deren Kanten Wechselwirkungen zwi-
schen Subsystemen beschreiben, wie z. B. Austausch von Waren oder Information
oder chemische Reaktionen, werden im Folgenden als funktionelle Netzwerke be-
zeichnet.
Die mathematische Behandlung von Graphen geht auf Leonhard Euler zurück. Die-
ser hatte im Jahre 1736 das bekannte Problem der Brücken von Königsberg mit
Methoden gelöst, die heute der Graphentheorie zugerechnet werden (siehe Abb.
2.1). Im Laufe der Zeit wurden mithilfe der Graphentheorie wichtige Fragestel-
lungen behandelt, die heute Anwendung in vielen Bereichen des täglichen Lebens
gefunden haben, beispielsweise in der Logistik, in Routenplanern oder im Chipde-
sign. Eine bekannte Fragestellung ist das Problem des Handlungsreisenden, d. h. die
Frage nach der kürzesten Rundreise zwischen vorgegebenen Städten. Diese Frage-
stellung ist eng verwandt mit der Suche nach kürzesten Pfaden in einem Graphen.
Ein anderes klassisches Problem in der Graphentheorie ist die Frage, wie viele Far-
ben mindestens gebraucht werden, um eine Landkarte so einzufärben, dass keine
benachbarten Länder die gleiche Farbe haben [BL95, Vol96, Die06]. Der Forma-
lismus der Graphentheorie hat auch in anderen Wissenschaftsbereichen zu neuen
Erkenntnissen geführt. Bereits Anfang des 20. Jahrhunderts fand er erste Anwen-
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Abbildung 2.1.:
Königsberg im Jahre 1651 [Mer]. Das Königsberger Brückenproblem bestand aus
der Frage, ob es einen Rundgang durch die Stadt Königsberg gibt, bei dem jede
der sieben Brücken (hier rot markiert) über die Pregel genau einmal benutzt
wird. Leonhard Euler konnte 1736 mit Methoden, die heute der Graphentheorie
zugerechnet werden, zeigen, dass es keinen solchen Rundweg geben kann.
dung in den Sozialwissenschaften und trug in den letzten Jahren zu einem besseren
Verständnis komplexer Netzwerke bei. Dabei bezeichnet der Begriff komplexe Netz-
werke Systeme, die eine nicht triviale, sich zeitlich ändernde Interaktionsstruktur
aufweisen. Ein ausführlicher Überblick findet sich beispielsweise in [BLM+06].
In diesem Kapitel wird zunächst die Charakterisierung eines Graphen behandelt.
Insbesondere werden netzwerkspezifische und knotenspezifische Eigenschaften er-
läutert. Um die Interaktionsstruktur eines dynamischen Systems zu analysieren,
müssen die Interaktionen zwischen jeweils zwei Subsystemen aus den Zeitreihen
von Observablen dieser zwei Subsysteme geschätzt werden. In dieser Arbeit werden
dafür die mittlere Phasenkohärenz ρ [PRK00, MLDE00] sowie der Korrelationsko-
effizient γ (siehe z. B. [SH06, QKKG02]) verwendet. Die Frage, wie die zwischen
jeweils zwei Subsystemen gemessenen Interaktionen auf einen Graphen abgebildet
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Abbildung 2.2:
Schemazeichnung eines binären, unge-
richteten Graphen. Kreise symbolisie-
ren die Knoten, Linien die Kanten.
werden können, wird in Teil 2.2 dieses Kapitels behandelt.
2.1. Netzwerktheorie
Komplexe Netzwerke können formal durch Graphen dargestellt werden und die
Graphentheorie bietet einen mathematischen Rahmen für eine exakte Behandlung
solcher Systeme [BLM+06, BL95, Vol96, Die06]. Ein ungerichteter (gerichteter)
Graph G = (N ,L) besteht aus den Mengen N und L (siehe Abbildung 2.2). Dabei
stellt N = {n1, ..., nN} die Menge der N Knoten des Graphen G dar, und L =
{l1, ..., lK} ist Menge von ungeordneten (geordneten) Paaren der Elemente von N .
Dabei bezeichnet K die Anzahl der Kanten des Graphen. In dieser Arbeit wird ein
Knoten ni der Einfachheit halber nur mit seinem Index i bezeichnet. Die beiden
Knoten i und j heißen benachbart, wenn eine Kante zwischen ihnen existiert. In
dieser Arbeit werden nur ungerichtete Graphen behandelt für die i 6= j gilt, d. h.
ein Knoten kann nicht mit sich selber verbunden sein.
In real existierenden komplexen Netzwerken können Verbindungen zwischen den
einzelnen Subsystemen unterschiedlich stark sein. Deshalb wird in manchen Fällen
jeder Kante ein Wert zugeordnet, der die Stärke der Verbindung abbilden soll. Die-
ser Wert wird als Gewicht bezeichnet und der resultierende Graph als gewichteter
Graph. Wird den Kanten kein Gewicht zugeordnet, so heißt der Graph ungewich-
tet oder binär. Ein gewichteter Graph G = (N ,L,W) besteht demnach neben
einer Menge von Knoten N und Kanten L auch aus einer Menge von Gewichten
W = {w1, ..., wK}. Der besseren Lesbarkeit halber wird das zur Kante zwischen
den Knoten i und j gehörige Gewicht im Folgenden mit wij bezeichnet.
Für eine Analyse der Eigenschaften eines Graphen ist es oft sinnvoll, den Graph
als Matrix darzustellen. Ein Graph kann komplett durch seine Adjazenzmatrix A
9
2. Funktionelle Netzwerke
beschrieben werden. A ist eine N×N - Matrix, deren Eintrag aij (i, j = 1, . . . , N) für
binäre Graphen gleich 1 ist, wenn eine Kante zwischen i und j existiert und 0 sonst.
Für gewichtete Graphen entspricht aij für existierende Kanten dem zugehörigen
Gewicht wij und 0 sonst. Der Vollständigkeit halber sei hier angemerkt, dass es
andere aquivalente Matrixdarstellungen wie die Laplace-Matrix und die Inzidenz-
Matrix eines Graphen gibt.
2.1.1. Charakterisierung der Netzwerkstruktur
Der Grad ki eines Knotens i ist die Anzahl seiner Nachbarn. Mithilfe der Adjazenz-
matrix A gilt für binäre Netze
ki =
∑
j∈N
aij. (2.1)
Der mittlere Grad k eines Graphen ist dann das arithmetische Mittel über alle ki.
Die Gradverteilung ist eine fundamentale Möglichkeit, die Topologie eines Graphen
zu beschreiben. Jedoch ist sie für Netze mit geringer Knotenzahl, wie sie beispiels-
weise in dieser Arbeit untersucht werden, aufgrund der mangelnden Statistik nicht
sehr aussagekräftig. Analog zum Grad ki ist für gewichtete Netze die Stärke si eines
Knoten i, sowie die mittlere Stärke s definiert
si =
∑
j∈N
wij =
∑
j∈N
aij. (2.2)
Ein zentrales Konzept in der Graphentheorie ist die Erreichbarkeit eines Knoten
von einem anderen aus. Obwohl zwei Knoten nicht benachbart sind, kann es sein,
dass der eine vom anderen aus erreicht werden kann, d. h. ein Weg zwischen beiden
Knoten existiert. Ein Weg zwischen Knoten i und j ist eine alternierende Folge von
Knoten und Kanten, bzw. eine Folge von benachbarten Knoten, die mit i anfängt
und mit j aufhört. Ein Pfad ist ein Weg, in dem kein Knoten mehr als einmal
vorkommt. Ein Graph wird dann als verbunden bezeichnet, wenn es einen Weg
zwischen jedem Knotenpaar gibt, anderenfalls als unverbunden. Kürzeste Pfade
zwischen Knoten spielen eine große Rolle für die Kommunikation innerhalb eines
Netzwerks. Die geodätische Länge eines Pfades wird für binäre Netzwerke als An-
zahl der Kanten dieses Pfades definiert. Für gewichtete Netze kann die Länge einer
Kante als Funktion ihres Gewichtes angegeben werden und die Länge eines Pfades
ist dann die Summe der Längen der Kanten dieses Pfades. In Anlehnung an die Li-
teratur wird in dieser Arbeit die Länge der Kante zwischen i und j als 1
wij
definiert
[New04, AT08, PDB+09, OAS10, WWH11]. Die Längen der kürzesten Pfade dij
sind dann die Einträge der Abstandsmatrix D. Das Maximum aller dij-Werte wird
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als Durchmesser des Graphen bezeichnet. Ein Maß für den typischen Abstand zwi-
schen zwei Knoten in einem Graph ist die mittlere kürzeste Pfadlänge L, wobei
L = 1
N(N − 1)
N∑
i=0
N∑
j=0
j 6=i
dij. (2.3)
Wenn es in dem Graphen unverbundene Komponenten gibt, d. h. wenn es min-
destens einen Eintrag in der Distanzmatrix dij gibt, für den dij = ∞ gilt, dann
divergiert L. Deshalb wird in dieser Arbeit nur über Werte von dij <∞ gemittelt,
somit gilt dann
L = 1
P
N∑
i=0
N∑
j=0
j 6=i
dij<∞
dij, (2.4)
mit P der Anzahl der Einträge dij < ∞. Für verbundene Graphen gehen beide
Definitionen ineinander über. Alternativ kann statt des arithmetischen Mittels das
harmonische Mittel verwendet werden. Dieses wird dann als Efficiency E bezeich-
net
E = 1
N(N − 1)
N∑
i=0
N∑
j=0
j 6=i
1
dij
. (2.5)
Dabei wird 1∞ = 0 angenommen. In dieser Arbeit wird als Maß für den typischen
Abstand zweier Knoten Gleichung 2.4 verwendet.
Clustering, oder auch Transitivität, ist eine typische Eigenschaft, die in vielen realen
Netzwerken auftritt. Das Paradebeispiel hierfür sind Netzwerke sozialer Beziehun-
gen, in denen üblicherweise zwei Personen die einen gemeinsamen Freund haben,
mit hoher Wahrscheinlichkeit miteinander ebenfalls befreundet sind. Eine Möglich-
keit dies zu quantifizieren ist der Clusterkoeffizient. Der lokale Clusterkoeffizient Ci
eines Knoten i ist für binäre Netzwerke definiert als
Ci =
1
ki(ki − 1)
N∑
j=0
N∑
h=0
aijaihajh. (2.6)
Mit dieser Definition gilt 0 ≤ Ci ≤ 1. Für gewichtete Netzwerke gibt es verschie-
dene Verallgemeinerungen des Clusterkoeffizienten [SKO+07, OCPR08]. Da binäre
Netzwerke ein Spezialfall gewichteter Netzwerke sind, ist es erstrebenswert, dass der
gewichtete Clusterkoeffizient für binäre Netzwerke (d. h. wenn alle Gewichte gleich
groß sind) in Gleichung 2.6 übergeht. Um dies zu erreichen wird eine Normierung
in Form eines Faktors vor der Summe eingeführt. Diese Normierung kann unter-
schiedlich realisiert werden. Einige Normierungen führen in vollständig verbundenen
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Abbildung 2.3.:
Degree-Centrality (links), Closeness-Centrality (Mitte) und Betweenness-Centra-
lity (rechts) in einem binären, ungerichteten Netzwerk.
Netzwerken zu einem Clusterkoeffizienten von 1 unabhängig von der Gewichtsver-
teilung. Da die in dieser Arbeit untersuchten gewichteten Netzwerke vollständig
verbunden sind, wird die Definition des Clusterkoeffizienten nach Onnella et al.
[OSKK05] verwendet, in der das Maximum der Einträge der Adjazenzmatrix µ als
Normierung dient. Es gilt dann
Ci =
1
µki(ki − 1)
∑
j,h∈N
aijaihajh. (2.7)
Der Clusterkoeffizient C des gesamten Netzwerks ergibt sich dann durch Mittelung
über alle Knoten
C = 1
N
N∑
i=0
Ci. (2.8)
Für C gilt per Definition ebenfalls 0 ≤ C ≤ 1.
Oft kann es von Interesse sein, die Rolle eines Knotens innerhalb des Netzwerks zu
charakterisieren. Dabei sind Zentralitätsmaße, die versuchen die Wichtigkeit, den
Einfluss, das Prestige oder die Zentralität eines Knotens im Netzwerk zu quanti-
fizieren, von großer Bedeutung. Obwohl es in der Literatur eine Diskussion gibt,
was genau unter Zentralität verstanden werden soll [BE06], werden die Degree-
Centrality ZD, die Closeness-Centrality ZC und die Betweenness-Centrality ZB zu
den drei „klassischen Maßen“ für Zentralität gezählt [Fre79, Bra01, OAS10] (siehe
Abbildung 2.3). Diese sind ursprünglich nur für binäre Netzwerke entwickelt worden
und erst in neuerer Zeit wurden Ansätze entwickelt, diese Konzepte auf gewichtete
Netze zu übertragen [BBV04, AT08, OAS10]. Die Degree-Centrality beruht darauf,
einen Knoten dann als wichtig (zentral) einzustufen, wenn er viele Verbindungen
hat. In der ursprünglichen Definition für binäre Graphen ist die Degree-Centrality
eines Knotens i die Anzahl der Kanten an diesem Knoten, also der Grad ki. In
dieser Arbeit wird unter dem Begriff Degree-Centrality für gewichtete Graphen
die Stärke si eines Knotens i verstanden [AT08]. Die Closeness-Centrality und die
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Betweenness-Centrality beruhen hingegen auf dem Konzept der kürzesten Pfade1..
Die Closeness-Centrality ZC eines Knoten ist nach [Fre79] definiert als
ZCi =
1∑N
j=0,i 6=j dij
. (2.9)
Somit beruht die Closeness-Centrality auf einer knotenbezogenen Version einer
mittleren kürzesten Pfadlänge und es gilt
L = 1
PN
N∑
i=0
(ZCi )−1. (2.10)
Es ist wünschenswert die Closeness-Centrality so zu normieren, so dass ZC ∈ [0,1]
und die Anzahl der Knoten eines Graphen keinen Einfluss auf die Closeness-
Centrality hat. Für binäre Netzwerke ist dies mit folgender Definition möglich
[Fre79]
ZCi =
P − 1∑N
j=0,i 6=j dij
. (2.11)
Für gewichtete Netzwerke ist eine solche Normierung nicht bekannt. Problematisch
bei der Definition der Closeness-Centrality ist, dass in unverbundenen Netzwerken
die Closeness-Centrality für alle Knoten Null ist. Eine Möglichkeit ist nur über die
vom Ursprungsknoten i aus erreichbaren Knoten j zu summieren (dij <∞). Diese
wird in dieser Arbeit verwendet. Damit wird die Zentralität des Knoten i in dem
Subnetzwerk bestimmt, zu dem er gehört. Eine weitere Möglichkeit besteht darin,
statt dem Inversen der Summe über die Pfadlängen die Summe über die Inversen
der Pfadlängen zu verwenden [OAS10].
Die Kommunikation zweier nicht benachbarter Knoten h und j hängt von den Kno-
ten ab, die zu den Pfaden gehören die h und j verbinden. Deshalb ist ein weiterer
Ansatz die Wichtigkeit eines Knoten i in einem Netzwerk zu bestimmen, indem die
die Anzahl der kürzesten Pfade ermittelt wird, zu denen er gehört. Dazu wird die
sogenannte Betweeness Centrality ZB eines Knoten folgendermaßen bestimmt
ZBi =
N∑
h=0
N∑
j=0
j 6=i
ηhj(i)
ηhj
. (2.12)
Dabei ist ηhj die Anzahl der kürzesten Pfade, die h und j verbinden und ηhj(i)
die Anzahl der kürzesten Pfade, die h und j verbinden und i beinhalten [Fre79,
BLM+06].
1Eine schnelle Berechnung der auf kürzesten Pfaden beruhenden Zentralitätsmaße erlaubt der
Algorithmus nach [Bra01].
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Eine Reihe von Modifikationen der drei „klassischen Zentralitätsmaße“ wurden in
den letzten Jahrzehnten vorgeschlagen – teilweise unter anderem Namen (siehe u. a.
[Fri91, New05, BE06, Bra08, OAS10]). Außerdem wurden weitere Ansätze zur Mes-
sung von Zentralität entwickelt [BLM+06, JLBH10]. Dazu zählen die eigenvector
centrality und die subgraph centrality, welche auf den spektralen Eigenschaften der
Adjazenzmatrix beruhen [Bon07, Ruh00, ERV05] und das Konzept der local lea-
ders sowie der leverage centrality, welche den Grad der Nachbarn des untersuchten
Knotens mit einbeziehen [BGH+08, JLBH10].
2.1.2. Netzwerkmodelle
Um Eigenschaften realer Netzwerke besser zu verstehen und einordnen zu kön-
nen werden mathematische Modelle von Netzwerken betrachtet. Die systematische
Untersuchung von Netzwerkmodellen begann um 1960 mit der Untersuchung von
Zufallsnetzwerken. Diese werden durch Graphen repräsentiert, die durch einen Zu-
fallsprozess generiert werden. Die ersten viel beachteten Modelle stammen von
Erdős und Rényi [ER59, ER60]. Im ersten Modell werden aus N Knoten zufäl-
lig Knotenpaare ausgewählt, die dann verbunden werden und zwar solange bis der
Graph genau K Kanten enthält. In einem zweiten Modell wird jede mögliche Kante
zwischen denN Knoten mit einer vorgegeben Wahrscheinlichkeit pER realisiert. Bei-
de Modelle erzeugen jeweils einen Graphen aus einem statistischen Ensemble von
Graphen. Im ersten Modell ist der mittlere Grad k = K/N für jedes Netzwerk. Für
das zweiten Modell gilt im Mittel über das statistische Ensemble k = pER(N − 1).
Für große N gehen beide Modelle in einander über. Graphen solcher Art wer-
den als Erdős-Rényi-Graphen bezeichnet. Ihre Eigenschaften sind gut untersucht,
insbesondere gilt: Für pER ≥ ln(N)/N sind fast alle Graphen des statistischen
Ensembles verbunden; der Erwartungswert der mittleren kürzesten Pfadlänge LER
ist proportional zu ln(N)/ ln(k) und der Erwartungswert des Clusterkoeffizient be-
trägt CER = pER = k/N . Die Gradverteilung wird im Ensemblemittel von einer
Poissonverteilung beschrieben. Letzteres stimmt aber nicht mit den Eigenschaften
der in der Natur beobachteten Netzwerke überein. Aufgrund dessen wurden in der
Folgezeit Zufallsgraphen mit unterschiedlichen Gradverteilungen entwickelt [AB02].
Insbesondere sind dabei Netzwerke mit exponentiell abfallenden Gradverteilungen
interessant, sogenannte skalenfreie Netzwerke. Diese werden in der Natur recht
häufig beobachtet und zeichnen sich dadurch aus, dass es in ihnen Knoten mit sehr
hohen Graden gibt, sogenannte Hubs.
Eine Vielzahl in der Natur beobachteter Netzwerke weist zwar eine Pfadlänge in
der Größenordnung von Erdős-Rényi-Graphen auf, hat aber im Vergleich zu die-
sen einen deutlich höheren Clusterkoeffizienten. Dies führte zur Entwicklung des
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(a) u = 0 (b) u = 0,3 (c) u = 1
u
Abbildung 2.4.:
Modellierung von Small-World-Netzwerke. Ausgehend von einem Ring mit N =
30 Knoten, in dem jeder Knoten mit seinen m = 4 geographisch nächsten Nach-
barn verbunden ist, wird für jede Kante mit einer gewissen Umlenkwahrschein-
lichkeit u ein Knoten durch einen zufälligen anderen Knoten ersetzt. Für eine
Umlenkwahrscheinlichkeit von 1 entsteht ein zufälliges Netzwerk [WS98].
sogenannten Small-World-Modells [WS98, Wat99]. In diesem Modell dient als Aus-
gangspunkt ein Ring von Knoten, auf dem jeder Knoten symmetrisch mit seinen
geographisch nächsten m Nachbarn verbunden ist. Danach werden die einzelnen
Kanten mit einer gewissen Wahrscheinlichkeit u von einem Knoten gelöst und das
„lose“ Ende zufällig mit einem anderen Knoten verbunden (vgl. Abbildung 2.4). Bei
kleiner Umlenkwahrscheinlichkeit bleibt die lokale Struktur erhalten, d. h. ursprüng-
lich benachbarte Knoten sind auch im resultierenden Graph mit hoher Wahrschein-
lichkeit benachbart, aber „Abkürzungen“ werden eingeführt, so dass die mittlere
kürzeste Pfadlänge deutlich abnimmt.
Um eine Interpretation der beobachteten Netzwerkkenngrößen realer Netzwerke zu
erleichtern ist es interessant diese mit den Kenngrößen von Modellen zu vergleichen,
sogenannten Nullmodellen. Für diese Arbeit ist insbesondere der Algorithmus von
Maslov et al. für binäre Netzwerke wichtig [MSZ04]. Dabei werden Verbindungen
des untersuchten Netzwerks so umgelenkt, dass der Grad jedes Knoten erhalten
bleibt. Die mittlere kürzeste Pfadlänge und der Clusterkoeffizient eines solcherma-
ßen erzeugten Nullmodels werden im Folgenden mit Lr und Cr bezeichnet.
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2.2. Konstruktion funktioneller Netzwerke
Soll ein natürliches System als Netzwerk beschrieben werden, so ist es zunächst
notwendig Knoten und Kanten zu bestimmen. Dies kann – je nach untersuchtem
System – eine Herausforderung darstellen [But09]. Für die im Rahmen der Perko-
lationstheorie beschriebene Diffusion durch ungeordnete Medien, wie Wasser oder
Öl in porösem Gestein, stellen Hohlräume im Gestein Knoten dar und Verbin-
dungen zwischen Hohlräumen Kanten [SA92]. Bei der Beschreibung einer Vielzahl
gekoppelter Oszillatoren können die Oszillatoren als Knoten und Wechselwirkungen
als Kanten aufgefasst werden. Soll ein natürliches, räumlich ausgedehntes System,
wie das menschliche Gehirn oder das Klima, als Netzwerk beschrieben werden, so
werden die Knoten durch das räumliche Abtasten definiert. Der Konstruktion des
funktionellen Netzwerks liegt dann die Annahme zu Grunde, dass von jedem Sub-
system genau eine Observable beobachtet wurde. Interaktionen zwischen Subsyste-
men können nur indirekt, z. B. über Abhängigkeiten der zeitlichen Entwicklung der
Observablen beider Subysteme, beobachtet werden. Im folgenden Abschnitt werden
deshalb die in dieser Arbeit verwendeten Methoden zur Schätzung der Interaktions-
stärke zwischen dynamischen Systemen erläutert. Die Abbildung der gemessenen
paarweisen Interaktionen zwischen allen dynamischen (Sub)systemen auf die Adja-
zenzmatrix des zu untersuchenden funktionellen Netzwerks ist nicht eindeutig. Dies
wird in Abschnitt 2.2.2 behandelt.
2.2.1. Messung von Interaktionen
Interaktionen zwischen zwei Systemen lassen sich nur indirekt beobachten. Typi-
scherweise wird von jedem System eine skalare Observable über einen bestimm-
ten Zeitraum hinweg beobachtet. Es stehen viele Methoden zur Verfügung, um
diese Zeitreihen auf Abhängigkeiten von einander zu untersuchen. Dazu zählen
u. a. die Kreuzkorrelationsfunktion, Kohärenz, phasenbasierte Ansätze, zustands-
raumbasierte Ansätze sowie informationstheoretische Ansätze [PRK01, PQB05,
HSPVB07, LBH+09]. In dieser Arbeit wird der Absolutbetrag des Korrelationskoef-
fizienten verwendet, um Abhängigkeiten der Amplituden der Zeitreihen zu quanti-
fizieren. Wenn die Systeme allerdings nur schwach miteinander wechselwirken oder
chaotisch sind, dann können die Amplituden unkorreliert sein, obwohl eine Wech-
selwirkung stattfindet. Mithilfe des Konzeptes der Phasensynchronisation kann eine
solche schwache Wechselwirkung trotzdem detektiert werden [PRK00].
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Korrelationskoeffizient als Maß für den linearen Zusammenhang der
Amplituden zweier Zeitreihen
Der Korrelationskoeffizient γij zwischen zwei Zeitreihen {xi} und {xj} mit Mittel-
wert Null und der Anzahl Datenpunkten Λ ist gegeben durch
γij =
∣∣∣∣∣∣
∑Λ−1
t=0 xi(t)xj(t)√∑Λ−1
t=0 xi(t)xi(t) ·
∑Λ−1
t=0 xj(t)xj(t)
∣∣∣∣∣∣ . (2.13)
Es gilt γ ∈ [0,1], wobei 0 keine Korrelation und 1 einen gleichen oder gespiegelten
Zeitverlauf beider Observablen bedeutet.
Mittlere Phasenkohärenz als Maß für Phasensynchronisation
Oszillierende, autonome, dissipative, dynamische Systeme, welche durch einen
Grenzzyklus im Zustandsraum repräsentiert werden, können durch die Phasenva-
riable Φ und Amplitudenvariable B beschrieben werden. Die Phase entspricht der
Variablen, die mit der Bewegung entlang des Grenzzyklus korrespondiert, d. h. mit
der Richtung, die das Zustandsraumvolumen erhält. Die Phase der Oszillationen
korrespondiert also mit dem Lyapunovexponenten des Systems, der Null ist. Die
Dynamik der Phase Φ kann beschrieben werden als
dΦ
dt
= ω0. (2.14)
Über ω0 = 2pi/T0 kann darüber hinaus die Periodendauer T0 des Systems festge-
legt werden. Die Amplituden B umfassen alle anderen Variablen des Systems und
stehen lokal senkrecht auf dem Grenzzyklus. Streng genommen gilt diese Phasende-
finition nur auf dem Grenzzyklus. Sie kann jedoch leicht auf die Nachbarschaft des
Grenzzyklus erweitert werden, wenn Gleichung 2.14 auch dort gilt. Das bedeutet
insbesondere, dass die Frequenz der Oszillation unabhängig von der Amplitude sein
muss. In diesem Fall gilt auch, dass die korrekte Phase Φ aus jeder anderen zykli-
schen Variable Θ durch eine Transformation Φ = Φ(Θ, B) erhalten werden kann. Θ
kann aus den Daten geschätzt werden und es gilt 〈Φ˙〉 = 〈Θ˙〉. Zwei Systeme gelten
dann als synchronisiert, wenn ihre Frequenzen ganzzahlige Vielfache voneinander
sind. In dieser Arbeit wird nur der Fall der 1:1 Synchronisation betrachtet, bei der
beide Systeme die gleiche Frequenz haben. Eine praktikable Definition ist dann,
dass für die Phasen Φ und φ der beiden Systeme gilt
|Φ− φ| ≤ const. (2.15)
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D. h., dass die Phasendifferenz zwischen beiden Systemen beschränkt ist.
Jedes autonome, zeit-kontinuierliche dynamische System mit chaotischem Verhalten
besitzt mindestens einen Lyapunovexponenten, der Null ist. Somit kann auch für
chaotische Systeme eine Phase definiert werden. Dies kann beispielsweise dadurch
geschehen, dass ein Poincaré-Schnitt durch den Zustandsraum gelegt wird und die
Zeit zwischen zwei Schnittpunkten der Trajektorie mit dieser Fläche als eine Periode
T , in der die Phase um 2pi wächst, definiert wird. Mit linearer Interpolation zwischen
zwei Schnittpunkten gilt dann für den Zeitpunkt t
ΦP (t) = 2pi
t− ti
ti+1 − ti + 2pii, (2.16)
wobei ti der Zeitpunkt ist, zu dem die Trajektorie des Systems die Poincaré-Fläche
zum i-ten mal schneidet.
Eine weitere Möglichkeit zur Bestimmung einer Phase ist die Projektion des Attrak-
tors des chaotischen Systems auf eine Fläche, so dass die Trajektorie sich um einen
Punkt, der als Ursprung des Koordinatensystems gewählt werden kann, herum be-
wegt. Dann beschreibt die Phase Φ den Winkel zwischen einer beliebig gewählten
Richtung und dem Vektor zwischen Ursprung und dem korrespondierenden Punkt
auf der Trajektorie.
Ein dritter Ansatz ist die Bestimmung der Phase mithilfe des analytischen Signals
[Gab46]. Das analytische Signal xA ist eine Darstellung einer reellwertigen Funk-
tion bzw. einer gemessenen Zeitreihe x. xA zeichnet sich dadurch aus, dass das
Frequenzspektrum keine negativen Frequenzen enthält. Aufgrund der Symmetrie
des Frequenzspektrums kommt es zu keinem Informationsverlust.
Aus der Fouriertransformierten F(x) = X(iω) von x lässt sich ein Spektrum
Xa(iω), das nur positive Frequenzen enthält, mithilfe der Heaviside-Funktion H
gewinnen
Xa(iω) = X(iω)2 H(ω). (2.17)
Durch inverse Fouriertransformation F−1 ergibt sich mit dem Faltungstheorem für
das analytische Signal
xa = F−1 {X(iω)} ∗ F−1 {2 H(ω)}
= x(t) + iH(x(t)), (2.18)
wobei H die Hilberttransformation und i die imaginäre Einheit darstellt. Damit
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ergibt sich die momentane Phase als
Φ(t) = arctan
(
x(t)
H(x(t))
)
. (2.19)
Dieser Ansatz entspricht einer zweidimensionalen Einbettung des Signals im Raum
(x,H) und der Definition der Phase zum Zeitpunkt t als Winkel zwischen der re-
ellen Achse und dem Vektor vom Ursprung zum Punkt (x(t),H(t)). Obwohl mit
dieser Methode formal Phase Φ(t) und Amplitude B(t) für beliebige Signale de-
finiert werden können, haben Φ(t) und B(t) nur für schmalbandige Signale eine
physikalische Bedeutung [Boa92a, PROK97]. Für Signale mit endlicher Dauer und
großer, aber endlicher Bandbreite entspricht die momentane Frequenz ω = dΦ
dt
der
dominanten Frequenz im Fourierspektrum [Boa92b].
Neben dem analytischen Signal ist auch
xW (t) = x(t) ∗ ξ(t) (2.20)
ein komplexes Signal, aus dem analog zu Gleichung 2.19 eine Phase gewonnen
werden kann. Dabei ist ξ(t) ein Filterkernel oder Wavelet [LRMV99]. Üblicher-
weise wird für spektrale Analysen dabei eine komplexwertige Oszillation mit einer
glockenförmiger Einhüllenden h(t) verwendet
ξ(t) = h(t) exp (i2ωt). (2.21)
In dieser Arbeit wird das Morlet-Wavelet verwendet, bei welchem die Einhüllende
h(t) eine Gaußfunktion ist.
Mit den aus den gemessenen Zeitreihen zweier Systeme i und j extrahierten Phasen
Φi und Φj kann dann überprüft werden, ob Gleichung 2.15 erfüllt ist, also eine
1:1-Phasensynchronisation vorliegt. Eine Möglichkeit dies zu überprüfen ist, die
Verteilung der Phasendifferenzen Φi(t)− Φj(t) mithilfe zirkulärer Statistik [MJ00]
zu beschreiben. Dieser Ansatz führt zur Definition der mittleren Phasenkohärenz ρ
[MLDE00]. Diese ist gegeben durch
ρij =
∣∣∣∣∣∣
 1
Λ
Λ−1∑
t=0
exp (Φi(t)− Φj(t))
∣∣∣∣∣∣ . (2.22)
Hier ist Λ die Anzahl der Datenpunkte der zu untersuchenden Zeitreihen. ρij ist
beschränkt auf das Intervall [0,1], wobei 1 vollständige Phasensynchronisation und
0 keine Phasensynchronisation bedeutet. Weitere Möglichkeiten zur statistischen
Analyse der Phasenzeitreihen beruhen beispielsweise auf der Shannon-Entropie
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[TRW+98]. Die verschiedenen Ansätze zur statistischen Analyse führen bei der An-
wendung auf Zeitreihen hirnelektrischer Aktivität, wie sie auch in dieser Arbeit ver-
wendet werden, bei vergleichbarem Frequenzinhalt zu vergleichbaren Ergebnissen
[LFL+01, QKKG02]. Ebenfalls zu vergleichbaren Ergebnissen führen der Wavelet-
Ansatz sowie der analytische Signal-Ansatz zur Phasenbestimmung bei vergleichba-
rem Frequenzinhalt, d. h. mit entsprechender Bandpassfilterung der Rohdaten vor
der Hilberttransformation [LFL+01, QKKG02]. Letzteres ist nicht überraschend,
da beide Ansätze mathematisch äquivalent sind, wenn die Hilberttransformation
auf entsprechend bandpass-gefilterte Signale angewandt wird [Bru04, QKKG02].
Eine geeignete Schätzung der Interaktionsmaße erfordert eine Mindestanzahl von
Datenpunkten. Diese hängt von verschiedenen Faktoren wie dem verwendeten Inter-
aktionsmaß, Signal-zu-Rausch-Verhältnis oder dem untersuchten System ab. Prin-
zipiell ist es bei unbekannten Systemen sinnvoll eine möglichst große Datenpunk-
tanzahl zu verwenden. Dem steht das Problem der Stationarität gegenüber. Dy-
namische Systeme unterliegen einer zeitlichen Entwicklung, demzufolge kann auch
die Interaktion zwischen zwei Subsystemen zeitabhängig sein und möglicherwei-
se nur ein kurzes Signal mit wenigen Datenpunkten als quasistationär angesehen
werden. Bei der Untersuchung der Interaktionen zwischen Subsystemen dynami-
scher Systeme muss also ein Kompromiss zwischen Stationarität und ausreichender
Datenpunktanzahl gefunden werden.
2.2.2. Transferfunktionen
Wenn von den verschiedenen Subsystemen eines dynamischen Systems jeweils eine
Observable gemessen werden kann, dann kann zwischen allen Subsystemen i und
j jeweils paarweise die Interaktionsstärke, -richtung oder beide mit den im vorigen
Abschnitt beschriebenen Methoden geschätzt werden. In dieser Arbeit wird nur die
Interaktionsstärke berücksichtigt, welche hier mit dem Korrelationskoeffizienten γ
oder der mittleren Phasenkohärenz ρ geschätzt wird. Die Interaktionsmatrix I, de-
ren Einträge die jeweils paarweisen Interaktionsstärken χij sind, ist symmetrisch.
Unter der Annahme, dass von allen relevanten Subsystemen die zeitliche Entwick-
lung einer Observablen gemessen wurde, kann nun ein Knoten mit dem Sensor, der
die zeitliche Entwicklung dieser Observable gemessen hat, assoziiert werden. Die
Kanten des Netzwerks leiten sich aus den aus Zeitreihen der Observablen geschätz-
ten Interaktionsstärken zwischen zwei Subsystemen ab. Die Adjazenzmatrix A des
Interaktionsnetzwerks wird mithilfe einer Transferfunktion f aus der Interaktions-
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matrix I gewonnen (vgl. Abbildung 2.5)
A = f(I). (2.23)
Üblicherweise werden die Diagonalelemente der Adjazenzmatrix auf Null gesetzt
um Selbstverbundenheit ausszuschließen. Die Wahl der Transferfunktion f ist nicht
eindeutig und die Wahl kann von den zu analysierenden Daten oder geplanten
weiteren Analysen abhängen. Im Folgenden werden verschiedene Möglichkeiten der
Wahl von f diskutiert. Dabei sollen die Einträge der Adjazenzmatrix aij für i = j
Null und nur die Nichtdiagonalelemente aij (i 6= j) von Null verschieden sein. Der
Übersichtlichkeit halber wird dies im Folgenden weggelassen.
Viele Netzwerkmodelle wurden nur für binäre Netzwerke entwickelt. Da diese als
Nullmodelle verwendet werden können, ist es oft sinnvoll, dass das konstruierte
Netzwerk ebenfalls binär ist. Für gewichtete Netzwerke ist es schwierig, ein geeig-
netes Nullmodell zu finden, da durch die Kantengewichte mehr freie Parameter in
das Modell eingehen. Als Transferfunktion dient für binäre Netzwerke die Heaviside-
Funktion H
f(χij) = H(χij − T ), (2.24)
wobei T ein Schwellenwert ist. T ∈ R kann frei gewählt werden. Oft werden jedoch
Bedingungen vorgegeben, aus denen T abgeleitet werden kann. Die mittlere An-
zahl der Verbindungen pro Knoten, der mittlere Grad k, hat einen Einfluss auf ver-
schiedene Netzwerkkenngrößen. Beispielsweise ist in der Regel die mittlere kürzeste
Pfadlänge geringer und der Clusterkoeffizient höher für Netzwerke mit höherem k.
Um weitere Unterschiede der Netzwerkstruktur auflösen zu können, die nicht aus
einem unterschiedlichen mittleren Grad resultieren, wird oft k des resultierenden
Netzwerks vorgeben. Aus k folgt dann unmittelbar T . Eine zu kleine Wahl von k
führt zu unverbundenen Netzwerken, für eine zu große Wahl von k existieren fast
alle Kanten im Netzwerk, so dass beim Vergleich zweier Netzwerke keine größeren
Unterschiede erwartet werden können. Ein binäres funktionelles Netzwerk, dass in
dieser Art mit festem mittlerem Grad erzeugt wurde, wird hier als BNk bezeichnet.
Einige Netzwerkkenngrößen, wie die mittlere kürzeste Pfadlänge, sind ursprünglich
nur für verbundene Netzwerke definiert und ihre Anwendung auf unverbundene
Netzwerke ist enweder nicht möglich oder erfordert zusätzliche Definitionen (siehe
oben). Deshalb kann es sinnvoll sein, T möglichst gering zu wählen, so dass das
resultierende Netzwerk in jedem Fall verbunden ist. Andererseits führen zu viele
Kanten in einem binären Netzwerk zu einer geringeren möglichen Variabilität der
Struktur, im Extremfall existieren alle Kanten und es kann keine Strukturunter-
schiede mehr geben. Ein Kompromiss ist T so zu wählen, dass das resultierende
Netzwerk gerade verbunden ist, d. h. bei Entfernung einer Kante wäre das Netzwerk
nicht mehr verbunden. Diese Netzwerke werden in dieser Arbeit als BNc bezeich-
net.
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WNR-NetzwerkWNO-Netzwerk WNs-Netzwerk
BNk=5-NetzwerkBNc-Netzwerk
Abbildung 2.5.:
Mithilfe verschiedener Transferfunktionen f wird die Interaktionsmatrix I (Mit-
te) auf die Adjazenzmatrix A des funktionellen Netzwerks abgebildet. In dieser
Arbeit werden verschiedenen gewichtete (unten) und binäre (oben) Netzwerkty-
pen konstruiert. Abkürzungen siehe Text.
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Sollen die Kanten der Netzwerke nicht nur repräsentieren, dass eine Interaktion
stattfindet, sondern darüber hinaus auch die Stärke der Interaktion, so kann dies
mit gewichteten Netzwerken erreicht werden. Im einfachsten Fall gilt
f(χij) = χij. (2.25)
Diese Netzwerke werden im Folgenden als WNO-Netzwerke bezeichnet. Wie bei
binären Netzwerken sind einige Netzwerkkenngrößen von der mittleren Stärke s
des Netzwerks beinflusst. Um darüber hinaus gehende Unterschiede der Struktur
beim Vergleich mehrerer Netzwerke auflösen zu können, werden in dieser Arbeit
Netzwerke mit vorgegebener mittlere Stärke s = 1 verwendet. Diese werden als
WNs bezeichnet. Die Transferfunktion lautet dann
f(χij) = χij − ζ + 1. (2.26)
Dabei ist ζ der Mittelwert der Nichtdiagonalelemente χij(i 6= j) der Interakti-
onsmatrix. Die mittlere Stärke des Netzwerke ist dann s = 1. WNO- und WNs-
Netzwerke aus verschiedenen Interaktionsmatrizen können unterschiedliche Kan-
tengewichtsverteilungen haben. Es ist vorstellbar, dass neben dem Mittelwert wei-
tere Eigenschaften der Kantengewichtsverteilung, wie die Standardabweichung oder
der maximale Wert der Kantengewichte, einen Einflüss auf netzwerkspezifische oder
knotenspezifische Kenngrößen haben [Ans10]. Um durch eine veränderte Kanten-
gewichtsverteilung bedingte Veränderung der Netzwerkstruktur von Veränderun-
gen aufgrund veränderter langreichweitiger Korrelationen unterscheiden zu können,
kann es sinnvoll sein funktionelle Netzwerke mit vorgegebener Kantengewichtsver-
teilung zu konstruieren. Dazu werden die Interaktionsstärken auf eine vorgegebene
Verteilung abgebildet. Der Zusammenhang zwischen der Kopplungsstärke zweier
Systeme und der geschätzten Interaktionsstärke ist zwar monoton, aber nicht not-
wendigerweise linear und bei empirischen Systemen meistens unbekannt. Deshalb
werden in dieser Arbeit gewichtete Netzwerke konstruiert, deren Kantengewichte
aij nur von dem Rang υ(χij) des korrespondierenden Eintrages χij in der Menge
aller Einträge der Interaktionsmatrix abhängen. Da χij = χji werden für die Rang-
bestimmung nur Einträge χij mit i > j berücksichtigt. Die Transferfunktion lautet
dann
f(χij) =
{
2υ(χij)/(N(N − 1)) : i > j
2υ(χji)/(N(N − 1)) : i < j , (2.27)
Dies führt zu einer uniformen Verteilung der Kantengewichte im Intervall [0,1].
Der Einfluss verschiedener Transferfunktionen auf die resultierenden funktionellen
Netzwerke wird in Kapitel 4 untersucht.
Gegenstand aktueller Forschung ist, mithilfe eines geeigneten Nullmodells für die
Zeitreihen der Observablen zu überprüfen, ob das Interaktionsmaß nur zufällig von
Null verschieden ist oder als Hinweis auf eine Interaktion interpretiert werden kann.
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Nur im letzteren Fall wird der entsprechende Eintrag in der Interaktionsmatrix auf
einen von Null verschiedenen Wert in der Adjazenzmatrix abgebildet [KECK09,
DZMK09a, BHL10, ZFB10, VMS+11]. Die resultierenden Netzwerke können dann
sowohl binär als auch gewichtet sein. In jedem Fall beinhaltet ein solches Vorgehen
die Wahl eines Signifikanzniveaus sowie multiple Vergleiche.
Bei Felddatenanalysen ist es oft wichtig Netzwerke zu vergleichen [vWSD10], bei-
spielsweise funktionelle Netzwerke des gleichen Systems in verschiedenen Zustän-
den. Dies ist nicht unproblematisch: So sind einige Kenngrößen binärer Netzwerke
wie die mittlere kürzeste Pfadlänge L und der Clusterkoeffizient C sensitiv auf
Änderungen des mittleren Grades. Eine mögliche Lösung ist, den mittleren Grad,
wie bei BNk-Netzwerken konstant zu halten. Dies hat jedoch den Nachteil, dass
die resultierenden Netzwerke unverbunden sein können, was die Interpretation von
Netzwerkkenngrößen, insbesondere denen, die auf dem Konzept der kürzesten Pfa-
de beruhen, erschweren kann. Bei den hier vorgestellten Transferfunktionen 2.26
und 2.27 für gewichtete Netzwerke WNs und WNR hat der Mittelwert der Interak-
tionsstärke keinen Einfluss auf die Netzwerkkenngrößen, da hier, analog zur Schwel-
lenwertbildung mit festem k bei binären Netzwerken, die Stärke s der Netzwerke
vorgegeben wird. Dies gilt nicht für WNO-Netzwerke. Bei BNc tritt das Problem
der Unverbundenheit nicht auf, allerdings haben im Allgemeinen funktionelle Netz-
werke eines Systems in unterschiedlichen Zuständen eine unterschiedlich Anzahl
von Kanten. Deshalb wurden in dieser Arbeit die netzwerkspezifischen Kenngrö-
ßen von BNc-Netzwerken auf die korrespondierenden Kenngrößen eines Zufallsnetz-
werks normiert. Es sei jedoch erwähnt, dass dies keine vollständige Korrektur des
Einflusses einer unterschiedlichen Kantenanzahl ist [vWSD10].
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In diesem Kapitel wird im ersten Teil die Messung der durch neuronale Aktivi-
tät erzeugten elektrischen Potentiale (Elektroenzephalographie) und magnetischen
Felder (Magnetoenzephalographie) erläutert. Zunächst wird dargestellt wie die In-
formationsverarbeitung und -weiterleitung der Nervenzellen zu messbaren elektri-
schen Potentialen und magnetischen Feldern führt. Die Messtechnik für Elektroen-
zephalographie und Magnetoenzephalographie wird kurz vorgestellt. Am Ende des
ersten Teils dieses Kapitels wird eine Einführung in die für diese Arbeit relevanten
Phänome gegeben, die im Elektroenzephalogramm (EEG) und Magnetoenzephalo-
gramm (MEG) beobachtet werden können. Im zweiten Teil dieses Kapitels wird das
Krankheitsbild der Epilepsie und wie es sich im EEG und MEG darstellt kurz be-
schrieben. Im dritten und letzten Teil werden die Aufnahmen neuronaler Aktivität,
die in dieser Arbeit analysiert werden, vorgestellt.
3.1. Neuronale Aktivität
Das erwachsene menschliche Gehirn besteht aus ca. 1011 miteinander vernetzten
Nervenzellen. Ca. ein Zehntel dieser Nervenzellen sind Neurone. Der weitaus größe-
re Rest sind Gliazellen. Diesen werden vor allem Hilfsaufgaben wie eine Stützfunk-
tion oder die chemische Pufferung und Versorgung der Neurone mit Nährstoffen
zugeschrieben. In neuerer Zeit konnte aber auch eine Beteiligung am Prozess der
Informationsverarbeitung, -speicherung und -weiterleitung [Hay01, VM05, AN10]
sowie an pathologischen Prozessen, wie dem epileptischen Prozess [SSS06], nach-
gewiesen werden. Als hauptsächlich verantwortlich für Informationsverarbeitung,
-speicherung und -weiterleitung gelten jedoch die Neurone [Hil01]. Neurone summie-
ren zahlreiche Eingangssignale auf und leiten bei Erreichen eines Schwellenwertes
nach dem Alles-oder-Nichts-Prinzip ein Signal, das sogenannte Aktionspotential,
weiter. Mit einer ungefähren Dauer von 1ms ist dies ein kurzes Signal, das über-
dies sehr schnell, mit einer Geschwindigkeit von bis zu 100m/s, an andere Neurone
weitergeleitet werden kann. Das Aktionspotential basiert auf Veränderungen der
Potentialdifferenz zwischen dem Zellinneren und dem extrazellulären Raum. Durch
25
3. Datengrundlage
Erzeugung von Aktionspotentialen sowie deren Weiterleitung über Synapsen an an-
dere Neurone werden auch außerhalb der Nervenzellen elektrische Felder erzeugt.
Deren Potentialdifferenzen sind zwar im Vergleich zur Amplitude des Aktionspo-
tentials klein, haben aber einen deutlich größeren Einfluss auf die außerhalb von
Nervenzellen gemessenen elektrischen Potentiale. Bei einer vertikalen Geometrie der
Neuronen, wie sie beispielsweise bei Pyramidenzellen vorkommt, entstehen elektri-
sche Dipolfelder. An der Kopfoberfläche kann nur dann ein elektrisches Potential
gemessen werden, wenn sich viele solcher Dipolfelder verstärken. Dazu muss zum
einen eine Vielzahl von Neuronen gleichartig angeordnet sein und zum anderen
müssen die postsynaptischen Potentiale synchron auftreten. Damit spiegelt das an
der Kopfoberfläche gemessene elektrische Potential im Wesentlichen den Grad der
Synchroniziät der synaptischen Aktivität wider [Zsc02].
Sowohl die Ausgleichsströme, die aufgrund von unterschiedlichen Feldpotentialen
auftreten, als auch die intrazellulären Ströme, wie sie beispielsweise bei der Ge-
nerierung eines Aktionspotentials entstehen, erzeugen ein magnetisches Feld. Im
Vergleich zu den durch die Feldpotentiale in der Großhirnrinde induzierten Volu-
menströme sind die räumlich innerhalb der Nervenzellen stark gebündelten Ströme
relativ groß. Aufgrund des hohen Widerstandes zwischen Zellinneren und extra-
zellulärem Raum tragen die intrazellulären Ströme zum elektrischen Potential im
extrazellulärem Raum nicht bei. Daher weist das an der Kopfoberfläche messbare
magnetische Feld bei einer räumlich begrenzten intrazerebralen Aktivierung eine
räumlich stärkere Fokussierung auf als das elektrische Potential. Darüber hinaus
wird das magnetische Feld an der Kopfoberfläche deutlich weniger als das elek-
trische Potential durch unterschiedliche Materialeigenschaften, wie die elektrische
Leitfähigkeit oder die magnetische Permeabilität von Knochen, Liquor, Blut, Haut
sowie verschiedenen Gewebestrukturen, beeinflusst. Allerdings spielen für das ma-
gnetische Feld an der Kopfoberfläche hauptsächlich sogenannte Stromdipole eine
Rolle, die tangential zur Oberfläche liegen – radiale Dipole tragen zum magne-
tischen Feld nicht bei. Insgesamt sind die Entstehungsmechanismen für das ma-
gnetische und das elektrische Feld an der Kopfoberfläche zwar identisch, aber die
Messung dieser Felder an der Kopfoberfläche beinhaltet nicht identische, sondern
teilweise komplementäre Informationen [HHI+93].
In diesem Abschnitt wurde nur der Einfluss der Neuronen auf das extrazelluläre
elektromagnetische Feld diskutiert. Gliazellen haben, da auch sie an der Signalver-
arbeitung teilnehmen, auch einen Einfluss. Da jedoch die Rolle der Gliazellen bei
der Signalverarbeitung noch nicht eindeutig bestimmt ist, ist auch der Einfluss auf
die elektromagnetischen Felder noch weitestgehend unbekannt [AN10].
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Abbildung 3.1.:
Internationales 10-20-System für die Elektrodenplatzierung [Asa]. Die einzelnen
Elektrodenpositionen korrespondieren mit anatomischen Regionen in der Hirn-
rinde. Eine Erweiterung des 10-20-Systems, ist das 10-10-System, bei dem zusätz-
liche Elektroden zwischen den Elektroden des 10-20-Systems angebracht werden.
3.1.1. Elektroenzephalographie – Messung von elektrischen
Potentialdifferenzen
Die Elektroenzephalographie ist die Messung der elektrischen Potentialdifferenzen
an der Kopfoberfläche [Zsc02]. Dazu werden nach einem international standardi-
sierten Schema an verschiedenen Stellen der Kopfoberfläche Elektroden, z. B. aus
Silber, Silberchlorid oder Gold, aufgebracht und dort das elektrische Potential ge-
messen (siehe Abbildung 3.1). Die Stärke der durch neuronale Aktivität erzeugten
Potentialdifferenzen zwischen zwei an der Kopfoberfläche aufgebrachten Elektro-
den liegt im Bereich von 5 µV bis 100 µV. Dies erfordert die Verwendung geeigne-
ter Verstärker. Bei der Aufbringung von Elektroden muss darauf geachtet werden,
dass das sogenannte Elektrodenpotential, das Spannungsgefälle zwischen Kopfhaut
und Elektrode, stabil und für alle Elektroden identisch ist. Möglich Gründe für
Schwankungen des Elektrodenpotentials, sogenannte Elektrodenartefakte, sind un-
terschiedliche Elektrodenmaterialien, Verschmutzungen oder Defekte der Elektro-
den sowie ein Mangel an Elektrolytlösung, welche zur Verringerung der Impedanz
zwischen Elektrode und Kopfhaut eingesetzt wird. Da trotz aller Bemühungen sol-
che Schwankungen nicht auszuschließen sind, ist der Einsatz geeigneter Filtertech-
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Abbildung 3.2.:
Schemazeichnungen von Elektroden, die implantiert werden. Links/Mitte: Strei-
fen- und Gitterelektroden, die auf die Hirnrinde unter der Hirnhaut aufgebracht
werden; Rechts: Stabelektrode, die in Amygdala und Hippocampus eingebracht
wird.
niken notwendig. Für die Wahl des Referenzpotentials, gegen das das elektrische
Potential an der Oberfläche gemessen wird, gibt es keine eindeutig bevorzugte Me-
thode. Üblich ist die Messung des Elektrodenpotentials
• gegen eine gemeinsame Referenzelektrode, oft an den Ohrläppchen angebracht
(Elektroden A1 und A2). Entweder werden die Potentiale der Elektroden
auf der linken Kopfseite (Hemisphäre) gegen das Potential der Elektrode am
linken Ohrläppchen und umgekehrt gemessen oder alle Elektrodenpotentiale
gegen den Mittelwert der Potentiale der Elektroden A1 und A2. Eine ande-
re typische Wahl wäre das Potential der Elektrode Cz, die zentral auf der
Kopfoberfläche angebracht ist.
• gegen eine Durchschnittsreferenz, d. h. gegen das mittlere Potential aller Elek-
troden oder gegen das für jede Elektrode einzeln ermittelte Potential aller
benachbarten Elektroden.
• gegen eine Nachbarelektrode (bipolare Verschaltung).
Jede Referenzwahl, auch Montage genannt, hat verschiedene Vor- und Nachteile.
Es ist jedoch möglich nach der Messung digital auf eine andere Referenz umzurech-
nen. Je nach Anwendung kann eine unterschiedliche Wahl sinnvoll sein oder auch
die gleichzeitige Betrachtung der Aufzeichnungen mit mehreren unterschiedlichen
Referenzen ([HNT01, YWO+05] und darin enthaltene Zitationen).
Der Vorteil des EEGs besteht in seiner hohen Zeitauflösung im Bereich von Millise-
kunden. Die Detektion einzelner Signalquellen im Hirninneren ist nur auf mehrere
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Zentimeter genau möglich. Dies liegt zum einen an der hohen Neuronenanzahl, die
notwendig ist um ein messbares Signal zu erzeugen, und zum anderen an den unter-
schiedlichen elektrischen Eigenschaften der verschiedenen Gewebs- und Knochen-
schichten zwischen Signalquelle und Elektrode. Diese sind allerdings weitestgehend
unbekannt [GGC96, GLG96a, GLG96b].
Die elektrische Aktivität von Neuronenverbänden, in denen die Neuronen so an-
geordnet sind, dass sie ein abgeschlossenes elektrisches Feld erzeugen, kann nicht
an der Kopfoberfläche detektiert werden. Dies ist ein Problem bei einigen Fra-
gestellung der Epilepsiediagnostik, insbesondere bei Schläfenlappenepilepsien, bei
denen die Anfälle im Hippocampus beginnen, der eine derartige Neuronenanord-
nung aufweist. Zusätzlich kann auch die Ortsauflösung für die klinische Diagnostik
nicht ausreichend sein. Deshalb werden in einigen Fällen die elektrischen Potentiale
nicht an der Kopfoberfläche gemessen, sondern die Elektroden implantiert. Dies ge-
schieht entweder unter der Hirnhaut oder mit Stabelektroden, die in tiefgelegenen
Hirnstrukturen (Amygdala und Hippocampus) implantiert werden (siehe Abbil-
dung 3.2). Aufnahmen, die mit implantierten Elektroden gemacht werden, werden
in dieser Arbeit als iEEG bezeichnet.
3.1.2. Magnetoenzephalographie - Messung magnetischer
Felder
Die magnetischen Felder können an der Kopfoberfläche mit hoher räumlicher Dichte
abgetastet werden [HHI+93, Zsc02]. Die Sensoren sind dabei helmartig in verschie-
denen Ringen angeordnet (siehe Abbildung 3.3). Dadurch, dass die Messung des
Magnetoenzephalogramms (MEG) kontaktlos erfolgt, treten wenig sensorbedingte
Artefakte auf, allerdings gibt es damit auch keine feste Zuordnung der Sensoren zur
Hirnstrukturen, wie etwa beim 10-20-System des EEGs. Die Stärke der durch neu-
ronale Aktivität erzeugten magnetischen Felder ist mit 1 pT bis 2 pT äußerst klein.
So ist etwa die Stärke des Erdmagnetfeldes ca. 108 mal so groß (vgl. Abbildung
3.4). Die Messung derartig kleiner magnetischer Felder ist technisch sehr aufwendig
und kann nur mithilfe von SQUIDs (Superconducting Quantum Inference Devices)
realisiert werden [BK04]. Zusätzlich müssen Einflüsse anderer magnetischer Felder,
deren Stärke in den meisten Fällen deutlich höher ist als das Nutzsignal, aufwendig
abgeschirmt oder unterdrückt werden.
SQUIDs bestehen aus miteinander meist schwach gekoppelten Supraleitern und
nutzen den Josephson-Effekt. In MEG-Geräten werden meist Gleichstrom- oder
DC-SQUIDs eingesetzt. Diese bestehen aus einem supraleitenden Ring, der an zwei
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Abbildung 3.3.: Schematische Darstellung der Anordnung von MEG-Sensoren.
Abbildung 3.4:
Größenordnungen von Ma-
gnetfeldern in Umwelt und
Technik und im menschli-
chen Körper im Vergleich.
Die Entfernungsangaben be-
ziehen sich auf den Abstand
zwischen Quelle und Sensor.
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U
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(a) Schematischer Aufbau eines DC-
SQUID.
 0  1  2  3  4
U
ΦA/Φ0
(b) Über dem DC-SQUID abfallende Spannung.
Abbildung 3.5.:
Funktionsweise eines Direct Current Superconducting Quantum Interference De-
vice (DC-SQUID). Ein supraleitender Ring (schwarz) ist durch zwei Josephson-
Kontakte (grau) in zwei Hälften geteilt (a). Durch den DC-SQUID wird der Vor-
strom IB geleitet, so dass über den DC-SQUID eine Spannung U abfällt. Diese
variiert periodisch mit dem magnetischen Fluss ΦA durch den Ring in Einheiten
des magnetischen Flussquants Φ0 (b).
Stellen durch einen Isolator oder Normalleiter unterbrochen ist. Die Übergänge zwi-
schen Supraleiter, Isolator oder Normalleiter und Supraleiter werden als Josephson-
kontakt bezeichnet. In Abbildung 3.5(a) ist ein DC-SQUID schematisch dargestellt.
In den Ring wird ein Vorstrom IB eingespeist. Ist IB kleiner als das Doppelte des
kritischen Stroms der Josephsonkontakte, dann fällt über dem Ring keine Spannung
ab. Ist IB größer, so werden Cooper-Paare aufgebrochen und nur noch ein Teil des
Stromes wird von Cooper-Paaren getragen, der restliche Strom besteht aus tunneln-
den einzelnen Elektronen. Daher fällt dann über dem Ring eine Spannung U ab.
Befindet sich der Ring innerhalb eines magnetischen Feldes, welches senkrecht zur
Ringfläche steht, so ändert sich die über dem Ring abfallende Spannung periodisch
als Funktion des magnetischen Flusses ΦA durch die vom Ring umschlossene Fläche,
so dass der magnetische Fluss durch den Ring gerade ein ganzzahliges Vielfaches des
magnetischen Flussquants Φ0 ist (vgl. Abbildung 3.5(b)). Durch geeignete Wahl des
Vorstromes IB kann die Amplitude dieser Veränderung maximiert werden und so
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die Sensitivität des SQUIDs auf kleine Magnetfeldänderungen maximiert werden.
Neben der Kühlung der SQUIDs durch flüssiges Helium, erfordert die Messung ma-
gnetischer Signale des menschlichen Gehirns weitere aufwendige Maßnahmen. Eine
große Herausforderung ist die Unterdrückung von Störungen durch externe Ma-
gnetfelder. Diese können beispielsweise durch Elektromotoren, Aufzüge, Straßen-
bahnen oder bewegte Eisenteile, aber auch durch körpereigene Quellen wie Herz
oder Augen, hervorgerufen werden. Um diese Störungen zu minimieren werden ver-
schiedene Strategien verfolgt. Zum einen finden die Messungen in elektrisch und
magnetisch besonders abgeschirmten Messkabinen statt, welche allerdings Störun-
gen durch körpereigene Quellen nicht vermindern. Eine weitere Optimierung des
Messaufbaus besteht in der Verwendung einer Einkoppelspule, die das Magnetfeld
am Messort detektiert und in den SQUID eingekoppelt. Dies hat den Vorteil, dass
die effektive Fläche des SQUIDs vergrößert wird und so die Sensitivität des SQUIDs
auf Änderungen des magnetischen Flusses erhöht wird. Eine weitere Erhöhung der
Sensitivität kann durch die Verwendung von der Einkoppelspule vorgeschalteten
Gradiometern erzielt werden. Dabei werden beispielsweise zwei Spulen mit entge-
gengesetzten Windungen in kurzem Abstand voneinander eingesetzt, so dass in
den Spulen entgegengesetzte Ströme induziert werden. Unter Annahme homoge-
ner Störfelder und inhomogener hirneigener Felder messen beide Spulen das gleiche
Störsignal, aber ein anderes Nutzsignal, so dass die Differenz beider Ströme einen
hohen Anteil des Nutzsignals beinhaltet. Werden beide Spulen vertikal zur Signal-
quelle übereinander angeordnet so heißt diese Anordnung axiales Gradiometer und
bei horizontaler Anordnung planares Gradiometer.
Aufgrund der aufwendigen Messung und der Notwendigkeit eines festen Messplatzes
sind MEG-Ableitungen nur für relativ kurze Aufnahmedauern geeignet. Langzeit-
beobachtungen über mehrere Stunden oder Tage wie bei EEG oder iEEG sind
nicht möglich. Der Vorteil des MEGs ist, neben der dem EEG vergleichbaren gu-
ten Zeitauflösung und der Referenzfreiheit, die im Vergleich zum EEG relativ hohe
räumliche Auflösung im Bereich einiger Millimeter im Bezug auf die Lokalisation
einzelner Signalquellen.
3.1.3. Eigenschaften hirnelektrischer und -magnetischer
Aktivität
Hirnelektrische- und magnetische Aktivität zeichnet sich durch eine Vielzahl von
verschiedenen Mustern und Rhythmen aus. Die Häufigkeit ihres Auftretens und ihre
Form können zur Klassifizierung physiologischer Zustände wie Schlafphasen oder in
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Name Frequenzbereich
δ 0,5Hz bis 4Hz
ϑ 4Hz bis 8Hz
α 8Hz bis 13Hz
β 13Hz bis 30Hz
γ ab 30Hz
Tabelle 3.1:
Bezeichnung der Frequenzbänder des EEG und des
MEG. Teilweise werden die einzelnen Frequenzbän-
der weiter unterteilt und dann beispielsweise mit β1
und β2 bezeichnet, wobei β1 die niedrigeren Fre-
quenzen beinhaltet. Allgemein werden häufig auch
leicht von den hier angegebenen abweichende Fre-
quenzbänder verwendet, insbesondere die Grenzen
des γ-Bandes und seiner Unterteilungen können sich
in verschiedenen Studien deutlich unterscheiden.
der Diagnostik von Erkrankungen wie Epilepsie, Schlafstörungen oder Hirntumoren
verwendet werden. Es hat sich hierzu als sinnvoll erwiesen, EEG und MEG in
verschiedene Frequenzbereiche, sogenannte Frequenzbänder, zu unterteilen (siehe
Tabelle 3.1).
Schon im Ruhezustand eines wachen Menschen werden verschiedene Typen von
Mustern und Rhythmen in EEG- und MEG-Aufzeichnungen beobachtet. Zwei da-
von werden hier näher erläutert. Der sicherlich dominanteste Effekt ist der soge-
nannte α-Rhythmus (oder auch α-Wellen). Dabei wird eine rhythmische Aktivität
mit Frequenzen im Bereich von 8Hz bis 13Hz (α-Band) in den Sensoren auf dem
hinteren Bereich des Kopfes beobachtet (vgl. Abbildung 3.6). Der α-Rhythmus
wird nur bei geschlossenen Augen beobachtet und kann durch Augenöffnung oder
visuelle Vorstellung unterbrochen werden. Daher gilt der α-Rhythmus als Ruheak-
tivität des sensorisch-visuell geprägten Bereiches. Auch andere Hirnregionen zeigen
eine Ruheaktivität. Beispielsweise wird der µ-Rhythmus, der über dem zentralen
Bereich des Kopfes beobachtet wird, mit motorischen Tätigkeiten assoziiert. Eine
einfache motorische Tätigkeit, wie Faustballen, reicht aus, um diesen Rhythmus,
der ebenfalls im α-Band beobachtet wird, zu unterdrücken.
3.2. Epilepsie
Epilepsie ist eine der häufigsten chronischen Erkrankungen des Zentralnervensys-
tems, von der ca. 0,5–0,8% der Weltbevölkerung betroffen sind [Ann96]. Dabei
kommt es zu wiederkehrenden plötzlichen Funktionsstörungen des Gehirns, soge-
nannten epileptischen Anfällen [EP07]. Klinische Symptome eines solchen Anfalls
können Krämpfe, Bewusstseinstörungen, Wahrnehmungsstörungen, psychische Be-
einträchtigungen und stereotype Verhaltensmuster umfassen. Ursache dieser klini-
schen Symptome ist eine abnorm synchronisierte Aktivität von Neuronengruppen
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Abbildung 3.6.:
Zwei Ausschnitte von jeweils 5 s aus einer EEG-Aufzeichnung eines gesunden Pro-
banden während dieser im Ruhezustand die Augen offen (links) oder geschlossen
(rechts) hält. Die insbesondere in den Sensoren am Hinterkopf (P3, P4, Pz, PO3,
PO4, PO7, PO8, O9, O10 und Oz) bei geschlossenen Augen erkennbare rhyth-
mische, synchrone Aktivität wird als α-Rhythmus bezeichnet. Abbildung mit
Erlaubnis des Autors aus [Grü10].
im Gehirn, die zu einer vorübergehenden Störung der betroffenen Hirnregionen
führt. Die synchronisierte Aktivität von Neuronengruppen in mehreren Hirnregio-
nen führt zu synchronen Signalen der einzelnen Elektroden von EEG und iEEG
(Abbildung 3.7). Aufzeichnungen epileptischer Anfälle mit dem MEG sind selten
[EP07, Zsc02]. Üblicherweise dauert ein Anfall einige Sekunden bis wenige Minu-
ten und endet spontan. In seltenen Fällen geschieht dies nicht und es kommt zum
sogenannten Status Epilepticus, welcher ein bis zu mehrere Stunden andauernder
Anfall ist. Die Folgen eines Status Epilepticus können sehr schwerwiegend sein und
bis zum Tode führen [EP07, Zsc02].
Trotz sehr unterschiedlicher Krankheitsbilder können Epilepsien grob in solche mit
fokalen und solche mit generalisierten Anfälle eingeteilt werden. Bei fokalen Epi-
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Abbildung 3.7.:
iEEG-Aufzeichnung mit implantierten Stabelektroden zu Beginn eines sekundär
generalisierten Anfalls. Der Anfall beginnt in der linken Hemisphäre, deren elek-
trische Aktivität mit den Elektroden TL01 bis TL10 gemessen wird, und breitet
sich dann auf die rechte Hemisphäre (Elektroden TR01 bis TR10) aus. Der epi-
leptische Fokus dieses Patienten lag in den Hirnregionen, deren Aktivität von
den Elektroden TL04 und TL05 gemessen wird. Nach chirurgischer Entfernung
dieses Areals war der Patient anfallsfrei.
lepsien haben die Anfälle ihren Ursprung in einem abgegrenzten Hirnareal, welches
als epileptischer Fokus bezeichnet wird. Bei einem Teil der Patienten bleibt der
Anfall nicht auf den epileptischen Fokus beschränkt, sondern breitet sich auf das
gesamte Gehirn aus [RL01, KLM+06]. Dieses wird dann als sekundär generalisier-
ter Anfall bezeichnet. In Abbildung 3.7 ist die iEEG-Aufzeichnung eines solchen
Anfalls abgebildet. Bei primär generalisierten Epilepsien beginnt der Anfall schein-
bar gleichzeitig im gesamten Gehirn. Der Zeitraum des Anfalls wird auch als iktal
oder iktual bezeichnet (abgeleitet von lateinisch „ictus“: Schlag). Davon abgeleitet
werden die Begriffe postiktal (nach einem Anfall), präiktal (unmittelbar vor einem
Anfall) und interiktal (zwischen zwei Anfällen).
Ca. 50% der Epilepsiepatienten leiden unter einer fokalen Epilepsie. Ca. 70% der
Epilepsiepatienten sprechen auf eine medikamentöse Therapie an, so dass die Häu-
figkeit der Anfälle bis hin zur Anfallsfreiheit zurück geht [KB06]. Weiteren 8% der
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Patienten kann durch eine chirurgische Entfernung der anfallsauslösenden Struktur
geholfen werden [Dun07]. Bei den übrigen Patienten ist keine der derzeit verfügba-
ren Therapien erfolgreich.
Bei 66% der Patienten führt die chirurgische Entfernung der anfallsauslösenden
Struktur zur Anfallsfreiheit [TDW05]. Zusammen mit weiteren klinischen und ana-
tomischen Beobachtungen sowie Aufzeichnungen von neuronaler Aktivität deutet
dies darauf hin, dass neben dem epileptischen Fokus auch spezifische kortikale und
subkortikale epileptische Netzwerke während der Entstehung nicht nur von primär
generalisierten sondern auch von fokalen Anfällen, eine Rolle spielen [BZM+98,
BWE00, ADL+02, BWB+01, Spe02, GRT+06, BCW08, Got08, LC08, LBH+09].
Es ist bisher nicht abschließend geklärt, ob das Konzept des epileptischen Fokus
[RL01, LA91] durch das eines räumlich ausgedehnten epileptischen Netzwerks er-
setzt werden sollte.
Veränderungen im interiktalen Elektroenzephalogramm und
Magnetoenzephalogramm bei Epilepsiepatienten
Die häufigsten Veränderungen des EEG und MEG bei Epilepsiepatienten im in-
teriktalen Intervall sind das Auftreten von typischen Mustern und eine erhöhte
Aktivität im δ- und ϑ-Band, welche bei gesunden Menschen nur bei starker Müdig-
keit oder im Schlaf beobachtet wird. Zu den am häufigsten beobachteten Mustern
bei Epilepsiepatienten gehört der Spitze-Welle-Komplex. Dieser ist charakterisiert
durch einen steilen Anstieg der Signalamplitude, einen darauf folgenden Abfall so-
wie einer langsamen Nachschwankung. Manchmal können auch nur die langsamen
Anteile beobachtet werden. Die Charakterisierung des EEGs oder MEGs mithilfe
dieser Muster hat vor allem in der klinischen Diagnostik eine große Bedeutung und
ihr Auftreten wird auf eine erhöhte kortikale Erregbarkeit zurückgeführt. Insbeson-
dere werden sie im EEG während primär generalisierten Anfällen beobachtet. Auch
im invasiven EEG können epilepsietypische Muster wie Spitze-Welle-Komplexe be-
obachtet werden. Allgemein sind die EEG/MEG-Veränderungen von der Art der
Epilepsie abhängig und sehr individuell. Unter Umständen können sie auch gar nicht
beobachtet werden, obwohl zweifelsfrei eine Epilepsie besteht. Mitunter werden sie
auch bei gesunden Personen beobachtet.
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3.3. Durchführung der Studien
Im Folgenden werden die drei in dieser Arbeit ausgewerteten Studien vorgestellt.
Alle Teilnehmer der Studien waren nach Aufklärung damit einverstanden, dass ihre
Daten für wissenschaftliche Zwecke verwendet werden und alle Studien wurde durch
das Ethikkommittee der Universität Bonn genehmigt. Die Teilnehmer der Studien
werden im Folgenden als Probanden bezeichnet.
3.3.1. Studie 1
In dieser Studie wurden die EEG- und MEG-Aufzeichnungen einer Gruppe von 21
Patienten (Alter 38 ± 11 Jahre, 12 Frauen) mit fokalen Epilepsien und einer sowohl
geschlechts- als auch altersangepasste Kontrollgruppe bestehend aus 23 gesunden
Kontrollpersonen (Alter 33 ± 9 Jahre, 11 Frauen) erhoben. Die antiepileptische
Medikation der Patienten befand sich während der Untersuchung im therapeuti-
schen Bereich. Die Probanden wurden mündlich angewiesen ruhig und entspannt
15 Minuten mit offenen Augen und 15 Minuten mit geschlossenen Augen zu sitzen.
Die Reihenfolge der beiden Aufnahmebedingungen war über die Probanden hinweg
randomisiert. Währenddessen wurde simultan das EEG und das MEG gemessen
(siehe Abbildung 3.8). Die Messungen wurden im Rahmen des Sonderforschungs-
bereiches „SFB/TR 3: Mesiale Temporallappen Epilepsien“ in einem magnetisch
abgeschirmten Raum in der Universitätsklinik für Neurologie der Universität Mag-
deburg durchgeführt.
Die MEG-Daten wurde mit einer Abtastrate von 254,31Hz (16 bit Analog-Digital
Wandler) mit einer Bandbreite von 0,1Hz bis 50Hz aufgenommen. Dabei wurde ein
148-Kanal DC-SQUID Magnetometer Ganzkopfsystem (Magnes 2500 WH, 4DNeu-
roimaging) verwendet. Die EEG Daten wurden simultan mit gleicher Abtastrate
und einer Bandbreite von 0Hz bis 50Hz an 29 Elektrodenpositionen (Fp1, Fp2, F7,
F3, Fz, F4, F8, FC1, FC2, T7, C3, Cz, C4, T8, CP1, CP2, P7, P3, Pz, P4, P8, PO7,
PO3, PO4, PO8, Oz, O9, Iz, and O10) nach dem 10-10 System der American Elec-
troencephalographic Society gemessen [Zsc02]. Dabei diente der rechte Mastoid als
physikalische Referenz. Um die Einflüsse technischer (z. B. Verstärker resets) und
physiologischer (z. B. Augen- oder Kopfbewegungen) Artefakte zu minimieren, wur-
de eine waveletbasierte Filtertechnik angewandt [Pru03, KJAR06, HBN+10]. Der
unterste Ring der MEG-Sensoren (siehe Abbildung 3.3) wurde von der Analyse aus-
geschlossen um Muskelartefakte in den MEG-Aufzeichnungen zu minimieren, somit
gingen nur 130 Kanäle in die Auswertung ein. Um den Einfluss der Messreferenz zu
untersuchen, wurden das EEG nachträglich digital auf eine Durchschnittsreferenz
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Abbildung 3.8.:
Beispielhafter Ausschnitt aus der EEG- und MEG-Aufzeichung einer gesunden
Kontrollperson während der Augen-zu-Bedingung. Für das MEG sind nur die
Aufzeichnungen ausgewählter Sensoren dargestellt. Für die Sensorpositionen sie-
he Abbildungen 3.1 und 3.3.
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umgerechnet, welche alle 29 Elektroden umfasste. Die Analyse der in dieser Studie
erhobenen Daten findet sich in Kapitel 4.
3.3.2. Studie 2
Es wurden die EEGs einer Gruppe von 13 Patienten mit fokalen Epilepsien (Alter
36 ± 11 Jahre, 10 Frauen) und einer Gruppe von 20 Gesunden (mittleres Alter
32 ± 8 Jahre, 7 Frauen) während verschiedener Experimentbedingungen erhoben.
Die Messungen wurden im Rahmen des Sonderforschungsbereiches „SFB/TR 3:
Mesiale Temporallappen Epilepsien“ in der Universitätsklinik für Neurologie der
Universität Magdeburg durchgeführt. Die antiepileptische Medikation der Patien-
ten befand sich während der Untersuchung im therapeutischen Bereich. Die Ex-
perimentbedingungen umfassten verschiedene, mit Lern- und Gedächtnisprozessen
assoziierte Aufgaben, welche auf dem sogenannten verbalen Lern- und Merkfähig-
keitstest beruhen [HD90].
Der Experimentablauf war in 3 Blöcke mit verschiedenen Aufgaben eingeteilt; zwi-
schen den einzelnen Blöcken gab es eine Pause von jeweils 5min (siehe Abbildung
3.9). Zunächst wurde in jedem der Blöcke eine Liste von Wörtern gelernt (Block
2 und 3) bzw. Wörter aus dem Langzeitgedächtnis abgerufen (Block 1). Diese Ex-
perimentbedingungen von 3min Dauer werden hier als Aquisitionsbedingungen E1,
E2 und E3 bezeichnet. Dabei steht der Subskript für die Nummer des Blockes
in dem sie stattfanden. „E“ steht für den Erwerb von Wörtern. An die Aquisiti-
onsbedingungen schloss sich, um weiteres Lernen zu unterdrücken, eine figurative
Aufgabe an (1min). Diese umfasste das Erstellen möglichst vieler Figuren mit ei-
ner vorgegeben Anzahl von Holzstäbchen. Nach einer Ruhebedingung von 3min
Dauer (Ruhebedingungen R1, R2 und R3) wurden die Probanden gebeten, die in
der Aquisitionsbedingung gelernten bzw. aus dem Langzeitgedächtnis abgerufenen
Wörter aufzuschreiben (Abfragebedingungen A1, A2 und A3, je 3min Dauer). Die
Blöcke unterschieden sich nur in den Aquisitionsbedingungen. In der Aquisitions-
bedingung E1 wurden die Probanden gebeten alle Wörter aufzuschreiben, die ihnen
zum Thema Tiere einfallen. In den Aquisitionsbedingungen E2 und E3 wurden den
Probanden jeweils 15 hochfrequente deutsche Substantive mit jeweils zwei bis drei
Silben fünf mal in randomisierter Reihenfolge vorgelesen. In E2 wurden den Pro-
banden keine weiteren Anweisungen erteilt (inzidentelles Lernen) und in E3 wurden
sie zusätzlich gebeten, sich diese Wörter zu merken (intentionales Lernen). Vor Be-
ginn des ersten Blockes, sowie nach Ende des letzten Blockes wurden die Probanden
angewiesen ruhig und entspannt ein Kreuz auf einem Monitor zu fixieren (Ruhebe-
dingungen RA und RB, je 5min Dauer). Die Reihenfolge von Block 1 und Block 2
war über die Probanden hinweg randomisiert.
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Abbildung 3.9.:
Schematische Darstellung des Experimentablaufes von Studie 2. Beschreibung im
Text.
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Abbildung 3.10.:
Elektrodenlage für Patient 9. Die Namen der Sensoren der Gitterelektrode be-
ginnen mit GR und dann folgt die Spalten- und Reihenbezeichung, beispielsweise
ist Sensor GRB6 der Sensor, der in Spalte B und Reihe 6 auf der Gitterelektrode
liegt. Die Namen der Sensoren der Tiefenelektrode beginnen mit TR und sind
dann von vorne (auf der Abbildung oben) nach hinten (auf der Abbildung unten)
durchnummeriert. Sie werde somit mit TR01 bis TR10 bezeichnet.
Die EEG-Aufzeichnungen wurden mit einer Abtastrate von 254,31Hz und ei-
ner Bandbreite von 0Hz bis 50Hz an 29 Elektrodenpositionen (Fp1, Fp2, F7,
F3, Fz, F4, F8, FC1, FC2, T7, C3, Cz, C4, T8, CP1, CP2, P7, P3, Pz, P4,
P8, PO7, PO3, PO4, PO8, Oz, O9, Iz, and O10) nach dem 10-10 System der
American Electroencephalographic Society gemessen (siehe Abbildung 3.1). Da-
bei diente der rechte Mastoid als physikalische Referenz. Um die Einflüsse techni-
scher (z. B. Verstärker resets) und physiologischer (z. B. Augen- oder Kopfbewegun-
gen) Artefakte zu minimieren, wurde eine waveletbasierte Filtertechnik angewandt
[Pru03, KJAR06, HBN+10]. Die Analyse der in dieser Studie erhobenen Daten
findet sich in Kapitel 5.
3.3.3. Studie 3
Es wurden iEEG-Aufnahmen von 13 Patienten analysiert, die im Rahmen der prä-
chirurgischen Abklärung [KCU+02], einem Teil der klinischen Diagnostik, in der
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Abbildung 3.11.:
Elektrodenlage für Patient 13. Die Namen der Sensoren auf den Streifenelektro-
den beginnen mit TB. Die auf der Abbildung oberste Streifenelektrode wird mit
TBAL bezeichnet, die mittlere mit TBL und die auf der Abbildung unterste mit
TBPL. Die Elektroden der Streifenelektroden sind ebenfalls von vorne (auf der
Abbildung links) nach hinten (auf der Abbildung rechts) durchnummeriert. So
bezeichnet also TBL3 den 3. Sensor von vorne auf der Elektrode TBL. Die Namen
der Sensoren der Gitterelektrode beginnen mit GL und dann folgt die Spalten-
und Reihenbezeichung. Die Namen der Sensoren der Tiefenelektrode beginnen
mit TL und sind dann von vorne (auf der Abbildung oben) nach hinten (auf der
Abbildung unten) durchnummeriert.
Bonner Klinik für Epileptologie aufgezeichnet wurden. Aus der Datenbank der
Klinik der Epileptologie wurden nach folgenden Kriterien iEEG-Datensätze aus-
gewählt: das iEEG wurde (i) über mindestens zwei Tage quasi kontinuierlich mit
(ii) mindestens 20 Kontakten aufgenommen und umfasste (iii) einen Zeitraum mit
zwei oder mehr epileptischen Anfällen. Die iEEG-Daten wurden im Mittel von 56
Elektroden aufgenommen (mindestens 24, maximal 72). Die Gesamtaufnahmedau-
er betrug 88,36 Tage (mindestens 3,75 Tage, maximal 11,1 Tage pro Datensatz),
während derer insgesamt 75 Anfälle (mindestens 4, maximal 9 pro Datensatz) und
ein Status Epilepticus auftraten. Die Patienten nahmen verschiedene Antiepilep-
tika mit unterschiedlichen Wirkmechanismen ein. Dabei erhielt die Mehrheit der
Patienten eine Kombinationstherapie mit zwei oder mehr Antiepileptika. Während
der prächirurgischen Abklärung wurden die Antiepileptika für jeden Patienten in-
dividuell reduziert und für einen Patienten zeitweise komplett abgesetzt.
Die iEEG-Daten wurden mittels chronisch implantierter Elektroden, hergestellt von
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AD-TECH (Wisconsin, USA), verschiedener Art aufgenommen (vgl. Abbildung
3.2). Das Aufnahmesystem war Stellate Harmonie (Stellate, Montreal, Kanada; der
Verstärker von Schwarzer GmbH, München, Germany). Die Daten wurden mithilfe
eines 16-bit Analog-Digitalkonverters mit 200Hz abgetastet und anschließend zwi-
schen 0,1Hz und 70Hz bandpassgefiltert. Als Referenz wurde der Mittelwert von
zwei, für jeden Patienten individuell gewählten Elektroden, außerhalb des epilepti-
schen Fokus, verwendet. Die Analyse der in dieser Studie erhobenen Daten findet
sich in Kapitel 6.
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4. Einfluss des
Konstruktionsprozesses auf
funktionelle Netzwerke
Für die Funktionsweise des menschlichen Gehirns ist die Wechselwirkung verschie-
dener Hirnregionen miteinander essentiell. Je nach Aufgabe verändern sich diese
Wechselwirkungen (siehe beispielsweise [KSJ00]). Im letzten Jahrzehnt wurden vie-
le Ansätze entwickelt, Stärke und Richtung von Interaktionen zwischen jeweils zwei
Hirnregionen aus Zeitreihen neuronaler Aktivität dieser Hirnregionen zu bestim-
men [PRK01, PQB05, HSPVB07, LBH+09]. Die Abbildung der jeweils paarweisen
Interaktionen von N Hirnregionen auf ein funktionelles Hirnnetzwerk erlaubt eine
multivariate Datenanalyse [RPBS07, BB09, But09]. Mithilfe netzwerkspezifischer
Kenngrößen ist es sogar möglich, N(N − 1) Interaktionen durch eine einzige Zahl
zu charakterisieren. Auch wenn nur wenige Interaktionen verändert sind, erlaubt
der Netzwerkansatz im Prinzip eine Beschreibung der Auswirkungen, beispielsweise
auf den Informationsfluss im Gehirn oder eine Charakterisierung der Rolle einzel-
ner Hirnregionen unter Einbeziehung des gesamten Netzwerks. Die Konstruktion
funktioneller Hirnnetzwerke ist jedoch nicht eindeutig, stattdessen muss aus einer
Vielzahl von Möglichkeiten für jeden Mess- oder Analyseschritt das jeweils geeig-
nete Verfahren ausgewählt werden. Insbesondere ist es notwendig, ein Verfahren
zur Messung neuronaler Aktivität, zur Messung von Interaktionen zwischen dyna-
mischen Systemen und eine Transferfunktion, die die Interaktionsmatrix auf die
Adjazenzmatrix des funktionellen Netzwerks abbildet, zu wählen. Die Kriterien,
nach denen diese Wahl erfolgen soll, sind allerdings nicht eindeutig und die Auswir-
kungen einer bestimmten Wahl auf netzwerkspezifische Kenngrößen funktioneller
Hirnnetzwerke sind weitestgehend unbekannt.
Zur Evaluation eines Analyseverfahrens ist es notwendig eine externe Validierungs-
möglichkeit zu haben. Im Falle von bivariaten Analysemethoden ist die Analyse
von miteinander gekoppelten Oszillatoren, deren Eigenschaften wohlbekannt sind,
ein gängiges Verfahren (siehe z. B. [PRK00, PRK01]). Für Netzwerke von Oszil-
latoren ist die Beziehung zwischen der strukturellen Kopplungstopologie und den
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dynamischen Eigenschaften des Oszillatornetzwerks jedoch nur teilweise bekannt
[BA99, New03, BLM+06, Tim06, ADGK+08]. Eine Alternative zu Modellsystemen
sind natürliche Systeme in verschiedenen, aber bekannten Zuständen. Dieser An-
satz wird in diesem Kapitel verfolgt. Als natürliches System wird das menschliche
Gehirn in physiologischen und pathologischen Zuständen verwendet. Als physiolo-
gische Zustände dienen zwei Vigilanzzustände: geöffnete und geschlossene Augen.
Während dieser Zustände treten unterschiedliche neurophysiologische Prozesse auf,
die bereits anhand der Aufzeichnungen hirneigener elektrischer Potentiale (EEG)
und magnetischen Felder (MEG) unterschieden werden können. Bei geschlossenen
Augen lässt sich sowohl im EEG als auch im MEG der α-Rhythmus nachweisen
(vgl. Kapitel 3.1.3). Der α-Rhythmus besteht aus Oszillationen im Frequenzbereich
zwischen 8 und 13Hz, dem sogenannten α-Band. Diese Oszillationen können haupt-
sächlich mit den Sensoren, die über dem Hinterkopf liegen, beobachtet werden. Da
der α-Rhythmus mit mehreren Sensoren gleichzeitig beobachtet wird, ist zu erwar-
ten, dass bei geschlossenen Augen für diese Sensorkombinationen eine erhöhte In-
teraktion gemessen wird und der lokale Clusterkoeffizient für diese Sensoren erhöht
ist. Für den Clusterkoeffizienten kann somit ebenfalls ein erhöhtes Niveau erwar-
tet werden. Eine erhöhte lokale Gruppenbildung sollte sich nicht deutlich auf die
mittlere kürzeste Pfadlänge auswirken. Durch die erhöhte Interaktionsstärke zwi-
schen am Hinterkopf liegenden Sensoren sollte sich die Zentralität dieser Hirnregio-
nen erhöhen. Die beiden neurophysiologischen Zustände geschlossene und geöffnete
Augen können also als externe Validierungsmöglichkeit dazu dienen, den Einfluss
unterschiedlicher Mess- und Analysemethoden auf die Charakterisierbarkeit un-
terschiedlicher neurophysiologischer Zustände mithilfe funktioneller Netzwerke zu
untersuchen.
Als pathologischer Zustand dient das epileptische Gehirn. Dieses wird mit dem
nicht-epileptischen Gehirn verglichen. Dazu wird neben einer Gruppe von gesunden
Kontrollpersonen eine Gruppe von Patienten mit einer fokalen Epilepsie untersucht.
Bei fokalen Epilepsien gibt es eine bestimmte Hirnregion, in der die epileptischen
Anfälle beginnen, den epileptischen Fokus (siehe auch Kapitel 3.2). Von diesem ist
bekannt, dass er im Vergleich zu gesundem Gewebe Veränderungen aufweist. Diese
Veränderungen umfassen unter anderem das Absterben von Neuronen, ein erhöhtes
Aufkommen von Nervenfasern und eine erhöhte Erregbarkeit einzelner Nervenzellen
[EP07]. Dies lässt vermuten, dass Knoten, die mit dem epileptischen Fokus assoziiert
sind, eine besonders hohe oder besonders geringe Zentralität aufweisen im Vergleich
zu Knoten, die mit derselben Hirnregion in einem nicht-epileptischen funktionellen
Netzwerk assoziiert sind. Darüber hinaus kann vermutet werden, dass die struktu-
relle Veränderung des Fokus im Vergleich zu gesundem Gewebe auch die Struktur
des funktionellen Netzwerks beeinflusst und damit mit netzwerkspezifischen Kenn-
größen detektierbar ist. Die neuronale Aktivität des epileptischen Fokus ist jedoch
bei den meisten Patienten, anders als der α-Rhythmus, nicht oder nur teilwei-
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se der Messung an der Kopfoberfläche mit EEG oder MEG zugänglich. Damit ist
dies eine Möglichkeit zu evaluieren, inwieweit eine Charakterisierung von Prozessen
in tiefergelegenen Hirnregionen mit funktionellen Netzwerken aus Aufzeichnungen
neuronaler Aktivität an der Kopfoberfläche möglich und sinnvoll ist.
In diesem Kapitel werden simultane EEG- und MEG-Aufzeichnungen einer Pati-
enten- und einer Kontrollgruppe während einer Augen-zu- und einer Augen-auf-
Bedingung analysiert. Aus den Aufzeichnungen neuronaler Aktivität werden mit-
hilfe unterschiedlicher Ansätze zur Schätzung der Interaktionsstärke – linear oder
nicht-linear und frequenzadaptiv oder frequenzselektiv – sowie unterschiedlicher
Transferfunktionen funktionelle Netzwerke erstellt. Die Struktur dieser Netzwerke
wird mit den netzwerkspezifischen Kenngrößen mittlere kürzeste Pfadlänge L und
Clusterkoeffizient C und den knotenspezifischen Kenngrößen Degree-Centrality ZD,
Closeness-Centrality ZC und Betweenness-Centrality ZB charakterisiert. Es wird
dann untersucht und diskutiert, wie sich die unterschiedlichen Mess- und Analyse-
methoden auf die Charakterisierbarkeit beider Vigilanzzustände sowie epileptischer
und nicht-epileptischer Gehirne auswirken. Wesentliche Ergebnisse der Charakte-
risierung mit netzwerkspezifischen Kenngrößen wurden bereits vorab in [HBN+10]
veröffentlicht.
Im Folgenden werden die Bezeichnungen Knoten, Sensoren und Hirnregionen syn-
onym verwendet. So ist beispielsweise mit der Zentralität des Sensors Fz die Zentra-
lität des Knotens im funktionellen Netzwerks gemeint, der mit Sensor Fz assoziiert
ist. Die Zentralität parietaler Hirnregionen ist die Zentralität der Knoten des funk-
tionellen Netzwerks, die mit Sensoren assoziiert sind, die die neuronale Aktivität
parietaler Hirnregionen messen. Zur Unterscheidung centraler Hirnregionen im Sin-
ne einer Ortsbeschreibung und zentraler Hirnregionen im Sinne zentraler Knoten im
Netzwerk, werden erstere in diesem Kapitel als central mit „c“ bezeichnet und zwei-
tere als zentral mit „z“. Beispielsweise ist der Motorkortex eine centrale Hirnregion,
d.h. sie liegt im centralen Bereich des Kortex. Der Motorkortex kann aber auch
zentral sein, d.h. er kann eine hohe Degree-, Closeness- und / oder Betweenness-
Centrality aufweisen.
4.1. Netzwerkkonstruktion und -analyse
Die simultanen EEG- und MEG-Aufzeichnungen (siehe Kapitel 3.3.1) wurden mit-
hilfe der Gleitfenster-Technik analysiert. Dabei umfasste ein Fenster 4096 Daten-
punkte, welches einer Dauer von 16,1 s entspricht. Für jedes Fenster f wurden paar-
weise die Interaktionsstärke mithilfe des Korrelationskoeffizienten γ, als Beispiel für
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ein lineares Interaktionsmaß, und der mittleren Phasenkohärenz, als Beispiel für
ein nicht-lineares Interaktionsmaß, berechnet. Die Phasenkohärenz wurde sowohl
frequenzadaptiv im Frequenzbereich von 0,5Hz bis 40Hz mithilfe der Hilberttrans-
formation als auch frequenzselektiv mithilfe einer Wavelettransformation, wie in
Kapitel 2.2.1 beschrieben, berechnet. Die Wavelettransformation wurde mit einem
Morlet-Wavelet durchgeführt, welches in den Frequenzbändern δ (0,5Hz bis 4Hz),
ϑ (4Hz bis 8Hz), α (8Hz bis 13Hz), β1 (13Hz bis 20Hz) und β2 (20Hz bis 30Hz)
zentriert war. Im Folgenden wird die frequenzselektive Schätzung der Interaktions-
stärken mithilfe der mittleren Phasenkohärenz als I() bezeichnet. Dabei steht 
für eines der Frequenzbänder δ, θ, α, β1 oder β2. Die frequenzadaptive Schätzung
mithilfe der mittleren Phasenkohärenz wird als I(ρ) bezeichnet und die Schätzung
mithilfe des Korrelationskoeffizienten als I(γ).
Nach Schätzung der Interaktionsstärke wurden mithilfe verschiedener Transferfunk-
tionen aus den Interaktionsmatrizen I sowohl gewichtete als auch binäre Netz-
werke konstruiert. Es wurden sowohl binäre BNk-Netzwerke mit festem mittle-
ren Grad k als auch binäre, verbundene Netzwerke BNc konstruiert. Dabei war
k ∈ {3,4,5,6,7} für Netzwerke aus EEG-Aufzeichnungen und k ∈ {5,10,15,20} für
Netzwerke aus MEG-Aufzeichnungen. Darüber hinaus wurden gewichtete WNO-,
WNR- und WNs-Netzwerke erzeugt. Für WNO-Netzwerke entsprach die Transfer-
funktion der Identität (Gleichung 2.25) und für WNs-Netzwerke wurde die mittlere
Stärke des Netzwerks auf 1 festgesetzt (Gleichung 2.26). Bei der Konstruktion von
WNR-Netzwerken wurde die Verteilung der Interaktionsstärken auf gleichverteilte
Kantengewichte im Intervall [0,1] abgebildet (Gleichung 2.27). Für jedes Fenster f
wurden aus WNs-, BNk- und BNc-Netzwerken die Kenngrößen mittlere kürzes-
te Pfadlänge L(f) und Clusterkoeffizient C(f) berechnet. Für WNO-, WNR- und
BNk-Netzwerke wurden die Degree-Centrality ZDi (f), Closeness-Centrality ZCi (f)
und Betweenness-Centrality ZBi (f) für jeden Knoten i berechnet. L und C von
BNc-Netzwerke wurden, um einen Einfluss der unterschiedlichen Kantenanzahl zu
minimieren, auf den Mittelwert der korrespondieren Kenngrößen Lr und Cr von
zehn Zufallsnetzwerken mit der gleichen Gradverteilung normiert [MSZ04]. Die
zeitlichen Mittelwerte der Netzwerkkenngrößen werden als 〈L〉, 〈C〉, 〈ZDi 〉, 〈ZCi 〉
und 〈ZBi 〉 bezeichnet. Dabei werden auch die zeitlichen Mittelwerte über L(f)Lr und
C(f)
Cr
für verbundene binäre Netzwerke BNc als 〈L〉 und 〈C〉 bezeichnet. Von den für
jeden Probanden zur Verfügung stehenden 112 Analysefenster gingen nur die Fens-
ter 6–46 und 66–106 in die zeitlichen Mittelwerte ein, um den Einfluss möglicher
Bewegungsartefakte zu Beginn und Ende jeder Bedingung zu vermeiden.
Die Wahl der unterschiedlichen Transferfunktionen für netzwerk- und knotenspe-
zifische Kenngrößen beruhte auf den unterschiedlichen Eigenschaften von mittlerer
kürzester Pfadlänge sowie Clusterkoeffizient und den Zentralitätsmaßen. So wurden
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binäre Netzwerke BNc nicht mit Zentralitätsmaßen charakterisiert, da die unter-
schiedliche Anzahl von Kanten in verschiedenen Netzwerken einen Vergleich von
Zentralitäten verhindert. Eine Normierung auf Zufallsnetzwerke wie bei netzwerk-
spezifischen Kenngrößen ist für knotenspezifische Kenngrößen bisher nicht bekannt.
Eine Charakterisierung von WNO-Netzwerken mit L und C ist wenig sinnvoll, da
beide Kenngrößen sensitiv auf die mittleren Interaktionsstärke sind, welche zwi-
schen verschiedenen Fenstern nicht konstant ist. Die Ergebnisse einer separaten
Analyse der mittleren Interaktionsstärke finden sich in Anhang A.1. Prinzipiell
sind WNR-Netzwerke zur Analyse mit netzwerkspezifischen und knotenspezifischen
Kenngrößen geeignet. Der große Vorteil von WNR-Netzwerke ist, dass ihre Kanten-
gewichtsverteilung unabhängig von der Verteilung der Interaktionsstärken ist. Die
Abhängigkeit von L und C von der Verteilung der Interaktionsstärken für die hier
analysierten Daten wurde jedoch bereits in [Ans10, AL11] untersucht, weshalb in
dieser Arbeit auf eine separate Untersuchung verzichtet wird und auf die Ergebnisse
von [Ans10, AL11] zurückgegriffen wird.
4.2. Vigilanzzustände
In diesem Abschnitt wird untersucht, ob sich eine Änderung des Vigilanzzustan-
des (geöffnete oder geschlossene Augen) in den netzwerkspezifischen Kenngrößen
mittlere kürzeste Pfadlänge L und Clusterkoeffizient C sowie den Zentralitätsma-
ßen Degree-Centrality ZD, Closeness-Centrality ZC und Betweenness-Centrality
ZB funktioneller Netzwerke widerspiegelt, und wie die Charakterisierung der zwei
Zustände von den verwendeten Mess- und Analysemethoden abhängt.
4.2.1. Netzwerkspezifische Kenngrößen
In den Abbildungen 4.1 bis 4.3 sind exemplarische Zeitverläufe der mittleren kür-
zesten Pfadlänge L und des Clusterkoeffizienten C von Netzwerken dargestellt,
welche mithilfe verschiedener Transferfunktionen aus frequenzadaptiver Schätzung
der Interaktionsstärke (I(ρ)) zwischen EEG- bzw. MEG-Signalen konstruiert wur-
den. Insgesamt zeigten beide Kenngrößen eine hohe inter- und intraindividuelle
Variabilität.
Je nach Wahl der Messmethode und des gewählten Netzwerktyps variierten sowohl
die absoluten Werte der Kenngrößen als auch die relativen Unterschiede zwischen
beiden Vigilanzzuständen. Für die aus EEG-Aufzeichnungen abgeleiteten Netzwer-
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(c) BNc
Abbildung 4.1.:
Beispielhafter Verlauf der netzwerkspezifischen Kenngrößen L und C funktio-
neller Hirnnetzwerke konstruiert mithilfe verschiedener Konstruktionsregeln aus
EEG-Aufzeichnungen (Referenz: linker Mastoid) einer Kontrollperson (durchge-
zogene Linie) und eines Epilepsiepatienten (gestrichelte Linie). Die Interaktions-
stärke wurde mit I(ρ) geschätzt.
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(c) BNc
Abbildung 4.2.:
Wie Abbildung 4.1 jedoch für Netzwerke konstruiert aus EEG-Aufzeichnungen
mit Durchschnittsreferenz.
ke war L für die Kontrollperson im Mittel während der Augen-zu-Bedingung höher
als während der Augen-auf-Bedingung, unabhängig von der Konstruktionsregel der
Netzwerke und der Wahl der Referenz (siehe Abbildung 4.1 und 4.2). Für die aus
MEG-Aufzeichnungen abgeleiteten Netzwerke konnte für WNs-Netzwerke ebenfalls
ein höherer Wert für L während der Augen-zu-Bedingung beobachtet werden, für
BNk=15 war jedoch L im Mittel während der Augen-zu-Bedingung kleiner (sie-
he Abbildung 4.3). Für BNc konnte kein Unterschied zwischen beiden Bedingun-
gen beobachtet werden. Für den Epilepsiepatienten waren die Unterschiede von
L zwischen beiden Vigilanzzuständen teilweise ähnlich wie für die Kontrollper-
son, z. T. jedoch weniger stark ausgeprägt. Veränderungen des Clusterkoeffizien-
ten C zwischen beiden Vigilanzzuständen waren für die Kontrollperson je nach
Messmethode und verwendeter Transferfunktion unterschiedlich. Für Netzwerke aus
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Abbildung 4.3.:
Wie Abbildung 4.1 jedoch für Netzwerke konstruiert aus MEG-Aufzeichnungen.
EEG-Aufzeichnungen mit Mastoidreferenz war beispielsweise während der Augen-
zu-Bedingung C für BNc-Netzwerken höher, aber für WNs-Netzwerken geringer.
Für den Patienten konnten Unterschiede von C zwischen Augen-auf- und Augen-
zu-Bedingung nur für WNs abgeleitet aus EEG-Aufnahmen mit der Durchschnitts-
referenz beobachtet werden.
Im Folgenden werden nun die Gruppenmittelwerte L und C für Patienten- und Kon-
trollgruppe für jeweils eine Aufnahmebedingung gebildet und für einen Vergleich
beider Vigilanzzustände, getrennt nach Gruppen, der Wilcoxon-Paardifferenzentest
mit einem Signifikanzniveau von 5% (Messwiederholung) verwendet. Da es in der
vorliegenden Arbeit nicht vorrangig darum geht Unterschiede zwischen beiden Vi-
gilanzzustände zu charakterisieren, sondern um eine Evaluation der Analysemetho-
de, findet eine Korrektur auf multiples Testen nicht statt. Aufgrund der Vielzahl
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Abbildung 4.4.:
Vergleich der über die Probandengruppe gemittelten netzwerkspezifischen Kenn-
größen L und C für funktionelle Netzwerke konstruiert aus EEG-Aufzeichnungen
mit Mastoidreferenz während der Augen-auf- und der Augen-zu-Bedingung. Die
Fehlerbalken kennzeichnen den Standardfehler des Mittelwerts. Statistisch signifi-
kante Unterschiede der Gruppenmittelwerte sind mit einem Stern gekennzeichnet
(Wilcoxon-Paardifferenzentest, p < 0,05).
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Abbildung 4.5.:
Wie Abbildung 4.4, jedoch für Netzwerke konstruiert aus EEG-Aufzeichnungen
mit Durchschnittsreferenz.
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Abbildung 4.6.:
Wie Abbildung 4.4, jedoch für Netzwerke konstruiert aus MEG-Aufzeichnungen.
der Ergebnisse werden an dieser Stelle nur exemplarisch die Unterschiede zwischen
beiden Vigilanzzuständen erläutert. Da die Unterschiede für Patienten- und Kon-
trollgruppe im Wesentlichen vergleichbar waren, werden insbesondere nur die Er-
gebnisse für die Probandengruppe präsentiert. Eine vollständige Übersicht über
die Unterscheidbarkeit beider Vigilanzzustände in Abhängigkeit von Messmethode,
Interaktionsmaß, Netzwerkkonstruktionsregel sowie Personengruppe findet sich in
Tabellenform in Anhang A.2.
In den Abbildungen 4.4 und 4.5 sind die Gruppenmittelwerte L und C im Vergleich
der beiden Vigilanzzustände (Augen auf, Augen zu) für funktionelle Netzwerke kon-
struiert mit verschiedenen Transferfunktionen aus EEG-Aufnahmen mit Mastoid-
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und Durchschnittsreferenz dargestellt.
Für gewichtete Netzwerke WNs wurde ein signifikant höherer Wert von L für ge-
schlossene Augen mit Schätzung der Interaktionsstärke mit I(ρ), I(γ), I(ϑ), I(α),
I(β1) beobachtet. In Abhängigkeit von der gewählten Referenz konnte dieser Ef-
fekt auch mit I(β2) beobachtet werden. Für binäre Netzwerke mit festgesetz-
tem mittleren Grad BNk konnten, wie schon bei gewichteten Netzwerken, in bei-
den Gruppen unabhängig von der Referenzwahl höhere Werte für L während der
Augen-zu-Bedingung beobachtet werden. Dieser Effekt konnte für mehrere Wer-
te des mittleren Grades k vorwiegend mit I(ϑ), I(β1) und I(β2) sowie mit I(γ)
und I(ρ) erfasst werden. Für Netzwerke aus EEG-Aufzeichnungen mit Mastoidre-
ferenz galt dies auch für I(α). Mit C waren Unterschiede zwischen den Vigilanz-
zuständen uneinheitlich. Für BNk-Netzwerke aus EEG-Aufzeichnungen mit Mas-
toidreferenz war C höher während der Augen-auf-Bedingung mit k ∈ [3,4], woge-
gen mit k ∈ [6,7] C während der Augen-auf-Bedingung niedriger war. Für BNk-
Netzwerke aus EEG-Aufzeichnungen mit Durchschnittsreferenz nahm C während
der Augen-auf-Bedingung unabhängig von der Wahl von k – allerdings vorwiegend
für k ∈ [3,4,5] – höhere Werte an. Interessanterweise konnte eine Unterscheidung
beider Vigilanzzustände mit netzwerkspezifischen Kenngrößen von BNk-Netzwerke
aus EEG-Aufzeichnungen mit Durchschnittsreferenz nicht im α-Band erzielt wer-
den. Mit BNc-Netzwerken konnten konsistent höhere Werte von sowohl L als auch
C in beiden Gruppen unter der Augen-zu-Bedingung im Vergleich zur Augen-auf-
Bedingung beobachtet werden. Der Frequenzbereich, in denen dieser Unterschied
beobachtet werden konnte, war abhängig von der gewählten Referenz, umfasste
aber meist mehrere Frequenzbänder.
Für Netzwerke konstruiert aus MEG-Aufzeichnungen wurden Unterschiede in den
Kenngrößen C und L zwischen beiden Vigilanzzuständen für alle Netzwerktypen
und in allen Frequenzbändern sowie mit I(γ) und I(ρ) beobachtet (vgl. Abbildung
4.6 und Anhang A.2). Für binäre Netzwerke, in welchen wie bei EEG-basierten
Netzwerken die Differenzen zwischen beiden Vigilanzzuständen am deutlichsten
hervortraten, konnten die Unterschiede nur mit C beobachtet werden. Dabei war
C während der Augen-auf-Bedingung höher. Ein spezielles Frequenzband, das ei-
ne besonders deutliche Unterscheidung ermöglichte, konnte jedoch nicht heraus-
kristallisiert werden. Für gewichtete Netzwerke wurde im δ-Band ebenfalls höhere
Werte für C während der Augen-auf-Bedingung beobachtet (Kontrollgruppe). Im
α-Band hingegen wurden niedrigere Werte für C bei geöffneten Augen beobachtet
(Patientengruppe). Insgesamt waren die beobachteten Unterschiede zwischen den
Vigilanzzuständen in Netzwerken aus MEG-Aufzeichnungen jedoch deutlich gerin-
ger ausgeprägt als in Netzwerken aus EEG-Aufzeichnungen. Aufgrund des hohen
räumlichen Abtastens der magnetischen Felder des Gehirns und der Tatsache, dass,
auch für die hier analysierten Daten, Synchronisation zwischen räumlich benachbar-
ten MEG-Kanälen höher war als zwischen räumlich entfernten [DWG+05, LLG06],
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wurden alle Analysen mit einer reduzierten Knotenanzahl und angepasstem mittle-
ren Grad k wiederholt. Dafür wurde zum einen nur jeder zweite Sensor als Knoten
bei der Netzwerkkonstruktion berücksichtigt und zum anderen nur die Sensoren be-
rücksichtigt, deren Positionen ungefähr denjenigen der EEG-Sensoren entsprachen.
In keinem der beiden Fälle konnte eine verbesserte Differenzierung zwischen den
Vigilanzzuständen beobachtet werden.
4.2.2. Knotenspezifische Kenngrößen
In den Abbildungen 4.7 bis 4.11 sind exemplarische Zeitverläufe der Degree-
Centrality, Closeness-Centrality und Betweenness-Centrality dargestellt. Allgemein
war die zeitliche Variabilität der drei untersuchten Zentralitätsmaße während ei-
nes Vigilanzzustandes (geöffnete und geschlossene) für die meisten Knoten gering.
Der Zeitverlauf der Kenngrößen von WNO- und WNR-Netzwerken war sehr ähn-
lich, jedoch war die zeitlich Variabilität innerhalb eines Vigilanzzustandes in WNR-
Netzwerken geringer. Möglicherweise wurden durch die Rangordnungsbildung im
Konstruktionsprozess Rauscheinflüsse minimiert. In den binären Netzwerken BNk
wurden nur einige der zentralen Knoten in den gewichteten Netzwerken ebenfalls
als zentral eingestuft, andere hingegen hatten eine niedrigere Zentralität, auch war
die zeitliche Fluktuation vergleichsweise hoch. Im Gegensatz zu den netzwerkspe-
zifischen Maßen, hatte die EEG-Referenz einen deutlichen Einfluss auf die Zentra-
litätsmaße. Für Netzwerke konstruiert aus EEG-Aufzeichnungen konnte unabhän-
gig von der verwendeten Referenz ein Unterschied der Zentralitität einiger Knoten
zwischen Augen-auf- und Augen-zu-Bedingung mit allen verwendeten knotenspezifi-
schen Kenngrößen und allen Transferfunktionen beobachtet werden. Für Netzwerke
konstruiert aus MEG-Aufzeichnungen galt dies nur für die Degree-Centrality einiger
Knoten im frontalen und fronto-centralen Bereich in BNk=20-Netzwerken.
Die zeitlichen Mittelwerte 〈ZDi 〉, 〈ZCi 〉 und 〈ZBi 〉 für den jeweiligen Vigilanzzustand
wurden über die Gruppe der Kontrollpersonen gemittelt. Diese Gruppenmittel, ge-
trennt für jeden Knoten i, werden im Folgenden als ZDi, ZCi bzw. ZBi bezeichnet.
In Abbildung 4.12 ist beispielhaft das Gruppenmittel der Degree-Centrality ZDi
von WNR-Netzwerken aus EEG-Aufzeichnungen mit der Mastoidreferenz gezeigt.
Deutlich wird, dass in dieser Darstellung nur geringe Unterschiede von ZDi zwi-
schen den verschiedenen Vigilanzzuständen zu erkennen sind, die jedoch in den
einzelnen Zeitreihen verschiedener Probanden deutlich zu erkennen sind. Deshalb
wurden zunächst für jede Kontrollperson die Differenzen der zeitlichen Mittelwerte
der Degree-Centrality
∆〈ZDi 〉 = 〈ZDi 〉zu − 〈ZDi 〉auf (4.1)
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Abbildung 4.7.:
Exemplarische Zeitverläufe der Degree-Centrality für alle Knoten. Die Netzwerke
wurden aus EEG-Aufzeichnungen mit Mastoidreferenz (links) und Durchschnitts-
referenz (rechts) einer Kontrollperson während des Ruhezustandes mit geschlos-
senen und geöffneten Augen (markiert durch Pfeile) mit I(ρ) erstellt. Die Be-
zeichnungen der Knoten entsprechen den mit den Knoten assoziierten Sensoren
(vgl. Abbildung 3.1).
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Abbildung 4.8.: Wie Abbildung 4.7, jedoch für die Closeness-Centrality.
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(c) BNk=5-Netzwerk
Abbildung 4.9.: Wie Abbildung 4.7, jedoch für die Betweenness-Centrality.
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Abbildung 4.10.:
Exemplarische Zeitverläufe der Degree-Centrality ZD (links) und der Close-
ness-Centrality (rechts) für alle Knoten. Die Netzwerke wurden aus MEG-
Aufzeichnungen einer Kontrollperson während des Ruhezustandes mit geschlos-
senen und geöffnete Augen (markiert durch Pfeile) mit I(ρ) erstellt. Die Bezeich-
nungen der Knoten entsprechen den mit den Knoten assoziierten Sensoren (vgl.
Abbildung 3.3).
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Abbildung 4.11.: Wie Abbildung 4.10, jedoch für die Betweenness-Centrality.
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Abbildung 4.12:
Mittelwert ZDi der Degree-Centrality
über die Kontrollgruppe während der
Augen-auf- (oben) und die Augen-zu-
Bedingung (unten). Die Ansicht von
oben ist jeweils links dargestellt, rechts
die von hinten. Die WNR-Netzwerke
wurden mit I(ρ) aus EEG-Aufzeichnun-
gen mit Mastoidreferenz konstruiert.
Die Zentralitätswerte wurden mithilfe
der, eng mit der Delaunay-Triangulati-
on verwandten, Voronoi-Interpolation,
auf die Kopfoberfläche abgebildet.
Abbildung 4.13:
Mittelwert der Differenzen ∆ZDi zwi-
schen Augen-zu-Bedingung und Augen-
auf-Bedingung über die Kontrollgruppe
für WNR-Netzwerke. Diese wurden aus
EEG-Aufzeichnungen mit I(ρ) konstru-
iert (Mastoidreferenz).
für jeden Knoten i gebildet. Es wurde dann – für jeden Knoten i – der Mittel-
wert ∆ZDi über ∆〈ZDi 〉 berechnet. Mit dem Wilcoxon-Paardifferenzentest wurde
überprüft, ob der Pseudomedian der Differenzen ∆〈ZDi 〉 über alle Kontrollperso-
nen gleich Null ist (p < 0,05, Korrektur auf multiples Testen nach Benjamini-
Hochberg). War dies der Fall wurde ∆ZDi = 0 gesetzt. Für die anderen Zentralitäts-
maße wurde analog verfahren. Mit diesem Verfahren wird nun deutlich, dass frontal
rechts liegende Hirnregionen eine höhere Degree-Centrality während der Augen-zu-
Bedingung aufwiesen und solche, die mit parieto-okzipitale Sensoren assoziiert wa-
ren eine geringere (vgl. Abbildung 4.13). Insgesamt waren die Veränderungen der
Degree-Centrality sowie der Closeness-Centrality zwischen Augen-auf-Bedingung
und Augen-zu-Bedingung vergleichbar. Deswegen werden im Folgenden nur Verän-
derungen der Degree- und der Betweenness-Centrality gezeigt. Abbildungen für die
Closeness-Centrality finden sich in Anhang A.2.
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(a) (b) (c)
(d) (e) (f)
Abbildung 4.14.:
Mittelwert der Differenzen ∆ZDi (oben) und ∆ZBi (unten) zwischen Augen-zu-
und Augen-auf-Bedingung über die Kontrollgruppe. Mit I(ρ) wurden aus EEG-
Aufzeichnungen mit Mastoidreferenz (links), mit Durchschnittsreferenz (Mitte)
und MEG-Aufzeichnungen (rechts) WNR-Netzwerke konstruiert.
Einfluss der Messung neuronaler Aktivität
Abbildung 4.14 zeigt die Mittelwerte ∆ZDi und ∆ZBi der Differenzen der Degree-
und der Betweenness-Centrality zwischen Augen-zu- und Augen-auf-Bedingung für
WNR-Netzwerke aus EEG-Aufzeichnungen mit Mastoid- und Durchschnittsreferenz
sowie aus MEG-Aufzeichnungen für die Kontrollgruppe. Für WNR-Netzwerke aus
EEG-Aufzeichnungen wurde während der Augen-zu-Bedingung eine höhere Degree-
und Closeness-Centrality in frontalen und temporal rechts liegenden Hirnregio-
nen beobachtet. Eine niedrigere Degree- und Closeness-Centrality wurde hingegen
für parieto-okzipetale Hirnregionen beobachtet. In WNR-Netzwerken aus MEG-
Aufzeichnungen wurde eine höhere Degree- und Closeness-Centrality für tempo-
rale Regionen während der Augen-zu-Bedingung beobachtet. Weniger zentral hin-
gegen waren parietale und frontale Hirnregionen. Mit der Betweenness-Centrality
erschien für EEG-Aufzeichnungen mit Mastoidreferenz ein parieto-okzipetaler Sen-
sor als zentraler während der Augen-zu-Bedingung und ein fronto-centraler Sensor
als weniger zentral. Für EEG-Aufzeichnungen mit Durchschnittsreferenz waren mit
der Betweenness-Centrality dieselben Veränderungen zwischen den Vigilanzzustän-
den zu beobachten wie mit der Degree- bzw. Closeness-Centrality. Für Netzwer-
ke aus MEG-Aufzeichnungen erschienen frontale und parietale Regionen mit der
Betweenness-Centrality, wie schon mit der Degree- bzw. Closeness-Centrality, weni-
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ger zentral während der Augen-zu-Bedingung. Eine erhöhte Betweenness-Centrality
wurde für centrale Hirnregionen beobachtet.
Einfluss der Schätzung der Interaktionsstärke und der Wahl des
Frequenzbandes
In Abbildung 4.15 sind ∆ZDi und ∆ZBi von WNR-Netzwerken aus EEG-Aufzeich-
nungen mit Mastoidreferenz für verschiedene Wahlen des Frequenzbandes bzw. der
Wahl des Interaktionsmaßes dargestellt. Dabei waren ∆ZDi und ∆ZCi für I(ρ) und
I(γ) vergleichbar. Für die Betweenness-Centrality galt dies weitestgehend auch, je-
doch hatten die Sensoren P3 (parietal links) und Pz (parietal-central) während der
Augen-zu-Bedingung eine höhere Betweenness-Centrality in Netzwerke konstruiert
mit I(γ). Dies konnte in Netzwerken konstruiert mit I(ρ) nicht beobachtet werden.
Mit I(δ) konnten mit Degree- und Betweenness-Centrality keine Differenzen zwi-
schen beiden Vigilanzzuständen beobachtet werden, mit der Closeness-Centrality
war dies nur für einen Knoten möglich. In mit I(α) konstruierten Netzwerken wur-
de mit ∆ZDi und ∆ZCi eine höhere Zentralität für temporale und frontale Hirnre-
gionen während der Augen-zu-Bedingung beobachtet. Eine geringere Degree- und
Closeness-Centrality, aber eine höhere Betweenness-Centrality während der Augen-
zu-Bedingung wurde für parieto-okzipitalen Hirnregionen beobachtet.
Einfluss der Transferfunktion
In Abbildung 4.16 sind ∆ZDi , ∆ZCi und ∆ZBi für WNO-, WNR- und BNk=5-
Netzwerke dargestellt, welche mit I(ρ) aus EEG-Aufzeichnungen mit Mastoidre-
ferenz konstruiert wurden. Die Closeness-Centrality war während der Augen-zu-
Bedingung in frontalen Hirnregionen erhöht (alle Netzwerktypen) und in parieto-
okzipitalen verringert (WNR- und BNk=5-Netzwerke). Darüber hinaus war während
der Augen-zu-Bedingung in BNk=5-Netzwerken die Closeness-Centrality auch für
temporale Hirnregionen erhöht. Mit den beiden gewichteten Netzwerktypen konn-
te auch mit der Degree-Centrality eine erhöhte Zentralität frontaler Hirnregionen
beobachtet werden und die Betweenness-Centrality parieto-okzipitaler Hirnregio-
nen war ebenfalls erhöht. Zusätzlich war in WNR-Netzwerken die Betweenness-
Centrality für den Sensor Fz und die Degree-Centrality parieto-okzipitaler Regio-
nen verringert. Für BNk=5-Netzwerke konnte eine höhere Betweenness-Centrality
während der Augen-zu-Bedingung für eine Vielzahl von Knoten in parietalen und
centralen Hirnregionen sowie mit den beiden frontalen Sensoren F7 und F8 beob-
achtet werden.
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(a) I(ρ) (b) I(γ)
(c) I(δ) (d) I(α)
(e) I(ρ) (f) I(γ)
(g) I(δ) (h) I(α)
Abbildung 4.15.:
Mittelwert der Differenzen ∆ZDi und ∆ZBi zwischen Augen-zu- und Augen-auf-
Bedingung über die Kontrollgruppe. WNR-Netzwerke wurden mit I(γ) (b und f)
sowie mit I(ρ)(a und e), I(δ) und I(α)(c, d, g und h) aus EEG-Aufzeichnungen
mit Mastoidreferenz erstellt.
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(a) (b) (c)
(d) (e) (f)
Abbildung 4.16.:
Mittelwert der Differenzen ∆ZD (oben) und ∆ZB (unten) zwischen Augen-zu-
und Augen-auf-Bedingung über die Kontrollgruppe. Aus EEG-Aufzeichnungen
mit Mastoidreferenz wurden mit I(ρ) WNO- (links) WNR- (Mitte) und BNk=5-
Netzwerke (rechts) konstruiert.
4.2.3. Zusammenfassung: Vigilanzzustände
Die Ergebnisse dieser Untersuchung zeigen, dass sowohl die Methode zur Messung
neuronaler Aktivität als auch die Netzwerkkonstruktionsregel einen großen Einfluss
auf die Unterscheidbarkeit der beiden Vigilanzzustände (geöffnete und geschlossene
Augen) hatten. Einen geringeren Einfluss hingegen hatte das Interaktionsmaß.
Messung neuronaler Aktivität. In funktionellen Netzwerken aus EEG-Aufzeich-
nungen war – unabhängig von der gewählten Referenz – die mittlere kürzeste Pfad-
länge L während der Augen-zu-Bedingung höher. Der Clusterkoeffizient war – ab-
hängig von der gewählten Referenz sowie der gewählten Transferfunktion – wäh-
rend der Augen-zu-Bedingung höher (Mastoidreferenz: BNk-Netzwerke mit k ≥ 5
und BNc-Netzwerke; Durchschnittsreferenz: WNs-Netzwerke, BNc-Netzwerke) oder
niedriger (Mastoidreferenz: BNk-Netzwerke mit k ≤ 4, WNs-Netzwerke; Durch-
schnittsreferenz: BNk-Netzwerke). Jedoch wiesen in funktionellen Netzwerken aus
MEGs L und C nur geringe Unterschiede zwischen beiden Vigilanzzuständen auf.
Die Wahl der EEG-Referenz hatte einen deutlichen Einfluss auf die verwendeten
Zentralitätsmaße Degree-, Closeness- und Betweenness-Centrality. So wurde mit
der Mastoidreferenz eine Verringerung der Degree- und Closeness-Centrality wäh-
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rend der Augen-zu-Bedingung in parieto-okzipitalen Hirnregionen beobachtet, mit
der Durchschnittsreferenz wurde aber eine Verringerung in drei Sensoren, die fron-
tal rechts, centro-parietal links und parieto-okzipital rechts lagen, beobachtet. Eine
Erhöhung von Degree- und Closeness-Centrality im frontalen und temporal rech-
ten Bereich konnte hingegen mit beiden Referenzen beobachtet werden. Besonders
deutlich wurde der Einfluss der Referenzwahl bei der Betweenness-Centrality. So
wurden mit der Mastoidreferenz Hirnregionen parietal rechts und okzipital links als
zentraler während der Augen-zu-Bedingung charakterisiert. Mit der Durchschnitts-
referenz wiesen hingegen frontale Hirnregionen eine höhere Betweenness-Centrality
während der Augen-zu-Bedingung auf. Mit der Mastoidreferenz hatte ein Sensor
im frontalen Bereich eine geringeren Betweenness-Centrality während der Augen-
zu-Bedingung, für die Durchschnittsreferenz war dies zusätzlich für Sensoren im
centro-parietalen Bereich der Fall. Mit dem MEG wurde in anderen Hirnregionen
als mit dem EEG eine Veränderung der Zentralität zwischen beiden Vigilanzzustän-
den beobachtet. So wurden mit Degree- und Closeness-Centrality seitlich am Kopf
liegenden Hirnregionen als zentraler während der Augen-zu-Bedingung erkannt. Mit
der Betweenness-Centrality traf dies auf centrale Hirnregionen zu. Eine Abnahme
der Zentralität wurde mit allen drei Zentralitätsmaßen im frontalen sowie parieto-
centralen Hirnregionen beobachtet, sowie mit der Betweenness-Centrality auch in
einigen temporalen Regionen.
Interaktionsmaß und Wahl des Frequenzbandes. Sowohl für netzwerkspezifi-
sche als auch knotenspezifische Kenngrößen konnte keine deutliche Abhängigkeit
der Änderung aufgrund unterschiedlicher Vigilanzzustände von der Wahl des In-
teraktionsmaßes beobachtet werden. Die Wahl des Frequenzbandes hingegen hat-
te einen deutlichen Einfluss auf die Änderung netzwerk- und knotenspezifischer
Kenngrößen aufgrund unterschiedlicher Vigilanzzustände. So waren beispielswei-
se im δ-Band kaum Änderungen der knotenspezifischen Kenngrößen zwischen der
Augen-zu- und der Augen-auf-Bedingung zu beobachten, im α-Band hingegen wur-
den deutliche Änderungen beobachtet. Mit einer Schätzung der Interaktionsstärke
mittels I(ρ) oder I(γ) konnten allerdings wesentliche Unterschiede zwischen beiden
Vigilanzzuständen ebenfalls detektiert werden.
Transferfunktion. Die verschiedenen verwendeten Regeln zur Konstruktion bi-
närer und gewichteter Netzwerke hatten einen vergleichsweise großen Einfluss auf
die Unterschiede und die Unterscheidbarkeit beider Vigilanzzustände, insbesondere
mit netzwerkspezifischen Kenngrößen. So waren die Unterschiede zwischen netz-
werkspezifischen Kenngrößen deutlicher in binären als in gewichteten Netzwerken.
Für knotenspezifische Kenngrößen waren die Veränderungen aufgrund unterschied-
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licher Vigilanzzustände für die beiden gewichteten Netzwerktypen WNO und WNR
sehr ähnlich. Dies ist ein Hinweis darauf, dass bei der Untersuchung von Verän-
derungen der knotenspezifischen Kenngrößen aufgrund von Vigilanzzuständen die
Kantengewichtsverteilung nur eine untergeordnete Rolle spielt. In BNk-Netzwerken
hatten Knoten am Hinterkopf, ebenso wie in den gewichteten Netzwerken, eine ge-
ringere Closeness-Centrality und frontale Knoten eine höhere Closeness-Centrality
während der Augen-zu-Bedingung. Mit der Degree-Centrality konnten in BNk=5-
Netzwerken aber keine Unterschiede zwischen Augen-auf- und Augen-zu-Bedingung
beobachtet werden. Die Betweenness-Centrality der Mehrzahl der Knoten unter-
schied sich zwischen beiden Vigilanzzuständen. Dies könnte, sofern es sich nicht
um ein statistisches Artefakt1 handelt, möglicherweise darauf zurückzuführen sein,
dass ein Kontrast zwischen geöffneten und geschlossenen Augen verschärft wurde.
Dies könnte durch die Verwendung eines Schwellenwertes und durch die Existenz
eines relativ geringen Anteils aller möglichen Kanten zustande gekommen sein.
Vigilanzzustände. Erhöhte Werte für L und – für einige Kombinationen aus Mess-
methode und Transferfunktion – für C während der Augen-zu-Bedingung deuten
darauf hin, dass der α-Rhythmus mit einer reguläreren, gitterartigeren Topologie
der funktionellen Netzwerke verbunden war. Aufgrund der bekannten Eigenschaften
des α-Rhythmuses wurde vermutet, dass sich die Zentralität der parietalen und ok-
zipitalen Hirnregionen während der Augen-zu-Bedingung im Vergleich zur Augen-
auf-Bedingung ändert. Tatsächlich konnte auch eine geringere Degree-Centrality
und Closeness-Centrality der parietalen und parieto-okzipitalen Hirnregionen wäh-
rend der Augen-zu-Bedingung im Vergleich zur Augen-auf-Bedingung beobachtet
werden. Zusätzlich konnte eine erhöhte Degree- und Closeness-Centrality fronta-
ler Hirnregionen und einer erhöhte Betweenness-Centrality parieto-centraler und
einiger okzipitaler Hirnregionen beobachtet werden. Die beobachteten Unterschie-
de der knotenspezifischen Kenngrößen zwischen der Augen-auf- und der Augen-zu-
Bedingung waren allerdings stark abhängig von der verwendeten Methode zur Mes-
sung neuronaler Aktivität. In funktionellen Netzwerken aus MEG-Aufzeichnungen
nahm die Zentralität parietaler und frontaler Hirnregionen während der Augen-
zu-Bedingung ab. Die Zentralität der mit der Generierung des α-Rhythmus nicht
assoziierten bzw. benachbarten Hirnregionen nahm hingegen zu.
Für eine Diskussion der einzelnen Einflussfaktoren wird auf die Diskussion am Ende
dieses Kapitels, Abschnitt 4.4, verwiesen.
1Ein statistisches Artefakt könnte auf eine nicht symmetrische Verteilung der Differenzen um den
Median zurückzuführen sein, welche eine Voraussetzung für den hier verwendeten Wilcoxon-
Paardifferenzentest ist.
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4.3. Epileptischer Prozess
Im Folgenden wird der Einfluss der Mess- und Analyseverfahren auf den Nachweis
des epileptischen Prozesses mit den netzwerkspezifischen Kenngrößen L und C und
den knotenspezifischen Kenngrößen ZD, ZC und ZB untersucht.
4.3.1. Netzwerkspezifische Kenngrößen
Die Mittelwerte über die Kontrollgruppe und die Patientengruppe der netzwerkspe-
zifischen Kenngrößen L und C wurden getrennt nach Aufnahmebedingung, Verfah-
ren zur Messung neuronaler Aktivität, Interaktionsmaß und verwendeter Transfer-
funktion miteinander verglichen (Mann-Whitney-U-Test). Da es in der vorliegen-
den Arbeit nicht vorrangig darum geht Unterschiede zwischen epileptischen und
nicht-epileptischen Gehirnen zu charakterisieren, sondern um eine Evaluation der
Analysemethode, wurde auf eine Korrektur auf multiples Testen verzichtet. Auf-
grund der Vielzahl der Ergebnisse werden an dieser Stelle nur exemplarisch einige
vorgestellt. Die Ergebnisse für die Augen-zu-Bedingung waren mit denen für die
Augen-auf-Bedingung vergleichbar. Daher werden im Wesentlichen die Ergebnis-
se für die Augen-auf-Bedingung präsentiert. Die vollständigen Ergebnisse für die
Augen-auf- und die Augen-zu-Bedingung sind im Anhang A.2 in Tabellenform dar-
gestellt.
Für gewichtete Netzwerke WNs aus EEG-Aufnahmen wurde unabhängig von der
Referenzwahl ein Unterschied in L und C zwischen epileptischen und nicht-
epileptischen Gehirnen beobachtet. Der deutlichste Befund war eine signifikant
höhere Pfadlänge für die Patientengruppe mit I(δ), unabhängig vom Vigilanzzu-
stand. Abhängig vom Vigilanzzustand und der gewählten Referenz konnte dieser
Effekt auch in anderen Frequenzbändern beobachtet werden (vgl. Abbildungen 4.17
und 4.18).
Für binäre Netzwerke BNk mit festgesetztem mittleren Grad k wurden im Ver-
gleich der Patienten- und Kontrollgruppe uneinheitliche Ergebnisse erzielt. Die Un-
terschiede zwischen beiden Gruppen hingen deutlich von der verwendeten Referenz
und dem gewählten mittleren Grad k ab. So wurde mit k = 3 für die Mastoidre-
ferenz ein höherer Clusterkoeffizient C für die Kontrollgruppe sowohl für I(γ) und
I(ρ) als auch I(ϑ), I(α) und I(β2) beobachtet; allerdings nur während der Augen-auf-
Bedingung. Für die Durchschnittsreferenz konnte hingegen für verschiedene Werte
von k beobachtet werden, dass mit I(δ) die mittlere kürzeste Pfadlänge L höhere
Werte für die Patientengruppe annahm.
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Abbildung 4.17.:
Vergleich der gemittelten netzwerkspezifischen Kenngrößen L und C für funktio-
nelle Netzwerke konstruiert aus EEG-Aufzeichnungen mit Mastoidreferenz wäh-
rend der Augen-auf-Bedingung zwischen Patienten- und Kontrollgruppe. Die Feh-
lerbalken kennzeichnen den Standardfehler des Mittelwerts. Signifikante Unter-
schiede der Gruppenmittelwerte sind mit einem Stern gekennzeichnet (Mann-
Whitney-U-Test, p < 0,05).
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Abbildung 4.18.:
Wie Abbildung 4.17, jedoch für Netzwerke konstruiert aus EEG-Aufzeichnungen
mit Durchschnittsreferenz.
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Für die binären verbundenen Netzwerke BNc konnten Unterschiede zwischen der
Patienten- und der Kontrollgruppe nur mit der Durchschnitts-Referenz beobachtet
werden. Mit I(δ) waren die mittlere kürzeste Pfadlänge L (beide Vigilanzzustände)
und der Clusterkoeffizient C (nur bei geöffneten Augen) für die Patientengruppe hö-
her. Mit I(ρ) nahm für geschlossene Augen C höhere Werte für die Patientengruppe
an.
Auch für Netzwerke konstruiert aus MEG-Aufzeichnungen konnten Unterschiede in
den Netzwerkkenngrößen C und L zwischen den Gruppen gefunden werden. Für
die gewichteten Netzwerke WNs nahm L höhere Werte für die Patientengruppe im
δ-Band für beide Vigilanzzustände an. Für BNk=15,20 wurde im Wesentlichen in
den niedrigen Frequenzbändern und mit I(ρ) für die Patientengruppe ein höherer
Wert von sowohl L als auch C beobachtet. Im Gegensatz dazu wurde für BNc
ein höherer Wert von C für die Kontrollgruppe beobachtet (Augen-auf-Bedingung:
I(ρ) und I(ρ)). Eine Wiederholung der Analysen mit reduzierter Knotenanzahl und
angepassten mittleren Grad k führte nicht zu einer verbesserten Differenzierung
zwischen Patienten- und Kontrollgruppe.
4.3.2. Knotenspezifische Kenngrößen
Im vorigen Abschnitt wurde gezeigt, dass eine Detektierbarkeit des epileptischen
Prozesses mit netzwerkspezifischen Kenngrößen am besten mit gewichteten Netz-
werken aus EEG-Aufzeichnungen gelingt. Da die Kenngrößen mittlere kürzeste
Pfadlänge L und Clusterkoeffizient C Mittelwerte über kanten- bzw. knotenspezifi-
schen Größen sind, sind verschiedene von L und C ein Hinweis auf unterschiedliche
lokale Strukturen von epileptischen und nicht-epileptischen funktionellen Netzwer-
ken. Umgekehrt kann aus identischen Werten für L und C allerdings nicht auf
identische lokale Strukturen in den Netzwerken geschlossen werden. Im vorigen
Abschnitt wurde insbesondere eine höhere mittlere kürzeste Pfadlänge L in epi-
leptischen im Vergleich zu nicht-epileptischen Netzwerken beobachtet. Da L der
Mittelwert der Closeness-Centrality über alle Knoten ist, ist zu vermuten, dass die
Closeness-Centrality einzelner Hirnregionen in epileptischen funktionellen Netzwer-
ken sich von der gleichen Hirnregion nicht-epileptischer funktioneller Netzwerke
unterscheidet. Diese Hypothese soll im Folgenden anhand der gewichteten Netz-
werke WNO und WNR mit Degree-, Closeness- und Betweenness-Centrality un-
tersucht werden. Der epileptische Prozess wird vorwiegend mit niederfrequenter
neuronaler Aktivität verknüpft. Darüber hinaus zeigte die Analyse mit netzwerk-
spezifischen Kenngrößen, dass eine Differenzierbarkeit zwischen epileptischen und
nicht-epileptischen Gehirnen im δ-Band am besten gegeben ist. Daher werden an
dieser Stelle die Ergebnisse der Analyse funktioneller Netzwerke aus der frequenzse-
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lektiven Schätzung I(δ) der mittleren Phasenkohärenz im δ-Band (0,5Hz bis 4Hz)
präsentiert.
Dazu wurden zunächst die Verteilungen der zeitlichen Mittelwerte der Zentrali-
täten 〈ZDi 〉, 〈ZCi 〉 und 〈ZBi 〉 für jeden Knoten i der Kontrollgruppe über einen
Vigilanzzustand berechnet. Für jeden Epilepsiepatienten P wurde analog für den
gleichen Knoten i der zeitliche Mittelwert über einen Vigilanzzustand 〈ZDi 〉P , 〈ZCi 〉P
und 〈ZBi 〉P bestimmt. 〈ZDi 〉P , 〈ZCi 〉P und 〈ZBi 〉P wurden mit den Verteilungen der
zeitlichen Mittelwerte der Kontrollgruppe verglichen. Waren diese größer als ein
vorgegebener Schwellenwert, hier 90% der entsprechenden Werte für die Kontroll-
gruppe, wurde der Knoten als besonders zentral eingestuft. War 〈ZDi 〉Pi , 〈ZCi 〉Pi
bzw. 〈ZBi 〉Pi kleiner als der vorgegebene Schwellenwert wurde der Knoten als be-
sonders wenig zentral oder besonders dezentral eingestuft. Aufgrund der Ähnlich-
keit der Ergebnisse für Degree- und Closeness-Centrality finden sich die Abbil-
dungen für die Closeness-Centrality in Anhang A.2. In Abbildung 4.19 sind bei-
spielhaft besonders zentrale und besonders dezentrale Knoten in WNR-Netzwerken
aus EEG-Aufzeichnungen mit Mastoidreferenz für zwei Patienten mit unterschied-
licher Fokuslokalisation dargestellt. Für Patient 1, dessen Fokus in den parieto-
okzipitalen Hirnregionen der linken Hemisphäre lokalisiert war, waren mit Degree-
und Closeness-Centrality links temporale und links parietale Hirnregionen beson-
ders zentral. Centrale und fronto-centrale Hirnregionen waren besonders dezentral
im Sinne der Degree- und Closeness-Centrality. Mit der Betweenness-Centrality
wurde eine frontal-rechte Hirnregion als besonders zentral und centrale Hirnregio-
nen als besonders dezentral erkannt. Der Fokus von Patient 2 lag parieto-central in
der rechten Hemisphäre. Besonders dezentral, im Sinne der Degree- und Closeness-
Centrality, waren frontale und frontal rechte Hirnregionen. Mit der Betweenness-
Centrality wurden eine parieto-okzipetale Hirnregion (rechts) als besonders dezen-
tral erkannt und seitlich am Kopf liegende (temporale und parietale) Hirnregionen
als besonders zentral.
Ebenso wie mit netzwerkspezifischen Kenngrößen wurde auch mit knotenspezifi-
schen Kenngrößen kein deutlicher Einfluss des Vigilanzzustandes (geöffnete und
geschlossene Augen) auf die Identifikation besonders zentraler oder dezentraler
Knoten der Epilepsiepatienten beobachtet. Für WNO- und WNR-Netzwerke aus
EEG-Aufzeichnungen mit Mastoid-Referenz wiesen Knoten in epileptischen Netz-
werken in den meisten Fällen eine ähnliche Degree-, Closeness- und Betweenness-
Centrality auf wie korrespondierende Knoten in den funktionellen Hirnnetzwerken
der Kontrollgruppe. Wenn Unterschiede in Degree-Centrality, Closeness-Centrality
oder Betweenness-Centrality auftraten, dann hatten die Knoten der untersuchten
funktionellen Netzwerke in den meisten Fällen eine vergleichsweise hohe Zentra-
lität. Knoten mit sehr niedriger Zentralität wurden kaum beobachtet. Wurde ein
Knoten mit einem der Zentralitätsmaße als besonders zentral erkannt, war dies al-
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Abbildung 4.19.:
Wenig zentrale (schwarz) und sehr zentrale (weiß) Knoten im Sinne der Degree-
(oben) und der Betweenness-Centrality ZD(unten) in WNR-Netzwerken aus
EEG-Aufzeichnungen mit Mastoidreferenz im δ-Band beispielhaft für zwei Pa-
tienten während der Augen-auf-Bedingung. Die übrigen Farben sind durch Ab-
bildung der Werte auf die Kopfoberfläche mittels Voronoi-Interpolation bedingt.
Der Fokus von Patient 1 (links) lag in der parieto-okzipitalen Regionen der lin-
ken Hemisphäre, der von Patient 2 (rechts) in der parieto-centralen Region der
rechten Hemisphäre.
lerdings nicht immer mit den anderen Zentralitätsmaßen ebenfalls so. Für WNO-
und WNR-Netzwerke aus EEG-Aufzeichnungen mit Durchschnittsreferenz wurden
sowohl besonders zentrale als auch besonders wenig zentrale Knoten beobachtet.
Auch für diese Netzwerke wurden die mit einem Zentralitätsmaß als besonders
zentral / wenig zentral eingestuften Knoten nicht notwendigerweise auch mit den
anderen Zentralitätsmaßen als besonders zentral / wenig zentral eingestuft. Insge-
samt konnte weder für WNO- noch für WNR-Netzwerke aus EEG-Aufzeichnungen
mit Mastoid- oder Durchschnittsreferenz eine Korrelation zwischen Sensoren, die
eine vergleichsweise hohe oder niedrige Zentralität aufwiesen, und der Lokalisation
des epileptischen Fokus beobachtet werden.
4.3.3. Zusammenfassung: Epileptischer Prozess
Obwohl hier nur Patienten untersucht wurden, deren Anfallsursprung sich auf eine
oder in wenigen Fällen auf mehrere Hirnregionen eingrenzen ließ, und trotz vielfäl-
tiger Einflussfaktoren konnte mithilfe von netzwerkspezifischen Kenngrößen gezeigt
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werden, dass sich die Struktur funktioneller Netzwerke von epileptischen und nicht-
epileptischen Gehirnen unterscheidet. Am deutlichsten konnte der Unterschied in
gewichteten funktionellen Netzwerken beobachtet werden. Dabei wiesen epilepti-
sche Gehirne im Vergleich zu nicht-epileptischen sowohl einen erhöhten Clusterko-
effizient als auch eine erhöhte mittlere kürzeste Pfadlänge auf. Dieser Effekt wurde
vorwiegend im δ-Band beobachtet, trat aber auch in den anderen untersuchten
Frequenzbändern außer dem α-Band auf. Aufgrund der Netzwerkkonstruktion der
gewichteten Netzwerke, bei der die mittlere Stärke s = 1 ist, wird eine Veränderung
des Mittelwerts über die paarweisen Interaktionsstärken χij ausgeglichen. Eine ge-
trennte Untersuchung dieses Mittelwerts zeigte, dass dieser für die Patientengruppe
höher war (vgl. Anhang A.1). Die erhöhten Werte für den Clusterkoeffizienten und
die mittlere kürzeste Pfadlänge für die Patientengruppe deuten daher darauf hin,
dass sich dieser Zuwachs an Interaktionsstärke hauptsächlich auf funktionell kurz-
reichweitige Verbindungen konzentriert und weniger auf die funktionell langreich-
weitigen. Damit weisen diese Ergebnisse auf ausgeprägtere funktionell kurzreichwei-
tige Verbindungen in epileptischen Gehirnen hin. Eine Relation zwischen besonders
zentralen oder besonders dezentralen Knoten und dem epileptischen Fokus konnte
nicht nachgewiesen werden.
4.4. Zusammenfassung und Diskussion
In den letzten Jahren gab es eine Reihe von Studien, in denen die topologi-
schen Eigenschaften funktioneller Hirnnetzwerke untersucht wurden. So zeigte
sich neben einer Beeinflussung der Topologie funktioneller Hirnnetzwerke durch
verschiedene Vigilanzzustände [FRB+07, FRB+08, HBN+10], kognitive Prozes-
se [MPS+06b, FAC+08a, MVT+09, DSL+11, VMS+11] und motorischen Aufga-
ben [DHG02, ECC+05, BMLA+06] auch ein Einfluss von intellektueller Leistung
[vSKH09], Geschlecht [DSL+11] und dem Alterungsprozess [MAMB09]. Neben der
Epilepsie wurden auch eine Vielzahl weiterer neurologischer Erkrankungen wie Alz-
heimer [SJN+07, SdD+09], Schizophrenie [MPS+06a, LLZ+08, BBV+08] und Hirn-
tumore [BBK+06b, BBK+06a] untersucht. Jedoch wurde bislang eine systemati-
sche Untersuchung des Einflusses der verwendeten Mess- und Analysemethoden
vernachlässigt. Erst in neuster Zeit gibt es Untersuchungen einzelner Aspekte der
Netzwerkkonstruktion bzw. der Netzwerkanalyse [vWSD10, BHL10]. In diesem Ka-
pitel wurde daher eine Vielzahl von Einflussfaktoren auf die netzwerkspezifischen
Kenngrößen mittlere kürzeste Pfadlänge L und Clusterkoeffizient C und die kno-
tenspezifischen Kenngrößen Degree-Centrality ZD, Closeness-Centrality ZC und
Betweenness-Centrality ZB untersucht. Dabei wurde der Einfluss der Methode zur
Messung neuronaler Aktivität (EEG oder MEG), der Wahl des Interaktionsmaßes
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(linear oder nicht-linear, frequenzselektiv oder frequenzadaptiv) sowie der Wahl der
Transferfunktion, die die Interaktionsmatrix auf die Adjazenzmatrix des resultie-
renden Netzwerks abbildet, bestimmt.
Messung neuronaler Aktivität. Die Methode zur Messung neuronaler Aktivität
hatte einen vergleichsweise großen Einfluss auf die Unterscheidbarkeit beider Vi-
gilanzzustände, aber auch auf die Detektierbarkeit des epileptischen Prozesses. So
war mithilfe des EEGs – unabhängig von der gewählten Referenz – eine deutli-
che Unterscheidung beider Vigilanzzustände sowie von Patienten- und Kontroll-
gruppe mithilfe netzwerkspezifischer Kenngrößen möglich sowie ein Differenzier-
barkeit zwischen Kontroll- und Patientengruppe gegeben. Jedoch wiesen netzwerk-
spezifische Kenngrößen funktioneller Netzwerke aus MEGs nur geringe Unterschie-
de zwischen beiden Vigilanzzuständen auf und die Unterscheidbarkeit zwischen
Patienten- und Kontrollgruppen war ebenfalls gering. In [BMLA+06] konnten mit
MEG-Aufzeichnungen ebenfalls nur geringe Unterschiede zwischen netzwerkspezi-
fischen Kenngrößen funktioneller Netzwerke während Ruhe und Ausführung einer
einfachen Bewegung gefunden werden. Mithilfe der hier verwendeten Zentralitäts-
maße wurden je nach Messmethode unterschiedliche Hirnregionen als zentral er-
kannt. Die Referenzwahl bei der EEG-Messung ist ein Problem, das nicht zufrie-
denstellend gelöst ist (siehe [HNT01, YWO+05] und Abschnitt 3.1.1). Die Wahl
hängt von den zu beobachtenden Prozessen ab. Unterschiedliche Referenzwahlen
beeinflussen Amplituden, Frequenzen und Phasen der Signale sowie ihre räumliche
Verteilung sehr stark. Damit werden auch Maße für Interdependenzen, wie der hier
verwendete Korrelationskoeffizient oder die mittlere Phasenkohärenz, von Signal-
anteilen der Referenz beeinflusst [FRBM88, NSW+97, GVN+05, SND07, TK09].
So war ein Einfluss der Referenz auf die knotenspezifischen Kenngrößen zu erwar-
ten. Unterschiede zwischen der Struktur funktioneller Netzwerke aus EEG- und
aus MEG-Aufzeichnungen können, abgesehen davon, dass EEG und MEG unter-
schiedliche Aspekte der zugrundeliegenden neuronalen Aktivität erfassen, auf ver-
schiedene Faktoren zurückgeführt werden. EEG-Sensoren werden fest auf den Kopf
nach dem standardisierten 10-10-System aufgebracht. Somit kann eine Gruppen-
statistik als angemessen angesehen werden. Für MEG-Sensoren ist eine eindeutige
Zuordnung von Sensoren zu Hirnregionen nicht möglich und auch während einer
mehrminütigen Aufzeichnung kann sich die Kopfposition des Probanden relativ zu
den Sensoren verändern [Ioa07]. Darüber hinaus kann der α-Rhythmus als eine lo-
kale Dynamik aufgefasst werden, die auf wenige Kanten im Netzwerk beschränkt
ist. Dabei ist die Region, in der der α-Rhythmus nachgewiesen werden kann, im
MEG räumlich enger umschrieben als im EEG. Ein sehr lokaler und eng umschrie-
bener Effekt ist mit netzwerkspezifischen Kenngrößen schwer zu detektieren. Mit
knotenspezifischen Kenngrößen konnte jedoch ein Unterschied zwischen beiden Vi-
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gilanzzuständen festgestellt werden, allerdings wurden mit dem EEG hauptsächlich
eine Veränderung der Zentralität in parietalen und frontalen Hirnregionen detek-
tiert, während mit dem MEG einer erhöhte Degree- und Closeness-Centrality für
temporale Regionen und einer erhöhten Betweenness-Centrality für centrale Regio-
nen während der Augen-zu-Bedingung beobachtet wurde. Eine mögliche Erklärung
ist die höhere räumliche Auflösung des MEGs. Dadurch werden funktionelle Netz-
werke auf verschiedenen räumlichen Skalen erfasst. Für funktionelle Netzwerke aus
Aufnahmen neuronaler Aktivität mithilfe der funktionellen Magnetresonanztomo-
graphie (fMRT)konnte bereits gezeigt werden, dass die räumliche Auflösung einen
Einfluss auf netzwerkspezifische aber auch auf knotenspezifische Kenngrößen hat
[ZFH+10, HL10]. Ein weiterer Grund für die beobachteten Unterschiede zwischen
funktionellen Netzwerken aus EEG- und MEG-Aufzeichnungen könnte sein, dass
aufgrund der engen räumlichen Anordnung der MEG-Sensoren Signale der gleichen
oder einander überlappender Hirnregionen erfasst werden und in Folge dessen als
hoch korreliert erscheinen. Tatsächlich wurde in früheren Studien eine hohe In-
terdependenz zwischen den Zeitreihen benachbarter MEG-Sensoren in Aufnahmen
von Epilepsiepatienten während eines Anfalls [DWG+05] und von gesunden Pro-
banden im Ruhezustand [LLG06] beobachtet. Die konstruierten Netzwerke bilden
in einem solchen Fall im Wesentlichen die räumliche Anordnung der Sensoren ab
und nur zu einem geringen Teil die unterliegende Dynamik. Für diese Vermutung
spricht, dass die resultierenden Adjazenzmatrizen sehr gut durch ein Modell ange-
nähert werden können, dass nur auf dem räumlichen Abstand der Sensoren beruht
(siehe Abbildung 4.20) [BHL10]. Gegen diese Vermutung spricht, dass eine Reduk-
tion der MEG-Sensoren nicht zu einer verbesserten Differenzierbarkeit zwischen
den Vigilanzzuständen führte. In neuerer Zeit gibt es Ansätze Interaktionsmaße zu
konstruieren, die zwischen einer „wahren“ Interaktion und einer Korrelation auf-
grund räumlicher Nähe unterscheiden können [NBW+04, SND07]. Diese beruhen
im Wesentlichen auf einer Zeitskalenseparation, d. h. es wird angenommen, dass
Informationen aufgrund von Volumenleitung oder einer gemeinsamen Signalquel-
le gleichzeitig an beiden Sensoren anliegen, wohingegen über Nervenbahnen wei-
tergeleitete Informationen länger brauchen. Darüber hinaus können die in dieser
Arbeit verwendeten Ansätze zur Schätzung von Interaktionsstärken nicht zwischen
direkten und indirekten Interaktionen unterscheiden: Interagieren zwei Hirnregio-
nen nicht direkt miteinander, sondern über eine dritte, so erscheinen sie dennoch
korreliert. In den letzten Jahren wurden einige Ansätze entwickelt dieses Transi-
tivitätsproblem zu lösen. Diese beruhen im Wesentlichen auf Weiterentwicklungen
des Konzepts der Grangerkausalität [Gra69] und damit auf Partialanalysen von Ei-
genschaften der Zeitreihen, wie beispielsweise der Phase [SWD+06, NRT+10] oder
des Informationsgehaltes [VKM09]. Hier sind weitere Untersuchungen notwendig,
um die Eignung dieser Verfahren für Netzwerkanalysen zu überprüfen.
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Abbildung 4.20.:
(a) Exemplarische Interaktionsmatrix I für ein Fenster innerhalb der Augen-
auf-Bedingung (links) und daraus konstruierte Adjazenzmatrix des BNk=15-
Netzwerks (rechts). Die Interaktionsstärke wurde mit I(γ) bestimmt. (b) Matrix,
deren Einträge eine Funktion des euklidischen Abstandes dist(i, j) der MEG-
Sensoren i und j sind (links) und daraus nach den Regeln des BNk=15-Netzwerks
konstruierte Adjazenzmatrix (rechts). Als Funktion des euklischen Abstandes
wurde hier h(dist(i, j)) = (1 + exp(23(dist(i, j)−0,1)))−1 gewählt. Die Adjazenz-
matrix hängt nicht von der Wahl der Funktion h ab, solange h mit zunehmenden
euklidischen Abstand der Sensoren streng monoton abnimmt. Skalierung der Ma-
trizen von 0 (schwarz) bis 1 (weiß).
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Wahl des Interaktionsmaßes. Zwar differierten die absoluten Werte der netz-
werk- und knotenspezifischen Kenngrößen, welche mit dem Korrelationskoeffizi-
enten und der mittleren Phasenkohärenz aus frequenzadaptiver Phasenschätzung
konstruiert wurden, die Richtung der Änderung zwischen beiden Vigilanzzustän-
den sowie deren Unterscheidbarkeit hing jedoch nicht deutlich von der Wahl des
Interaktionsmaßes ab. Damit hatte die Wahl des bivariaten Interaktionsmaßes (li-
near oder nicht-linear), welches verwendet wurde, um die Interaktionsstärke zwi-
schen zwei Kanälen zu schätzen und daraus Kanten des funktionellen Netzwerks zu
bestimmen, keinen deutlichen Einfluss auf die Unterscheidbarkeit der Vigilanzzu-
stände. In einer aktuellen Studie [HHP+11] wurden funktionelle Netzwerke, die aus
fMRT-Aufnahmen konstruiert wurden, untersucht. Dabei konnte ebenfalls gezeigt
werden, dass der nicht-lineare Anteil der Interdependenz zwischen Zeitreihen neu-
ronaler Aktivität einen geringen Einfluss auf die mittlere kürzeste Pfadlänge und
den Clusterkoeffizienten sowie auf knotenspezifische Kenngrößen (lokaler Cluster-
koeffizient und Betweenness-Centrality) hatte. Im Gruppenmittel konnte ein nicht-
linearer Effekt praktisch nicht mehr nachgewiesen werden. Darüber hinaus konnten
in einer Vielzahl von Studien, in denen in Zeitreihen hirneigener elektrischer und
magnetischer Felder im Ruhezustand untersucht wurden, mit uni- oder bivariaten
Analyseansätzen nur geringe nicht-lineare Anteile gefunden werden (siehe [Sta05]
für einen Überblick). In Zeitreihen neuronaler Aktivität während epileptischer An-
fälle konnten jedoch nicht-lineare Anteile nachgewiesen werden [Sta05] und aus
iEEG-Ableitungen gibt es Hinweise auf die nicht-lineare Natur von Interaktionen
zwischen Hirnregionen, die in den epileptischen Prozess involviert sind [ACLM11].
In der vorliegenden Arbeit konnte kein deutlicher Einfluss der Wahl eines linearen
oder nicht-linearen Interaktionsmaßes auf die Unterscheidbarkeit von funktionel-
len Netzwerken epileptischer und nicht-epileptischer Gehirne gefunden werden. Ein
möglicher Grund könnte sein, dass sich der epileptische Prozess durch vermehr-
te neuronale Aktivität im δ-Band auszeichnet und daher die Nichtlinearität auch
im δ-Band verstärkt auftritt. Der Einfluss des Interaktionsmaßes wurde allerdings
nicht frequenzspezifisch bestimmt.
Wahl des Frequenzbandes. Die Wahl des Frequenzbandes hatte einen deutli-
chen Einfluss auf die Änderung der netzwerk- und knotenspezifischen Kenngrößen
aufgrund unterschiedlicher Vigilanzzustände. Die Unterschiede zwischen geöffenten
und geschlossenen Augen waren mit netzwerkspezifischen Kenngrößen am deut-
lichsten im β1-Band und den angrenzenden Frequenzbändern α und β2 erfasst. Mit
knotenspezifischen Kenngrößen wurden ebenfalls im α-Band deutliche Änderungen
zwischen der Augen-zu- und der Augen-auf-Bedingung beobachtet. Im δ-Band tra-
ten hingegen kaum Änderungen der knotenspezifischen Kenngrößen auf. Die Un-
terschiede zwischen beiden Vigilanzzuständen spiegelten sich auch fast immer in
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aus Breitband-Signalen konstruierten Netzwerken wider. Da die Hilberttransfor-
mation Phasen extrahiert, die mit der im Fourier-Spektrum dominanten Frequenz
verknüpft sind [Boa92b], spiegeln auch die daraus konstruierten Netzwerke die mit
dieser Frequenz verknüpften physiologischen Prozesse wider. Im Fall der Augen-zu-
Bedingung ist der dominante Prozess der α-Rhythmus, der sich durch rhythmische
Aktivität im α- und β1-Band auszeichnet. Prozesse, die im Hintergrund – in an-
deren Frequenzbändern – stattfinden, wie beispielsweise der epileptische Prozess
können dann mit Analysemethoden, die auf der Hilberttransformation aufbauen,
nicht optimal erfasst werden. Allerdings ist es nicht immer möglich, physiologische
oder pathologische Aktivität mit einem bestimmten Frequenzband zu verknüpfen.
Daher kann es sinnvoll sein, Signale, von denen angenommen werden kann, dass sie
der dominierende Prozess sind und die mit der dominanten Frequenz im Spektrum
verknüpft werden können, mithilfe der Hilberttransformation frequenzadaptiv zu
analysieren [OL07]. Für Signale, die mit einem bestimmten Frequenzband assoziiert
werden können und die möglicherweise nicht der dominante Prozess im Messzeit-
raum sind, kann eine frequenzselektive Analyse geeigneter sein. So waren die Un-
terschiede zwischen funktionellen Netzwerken epileptischer und nicht-epileptischer
Gehirne im δ-Band deutlicher als mit einer nicht frequenzselektiven Analyse.
Transferfunktion. Die Wahl der Transferfunktion, mit der aus Interaktionsmatrix
die Adjazenzmatrix des funktionellen Netzwerks berechnet wird, hatte einen ver-
gleichsweise großen Einfluss auf die Unterscheidbarkeit physiologischer und patho-
physiologischer Zustände mit netzwerkspezifischen Kenngrößen. So war der Unter-
schied zwischen der Augen-auf- und der Augen-zu-Bedingung in binären Netzwer-
ken deutlicher als in gewichteten, aber epileptische Gehirne ließen sich von nicht-
epileptischen besser mithilfe von gewichteten Netzwerken unterscheiden. Für die
Zentralitätsmaße hing der Unterschied zwischen den beiden Vigilanzzuständen we-
niger deutlich von der verwendeten Transferfunktion ab. Insbesondere waren die
Veränderungen aufgrund unterschiedlicher Vigilanzzustände für die beiden gewich-
teten Netzwerktypen WNO und WNR großteils ähnlich. Jede der hier verwende-
ten Konstruktionsregeln hat ihre eigenen Schwächen und Begrenzungen. In den
gewichteten Netzwerke ist jede Kante realisiert, wenn auch eventuell mit einem
schwachen Gewicht. Dies kann zu einer nur geringeren Variabilität der Netzwerk-
kenngrößen führen und damit auch zu einem geringeren Kontrast zwischen den
beiden Vigilanzzuständen. Für binäre Netzwerke hingegen ist a priori nicht klar,
wie der Schwellenwert zu wählen ist. Ein zu hoher Schwellenwert führt zu einem
Verlust wichtiger Kanten, ein zu niedriger kann dazu führen, dass die wichtigen
Netzwerkstrukturen nicht mehr erkannt werden. In beiden Fällen kommt es zu
einem Informationsverlust. Bei der Konstruktion von binären Netzwerken mit vor-
gegebenem mittleren Grad k ist die Wahl von k in einem bestimmten Bereich
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willkürlich, so dass die Analyse für einen größeren Bereich von k durchgeführt
werden muss. Darüber hinaus kann es dazu kommen, dass das resultierende Netz-
werk nicht verbunden ist, was die Interpretation der Netzwerkkenngrößen – insbe-
sondere der mittleren kürzesten Pfadlänge – erschwert. Bei verbundenen binären
Netzwerken BNc sind hingegen die oft sehr hohe Anzahl von Verbindungen sowie
die aufwendige Schwellenwertsuche und die Vergleichbarkeit von Netzwerken mit
unterschiedlicher Anzahl von Kanten [vWSD10] die größten Probleme. Das Pro-
blem der Schwellenwertsuche kann umgangen werden, indem mithilfe statistischer
Tests überprüft wird, ob das Interaktionsmaß auf einem zuvor festgelegten Signi-
fikanzniveau von Null verschieden ist und nur dann in eine Kante übersetzt wird
[KECK09, DZMK09a, BHL10, ZFB10, VMS+11]. Dies beinhaltet allerdings eine
Vielzahl von Vergleichen und für eine verlässliche Bestimmung sind geeignete Me-
thoden aus der multivariaten Statistik erforderlich [BHL10]. Darüber hinaus sind
geeignete Nullmodelle der Zeitreihen erforderlich [SS00, TRK+06]. Ein Vergleich
verschiedener, auf diese Art konstruierter, funktioneller Netzwerke ist allerdings
nicht ohne Probleme, da diese jeweils eine unterschiedliche Anzahl von Kanten auf-
wiesen, selbst wenn sie aus dem gleichen Experiment stammten. Für gewichtete
Netzwerke kann die Kantengewichtsverteilung einen starken Einfluss auf die Struk-
tur des Netzwerks haben [Ans10, AL11]. Während bei WNO- und WNs-Netzwerke
die Kantengewichtsverteilung der Verteilung der Einträge der Interaktionsmatrix
I (evtl. mit verändertem Mittelwert) entspricht, ist die Kantengewichtsverteilung
der WNR-Netzwerke durch das Rangordnungsverfahren bei der Erstellung einer
Gleichverteilung im Intervall [0,1] gegeben. Motiviert durch die Ergebnisse der vor-
liegenden Arbeit wurden in [Ans10, AL11] Surrogate für vollständige, gewichtete
Netzwerke entwickelt. Mithilfe dieser Surrogate konnte gezeigt werden, dass ei-
nige, der in diesem Kapitel gefundenen Unterschiede zwischen Vigilanzzuständen
bzw. zwischen epileptischen und nicht-epileptischen Gehirnen auf Eigenschaften
der Kantengewichtsverteilung zurückzuführen sind. Darüber hinaus konnte durch
Normierung der mittleren kürzesten Pfadlänge auf die der Surrogatnetzwerke eine
verbesserte Differenzierbarkeit zwischen epileptischen und nicht-epileptischen Ge-
hirnen erreicht werden. Die in der vorliegenden Arbeit beobachtete Ähnlichkeit der
Zentralitätsmaße für WNO- und WNR-Netzwerke ist ein Hinweis darauf, dass die
Kantengewichtsverteilung bei der Untersuchung von Veränderungen der knoten-
spezifischen Kenngrößen aufgrund von Vigilanzzuständen nur eine untergeordne-
te Rolle spielt. Es ist notwendig den Einfluss des Konstruktionsprozesses auf die
Netzwerkstruktur besser zu verstehen. Eine Weiterentwicklung von Surrogaten und
Netzwerkmodellen kann ein möglicher Weg dazu sein.
Methoden zur Messung von Zentralität Es wurden drei unterschiedliche An-
sätze zur Messung von Zentralität verwendet. Dabei zeigte sich, dass in vielen
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Fällen Degree- und Closeness-Centrality eine ähnliche räumliche Verteilung auf-
wiesen, während die räumliche Verteilung der Betweenness-Centrality davon deut-
lich abwich. Die Degree-Centrality, die Closeness-Centrality und die Betweenness-
Centrality zählen zu den drei am weitesten verbreiteten Maßen für Zentralität.
Darüber hinaus sind sie sensitiv auf unterschiedliche Eigenschaften der Wegstruk-
tur durch das Netzwerk [BE06]. Obwohl Degree- und Closeness-Centrality auf un-
terschiedlichen Eigenschaften von bestimmten Pfaden im Netzwerk (Länge bzw.
Anzahl der Pfade) beruhen, so charakterisieren jedoch beide die Rolle eines Kno-
ten als Start- oder Endpunkt von Pfaden. Die Betweenness-Centrality hingegen
charakterisiert die Rolle eines Knoten als Mitglied auf kürzesten Pfaden durch das
Netzwerk. Für binäre Netzwerke mit acht oder weniger Knoten sind auch tatsäch-
lich Degree- und Closeness-Centrality stärker miteinander korreliert als Degree-
und Betweenness-Centrality oder Closeness- und Betweenness-Centrality [Nak90].
Da Degree-Centrality und Closeness-Centrality die Wichtigkeit eines Knotens in
einer zusammenhängenden Gruppe von Knoten beschreiben, lässt sich die Zentra-
lität einzelner Knoten nur dann sinnvoll interpretieren, wenn das Netzwerk aus
einer zusammenhängenden Gruppe von Knoten besteht und nicht aus mehreren,
nur schwach miteinander verbundenen Substrukturen [BE06]. In der Literatur wer-
den solche Substrukturen als Cohesive Subgroups, Cliquen, Cluster, Communities
oder Module bezeichnet [BLM+06, For10]. Netzwerke mit solchen Substrukturen,
deren Knoten miteinander stark verbunden sind, aber mit weiteren Knoten aus
dem Netzwerk nur schwach, werden als modular bezeichnet. Für modulare Netz-
werke kann es deshalb sinnvoll sein, die Zentralität eines Knotens mit Degree- oder
Closeness-Centrality innerhalb seiner Substruktur zu beschreiben. Die Betweenness-
Centrality hingegen beschreibt die Auswirkungen der Entfernung des Knoten auf
den Zusammenhalt des Netzwerks. Sie ist insbesondere hoch für Knoten, die auf
Pfaden liegen, die zwei Substrukturen des Netzwerks miteinander verbinden und
ist daher geeignet, die Zentralität von Knoten in modularen Netzwerken zu be-
schreiben. Zentralitäten beschreiben die Wichtigkeit eines individuellen Knotens für
den Netzwerkzusammenhalt. Für die Bedeutung eines Knotens im Netzwerk und
als zusätzliche Information für die Netzwerkstruktur kann es sinnvoll sein, stark
zusammenhängende Subgruppen von Knoten ausfindig zu machen [BE06, For10]
oder abzuschätzen, beispielsweise mithilfe der sogenannten Modularity, inwieweit
das untersuchte Netzwerk modular ist [NG04]. Zahlreiche Untersuchungen struk-
tureller und funktioneller Hirnnetzwerke mit (f)MRT-Aufnahmen, geben Hinweise
darauf, dass das menschliche Gehirn ein modulares Netzwerk ist (siehe z.B. für eine
Übersicht [SCMH04, BS09, KHK10, Spo11]). Inwieweit dies auch für funktionelle
Netzwerke aus Messungen neuronale Aktivität an der Kopfoberfläche mit EEG und
MEG gilt, bleibt noch zu klären.
83
4. Einfluss des Konstruktionsprozesses
α-Rhythmus. Es konnte gezeigt werden, dass der α-Rhythmus während der
Augen-zu-Bedingung mit einer reguläreren, gitterartigeren Topologie der funktio-
nellen Netzwerke verbunden war. Auch während anderer rhythmischer Aktivität
verschiedener Hirnregionen, wie im Nicht-REM-Schlaf [FRB+07, FRB+08] oder
während epileptischer Anfälle [WLG06, PBS07, SBH+08, KKK08, PDB+09] wur-
de eine eher gitterartigen Struktur der funktionellen Netzwerke im Vergleich zum
Wachzustand bzw. Perioden vor Anfallsbeginn beobachtet. Die beobachtete erhöhte
Degree-Centrality frontaler Regionen in gewichteten Netzwerken ist mit den Beob-
achtungen in [INv05] konsistent. Die Autoren untersuchten die räumliche Vertei-
lung der mittleren Phasenkohärenz ρ zwischen Zeitreihen von 64 EEG-Sensoren
während des Ruhezustandes mit geschlossenen Augen. Dabei wurde eine erhöh-
te mittlere Phasenkohärenz zwischen okzipitalen und parietalen Hirnregionen und
zwischen frontalen Hirnregionen beobachtet. Zusätzlich war die mittlere Phasen-
kohärenz zwischen okzipitalen und frontalen Hirnregionen höher als beispielsweise
zwischen okzipitalen und centralen Hirnregionen. In der vorliegenden Arbeit wur-
de beobachtet, dass die Betweenness-Centrality während der Augen-zu-Bedingung
für am Hinterkopf liegende Hirnregionen zunahm. Dies deutet darauf hin, dass
der α-Rhythmus die Funktion hat, in Abwesenheit visueller Eingangssignale das
funktionelle Netzwerk aus verschiedenen kortikalen Hirnregionen zusammen zu-
halten. Beim Vorhandensein visueller Eingangssignale (geöffnete Augen) schienen
die betroffenen Hirnregionen eine „Brückenfunktion“ weniger stark wahrzunehmen.
Degree- und Closeness-Centrality der mit dem α-Rhythmus assoziierten Hirnregio-
nen nahmen während der Augen-zu-Bedingung ab. Möglicherweise dienen die mit
dem α-Rhythmus assoziierten Hirnregionen während der Augen-zu-Bedingung als
Verbindung zwischen zwei oder mehreren globalen Subgruppen des funktionellen
Netzwerks, liegen allerdings selber eher am Rand dieser Subgruppen. Diese Beob-
achtung ist konsistent mit der mit netzwerkspezifischen Kenngrößen beobachteten
gitterartigeren Struktur während geschlossener Augen.
Epileptischer Prozess. Epileptische Gehirne wiesen im Vergleich zu nicht-epilep-
tischen eine regulärere, gitterartigere Topologie der funktionellen Netzwerke auf.
Da alle Patienten in dieser Studie medikamentös behandelt wurden, ist nicht aus-
zuschließen, dass die beobachteten Unterschiede zwischen epileptischen und nicht-
epileptischen Gehirnen auch auf die Wirkung der antiepileptischen Medikamente
zurückzuführen ist. Allerdings erhielten alle Patienten sehr verschiedene Medika-
mente mit unterschiedlichen Wirkmechanismen, die meisten von ihnen nahmen so-
gar eine Kombination aus zwei oder mehr verschiedenen Medikamenten ein. Auf-
grund der Verschiedenartigkeit der Medikamente und trotz der verschiedenen Aus-
prägungen der chronischen fokalen Epilepsien, ist es unwahrscheinlich, dass die be-
obachtete stärkere Ausprägung von funktionell kurzreichweitigen Verbindungen nur
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auf die Einnahme der Medikamente zurückzuführen ist. Ein Einfluss des epilepti-
schen Prozesses auf Eigenschaften funktioneller Hirnnetzwerke ist anzunehmen. Die
hier erzielten Ergebnisse sind bis zu einem gewissen Grad vergleichbar mit Ergebnis-
sen, die bei der Analyse von funktionellen Netzwerke während und kurz vor Anfällen
erzielt wurden. Verschiedene Studien geben Hinweise darauf, dass das funktionelle
Netzwerk regulärer wird, wenn der epileptische Prozess in den Vordergrund tritt
und es zu einem Anfall kommt [WLG06, PBS07, SBH+08, KKK08, PDB+09].
In nur wenigen Studien wurde die funktionelle Zentralität von Hirnregionen unter-
sucht, die mit dem epileptischen Prozess assoziiert sind [MS08, GBBC10, BCH+11,
WWH11]. Aus Untersuchungen an strukturellen Hirnnetzwerken sowie aus Mo-
dellstudien ergeben sich aber Hinweise darauf, dass epileptogene Strukturen ei-
ne veränderte Verbindungsstruktur aufweisen, welche mit der Empfänglichkeit für
synchronisierte neuronale Aktivität und damit auch für Anfallsaktivität einher-
geht [MS08, GBBC10, BCH+11]. Untersuchungen an funktionellen Netzwerken aus
fMRT-Aufnahmen im Ruhezustand weisen darauf hin, dass auch im funktionellen
Netzwerk die Rolle epileptogener Areale im Vergleich zu gesunden verändert ist
[BDD+09, LLL+11]. In der vorliegenden Arbeit konnte allerdings kein eindeutiger
Zusammenhang zwischen der Lokalisation des epileptischen Fokus und Hirnregio-
nen mit – im Vergleich zur Kontrollgruppe – besonders zentralen oder besonders
wenig zentralen Hirnregionen gefunden werden. Dies kann daran liegen, dass in vie-
len Fällen die Aktivität des epileptischen Fokus nur teilweise mit dem Oberflächen-
EEG erfasst werden kann. Darüber hinaus könnte der Einfluss des epileptischen
Prozesses zu gering sein, um auf Einzelfallebene aufgelöst werden zu können. Auf-
grund der Verschiedenartigkeit der Krankheitsbilder und insbesondere der unter-
schiedlichen Fokuslokalisationen der hier untersuchten Patienten war eine Mittel-
wertbildung über die Patientengruppe für die knotenspezifischen Kenngrößen nicht
möglich. Eine Studie mit einer homogenen Patientengruppe könnte hier Aufschluss
geben.
Der Konstruktionsprozess funktioneller Hirnnetzwerke, von der Aufzeichnung neu-
ronaler Aktivität bis zur verwendeten Transferfunktion, ist komplex und die vorlie-
gende Arbeit weist auf viele noch ungelöste Probleme in diesem Zusammenhang hin.
Insbesondere zeigt sie, dass bisher veröffentlichte Ergebnisse früherer Untersuchun-
gen funktioneller Hirnnetzwerke nicht ohne weiteres vergleichbar sind. Unter Be-
rücksichtigung der hier untersuchten Einflussfaktoren war es allerdings möglich neue
Erkenntnisse über Hirnfunktionen zu gewinnen. So konnten die den α-Rhythmus
generierenden Hirnregionen als wichtig für die Aufrechterhaltung des funktionellen
Netzwerks in Abwesenheit visueller Eingangssignale charakterisiert werden. Daher
ist zu erwarten, dass die Analyse funktioneller Netzwerke während komplexerer
Hirnfunktionen, die das Zusammenspiel verschiedener spezialisierter Hirnregionen
erforden, zu neuen Erkenntnissen über die Funktionsweise des menschlichen Ge-
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hirns führt. Im nächsten Kapitel 5 wird Lernen als ein Beispiel für einen solchen
Prozess mit des Netzwerkansatzes untersucht.
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Neben der Zuordnung einzelner Hirnregionen zu spezifischen Funktionen rücken in
den letzten Jahren immer mehr die strukturellen und funktionellen Beziehungen der
für bestimmte kognitive Aufgaben als wichtig angesehenen Hirnregionen in den Vor-
dergrund des Interesses [BM10]. Insbesondere höhere Hirnfunktionen wie Planen,
Aufmerksamkeit und Gedächtnisbildung erfordern das Zusammenspiel verschiede-
ner spezialisierter Hirnregionen [RPBS07, SR07, DBB+08, BM10]. An Lernprozes-
sen sind eine Vielzahl verschiedener Hirnstrukturen, sowohl in der Großhirnrinde
als auch in tieferliegenden Strukturen wie Basalganglien, Kleinhirn und Zwischen-
hirn, beteiligt. Beispielsweise sind die im mesialen Schläfenlappen gelegenen Struk-
turen wie der Hippokampus sowie benachbarte Strukturen wie die entorhinalen,
perirhinalen und parahippokampalen Kortizes sowie neokortikale Strukturen am
Aufbau und Abruf semantischer Erinnerungen beteiligt [SZM91, KSJ00, Hen10].
Strukturelle und funktionelle Verbindungen (Konnektivität), die für die erfolgrei-
che Speicherung und Abruf von Informationen verantwortlich sind, wurden vielfach
mit Verfahren identifiziert und untersucht, die auf der Magnetresonanztomographie
basieren [VLRM01, VP08]. Dabei konnte u. a. eine unterschiedliche funktionelle
Konnektivität in Ruhebedingungen und während einer Aufgabe, die das Arbeits-
gedächtnis aktiviert, gefunden werden [HDS+06, Ham10]. Mithilfe des EEGs kann
nur die Aktivität eines kleinen Teils des zum Aufbau und Abruf von Erinnerungen
benötigten Netzwerkes von Hirnregionen gemessen werden. Zahlreiche Studien, in
denen an der Kopfoberfläche transiente elektrische Potentiale (sogenannte event-
related potentials (ERPs)), die mit Gedächtnisprozessen in Verbindung gebracht
werden können, zeitlich hochaufgelöst gemessen wurden [VP08], legen trotzdem
nahe, dass gedächtnisbezogene Prozesse mithilfe des Oberflächen-EEGs detektier-
bar sind. Darüber hinaus gibt es erste Hinweise darauf, dass kognitive Prozesse
wie Informationsspeicherung und -abruf, mit funktionellen Netzwerken beschrieben
werden können, die aus Aufzeichnungen neuronaler Aktivität an der Kopfoberfläche
konstruiert wurden [MPS+06b, FAC+08a, MVT+09, DSL+11, VMS+11]. So wurde
gezeigt, dass netzwerkspezifische Kenngrößen geeignet sind, um funktionelle Hirn-
netzwerke während Lernprozessen zu charakterisieren [FAC+08a, SZLD+11]. Die in
diesen Studien verwendeten Methoden zu Erstellung dieser Netzwerke sind jedoch
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nur bedingt mit der in dieser Arbeit angewandten zu vergleichen.
Im Folgenden wird untersucht, wie sich Prozesse, die mit Speicherung und Abruf
semantischer Informationen zusammenhängen, auf die Struktur funktioneller Netz-
werke aus EEG-Aufzeichnungen auswirken und ob dadurch ein vertieftes Verständ-
nis dieser Prozesse erzielt werden kann. Die Struktur der funktionellen Netzwerke
wird mit den netzwerkspezifischen Kenngrößen mittlere kürzeste Pfadlänge L und
Clusterkoeffizient C und den knotenspezifischen Kenngrößen Degree-Centrality ZD,
Closeness-Centrality ZC und Betweenness-Centrality ZB charakterisiert. Als Da-
tengrundlage dienen die in Kapitel 3.3.2 vorgestellten EEG-Aufzeichnungen.
5.1. Netzwerkkonstruktion und -analyse
Der erwartete Einfluss der Lernprozesse auf netzwerkspezifische Kenngrößen ist
gering im Vergleich zum Einfluss des Vigilanzzustandes, der ja bereits in den Auf-
zeichnungen neuronaler Aktivität erkennbar ist. Um statistisch signifikanten Aus-
sagen erzielen zu können ist es sinnvoll, möglichst viele Personen in die Studie
miteinzubeziehen. In Kapitel 4 wurde gezeigt, dass für den Clusterkoeffizienten C
und die mittlere kürzeste Pfadlänge L von binären Netzwerken BNk (für k > 3),
welche aus EEG-Aufzeichnungen mit physikalischer Referenz konstruiert wurden,
keine statistisch signifikanten Unterschiede zwischen Patienten- und Kontrollgrup-
pe nachweisbar waren, aber trotzdem verschiedene Vigilanzzustände unterschieden
werden konnten. Voruntersuchungen ergaben, dass auch für die in diesem Abschnitt
untersuchten Verhaltensbedingungen keine statistisch signifikanten Unterschiede
zwischen Patienten- und Kontrollgruppe nachweisbar waren. Daher wurden für die
Analyse mit netzwerkspezifischen Kenngrößen die Patienten- und die Kontrollgrup-
pe zu einer Gruppe zusammengefasst. Für die Zentralitätsmaße war es nicht mög-
lich Patienten- und Kontrollgruppe zusammenzufassen, da ein lokaler Einfluss des
epileptischen Fokus nicht ausgeschlossen werden konnte.
Da a priori nicht klar war, ob sich die untersuchten Gedächtnisprozesse in einem
Frequenzband besonders deutlich widerspiegeln, wurden die Interaktionsstärken
fensterweise mit der mittleren Phasenkohärenz frequenzadaptiv geschätzt, sofern
nicht anders angegeben. Ein Fenster umfasste dabei 4096 Datenpunkte, welches
einer Dauer von 16,1 s entspricht. Für jedes Fenster f wurden paarweise die In-
teraktionsstärke berechnet. Aus den Interaktionsmatrizen I wurden dann binäre
Netzwerke BNk mit einem festen mittleren Grad k (k ∈ {4,5,6,7}) konstruiert. Für
jedes Fenster f wurden die Netzwerkcharakteristika mittlere kürzeste Pfadlänge
L(f) und der Clusterkoeffizient C(f) sowie für alle Knoten i die Degree-Centrality
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ZDi , die Closeness-Centrality ZCi und die Betweenness-Centrality ZBi berechnet.
Anschließend wurde für alle Experimentbedingungen ein zeitlicher Mittelwert 〈L〉,
〈C〉, 〈ZDi 〉, 〈ZCi 〉 und 〈ZBi 〉 der Netzwerkkenngrößen gebildet.
5.2. Ergebnisse
5.2.1. Netzwerkspezifische Kenngrößen
In den Abbildungen 5.1 und 5.2 sind exemplarische Zeitverläufe der netzwerkspezi-
fischen Kenngrössen C und L für jeweils eine Kontrollperson und einen Epilepsie-
patienten dargestellt. Sowohl der Clusterkoeffizient als auch die mittlere kürzeste
Pfadlänge zeigten eine deutliche Variation über den Zeitverlauf hinweg. Für die
Kontrollperson nahm der Clusterkoeffizient C niedrigere Werte während der Aqui-
sitionsbedingung E1, Ruhebedingung R2 sowie während der Abfragebedingungen
A1, A2 und A3 im Vergleich zu den übrigen Bedingungen an. Für den Epilepsiepa-
tienten war während der Abfragebedingungen A2 und A3 ein geringeres Niveau von
C zu beobachten. Für die Kontrollperson wurde während der Aquisitionsbedingung
E1 und den Abfragebedingungen A2 und A3 ein geringererWert für L beobachtet als
während der übrigen Experimentbedingungen. Für den Epilepsiepatienten wurde
im Vergleich zur Ruhebedingung RA ein höherer Wert für L während der Ruhebe-
dingungen R2 und R3 sowie der Aquisitionsbedingung E1 und der Abfragebedingung
A2 beobachtet.
Die Ergebnisse einer Gruppenstatistik der zeitlichen Mittelwerte 〈L〉 und 〈C〉 für
die jeweiligen Aquisitions-, Abfrage- und Ruhebedingungen für BNk=4-Netzwerke
aus EEG-Aufnahmen mit physikalischer Referenz sind in Abbildung 5.3 dargestellt.
Sowohl 〈L〉 als auch 〈C〉 nahmen während aller Experimentbedingungen, in denen
die Studienteilnehmer aufgefordert wurden, etwas aufzuschreiben (E1, A1, A2 und
A3), niedrigere Werte an als für die übrigen Bedingungen. Im Folgenden werden
die Experimentbedingungen E1, A1, A2 und A3 als Schreiben und die übrigen Ex-
perimentbedingungen als Nicht-Schreiben bezeichnet. Eine Analyse der zeitlichen
Mittelwerte 〈L〉 und 〈C〉 getrennt nach Schreiben und Nicht-Schreiben zeigte, dass
die Mediane L˜S und C˜S für Schreiben signifikant kleiner waren als die Mediane L˜nS
und C˜nS für Nicht-Schreiben (Mann-Whitney-U-Test, p < 0,05, vgl. Abbildung 5.4).
Für andere Werte von k war Vergleichbares zu beobachten. Der µ-Rhythmus, der
Ruherhythmus des motorischen Systems, kann hauptsächlich im α-Band beobachtet
werden. Eine Wiederholung der Analyse mit BNk=5-Netzwerken aus frequenzselek-
tiver Phasenextraktion im α-Band zeigte, dass die Unterschiede zwischen Schreiben
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Abbildung 5.1.:
Exemplarische Zeitverläufe des Clusterkoeffizienten C während der Durchfüh-
rung der neuropsychologischen Tests für eine Kontrollperson (links) und einen
Epilepsiepatienten (rechts) für BNk=4-Netzwerke. Während der Pausen zwischen
den drei Experimentblöcken, in denen die Aufzeichnung zwar weiterlief, aber die
Daten aufgrund von Bewegungsartefakten nicht verwendbar waren, ist das Zeit-
profil unterbrochen. Hellgrau markiert sind die Ruhebedingungen zu Beginn RA
der Aufzeichnung, nach Ende der Aufzeichnung RB und während jeden Blockes
R1, R2 und R3, dunkelgrau sind die Aquisitionsbedingungen E1, E2 und E3 zu
Beginn jedes Blocks und die Abfragebedingungen A1, A2 und A3 am Ende jedes
Blocks gekennzeichnet. Für die Bezeichnung der einzelnen Experimentbedingun-
gen siehe Abschnitt 3.3.2 und Abbildung 3.9.
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Abbildung 5.2.:
Wie Abbildung 5.1, jedoch für die mittlere kürzeste Pfadlänge L.
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Abbildung 5.3.:
Ergebnisse der Gruppenstatistik der netzwerkspezifischen Kenngrößen 〈L〉 (links)
und 〈C〉 (rechts) für jede Aquisitions-, Abfrage- und Ruhebedingungen für BNk=4-
Netzwerke aus EEG-Aufnahmen mit physikalischer Referenz. Die waagerechten
Striche kennzeichnen die Mediane, die Boxen das erste bzw. dritte Quartil. Die
Fehlerbalken erstrecken sich bis zum Minimum bzw. Maximum der Verteilung,
aber maximal bis zum Anderthalbfachen des Interquartilabstandes. Einzelne Aus-
reißer sind mit Kreisen gekennzeichnet.
und Nicht-Schreiben im α-Band genauso gut oder besser erfasst werden konnten.
Aufgrund des Einflusses der motorischen Tätigkeit des Schreibens auf die mittlere
kürzeste Pfadlänge und den Clusterkoeffizienten funktioneller Netzwerke ist es für
die Detektion eines möglichen Einflusses kognitiver Prozesse auf diese Kenngrö-
ßen sinnvoll, nur Verhaltensbedingungen ohne motorische Tätigkeit miteinander zu
vergleichen. Diese Bedingungen sind alle Ruhebedingungen sowie die Aquisitions-
bedingungen E2 und E3. Zur Auflösung kleinerer Effekte könnten alle Ruhebedin-
gungen zusammengefasst werden. Eine Varianzanalyse (ANOVA) ergab, dass sich
für k ∈ {4, 5} die Gruppenmittelwerte L für die verschiedenen Ruhebedingungen
unterschieden (siehe auch Abbildung 5.5). Für k ∈ {6,7} und C traf dies nicht zu.
Somit konnte ein möglicher Einfluss der vorhergehenden kognitiven Aufgaben auf
die Struktur funktioneller Hirnnetzwerke während der nachfolgenden Ruhebedin-
gungen nicht ausgeschlossen und die verschiedenen Ruhebedingungen nicht zusam-
mengefasst werden. Im Folgenden werden daher die netzwerkspezifischen Kenngrö-
ßen L und C während der Aquisitionsbedingungen mit denen der Ruhebedingung
zu Experimentbeginn RA verglichen.
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Abbildung 5.4.:
Häufigkeitsverteilungen der Mittelwerte der netzwerkspezifischen Kenngrößen
〈L〉 (links) und 〈C〉 (rechts) für Versuchsbedingungen, in denen geschrieben bzw.
nicht geschrieben wird.
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Abbildung 5.5.:
Wie Abbildung 5.3, jedoch für alle Ruhebedingungen. Eine Varianzanalyse ergab,
dass mindestens zwei Gruppenmittelwerte über 〈L〉 unterschiedlich waren (ANO-
VA, Greenhouser-Geiser- und Huynh-Feldt-Korrektur auf Sphärizitätsverletzung,
p < 0,05). Für 〈C〉 konnt dies nicht beobachtet werden.
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Abbildung 5.6.:
Wie Abbildung 5.3, jedoch für Ruhebedingung RA und Aquisitionsbedingungen
E2 und E3. Mindestens zwei Gruppenmittelwerte C über RA, E2 und E3 waren
nicht identisch, für L galt dies nicht (ANOVA, Greenhouser-Geiser und Huynh-
Feldt-Korrektur auf Sphärizitätsverletzung, p < 0,05).
Eine Varianzanalyse (ANOVA) ergab, dass sich für BNk=4-Netzwerke mindestens
zwei der Mittelwerte C der Ruhebedingung RA sowie der Aquisitionsbedingungen
E2 und E3 unterschieden (p < 0,05, vgl. Abbildung 5.6). Für eine höhere Wahl von
k und für L konnte kein Unterschied der Mittelwerte beobachtet werden (ANOVA,
p < 0,05). Mit einem paarweisen Vergleich der Verteilungen von 〈C〉 für BNk=4-
Netzwerke konnte ein signifikanter Unterschied zwischen RA und E3 sowie E2 und
E3 detektiert werden (Wilcoxon-Paardifferenzentest, p < 0,05). Da die interindi-
viduelle Variabilität in den verschiedenen Experimentbedingungen vergleichsweise
hoch war und insbesondere höher war als potentielle Mittelwertunterschiede zwi-
schen den verschiedenen Bedingungen, wird im Folgenden die relative Abweichung
von 〈C〉 und 〈L〉 während E2 bzw. E3 von 〈C〉 und 〈L〉 während RA analysiert.
Dazu werden folgende Größen definiert:
L∗a =
〈L〉a − 〈L〉RA
〈L〉RA
(5.1)
C∗a =
〈C〉a − 〈C〉RA
〈C〉RA
. (5.2)
Dabei bezeichnen die Indizes a ∈ {E1, E2} jeweils eine Aquisitionsbedingung. L∗
und C∗ sind nach Definition Größen für jeden Probanden. Die Gruppenmittelwerte
über L∗ bzw. C∗ werden im Folgenden als L¯∗ bzw. C¯∗ bezeichnet.
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Abbildung 5.7.:
Häufigkeitsverteilungen der relativen Änderungen L∗ und C∗ für BNk=4-Netz-
werke während der Aquisisitionsbedingungen E2 und E3.
In Abbildung 5.7 sind die Verteilungen von L∗ und C∗ von BNk=4-Netzwerken für E2
und E3 dargestellt. Dabei betrugen die relativen Unterschiede C∗ und L∗ zwischen
Ruhebedingung und Aquisitionsbedingungen bis zu 20%, aber die Mittelwerte lagen
nahe bei Null. So war L¯∗E2 = −0,3% und L¯∗E3 = −0,2%. Dieser Unterschied
war allerdings nicht signifikant (Wilcoxon-Paardifferenzentest, p > 0,05). Für E3
wurde mit C¯∗E3 = 2,9% eine deutlich höhere Abweichung von der Ruhebedingung
festgestellt als für die Aquisitionsbedingung in Block 2 (C¯∗E2 = 0,2%) (Wilcoxon-
Paardifferenzentest, p < 0,05). Für höhere Werte von k unterschieden sich C¯∗E2
und C¯∗E3 nicht (Wilcoxon-Paardifferenzentest, p > 0,05). Für L¯∗ konnte hingegen
ein Unterschied zwischen L¯∗E2 und L¯∗E3 für k = 7 beobachtet werden (Wilcoxon-
Paardifferenzentest, p < 0,05; L¯∗E2 = −1,0% und L¯∗E3 = −2,4%).
Die Bedingungen E2 und E3 unterscheiden sich nur darin, dass in E3 die Probanden
aufgefordert wurden sich die Wörter zu merken, während das in E2 nicht der Fall
war. Ob der beobachtete erhöhte Clusterkoeffizient während E3 tatsächlich mit der
Absicht zu lernen verbunden und nicht auf Einflüsse der Mess- und Analyseme-
thode zurückzuführen ist, ist schwierig nachzuweisen. Ein Hinweis darauf wäre eine
Korrelation zwischen C∗E3 mit der Anzahl N3 der in der darauffolgenden Abfragebe-
dingung A3 erinnerten Wörter und keine Korrelation zwischen C∗E2 mit der Anzahl
N2 der in A2 erinnerten Wörter. In Abbildung 5.8 ist C∗ für BNk=4-Netzwerke wäh-
rend E2 und E3 gegen die Anzahl der erinnerten Wörter aufgetragen. Tatsächlich
konnte eine signifikante Korrelation zwischen C∗E3 und N3 nachgewiesen werden
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Abbildung 5.8.:
Korrelation von C∗ während des Aquisitionsbedingungen E2 und E3 mit der An-
zahl N2 bzw. N3 der während der Abfragebedingungen A2 und A3 in Block 2
bzw. Block 3 erinnerten Wörter. Im Titel angegeben ist der Korrelationskoeffi-
zient Γ nach Pearson. Bei signifikanter Korrelation (p < 0,05) ist eine Fitgerade
mit eingezeichnet.
(Korrelationskoeffizient nach Pearson Γ = 0,4; p < 0,05). Für C∗E2 konnte dies nicht
beobachtet werden (Γ = 0,17, n.s.). Diese für BNk=4-Netzwerke beobachtete Korre-
lation konnte qualitativ auch für BNk=5-Netzwerke beobachtet werden, aber nicht
für höhere Werte von k. Die Korrelation von C∗ während E3 mit der Anzahl später
erinnerter Wörter, kann als Hinweis gewertet werden, dass der Clusterkoeffizient
sensitiv für kognitive Prozesse ist, die mit der Absicht zu Lernen assoziert werden
können.
5.2.2. Knotenspezifische Kenngrößen
Es werden die Differenzen der verschiedenen Aquisitions- und Abfragebedingungen
zu Ruhebedingung R1 analysiert. Für jeden Knoten i wird nun beispielsweise für
die Degree-Centrality die Differenz wie folgt definiert:
∆〈ZDi 〉X = 〈ZDi 〉X − 〈ZDi 〉R1 . (5.3)
Dabei ist X ein Platzhalter für eine der Bedingungen E1, E2, E3, A1, A2 und
A3. Es wurde dann für jeden Knoten i der Mittelwert über die Mitglieder der Kon-
trollgruppe ∆ZDi
X über ∆〈ZDi 〉X berechnet. Mit dem Wilcoxon-Paardifferenzentest
wurde dann überprüft, ob der Pseudomedian der Differenzen ∆〈ZDi 〉X über alle
Kontrollpersonen gleich Null ist (p < 0,05, Korrektur auf multiples Testen nach
Benjamini-Hochberg). War dies der Fall wurde ∆ZDi
X = 0 gesetzt. Für die anderen
Zentralitätsmaße wurde analog verfahren.
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Da der motorische Prozess einen großen Einfluss auf die netzwerkspezifischen Kenn-
größen der konstruierten funktionellen Netzwerke hatte, wird im Folgenden zu-
nächst der motorische Prozess mithilfe der Degree-, Closeness- und Betweenness-
Centrality analysiert. Wie in Kapitel 4 gezeigt, hatte die Wahl des Frequenzbandes
einen deutlichen Einfluss auf die Zentralitätsmaße. Der mit motorischen Prozes-
sen assoziierte µ-Rhythmus weist Frequenzen im α-Band (8Hz bis 13Hz) auf, und
tatsächlich waren die Unterschiede der knotenspezifischen Kenngrößen zwischen
Ruhezustand und motorischer Aktivität im α-Band am deutlichsten ausgeprägt.
Im Folgenden werden nun die für das α-Band gewonnenen Werte für die Degree-,
Closeness- und Betweenness-Centrality präsentiert. Da in vier verschiedenen Ex-
perimentbedingungen (E1, A1, A2 und A3) geschrieben wurde, können diese als
verschiedene Realisierungen desselben Prozesses gelten. Dass die räumlichen Vertei-
lungen von ∆ZDi
X , ∆ZCi
X und ∆ZBi
X für alle vier Experimentbedingungen ähnlich
waren, ist ein Hinweis auf die Reproduzierbarkeit der Ergebnisse. Es gab keine Un-
terschiede in der Degree-Centrality zwischen Schreiben und Nicht-Schreiben. Eine
höhere Closeness-Centrality während der Schreibbedingungen konnte für Sensoren,
die nicht am Rand der EEG-Haube lagen, beobachtet werden. Centrale und centro-
parietale Hirnregionen hatten eine geringere Betweenness-Centrality während des
Schreibens (vgl. Abbildung 5.9).
Für die Aquisitionsbedingungen E2 (inzidentelles Lernen) und E3 (intentiona-
les Lernen) konnten keine Unterschiede zur Ruhebedingung RA gefunden wer-
den: Keiner der Pseudomediane der Differenzen ∆〈ZDi 〉E2 , ∆〈ZDi 〉E3 , ∆〈ZCi 〉E2 ,
∆〈ZCi 〉E3 , ∆〈ZBi 〉E2 und ∆〈ZBi 〉E3 war signifikant von Null verschieden (Wilcoxon-
Paardifferenzentest, p < 0,05). Eine Wiederholung der Analyse mit den gewichteten
Netzwerktypen WNO und WNR führte ebenfalls nicht zu einer verbesserten Charak-
terisierung der hier untersuchten Lernprozesse. Damit war es – anders als mit den
netzwerkspezifischen Kenngrößen L und C – nicht möglich mit Zentralitätsmaßen
Lernprozesse zu charakterisieren.
5.3. Zusammenfassung und Diskussion
In diesem Kapitel wurden EEG-Aufnahmen einer aus gesunden Kontrollpersonen
und Epilepsiepatienten zusammengesetzen Gruppe während kognitiver Aufgaben
analysiert. Dazu wurden aus den EEG-Aufzeichnungen binäre Netzwerke BNk mit
festem mittleren Grad k konstruiert. Dabei dienten neben den netzwerkspezifischen
Kenngrößen mittlere kürzeste Pfadlänge und Clusterkoeffizient auch erstmalig Zen-
tralitätsmaße zur Charakterisierung der Netzwerkstruktur während der kognitiven
Aufgaben.
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Abbildung 5.9.:
Gruppenmittelwerte ∆ZDi
E1 , ∆ZCi
E1 und ∆ZBi
E1 der Differenzen zwischen Aqui-
sitionsbedingung E1 und Ruhebedingung RA über die Kontrollgruppe im α-Band.
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Dabei zeigte sich, unabhängig vom gewählten mittleren Grad k, dass Schreiben
während der Aquisitionsbedingung E1 und während aller Abfragebedingungen einen
deutlichen Einfluss auf die Netzwerkstruktur hatte. Die mittlere kürzeste Pfadlänge
und der Clusterkoeffizient waren während der Experimentbedingungen ohne moto-
rische Tätigkeit höher, d. h. die Topologie des funktionellen Netzwerkes war regulä-
rer, also einem Gitter ähnlicher. Dazu wurde eine höhere Closeness-Centrality für
Sensoren, die am wenigsten von Muskelartefakten beeinflusst waren (unterer Ring
der EEG-Haube), und eine geringere Betweenness-Centrality centraler und parieto-
centraler Hirnregionen während motorischer Tätigkeit beobachtet. Möglicherweise
übernimmt der µ-Rhythmus, der in centralen Hirnregionen generiert wird, ähnlich
wie der α-Rhythmus die Funktion, in Abwesenheit einer Aufgabe das funktionel-
le Netzwerk aus verschiedenen kortikalen Hirnregionen zusammenzuhalten. Dies
könnte erklären, warum die Betweenness-Centrality während motorischer Tätigkeit
geringer war.
In nur wenigen Studien wurde die Struktur funktioneller Hirnnetzwerke während
motorischer Tätigkeit analysiert. In [BMLA+06] konnte in aus MEG-Aufzeichnun-
gen konstruierten funktionellen Netzwerken keine signifikanten Unterschiede zwi-
schen netzwerkspezifischen Kenngrößen im Ruhezustand und während einer einfa-
chen motorischen Aufgabe gefunden werden. In [FAC+08b] wurden gerichtete und
gewichtete funktionelle Netzwerke aus EEG-Aufzeichnungen während verschiedener
Phasen der Ausführung einer einfachen Bewegung analysiert. Dabei wurden wäh-
rend der Bewegungsausführung eine erhöhte Anzahl langreichweitiger, aber insbe-
sondere auch kurzreichweitiger Verbindungen beobachtet. Darüber hinaus wurde
die cingulären motorischen Areale als besonders zentral im funktionellen Netzwerk
identifiziert. Jedoch ist aufgrund der deutlich unterschiedlichen Netzwerkkonstruk-
tion aus den EEG-Aufzeichnungen die Vergleichbarkeit von [FAC+08b] mit den hier
vorgestellten Ergebnissen nicht gegeben.
Trotz der Tatsache, dass Lern- und Erinnerungsprozesse auch in tiefergelegenen,
dem Oberflächen-EEG nicht direkt zugänglichen Hirnregionen stattfinden, konnte
gezeigt werden, dass – bei geeigneter Wahl des mittleren Grades k – der Clusterkoef-
fizient während intentionalen Lernens deutlich höhere Werte annimmt als während
der Ruhebedingung und während des inzidentellen Lernens. Die Änderung des Clus-
terkoeffizienten während des inzidentellen Lernens erlaubte sogar eine Vorhersage
auf die spätere Abrufbarkeit des Gelernten. Dabei deutete eine höherere Abwei-
chung des Clusterkoeffizienten auf einen höheren Lernerfolg hin. Die Abweichungen
waren allerdings, wie erwartet, sehr klein (ca. 2 %). Eine Erhöhung des Clusterkoef-
fizienten könnte ein Hinweis auf ein vermehrtes Auftreten kleiner, eng miteinander
verbundener Gruppen von Knoten sein. Eine Identifikation dieser Gruppen mithil-
fe geeigneter Verfahren [BLM+06, BE06, For10] könnte möglicherweise zu neuen
Einsichten in die Funktionsweise des menschlichen Gehirns während Lernprozessen
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führen. Eine Veränderung der mittleren kürzesten Pfadlänge und der Zentralitäts-
maße konnte nicht beobachtet werden.
In der Literatur wurden für Netzwerkkenngrößen in Bezug auf kognitive Prozes-
se unterschiedliche Effekte beschrieben. In [DSL+11] wurde eine Korrelation des
Clusterkoeffizienten funktioneller Hirnnetzwerke aus MEG-Aufzeichnungen im Ru-
hezustand bei geschlossenen Augen mit der kognitiven Leistungsfähigkeit gesunder
männlicher Probanden beschrieben. Für Frauen konnte keine derartige Korrelati-
on gefunden werden. In [MVT+09] wurde ein geringerer Clusterkoeffizient während
der Durchführung einer Rechenaufgabe als während des Ruhezustandes in funktio-
nellen Netzwerke aus EEG-Aufzeichnungen gefunden. In [MPS+06b] wurden zwei
Gruppen von gesunden Probanden unterschiedlicher Intelligenz und Schulbildung
während eines einfachen Tests des Arbeitsgedächtnisses verglichen. Dabei wurde
für die Gruppe mit geringerer Schulbildung ein höherer Clusterkoeffizient und eine
geringere Pfadlänge festgestellt als für die Gruppe mit höherer Schulbildung. Dar-
aus folgerten die Autoren, dass aufgrund der zur Erfüllung der Aufgabe höheren
notwendigen Anstrengung der Gruppe mit geringerer Schulbildung eine eher Small-
World-artige Topologie des funktionellen Netzwerkes notwendig sei. Diese wird von
den Autoren als optimal angesehen. In der hier durchgeführten Studie konnten die
Personen schlechter Wörter einspeichern und wieder abrufen, die während inziden-
tellen Lernens einen geringeren Anstieg oder sogar einen Abfall des Clusterkoeffi-
zienten im Vergleich zur Ruhebedingung aufwiesen. Ob dieser Unterschied zufällig
ist oder das Studiendesign (Vergleich zweier Gruppen im gleichen Zustand bzw.
Vergleich zweier Zustände derselben Gruppe) dafür verantwortlich ist, bedarf wei-
terer Untersuchungen. Auch in [VMS+11] konnte ein Unterschied der netzwerkspe-
zifischen Kenngrößen zwischen Leseaufgaben mit unterschiedlichem Schwierigkeits-
grad bei Kindern mit und ohne Leseschwierigkeiten festgestellt werden. Dabei waren
die globale und die lokale Efficiency – Netzwerkkenngrößen, welche der mittleren
kürzesten Pfadlänge bzw. dem Clusterkoeffizienten ähneln – höher während der
weniger anspruchsvollen Aufgabe. Die unterschiedliche Richtung der Abweichung
des Clusterkoeffizienten bzw. der lokalen Efficiency in den verschiedenen Studien
kann wahrscheinlich auf die verschiedenen verwendeten Netzwerkkonstruktionsre-
geln zurückgeführt werden. Insgesamt können die in diesem Kapitel präsentierten
Ergebnisse als ein weiterer Beleg dafür aufgefasst werden, dass Lernprozesse Netz-
werkphänomene sind, die viele verschiedene Hirnregionen miteinbeziehen. Darüber
hinaus scheint insbesondere der Clusterkoeffizient geeignet zu sein, diese Netzwerk-
phänomene zu charakterisieren. Möglicherweise spiegelt die veränderte Topologie
funktioneller Hirnnetzwerke, wie sie mit netzwerkspezifischen Kenngrößen charak-
terisiert werden kann, aber weniger den kognitiven Prozess an sich wider, sondern
eher die nötige Anstrengung, um eine kognitive Aufgabe auszuführen.
Bei Lernprozessen sind viele Hirnregionen involviert, daher bieten sie sich besonders
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an mit einem Netzwerkansatz beschrieben zu werden. Eine Identifikation besonders
für die Lernprozesse wichtiger Hirnregionen konnte nicht erzielt werden. Möglicher-
weise ist gerade die Teilnahme vieler verschiedener Hirnregionen der Grund dafür,
dass keine Hirnregion in den Vordergrund tritt und sich durch eine deutliche Än-
derung der Zentralität auszeichnet. Ein Prozess, bei dem es eine (oder wenige)
ausgezeichnete Hirnregionen gibt, ist der epileptische Prozess bei fokalen Epilep-
sien. Hier ist bekannt, dass eine Hirnregion, der epileptische Fokus, ausgezeichnet
ist in dem Sinne, dass in ihr die Anfälle beginnen und sie (im Vergleich zu nicht-
epileptischen Gehirnen) auch anatomische Veränderungen aufweist. Im nächsten
Kapitel 6 werden Ergebnisse aus der Analyse der Langzeitvariabilität funktioneller
epileptischer Hirnnetzwerke präsentiert. Die Aufzeichnung neuronaler Aktivtiät mit
implantierten Elektroden erlaubte dabei eine direkte, rauscharme, räumlich hoch-
aufgelöste Messung des epileptischen Fokus. Neben der Frage, wie sich die Struktur
funktioneller Hirnnetzwerke auf langen Zeitskalen ändert, wird dabei auch die Rolle
des epileptischen Fokus im epileptischen Netzwerk untersucht.
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In den vorigen Kapiteln wurde gezeigt, dass Vigilanzzustände, motorische und ko-
gnitive Aufgaben sowie die Epilepsie Einfluss auf die Struktur funktioneller Hirn-
netzwerke haben. Darüber hinaus wurde in verschiedenen Studien gezeigt, dass dies
auch für personenspezifische Faktoren wie genetischen Einflüsse, Alter, Geschlecht
oder auch kognitive Fähigkeiten sowie verschiedene hirnorganische Erkrankungen
gilt (siehe [RPBS07, BB09, BS09, Bas10] für einen Überblick). Bei der Untersu-
chung funktioneller Netzwerke epileptischer Gehirne lag der Schwerpunkt der meis-
ten bisherigen Studien auf der zeitlichen Entwicklung netzwerkspezifischer Kenn-
größen in direkter zeitlicher Nähe zu epileptischen Anfällen. Dabei wurde sowohl bei
fokalen als auch bei primär generalisierten Anfällen eine erhöhte Regularisierung der
Netzwerktopologie während der Anfälle im Vergleich zum Zeitraum direkt vor und
direkt nach dem Anfall beobachtet [WLG06, PBS07, SBH+08, KKK08, PDB+09].
Darüber hinaus wurden auch netzwerkspezifische Kenngrößen in Zeitintervallen un-
tersucht, die nicht in direkter zeitlicher Nähe zu epileptischen Anfällen lagen (siehe
[vDB+09, LZP+10, CVN+10] und auch Kapitel 4). In all diesen Studien wurden
jedoch nur Aufzeichnungen neuronaler Aktivität mit einer Länge von nur einigen
Sekunden bis zu mehreren Minuten analysiert. Über die Entwicklung der Netzwerk-
struktur über einen längeren Zeitraum (Stunden bis Tage) hinweg ist bisher wenig
bekannt.
Frühere Untersuchungen zeigten, dass Veränderungen in der iEEG-Dynamik, die
möglicherweise prädiktiv für einen bevorstehenden Anfall sind, auf deutlich län-
geren Zeitskalen als einige Minuten beobachtet werden können [LE98, SWKD02,
MKA+03, MKR+05, MAEL07, CLP+05, ISP+05, LSN+05, SKC+06, KFL+10]. Da
sich verschiedene physiologische Zustände in der Topologie funktioneller Netzwer-
ke aus Aufnahmen neuronaler Aktivität an der Kopfoberfläche widerspiegeln, wie
in Kapitel 4 und 5 dargestellt, ist zu vermuten, dass die Topologie funktioneller
Netzwerke aus iEEG-Aufnahmen auch durch diese beeinflusst wird. In diesem Ka-
pitel wird nun zum einen der Frage nachgegangen, ob eine zeitaufgelöste Analyse
netzwerk- und knotenspezifischer Kenngrößen die Identifikation eines Zustandes
erlaubt, der auf einen bevorstehenden epileptischen Anfall hinweist. Zum ande-
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ren sollen aber auch physiologische Einflüsse sowie charakteristische Zeitskalen der
Veränderungen der Netzwerkstruktur identifiziert werden. Auch wird überprüft, ob
die direkte rauscharme Aufzeichnung neuronaler Aktivität in für den epileptischen
Prozess relevanten Hirnarealen erlaubt, die Beziehung funktionell zentraler Kno-
ten zum epileptischen Fokus zu untersuchen, und ob sich der epileptische Fokus
durch eine besonders hohe oder niedrige Zentralität auszeichnet. Dazu wird aus
mehrtägigen iEEG-Aufzeichnungen (siehe Kapitel 3.3.3) jeweils eine Reihe zeitlich
aufeinanderfolgender funktioneller Netzwerke konstruiert und ihre Topologie mit-
hilfe netzwerk- und knotenspezifischer Kenngrößen charakterisiert. Ergebnisse aus
diesem Kapitel wurden teilweise bereits in [KEL10] veröffentlicht. Zur besseren
Lesbarkeit werden wie in den vorigen Kapiteln auch die Bezeichnungen Knoten,
Sensoren und Hirnregionen synonym verwendet.
6.1. Netzwerkkonstruktion und -analyse
In diesem Kapitel werden die Daten der Studie 3 analysiert (siehe Kapitel 3.3.3). Da
für eine Lokalisation des epileptischen Fokus nicht-lineare Interaktionsmaße geeig-
neter erscheinen [ACLM11], wurde die Stärke der Interaktionen der mit den einzel-
nen iEEG-Sensoren i und j assoziierten Hirnregionen mithilfe der mittleren Phasen-
kohärenz ρij frequenzadaptiv geschätzt (vgl. Kapitel 2.2.1). Dazu wurden mithilfe
der Hilberttransformation die Phasen aus den 4096 Datenpunkten großen Fenstern
(20,48 s) extrahiert und ρij zwischen allen Sensorpaaren für jedes Fenster f berech-
net. Dabei wurde eine gleitenden Fensterung mit nicht-überlappenden Fenstern
verwendet. Die Wahl der Fenstergröße stellte einen Kompromiss zwischen approxi-
mativer Stationarität der zu analysierenden iEEG-Zeitreihen und ausreichender Da-
tenpunktanzahl zur Bestimmung der mittleren Phasenkohärenz dar [Rie03, Ost08].
Aus den Phasenkohärenzmatrizen wurden binäre BNk- Netzwerke mit festem mitt-
lerem Grad k (k ∈ {3,5,7}) sowie gewichtete WNR-Netzwerke erzeugt (vgl. Ab-
schnitt 2.2.2). Da die iEEGs mit einer unterschiedlichen Anzahl von Sensoren auf-
genommen wurde und daher die resultierenden funktionellen Netzwerke für jeden
Patienten eine unterschiedliche Knotenanzahl aufwiesen, wurden die mittlere kür-
zeste Pfadlänge L und der Clusterkoeffizient C für die binären BNk-Netzwerke
berechnet. Dies machte es möglich, L und C auf die Erwartungswerte der kor-
respondierenden Netzwerkkenngrößen LER und CER von Erdős-Rényi-Netzwerken
mit gleicher Anzahl von Knoten und gleichem mittleren Grad zu normieren und so
zumindest teilweise den Effekt unterschiedlicher Knotenanzahlen zu korrigieren. Die
normierten Größen werden hier als Ln und Cn bezeichnet. Erdős-Rényi-Netzwerke
sind fast immer verbunden, wenn k > ln(N) gilt. Die Anzahl der Knoten N ist
hier vorgegeben durch die Anzahl der Sensoren. Durch die Wahl von k ist diese
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Bedingung hier (zumindest für k ≥ 5) für alle Netzwerke erfüllt. Für die analysier-
ten funktionellen Netzwerke gilt das jedoch nicht. Sie können unter Umständen in
verschiedene Subnetzwerke zerfallen oder einzelne Knoten können isoliert sein. Zu-
sammen mit der Definition von L kann dies zu L < LER und somit zu Ln = LLER < 1
führen. Aufgrund der von Patient zu Patient unterschiedlichen räumlichen Lage der
Sensoren ist ein Vergleich knotenspezifischer Kenngrößen zwischen den Patienten
nicht sinnvoll. Da außerdem, wie in Kapitel 4 gezeigt wurde, gewichtete Netzwerke
geeigneter sind um Unterschiede zwischen epileptischen und nicht-epileptischen Ge-
hirnen aufzulösen, wurden die knotenspezifische Kenngrößen für WNR-Netzwerke
berechnet. Als knotenspezifische Kenngrößen dienten dabei die Degree-Centrality
ZDi , die Closeness-Centrality ZCi und die Betweenness-Centrality ZBi . Für die Un-
tersuchung funktioneller Hirnnetzwerke mit knotenspezifischen Kenngrößen wurden
nur die iEEG-Aufzeichnungen der Patienten verwendet für die eine medizinisch ge-
sicherte Lokalisation des epileptischen Fokus vorausgesetzt werden konnte d. h. der
Patienten, die nach einer erfolgten chirurgischen Entfernung des als Fokus identifi-
zierten Hirnareals anfallsfrei waren.
6.2. Ergebnisse
6.2.1. Netzwerkspezifische Kenngrößen
Im Folgenden werden die Ergebnisse für einen mittleren Grad k = 5 vorgestellt.
Die Ergebnisse für k = 3 und k = 7 waren vergleichbar. In Abbildungen 6.1 und 6.2
ist exemplarisch der Zeitverlauf von Ln und Cn über mehrere Tage für zwei Pati-
enten dargestellt. Beide Netzwerkkenngrößen fluktuierten stark über die Zeit. Der
gleitende Mittelwert deutete jedoch auf eine zeitliche Struktur in den Daten hin,
welche teilweise periodisch erschien, insbesondere für Patient 13. Beide Kenngrößen
nahmen nachts höhere Werte an als tagsüber, teilweise sogar höhere als während
eines Anfalls oder während des Status Epilepticus. Im Folgenden wird zunächst die
zeitliche Entwicklung der Kenngrößen während des Status Epilepticus näher unter-
sucht und danach die zeitliche Entwicklung von Ln und Cn vor fokalen epileptischen
Anfällen analysiert.
Status Epilepticus
Abbildung 6.3 zeigt eine der in Abbildung 6.2 abgebildeten Zeitreihen vor, wäh-
rend und nach einem Status Epilepticus. Der Status Epilepticus begann mit einem
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Abbildung 6.1.:
Zeitlicher Verlauf der Netzwerkkenngrössen Cn und Ln für iEEG-Aufnahmen
eines Patienten (Patient 9, gleitender Mittelwert über 15 Minuten). Die Aufnah-
medauer betrug 94 h, während derer fünf Anfälle auftraten (durch rote vertikale
Linien markiert). Markierungen auf der Abszisse bezeichnen Mitternacht. Unter-
brechungen des Zeitprofils sind auf Aufnahmelücken zurückzuführen.
fokalen, komplex-partiellen Anfall mit einer für diesen Patienten typischen Sympto-
matik. Während des Status Epilepticus gab es zwei Phasen von sekundärer Gene-
ralisierung, d. h. Phasen, in denen der Anfall nicht auf eine Hirnregion beschränkt
blieb, sondern sich auf andere Hirnstrukturen ausbreitete. Während dieser Pha-
sen konnte ein konkaver zeitlicher Verlauf von Ln und Cn beobachtet werden. Ein
solcher Verlauf konnte bereits in [SBH+08] für eine Vielzahl von Anfällen beobach-
tet werden. Im Verlauf des Status Epilepticus wurden verschiedene krampflösende
Medikamente verabreicht, welche allerdings nicht die Entwicklung des Status Epi-
lepticus verhinderten und welche keinen eindeutig sichtbaren Einfluss auf Ln und
Cn hatten. Erst ca. 20 Minuten nach der Gabe von Diazepam zeigten sowohl Ln
als auch Cn einen Anstieg und blieben dann auf einem höheren Niveau als vor
Beginn des Status Epilepticus. Nach Beendigung des Status Epilepticus blieben
Ln und Cn auf diesem Niveau. Beide Kenngrößen reflektierten also Änderungen
der neuronalen Aktivität aufgrund des Status Epilepticus sowie der letzten Me-
dikamentengabe. Ln und Cn deuten dabei auf eine weniger zufällige Struktur des
funktionellen Hirnnetzwerks während des Status Epilepticus hin. Trotzdem waren
die Änderungen von Ln und Cn während des Status Epilepticus klein im Vergleich
zu den Schwankungen in Zeiträumen weit entfernt zu epileptischen Anfällen.
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(a) exemplarischer Zeitverlauf von Cn
(b) exemplarischer Zeitverlauf von Ln
Abbildung 6.2.:
Wie Abbildung 6.1, jedoch für Patient 13 . Die Aufnahmedauer betrug 240 h,
während derer sechs Anfälle und ein Status Epilepticus (hier grau markiert) auf-
traten.
Möglicher Einfluss eines bevorstehenden epileptischen Anfalls
Im Folgenden wird die zeitliche Entwicklung der Netzwerkkenngrößen Ln und Cn
vor einem epileptischen Anfall untersucht. Abbildung 6.4 zeigt als Beispiel eine
Vergrößerung (eine Stunde vor und eine Stunde nach Anfall) der zeitlichen Ent-
wicklungen von Ln und Cn aus Abbildungen 6.1 und 6.2. Da die hier gezeigten
Anfälle weniger als 30 s dauerten, konnten Veränderungen von Ln und Cn aufgrund
von Anfallsaktivität mit den hier verwendeten Fensterlängen von 20,48 s nicht voll-
ständig aufgelöst werden. Für Patient 9 schien der Clusterkoeffizient Cn in den
Minuten vor Anfallsbeginn leicht vermindert, während er für Patient 13 leicht er-
höht erschien. Diese Veränderungen waren jedoch erneut deutlich kleiner als andere
kurz- oder langfristige Veränderungen während der anfallsfreien Zeit. Dasselbe galt
für Ln. Eine visuelle Untersuchung der Daten für alle Anfälle und alle Patienten
ergab die gleichen inkonsistenten Ergebnisse.
Im Folgenden wurden die Verteilungen der Ln- und Cn-Werte aus dem angenomme-
nen präiktalen Zeitintervall von 4 h vor einem Anfall und allen anfallsfreien Inter-
vallen verglichen. Das gewählte Zeitintervall von 4 h beruht auf früheren Untersu-
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Abbildung 6.3.:
Zeitlicher Verlauf der Netzwerkkenngrössen Cn (oben) und Ln (unten) für funk-
tionelle Hirnnetzwerke während eines Status Epilepticus (grau markierter Bereich
in Abbildung 6.2). Die erste rote Linie bezeichnet den elektrographischen Beginn
des anfänglichen komplex-partiellen Anfalls und die zweite rote Linie das En-
de der sekundären Generalisierung wie mit dem iEEG beobachtet. Die dritte
und vierte rote Linie bezeichnen Beginn und Ende eines zweiten Zeitraumes mit
sekundärer tonisch-klonischer Generalisierung. Die fünfte rote Line bezeichnet
den Zeitpunkt, an dem der Status Epilepticus endete. Die Abkürzungen bezeich-
nen Medikamentengaben, in chronologischer Reihenfolge: LZP, Lorazepam (1 mg
Tablette); PHT, Phenytoin (750 mg intravenös); DZP, Diazepam (Tropfen äqui-
valent zu 10 mg)
chungen in denen mögliche Vorboten eines Anfalls bis zu mehreren Stunden vor ei-
nem Anfall beobachtet wurden [SWKD02, MKA+03, MKR+05, MAEL07, CLP+05,
ISP+05, LSN+05, SKC+06, KFL+10]. Das anfallsfreie Intervall wurde hier so de-
finiert, dass es alle Daten ausserhalb der präiktalen Zeiträume und der Zeiträume
bis zu einer Stunde nach dem Anfall beinhaltete. Mit diesen Auswahlkriterien re-
duzierte sich die Gesamtanzahl der analysierten Anfälle auf 45. In Abbildung 6.5
sind exemplarisch die präiktalen Verteilungen Fp und die interiktalen Verteilungen
F i der Netzwerkkenngrößen für zwei Patienten gezeigt. Sowohl Ln und Cn nahmen
für Patient 9 während der präiktalen Zeiträumen eher höhere Werte an als während
der interiktalen Zeiträume. Für Patient 13 war allerdings das Gegenteil der Fall.
Bei der Analyse der Daten aller Patienten wurden nur geringe (bis zu 8 %) Ab-
weichung der Mediane C˜p und L˜p der präiktalen Verteilungen Fp(Cn) und Fp(Ln)
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(a)
(b)
Abbildung 6.4.:
Exemplarische Zeitverläufe von Clusterkoeffizient Cn und mittlerer kürzester
Pfadlänge Ln um einen Anfall herum für zwei Patienten (a: Patient 9, b: Pa-
tient 13).
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Abbildung 6.5.:
Beispielhafte Häufigkeitsverteilungen F i (durchgezogene Linie) und Fp (gestri-
chelte Linie) für zwei Patienten von Cn und Ln für das präiktale (p) und das
anfallsfreie (interiktale) Intervall (i) (oben: Patient 9, unten: Patient 13).
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(b) (L˜i − L˜p)/L˜i
Abbildung 6.6.:
Relative Abweichung der Mediane C˜p und L˜p der netzwerkspezifischen Kenngrö-
ßen Cn und Ln während des präiktalen Intervalls von den Medianen C˜i und L˜i
der netzwerkspezifischen Kenngrößen während des interiktalen Intervall für alle
Patienten.
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von den Medianen C˜i und L˜i der interiktalen Verteilungen F i(Cn) und F i(Ln) be-
obachtet (vgl. Abbildung 6.6). Dennoch waren die Unterschiede zwischen C˜p und
C˜i in 11 von 13 Patienten statistisch signifikant (p < 0,05; Mann-Whitney-U-Test).
Darüber hinaus konnten statistisch signifikante Veränderungen von Ln im präik-
talen Intervall bei 9 von 13 Patienten beobachtet werden. Für sechs Patienten galt
C˜p > C˜i und für sieben Patienten L˜p > L˜i. Wurden statt eines präiktalen Inter-
vall von 4 h kleinere Zeiträume von 0,5 bis 2 Stunden angenommen, so änderte
sich das Gesamtbild nur unwesentlich. Für die meisten Patienten galt auch für kür-
zer angenommene präiktale Intervalle L˜p > L˜i. Für den Clusterkoeffizienten waren
die Ergebnisse weniger einheitlich (siehe Tabellen 6.1 und 6.2 für eine vollständige
Übersicht). Die beobachteten Veränderungen könnten, sofern sie kein statistisches
Artefakt sind, somit möglicherweise auf einen Verlust von funktionell langreichwei-
tigen Verbindungen innerhalb des präiktalen Zeitraumes hindeuten.
Möglicher Einfluss von Tagesrhythmen
Es wurde bereits erwähnt, dass der zeitliche Verlauf von mittlerer kürzester Pfad-
länge Ln und Clusterkoeffizient Cn teilweise eine periodische Struktur aufzuweisen
scheint (vgl. Abbildungen 6.1 und 6.2). Im Folgenden wird nun näher untersucht, ob
diese Periodizität auf Tagesrhythmen zurückzuführen ist. Dazu wurden die iEEG-
Aufnahmen aufgeteilt in Daten, die nachts (22 bis 6 Uhr) und welche, die tagsüber
(6 bis 22 Uhr) aufgenommen wurden. In Abbildung 6.7 sind beispielhaft die Ver-
teilungen der Netzwerkkenngrössen tagsüber F t und nachts Fn für zwei Patienten
gezeigt. Unterschiede zwischen Cn und Ln während dieser Zeiträume waren ausge-
prägter als zwischen prä- und interiktalen Intervallen. Beide Netzwerkkenngrössen
wiesen nachts tendenziell höhere Werte auf. Die Untersuchung aller Patienten zeig-
te, dass die Mediane C˜n und C˜t der Verteilungen Fn(Cn) bzw. F t(Cn) für alle
Patienten bis auf einen unterschiedlich waren (p < 0,05; Mann-Whitney-U-Test).
Dabei war für 11 Patienten C˜n > C˜t (vgl. Abbildung 6.8). Darüber hinaus konnten
für alle Patienten statistisch signifikante Unterschiede zwischen den Medianen L˜n
und L˜t der Verteilungen Fn(Ln) bzw. F t(Ln) gefunden werden (p < 0,05; Mann-
Whitney-U-Test). Dabei war bei neun Patienten L˜n > L˜t und in vier Fällen L˜n < L˜t
(vgl. Abbildung 6.8). Dies deutet auf eine zunehmende Regularisierung der funk-
tionellen Netzwerktopologie in der Nacht hin.
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Abbildung 6.7.:
Beispielhafte Häufigkeitsverteilungen F t (durchgezogene Linie, Tag) und Fn (ge-
strichelte Linie, Nacht) von Cn und Ln für zwei Patienten (oben: Patient 9, unten:
Patient 13).
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Abbildung 6.8.:
Relative Abweichung der Mediane C˜n und L˜n der netzwerkspezifischen Kenngrö-
ßen Cn und Ln während der Nacht von den Medianen C˜t und L˜t der netzwerk-
spezifischer Kenngrößen tagsüber für alle Patienten.
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Abbildung 6.9.:
Schätzer der spektralen Leistungsdichte der zeitlichen Entwicklung von Cluster-
koeffizient Cn (links) und mittlere kürzester Pfadlänge Ln (rechts) für zwei Pati-
enten (oben: Patient 9, unten: Patient 13). Kleine Bilder zeigen eine vergrößerte
Ansicht für Periodendauern bis 35 h.
Zeitskalen der Veränderungen netzwerkspezifischer Kenngrößen
Es gibt eine Vielzahl physiologischer und pathophysiologischer Faktoren, die die
Netzwerktopologie funktioneller Netzwerke von Epilepsiepatienten beeinflussen
könnten. Neben den hier bereits untersuchten Einflüssen eines (bevorstehenden)
epileptischen Anfalls und Tagesrhythmen zählen auch Veränderungen der antiepi-
leptischen Medikation oder kognitive Prozesse dazu (siehe dazu auch Kapitel 5). All
diese Faktoren können zu der beobachteten hohen Variabilität der netzwerkspezifi-
schen Kenngrößen beitragen. Die verschiedenen Prozesse finden auf verschiedenen
Zeitskalen statt – von wenigen Sekunden bis hin zu mehreren Tagen. Um den Bei-
trag der verschiedenen Zeitskalen zu der beobachteten Variabilität von Ln und Cn zu
untersuchen, wurde die spektrale Leistungsdichte der ungeglätteten Zeitreihen von
Ln und Cn mithilfe des Lomb-Scargle-Periodogramms geschätzt [PFTV89]. In Ab-
bildung 6.9 sind exemplarisch die geschätzten Leistungsdichten der Zeitreihen, die
in Abbildungen 6.1 und 6.2 gezeigt wurden, dargestellt. Für sowohl Ln als auch Cn
gab es einen großen Beitrag von Prozessen, die sich auf Zeitskalen von einigen zehn
Stunden abspielten, und nur einen geringen Beitrag von Prozessen mit Zeitskalen
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Abbildung 6.10.:
Mittlere Schätzer der spektralen Leistungsdichte der zeitlichen Entwicklung von
Clusterkoeffizient Cn (links) und mittlerer kürzester Pfadlänge Ln (rechts) für
alle Patienten. Da aufgrund unterschiedlicher Aufnahmedauern die spektralen
Leistungsdichten von verschiedenen Patienten ein unterschiedliches Frequenzbin-
ning aufwiesen, wurden zunächst die normalisierten Schätzungen der spektralen
Leistungsdichten (Fläche unter der Kurve beträgt 1) mithilfe von B-splines inter-
poliert und dann mit einer Frequenzauflösung von 5× 10−7 Hz gemittelt. Kleine
Bilder zeigen eine vergrößerte Ansicht für Periodendauern bis 35 h.
von weniger als 30 Minuten. Für die Mehrheit der Patienten konnte ein hoher Peak
im Bereich zwischen 20 und 30 Stunden beobachtet werden. Eine Mittelung über
die normalisierten Leistungsdichteschätzungen aller Patienten zeigte einen starken
Beitrag rund um 24 Stunden mit geringer ausgeprägten Beiträgen bei den subhar-
monischen Perioden von 12 und 8 Stunden (siehe Abbildung 6.10). Dies legt nahe,
dass ein großer Teil der zeitlichen Variabilität von mittlerer kürzester Pfadlänge Ln
und Clusterkoeffizient Cn möglicherweise auf Prozesse zurückzuführen ist, die auf
Zeitskalen von einigen Stunden bis Tagen stattfinden. Möglicherweise gibt es einen
großen Beitrag von Tagesrhythmen.
6.2.2. Knotenspezifische Kenngrößen
In den Abbildungen 6.11 bis 6.13 sind beispielhaft die Zeitverläufe der Zentrali-
tätsmaße über mehrere Tage für einen Patienten dargestellt. Eine schematische
Darstellung der Elektrodenlage und eine Erläuterung der Sensorbezeichnungen ist
in Abbildung 3.11 zu finden. Wie bereits bei der Analyse von EEG- und MEG-
Aufzeichnungen zeigten Degree- und Closeness-Centrality einen ähnlichen Zeitver-
lauf. Daher werden im Folgenden lediglich die Ergebnisse zur Degree-Centrality ge-
zeigt. Abbildungen, die die Closeness-Centrality zeigen, finden sich in Anhang A.3.
Deutlich wird, dass trotz zeitlicher Variabilität einige Sensoren die meiste Zeit eine
114
6.2. Ergebnisse
Abbildung 6.11.:
Beispielhafter zeitlicher Verlauf der Degree-Centrality ZDi für Patient 13 (gleiten-
der Mittelwert über 15 Minuten). Die beiden senkrechten Striche kennzeichnen
Beginn und Ende eines Status Epilepticus. iEEG-Sensoren, die neuronale Akti-
vität fokaler Hirnregionen messen sind rot markiert.
Abbildung 6.12.: Wie Abbildung 6.11, jedoch für die Closeness-Centrality ZCi .
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Abbildung 6.13.:
Wie Abbildung 6.11, jedoch für die Betweenness-Centrality ZBi .
hohe Zentralität aufwiesen, während andere die meiste Zeit eine geringe Zentralität
aufwiesen. Einige Sensoren, wie z. B. TBAL1 und TL02, die neuronale Aktivität
derselben Hirnstruktur messen, zeigten teilweise eine periodisch-scheinende Ände-
rung der Zentralität. Insbesondere fällt eine deutliche Änderung aller untersuchten
Zentralitätsmaße für mehrere iEEG-Sensoren im Zeitraum des Status Epilepticus
auf, den dieser Patient erlitt. In den Abbildungen 6.14 und 6.15 ist eine Vergröße-
rung des Zeitverlaufs von Degree- und Betweenness-Centrality auf einen Zeitraum
rund um den Status Epilepticus dargestellt. Die Degree- und Closeness-Centrality
der Sensoren GLA4 bis GLA8 sowie die der direkt benachtbarten Sensoren GLB4
bis GLB8 nahm während des anfänglich komplex-partiellen Anfalls deutlich ab.
Die Werte für Degree- und Closeness-Centrality blieben im Verlauf des Status Epi-
lepticus gering und nehmen erst zu einem Zeitpunkt wieder zu, an dem auch eine
langsame Normalisierung des iEEGs zu beobachten war. Zu dem Zeitpunkt, zu dem
das iEEG wieder normale Aktivität aufwies, nahmen auch Degree- und Closeness-
Centrality in etwa die gleichen Werte wie vor Beginn des Status Epilepticus an. Ein
umgekehrter Verlauf mit niedrigen Werten für Degree- und Closeness-Centrality vor
Beginn des Status Epilepticus und hohen Werten während des Status Epilepticus
ließ sich für die Sensoren TL01 und TL02 beobachten. Allerdings blieben die Werte
für Degree-Centrality und Closeness-Centrality auch nach der Beendigung des Sta-
tus Epilepticus unverändert hoch. Die Sensoren TL03 bis TL08, welche im bzw. in
der Nähe des epileptischen Fokus lagen, wiesen vor Beginn des Status Epilepticus
hohe Werte der Degree- und Closeness-Centrality auf, zu Beginn des anfänglichen
komplex-partiellen Anfalls blieben Degree- und Closeness-Centrality unverändert
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hoch, dann aber wurden die Werte geringer, bis sie kurz vor der zweiten Phase mit
tonisch-klonischer Generalisierung wieder anstiegen. Kurz vor Ende dieser Phase
nahmen die Werte wieder ab und blieben während des restlichen Verlaufs des Sta-
tus Epilepticus, bis auf einen kurzen Anstieg nach der Gabe von Diazepam, und
auch darüber hinaus gering. Insgesamt zeigten fast alle iEEG-Sensoren im Verlauf
des Status Epilepticus eine Veränderung der Betweenness-Centrality zu dem einen
oder anderem Zeitpunkt. Die am deutlichsten ausgeprägte Veränderung war, dass
die Betweenness-Centrality der auf der Gitterelektrode gelegenen Sensoren GLA3,
GLA4, GLB3, GLB4, GLC1, GLC2, und GLD1, GLD2 vor und nach Ende des Sta-
tus Epilepticus gering war, aber im Verlauf des Status Epilepticus höhere Werte an-
nahm. Die Sensoren TL01 und TL02 wiesen zu Beginn und während des ersten Teils
des Status Epilepticus (bis ca. 23 Uhr) geringe Werte der Betweenness-Centrality
auf, ab ca. 23 Uhr konnte eine erhöhte Betweenness-Centrality beobachtet werden,
die dann abfiel um im Zuge der Normalisierung des iEEGs erneut anzusteigen.
Bei der visuellen Inspektion des Zeitverlaufs von Degree-, Closeness- und Bet-
weenness-Centrality wurde beobachtet, dass Werte hoher Zentralität auf bestimmte
Hirnstrukturen beschränkt waren. In Abbildungen 6.16 und 6.17 sind die Verteilun-
gen von Degree-Centrality und Betweenness-Centrality für die einzelnen Sensoren
im anfallsfreien Intervall als Boxplot dargestellt. Sensoren, die im epileptischen
Fokus lagen, hatten keine deutlich höheren oder geringeren Werte von Degree-,
Closeness- oder Betweenness-Centrality im Vergleich zu anderen Sensoren. Teilwei-
se spiegelten die Werte der Zentralitätsmaße die räumliche Anordnung der Sensoren
wider. So wurde für beide Patienten, deren Zentralitätsmaße in Abbildungen 6.16
und 6.17 gezeigt werden, die Struktur der Gitterelektrode (und damit der unterlie-
genden anatomischen und funktionellen Strukturen) auf die Zentralitätsmaße der
entsprechenden Sensoren abgebildet. Beispielsweise haben für Patient 9 die Senso-
ren, die über dem Motorkortex liegen (GRE8, GRF8, GRG8) eine deutlich höhere
Zentralität, als die in derselben Reihe liegenden Sensoren (GRA8, GRB8, GRC8
und GRD8) (siehe Abbildung 6.16). Auch auch auf die Zentralitätsmaße der Tiefen-
elektroden konnte ein Einfluss der Sensorplatzierung beobachtet werden. So wiesen
für Patient 9 beispielsweise die Sensoren TR03 und TR04 eine geringere Zentrali-
tät auf als die anderen Sensoren derselben Tiefenelektrode (siehe Abbildung 6.16).
Dieser Patient hatte, in Zusammenhang mit der Erkrankung, einen verkleinerten
Hippokampus. Dadurch lagen möglicherweise nicht alle Sensoren der Tiefenelektro-
de in hippokampalen Strukturen, sondern teilweise außerhalb, z. B. im entorhina-
len Kortex oder im Marklager (weiße Hirnmasse bestehend aus Nervenfasern). In
ähnlicher Weise hatten für Patient 13 die Sensoren TL09 und TL10 eine geringe-
re Degree-, Closeness- und Betweenness-Centrality als die benachbarten Sensoren
TL04 bis TL08 (siehe Abbildung 6.17). Dabei lagen die Sensoren TL04 bis TL08
im Hippocampus und die Sensoren TL09 und TL10 außerhalb.
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Abbildung 6.14.:
Zeitlicher Verlauf der Degree-Centrality ZDi für funktionelle Hirnnetzwerke von
Patient 13 während des Status Epilepticus. Die erste hellblaue Linie bezeich-
net den im iEEG erkennbaren Beginn (elektrographischer Beginn) des anfäng-
lichen komplex-partiellen Anfalls und die zweite hellblaue Linie das Ende der
sekundären Generalisierung wie mit dem iEEG beobachtet. Die dritte und vierte
hellblaue Linie bezeichnen Beginn und Ende eines zweiten Zeitraumes mit se-
kundärer tonisch-klonischer Generalisierung. Die fünfte hellblaue Line bezeichnet
den Zeitpunkt, an dem der Status Epilepticus beendet war. Die orangen Linien
kennzeichnen Medikamentengaben, in chronologischer Reihenfolge: LZP, Lora-
zepam (1 mg Tablette); PHT, Phenytoin (750 mg intravenös); DZP, Diazepam
(Tropfen äquivalent zu 10 mg). iEEG-Sensoren, die neuronale Aktivität fokaler
Hirnregionen messen sind rot markiert.
Im Folgenden wird überprüft, ob es eine Änderung der Zentralitätsmaße einzel-
ner Hirnregionen vor Anfällen gibt. Dazu wurden zunächst die Medianwerte Z˜Di,
Z˜Ci, bzw. Z˜Bi der Degree-Centrality ZDi , der Closeness-Centrality ZCi und der
Betweenness-Centrality ZBi im Voranfalls- und anfallsfreiem Intervall für jeden
Knoten i gebildet. Die Veränderung der Degree-Centrality vom anfallsfreien zum
Voranfallsintervall kann nun wie folgt quantifiziert werden
(∆ZDi )P/I =
(Z˜DPi − Z˜D
I
i )
0,5(Z˜DPi + Z˜D
I
i )
. (6.1)
Dabei bezeichnet Z˜DPi den Median von ZDi im präiktalen und Z˜D
I
i den Median im
interiktalen Intervall. Für Closeness-Centrality und Betweenness-Centrality kann
die Veränderung (∆ZCi )P/I bzw. (∆ZBi )P/I vom präiktalen zum interiktalen In-
tervall analog quantifiziert werden. In Abbildungen 6.18 und 6.19 sind beispielhaft
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Abbildung 6.15.:
Wie Abbildung 6.14, jedoch für die Betweenness-Centrality ZBi .
Veränderungen der Zentralitätsmaße (∆ZDi )P/I und (∆ZBi )P/I für je zwei Patienten
dargestellt. Dabei zeigt sich, dass der Unterschied der Mediane der Betweenness-
Centrality zwischen prä- und interiktalen Intervallen mit bis zu 200% deutlich höher
waren als die Unterschiede der Mediane von Degree- und Closeness-Centrality mit
maximal 25%. Die Unterschiede der Mediane (∆ZDi )P/I und (∆ZCi )P/I von Degree-
und Closeness-Centrality waren für beide Patienten im Wesentlichen identisch. Für
Patienten 9 war (∆ZDi )P/I für fast alle mit dem epileptischen Fokus assoziierten Sen-
soren positiv. Dies bedeutet, dass die Degree-Centrality vor einem Anfall zunahm
(vgl. Abbildung 6.18). Das gleiche galt für viele der Sensoren, die in Hirnregionen
angrenzend zum epileptischen Fokus lagen, mit Ausnahme der Sensoren GRH6-8,
GRC2-3 und GRD2. Sensoren, die nicht im oder in der Nähe des epileptischen
Fokus lagen wiesen in vielen Fällen im präiktalen Intervall eine geringere Degree-
Centrality auf. Dies galt insbesondere für alle Sensoren der Tiefenelektrode und die
Sensoren GRA1, GRA6, GRB1 und GRB8 der Gitterelektrode. Die Betweenness-
Centrality fokaler Sensoren nahm, im Gegensatz zur Degree-Centrality, im präik-
talen Intervall (bis auf die Sensoren GRE5 und GRG8) ab (vgl. Abbildung 6.18).
Für Sensoren, die in zum epileptischen Fokus benachbarten Hirnregionen lagen,
konnte keine einheitliche Tendenz beobachtet werden. Die grössten Änderungen der
Betweenness-Centrality vor einem Anfall wurde mit den Sensoren GRA5 und TR04
beobachtet. Z˜BGRA5 und Z˜BTR04 waren im präiktalen Intervall deutlich höher als im
interiktalen Intervall. Für Patient 13 war sowohl der Median der Degree-Centrality
Z˜D
P
i als auch der Betweenness-Centrality Z˜B
P
i der fokalen Kanäle im präiktalen
Intervall höher als Z˜DIi bzw. Z˜B
I
i (vgl.Abbildung 6.19) . Das gleiche galt für die
Sensoren TL04-05 und TL08-10, die in direkter Nachbarschaft zu fokalen Hirnre-
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(a)
(b)
Abbildung 6.16.:
Exemplarische Verteilung der Degree-Centrality ZD und der Betweenness-
Centrality ZB im anfallsfreien Intervall für Patient 9 (Boxplotdarstellung). iEEG-
Sensoren, die neuronale Aktivität fokaler Hirnregionen messen sind rot markiert,
iEEG-Sensoren, die neuronale Aktivität von Hirnregionen angrenzend an den
epileptischen Fokus messen, grün. Sensoren, deren Name mit GR beginnt, ge-
hören zu einer Gitterelektrode, Sensoren, deren Name mit TR beginnt zur einer
Tiefenelektrode. Die waagerechten Striche kennzeichnen die Mediane, die Boxen
das erste bzw. dritte Quartil. Die Fehlerbalken erstrecken sich bis zum Minimum
bzw. Maximum der Verteilung, aber maximal bis zum 1,5-fachen des Interquar-
tilabstandes. Ausreißer sind mit Kreisen gekennzeichnet, sie machen nur ca. 1%
oder weniger der Werte aus.
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(a)
(b)
Abbildung 6.17.:
Wie Abbildung 6.16, jedoch für Patient 13. Sensoren, deren Name mit GL be-
ginnt, gehören zu einer Gitterelektrode, Sensoren, deren Name mit TB beginnt,
zu Streifenelektroden und Sensoren, deren Name mit TL beginnt, zu einer Tie-
fenelektrode.
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(a)
(b)
Abbildung 6.18.:
Unterschiede der Mediane des prä- und interiktalen Intervalls (∆ZDi )P/I und
(∆ZBi )P/I für Patient 9. iEEG-Sensoren, die neuronale Aktivität fokaler Hirnre-
gionen messen, sind rot markiert, iEEG-Sensoren, die neuronale Aktivität von
Hirnregionen angrenzend an den epileptischen Fokus messen, grün.
gionen lagen. Für weitere Sensoren, die in dem Fokus benachbarten Hirnregionen
lagen (wie beispielsweise TL01, TL02) wurde ein geringerer Median der Degree-
und Betweenness-Centrality im präiktalen im Vergleich zum interiktalen Intervall
beobachtet. Die höchste Änderung der Degree-Centrality im präiktalen Intervall
im Vergleich zum interiktalen Intervall wurde für Sensor GLA8 beobachtet. Für die
Betweenness-Centrality wurde die größte Änderung für Sensor GLD7 beobachtet.
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(a)
(b)
Abbildung 6.19.:
Unterschiede der Mediane des prä- und interiktalen Intervalls (∆ZDi )P/I und
(∆ZBi )P/I für Patient 13. iEEG-Sensoren, die neuronale Aktivität fokaler Hirn-
regionen messen, sind rot markiert, iEEG-Sensoren, die neuronale Aktivität von
Hirnregionen angrenzend an den epileptischen Fokus messen, grün.
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In Abbildung 6.20 sind Mittelwerte und Standardabweichungen von (∆ZDi )P/I und
(∆ZBi )P/I über alle Sensoren, die in fokalen Hirnregionen lagen, über alle Sensoren,
die Hirnregionen benachbart zum Fokus lagen, sowie über alle anderen Sensoren auf-
getragen. Die Standardabweichung war in fast allen Fällen sehr hoch und spiegelt
wider, dass die Änderungen über Sensoren hinweg oft sehr unterschiedlich waren.
Insgesamt schienen Sensoren, die im epileptischen Fokus lagen, im präiktalen In-
tervall eher eine geringere Zentralität aufzuweisen. Auch für Sensoren, die im zum
Fokus benachbarten Hirnregionen lagen, konnte tendenziell eine geringere Degree-
und Closeness-Centrality vor Anfällen beobachtet werden. Für die Betweenness-
Centrality konnte dies nur für einen Patienten beobachtet werden, während für 5
Patienten vor dem Anfall eine höhere Betweenness-Centrality in zum Fokus be-
nachbarten Sensoren beobachtet wurde. Die Änderungen vor einem Anfall waren
im Mittel für Sensoren, die in einiger räumlicher Entfernung zum Fokus lagen, we-
niger ausgeprägt als für Sensoren, die im Fokus oder in direkter räumlicher Nach-
barschaft lagen. Dies ist auf die Mittelung über verhältnismäßig viele Sensoren in
unterschiedlichen Hirnstrukturen zurückzuführen, da die Abweichungen (∆ZDi )P/I
und (∆ZBi )P/I einzelner Sensoren in einiger räumlicher Entfernung zum Fokus sich
nicht von denen derjeniger Sensoren unterschieden, die im Fokus oder in direkter
räumlicher Nachbarschaft lagen (vgl. auch Abbildungen 6.18 und 6.19).
6.3. Zusammenfassung und Diskussion
In diesem Kapitel wurde das Langzeitverhalten der Struktur funktioneller Netzwer-
ke, konstruiert aus mehrere Tage dauernden iEEG-Aufzeichnungen, von 13 Epilep-
siepatienten untersucht. Bei der zeitlich aufgelösten Analyse der funktionellen Netz-
werke mithilfe der mittleren kürzesten Pfadlänge Ln sowie des Clusterkoeffizienten
Cn wurde eine hohe zeitliche Variabilität dieser Netzwerkkenngrößen beobachtet.
Im Vergleich zu Zeiträumen kurz vor und kurz nach einem Anfall wurde während
eines Anfalls in früheren Studien eine regulärere, geordnetere Struktur funktioneller
Hirnnetzwerke beobachtet [WLG06, PBS07, PDB+09, KKK08, SBH+08]. Mit der
Beschreibung der zeitlichen Entwicklung der mittleren kürzesten Pfadlänge Ln und
des Clusterkoeffizienten Cn während eines Status Epilepticus wurden diese Studi-
en hier erweitert. Insbesondere mit Cn, aber zu einem geringeren Anteil auch mit
Ln konnten dabei Veränderungen beobachtet werden, die mit pathophysiologischen
Veränderungen neuronaler Aktivität sowie ihrer Veränderung durch krampflösende
Medikamente in Verbindung gebracht werden konnten. Beide Netzwerkkenngrö-
ßen nahmen während der Phasen sekundärer tonisch-klonischer Generalisierungen
höhere Werte an. Dies weist auf eine regulärere, geordnetere Struktur des funktio-
nellen Netzwerks während des Status Epilepticus hin. Diese Regularisierung nahm
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(a)
(b)
Abbildung 6.20.:
Mittelwerte und Standardabweichung über (∆ZDi )P/I (a) und (∆ZBi )P/I (b) für
Sensoren in fokalen Regionen (rot), in Regionen benachbart zum Fokus(grün)
und die anderen Sensoren (schwarz). Bei Patient 10 lag lediglich ein Sensor im
Fokus, daher ist keine Standardabweichung angegeben.
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nach der Gabe von Diazepam, die dann letztendlich zur Beendigung des Status
Epilepticus führte, sogar noch zu. Frühere Studien gaben Hinweise darauf, dass ei-
ne erhöhte Synchronisation ein wichtiger Mechanismus ist, um Anfälle zu beenden
[SSKW05, SEL07, SLEL07, SBH+08]. Möglicherweise könnte dieses Synchronisa-
tionsphänomen von einer Regularisierung großer Neuronenverbände begleitet sein
(siehe auch [PDB+09]). Jedoch nahmen im Mittel sowohl Cn als Ln selbst während
der andauernden Anfallsaktivität – im Vergleich mit dem Zeitraum direkt vor Be-
ginn des Status Epilepticus – nur mäßig erhöhte Werte an und die Werte beider
Netzwerkkenngrößen lagen im selben Wertebereich wie im interiktalen Intervall.
In früheren Studien [PBS07, PDB+09, KKK08, SBH+08] wurden netzwerkspezfi-
sche Kenngrößen funktioneller Hirnnetzwerke während epileptischer Anfälle mit
denen ausgewählter interiktaler Aufzeichnungen neuronaler Aktivität oder Auf-
zeichnungen direkt vor einem Anfall verglichen. Während dieser meist weniger als
eine Minute dauernden Aufzeichnungen anfallsfreier Perioden wurde eine zufälli-
gere Netzwerkstruktur im Vergleich zu Perioden mit Anfallsaktivität beobachtet.
Einige Autoren vermuten, dass diese Netzwerkstruktur die Entstehung eines epilep-
tischen Anfalls fördert [PBS07, PDB+09]. In diesem Kapitel wurde anhand von 45
epileptischen Anfällen retrospektiv überprüft, ob der Übergang vom anfallsfreien
Intervall zu einem Voranfallszustand aus dem zeitlichen Verlauf von Cn und Ln
detektiert werden kann. Unter der Annahme eines präiktalen Zustandes mit einer
Dauer zwischen 30 Minuten und 4 Stunden wurden die Zeitreihen in prä- und in-
teriktale Intervalle unterteilt und die Häufigkeitsverteilungen von Cn und Ln der
prä- und interiktalen Perioden miteinander verglichen. Die Mediane von Cn und Ln
innerhalb der präiktalen Periode wichen nur geringfügig von denen der interiktalen
ab. Je nach Patient nahmen beide Netzwerkkenngrößen vor einem Anfall im Ver-
gleich zum interiktalen Intervall höhere oder niedrigere Werte an. Aufgrund dieser
inkonsistenten Ergebnisse wurde auf eine detailiertere statististische Analyse um
einen Voranfallszustand nachzuweisen verzichtet, wie sie z. B. in [ACEM09] (und
Zitationen darin) gefordert wird. Aufgrund der hier erzielten Ergebnisse kann die
Vermutung, dass eine zufälligere Netzwerkstruktur die Entstehung eines epilepti-
schen Anfalls begünstigt, weder untermauert noch verworfen werden. Jedoch weisen
sie auf einen Verlust an langreichweitigen Verbindungen vor einem Anfall hin.
Zusätzlich zu den Unterschieden netzwerkspezifischer Kenngrößen zwischen prä-
und interiktalen Intervallen wurde beobachtet, dass insbesondere Cn, aber in einem
geringerem Maß auch Ln, nachts signifikant höhere Werte annahm als tagsüber. Da
für die hier analysierten iEEG-Aufzeichnungen keine Zuordnung zu Schlafphasen
vorhanden war, konnten diese Ergebnisse nicht mit Schlaf oder sogar Schlafpha-
sen korreliert werden. Darüber hinaus ist der Schlaf-Wach-Rhythmus von Patien-
ten während der prächirurgischen Abklärung u. a. aufgrund von Schlafentzug zur
Anfallsprovokation oder einer erhöhten Anfallshäufigkeit nicht stabil. Trotz dieser
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störenden Faktoren sind diese Ergebnisse zu großen Teilen in Übereinstimmung mit
denen in [FRB+07, FRB+08] erzielten. In diesen beiden Studien wurden funktionelle
Netzwerke aus Oberflächen-EEGs während verschiedener Schlafphasen untersucht
und während des Nicht-REM-Schlafes wurde eine regulärere Netzwerkstruktur als
während der Wachphasen beobachtet.
Mithilfe von Leistungsdichteschätzungen der Zeitreihen von Cn und Ln konnte ge-
zeigt werden, dass Prozesse, die auf Zeitskalen von einigen zehn Stunden stattfinden
(hauptsächlich Tagesrhythmen), am meisten zur zeitlichen Variabilität der netz-
werkspezifischen Kenngrößen beitragen. Für einige Patienten konnten Beiträge von
Prozessen auf Zeitskalen länger als ein Tag identifiziert werden. Möglicherweise hän-
gen diese mit der Reduktion der antiepileptischen Medikation zusammen. Prozesse,
die auf kürzeren Zeitskalen stattfinden (einige zehn Sekunden bis zu wenigen Stun-
den) trugen nur zu einem deutlich geringeren Teil zur zeitlichen Variabilität von Cn
und Ln bei. Auf diesen kürzeren Zeitskalen können allerdings wichtige Charakte-
ristika des epileptischen Prozesses, wie Anfälle mit und ohne klinischen Symptome,
mögliche Anfallsvorboten, interiktale epileptiforme Aktivität mit niederfrequenten
Oszillationen oder auch Wechselwirkungen des epileptischen Prozesses mit physio-
logischen Prozessen beobachtet werden. Daher sollten in zukünftigen Studien, in
denen eine Beschreibung der Dynamik epileptischer Gehirne mit netzwerktheore-
tischen Methoden angestrebt wird, Prozesse, die sich auf längeren Zeitskalen ab-
spielen, als mögliche Störfaktoren berücksichtigt werden. Möglicherweise kann der
Einfluss solcher Prozesse durch geeignete Filtermethoden reduziert werden. Dies
ist insbesondere für die Anfallsdetektion und Anfallsprädiktion wichtig um falsche
Detektionen bzw. Prädiktionen zu vermeiden (vgl. auch [SWM+06]).
Die Zentralitätsmaße Degree-, Closeness- und Betweenness-Centrality spiegelten in
einem hohen Maße die räumliche Anordnung der Sensoren wider. Die Beobachtung
von Wilke et al. dass besonders zentrale Hirnregionen mit dem anfallsgenerierenden
Areal koinzidieren, konnte damit nicht bestätigt werden [WWH11]. Der beobach-
tete Trend zur Abnahme der Degree-, Closeness- und Betweenness-Centrality fo-
kaler und zum Fokus benachbarten Hirnregionen vor einem Anfall lässt vermuten,
dass die Zentralität des epileptischen Fokus im präiktalen Intervall im Vergleich
zum interiktalen Intervall abnimmt. Dabei war die Veränderung der Betweenness-
Centrality deutlicher ausgeprägt als die von Degree- und Closeness-Centrality. Al-
lerdings konnte diese Abnahme nicht bei allen Patienten und nicht für alle fokalen
Hirnregionen beobachtet werden.
Zusammengefasst zeigten die mittlere kürzeste Pfadlänge und der Clusterkoeffizient
funktioneller Hirnnetzwerke von Patienten mit fokaler Epilepsie eine große zeitliche
Variabilität. Diese Variabilität konnte zu einem großem Teil auf Tagesrhythmen
zurückgeführt werden. Relevante Aspekte des epileptischen Prozesses trugen hinge-
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gen nur wenig bei. Degree-, Closeness- und Betweenness-Centrality waren wesentlich
vom räumlichen Abtasten der neuronalen Aktivität bestimmt. Ob die beobachtete
Abnahme der Zentralität im präiktalen Intervall auf mangelnde Statistik zurück-
zuführen ist und inwieweit eine Veränderung der Zentralität vor einem Anfall von
der untersuchten Hirnregion, der Anzahl und der Position der Sensoren oder der
Lage des epileptischen Fokus abhängt, bleibt zu untersuchen.
In Kapitel 4 wurden bereits Auswirkungen der Netzwerkkonstruktion und der
Schätzung der Interaktionsstärke auf netzwerkspezifische Kenngrößen ausführlich
untersucht und diskutiert. Die dabei identifizierten Problematiken gelten auch für
die hier analysierten funktionellen Netzwerke aus iEEG-Aufzeichnungen. Bei iEEG-
Aufzeichnungen sind die Sensoren jedoch nicht wie bei EEG- und annähernd auch
bei MEG-Sensoren nach einem bestimmten Schema an der Kopfoberfläche ange-
bracht, sondern befinden sich bei jedem Patienten aufgrund klinischer Anforde-
rungen in unterschiedlichen Hirnregionen. Aus der Tatsache, dass sich die Senso-
ranordnung in den Zentralitätsmaßen von Hirnnetzwerken aus iEEG-Aufnahmen
widerspiegelt, ergibt sich, neben den in Kapitel 4 diskutierten Einfluss der räum-
lichen Auflösung, ein weiterer Hinweis auf die Bedeutsamkeit der Knotendefiniti-
on in funktionellen Hirnnetzwerken. In verschiedenen Studien konnten Hinweise
auf einen Zusammenhang zwischen anatomischen Verbindungen von Hirnregionen
(struktureller Konnektivität), wie sie mit verschiedenen Methoden der Magnetreso-
nanztomographie beobachtet werden können, und Korrelationen zwischen BOLD-
Zeitreihen (funktionelle Konnektivität) gefunden werden (für einen Überblick siehe
[HTS10]). Auch bei der Untersuchung von Synchronisationsphänomen in Netzwer-
ken aus Phasenoszillatoren und chaotischen Oszillatoren wurden Beziehungen zwi-
schen struktureller und funktioneller Zentralität beobachtet [Grü10, Sto11]. Dies
deutet darauf hin, dass die Zentralität einer Hirnregion auch immer von der Kno-
tendefinition im funktionellen Netzwerk sowie der Auswahl der Hirnregionen, die in
das funktionelle Netzwerk mit einbezogen werden, abhängig ist. Damit ist ein Ver-
gleich der Topologie funktioneller Netzwerken, deren Knoten verschieden definiert
werden, nur eingeschränkt sinnvoll. Ein möglicher Ausweg könnte die Verwendung
von Patientenkollektiven sein, die über ähnliche Elektrodenlagen verfügen um den
Einfluss von Anatomie und Elektrodenlage sowie der Einfluss des epileptischen Fo-
kus auf die Zentralitäten besser zu trennen.
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Mithilfe funktioneller Netzwerke können die Wechselwirkungen zwischen verschie-
denen Subsystemen eines komplexen, dynamischen Systems beschrieben werden.
Die Abbildung eines natürlichen Systems auf ein Netzwerk ist jedoch nicht ein-
deutig. Deshalb wurde im Rahmen dieser Arbeit am Beispiel des menschlichen
Gehirns untersucht, wie sich eine spezielle Wahl von Konstruktionsverfahren auf
die Struktur der resultierenden Netzwerke auswirkt. Aus Zeitreihen neuronaler Ak-
tivität während verschiedener physiologischer und pathophysiologischer Zustände
wurden funktionelle Netzwerke konstruiert und ihre Struktur analysiert. Dabei lag
der Schwerpunkt auf der Untersuchung der Auswirkungen einer speziellen Wahl von
Verfahren zur Messung neuronaler Aktivität, zur Schätzung der Interaktionsstärken
und zur Abbildung der Interaktionsstärken auf die Kanten des resultierenden Netz-
werks auf netzwerk- und knotenspezifische Kenngrößen . Darüber hinaus wurde der
Ansatz, Wechselwirkungen zwischen Hirnregionen mithilfe funktioneller Netzwerke
zu beschreiben, auf Fragestellungen aus dem Bereich der Epilepsie- und Kogniti-
onsforschung angewandt.
Um ein natürliches System als Netzwerk zu beschreiben, ist es zunächst notwen-
dig, die Knoten und Kanten des Netzwerks zu bestimmen [But09]. Der Netzwerk-
beschreibung liegt die Annahme zu Grunde, dass das zu untersuchende System
aus von einander trennbaren Subsystemen besteht. Darüber hinaus sind in der
Netzwerkbeschreibung, so wie sie in dieser Arbeit verwendet wurde, alle Knoten
oder Subsysteme gleichartig und unterscheiden sich nur durch ihre Verbindungen.
Bei der Konstruktion funktioneller Netzwerke aus Zeitreihen werden die Knoten
durch die Auswahl der Observablen bestimmt. So repräsentieren die Knoten die
Hirnregionen, deren neuronale Aktivität gemessen wurde. Dies führt dazu, dass
die der Netzwerkbeschreibung zugrundeliegende Annahme von einander trennbarer
Subsysteme verletzt ist. Schon der Begriff Hirnregion ist nicht genau definiert. Es
existieren verschiedene Einteilungen des menschlichen Gehirns in anatomisch oder
funktionell abgrenzbare Regionen und die Topologie des strukturellen Netzwerks,
bestehend aus Hirnregionen und Nervenfasern, ist abhängig von der Definition der
Hirnregionen [ZFH+10]. Die in dieser Arbeit verwendeten Methoden zur Messung
neuronaler Aktivität, die Elektroenzephalographie und die Magnetoenzephalogra-
phie, haben ein unterschiedliches räumliches Auflösungsvermögen. Möglicherweise
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trägt dieses zu den beobachteten Unterschieden netzwerk- und knotenspezifischer
Kenngrößen zwischen funktionellen Netzwerken aus EEG- und MEG-Zeitreihen bei.
Darüber hinaus werden bei der Elektro- und Magnetoenzephalographie die Sen-
soren in gleichmäßigem Abstand angeordnet. Insbesondere beim MEG entspricht
dies aber nicht notwendigerweise der anatomischen Einteilung, die überdies bei
jedem Menschen unterschiedlich sein kann [Ioa07]. Dadurch ist es möglich, dass
die neuronale Aktivität einiger anatomischer Regionen mehrmals gemessen wird,
während die Aktivität anderer anatomischer Regionen nicht oder nur unzureichend
gemessen wird. Auswirkungen inadäquenten räumlichen Abtastens auf die Struk-
tur der resultierenden funktionellen Netzwerke sind bisher nur teilweise untersucht
worden. Bekannt ist, dass eine Messung des gleichen Subsystems durch mehre-
ren Sensoren dazu führen kann, dass die Zeitreihen dieser Sensoren hoch korre-
liert erscheinen und damit ein erhöhter Clusterkoeffizienten bei gleichbleibender
mittlerer kürzester Pfadlänge bestimmt wird [BHL10]. In neuerer Zeit wurden An-
sätze entwickelt, Abhängigkeiten der Zeitreihen beider Systeme voneinander auf-
grund identischer Signalanteile und aufgrund „wahrer“ Interaktion zu unterscheiden
[NBW+04, SND07]. Diese beruhen im Wesentlichen auf einer Zeitskalenseparation
zwischen gemeinsam anliegenden und weitergeleiteten Informationen. Die Eignung
dieser Verfahren für die Analyse von Interaktionen zwischen dynamischen Syste-
men mit einem Netzwerkansatz bleibt zu überprüfen. Besonders deutlich wurde in
dieser Arbeit ein Einfluss räumlichen Abtastens für Netzwerke aus intrakraniellen
EEGs, bei denen nur die Aktivität einiger – nach medizinischen Gesichtspunkten
ausgewählter – Hirnregionen gemessen wurde. Aufgrund des räumlichen Abtastens
wurde die neuronale Aktivität mancher Hirnstrukturen von mehreren Sensoren er-
fasst. Die mit diesen Sensoren assoziierten Knoten wiesen eine ähnliche Zentralität
auf. Ein Auflösung weiterer Substrukturen gelang nicht. Ein adäquates Erfassen von
Knoten und Kanten ist nicht nur für Netzwerke von Hirnregionen von Bedeutung,
sondern auch für weitere empirisch erfasste Systeme, die mit dem Netzwerkansatz
beschrieben werden [LKJ06, BHL10, YLYK07, BCK06, But09]. Beispiele solcher
Systeme sind Verbände miteinander kommunizierender Neurone [GPL+11], sozia-
le Netzwerke [CV03, BCK06], das internationale Flugnetzwerk [GBG08] und das
Internet [LKJ06, YLYK07, VBD+07].
Die Kanten funktioneller Netzwerke sollen die Interaktionen zwischen jeweils zwei
Subsystemen repräsentieren. Dazu wurde in dieser Arbeit zunächst die Stärke der
Interaktionen mithilfe des Korrelationskoeffizienten, als Beispiel für ein amplitu-
denbasiertes, lineares Maß, und die mittleren Phasenkohärenz, als Beispiel für ein
phasenbasiertes, nicht-lineares Maß, verwendet. Es konnte gezeigt werden, dass die
Struktur der resultierenden funktionellen Netzwerke nicht wesentlich von der Wahl
des Interaktionsmaßes abhing. Mit bivariaten Interaktionsmaßen, darunter auch
mit den in dieser Arbeit verwendeten, kann nicht unterschieden werden, ob zwei
Subsysteme direkt miteinander wechselwirken oder ob die Wechselwirkung über
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ein drittes vermittelt wird. Aus der multivariaten Zeitreihenanalyse sind Ansät-
ze bekannt, die – wenn Zeitreihen aller an der indirekten Interaktion beteiligten
Subsysteme vorliegen – direkte von indirekten Interaktionen unterscheiden können.
Diese beruhen im Wesentlichen auf einer Partialanalyse bestimmter Eigenschaf-
ten, wie der Phase [SWD+06, NRT+10] oder des Informationsgehalts [VKM09]
der einzelnen Systeme. Für die Konstruktion funktioneller Netzwerke kann dies
ein sinnvoller Ansatz sein, um beispielsweise eine fälschliche Erhöhung des Clus-
terkoeffizienten, der den Anteil von Dreiecksstrukturen bestimmt, zu vermeiden.
Korrelationskoeffizient und mittlere Phasenkohärenz charakterisieren die Interak-
tionsstärke und somit sind die mit ihnen konstruierten Netzwerke ungerichtet. In
neuerer Zeit wurden auch Maße zur Schätzung einer Interaktionsrichtung entwi-
ckelt [PQB05, LBH+09, CA09, SB09, WAL+10, MKWL11]. Diese basieren im We-
sentlichen auf dem Ansatz von Granger [Gra69]: Eine kausale Beziehung zwischen
zwei Systemen besteht dann, wenn die Dynamik eines Systems besser vorhergesagt
werden kann, wenn nicht nur Informationen über die zeitliche Entwicklung in der
Vergangenheit dieses einen Systems verwendet werden, sondern auch Informationen
über die vergangene zeitliche Entwicklung des anderen Systems. Mit diesen Ansät-
zen ist eine Konstruktion gerichteter funktioneller Netzwerke möglich, allerdings
erfordert die Charakterisierung der Struktur gerichteter Netzwerke andere Ansätze
als die ungerichteter.
Die Konstruktion von Kanten aus den gemessenen paarweisen Interaktionsstärken
zwischen den Subsystemen ist nicht eindeutig. Prinzipiell kann zwischen zwei Klas-
sen von Transferfunktionen unterschieden werden. Zum einen diejenigen, die mit-
hilfe eines Schwellenwertverfahrens die Interaktionsstärke auf ein binäres Netzwerk
abbilden und zum anderen diejenigen, die die Interaktionsstärken auf ein gewich-
tetes Netzwerk abbilden. Wenn relevante Änderungen der Interaktionsstärken in
der Nähe des Schwellenwertes auftreten, führt die Verwendung eines Schwellenwer-
tes zu einer Verschärfung des Kontrasts. Wenn allerdings relevante Änderungen
der Interaktionsstärken nicht dazu führen, dass vormals nicht existierende Kanten
existieren (oder umgekehrt), dann führt die Verwendung eines Schwellenwertes zu
einem Informationsverlust. In dieser Arbeit wurden beide Phänomene beobachtet.
So war eine Unterscheidung der beiden Vigilanzzustände „Augen auf“ und „Augen
zu“ besser mit binären Netzwerken möglich, während eine Differenzierung zwischen
epileptischen und nicht-epileptischen Gehirnen besser mit gewichteten Netzwer-
ken gelang. Zusammen mit der erhöhten mittleren Interaktionsstärke ist dies, ein
Hinweis darauf, dass während geschlossener Augen vormals schwache Interaktio-
nen, deutlich stärker werden. Der Unterschied zwischen epileptischen und nicht-
epileptischen Gehirnen scheint eher in den verschiedenen Interaktionsstärken weit
weg von dem gewählten Schwellenwert zu bestehen. Allerdings hingen die Unter-
schiede in knotenspezifischen Kenngrößen weniger stark von der Darstellung als
binäres oder gewichtetes Netzwerks ab. Möglicherweise führt die Mittelung über
131
7. Diskussion und Ausblick
das gesamte Netzwerk bei der Berechnung netzwerkspezifischer Kenngrößen zu ei-
ner verminderten Sensitivität auf lokale Unterschiede in der Netzwerkstruktur. Die
verschiedenen Eigenschaften der Kanten in einem Netzwerk, beispielsweise die Kan-
tenanzahl oder die Kantengewichtsverteilung [BLM+06, AL11], können einen Ein-
fluss auf netzwerk- und knotenspezifische Kenngrößen haben. Deshalb sollte bei der
speziellen Wahl einer Transferfunktion, neben der grundsätzlichen Überlegung ob
eine gewichtetes oder ein binäres Netzwerk besser zur Beschreibung des Systems
geeignet ist, auch berücksichtigt werden, welche Eigenschaften der Kanten in den
resultierenden Netzwerken vorgegeben werden sollen.
In dieser Arbeit wurde zur Charakterisierung der Netzwerkstruktur die netzwerk-
spezifischen Kenngrößen mittlere kürzeste Pfadlänge und Clusterkoeffizient sowie
die knotenspezifischen Kenngrößen Degree Centrality, Closeness Centrality und
Betweenness Centrality verwendet. Sowohl der epileptische Prozess im anfallsfreien
Intervall als Beispiel für einen pathophysiologischen Prozess als auch physiologische
Prozesse wie Vigilanzzustände, Motorik, Tag-Nacht-Rhythmen und mit Lernen as-
soziierte kognitive Prozesse spiegelten sich in der Struktur funktioneller Netzwerke
wider. Die gemessene neuronale Aktivität kann auch von tiefergelegenen Hirnregio-
nen, deren neuronale Aktivität nicht direkt gemessen wurde, beeinflusst sein und
damit indirekt doch erfasst werden. Netzwerkspezifische Kenngrößen erlaubten auch
eine Charakterisierung von Prozessen, deren neuronale Aktivität teilweise nur indi-
rekt gemessen werden konnte, wie den epileptischen Prozess oder kognitive Prozesse.
Für eine sinnvolle Charakterisierung funktioneller Netzwerke mit knotenspezifischen
Kenngrößen war jedoch eine direkte Messung der Dynamik des zu untersuchen-
den Prozesses notwendig. Zur Charakterisierung der Netzwerkstruktur wurden eine
Vielzahl weiterer Kenngrößen vorgeschlagen [AB02, New03, BLM+06]. Beispielswei-
se kann neben der Zentralität von Knoten, wie in dieser Arbeit, auch die Zentralität
von Kanten bestimmt werden [BLM+06]. Darüber hinaus können Subgruppen von
stark zusammenhängenden Knoten, in der Literatur auch als Cohesive Subgroups,
Cliquen, Cluster, Communities oder Module bezeichnet [BLM+06, For10], identi-
fiziert [BE06, For10] und der Grad der Aufsplittung in Subgruppen quantifiziert
werden [Fre79, BE06, New06].
Die Kanten in funktionellen Netzwerken repräsentieren die Wechselwirkungen zwi-
schen Subsystemen. Hirnregionen, die Subsysteme in funktionellen Hirnnetzwerken,
sind jedoch auch eingebettet in einen dreidimensionalen Raum. Strukturelle Verbin-
dungen zwischen Hirnregionen, über die die Wechselwirkungen vermittelt werden„
sind damit physikalischen und biologischen Beschränkungen unterworfen [Spo11].
Damit kann das funktionelle – ebenso wie das strukturelle – Netzwerk als ein räum-
liches Netzwerk [Bar11, Eva10] aufgefasst werden. Eine Einbeziehung dieser Be-
schränkungen könnte zu einer verbesserten Beschreibung funktioneller Netzwerke
und zu einem vertieften Verständnis ihrer Struktur führen.
132
Trotz aller zuvor diskutierten Einflussfaktoren konnte in dieser Arbeit gezeigt wer-
den, dass der Ansatz, Wechselwirkungen zwischen Hirnregionen als funktionelles
Netzwerk zu beschreiben, zu sinnvollen Ergebnissen führen kann. Der als Ruheakti-
vität des visuellen bzw. des motorischen Systems verstandene α- bzw. µ-Rhythmus
spiegelte sich einem höheren Clusterkoeffizienten und einer höheren mittleren kür-
zesten Pfadlänge wider. Darüber hinaus konnte auch eine erhöhte Betweenness
Centrality sowie eine verringerte Degree und Closeness Centrality des visuellen
bzw. des motorischen Kortex während des Auftretens von α- bzw. µ-Rhythmus
beobachtet werden. Dies deutet auf eine eher gitterartige Struktur des funktionel-
len Netzwerks und auf eine veränderte Rolle der mit dem α- bzw. µ-Rhythmus
assozierten Hirnregionen hin. Ebenfalls konnte ein Einfluss kognitiver Prozesse auf
netzwerkspezifische Kenngrößen nachgewiesen werden. Dabei deutete ein höherer
Clusterkoeffizient während expliziten Lernens einer Wortliste auf eine höhere An-
zahl später erinnerter Wörter hin. Auch der epileptische Prozess spiegelte sich in
netzwerkspezifischen Kenngrößen, vor allem in der mittleren kürzesten Pfadlänge,
wider. Dabei war die mittlere kürzester Pfadlänge in epileptischen Gehirnen höher
als in nicht-epileptischen. Bei der Untersuchung der Langzeitvariabilität funktio-
neller Netzwerke epileptischer Gehirne wurde allerdings deutlich, dass netzwerk-
spezifische Kenngrößen nicht nur den epileptischen Prozess, sondern auch eine Rei-
he weiterer physiologischer Prozesse, v. a. Tag-Nacht-Rhythmen, widerspiegelten.
Dabei war der Einfluss physiologischer Prozesse sogar größer als der eines Status
Epilepticus. Einen Zusammenhang zwischen besonders zentralen oder dezentralen
Hirnregionen mit dem epileptischen Fokus konnte nicht beobachtet werden. Bei
funktionellen Netzwerken aus Aufzeichnungen neuronaler Aktivität an der Kopf-
oberfläche könnte dies an der nicht adäquaten Messung neuronaler Aktivtät des
epileptischen Fokus liegen. Zentralitätsmäße in funktionellen Netzwerken aus intra-
kraniellen Elektroden waren hingegen teilweise von der räumlichen Erfassung der
neuronalen Aktivitität beeinflusst. Damit ist eine Beschreibung der Dynamik des
epileptischen Prozesses mit Zentralitätsmaßen nur eingeschränkt möglich. Ein mög-
liche Verbesserung könnte durch das Zusammenfassen von Knoten mit ähnlichen
funktionellen Eigenschaften zu einem Knoten gegeben sein, z. B. mit Methoden
des hierarchischen Clusterns [For10]. Eine andere Möglichkeit ist Vorwissen über
anatomische Strukturen mit einzubringen. Dies wird bereits bei der Analyse von
Aufnahmen neuronaler Aktivität mithilfe der (funktionellen) Magnetresonanzto-
mographie angewandt [TMLP+02, ZFH+10].
In dieser Arbeit wurde erstmalig umfassend untersucht, inwieweit sich die Wahl
einer speziellen Mess- oder Analysemethode auf die Struktur der resultierenden
funktionellen Netzwerke auswirkt. Die dabei gewonnenen Erkenntnisse können und
sollen Anstoß sein, weiterführende Untersuchungen der einzelner Analyseschritte
durchzuführen, verbesserte und neue Verfahren zur Netzwerkkonstruktion und zur
Netzwerkcharakterisierung zu entwickeln. Die Beschreibung komplexer dynamischer
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Systeme mit einem Netzwerkansatz, unter Berücksichtung der in dieser Arbeit ge-
fundenen Einflussfaktoren, verspricht eine bessere Charakterisierung und ein tiefe-
res Verständnis dieser Systeme.
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A. Anhang
A.1. Mittlere Interaktionsstärke
Der Synchronisationsindex S ist die mittlere Interaktionsstärke, d. h. der über alle
Sensorpaare i und j (i 6= j) gemittelte Wert der mittleren Phasenkohärenz ρij bzw.
des Korrelationskoeffizienten γij. Beispielhaft sind in den Abbildungen A.1a, A.2a
und A.3a Zeitverläufe von S dargestellt. Mit S aus EEG-Aufzeichnungen konnte
für die Kontrollperson ein deutlicher Unterschied zwischen beiden Vigilanzzustän-
den beobachtet werden. Dabei war S während der Augen-zu-Bedingung höher als
während der Augen-auf-Bedingung. Der Unterschied war mit der Durchschnittsre-
ferenz besonders deutlich. Auch für den Patienten konnte ein höherer Wert für S
während der Augen-zu-Bedingung für EEG-Aufzeichnungen mit der Durchschnitts-
referenz beobachtet werden, allerdings nicht mit der Mastoidreferenz. Für MEG-
Aufzeichnungen war weder für den Patienten noch für die Kontrollperson ein Un-
terschied zwischen den Vigilanzzuständen sichtbar.
Auch das Gruppenmittel S war für beide Gruppen, abhängig vom gewählten Fre-
quenzband, während der Augen-zu-Bedingung höher als während der Augen-auf-
Bedingung für EEG-Aufzeichnungen. Dieser Effekt war für die Durchschnittsrefe-
renz deutlich als für die Mastoidreferenz. Im einzelnen war S während der Augen-
Zu-Bedingung mit I(γ), I(ρ), I(ϑ), I(α), I(β1) und I(β2) für die Durchschnittsrefe-
renz und mit I(β1) und I(β2) für die Mastoidreferenz erhöht. Ein niedriger Wert für
S wurde mit I(δ) und I(ϑ) (nur Mastoidreferenz) beobachtet. Ein niedriger Wert
für S während der Augen-zu-Bedingung konnte auch für MEG-Aufzeichnungen mit
I(δ) beobachtet werden. Mit I(α) (Patientengruppe) und mit I(β1) (Kontrollgruppe)
war S erhöht. Eine erhöhte Synchronisation während der Augen-zu-Bedingung ent-
spricht der Erwartung, dass sich der α-Rhythmus in einer erhöhten Synchronisation
der Hirnregionen ausdrückt, die den α-Rhythmus generieren. Da der α-Rhythmus
ein lokales Phänomen ist (in der Art, dass er im Wesentlichen auf einige Regionen
am Hinterkopf beschränkt ist), ist zu vermuten, dass das Synchronisationsniveau,
wie es mit mittlerer Phasenkohärenz und Korrelationskoeffizient geschätzt wird,
auch nur in einem Teil der Sensorkombinationen erhöht ist. Im Mittel über alle
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(a) Exemplarischer zeitlicher Verlauf des Synchronisationsindex S, berech-
net aus der mittleren Phasenkohärenz mit Phasenextraktion via Hilbert-
transformation, für einen Patienten (gestrichelte Line) und eine Kontroll-
person (durchgezogene Linie).
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(b) Gruppenmittelwerte, links für die Augen-auf-Bedingung, rechts für die
Augen-zu-Bedingung. Signifikante Differenzen zwischen Patienten- und Kon-
trollgruppe sind mit einem Stern gekennzeichnet (Mann-Whitney-U-Test,
p < 0,05).
Abbildung A.1.:
Synchronisationsindex S für EEG-Aufzeichnungen mit Mastoidreferenz.
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(a) Exemplarischer zeitlicher Verlauf des Synchronisationsindex S, berech-
net aus der mittleren Phasenkohärenz mit Phasenextraktion via Hilbert-
transformation, für einen Patienten (gestrichelte Line) und eine Kontroll-
person (durchgezogene Linie).
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(b) Gruppenmittelwerte, links für die Augen-auf-Bedingung, rechts für die
Augen-zu-Bedingung. Signifikante Differenzen zwischen Patienten- und Kon-
trollgruppe sind mit einem Stern gekennzeichnet (Mann-Whitney-U-Test,
p < 0,05).
Abbildung A.2.:
Synchronisationsindex S für EEG-Aufzeichnungen mit Durchschnittsreferenz.
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(a) Exemplarischer zeitlicher Verlauf des Synchronisationsindex S, berech-
net aus der mittleren Phasenkohärenz mit Phasenextraktion via Hilbert-
transformation, für einen Patienten (gestrichelte Line) und einer Kontroll-
person (durchgezogene Linie).
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I(γ) I(ρ) I(δ) I(ϑ) I(α) I(β1) I(β2)
S- Kontrollgruppe
Patientengruppe
 0.2
 0.3
 0.4
I(γ) I(ρ) I(δ) I(ϑ) I(α) I(β1) I(β2)
S-
*
(b) Gruppenmittelwerte, links für die Augen-auf-Bedingung, rechts für die
Augen-zu-Bedingung. Signifikante Differenzen zwischen Patienten- und Kon-
trollgruppe sind mit einem Stern gekennzeichnet (Mann-Whitney-U-Test,
p < 0,05).
Abbildung A.3.: Synchronisationsindex S für MEG-Aufzeichnungen.
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Sensorkombinationen ist dieser Effekt, dann möglicherweise nicht mehr nachweis-
bar. Die Wahl der EEG-Referenz ist für die Beobachtung des α-Rhythmus von
Bedeutung. So ist bei der Durchschnittsreferenz der α-Rhythmus oft auch in den
frontalen Elektroden zu beobachten [Zsc02]. Dadurch wird aus dem räumlich be-
grenzten Effekt ein globaler Effekt, der mit fast allen EEG-Sensoren beobachtet
werden kann. Dies könnte dazu beitragen, dass ein erhöhtes Synchronisationsni-
veau leichter zu detektieren ist.
Ein Vergleich des Synchronisationsniveaus für Patienten- und Kontrollgruppe er-
gab, dass unabhängig vom Vigilanzzustand S aus EEG-Aufzeichnungen für die
Patientengruppe höher war. Insbesondere galt dies für I(γ), I(ρ) und I(δ) (vgl.
Abbildungen A.1b und A.2b). Dies ist im Einklang mit frühere Studien, die
über eine erhöhte Interaktionsstärke oder ein erhöhtes Synchronisationsniveau
in Hirnregionen, die mit dem epileptischen Fokus assoziiert waren, berichten
[MLDE00, PKHŠ01, BL06, OMSL07, SCE+07, BBP+07, OMSP08, WHS+10]. Da-
bei wurden allerdings tiefergelegene Hirnstrukturen untersucht.
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A.2. Einfluss des Konstruktionsprozesses auf
funktionelle Netzwerke
A.2.1. Vigilanzzustände
Netzwerkspezifische Kenngrößen
I(γ) I(ρ) I(δ) I(ϑ) I(α) I(β1) I(β2)
〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉
Kontrollgruppe
WNs zu zu auf zu zu zu
BNk=3 zu auf zu auf auf auf auf zu auf zu
BNk=4 zu zu auf auf zu zu
BNk=5 zu zu zu zu zu zu
BNk=6 zu zu zu zu zu zu zu
BNk=7 zu zu zu zu zu zu zu zu zu zu zu zu
BNc zu zu zu zu zu zu zu z
Patientengruppe
WNs zu zu zu zu zu
BNk=3 zu zu auf zu auf zu
BNk=4 zu zu zu zu zu
BNk=5 zu zu zu zu zu zu zu
BNk=6 zu zu zu zu zu zu
BNk=7 zu zu zu zu zu zu zu zu
BNc zu zu zu zu zu zu zu
Tabelle A.1.:
Zusammenfassung der Ergebnisse aus der Schätzung des Cluster Koeffizienten
C und der mittleren kürzesten Pfadlänge L für verschiedene Netzwerktypen, In-
teraktionsmaße und Frequenzbänder für EEG-Aufnahmen mit der physikalischen
Referenz (rechter Mastoid). Die Einträge geben an, ob signifikant höhere Wer-
te (Wilcoxon-Paardifferenzentest, p < 0,05) für die Augen auf (auf ) - oder die
Augen zu (zu)- Bedingung beobachtet wurden.
I(γ) I(ρ) I(δ) I(ϑ) I(α) I(β1) I(β2)
〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉
Kontrollgruppe
WNs zu zu zu zu zu zu zu zu zu zu zu
BNk=3 zu auf zu auf zu auf auf zu zu auf
BNk=4 zu auf zu auf zu auf auf zu zu auf
BNk=5 zu auf zu auf zu auf zu zu zu auf
BNk=6 zu zu zu auf zu zu zu
BNk=7 zu zu auf zu zu zu
BNc zu zu zu zu zu zu zu zu
Patientengruppe
WNs zu zu zu zu zu zu zu zu
BNk=3 zu zu zu
BNk=4 zu zu zu zu
BNk=5 zu zu auf zu zu
BNk=6 zu zu zu zu zu
BNk=7 zu zu zu zu
BNc zu zu zu zu zu zu zu
Tabelle A.2.:
Wie Tabelle A.1, nur für Netzwerke aus EEG-Aufnahmen mit Durchschnittsre-
ferenz.
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I(γ) I(ρ) I(δ) I(ϑ) I(α) I(β1) I(β2)
〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉
Kontrollgruppe
WNs auf
BNk=5 auf
BNk=10 auf auf auf auf auf
BNk=15 auf auf auf
BNk=20 auf auf auf
BNc auf
Patientengruppe
WNs zu zu zu
BNk=5 auf auf
BNk=10 auf auf auf auf
BNk=15 auf auf auf auf
BNk=20 auf auf auf auf
BNc
Tabelle A.3.: Wie Tabelle A.1, nur für Netzwerke aus MEG-Aufnahmen.
Knotenspezifische Kenngrößen
(a) (b) (c)
Abbildung A.4.:
Mittelwert der Differenzen ∆ZCzwischen Augen-zu- und Augen-auf-Bedingung
über die Kontrollgruppe. Die WNR-Netzwerke wurden mit I(ρ) aus aus EEG-
Aufzeichnungen mit Mastoidreferenz (links), mit Durchschnittsreferenz (Mitte)
und MEG-Aufzeichnungen (rechts) konstruiert.
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(a) I(ρ) (b) I(γ)
(c) I(δ) (d) I(α)
Abbildung A.5.:
Mittelwert der Differenzen ∆ZC zwischen Augen-zu- und Augen-auf-Bedingung
über die Kontrollgruppe.WNR-Netzwerke wurden mit der Kreuzkorrelation (b)
sowie mit der mittleren Phasenkohärenz aus frequenzadaptiv (a) sowie frequenz-
selektiv extrahierten Phasen ((c) und (d)) aus EEG-Aufzeichnungen mit Mas-
toidreferenz erstellt.
(a) WNO (b) WNR (c) BNk=5
Abbildung A.6.:
Mittelwert der Differenzen ∆ZC zwischen Augen-zu- und Augen-auf-Bedingung
über die Kontrollgruppe. Mit aus der Hilberttransformation extrahierten Phasen
aus EEG-Aufzeichnungen mit Mastoidreferenz wurde die mittlere Phasenkohä-
renz berechnet und WNO- (links) WNR- (Mitte) und BNk=5-Netzwerke (rechts)
berechnet.
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A.2.2. Epileptischer Prozess
Netzwerkspezifische Kenngrößen
I(γ) I(ρ) I(δ) I(ϑ) I(α) I(β1) I(β2)
〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉
Augen-zu-Bedingung
WNs PG PG PG PG
BNk=3
BNk=4
BNk=5
BNk=6
BNk=7
BNc
Augen-auf-Bedingung
WNs PG PG PG PG PG PG
BNk=3 KG KG KG KG KG
BNk=4
BNk=5
BNk=6
BNk=7
BNc
Tabelle A.4.:
Zusammenfassung der Ergebnisse aus der Schätzung des Cluster Koeffizienten
C und der mittleren kürzesten Pfadlänge L für verschiedene Netzwerktypen, In-
teraktionsmaße und Frequenzbänder für EEG-Aufnahmen mit der physikalischen
Referenz (rechter Mastoid). Die Einträge geben an, ob signifikant höhere Werte
(p < 0,05) für die Patienten- (PG) oder die Kontrollgruppe (KG) beobachtet
wurden.
I(γ) I(ρ) I(δ) I(ϑ) I(α) I(β1) I(β2)
〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉
Augen-zu-Bedingung
WNs PG PG PG PG PG
BNk=3 PG
BNk=4 PG
BNk=5 PG
BNk=6
BNk=7
BNc PG PG
Augen-auf-Bedingung
WNs PG PG PG PG PG
BNk=3
BNk=4 PG
BNk=5 PG
BNk=6 PG
BNk=7
BNc PG PG
Tabelle A.5.:
Wie Tabelle A.4, nur für Netzwerke aus EEG-Aufnahmen mit Durchschnittsre-
ferenz.
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I(γ) I(ρ) I(δ) I(ϑ) I(α) I(β1) I(β2)
〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉 〈L〉 〈C〉
Augen-zu Bedingung
WNs PG
BNk=5 KG
BNk=10
BNk=15 PG
BNk=20 KG PG PG PG
BNc KG
Augen-auf Bedingung
WNs PG
BNk=5
BNk=10
BNk=15 PG PG PG
BNk=20 PG PG PG
BNc KG KG
Tabelle A.6.:
Wie Tabelle A.4, nur für Netzwerke aus EEG-Aufnahmen mit Durchschnittsre-
ferenz.
Knotenspezifische Kenngrößen
(a) Patient 1 (b) Patient 11
Abbildung A.7.:
Exemplarische Darstellung wenig zentraler (schwarz) und sehr zentraler (weiss)
Knoten im Sinne der Closeness-Centrality ZC in WNR-Netzwerken aus EEG-Auf-
zeichnungen mit Mastoidreferenz im δ-Band während der Augen-auf-Bedigung
für zwei Patienten. Die übrigen Farben sind darstellungsbedingt. Der Fokus von
Patient 1 lag in der parieto-okzipitalen Regionen der linken Hemisphäre, der von
Patient 11 in der parieto-centralen Region der rechten Hemisphäre.
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A.3. Langzeitverhalten epileptischer Netzwerke
Abbildung A.8.:
Zeitlicher Verlauf von ZC für funktionelle Hirnnetzwerke von Patient 13 wäh-
rend des Status Epilepticus. Die erste hellblaue Linie bezeichnet den elektro-
graphischen Beginn des anfänglichen komplex-partiellen Anfalls und die zweite
hellblaue Linie das Ende der sekundären Generalisierung wie mit dem iEEG be-
obachtet. Die dritte und vierte hellblaue Linie bezeichnen Beginn und Ende eines
zweiten Zeitraumes mit sekundärer tonisch-klonischer Generalisierung. Die fünfte
hellblaue Line bezeichnet den Zeitpunkt, an dem der Status Epilepticus beendet
war. Die orangen Linien kennzeichnen Medikamentengaben, in chronologischer
Reihenfolge wurden LZP, Lorazepam (1 mg Tablette); PHT, Phenytoin (750 mg
intravenös); DZP, Diazepam (Tropfen äquivalent zu 10 mg).
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Abbildung A.9.:
Boxplotdarstellung der Closeness-Centrality ZC im interiktalen Intervall für Pati-
ent 9. iEEG-Sensoren, die neuronale Aktivität fokaler Hirnregionen messen, sind
rot markiert, iEEG-Sensoren, die neuronale Aktivität von Hirnregionen angren-
zend an den epileptischen Fokus messen, grün. Sensoren, deren Name mit GR
beginnt, gehören zu einer Gitterelektrode, Sensoren, deren Name mit TR beginnt
zur einer Tiefenelektrode.
Abbildung A.10.:
Wie die vorige Abbildung, jedoch für Patient 13. Sensoren, deren Name mit
GL beginnt, gehören zu einer Gitterelektrode, Sensoren, deren Name mit TB
beginnt, zu Streifenelektroden und Sensoren, deren Name mit TL beginnt zur
einer Tiefenelektrode.
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Abbildung A.11.:
Unterschiede der Mediane des prä- und interiktalen Intervalls (∆ZCi )P/I für Pati-
ent 9. iEEG-Sensoren, die neuronale Aktivität fokaler Hirnregionen messen sind
rot markiert, iEEG-Sensoren, die neuronale Aktivität von Hirnregionen angren-
zend an den epileptischen Fokus messen, grün.
Abbildung A.12.: Wie die vorige Abbildung, jedoch für Patient 13.
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Abbildung A.13.:
Mittelwerte und Standardabweichung über (∆ZCi )P/I für Sensoren in fokalen
Regionen (rot), in Regionen benachbart zum Fokus (grün) und die anderen Sen-
soren (schwarz). Bei Patient 10 lag lediglich ein Sensor im Fokus, daher ist keine
Standardabweichung angegeben.
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