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Kurzfassung
Trotz technologischer Fortschritte im Bereich der Hardwareentwicklung steigt der Bedarf
an Rechenleistung durch immer aufwa¨ndigere Algorithmen und Verfahren sowie konzep-
tionelle Weiterentwicklungen im Software Engineering stetig. Insbesondere im Umfeld
des technisch-wissenschaftlichen Rechnens, z.B. im Bereich von Wetter- und Klimabe-
rechnungen, aber auch in der Bildverarbeitung und der ku¨nstlichen Intelligenz, werden
immer gro¨ßere Leistungen beno¨tigt.
Um dieser Entwicklung Rechnung zu tragen, kommen Parallelrechner, Multiprozes-
sorsysteme und in zunehmendem Maße auch vernetzte Rechnersysteme wie Cluster of
Workstations (COW), Grids und Networks of Workstations (NOW) zum Einsatz. Der
Begriff Cluster bezeichnet dabei ra¨umlich gruppierte, homogene Rechenknoten, Net-
works of Workstations dagegen eine Ansammlung von meist heterogenen, mit lokalen
Datennetzen gekoppelten Computern, so wie sie in fast allen Bu¨ro- und Laborumgebun-
gen zu finden sind. Ein weiterer Aspekt ist die gleichzeitige Nutzung der Systeme durch
verschiedene Anwender. In diesem Umfeld wird zur Kommunikation zwischen Software-
komponenten ha¨ufig Middleware eingesetzt, eine Softwareschicht, die die Kommunika-
tion von Komponenten auf einer sehr hohen Abstraktionsebene ermo¨glicht. Allerdings
erschweren die genannten Aspekte eine Lastverteilung auf vorhandene Hardwareresour-
cen und wurden im Bereich der Middleware bisher nur unzureichend untersucht und
beachtet.
Gegenstand der vorliegenden Arbeit ist daher die Entwicklung einer dynamischen
Lastverteilung fu¨r die Middlewareschicht fu¨r heterogene Rechnersysteme mit dem Ziel,
die Antwortzeiten einer interaktiven, rechenintensiven Anwendung zu minimieren. In
den letzten Jahren haben objektorientierte und komponentenbasierte Programmierme-
thoden entscheidend an Bedeutung gewonnen, die im Rahmen dieser Arbeit bei der
Entwicklung des Verfahrens sowie der Auswahl der Kommunikationsmethoden beru¨ck-
sichtigt und durch entsprechende Abstraktionsebenen unterstu¨tzt werden.
In der vorliegenden Arbeit werden ein Konzept sowie ein mathematisches Systemmo-
dell zur dynamischen, middlewarebasierten Lastverteilung mittels der Common Object
Request Broker Architecture (CORBA) entwickelt. Das Modell beru¨cksichtigt erstmalig
die Besonderheiten einer heterogenen Netzwerkumgebung mit Rechnern, die nicht ex-
klusiv zur Verfu¨gung stehen und starke Leistungsunterschiede aufweisen. Ausgehend von
diesem Modell wird eine Simulationsumgebung aufgebaut, der Lastverteilungsalgorith-
mus entwickelt und das Systemverhalten anhand verschiedener Simulationen untersucht
und optimiert. Ausfu¨hrungszeiten von vorherigen Berechnungen in einem objektorien-
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tierten Umfeld liefern zusa¨tzliche Informationen, um bei der Lastverteilung unno¨tige
Prozessmigrationen zu vermeiden.
Das entwickelte Verfahren zeichnet sich durch eine zustandsabha¨ngige Lastverteilung
aus, basierend auf erfassten Messgro¨ßen, wie z.B. der CPU-Taktrate, dem verfu¨gbaren
Speicher und den Parametern des Verbindungsnetzwerkes. Es verteilt anfallende Re-
chenlasten besser auf die verfu¨gbaren Resourcen und erreicht ku¨rzere Antwortzeiten als
bisherige Standardverfahren im Bereich der Middleware. Die Vorteile des entwickelten
Verfahrens zeigt ein Vergleich mit gebra¨uchlichen Algorithmen im Rahmen der Simu-
lationen, mittels verschiedener Benchmarks sowie in einer Beispielanwendung aus dem
Bereich der ku¨nstlichen Intelligenz bzw. Bildverarbeitung.
Abstract
The rising complexity of algorithms and conceptual improvements in the field of software
engineering causes an increasing demand for computing power, despite of the technologi-
cal progress in hardware development. Especially scientific and engineering applications,
for example weather and climate calculations, but also image processing and artificial
intelligence generate high computational loads.
In this context, parallel computers, multi processor computers and an increasing
amount of networked computers like Clusters of Workstations, Grids or Networks of
Workstations are used to satisfy the demands. While cluster is synonymous for a group
of homogeneous workstations in an isolated, narrow environment, a network of worksta-
tions describes a collection of mostly heterogeneous computers, interconnected within
local area networks, for example in an office or laboratory environment. Another aspect
in such networks is the occurrence of concurrent users. In this application scenario a
common method for the interaction of software components is provided by middleware,
a software layer that allows communication between components on a very high abstrac-
tion level. These aspects aggravate the efficient usage of available hardware resources
and have rarely been investigated in the context of middleware-based load balancing.
The subject of this thesis is the development of dynamic load distribution and balan-
cing techniques in the middleware layer for heterogeneous computing systems to increase
the performance of interactive, resource intensive applications. The thesis considers ob-
ject oriented and component based programming concepts, which have become very
important during the last years. In order to support these paradigms, the communica-
tion protocols chosen in this thesis provide the corresponding abstraction layers.
The thesis presents a concept as well as a mathematical system model for dynamic
load balancing in the Common Object Request Broker Architecture (CORBA). The
proposed solution is the first one to take capacity parameters of heterogeneous networked
workstations into consideration. Based on this model, a simulation is developed to evolve
and optimize a dynamic load balancing algorithm. The execution time of previously
distributed calculations is determined and used to prevent improper load migrations.
The developed concept and its algorithms allow load balancing based on current
system states, such as cpu-clockrates, memory consumption and network parameters.
It distributes workload more efficiently to available computing resources than previous
standard algorithms in the middleware layer and decreases execution times. The com-
parison with state of the art technology in the simulation, with benchmarks and within
an example application from the field of artificial intelligence and image processing de-
monstrates the benefits of the developed architecture.
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Kapitel 1
Einleitung
Seit der Entwicklung der Rechenanlage Z1 von Conrad Zuse im Jahre 1938 haben sich
die Rechner und Computer entscheidend weiterentwickelt und sind in Form des Personal
Computers (PC) zu einem allta¨glichen Arbeitsgera¨t geworden. So wurde im Laufe des
Jahres 2002 der milliardste PC weltweit ausgeliefert [McC02, Ste02].
In Zusammenhang mit dieser Entwicklung wurden seit Ende der sechziger Jahre
auch Computernetzwerke entwickelt, die mittlerweile weltumspannend und aus dem
ta¨glichen Leben nicht mehr wegzudenken sind. Nach ersten Anfa¨ngen in eng begrenzten,
lokalen Bereichen sind weltweit alleine durch das Internet u¨ber 160 Millionen Computer1
miteinander verbunden [Zak02]. Auch in der industriellen Anwendung spielen Intranets,
LANs, WANs2 und das Internet mittlerweile eine sehr wichtige Rolle.
Neben der Entwicklung der Hardware und der Vernetzung der Computer hat der
Fortschritt auch vor der Softwareentwicklung und den zugeho¨rigen Entwicklungswerk-
zeugen nicht halt gemacht. In den letzten Jahren ist die Komplexita¨t von Algorithmen
und Datenstrukturen sowohl im industriellen als auch im wissenschaftlichen Bereich
enorm gestiegen und erfordert immer mehr Rechenleistung, z.B. bei Wetter- und Kli-
maberechnungen oder bei geologischen Simulationen, aber auch in der Bildverarbeitung
und der ku¨nstlichen Intelligenz.
Mo¨glichkeiten, dieser Entwicklung nachzukommen, sind die regelma¨ßige Moderni-
sierung vorhandener Hardware oder der Einsatz von Spezialhardware, wie Parallel-
rechnern, Multiprozessorsystemen oder von Clustern. Neben einer Neuanschaffung von
leistungsfa¨higeren oder spezialisierten Computersystemen kann aber auch der Zusam-
menschluss vorhandener Standard-PCs zu einem verteilten System die Rechenleistung
erho¨hen. In den meisten Bu¨ro- und Laborumgebungen werden heutzutage fast aus-
schließlich vernetzte Rechner eingesetzt.
Abbildung 1.1 zeigt beispielhaft ein solches verteiltes System, in dem mehrere ver-
schiedene Rechner u¨ber ein lokales Datennetzwerk miteinander verbunden sind. Einige
dieser Rechner bieten besondere Dienste wie z. B. das Auslesen von Kameraaufnahmen,
spezielle Grafikhardware oder einen Datenbankzugriff an.
1Internet Hosts
2Local Area Network, Wide Area Network
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Abbildung 1.1: Ein verteiltes System mit mehreren, u¨ber ein lokales Netzwerk verbun-
denen Rechnern, die teilweise spezielle Dienste zur Verfu¨gung stellen (Sensordatenerfas-
sung z. B. mit Kameras, spezielle Grafikhardware oder Datenbankanbindung).
1.1 Motivation und Positionierung
Ein entscheidendes Merkmal von Computerhardware und -netzwerken ist, dass sie meist
sehr heterogen sind. Durch den Einsatz von Verteilungsplattformen, so genannter Midd-
leware, ist in den letzten Jahren die Mo¨glichkeit entstanden, heterogene Teilsysteme
miteinander zu koppeln und vorhandene Softwarekomponenten weiter zu benutzen. Be-
kanntester Standard fu¨r eine plattform- und programmiersprachenunabha¨ngige Midd-
leware ist die Common Object Request Broker Architecture (CORBA) geworden, die
eine Spezifikation fu¨r verteilte Objektkommunikation beschreibt [OMG02a].
Middleware wird oft als glue (dt. Kleber, Klebstoff, Leim) bezeichnet, der heteroge-
ne, verteilte Systeme verbindet und zusammenha¨lt [SMAF00]. Middleware bezeichnet
eine abstrakte Softwareschicht, die darunter liegende heterogene Netzwerke, Hardware,
Betriebssysteme und Implementierungsdetails, wie z. B. Programmiersprachen, verbirgt.
Objektorientierte Verteilungsplattformen verstecken Kommunikationsaspekte weitestge-
hend, so dass die Entwicklung von Softwarekomponenten auf einer hohen Abstraktions-
ebene erfolgen kann. Gerade in den letzten Jahren hat sich die objekt- und komponen-
tenorientierte Softwareentwicklung zur vorherrschenden Entwicklungsstrategie fu¨r neue
Softwareprodukte durchgesetzt.
Abbildung 1.2 zeigt zwei, durch Middleware miteinander verbundene Rechnersyste-
me. Die Hardware der Systeme (Prozessor, Speicher und Ein-/Ausgabeschnittstellen3 )
ist u¨ber eine Netzwerkverbindung gekoppelt. Die Verwaltung der Resourcen wird durch
das Betriebssystem (Operating System, OS) geregelt, auf dem wiederum die Middlewa-
reschicht aufsetzt. Anwendungen liegen in der ho¨chsten Schicht und greifen auf das Be-
triebssystem und die Verteilungsplattform zu, die in herko¨mmlichen oder unvernetzten
Systemen fehlen kann. Dieser generelle Aufbau des Schichtmodells wird in den na¨chsten
3Input/Output, IO
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Kapiteln als Grundlage dienen, um einzelne Aspekte und Zusammenha¨nge zu verdeut-
lichen.
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Abbildung 1.2: Schichten zweier miteinander verbundener Rechnersysteme. Die Middle-
wareschicht ermo¨glicht die Kommunikation auf einer sehr abstrakten Ebene (gestrichel-
ter Pfeil) und verbirgt darunter liegende Betriebssysteme und Hardware.
Neben der Beseitigung von Problemen mit heterogener Hardware, wie zum Beispiel
durch inkompatible Betriebssysteme oder Kommunikationsprotokolle, bietet Middleware
Mo¨glichkeiten, Anwendungen verschiedener Plattformen zu verbinden. Diese Eigenschaft
ist insbesondere fu¨r Firmen interessant, die von bestimmten Systemen abha¨ngen, die
nicht ohne Probleme ersetzt werden ko¨nnen bzw. deren Austausch sehr kostspielig wa¨re.
Die Entwicklung von Verteilungsplattformen vereinfacht die Implementierung von
verteilten Systemen auf der einen Seite stark [CDK02], mit zunehmender Komplexita¨t
dieser Systeme wird jedoch auch die Forderung nach zufrieden stellender Leistung immer
schwieriger erreichbar.
Durch den Zusammenschluss mehrerer Rechenknoten kann die Gesamtleistung zur
Lo¨sung von rechenintensiven Problemstellungen vergro¨ßert werden. Andererseits kann
durch einzelne, u¨berlastete Rechenknoten aber auch ein ganzes verteiltes System zum
Erliegen kommen. Dies la¨sst sich durch geeignete Lastverteilungsalgorithmen verhin-
dern, die sich in vier verschiedenen Ebenen realisieren lassen:
• auf Netzwerkebene,
• auf Betriebssystemebene,
• in der Anwendungsschicht und
• in der Verteilungsplattform (Middlewareebene).
Eine netzwerkbasierte Lastverteilung erfolgt direkt auf Netzwerk-Ebene, z.B. durch
Router, Switches oder DNS-basiert4, wie in Abbildung 1.3 dargestellt. Dieses Verfah-
4Domain Name Service bzw. System
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ren wird insbesondere fu¨r replizierte Webserver angewendet. Mehrere Server mit unter-
schiedlichen IP-Adressen bieten identische Informationen und Dienste an. Die verschie-
denen Adressen sind einem Namen zugeordnet, der von verschiedenen Webbrowsern aus
aufgerufen werden kann. Beim Verbindungsaufbau ermittelt ein DNS aus dem Namen
des angeforderten Webservers die jeweilige Adresse, an den der Browser dann seine An-
frage richtet. Durch Ru¨ckgabe der unterschiedlichen Adressen wird erreicht, dass alle
Server Anfragen bearbeiten und die Gesamtlast aufgeteilt wird [Bou01].

	
Abbildung 1.3: Beispiel fu¨r eine netzwerkbasierte Lastverteilung: Mehrere identische
Webserver werden unter einem Namen zusammengefasst und eingehende Anfragen auf
alle verteilt.
Im Bereich der betriebssystembasierten Lastverteilung werden entsprechende Algo-
rithmen sowohl fu¨r Multiprozessorsysteme als auch in verteilten Betriebssystemen (Dis-
tributed Operating Systems, DOS ) eingesetzt. Abbildung 1.4 zeigt auf der linken Seite
ein Beispiel fu¨r ein Multiprozessorsystem mit vier Prozessoren. Die Lastverteilung er-
folgt auf Betriebssystemebene und bleibt fu¨r den Benutzer verborgen. Der Mechanismus
wird in verteilten Betriebssystemen, mit denen Multicomputersysteme verbunden wer-
den, analog zur Multiprozessoranwendung durchgefu¨hrt (in Abbildung 1.4 rechts). In
Zusammenhang mit der Entwicklung von Multiprozessorsystemen wurden Algorithmen
fu¨r paralleles Rechnen bereits seit Ende der siebziger Jahre untersucht. Mit steigender
Netzwerkbandbreite wurden zunehmend auch verteilte Betriebssysteme und entspre-
chende Algorithmen entwickelt [TR85].
Natu¨rlich besteht auch die Mo¨glichkeit, Lastverteilung direkt in eine Anwendung
und somit in die Anwendungsschicht zu integrieren. Dies hat den Nachteil, dass der
Programmierer keine standardisierten Verfahren nutzen kann, sondern Verteilungsalgo-
rithmen fu¨r neue Anwendungen immer neu implementieren muss. Auf der anderen Seite
kann das Verfahren sehr gut auf die Anwendung zugeschnitten werden, um die gro¨ßte
Effektivita¨t zu erreichen.
Eine weitere Ebene fu¨r Lastverteilungsalgorithmen und Schwerpunkt dieser Arbeit
bilden middlewarebasierte Algorithmen (siehe Abbildung 1.5), die bisher wenig Beach-
tung fanden [OS01a]. Seit Ende der achtziger Jahre ist objektorientierte Softwareent-
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Abbildung 1.4: In der Betriebssystemebene wird Lastverteilung sowohl fu¨r Multiprozes-
sorsysteme (links), als auch mittels verteilter Betriebssysteme (rechts) in Multicompu-
terumgebungen durchgefu¨hrt.
wicklung zur vorherrschenden Designstrategie geworden und hat eine weltweite Verbrei-
tung gefunden. In Zusammenhang mit einem vernetzten und verteilten Umfeld setzt
Software zunehmend auf Verteilungsplattformen auf.
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Abbildung 1.5: Lastverteilung in der Middlewareschicht erfolgt oberhalb des Betriebs-
systems und kann von der Anwendungsebene genutzt werden.
Neben der Unterstu¨tzung von objektorientierten Programmieransa¨tzen hat eine Last-
verteilung in der Middlewareebene aber noch weitere Eigenschaften, die andere Verfah-
ren nur teilweise bieten. So ko¨nnen verschiedene Betriebssysteme verbunden und die
Art der zu verteilenden Aufgaben analysiert und beru¨cksichtigt werden. Tabelle 1.1
zeigt dazu in einer U¨bersicht alle erwa¨hnten Eigenschaften der verschiedenen Ansa¨tze.
1.2 Zielsetzung
Im Bereich der Middleware standen in den letzten Jahren hauptsa¨chlich funktionelle
und konzeptionelle Aspekte im Vordergrund, Lastverteilung wurde hingegen selten be-
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Ebene
Koppelung
verschiedener
Betriebssysteme
Lastverteilung
fu¨r Entwickler
verborgen
Analyse
der Last
mo¨glich
Unterstu¨tzung
objektorienterter
Programmierung
Netzwerk X X - -
Betriebssystem - X X -
Anwendung X - X X
Middleware X X X X
Tabelle 1.1: Eigenschaften von Lastverteilungsalgorithmen in verschiedenen Ebenen.
trachtet. Bis heute entha¨lt die umfangreiche CORBA-Spezifikation [OMG02a] keinerlei
Vorschriften bezu¨glich einer Lastverteilung. Ein Load Balancing and Monitoring RFP5
zu diesem Thema wird derzeit diskutiert [OMG02b].
Aufgrund des Mangels einer einheitlichen Vorgabe zur Lastverteilung in CORBA
haben einige Anbieter in der letzten Zeit proprieta¨re Verfahren entwickelt und in ih-
re Produkte integriert. Die verwendeten Lastverteilungsverfahren sind bisher meist an
die verwendete Architektur gebunden, lassen wenig Freiraum fu¨r eigene Entwicklungen
und nutzen schwerpunktma¨ßig statische Verteilungsalgorithmen. Dabei werden anfal-
lende Lasten zufa¨llig (Random), oder in einer bestimmten Reihenfolge (Round Robin)
verteilt, wie in Abbildung 1.6 dargestellt. Statische Lastverteiler ko¨nnen jedoch schnell
unvorhersagbare Systemzusta¨nde hervorrufen, die einer Leistungssteigerung entgegen-
wirken.
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Abbildung 1.6: Heutige Lastverteiler der Middlewareschicht weisen Last meist statisch
zu (z.B. zufa¨llig oder in einer bestimmten Reihenfolge: in diesem Beispiel wird die Last
zuna¨chst an Rechner 2 geleitet, danach an Rechner 3 und dann wieder an Rechner 2
usw.).
Durch dynamische Algorithmen, die die jeweiligen Systemzusta¨nde und unterschied-
lichen Hardwarevoraussetzungen beru¨cksichtigen, kann das Systemverhalten verbessert
werden. Bisherige Untersuchungen fu¨r Lastverteilung in Middlewaresystemen beru¨ck-
sichtigen jedoch fast ausschließlich die Auslastungswerte der Prozessoren oder die Anzahl
der Verbindungen zu einer bestimmten Resource in homogenen Rechnerkonfigurationen.
5Request for proposal
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Ziel dieser Arbeit ist daher die Untersuchung und Entwicklung von Verfahren fu¨r
verteilte, lastoptimierte Berechnungen in middlewarebasierten Softwaresystemen mit
heterogenen Rechnerkonfigurationen. Hierfu¨r ist insbesondere ein dynamisches Lastver-
teilungsverfahren von entscheidender Bedeutung, das die verschiedenen Aspekte und
Mo¨glichkeiten einer middlewarebasierten Lastverteilung und die in diesem Umfeld gege-
benen Besonderheiten bei der Verteilung beru¨cksichtigt. Die Arbeit legt ihren Schwer-
punkt daher auf folgende Kriterien:
• Objektorientierung : In dem entwickelten Verfahren soll eine objekt- und kom-
ponentenorientierte Programmierung konsequent unterstu¨tzt werden. Als Vertei-
lungseinheit wird hier das Objekt gewa¨hlt, da es Daten und Methoden entha¨lt und
somit ideal als Einheit verarbeitet werden kann [GF99].
• Heterogenita¨t : In einer vernetzten Computerumgebung kommen ha¨ufig sehr unter-
schiedliche Rechner zum Einsatz. Neben Hardware verschiedener Hersteller, wer-
den verschiedene Architekturen oder Betriebssysteme genutzt. Außerdem kann
sich die Prozessortaktrate durchaus um eine Gro¨ßenordung unterscheiden, wenn
die Systeme u¨ber einen la¨ngeren Zeitraum angeschafft wurden. Dieser Aspekt ist
bei einem Lastverteilungsverfahren gesondert zu beachten, damit ein zusa¨tzlicher
Rechner nicht zum Hindernis in einem verteilten System wird. Bisherige Arbeiten
beachten meist keine Leistungsunterschiede bei den verwendeten Servern.
• Nutzung der Systeme durch zusa¨tzliche, lokale Prozesse: In einem losen Netzwerk
von Workstations werden die verfu¨gbaren Resourcen zu einer Vielzahl von Auf-
gaben genutzt. So ist insbesondere zu beachten, dass die verwendete Hardware
nicht immer exklusiv zur Verfu¨gung steht, da auch andere Benutzer (lokal oder
entfernt (remote)) Auftra¨ge ausfu¨hren lassen ko¨nnen. Variierende Nutzerzahlen
und Aufgaben stellen fu¨r eine Lastverteilung eine zusa¨tzliche Herausforderung und
Einflussgro¨ße dar, die bei den jeweiligen Entscheidungen zu beachten ist.
• Lokale Ausfu¨hrung : Durch technische Fehler oder ausgelastete Serversysteme kann
es vorkommen, dass einem System keine zusa¨tzlichen, verteilten Resourcen zur
Verfu¨gung stehen. Das entwickelte System soll daher sowohl lokal als auch verteilt
lauffa¨hig sein, wobei bei einer lokalen Ausfu¨hrung dann natu¨rlich ein erho¨hter
Zeitaufwand erforderlich ist.
• Adaptivita¨t : Es ist nicht immer sinnvoll, Aufgaben auf mehrere Recheneinheiten zu
verteilen. Prozesse mit einer kurzen Rechenzeit werden im Falle einer Verteilung
und entfernten Ausfu¨hrung unter Umsta¨nden durch den erforderlichen Kommuni-
kationsaufwand einer Migration la¨nger brauchen als bei einer lokalen Ausfu¨hrung.
Deshalb soll auch auf Grund der Ausfu¨hrungszeiten vorheriger Berechnungen a¨hn-
licher Aufgaben entschieden werden, ob es u¨berhaupt sinnvoll ist, eine Berechnung
an einen entfernten Server zu delegieren.
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1.3 Gliederung der Arbeit
In Kapitel 2 findet sich zuna¨chst eine kurze Einfu¨hrung in das Anwendungsumfeld der
in dieser Arbeit erarbeiteten Verfahren sowie die verschiedenen Mo¨glichkeiten paralleler
und verteilter Verarbeitung. Hier werden grundsa¨tzliche Entwicklungen des Software-
und Hardwareengineerings vorgestellt und die Eigenschaften der verschiedenen Ansa¨tze
pra¨sentiert. Das in dieser Arbeit betrachtete Umfeld entha¨lt lose gekoppelte Rechner-
systeme, deren Unterschiede zu anderen Konfigurationen herausgestellt werden.
Kapitel 3 gibt einen U¨berblick u¨ber den Stand der Technik im Bereich der Middle-
ware. Neben allgemeinen Begriffsdefinitionen werden die grundlegenden Gemeinsamkei-
ten herausgearbeitet, um danach die wichtigsten Implementierungen im Detail vorzu-
stellen. Nach der Darstellung von prozeduralen und nachrichtenbasierten Verfahren liegt
der Schwerpunkt auf objektorientierter Middleware. Eine Bewertung der verschiedenen
Architekturen vergleicht Vor- und Nachteile und erla¨utert die im Rahmen dieser Ar-
beit getroffene Wahl von CORBA. Neben einigen Grundlagen zur Lastverteilung wird
am Ende des Kapitels der Stand der Technik der middlewarebasierten Lastverteilung
vorgestellt und die Unterschiede und Gemeinsamkeiten im Vergleich zu dieser Arbeit
herausgearbeitet.
Das darauf folgende Kapitel 4 beschreibt das entwickelte Konzept zur Lo¨sung der
Problemstellung und stellt die gewa¨hlte Architektur vor. Nach einer kurzen U¨bersicht
u¨ber die Gesamtarchitektur werden die einzelnen Komponenten und ihre Funktionsweise
pra¨sentiert, sowie die entwickelten Lastverteilungsstrategien eingefu¨hrt. Der Abschnitt
schließt mit einigen Implementierungsaspekten zur Umsetzung des Konzepts.
Kapitel 5 entha¨lt die Entwicklung eines Systemmodells zur mathematischen Beschrei-
bung der Vorga¨nge und Abha¨ngigkeiten in diesem Umfeld, sowie dessen Simulation und
Optimierung. Zuna¨chst werden die verschiedenen Einflussfaktoren vorgestellt und deren
Modellbildung erla¨utert. Nachfolgend bietet die Beschreibung der Simulationsumgebung
einen Einblick in die verwendete Methodik. Verschiedene Szenarien und die daraus re-
sultierende Optimierung schließen das Kapitel ab.
In Kapitel 6 geben Ergebnisse aus einem Testumfeld einen U¨berblick u¨ber die Leis-
tungsfa¨higkeit der gewa¨hlten Architektur und ihrer Umsetzung. Nach der Beschreibung
der verwendeten Hardware bieten Untersuchungen mit Benchmarkprogrammen sowie
einer Beispielanwendung aus dem Bereich der Bildverarbeitung und ku¨nstlichen Intelli-
genz einen Vergleich mit herko¨mmlichen Verfahren. Eine Diskussion und abschließende
Betrachtung der Ergebnisse fasst in Kapitel 7 die erzielten Fortschritte zusammen und
bietet Anregungen fu¨r weiterfu¨hrende Arbeiten.
Kapitel 2
Abgrenzung des
Anwendungsumfeldes
Dieses Kapitel soll einen kurzen U¨berblick u¨ber Entwicklungen im Bereich der Soft- und
Hardware der letzten Jahre geben, um zu verdeutlichen, in welchem Umfeld die vorlie-
gende Arbeit anzusiedeln ist. Neben einer kurzen geschichtlichen Einfu¨hrung werden das
gegebene Umfeld definiert und generelle Trends vorgestellt. Eine Klassifikation der ver-
schiedenen Ansa¨tze zeigt die verschiedenen mo¨glichen Ansatzpunkte fu¨r Lastverteilung
in parallelen und verteilten Systemen.
2.1 Entwicklungen im Softwareengineering
Zu Beginn des Computerzeitalters wurden Programme zuna¨chst nur in Maschinenspra-
che (Assembler) entwickelt. Die Programmierung der Rechner bzw. das Laden der Pro-
gramme erfolgte u¨ber Lochkarten, was Softwareentwicklung zu einer zeitaufwa¨ndigen
und umsta¨ndlichen Angelegenheit machte.
In den fru¨hen sechziger Jahren ersetzte dann die prozedurale Programmierung auf
einer ho¨heren Abstraktionsebene das bisherige Vorgehen auf Maschinenebene. Edsger
Dijkstra und seine Kollegen fu¨hrten zu dieser Zeit drei fundamentale Konstrukte ein:
sequences, conditions, and repetitions [Pre87]. Sequenzen werden dabei genutzt, um
einen Programmablauf zu beschreiben, Bedingungen erlauben eine selektive Programm-
ausfu¨hrung und Wiederholungen bilden die Grundlage fu¨r Schleifen.
Seither wird eine Vielzahl von prozeduralen Programmiersprachen eingesetzt, wie
zum Beispiel Fortran, LISP, Algol, Pascal, Ada, Modula und die weit verbreitete Sprache
C [Oes02]. Die Programmierung hat sich mittlerweile zum Softwareengineering weiter
entwickelt und verfolgt heute insbesondere objekt- und komponentenbasierte Ansa¨tze.
Objektorientierte Softwareentwicklung
Seit Ende der achtziger Jahre hat sich neben den prozeduralen Verfahren ein neues Mo-
dell entwickelt: Ein objektorientiertes (OO) Grundkonzept brachte neue Programmier-
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sprachen hervor wie z.B. Smalltalk, ObjectPascal, Eiffel, C++ und Java und dominiert
mittlerweile die Entwicklung neuer Software. Ein Objekt im Sinne des Softwareenginee-
rings kann dabei wie folgt definiert werden [Som00, Oes02]:
• Objekte sind Abstraktionen, die Einheiten der Umgebung widerspiegeln. Sie ent-
halten Zusta¨nde und bieten anderen Objekten Dienste an.
• Objekte sind unabha¨ngige Einheiten, da der jeweilige Zustand innerhalb des Ob-
jekts verwaltet wird.
• Die Systemfunktionalita¨t wird u¨ber Operationen der einzelnen Objekte angeboten.
• Durch die Einbettung der Daten kann ein gleichzeitiger Zugriff von mehreren Ob-
jekten auf die internen Zusta¨nde verhindert werden. Die Kommunikation zwischen
Objekten erfolgt u¨ber die zur Verfu¨gung gestellten Dienste.
• Objekte und ihre zugeho¨rigen Operationen ko¨nnen sequentiell oder parallel und
lokal oder verteilt ausgefu¨hrt werden.
Objekte werden zur Laufzeit erzeugt, also erst wa¨hrend der Ausfu¨hrung eines Pro-
gramms. Man spricht ha¨ufig auch von der Generierung einer Instanz. Jedes Objekt wird
dabei nach einem vorher festgelegten Bauplan erstellt, der so genannten Klasse. Diese
entha¨lt alle erforderlichen Informationen, um eine Instanz zu erzeugen, wie zum Beispiel
Variablen fu¨r die Datenspeicherung, verfu¨gbare Operationen, Abha¨ngigkeiten etc.. Eine
Klasse beschreibt somit einen Objekttyp, von dem beliebig viele Objekte erzeugt werden
ko¨nnen. Eine zusammenfassende Definition dazu findet sich in [Som00]:
Definition 2.1.1 Objects are created according to an object class definition. An object
class definition serves as a template for creating objects. It includes declarations of all
the attributes and operations which should be associated with an object of that class.
Klassen verfu¨gen u¨ber drei grundlegende Charakteristika, die Attribute, Operationen
und Zusicherungen umfassen [Oes98]. Attribute definieren die Struktur einer Klasse
und somit der Objekte, die zugeho¨rigen Komponenten und enthalten die in ihnen ge-
speicherte Information. Operationen spiegeln das Verhalten von Klassen und der daraus
generierten Objekte wieder und werden auch Dienste oder Methoden genannt. Oft fin-
det man hierfu¨r auch noch die, in der objektorientierten Programmierung eigentlich
falschen, Bezeichnungen Funktion oder Prozedur. Mit Zusicherungen werden Bedingun-
gen, Voraussetzungen und Regeln benannt, die Objekte erfu¨llen mu¨ssen [Oes02].
Die Kommunikation zwischen einzelnen Objekten erfolgt durch Nachrichten. Eine
spezielle Art von Nachrichten sind auch die Methodenaufrufe zwischen den Objekten.
Dabei ko¨nnen Methoden gleichen Namens definiert werden, die unterschiedliche Para-
meter verarbeiten. Dieses Konzept wird U¨berladung (engl. overloading) genannt und
kann je nach Programmiersprache auch fu¨r Operatoren erfolgen.
Einer der entscheidenden Unterschiede im Vergleich zu prozeduralen Programmier-
paradigmen ist die so genannte Kapselung. Diese bezeichnet die Tatsache, dass Objekte
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Daten und alle Operationen zur Bearbeitung der darin gespeicherten Informationen ent-
halten. Der Zugriff erfolgt u¨ber klar definierte Schnittstellen, ohne dass die eigentliche
Funktionsweise von außen sichtbar wa¨re.
Eine weitere Neuerung zu prozeduralen Programmiersprachen ist dieVererbung (engl.
inheritance). Dieses Konzept der objektorientierten Softwareentwicklung erlaubt eine
begrenzte Wiederverwendung von bereits implementiertem Programmcode und ermo¨g-
licht eine Generalisierung. Eine Klasse, die von einer anderen Klasse erbt, wird Super-
klasse genannt und kann auf Methoden und Variablen der Basisklasse zuru¨ckgreifen.
Werden Methoden mit gleicher Schnittstelle verwendet, die fu¨r verschiedene Klassen die
jeweils angepasste Funktionalita¨t bieten, so spricht man von Polymorphie (= Vielsei-
tigkeit). Die auszufu¨hrende Funktion wird jeweils erst zur Laufzeit aus dem Typ des
Objekts bestimmt.
Einfu¨hrungen in das Thema der OOP ko¨nnen in Bu¨chern von Booch [Boo94], Ja-
cobson [JCJO¨94] oder anderen Autoren [RBP+91, Mey97, Gri98, Fla99, Str00, Bis01,
HC01, Oes02] nachgelesen werden.
Komponentenbasierte Softwaresysteme
Objektorientierte Software ist durch die Verwendung von Klassen und Objekten zwar
modular und teilweise wieder verwendbar, jedoch sind die Instanzen prinzipiell Platt-
form-, Hersteller- und Programmiersprachen abha¨ngig. Insbesondere ist problematisch,
dass Objekte standardma¨ßig u¨ber keine rechneru¨bergreifenden Kommunikationsmo¨glich-
keiten verfu¨gen. Die Weiterentwicklung des objektorientierten Ansatzes fu¨hrte daher zu
einem komponentenorientierten Vorgehen [App01]. In [Thi01] findet sich dazu folgende
Definition:
Definition 2.1.2 In programming and engineering disciplines, a component is an iden-
tifiable part of a larger program or construction. Usually, a component provides a par-
ticular function or group of related functions. In object-oriented programming and dis-
tributed object technology, a component is a reusable program building block that can be
combined with other components in the same or other computers in a distributed network
to form an application.
Komponentenbasierte Softwareentwicklung (component-based software engineering,
CBSE) hat also zum Ziel, Bausteine zu entwickeln, die sich leicht verknu¨pfen und aus-
tauschen lassen und in Bezug auf Funktionsumfang und Granularita¨t1 unter der einer
Applikation liegen. Komponenten enthalten mehrere Objekte, die zur Bereitstellung ei-
ner bestimmten Funktionalita¨t erforderlich sind.
Wa¨hrend in anderen Disziplinen des Ingenieurwesens wie zum Beispiel bei der Ent-
wicklung von integrierten Schaltkreisen, in der Flugzeug- oder in der Automobilindustrie
die modulare Wiederverwendung von Komponenten weit verbreitet ist, wird im Bereich
der Softwareentwicklung immer noch wenig Gebrauch davon gemacht.
1Granularita¨t = relative Gro¨ße, Skalierung, Detailreichtum einer Komponente [Thi01]
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Programmierer und Ingenieure erhoffen sich einen a¨hnlichen Vorteil durch die Wie-
derverwendung von Komponenten auch in der Softwareentwicklung. So ko¨nnen Anwen-
dungen, die auf Komponenten basieren, in geringeren Entwicklungszeiten und damit
auch mit weniger Kostenaufwand erstellt werden [RB01, HC01]. CBSE wird ha¨ufig auch
als weiterfu¨hrende Entwicklung nach der OOP angesehen. Teilweise werden auch Ob-
jekte bereits als Komponenten bezeichnet [HC01].
Die gro¨ßte Schwierigkeit beim CBSE ist, einzelne Komponenten unproblematisch
mit anderen Komponenten verbinden zu ko¨nnen, damit die Verwendung wirklich eine
Erleichterung darstellt. Dies erfordert Ein- und Ausgabeschnittstellen, die bestimmten
Standards folgen. Durch eine Integration verschiedener Kommunikationsmechanismen
ist dann auch eine plattformu¨bergreifende Funktionalita¨t mo¨glich. Die eigentliche Im-
plementierung bleibt meist verborgen, vielfach steht nur bina¨rer Programmcode [HC01]
zur Verfu¨gung. Dadurch wird die Fehlerbehebung, das so genannte Debugging, natu¨rlich
um so schwieriger.
Derzeit bekannsteste Komponentensysteme sind JavaBeans bzw. Enterprise Java
Beans (EJB). Enterprise Java Beans bezeichnet ein serverseitiges Komponentenmo-
dell fu¨r die Java-Programmiersprache. Aufgrund einer eindeutigen Spezifikation ko¨nnen
Programmierer Komponenten (Beans) entwickeln, die von Component Transaction Mo-
nitors (CTM) einheitlich und herstellerunabha¨ngig verwaltet werden ko¨nnen. CTMs
erledigen Nebenla¨ufigkeit, Transaktionen und die Kommunikation von Objekten auto-
matisch und bieten dabei Mechanismen zur Sicherheit [MH00].
Ha¨ufig werden EJBs mit den zeitlich fru¨her entwickelten JavaBeans verwechselt. Die-
ses Modell beschreibt aber nur lokale Komponenten, die zusa¨tzlich mit einer grafischen
Benutzungsoberfla¨che ausgestattet sind. Typische JavaBeans sind zum Beispiel Tabellen,
Diagramme (Charts) oder a¨hnliches. Enterprise Java Beans sind keine Weiterentwick-
lung von JavaBeans. Einzige Gemeinsamkeit ist, dass beide Komponentenmodelle fu¨r
Java bezeichnen.
Grundlagen zu komponentenorientierter Software sind in den Vero¨ffentlichungen
von Jacobson und Christerson [JCJO¨94], Itter [IS99], Assmann [Ass03] und Oestereich
[Oes98] zu finden.
2.2 Hardwareentwicklungen
2.2.1 Multiprozessorsysteme
Auch in den genannten Entwicklungen im Softwareengineering erkennt man die Not-
wendigkeit einer stetigen Steigerung der Leistungsfa¨higkeit von Rechnersystemen. Diese
wird insbesondere durch die immer komplexer werdenden Algorithmen versta¨rkt.
Neben einer Leistungssteigerung durch rein technologische Fortschritte wie ho¨heren
Integrationsdichten von Prozessoren und Speicherbausteinen sowie ho¨heren Taktraten,
wurden Anfang der siebziger Jahre schon fru¨hzeitig architektonische Verbesserungen
vorangetrieben.
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Ein erster Fortschritt in dieser Richtung gelang durch Weiterentwicklungen der von
Neumann-Architektur, wie zum Beispiel durch Einfu¨hrung der Harvard-Architektur,
durch Pipelining oder durch Sprungvorhersagen (Branch-Prediction). Ein entscheiden-
der Fortschritt in diesem Zusammenhang war jedoch die parallele Verwendung mehrerer
Prozessoren (Central Processing Unit, CPU) in einem Rechensystem, wie zum Beispiel
im C.mmp, einem der ersten Multiprozessorsysteme [WB72].
Uniform Memory Access
Multiprozessorrechner bestehen aus mehreren, meist identischen Prozessoren bzw. Pro-
zessormodulen. Die rudimenta¨rste Form solcher Systeme nutzt einen gemeinsamen Haupt-
speicher, auf den die Module u¨ber ein rechnerinternes Verbindungsnetzwerk zugreifen
ko¨nnen. Der Hauptspeicher kann aus einem oder mehreren Speichermodulen zusammen-
gesetzt sein und bildet einen gemeinsamen Adressraum. Im einfachsten Fall erfolgt der
Zugriff u¨ber ein Bussystem, wie in Abbildung 2.1 auf der linken Seite dargestellt.
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Abbildung 2.1: Architektur von Multiprozessorsystemen mit Uniform Memory Access
UMA (links) und Non-Uniform Memory Access NUMA (rechts). In UMA-Systemen
greifen alle Prozessoren in identischer Weise auf einen zusammenha¨ngenden Speicher zu.
In NUMA-Architekturen sind die CPUs jeweils eng mit einem Speichermodul gekoppelt,
das Teil des Gesamtspeichers ist. Zugriffe auf entfernte Speichermodule werden u¨ber ein
Verbindungsnetzwerk vermittelt.
Haben alle Prozessoren die gleichen Mo¨glichkeiten und Latenzzeiten beim Speicher-
zugriff, so spricht man von UMA-Systemen (Uniform Memory Access). Der Zugriff er-
folgt auf jeden Teil des Hauptspeichers in gleicher Weise ohne wahrnehmbare Unter-
schiede. Ko¨nnen ankommende Aufgaben auf allen vorhandenen Prozessoren ausgefu¨hrt
werden, so spricht man außerdem von Symmetric Multi Processor (SMP) Systemen. Al-
lerdings handelt es sich bei SMP-Systemen nicht automatisch um UMA-Architekturen.
Non-Uniform Memory Access
Da sich die zentralisierte Speicherverwaltung von UMA-Systemen u¨ber einen Bus schnell
zu einem Flaschenhals entwickeln kann, sind die Erweiterungsmo¨glichkeiten solcher Sy-
steme (Skalierbarkeit) beschra¨nkt, mit Komponenten aus dem Jahre 1999 z. B. auf 32
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CPUs [Die99]. Daher wurden weitergehende Ansa¨tze untersucht, die unter anderem in
die Entwicklung von Systemen mit Non-Uniform Memory Access (NUMA) mu¨ndeten.
NUMA-Architekturen basieren auf einem zusammenha¨ngenden logischen Speicher,
der in physikalisch eigensta¨ndige Einzelmodule aufgeteilt ist. Dieses Speichermodell wird
auch Virtual Shared Memory bezeichnet. Jedes CPU-Modul kann “seinen” zugeho¨rigen
Speicher, der Teil des Gesamtspeichers ist, direkt ansprechen. Im Falle eines Zugriffs
auf andere (entfernte) Teile des Hauptspeichers, erfolgt der Datenaustausch u¨ber ein
Bussystem oder sonstiges Verbindungsnetzwerk, was zu einer ho¨heren Latenzzeit fu¨hrt.
Der eigentliche Ablauf des Speicherzugriffs bleibt fu¨r den Prozessor unsichtbar. Dieser
Aspekt des Verbergens von Implementierungsdetails und internen Abla¨ufen wird auch
Transparenz genannt.
Die grundlegende Struktur von NUMA-Architekturen a¨hnelt, wie in Abbildung 2.1
zu sehen, stark der von UMA-Systemen mit dem Hauptunterschied, dass jede CPU auf
ihrem eigenen Adressraum arbeitet. Fu¨r die Kommunikation zwischen den Prozessoren
stehen Standardbibliotheken wie Parallele Virtuelle Maschinen (PVM) oder das Mes-
sage Passing Interface (MPI) zur Verfu¨gung [GLS97]. Diese nachrichtenbasierte Kom-
munikationsschnittstelle erfordert jedoch eine explizite parallele Programmierung mit
Primitiven wie z.B. send oder receive. MPI ist heutzutage fu¨r alle ga¨ngigen parallelen
Computersysteme erha¨ltlich.
Lastverteilung wird fu¨r Multiprozessorsysteme schwerpunkma¨ßig auf Betriebssys-
temebene oder in der Anwendungsschicht (durch explizite Kommunikationsbefehle) rea-
lisiert.
2.2.2 Netzwerke
Neben der Entwicklung von leistungsstarken Mikroprozessoren und Bussystemen ha-
ben sich aber auch die Kommunikationsnetze weiterentwickelt. Lokale Datennetze und
insbesondere das Internet haben die Entwicklung von verteilten Systemen entscheidend
beeinflusst.
Wie in Abbildung 2.2 zu erkennen ist, stieg die Bandbreite der Netze zwischen 1970
und 1999 um sechs Gro¨ßenordnungen [VW00]. Dabei bildet das Ethernet das am meisten
in LANs eingesetzte Netzwerk und kommt in Form von Coax- oder Twisted-Pair-Kabeln
zum Einsatz. Die Bandbreiten reichen von 10 Mbps u¨ber 100 Mbps beim so genannten
Fast-Ethernet bis zu einem Gigabit beim gleichnamigen Gigabit-Ethernet [Thi01].
Die weite Verbreitung von Kommunikationsnetzen ermo¨glicht neben der reinen Da-
tenu¨bertragung auch den Zugriff auf Resourcen wie Speicher, Drucker oder spezielle
Software durch einen gro¨ßeren Benutzerkreis und u¨ber ra¨umliche Entfernungen hinweg.
Sie bildet somit die Grundlage fu¨r die Koppelung von Rechnersystemen. Dieses Vorge-
hen einer gemeinsamen Nutzung von Resourcen spart Kosten und erlaubt eine ho¨here
Zuverla¨ssigkeit von kritischen Systemen durch Hardwareredundanz [vST02].
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Abbildung 2.2: Die Bandbreite von Netzwerken stieg in 30 Jahren um sechs Gro¨ßenord-
nungen an [VW00].
2.2.3 Gekoppelte Rechnersysteme
Neben Multiprozessorsystemen werden auch vollsta¨ndige Rechnersysteme zu virtuellen
parallelen Rechnern zusammengeschlossen. Diese Kombination wird Multicomputer ge-
nannt und beinhaltet, dass die Hauptspeicher gegeneinander abgeschottet sind. Je nach
Grad der Kopplung unterscheidet man zwischen Clustern of Workstations (COW) und
Networks of Workstations (NOW).
Fu¨r eine benutzerfreundliche Bedienung von vernetzten Computern wurden verschie-
dene Ansa¨tze und Betriebssysteme entwickelt. Werden auf Rechnern eigensta¨ndige, lo-
kale Betriebssysteme (Local Operating System, LOS ) eingesetzt, die um Schnittstellen
fu¨r die Kommunikation bzw. eventuell sogar mit Netzwerkdiensten ausgestattet sind,
so spricht man auch von einem Netzwerkbetriebssystem (Network Operating System,
NOS), welche die in Abbildung 2.3 dargestellte Architektur aufweisen. In dieser Umge-
bung muss die Kommunikation zwischen den Einzelsystemen vom Programmierer expli-
zit durch die zur Verfu¨gung stehenden Schnittstellen implementiert werden.
Ein erweitertes Konzept ist dagegen in verteilten Betriebssystemen (Distributed Ope-
rating System, DOS ) zu finden. Hier erscheint dem Benutzer das aus mehreren Einzel-
rechnern bestehende System wie ein großes Gesamtsystem, man spricht auch von einem
Single System Image. Systemzusammenstellung sowie Kommunikationsdetails werden
im Betriebssystem verborgen. Um den Unterschied zwischen den Ansa¨tzen zu verdeut-
lichen, zeigt Abbildung 2.4 die Architektur eines verteilten Betriebssystems.
Beispiele fu¨r verteilte Betriebssysteme sind das Chorus System [RAA+90], dasMACH -
[Loe92] und das MOSIX - [BGW93], sowie das Amoeba Betriebssystem [MRT+90], die
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Abbildung 2.3: Ein Netzwerkbetriebssystem bietet neben der Funktionalita¨t eines lo-
kalen Betriebssystems auch Schnittstellen fu¨r die Kommunikation (COM Interface) an.
U¨ber die Schnittstelle ist ein definierter Zugriff auf das Netzwerk und seine Dienste
mo¨glich.
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Abbildung 2.4: Architektur eines verteilten Betriebssystems. Der Softwarebenutzer auf
der Anwendungsebene sieht ein Gesamtsystem, die genaue Zusammensetzung von Ein-
zelkomponenten bleibt verborgen.
alle Ende der achtziger Jahre entwickelt wurden [Tan95]. Vertreter des Konzepts eines
Netwerkbetriebssystem sind die weit verbreitetenWindows oder Linux Betriebssysteme.
Cluster of Workstations
Mit einem Cluster of Workstations (COW) werden vernetzte Computer bezeichnet, die
u¨blicherweise nicht fu¨r allta¨gliche Arbeiten wie Textverarbeitungen oder Tabellenkalku-
lationen genutzt werden. Meist werden diese als dediziertes Computersystem zusammen
in einer ra¨umlich eng begrenzten Umgebung aufgebaut. Die Einzelcomputer sind in der
Regel von homogener Bauart und werden nur selten durch zusa¨tzliche, andere Rech-
ner erweitert. Das Verbindungsnetzwerk zeichnet sich durch schnelle U¨bertragungsraten
aus, wie zum Beispiel durch die Verwendung des Scalable Coherent Interface (SCI). Als
Definition fu¨r einen Cluster findet man in [Tec03]:
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Definition 2.2.1 In a computer system, a cluster is a group of servers and other re-
sources that act like a single system and enable high availability and, in some cases, load
balancing and parallel processing.
Cluster wurden zuna¨chst im universita¨ren Umfeld und in Forschungszentren ein-
gesetzt und stellen heute eine Alternative zu Hochleistungsrechnern dar [War03]. Sie
erreichen mittlerweile Leistungen, die mit Supercomputern verglichen werden ko¨nnen
oder diese sogar u¨bertreffen [Com02]. An der Universita¨t Heidelberg wurde zum Beispiel
2002 in Verbund mit dem Rechenzentrum der Universita¨t Mannheim ein PC-Cluster aus
Standardkomponenten mit 512 Prozessoren und einer Spitzenleistung von mehr als 1,4
Teraflops installiert, der nach ersten Leistungstest in der Top-500-Liste der weltweiten
Hochleistungsrechnern den 24. Platz erreicht ha¨tte [Don02]. Diese Liste wird derzeit
vom japanischen Earth Simulator mit 35,9 Teraflops angefu¨hrt, auf Platz 5 liegt aber
bereits ein Linux Cluster System von Linux Networx mit 5,7 Teraflops [Com02].
Network of Workstations
Der Begriff Network of Workstations (NOW) beschreibt ein lose gekoppeltes Netzwerk
meist heterogener Rechner, die durch ein lokales Verbindungsnetzwerk (oder auch das
Internet) gekoppelt sind. Die U¨bertragungsraten in diesem Netz liegen weit unter denen
von Clustern, da sie aus handelsu¨blichen low-cost Komponenten bestehen.
Typisches Umfeld sind die verschiedenen Desktop Computer in einer Bu¨roumgebung,
mit denen allta¨gliche Arbeiten wie Bu¨roanwendungen, Programmierung oder Konstruk-
tionen erledigt werden. Teilweise werden aber auch allgemein Rechner, die an das In-
ternet angeschlossen sind, mit dem Begriff NOW gekennzeichnet. Das Internet stellt
jedoch ein besonderes Network of Workstations dar, da es ha¨ufig auch als “network of
networks”, also als Zusammenschluss vieler NOWs, beschrieben wird.
Da diese Rechner einen großen Teil des Tages ungenutzt sind und somit ein großer
Anteil der Rechenleistung brach liegt, ist eine zusa¨tzliche Belastung der Systeme fu¨r
Rechenaufgaben, die fu¨r ein allein stehendes System zu umfangreich sind, erstrebenswert
[MC99].
Aus dieser Motivation heraus hat sich insbesondere das so genannte Web-, Internet-
oder auch Globalcomputing entwickelt, das die Rechenleistung von weltweit u¨ber das
Internet gekoppelten, unbenutzten Computern erschließt. In diesem Umfeld ist in den
letzten Jahren insbesondere der Name Grid-Computing in den Vordergrund geru¨ckt
[BBL00].
Grid- und Global-Computing
Ziel des Grid-Computings ist es, u¨ber Netzwerke weltweit verteilte Resourcen nutzbar zu
machen, zum Beispiel den Zugriff auf High-End-Computersysteme. Dabei werden unter
Umsta¨nden auch Cluster verbunden oder der Zugriff auf Cluster ermo¨glicht. Benutzer
von Grids besitzen diese meist nicht, sondern mieten sich Rechenzeiten, um komplexe,
technisch-wissenschaftliche Berechnungen durchzufu¨hren [FK98, FK99, FKT01]. Damit
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ist es mo¨glich, CPU-Leistung zu nutzen, ohne eigene, teure Cluster anschaffen zu mu¨ssen,
und aus Anbietersicht, Rechenleistung zu verkaufen, um eigene Systeme rentabler zu
machen. Genztsch definiert Computational Grids in [Gen02] z. B. wie folgt:
Definition 2.2.2 Computational Grids consist of clusters of networked Multiprocessor
Systems and/or Clusters, located in multiple different administrative domains, scattered
over departments, enterprises, or distributed globally even over the Internet.
Eine a¨hnliche Definition findet sich auch in [Tec03]:
Definition 2.2.3 Grid computing (or the use of a computational grid) is applying the
resources of many computers in a network to a single problem at the same time - usually
to a scientific or technical problem that requires a great number of computer processing
cycles or access to large amounts of data.
Ein Vielzahl von Kooperationen, Universita¨ten und Forschungseinrichtungen ent-
wickeln heute Software fu¨r die Nutzung und das Management von Grids. Bekannte Pro-
jekte des Grid-Computings sind beispielsweise Condor [TWML02], Globe [BAB+00],
Globus [FK98, Glo02], Legion [NNTH+02] und Unicore [Erw02], die teilweise von der
Europa¨ischen Union und von amerikanischen Einrichtungen unterstu¨tzt werden [Thi01,
BBL00]. Grid-, Global- und Metacomputing werden ha¨ufig synonym gebraucht und
schließen auch das Web- oder Internetcomputing mit ein [KCB02].
Prominentestes Beispiel eines solchen Ansatzes ist wahrscheinlich das SETI@home-
Projekt (Search for Extraterrestrial Intelligence) [McD01], das die summierte Leistung
von u¨ber das Internet verbundenen Rechnern nutzt, um die von einem Radioteleskop in
Arecibo aufgenommene Frequenzpakete nach auffa¨lligen bzw. charakteristischen Signa-
len zu durchsuchen, um so außerirdisches Leben zu finden. Andere Ansa¨tze des Web-
computings bescha¨ftigen sich mit der Berechnung von Primzahlen, wie die Great Inter-
net Mersenne Prime Search [GIM03], mit der Faltung von Proteinen (Folding@Home)
[Pan02], mit der Berechnung anderer Moleku¨le (z. B. [Sma03]) oder mit der Vorhersage
von Aktienkursen [i4203].
All diese Ansa¨tze haben einen enormen Rechenbedarf, zu dem Internetnutzer durch
Bereitstellung von Rechenleistung mit beitragen ko¨nnen. Bei kommerziellen Grid-Pro-
jekten, die insbesondere die Hochleistungsrechner und -cluster der Forschungsinstitute
einbinden, stehen so komplexe Anwendungen wie Wetter- oder Klimasimulationen, aber
auch Crash- oder Belastungssimulationen im Vordergrund. Grid computing wird ha¨ufig
als die Technologie der Zukunft bezeichnet, da eine kosteneffektive Nutzung erwartet
wird. Außerdem ko¨nnen so Aufgaben und Algorithmen bearbeitet werden, die aufgrund
fehlender Resourcen bisher nicht gelo¨st werden konnten [Tec03].
Anwendungen, die Gridtechnologie nutzen, sind meist nicht interaktiv. Die Nutzer
u¨bermitteln ihre Aufgaben u¨ber ein Portal an die Gridsoftware, die dann entscheidet,
wann, wo und wie die Jobs ausgefu¨hrt werden [BBL00, TTL02, NNTH+02]. Diese Funk-
tionalita¨t ist den traditionellen Batch Queueing Systemen mit ihren Warteschlangen
sehr a¨hnlich. Fu¨r eine Anwendung, wie in dieser Arbeit vorgesehen, ist Grid-Computing
damit allerdings nicht geeignet.
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2.3 Bewertung
Dieses Kapitel stellt verschiedene Trends des Softwareengineerings dar, die auf der einen
Seite die Entwicklung von Software revolutionierten, auf der anderen Seite aber, mit der
technologischen Weiterentwicklung von Algorithmen zusammen, immer ho¨here Anfor-
derungen an die Leistungsfa¨higkeit von Rechnersystemen stellen.
Um dieser Anforderung nachzukommen, wurden verschiedene Ansa¨tze fu¨r eine schnel-
lere und parallele Verarbeitung entwickelt, die jeweils in bestimmten Anwendungsum-
gebungen zu finden sind und in diesem Abschnitt kurz dargestellt werden. Anhand der
verschiedenen Umgebungen la¨sst sich die vorliegende Arbeit in ihr Anwendungsszenario
eingruppieren, das schwerpunktma¨ßig im Bereich der Networks of Workstations liegt,
wie sie in allta¨glichen Bu¨roumgebungen vorkommen.
In diesem Umfeld kommen vielfach objektorientierte oder komponentenorientierte
Techniken zum Einsatz, die mittels so genannter Middleware u¨ber Rechnergrenzen hin-
aus kommunizieren. Die Umgebung unterscheidet sich somit deutlich von der Anwen-
dung von Webservices und dem im Bereich der Forschung an Bedeutung gewinnendem
Gridcomputing.
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Kapitel 3
Lastverteilung in
Middlewaresystemen
3.1 Begriffsdefinitionen
Die grundlegende Technologie fu¨r die Kommunikation u¨ber Computernetzwerke wurde
in den siebziger und achtziger Jahren entwickelt und ist auch heute noch Basis vieler
Weiterentwicklungen: Das TCP/IP Protokoll (Transmission Control Protocol, Internet
Protocol) wird immer noch in den unteren Schichten der Computerkommunikation
genutzt [Lie96, Tan96, vST02].
Durch die allgegenwa¨rtige Existenz von Computernetzwerken haben in den letzten
Jahren so genannte verteilte Systeme immer mehr Bedeutung gewonnen. Diese lassen
sich wie folgt charakterisieren [CDK02]:
Definition 3.1.1 Ein verteiltes System ist ein System, in dem sich Hardware- oder
Software-Komponenten auf vernetzten Computern befinden und nur u¨ber den Austausch
von Nachrichten kommunizieren und ihre Aktionen koordinieren.
In verteilten Systemen werden ha¨ufig so genannte Client-Server Paradigmen einge-
setzt, wie in Abbildung 3.1 dargestellt. Server bezeichnet dabei ein Programm (bzw. Pro-
zess), das seine Dienste verschiedenen anderen Programmen (den Clients) zur Verfu¨gung
stellt. Vielfach werden auch die das jeweilige Programm ausfu¨hrenden Rechner mit Cli-
ent und Server benannt [CDK02]. Als Beispiel kann das Buchungssystem eines Reisever-
anstalters dienen. Wa¨hrend die Datenbank mit allen Reiseinformationen in der Zentrale
des Konzerns aufgestellt ist und ausgefu¨hrt wird (Server), greifen Reisebu¨ros oder auch
mehrere Kunden u¨ber das Internet auf das Buchungssystem zu (Clients). Zusa¨tzlich
kann ein Einka¨ufer neue Reisen in das System einstellen.
Die Komplexita¨t von verteilten Systemen ist somit wesentlich ho¨her als bei Ein-
zelplatzsystemen, insbesondere durch die folgenden Aspekte, die es zu beachten gilt
[Pop96, Tan95, CDK02, vST02]:
• Nebenla¨ufigkeit: Dienste und auch Applikationen in einem verteilten System ko¨nnen
gleichzeitig angefragt werden bzw. ablaufen. Es muss also sichergestellt werden,
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Abbildung 3.1: In einem Client-Server System bietet ein Server-Prozess Dienste fu¨r eine
gro¨ßere Anzahl von Clients an.
dass alle Komponenten auch unter diesen Umsta¨nden korrekt ablaufen. Insbeson-
dere sind kritische Pfade zu synchronisieren, so dass alle Daten jederzeit konsistent
bleiben.
• Fehlerverarbeitung: Rechnersysteme arbeiten nicht immer fehlerfrei, so dass Teil-
komponenten eines verteilten Systems ausfallen ko¨nnen. Sind Teile redundant
ausgelegt, so kann dadurch die Verfu¨gbarkeit des Gesamtsystems erho¨ht werden.
Fa¨llt dagegen eine zentrale Komponente aus, so betrifft ein partieller Ausfall unter
Umsta¨nden das gesamte verteilte System.
• Sicherheit: Durch die zunehmende Anzahl von sicherheitsrelevanten Daten, die
u¨ber Datennetze u¨bertragen werden, spielt dieser Aspekt eine immer wichtigere
Rolle. So mu¨ssen die U¨bertragungen gegen Abho¨ren, Manipulieren und Datenver-
lust gesichert werden.
• Skalierbarkeit: Skalierbarkeit bezeichnet die Eigenschaft von Hard- oder Software,
auch bei einer vera¨nderten Systemgro¨ße effektiv zu arbeiten bzw. von der Erwei-
terung zu profitieren (zum Beispiel durch bessere Leistung beim Hinzufu¨gen eines
Prozessors). Im Idealfall sind mit steigender Gro¨ße keine A¨nderungen bei der ein-
gesetzten Software erforderlich.
• Transparenz: Transparenz ist einer der Kernpunkte in verteilten Systemen und be-
zeichnet die Eigenschaft, interne Abla¨ufe und detaillierte Kommunikationsaspek-
te zu verbergen. So sollte zum Beispiel der Zugriff auf entfernte Server mo¨glich
sein, ohne dass der genaue Standort bekannt sein muss (Ortstransparenz). Wei-
terhin sind Zugriffs-, Nebenla¨ufigkeits-, Replikations- und Fehlertransparenz sowie
Leistungs- und Skalierungstransparenz von Interesse.
• Offenheit: bezeichnet die Eigenschaft von verteilten Systemen, flexibel erweiterbar
zu sein. Offene verteilte Rechnersysteme bieten definierte, o¨ffentliche Schnittstellen
an, so dass u¨ber einen vorgegebenen Kommunikationsmechanismus auf Funktio-
nalita¨t oder Daten zugegriffen werden kann.
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• Heterogenita¨t: bedeutet Verschiedenheit und charakterisiert die unterschiedlichen
Komponenten, aus denen ein verteiltes System in Bezug auf Hardware, Betriebs-
systemen oder Programmiersprachen bestehen kann. Diese Vielseitigkeit kann nur
mit einheitlichen Standards gehandhabt werden, so dass eine einheitliche Kommu-
nikation mo¨glich ist.
3.2 Verteilungsplattformen / Middleware
Insbesondere die Aspekte Heterogenita¨t, Offenheit und Transparenz haben zur Ent-
wicklung von so genannter Middleware gefu¨hrt [Ber93, vST02], die als Softwareschicht
zwischen dem Betriebssystem und den eigentlichen Anwendungen (Applikationen) liegt
und synonym auch Verteilungsplattform genannt wird. Ihre grundlegende Struktur ist
in Abbildung 3.2 dargestellt.
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Abbildung 3.2: Middleware bildet eine abstrakte Softwareschicht zur Verbindung meh-
rerer Rechnersysteme und verbirgt darunter liegende Betriebssysteme, Hardware und
Netzwerke. Die schmalen, schwarzen Balken symbolisieren definierte Schnittstellen zwi-
schen den Schichten.
Eine Definition fu¨r Middleware findet man z. B. in [Thi01]:
Definition 3.2.1 In the computer industry, middleware is a general term for any pro-
gramming that serves to “glue together” or mediate between two separate and often alrea-
dy existing programs. A common application of middleware is to allow programs written
for access to a particular database to access other databases. Messaging is a common
service provided by middleware programs so that different applications can communicate.
Anwendungen greifen u¨ber definierte Schnittstellen auf die Middlewareschicht zu,
die die Kommunikation zwischen den Einzelrechnern erbringt. Hier werden Daten gege-
benenfalls fu¨r die U¨bertragung verpackt und kodiert (auch Marshalling genannt) und
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nach der U¨bermittlung dekodiert und ausgepackt (Unmarshalling). Die Kommunikation
zwischen den Rechnern erfolgt u¨ber das TCP/IP-Protokoll oder, je nach Middleware,
u¨ber spezielle, eigens entwickelte Protokolle [CDK02, vST02].
Zusa¨tzlich zu dieser grundlegenden Funktionalita¨t bieten Verteilungsplattformen Diens-
te an, die fu¨r die Implementierung von verteilten Systemen hilfreich sind, z.B. Sicher-
heits- oder Zeitdienste. Zentraler Dienst ist meist ein Namensdienst, der anhand eines
Namens oder einer Bezeichnung fu¨r ein Serverobjekt eine entsprechende Referenz ermit-
telt und so die Transparenz in verteilten Systemen sicherstellt.
Softwarekomponenten, die auf Middleware basieren, weisen eine verla¨ngerte Nut-
zungsdauer auf, da sie von verbesserter oder neu entwickelter Software weiterhin genutzt
werden ko¨nnen [IS99]. Dieser Vorteil ist von besonderer Bedeutung, wenn Firmen von
einem bestimmten Systembestandteil abha¨ngig sind oder der Austausch vorhandener
Hard- und Software mit sehr hohen Kosten verbunden ist [Vin97].
Middleware wird auch in Zukunft eine wichtige Rolle im Bereich der komponenten-
basierten Softwareentwicklung darstellen. Untersuchungen von Gartner Dataquest aus
dem Jahre 2002 sagen ein von 5.1 Milliarden Dollar im Jahr 2001 bis auf 10.5 Milli-
arden in 2006 steigendes Marktvolumen fu¨r den Bereich der Applikationsintegration,
Middleware und den Portalmarkt voraus [McC02].
In den folgenden Unterkapiteln sollen verschiedene Ansa¨tze aus dem Bereich der
Middleware kurz vorgestellt und verglichen werden. Diese Auflistung behandelt neben
dem veralteten Distributed Computing Environment (DCE) und nachrichtenbasierten
Verfahren schwerpunktma¨ßig objektorientierte Middlewaresysteme wie DCOM, COR-
BA, Java RMI sowie einige kleinere, ausgewa¨hlte Implementierungen.
3.2.1 Distributed Computing Environment
Das Distributed Computing Environment (DCE) wurde erstmals im Jahre 1992 vorge-
stellt, erste Implementierungen folgten 1993 [BT01]. DCE entwickelte sich aus einem
Standard der Open Software Foundation (OSF) und definiert ein verteiltes Framework,
das auf einem prozeduralen Programmiermodell aufsetzt [Tan95]. [Thi01] definiert DCE
wie folgt:
Definition 3.2.2 In network computing, DCE (Distributed Computing Environment)
is an industry-standard software technology for setting up and managing computing and
data exchange in a system of distributed computers.
Das DCE setzt auf dem lokalen Betriebssystem auf und nutzt Remote Procedure
Calls (RPC) [BS99, Tan95], wie in Abbildung 3.3 dargestellt. Im Gegensatz zu lokalen
Prozeduraufrufen arbeiten RPCs u¨ber zwei Adressra¨ume (auf Client und Server) hin-
weg, die mit einem Verbindungsnetzwerk verknu¨pft sind. Ein Programm kann u¨ber eine
Schnittstelle eine bestimmte Funktion eines entfernt ablaufenden Programms aufrufen.
Die erforderlichen Angaben umfassen dabei den Funktionsnamen sowie die Parameter
und werden zum Server u¨bertragen. Nach erfolgreicher Ausfu¨hrung wird das Ergebnis
zuru¨ck u¨bermittelt.
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Abbildung 3.3: Remote Procedure Calls werden von einem Client-Programm (links)
durch so genannte Stubs zu einem Serverrechner geleitet (rechts).
Zusa¨tzlich zum entfernten Methodenaufruf bietet das DCE verschiedene Dienste, die
die Entwicklung verteilter Anwendungen vereinfachen: Dazu geho¨ren z. B. ein Zeitdienst
(Time Service), Dienste zur Sicherheit (Security Services) oder ein Ereignisdienst (Event
Service).
DCE wurde fu¨r ein prozedurales Umfeld geschaffen und unterstu¨tzt keine Metho-
denaufrufe von Objekten. Daher wird erwartet, dass es an Bedeutung verlieren und
durch CORBA oder andere Ansa¨tze verdra¨ngt werden wird [BT01]. Dennoch ist dieses
Konzept in aktueller Software immer noch sehr weit verbreitet.
3.2.2 Nachrichtenbasierte Konzepte
Nachrichtenbasierte Middleware (Message Oriented Middleware, MOM) basiert auf asyn-
chronen Nachrichten, die zwischen Komponenten ausgetauscht werden. Dabei dienen
Warteschlangen (Queues), wie in Abbildung 3.4 dargestellt, als Zwischenpuffer fu¨r den
U¨bertragungsprozess. Versendet ein rufender Prozess im Programmablauf Daten in Form
einer Nachricht, so werden diese in die Schlange eingereiht und der Ablauf kann direkt
fortgesetzt werden. Der gerufene Prozess muss die Daten aktiv aus der Queue auslesen
und entsprechend weiter verarbeiten [ABHS97].
Dieser Nachrichtenaustausch wurde fu¨r prozedurale Programmiersprachen wie Fort-
ran oder C entwickelt, und wird in Form von Software-Bibliotheken angeboten. Bekann-
te Implementierungen sind zum Beispiel die Parallel Virtual Machine (PVM) oder das
Message Passing Interface (MPI). Eine kommerzielle Entwicklung ist IBMs MQSeries.
Fu¨r Java steht der von Sun Microsystems entwickelte Java Message Service (JMS) zur
Verfu¨gung [GBGL01, Sch01].
Prominentestes und gerade im Umfeld der Parallelverarbeitung weit verbreitetes
Werkzeug ist das Message Passing Interface, das hier exemplarisch vorgestellt werden
soll. MPI ist fu¨r alle ga¨ngigen Parallelrechner und Netzwerkrechner, die als Parallelrech-
ner betrieben werden, in Form von Programmierbibliotheken verfu¨gbar. Die Entwicklung
fand schwerpunktma¨ßig im Jahre 1993 durch Wissenschaftler des Argonne National La-
boratary und der Missisipi State University statt und wurde danach in mehreren Imple-
26 KAPITEL 3. LASTVERTEILUNG IN MIDDLEWARESYSTEMEN

	


	



	
   
	


	
Abbildung 3.4: Nachrichtenbasierte Konzepte nutzen Warteschlangen (Queues) um die
Kommunikation zwischen Applikationen zu realisieren.
mentierungen umgesetzt [GLS97]. Die Kommunikation erfolgt mit speziellen Methoden,
wie z. B.:
MPI_Send(address, length, destination, tag)
MPI_Receive(address, maxlen, source, tag, actlen)
Mit diesen Befehlen werden Nachrichten verschickt, die immer an einen bestimm-
ten Prozess adressiert werden bzw. die nur von einem bestimmten Prozess empfangen
werden (jeweils u¨ber die Angabe der address). Dadurch wird die Parallelisierung eines
Algorithmus bereits bei der Implementierung festgelegt. Neben dem weit verbreiteten
MPI gibt es neuerdings auch erste Bestrebungen, MPI mit objektorientierten Program-
miersprachen zu nutzen und auch komplexe Objekte zu u¨bertragen [LL03].
3.2.3 Objektorientierte Middleware
Objektorientierte Kommunikationsansa¨tze basieren alle auf einem a¨hnlichen Grundprin-
zip. Neben den eigentlichen Serverobjekten werden Stellvertreterobjekte generiert, die
clientseitig nach einem Verbindungsaufbau lokal instanziiert werden und alle Methoden
des Serverobjekts anbieten. Zur Laufzeit kann ein Clientobjekt Methoden eines sol-
chen Stellvertreterobjekts aufrufen als wa¨re das Serverobjekt auf dem gleichen Rechner
vorhanden. Die Stellvertreterobjekte haben in den verschiedenen Architekturen unter-
schiedliche Namen, wie z. B. Stub (“Stummel”) oder Proxy, dienen aber alle dem gleichen
Zweck (siehe Abbildung 3.5).
Das lokale Objekt leitet die Anfrage an das Serverobjekt weiter und liefert nach der
Ausfu¨hrung einen eventuellen Ru¨ckgabewert zuru¨ck. Die Kommunikationsinstanz auf
Serverseite, die die Methoden des eigentlichen Serverobjekts aufruft, wird auch Stub
oder Skeleton genannt.
Bei der Implementierung eines Serverobjekts werden die gewu¨nschtes Methoden in
einer Schnittstelle (Interface) definiert. Daraus generieren Hilfsprogramme das Geru¨st
fu¨r alle zur Kommunikation erforderlichen Objekte fu¨r Client- und Serverseite (u.a. die
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Abbildung 3.5: Entfernter Methodenaufruf mittels objektorientierter Middleware. Das
Stellvertreterobjekt (Client Stub) macht die Kommunikation fu¨r den Client vollkommen
transparent.
Stubs und Skeletons). Der Entwickler erga¨nzt das Geru¨st danach mit der eigentlichen
Funktionalita¨t der gewu¨nschten Klassen.
Zu dem beschriebenen grundlegenden Konzept kommen je nach Architektur verschie-
dene Dienste hinzu. Die folgenden Abschnitte stellen die wichtigsten objektorientierten
Verteilungsplattformen mit ihren Besonderheiten dar.
COM/DCOM
Das Distributed Component Object Model (DCOM) ist im Gegensatz zum DCE ob-
jektorientiert und stellt eine Erweiterung des Component Object Model (COM) dar
[Mic96, Pri99, App01]. DCOM wurde von Microsoft entwickelt und erlaubt es COM-
Objekten, nicht nur lokal, sondern auch u¨ber ein Netzwerk zu kommunizieren. DCOM
ist in alle neueren Windows-Betriebssysteme integriert.
Nach der proprieta¨ren OLE-Architektur (Object Linking and Embedding) in Win-
dows 3.1 und der Weiterentwicklung als COM, wurde DCOM erstmalig 1996 in Win-
dows NT standardma¨ßig eingebunden [Hoa98]. Heutzutage bildet es die Grundlage fu¨r
den Microsoft Transaction Server (MTS) und das Komponentenmodell COM+, das
erstmalig in Windows 2000 eingefu¨hrt wurde [WBSZ00].
DCOM Clients kommunizieren mit DCOM Servern u¨ber definierte Schnittstellen
(Interfaces). Diese sind in Abbildung 3.6 als schwarzer Balken in der obersten Schicht
dargestellt. Zuna¨chst erfolgt die Aktivierung eines Serverobjekts durch einen Service
Control Manager (SCM), bei dem sich die Instanz des Serverobjekts vorher registriert
hat. Danach wird der eigentliche Datenaustausch durch ein lokales Proxyobjekt auf
Clientseite u¨ber das Netzwerk und einen Stub auf Serverseite an das Zielobjekt weiter-
geleitet. Diese Instanzen u¨bernehmen die Funktionalita¨t der in der Einleitung zu diesem
Kapitel vorgestellten Stubs und Skeletons [HO97].
Die Definition der Schnittstellen erfolgt in der Microsoft Interface Definition Lan-
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Abbildung 3.6: Architektur des Distributed Component Models (DCOM): Die eigentli-
che Kommunikation erfolgt u¨ber Proxy und Stub Objekte.
guage (MIDL) [CHY+97]. Vorgeschrieben ist fu¨r diese nur ein definiertes Speicherlay-
out, so dass die Objekte in verschiedenen Programmiersprachen implementiert werden
ko¨nnen. Die Implementierung ist also von der Schnittstelle losgelo¨st, so dass Objekte
verschiedene Interfaces haben ko¨nnen. Auf der anderen Seite erlaubt dieses Vorgehen
keine Mehrfachvererbung, wie es in objektorientierten Sprachen vorgesehen ist.
CORBA
Die Common Object Request Broker Architecture (CORBA) ist eine weitere und wahr-
scheinlich die derzeit bekannteste objektorientierte Middleware. CORBA wurde von der
Object Management Group (OMG), einem Konsortium aus einer großen Anzahl von
Industriefirmen und Organisationen aus Forschung und Lehre, erstmalig im Jahre 1991
vorgestellt. Die OMG definiert CORBA nur in einer Spezifikation [OMG02a], bietet je-
doch keine fertige Implementierung an. Der Standard erlaubt seit 1994 mit der Version
2.0 auch das Zusammenspiel von Implementierungen verschiedener Hersteller [HO97].
Das Herzstu¨ck der CORBA-Architektur ist der Object Request Broker (ORB), der
als Vermittler zwischen Client und Server arbeitet [Vin97]. Dieser ist in Abbildung 3.7
zu erkennen, die auch die generelle Architektur von CORBA darstellt. Bei CORBA wird
ebenfalls ein Client-Server-basierter Ansatz verfolgt.
Die Funktionalita¨t von Serverobjekten wird in CORBA in Interfaces festgelegt, die
der so genannten Interface Definition Language (IDL) folgen. In der Definition kann
dabei auch auf objektorientierte Eigenschaften wie Vererbung zuru¨ckgegriffen werden
[CHY+97]. Die eigentliche Implementierung der Funktionalita¨t spielt bei der Definition
keine Rolle.
Die erstellten IDL-Schnittstellen werden mit einer Software in die gewu¨nschte Im-
plementierungssprache u¨bersetzt, in der dann die Funktionalita¨t programmiert wird.
Aktuelle CORBA-Produkte unterstu¨tzen verschiedene Programmiersprachen wie z. B.
Java, C++ oder Ada [Pri99].
Serverobjekte kommunizieren mit dem ORB u¨ber Objektadapter, die zuna¨chst in
Form von Basic Object Adaptern (BOA) zur Verfu¨gung standen. Wegen der allgemei-
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Abbildung 3.7: Architektur der Common Object Request Broker Architecture (COR-
BA).
nen Inkompatibilita¨t zwischen den BOAs verschiedener Hersteller wurden diese durch
Portable Object Adapter (POA) ersetzt.
Mo¨chte ein Serverobjekt seine Dienste anbieten, so registriert es sich mit einem Na-
men u¨ber einen POA beim Namensdienst und kann von Clients im Netzwerk kontaktiert
werden. Diese wiederum ko¨nnen bei einem ORB Dienste anfragen und erhalten eine Re-
ferenz auf das entfernte Serverobjekt. Die ermittelten Referenzen beschreiben ein Objekt
eindeutig und sind systemweit gu¨ltig. Falls erforderlich, ko¨nnen diese sowohl u¨bertragen
als auch in Form einer Zeichenkette in Datenbanken oder Dateien abgelegt werden.
U¨ber die Referenz ist dann ein Methodenaufruf mo¨glich, als wu¨rden die Dienste
lokal vorliegen. CORBA erlaubt sowohl einen statischen als auch einen dynamischen
Methodenaufruf und nutzt Stubs und Skeletons, wie bereits vorgestellt. Im statischen
Fall werden kompilierte Stubs genutzt, wa¨hrend die dynamische Anwendung zusa¨tzliche
Dienste zur Verfu¨gung stellt, um angebotene Methoden zur Laufzeit zu ermitteln, ohne
Programmcode neu kompilieren zu mu¨ssen.
Der ORB empfa¨ngt entfernte Methodenaufrufe u¨ber den Stub, ermittelt das zu-
geho¨rige Serverobjekt und leitet die Anfrage entsprechend weiter. Die Antwort wird
dann auf dem umgekehrten Wege dem aufrufenden Objekt u¨bermittelt. Die erforderli-
che Kommunikation ist fu¨r den Client vollkommen transparent und kann entweder u¨ber
das TCP/IP- oder das fu¨r CORBA entwickelte Internet-Inter-ORB Protokoll (IIOP)
erfolgen. Seit der CORBA Spezifikation Version 2.3 ist es auch mo¨glich, so genannte
valuetypes, also komplette Objekte mit all ihren Daten zu u¨bertragen. Dies ermo¨glicht
zusa¨tzlich zum u¨blichen call by reference auch einen call by value [Inp01b, Inp01a].
Neben der hier vorgestellten grundlegenden Funktionalita¨t bietet CORBA eine gan-
ze Reihe von nu¨tzlichen Diensten. Dazu geho¨ren ein Namensdienst (Nameservice), ein
Zeitdienst (Time Service) und Dienste rund um die U¨bertragungssicherheit (Securi-
ty Services). Einige Anbieter von CORBA-Produkten haben auch eigene Dienste ent-
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wickelt, die u¨ber die Spezifikation hinausgehen, wie z. B. fu¨r Clustering oder einfaches
Load Balancing (Bedienung mehrerer replizierter Objekte in zyklischer oder zufa¨lliger
Reihenfolge). [Inp01b, Inp01b, ION01a, ION01b]. Neben industriellen Anbietern haben
aber auch Gruppen aus Forschung und Entwicklung CORBA-Implementierungen erar-
beitet [OOS01b, OOS01d].
RMI
Der Begriff Remote Method Invocation (RMI) wird ha¨ufig in einer sehr allgemeinen
Weise in Analogie zum Remote Procedure Call benutzt. Hauptsa¨chlich hat die Bezeich-
nung aber in Zusammenhang mit der Java Programmiersprache von Sun Microsystems
einen hohen Bekanntheitsgrad erreicht [Bog99]. Dort erlaubt sie seit ihrer Einfu¨hrung
fu¨r die Java Virtual Machine (JVM) im Jahre 1997 eine transparente Mo¨glichkeit der
Kommunikation zwischen Java-Objekten.
Java wurde als plattformunabha¨ngige Sprache entwickelt und verdankt ihre Popula-
rita¨t insbesondere dem daraus resultierenden Einsatz im Umfeld des Internets [Fla99].
RMI nutzt fu¨r die Kommunikation das in diesem Anwendungsfeld verbreitete TCP/IP
Protokoll, verbirgt jedoch die Programmieraspekte der niederen Schichten [HO97, Bog99].
Die in Abbildung 3.8 dargestellte Architektur zeigt, dass auch hier Stubs und Skeletons
genutzt werden.
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Abbildung 3.8: Architektur der Remote Method Invocation (RMI).
Die Implementierung von RMI Client- und Serversystemen basiert auf der Vererbung
von speziellen RMI-Klassen. Methoden eines Objektes werden auch hier analog zu COR-
BA in Interfaces definiert. Die eigentlichen Serverobjekte erben von den RMI-Klassen
und implementieren die definierten Methoden. Bei der Instanziierung muss dann eine
Registrierung beim Namensdienst, der RMI Registry erfolgen, damit Clients das Objekt
nutzen ko¨nnen.
Diese ko¨nnen u¨ber die Registry eine Referenz auf das Serverobjekt erhalten, das
danach direkt angesprochen wird. Die Verbindung ist vollkommen transparent und zeigt
keine Unterschiede zu einer lokalen Ausfu¨hrung. Auch unter Java gibt es zusa¨tzliche
Dienste, die sich mit Sicherheitsaspekten bescha¨ftigen und den Objekttransfer regeln.
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Die Java Remote Method Invocation bildet mittlerweile auch die Basis fu¨r mehrere
weiterfu¨hrende Technologien, die am Ende dieses Kapitels vorgestellt werden.
SOAP
Das Simple Object Access Protocol (SOAP) ist eine Entwicklung, die als Standard fu¨r
verteilte Applikationen im Bereich des Internets vorgeschlagen wurde, [Thi01] definiert
es wie folgt:
Definition 3.2.3 SOAP (Simple Object Access Protocol) is a way for a program run-
ning in one kind of operating system (such as Windows 2000) to communicate with a
program in the same or another kind of an operating system (such as Linux) by using
the World Wide Web’s Hypertext Transfer Protocol (HTTP) and its Extensible Markup
Language (XML) as the mechanisms for information exchange.
SOAP erlaubt eine Interprozesskommunikation u¨ber Maschinengrenzen hinweg und
basiert auf dem fu¨r alle Betriebssysteme vorhandenen Web-Protokoll HTTP. Es legt
fest, wie im XML-Format vorliegende Daten gepackt und wie sie dann u¨ber HTTP an
ein entfernt ablaufendes Programm u¨bertragen werden mu¨ssen. Auf der anderen Seite
schreibt SOAP vor, wie die Antwort der Anwendung auszusehen hat.
Durch die Festlegung auf HTTP und XML ko¨nnen Anfragen auch Firewalls tunneln
und sind vollkommen plattformunabha¨ngig. SOAP ist bisher hauptsa¨chlich im Bereich
von Webservern und InternetDiensten anzutreffen, soll aber in Zukunft die bisherigen
Remote Procedure/Method Calls ersetzen. Mittlerweile gibt es bereits Gateways fu¨r
Perl, COM, Java, CORBA, und andere Einsatzgebiete [Mar00a, Sko00, XML02].
.NET
.NET bezeichnet die aktuelle Entwicklung der Microsoft Corporation aus dem Jahre
2002, die das gebra¨uchliche DCOM ersetzen soll. Microsoft beschreibt .NET als [Mic02]
“software that connects information, people, systems, and devices. It spans clients, ser-
vers, and developer tools...”. In [Thi01] findet man dagegen:
Definition 3.2.4 .NET is a business strategy from Microsoft that is aimed at a conver-
gence of personal computing with the Web. The goal is to provide individual and business
users with a seamlessly interoperable and Web-enabled interface for applications and
computing devices and to make computing activities increasingly Web browser-oriented.
The .NET platform includes servers; building-block services, such as Web-based data
storage, and device software.
.NET umfasst Klassenbibliotheken mit WebDiensten und Tools fu¨r grafische Benut-
zungsoberfla¨chen, sowie XML- und Datenbankanwendungen, die auf einem gemeinsamen
Framework aufsetzen. Die generelle Struktur, die in der Betriebssystemebene anzusie-
deln ist, ist in Abbildung 3.9 dargestellt. Kernstu¨ck dieser Architektur ist die Common
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Abbildung 3.9: Das .NET Framework basiert auf der Common Language Runtime, die
fu¨r alle Laufzeit relevanten Aspekte wie Sprachintegration, Speicher- oder Prozessma-
nagement zusta¨ndig ist.
Language Runtime (CLR), die die Ausfu¨hrung von Softwareobjekten in verschiedenen
Programmiersprachen ermo¨glicht [Mic02].
.NET Anwendungen werden zuna¨chst in einen bina¨ren Bytecode u¨bersetzt, in die
Microsoft Intermediate Language (MSIL). Ein Just-In-Time Compiler fu¨hrt diesen so
genannten managed code dann, a¨hnlich wie in Java, in der CLR aus [Mic03]. Derzeit ist
es im .NET Framework nur fu¨r C++-Compiler vorgesehen, direkt ausfu¨hrbaren Assem-
blercode zu erzeugen, der auch als unmanaged code bezeichnet wird.
Die Kommunikation und Verteilung von Komponenten erfolgt u¨ber einen Mecha-
nismus namens Remoting, der in Abbildung 3.10 dargestellt ist [Tha03]. Wie auch bei
DCOM kommunizieren Clients mit lokalen Proxyobjekten, die eine transparente Verbin-
dung zum Serverobjekt ermo¨glichen. Das Marshalling erfolgt in so genannten Formatern
und kann bina¨r oder auf Basis des SOAP-Protokolls erfolgen. Die Nachrichten werden
dann u¨ber Kommunikationskana¨le verschickt und ko¨nnen bidirektional, unidirektional,
u¨ber Funktionsaufrufe oder u¨ber Message Queues u¨bertragen werden. Zu Grunde lie-
gendes Protokoll ist derzeit TCP oder HTTP, in Zukunft soll auch SMTP dazukommen
[Ros02].
Andere Verfahren
Neben den in diesem Kapitel vorgestellten, bekannten Ansa¨tzen entwickelten sich auch
mehrere kleinere Lo¨sungen. Einige erweitern nur einen der großen Ansa¨tze, andere Stel-
len eine komplett eigensta¨ndige Architektur dar. Dieser Abschnitt soll eine Auswahl der
Mo¨glichkeiten pra¨sentieren, wobei der Schwerpunkt auf plattformunabha¨ngigen Archi-
tekturen liegt.
Bei Bonobo handelt es sich um eine Komponentenarchitektur, die auf dem CORBA
Standard aufsetzt. Ziel dieses Ansatzes ist es, die Softwareentwicklung im Unix-Umfeld
durch wieder verwendbare Komponenten zu vereinfachen. Die Funktionalita¨t der Kom-
ponenten kann durch andere (entfernte) Anwendungen oder durch Skripte aufgerufen
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Abbildung 3.10: Das .NET Framework ermo¨glicht Kommunikation u¨ber so genanntes
Remoting. Auch hier wird durch lokale Proxyobjekte eine transparente Verbindung zum
Server gewa¨hrleistet.
werden [dI01].
Die Beschra¨nkung der .NET-Architektur auf Windowsumgebungen fu¨hrte zu der
Idee einer Portierung des Systems auf andere Plattformen. Diese resultierte in einer
Arbeitsgruppe um Manuel de Icazas, die unter dem Namen Mono die Entwicklung ei-
ner Opensource Version der .NET-Entwicklungsplattform fu¨r die Unix-Welt vorantreibt
[Bor02, dI01].
Ein weiterer Kommunikationsmechanismus, dessen grundlegende Ideen in den 80er
Jahren entwickelt wurden, sind Tupelra¨ume. Auf diese ko¨nnen verteilte Systeme zugrei-
fen um Tupel hineinzulegen oder herauszunehmen und so, a¨hnlich wie u¨ber Message-
queues, zu kommunizieren. Das Projekt der Universita¨t Yale sowie die daraus hervorge-
gegangene Sprache sind unter dem Namen Linda bekannt geworden [Gel85]. Trotz einer
Anbindung an zahlreiche Programmiersprachen wie Pascal, C oder Fortran unterstu¨tzt
Linda keine objektorientierten Programmierparadigmen.
Eine Weiterentwicklung dieser Kommunikationstechnologie fu¨r die Programmier-
sprache Java mu¨ndete in den so genannten Javaspaces [Bog01], die von Sun [Sun03]
als “einfacher, einheitlicher Mechanismus fu¨r eine dynamische Kommunikation, Koordi-
nierung und Nutzung von Objekten” bezeichnet wird. Diese, wie auch andere Verfahren
fu¨r Java kompatible Umgebungen namens Jini oder wie das von Marko Boger entwickel-
te Dejay [Bog01], spielen ebenso wie das von der Firma Objectspace vertriebene Voyager
[Obj97, Bog99] eine eher untergeordnete Rolle.
3.2.4 Bewertung
Nach einer kurzen Vorstellung der verschiedenen Verfahren in den vorherigen Abschnit-
ten soll in diesem die Entscheidung zur Nutzung von CORBA erla¨utert werden. Wie
in der Einleitung bereits erwa¨hnt, sollte das Verfahren einen objektorienterten Ansatz
verfolgen, um in einer entsprechenden Umgebung sinnvoll eingesetzt werden zu ko¨nnen.
Diese Anforderung wird von den meisten moderneren Ansa¨tzen erfu¨llt. Der in die Jah-
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re gekommene RPC bzw. das DCE sowie die nachrichtenorientierten Verfahren sind
durch ihren Fokus auf prozedurale Umgebungen unter diesem Gesichtspunkt ungeeignet
[BT01].
Einen weiteren wichtigen Faktor stellt die Zielumgebung dar. Wa¨hrend die Ent-
wicklung von COM, DCOM und .NET an die Windowsbetriebssysteme gebunden sind,
erlauben DCE, CORBA, SOAP, RMI und die anderen Java-Verfahren eine Systemu¨ber-
greifende Kommunikation. .NET ist zur Zeit nicht auf Unix-Plattformen lauffa¨hig (siehe
oben).
Die Frage der Laufzeitumgebung ist eng mit der Wahl der Programmiersprache ver-
knu¨pft. CORBA und .NET bieten diesbezu¨glich die breiteste Unterstu¨tzung verschiede-
ner Sprachen an. Auch DCOM erlaubt hier den Einsatz beliebiger Compiler, solange das
bina¨re Interface eingehalten wird. Java basierte Produkte (RMI, Jini, Voyager etc.) sind
eigentlich an die Programmiersprache Java gebunden, ko¨nnen aber durch das Java Na-
tive Interface (JNI) auf nativen Programmcode zugreifen, der ggf. in anderen Sprachen
entwickelt wurde.
Neben diesen offensichtlichen Differenzen gibt es aber auch entscheidene konzeptio-
nelle Unterschiede. In CORBA, RMI and .NET definieren Schnittstellen die Funktiona-
lita¨t der Objekte und bilden eine Art Vertrag zwischen Client und Server. Im Gegensatz
dazu basiert DCOM einzig und allein auf einem Speicherlayout und daraus resultieren-
den Zeigern.
Die hier vorgestellten Middlewarearchitekturen greifen auf Protokolle in darunter lie-
genden Kommunikationschichten zuru¨ck. Alle ko¨nnen durch die Verwendung des TCP/IP-
Standards in lokalen Datennetzen oder u¨ber das Internet eingesetzt werden. Zusa¨tzlich
ist auch der Einsatz von speziellen, neu entwickelten Protokollen (z. B. IIOP in CORBA)
mo¨glich. Einige Verfahren erlauben sogar die gegenseitige Interaktion wie z. B. zwischen
CORBA und RMI [SS02].
Die eingesetzten Protokolle beeinflussen aber nicht nur die Interaktion, sondern
vielmehr die Leistung und Skalierungsaspekte. Zu diesem Thema haben verschiedene
Forscher Untersuchungen durchgefu¨hrt, die insbesondere DCOM, RMI und CORBA
gegenu¨berstellen [JRH00, JZR00, HO97, Fra00]. .NET wurde bisher auf Grund seiner
gerade erst erfolgten Vero¨ffentlichung noch nicht ausfu¨hrlich mit den anderen verglichen.
Eine umfangreiche Leistungsanalyse wurde im Jahre 2000 von Juric, Rozman und
Hericko publiziert. Ihre Untersuchungen ergaben, dass weder RMI noch CORBA eindeu-
tige Leistungsvorteile aufweisen. RMI zeigt leichte Vorteile in kleinen Client/Server An-
wendungen, wa¨hrend CORBA in großen Szenarien bessere Leistungen erreicht [JRH00,
JZR00]. A¨hnliche Ergebnisse beschreibt auch eine Publikation von Eggen [EE01], der
seine Tests mit einem Client und mehreren Servern durchfu¨hrte. Er verglich RMI und
CORBA ebenfalls mit TCP/IP-Sockets und stellte hier ein dem RMI a¨hnliches Verhal-
ten fest.
Eine Untersuchung von Harkey and Orfali aus dem Jahre 1997 [HO97], die zusa¨tz-
lich auch noch DCOM mit einbezog, beschreibt TCP/IP-Sockets als schnellstes U¨ber-
tragungsverfahren. Dies ist wenig u¨berraschend, da alle anderen Verfahren, wie oben
beschrieben, auf diesem aufsetzen. DCOM zeigte in ihren Tests eine schlechtere Leis-
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tung als CORBA mit einem IIOP-Protokoll. Neben Untersuchungen von CORBA auf
TCP/IP oder IIOP-Protokollen werden derzeit auch Entwicklungen vorangetrieben, die
einen Einsatz von CORBA im Bereich von Echtzeitsystemen ermo¨glichen und auf ent-
sprechenden Bussystemen, wie zum Beispiel dem Controller Area Network (CAN) auf-
setzen [LJB03].
Andere Arbeiten untersuchten auch die Unterschiede, die sich aus der Verwendung
von unterschiedlichen Programmiersprachen ergeben. Ahuja fand 2002 heraus, dass der
Leistungsvorteil einer C++-Implementierung im Umfeld von Datenbanken gegenu¨ber
einer vergleichbaren in Java in einer CORBA-Umgebung nicht signifikant ist [AED02].
Diese Ergebnisse wurden dabei mit einer dreischichtigen Datenbankanwendung ermit-
telt.
Weitere Untersuchungen wurden in Vero¨ffentlichungen von Schwarz [Sch97], Boger
[Bog99], Chung [CHY+97], Franken [Fra00] und Rackl [RZB99] durchgefu¨hrt. Hier wer-
den sowohl architektonische Unterschiede gegenu¨bergestellt und diskutiert als auch Er-
gebnisse verschiedener Evaluierungen pra¨sentiert.
Alle vorgestellten Verfahren sind mit ihren Eigenschaften und Leistungen in der
folgenden Tabelle 3.1 kurz zusammengefasst. Man sieht, dass keines der Verfahren
bezu¨glich aller Anforderungen mit Bestnoten bewertet werden kann.
Kriterium DCE MOM DCOM CORBA RMI .NET SOAP
Objektorientierung - - + ++ ++ ++ +
Programmiersprachen ++ + ++ ++ - ++ ++
Betriebssysteme ++ ++ - ++ ++ - (+)1 ++
Dienste + - + ++ + + -
Geschwindigkeit ++ ++ + + + ? ?
Tabelle 3.1: Eigenschaften der vorgestellten Middlewareplattformen. Die Bewertung un-
terscheidet zwischen sehr guter Unterstu¨tzung bzw. Leistung (++), Vorhandensein bzw.
mittlerer Leistung (+) und schlechter oder gar keiner Unterstu¨tzung bzw. schlechter Lei-
stung (-).
CORBA konnte immerhin alle fu¨r diese Dissertation aufgestellten Kriterien ausrei-
chend erfu¨llen, so dass fu¨r die weitere Arbeit CORBA als Implementierungsumgebung
gewa¨hlt wurde. Wie man in den folgenden Kapiteln aber noch sehen wird, ist der gewa¨hl-
te Ansatz mit kleinen Modifikationen auch in anderen Umgebungen nutzbar.
3.3 Grundlagen der Lastverteilung
Ein entscheidender Faktor fu¨r die Akzeptanz und den Erfolg eines parallelen oder
verteilten Systems ist eine effektive Verteilung der Last auf die vorhandenen Resour-
cen. Dies wird in einem Betriebssystem von einem Scheduler erledigt. Stehen mehre-
re Resourcen gleichen Typs (z.B. Prozessoren) zur Verfu¨gung, wird ha¨ufig auch von
1nach Fertigstellung des Mono-Projekts, siehe Abschnitt 3.2.3
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load balancing, Lastverteilung, gesprochen. Diese Lastbalancierung unterscheidet sich
u¨blicherweise dadurch vom Scheduling, dass sie die Verarbeitung der Auftra¨ge opti-
miert [Bec95](S.10). Load balancing und Load sharing wird ha¨ufig synonym benutzt
[Shi95, WM85]. Die Ziele von Lastverteilung oder Prozessscheduling sind die Mini-
mierung der Ausfu¨hrungszeiten einer Anwendung, die Maximierung des Systemdurch-
satzes, die Maximierung der Resourcennutzung und die Steigerung der Fehlertoleranz
[LK87, SKS92, Shi95, Sch96, dS96, Lin02]. Diese Ziele widersprechen sich teilweise und
ko¨nnen somit nicht alle gleichzeitig erfu¨llt werden. In dieser Arbeit liegt der Schwerpunkt
auf einer Minimierung der Ausfu¨hrungszeit, um die darauf aufsetzenden Anwendungen
mo¨glichst effizient zu gestalten.
Lastverteilung besteht aus drei grundlegenden Elementen [Zho88, Shi95, ELZ86,
SKS92, WM85, dS96]:
• Die information policy spezifiziert, welche Statusinformationen fu¨r eine Lastvertei-
lung genutzt werden sollen, woher und wie sie ermittelt und in welchen Zeitabsta¨n-
den sie aktualisiert werden. Die Ermittlung kann auf Anfrage (demand-driven),
periodisch oder bei einer Zustandsa¨nderung (state-changed driven) erfolgen.
• Die transfer policy beschreibt, unter welchen Umsta¨nden ein Prozess an andere
Resourcen u¨bertragen werden soll. Dies kann zum Beispiel die U¨berschreitung eines
Grenzwertes (Threshold) sein. In diesem Zusammenhang wird auch ermittelt, ob
ein Prozess fu¨r eine U¨bertragung geeignet ist.
• Mit placement policy wird das Vorgehen charakterisiert, das beschreibt, wohin eine
bestimmte Aufgabe verschoben werden soll. Dies kann beispielsweise die Resource
mit der geringsten Belastung fu¨r ein bestimmtes Kriterium sein. Die placement
policy wird auch ha¨ufig in selection policy und location policy geteilt. Teilweise
werden auch selection und transfer policy zusammengefasst und die location poli-
cy als drittes Element benannt [Pos02].
Lastverteilungsverfahren lassen sich vielseitig klassifizieren [CK88, Shi95, Lud93,
Sch96, Rac97, dS96], insbesondere wird zwischen statischen, dynamischen und adap-
tiven unterschieden.
3.3.1 Statische Lastverteilung
Statische Lastverteilungsverfahren legen schon bei der Erzeugung des ausfu¨hrbaren Pro-
grammcodes (Kompilezeit) fest, wie eintreffende Lasten auf die verschiedenen Resourcen
verteilt werden sollen. Bekannteste Vertreter dieser Klasse sind das Random und das
Round Robin Verfahren.
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Random Das rudimenta¨rste Verfahren fu¨r eine Lastverteilung ist die zufa¨llige Zutei-
lung von verfu¨gbaren Resourcen. Es zeichnet sich durch seine einfache Implementierung
aus, beru¨cksichtigt aber keinerlei Systemzusta¨nde und ist somit als statisches Verfahren
zu klassifizieren.
Round Robin Ein weiteres statisches und sehr weit verbreitetes Verfahren ist das
Round Robin Verfahren, das die Resourcen nacheinander, in zyklischer Reihenfolge
auswa¨hlt. Abbildung 3.11 zeigt dazu ein Beispiel mit drei Servern. Aufeinander folgen-
de Aufgaben werden in aufsteigender Reihenfolge verteilt und beginnen danach wieder
beim ersten Server.
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Abbildung 3.11: Das Round Robin Verfahren verteilt Aufgaben in zyklischer Reihenfolge,
d.h. es beginnt nach dem Erreichen des letzten verfu¨gbaren Servers wieder beim ersten.
3.3.2 Dynamische Lastverteilung
Dynamische Verfahren beru¨cksichtigen den aktuellen Zustand der Systeme zur Laufzeit
und beziehen diese Information in ihre Entscheidung mit ein. Im Umfeld der middle-
warebasierten Lastverteilung kommen in den verschiedenen Ansa¨tzen meist a¨hnliche
oder sogar die gleichen grundlegenden Verfahren zum Einsatz:
Threshold Eine einfache Verbesserung der statischen Verfahren bietet die Nutzung
von Statusinformationen in Form eines Thresholds (Grenzwert). Der Lastverteiler be-
stimmt zuna¨chst einen Server aufgrund eines der oben genannten Verfahren, pru¨ft aber
vor einer U¨bertragung, ob die Auslastung unter einem festgelegten Grenzwert liegt. Ist
dies nicht der Fall, so sucht er einen anderen Server, bis entweder ein System mit ausrei-
chender Kapazita¨t gefunden oder eine maximale Anzahl von Versuchen erreicht wurde.
Abbildung 3.12 zeigt ein Round Robin Threshold Szenario mit einem Server, der diesen
Wert u¨berschreitet (grau).
Minimum Dispersion Andere dynamische Strategien verteilen Last aufgrund der
durchschnittlichen Last aller Systeme. Ziel ist es hier, Last gleichma¨ßig zu verteilen,
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Abbildung 3.12: Eine Round Robin Threshold Verteilung vergleicht die Serverauslastung
des gewa¨hlten Servers mit einem Grenzwert (Threshold), bevor es Aufgaben dorthin de-
legiert. In diesem Beispiel ist CPU 2 u¨berlastet und wird nicht weiter zusa¨tzlich belastet.
indem eine mo¨glichst geringe Abweichung vom Durchschnitt angestrebt wird (minimum
dispersion). Fu¨r sehr heterogene Systeme erscheint eine Nutzung ungeeignet, da die
Leistungsfa¨higkeit bisher nicht in das Verfahren eingeht.
Least Loaded Das Least Loaded Verfahren verteilt die Last an den am wenigsten
belasteten Server, wobei dieses Maß nicht eindeutig definiert ist. Weit verbreitet ist
beispielsweise die Ermittlung der Anzahl der offenen Verbindungen zu einem Server.
3.3.3 Adaptive Verfahren
Adaptive Verfahren beru¨cksichtigen bei der Verteilung nicht nur die verfu¨gbaren System-
informationen, sondern passen ihre Strategie den sich vera¨ndernden Systemzusta¨nden
an und schalten z. B. zwischen verschiedenen Algorithmen um.
3.4 Lastverteilung in objektorientierter Middleware
Die meisten Arbeiten zum Thema Lastverteilung in objektorientierter Middleware ba-
sieren auf CORBA. CORBA hat sich in den letzten Jahren zur bekanntesten und von
vielen Firmen unterstu¨tzten Verteilungsplattform entwickelt [FWDC+00], entha¨lt in sei-
ner aktuellen Spezifikation [OMG02a] aber noch keine Vorschriften oder Empfehlungen
zur Lastverteilung.
Auf Grund eines fehlenden Standards haben verschiedene Hersteller von CORBA
Produkten eigene, proprieta¨re Lo¨sungen erarbeitet, die oft nicht kompatibel zueinander
sind. Lastverteilung in CORBA erfolgt meist u¨ber einen Verzeichnis- oder Namensdienst.
Dieser dient dem Verwalten und Auffinden von Servern, die die beno¨tigten Dienste
anbieten und die anhand verschiedener Namen auseinander gehalten werden ko¨nnen.
3.4. LASTVERTEILUNG IN OBJEKTORIENTIERTER MIDDLEWARE 39
Dieses Kapitel pra¨sentiert sowohl kommerzielle Produkte, die Lastverteilung un-
terstu¨tzen, als auch Entwicklungen aus dem Bereich der Forschung, die den gro¨ßten
Anteil ausmachen. Außerdem werden einige Beispiele fu¨r Lastverteilungsarchitekturen
in anderen, verbreiteten Middlewareplattformen dargestellt. Eine tabellarische Auflis-
tung von Unterschieden und Gemeinsamkeiten der im Folgenden vorgestellten Arbeiten
schließt sich an die Zusammenfassung in Abschnitt 3.5 an.
3.4.1 Kommerzielle CORBA-Produkte
In der von Borland/Inprise angebotenen CORBA-Implementierung namens Visibroker
[Inp01b, Inp01a] wird eine Lastverteilung u¨ber einen so genannten Smart Agent reali-
siert. Dabei handelt es sich um einen proprieta¨ren, verteilten, dynamischen Verzeich-
nisdienst, bei dem sich gestartete Server anmelden. Stehen mehrere gleiche Server zur
Verfu¨gung, so weist der Smart Agent bei Client-Anfragen die verfu¨gbaren Resourcen
nach dem Round Robin Prinzip, also eine nach der anderen zu, in zyklischer Reihenfol-
ge. Alternativ kann fu¨r eine Lastverteilung auch der Namensdienst in Zusammenhang
mit der Konfiguration eines Clusters genutzt werden. Ein Cluster fasst dazu verschie-
dene Objekte unter einem Namen zusammen, die bei Bedarf ebenfalls nach dem Round
Robin Mechanismus angesprochen werden.
Die Firma IONA Technologies verfolgt mit ihrem Produkt Orbix einen a¨hnlichen
Ansatz [ION01a, ION01b, ION01c]. Auch in dieser Implementierung ist ein Lastver-
teilungsalgorithmus in den Namensdienst eingebunden und erlaubt neben dem Round
Robin eine zufa¨llige Auswahl (Random) und einen Least Loaded Algorithmus, also die
Ermittlung des am wenigsten genutzten Servers. Beim letztgenannten werden die Zu-
griffe auf einen bestimmten Server mitgeza¨hlt und bei der Zuweisung fu¨r kommende
Anfragen beru¨cksichtigt. Auch hier ko¨nnen Serverobjekte in einer Gruppe konfiguriert
und unter einem gemeinsamen Namen fu¨r einen bestimmten Dienst verfu¨gbar gemacht
werden. Fragt ein Client einen Dienst dieses Namens an, so wird ein Server aus der
Gruppe zugeteilt.
Diese drei Lastverteilungsverfahren sind ebenfalls in einem weiteren kommerziellen
Produkt von PrismTech zu finden [Pri02]. Die Firma bietet ihre Entwicklungen in Form
des so genannten OpenFusion Load Balancing Service an.
3.4.2 Stand der Forschung
Auch im Bereich der Forschung haben verschiedene Arbeiten Lastverteilungsverfahren
fu¨r Middleware untersucht. In Folge eines Request for Proposal [OMG01] zur Lastvertei-
lung in CORBA sind verschiedene Ideen in einen Vorschlag eingegangen [OMG02b] und
werden derzeit diskutiert. Diese sind gro¨ßtenteils in den Arbeitsgruppen um Douglas
C. Schmidt entstanden. Ergebnis der Arbeiten ist unter anderem eine Implementierung
namens TAO, die in mehreren Vero¨ffentlichungen beschrieben wird [OOS01b, OOS01d,
OOS01c, OS01a, OS01b]. Othman et al. nutzen neben einem Round Robin Verfahren
auch ein Minimum Dispersion Verfahren, das versucht, alle Server gleichma¨ßig auszu-
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lasten. Im Gegensatz zu den oben vorgestellten, kommerziellen Produkten pra¨sentieren
die Autoren auch Messwerte zu ihren Entwicklungen. Ein Test zeigt, dass Zugriffe auf
vier Server nach ca. einem Viertel der Gesamtlaufzeit gleichma¨ßig verteilt werden, die
verschiedenen Lastverteilungsstrategien werden jedoch nicht verglichen.
Auch in [BFFT99] wird eine Lo¨sung zur Lastverteilung in CORBA-Systemen vorge-
schlagen. In dieser Arbeit werden die Verteilungsalgorithmen in den CORBA-Nameser-
vice integriert. Fu¨r die Bewertung der aktuellen Prozessorleistung werden die Prozessor-
auslastung sowie ein einmalig beim Systemstart ermittelter Benchmarkwert zu Grunde
gelegt. Das verwendete Testumfeld besteht aus zehn homogenen Rechnern, auf die acht
Lastpakete verteilt werden. In den Testreihen werden bis zu acht der Server durch zusa¨tz-
liche Programme belastet. Durch die verwendeten Verfahren kann die Berechnungszeit
um bis zu 40% reduziert werden, im Mittel um 15%.
Butler et al. [But99, BCS99] entwickelten einen so genannten PerformanceBroker
fu¨r CORBA. Dieser sammelt Informationen u¨ber verfu¨gbare Rechnerresourcen, indem
er auf den einzelnen Systemen Testsuiten (kleine Programme mit einer bestimmten
Aufgabe) ausfu¨hrt und so Leistungsfaktoren ermittelt. Dazu geho¨ren zum Beispiel die
Verzo¨gerungszeit u¨ber das Netzwerk oder eine Maßzahl fu¨r die Fließkommaberechnung
des Systems, die dann jeweils mit Werten zwischen 0 (schlecht) und 1 (gut) bewertet
werden. Ein Client kann dann vom Broker einen verfu¨gbaren Server anfordern, der einer
von ihm vorgegeben Gewichtung der Messgro¨ßen am Besten entspricht. Die Autoren
evaluieren ihre Entwicklung mit einer Beispielanwendung aus dem Raytracingbereich
auf 24 Rechnern, von denen bis zu 16 zusa¨tzlich belastet werden, und vergleichen mit
einem Round Robin und einem Random Verfahren. Die Lastverteilung erfolgt dabei auf
bis zu 8 der verfu¨gbaren Rechner und erzielt bessere Ergebnisse als Random und Round
Robin. Die genaue Testumgebung sowie die Verbesserung wird in der Vero¨ffentlichung
nicht pra¨zisiert.
Post beschreibt in [Pos02] ein Framework fu¨r Lastverteilung in objektorientierter
Middleware und stellt eine Implementierung fu¨r CORBA vor. Zur Bewertung der zur
Verfu¨gung stehenden Server werden verschiedene LoadMeter benutzt, die schwerpunkt-
ma¨ßig die CPU Auslastung erfassen. Die vorgeschlagene Lo¨sung erlaubt die Verwendung
verschiedener Lastverteilungsalgorithmen, die in einem kleinen Testumfeld (2 Server, 3
Rechner fu¨r die Verwaltung) getestet werden. Hier kommen Random, Round Robin und
ein lastbasierter Verteilungsalgorithmus zum Einsatz. Die verwendeten Server haben
identische Taktraten, die verwendeten Rechner zur Verwaltung der Verteilungsverfah-
ren sind wesentlich leistungssta¨rker als die Server. Die von Post entwickelten Lastver-
teilungsverfahren verteilen die in seinem Testumfeld eingesetzten Aufgaben nicht besser
als ein Round Robin Verfahren.
In [Mar00b] wird das Konzept zu einer adaptiven Middleware vorgestellt, die durch
verschiedene MiddlewareDienste unabha¨ngig von bisherigen ORB Implementierungen
oder Programmierparadigmen ist. In dieser Architektur sollen in einem Modul Infor-
mationen zu CPU-Typ und -Geschwindigkeit, Speichergro¨ße, Festplatten und zu spezi-
elle Fa¨higkeiten der Rechnersysteme ausgewertet werden. Der vorgestellte Ansatz un-
terstu¨tzt das CORBA-Protokoll IIOP, wie auch die a¨lteren Protokolle TCP und UDP.
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Der Autor pra¨sentiert in der Vero¨ffentlichung nur Untersuchungsergebnisse in einem ho-
mogenen Umfeld fu¨r die Kommunikationsschicht. Weitere Publikationen zur Implemen-
tierung des Systems und der daru¨ber liegenden Schichten sind bisher nicht erschienen.
Arbeiten im Bereich der middlewarebasierten Lastverteilung wurden in Deutschland
unter anderem von Arbeitsgruppen der Technischen Universita¨t Mu¨nchen um Bode,
Paul und Ludwig durchgefu¨hrt.
Schnekenburger und Rackl bescha¨ftigten sich bereits Mitte der 90er Jahre [Sch96,
SR97, Sch00] mit dynamischer Lastverteilung in CORBA-Systemen. Aufbauend auf zu-
na¨chst konzeptionellen Vero¨ffentlichungen entstand eine dynamische Lastverteilungs-
strategie fu¨r Orbix [SR97, Rac97]. Zur Bewertung der verfu¨gbaren Rechnersysteme wird
die CPU-Auslastung ermittelt, wobei Leistungsunterschiede der Hardware nicht beach-
tet werden. Darauf basierend nutzt das entwickelte System Random, Random Threshold
oder ein Least Loaded Verfahren, um Berechnungen auf die Server zu verteilen. Beson-
deres Augenmerk in dieser Arbeit liegt auf der Tatsache, dass die Server jeweils nur
einen Teil der geforderten Dienste erbringen. Die Vermittlung der Anfragen la¨uft daher
u¨ber einen Trader ab. Rackl kommt zu dem Schluss, dass eine zufa¨llige Lastverteilung
in heterogenen Umgebungen unakzeptabel ist und fu¨r eine effektive Lastverteilung die
Heterogenita¨t der Systeme zu beru¨cksichtigen ist. Rackl vertiefte seine Arbeiten spa¨ter
im Bereich des Monitoring von heterogenen Middlewaresystemen [Rac01].
Lindermeier hat sich in seinen Arbeiten [Lin00, Lin02] ebenfalls mit der Lastver-
waltung in verteilten objektorientierten Systemen bescha¨ftigt. Als Grundlage fu¨r seine
Verfahren dient ein Lastmodell, das aus Leistungs-, Last- und Objektvektoren besteht.
Die Belastung der Serverrechner wird mittels Simple Network Management Protokoll
(SNMP) ermittelt. Das System berechnet die Effekte verschiedener Lastverschiebungen
anhand einer Modellrechnung vorab, bewertet diese Vorhersage und veranlasst ggf. eine
entsprechende Lastverschiebung. Die Evaluierung seines Verfahrens [Lin02] erfolgt in ei-
ner Testumgebung von homogenen Rechnern durch Bewertung der Einzelkomponenten,
sowie anhand einer Testanwendung aus der medizinischen Bildverarbeitung. Lindermei-
er zeigt, dass sein Verfahren die Last fu¨r die beteiligten Einzelrechner reduziert, ohne
allerdings konkrete Zahlen zu nennen.
Eine Forschergruppe um Spaniol und Linhoff-Popien bescha¨ftigte sich an der RW-
TH Aachen insbesondere mit dem Konzept von Tradern [Pop94] und darin integrierten
Lastverteilungsstrategien. Semrau stellt in seiner Arbeit [Sem97] eine verteilte Manage-
mentumgebumg fu¨r die dynamische Lastverteilung an replizierte CORBA-Objekte vor.
Die Auslastung der zur Verfu¨gung stehenden Server-Objekte wird darin durch Messun-
gen der Round Trip Time, also der Antwortzeit, ermittelt. Weitere Messgro¨ßen werden
nicht erhoben. Die eigentliche Verteilung erfolgt dann nach dem Least Loaded Prinzip
oder zufa¨llig. Thißen und Neukirchen [Neu99, TN00] pra¨sentieren in ihrem Ansatz eine
Erweiterung des von Semrau vorgeschlagenen Ansatzes. Zur Statusbewertung eines Ser-
vers wird in dieser Arbeit nur die Prozessorlast herangezogen. Neben einem Random und
einem Usage Count Algorithmus, was einer Round Robin Verteilung entspricht, werden
zwei dynamische Verfahren integriert. Zum Einen werden die Anfragen der Clients auf
Grund der Warteschlangenla¨nge, zum Anderen auf Grund der gescha¨tzten verbleibenden
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Antwortzeit der auszufu¨hrenden Auftra¨ge vermittelt. Zur Evaluierung der Entwicklung
dient ein Testumfeld aus vier homogenen Servern mit 167 MHz Prozessor sowie vier he-
terogene Workstations zwischen 110 und 167 MHz. In einem Test mit mehreren Clients,
die Anfragen der gleichen Laufzeit generieren, wird bei zwei Clients ein Geschwindig-
keitsvorteil von 12% und bei fu¨nf Clients von 43% erreicht.
Aber auch fu¨r andere Middlewareumgebungen sind dynamische Lastverteilungsver-
fahren fu¨r NOWs entwickelt worden. So bietet zum Beispiel Microsoft mit dem so ge-
nannten Component Load Balancing [Mic00] Lastverteilung fu¨r COM+ Servercluster
an. Die Verteilung der eingehenden Anfragen kann nach dem Round Robin Verfahren
oder auch basierend auf der Antwortzeit der verfu¨gbaren Server erfolgen, um schwer-
punktma¨ßig die weniger belasteten Server zu bedienen.
Auch fu¨r die im Rahmen der Programmiersprache Java entstandene Middleware
RMI wurden Verfahren zum Monitoring und zur Lastverschiebung untersucht. Boger
[Bog01] entwickelte dazu eine verteilte Programmiersprache namens DeJay, die virtuelle
Prozessoren nutzt. Das System basiert auf Voyager [Obj97] sowie auf den Javaspaces
[Bog01], bietet aber keine dynamische Lastverteilung. Mit Hilfe der integrierten Monitore
lassen sich Verbindungen zwischen einzelnen Objekten visualisieren und die Anzahl der
Methodenaufrufe erfassen.
Seit la¨ngerer Zeit werden bereits Lastverteilungsverfahren im Bereich von MPI und
PVM-Systemen untersucht, die zum Teil auch fu¨r heterogene Cluster eingesetzt werden.
Da diese Verfahren nicht objektorientiert sind, soll im Rahmen dieser Arbeit nicht weiter
darauf eingegangen werden. Erwa¨hnt sei an dieser Stelle nur ein Beispiel aus dem Jahre
2002: Eggen et al. beschreiben in ihrer Arbeit [EE02] ein Lastverteilungsverfahren, das
Prozesse auf Grund der CPU-Auslastung und einer Bewertung der Prozessorleistung
in einer MPI Umgebung verteilt. Hierbei kommen mehrere homogene und heterogene
Cluster zum Einsatz. Die von Eggen entwickelten dynamischen Strategien verhalten sich
besser als eine gleichma¨ßige, statische Verteilung, konkrete Zahlen zur Bewertung der
Verbesserung fehlen jedoch.
3.5 Bewertung
Bisherige Middlewareverfahren beru¨cksichtigen durch den Einsatz plattformu¨bergreifen-
der Verteilungsplattformen zwar die Aspekte der Objektorientierung und der Heteroge-
nita¨t von Betriebssystemen, eine detaillierte Untersuchung von Verfahren zur Lastver-
teilung mittels Middleware mit Serversystemen aus sehr verschiedenen Leistungsklassen
wurde bisher jedoch noch nicht durchgefu¨hrt.
Die Arbeiten der letzten Jahre behandeln meist nur konzeptionelle Entwicklungen,
die gar keine oder nur wenige Untersuchungen u¨ber die Leistung mit verschiedenen Ver-
fahren enthalten. Eine ausfu¨hrliche Gegenu¨berstellung der Arbeiten ist auch in Tabelle
3.2 zu finden.
3.5. BEWERTUNG 43
Lastverteilung Fast alle Entwicklungen aus dem Bereich der middlewarebasierten
Verfahren verfu¨gen u¨ber einfache statische Algorithmen wie das Random (RA) oder das
Round Robin Verfahren (RR) (siehe Abbildung 3.13). Daru¨ber hinaus bieten die Arbei-
ten dynamische Verfahren wie das Random Threshold (RT), das Minimum Dispersion
(MD) oder Varianten des Least Loaded (LL) Verfahrens. Teilweise wurden auch pro-
prieta¨re dynamische Lastverteilungsverfahren entwickelt. Diese sind in Tabelle 3.2 mit
der Bezeichnung dyn gekennzeichnet.
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Abbildung 3.13: Verfu¨gbare Verfahren zur Lastverteilung in Middlewaresystemen und
ihre Klassifikation.
Lastmessung Fu¨r die dynamischen Lastverteilungsalgorithmen werden unterschied-
liche Lastmessungen verwendet: Erfolgen Zugriffe auf die Server u¨ber den Lastverteiler,
so kann er die Anzahl der Verbindungen zu einem bestimmten Server (CONN) verfol-
gen und dieses Lastmaß direkt verarbeiten. Alle anderen Lastkenngro¨ßen erfordern eine
U¨bermittlung vom Server zum Verteiler, oder ein explizites Auslesen, z. B. u¨ber das
SNMP-Protokoll.
In den entwickelten Systemen werden Informationen zur CPU-Auslastung (CPU),
zur Speicherauslastung (MEM) und verschiedene Netzwerkkenngro¨ßen (NET) verarbei-
tet. Neben diesen Einzelinformationen wird auch die Round Trip Time (RTT) genutzt,
die die Dauer fu¨r einen Methodenaufruf ermittelt und somit Netzwerkkenngro¨ßen und
Serverbelastung in einem Wert zusammenfasst.
Nur wenige Verfahren beachten bei der Verteilung, dass die Rechner heterogen und
damit unterschiedlich leistungsfa¨hig sind. Dies erfolgt durch den Einsatz von Bench-
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marks (Bench), die entweder einmalig beim Start oder mehrmals im Betrieb ausgefu¨hrt
werden ko¨nnen. Ein Verfahren nutzt die Taktrate der Serverrechner um die unterschied-
liche Leistungsfa¨higkeit zu bewerten. Diese Entwicklung ist allerdings nicht objektori-
entiert.
Je nach Verfahren werden nur die vom Lastverteiler zugewiesenen Lasten erfasst
oder auch die zusa¨tzlich im System ausgefu¨hrten externen Prozesse. Die entwickelten
Ansa¨tze wurden in unterschiedlichen Szenarien getestet.
Zusammenfassend kann man festhalten, dass in objektorientierten Middlewaresyste-
men schwerpunktma¨ßig einfache, statische Lastverteilungsverfahren zum Einsatz kom-
men. Die dynamischen Verfahren beru¨cksichtigen zwar die aktuellen Systemzusta¨nde der
Serversysteme, wurden aber meist fu¨r homogene Umgebungen entwickelt und auch nur
in solchen getestet. Keines der bisherigen Verfahren fu¨r objektorientierte Middlewareum-
gebungen beachtet in heterogenen Rechnerumgebungen Kenngro¨ßen, die Unterschiede
in der Leistungsfa¨higkeit beschreiben, in Kombination mit aktuellen Auslastungswerten.
Auch fehlen in diesem Umfeld genaue Untersuchungen zur Leistungsfa¨higkeit verschie-
dener Lastverteilungsverfahren.
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Visibroker,
2001
RR / - - - - - CORBA kommerz.
Orbix,
2001
RA, RR
/ LL
CONN - - / X - CORBA kommerz.
Prismtech,
2002
RA, RR
/ LL
SNMP
basiert
- - / X - CORBA kommerz.
Othman,
Schmidt
RR /
MD
n.a. - X/ X homogen
2
CORBA Entwickl.
des TAO
Post,
2002
RA, RR
/ LL
CPU,MEM,
NET,CONN
- ? homogen
2
CORBA
Barth et
al., 1999
- / dyn CPU,
Bench
X X/ - homogen
10
CORBA AnzProz
<Server
Butler et
al., 1999
RA, RR
/ dyn
CPU,NET,
Bench
? ? / ? ? 24 CORBA Testkonfig.
unklar
Rackl,
2001
RA /
RT, LL
CPU - X/ X heterogen
9
CORBA ungleiche
Dienste
Linder-
meier02
- / dyn SNMP
basiert
- X/ X homogen
4
CORBA Konzept
Semrau,
1997
RA /
LL
RTT - X/ X heterogen
5
CORBA
Thißen,
Neukir-
chen,99
RA, RR
/ dyn
CPU - X/ X homogen,
hetero-
gen, 4
CORBA
Marron,
2000
- / - CPU,MEM,
IO etc.
X - / - nur Teil-
ergebnis
eigene nicht
fertig
CLB,
2000
RR/dyn RTT - X/ X - DCOM kommerz.
Boger,
2001
- / - CONN - - - RMI -
Eggen,
2002
- / dyn CPU,
Taktrate
X X/ X heterogen
5 x 4
C /
MPI
nicht obj.-
orientiert
Ziel der
Arbeit
RA,RR/
RT,dyn
CPU,MEM,
NET,RTT
X X/ X heterogen CORBA
Tabelle 3.2: Lastverteilungsverfahren fu¨r Middlewaresysteme
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Kapitel 4
Konzept zur dynamischen
Lastverteilung mittels CORBA
Wa¨hrend im Bereich von Client-Server-Systemen ha¨ufig viele Clients (diverse Internet-
nutzer) auf einzelne oder wenige Server zugreifen (zum Beispiel auf das Buchungssystem
eines Reiseveranstalters, siehe Abbildung 3.1 auf Seite 22), verha¨lt sich das Verha¨ltnis
im Falle der in dieser Arbeit vorgestellten Architektur genau umgekehrt.
Eine Anwendung bzw. ihr Scheduler (Client) verteilt die Berechnungen auf viele zur
Verfu¨gung stehende Server, die als Dienst ihre Rechenleistung anbieten. Daher wurde
fu¨r die Entwicklung einer dynamischen Lastverteilung mittels CORBA ein so genannter
Master-Worker Ansatz gewa¨hlt [YFS03].
In einem solchen Szenario sucht ein Scheduler mit Hilfe eines Lastverteilers geeig-
nete Server fu¨r die Berechnung der verschiedenen Lastobjekte. Er u¨bertra¨gt das zu
berechnende Datenpaket als Einheit dorthin und sto¨ßt die Be- und Verarbeitung unter
Verwendung der entfernten Resourcen an.
Bei der Auswahl von Diensten, die auf verschiedenen Servern zur Verfu¨gung stehen,
sind mehrere Arten des Zugriffs mo¨glich, die von Othman und Schmidt in [OOS01a] in
drei Klassen eingeteilt wurden:
• Per-session: Bei dieser Art von Anfragen benutzen Clients wa¨hrend ihrer gesamten
Laufzeit den zu Beginn einmalig zugeteilten Server.
• On-demand : Dieser Fall beschreibt den Zustand, dass ein Client den zugeteilten
Server nutzt bis ein Lastverteiler wegen gea¨nderter Lastverha¨ltnisse einen neuen
Server bestimmt.
• Per-request bedeutet, dass jede Anfrage eines Clients einzeln auf die zur Verfu¨gung
stehenden Server verteilt wird.
Der letztgenannte Ansatz bietet die gro¨ßte Flexibilita¨t und wurde in der hier vorge-
stellten Architektur implementiert.
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4.1 Architektur
Die entwickelte Architektur setzt auf in der CORBA-Spezifikation [OMG02b] standardi-
sierten Komponenten auf und wurde auf Objektebene realisiert, um sie auch in anderen
objektorientierten Verteilungsplattformen ohne aufwa¨ndige Anpassungen einsetzen zu
ko¨nnen. Aus diesem Grunde verzichtet die Architektur auf eine Integration in ORB-,
Stub- oder Skeletonkomponenten (siehe Kapitel 3.2.3).
Fu¨r die dynamische Lastverteilung und Lastverwaltung werden Regelkreise, wie in
Abbildung 4.1 dargestellt, oder davon abgeleitete Strukturen verwendet [Lud93, Lin02].
Ein Messfu¨hler erfasst die verschiedenen Systemzusta¨nde und leitet sie an eine Bewer-
tungsinstanz weiter, die wiederum ein Stellglied mit Daten versorgt.
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Abbildung 4.1: Regelkreiskomponenten der Lastverwaltung nach [Lud93, Lin02]
Die im Rahmen dieser Arbeit gewa¨hlte Architektur baut auf dieser Struktur auf und
beinhaltet die in Abbildung 4.2 dargestellten Funktionsteile. Die fu¨r eine dynamische
Lastverteilung erforderlichen Komponenten sind darin grau hinterlegt: Ein ServerMana-
ger zur Verwaltung der Server fasst Lastbewertung und Lastverteilung zusammen. Ent-
sprechend der Anzahl der beteiligten Serverrechner u¨berwachen Monitore die Systeme.
Zur Durchfu¨hrung der eigentlichen Berechnungen stehen Serverobjekte zur Verfu¨gung
sowie ein Scheduler, der als Client fungiert.
Wird ein Server gestartet, so initialisiert dieser einen Monitor, der versucht, eine
Verbindung zum ServerManager aufzubauen. Dabei wird pro Serverrechner nur ein Mo-
nitor gestartet, dessen Aufgabe es ist, Messdaten zum Systemzustand fu¨r den gesamten
Rechner zu ermitteln. Die Monitore bleiben solange inaktiv, bis im Netzwerk ein Ser-
verManager aktiviert wird. Dieser stellt zuna¨chst sicher, dass er der einzige Manager
im Namensraum, also im Bereich der beteiligten Rechnersysteme ist. Danach sucht er
vorhandene Monitore und sto¨ßt die Datenu¨bermittlung an. Die Monitore senden in re-
gelma¨ßigen Absta¨nden ihre erfassten Daten an den Manager, bis entweder der Server
und somit auch der zugeho¨rige Monitor oder der ServerManager beendet wird.
Die Kommunikation zwischen den Managementkomponenten erfolgt vollkommen los-
gelo¨st von der eigentlichen U¨bertragung der in den Objekten gekapselten Aufgaben.
Durch den regelma¨ßigen Versand von Statusinformationen liegen auf der einen Seite
im Falle einer Lastverteilungsentscheidung immer aktuelle Informationen vor, auf der
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Abbildung 4.2: Architektur des gewa¨hlten Ansatzes. Die Komponenten fu¨r Monitoring
und Lastverteilung kommunizieren auf eigenen Kana¨len (schwarze Pfeile), unabha¨ngig
vom eigentlichen Datenaustausch (graue Pfeile)
anderen Seite ko¨nnen so Ausfa¨lle von Serverrechnern durch das Ausbleiben der entspre-
chenden Informationen erkannt werden.
Beno¨tigt der Scheduler oder auch ein anderes Client-Programm einen Server zur
Durchfu¨hrung von Berechnungen, so kann er bzw. es beim ServerManager einen ge-
eigneten Rechner erfragen. Er erha¨lt eine Referenz und kann dann das auszufu¨hrende
Objekt an den referenzierten Serverknoten u¨bertragen und dort ausfu¨hren. Die Referenz
ist systemweit gu¨ltig und kann gegebenenfalls an andere Server u¨bertragen werden, falls
diese auf dort liegende Daten zugreifen mu¨ssen.
Die Ermittlung eines geeigneten Zielrechners erfolgt immer dann, wenn die Methode
aufgerufen werden soll, die Daten eines Objekts auswertet oder berechnet, also direkt
vor der Auswertung eines Objekts. Dieses Verfahren wird in [OOS01a] auch als per
request Lastverteilungsstrategie bezeichnet. Um das Ergebnis nach erfolgter Berechnung
weiterzuverwenden, ist unter Umsta¨nden eine Ru¨cku¨bertragung zum Scheduler oder zu
einem anderen Server erforderlich.
4.1.1 Monitor
Der Monitor u¨berwacht die Systemzusta¨nde der verfu¨gbaren Server und sammelt ver-
schiedene Informationen, wie Prozessorlast, freier Speicher etc.. Diese Daten werden in
regelma¨ßigen Absta¨nden zum Server gesendet und sind daher als periodic information
policy zu klassifizieren (siehe Kapitel 3.3).
Das gewa¨hlte Vorgehen hat gegenu¨ber einer anfragegesteuerten Methode den Vor-
teil, dass die Daten im Falle einer anstehenden Verteilungsentscheidung bereits beim
ServerManager vorliegen und die Anfrage schneller bearbeitet werden kann. Außerdem
ko¨nnen Serverfehler festgestellt werden, wenn Nachrichten von einem bestimmten Kno-
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ten ausbleiben. Da Zustandsa¨nderungen der gemessenen Gro¨ßen kontinuierlich erfolgen,
kommt eine U¨bertragung nach der state-changed policy (siehe Kapitel 3.3) ebenfalls
nicht in Frage.
Der Monitor ist nicht nur auf die verteilten Prozesse beschra¨nkt, sondern ermittelt
die Werte fu¨r einen kompletten Rechner, auf dem verschiedene Serverobjekte ablaufen
ko¨nnen. Somit werden auch Systema¨nderungen durch zusa¨tzliche (lokale oder entfernte)
Nutzer oder Prozesse erfasst und bei der Lastverteilung beru¨cksichtigt.
In heterogenen Systemumgebungen ist insbesondere die Leistungsfa¨higkeit des Sys-
tems von Interesse. Einige Ansa¨tze ermitteln dazu durch Benchmarks Leistungszahlen
[Sem97, BFFT99], was aber erstens das System zusa¨tzlich belastet und zweitens in
Systemen mit parallelen Benutzern nicht seine wirkliche Leistungsfa¨higkeit misst. In
dem hier vorgestellten Ansatz wird aus festen Leistungszahlen (z. B. CPU-Taktrate)
und der momentanen Belastung die jeweils aktuelle Leistungsfa¨higkeit ermittelt.
4.1.2 ServerManager
Um Anfragen des Schedulers nach einem geeigneten Server abzuwickeln, wurde die zu-
geho¨rige Funktionalita¨t in einen ServerManager integriert. Dieser sammelt alle von den
einzelnen Servern u¨ber ihre Monitore eingehenden Informationen und speichert sie mit
den zugeho¨rigen Referenzen.
In der vorliegenden Architektur ist systemweit nur eine solche Komponente vorge-
sehen, die die Koordinierung zentral erledigt. Idealerweise befinden sich Scheduler und
ServerManager auf demselben Rechner, um die Zeit bei der Wahl des Zielrechners fu¨r
einen Prozess zu minimieren. Der Vorteil einer zentralen Implementierung liegt in der
einfachen Struktur, der eine zusa¨tzliche Betrachtung von dezentralen Managern u¨ber-
flu¨ssig macht. Auf der anderen Seite stellt eine zentrale Komponente aber auch den
Flaschenhals des Systems dar.
Die Architektur des Managers in Abbildung 4.3 zeigt zwei Kernkomponenten: Auf
der linken Seite ist der Lastverteiler erkennbar, der den eigentlichen Lastverteilungsal-
gorithmus entha¨lt. Auf der rechten Seite ist eine Liste der verfu¨gbaren Serverrechner zu
sehen. Diese entha¨lt die Daten der Monitore und eine Referenz auf den Zielrechner, die
einem anfragenden Scheduler ggf. u¨bermittelt wird.
Nach der Ermittlung der geeigneten Serverreferenz kann der Scheduler oder ein
Client-Programm direkt mit dem Server kommunizieren und Last dorthin verschieben.
Wa¨hrend der Prozessausfu¨hrung la¨uft das Monitoring unbeeinflusst weiter und wird bei
seiner na¨chsten Messung bereits eine zusa¨tzliche Belastung des Servers feststellen.
4.1.3 Lastverteilung
Der Lastverteilungsalgorithmus wurde in das gewa¨hlte Konzept so integriert, dass ein
Austausch je nach Anforderung und auch fu¨r einen Vergleich mit anderen Verfahren
mo¨glich ist. Dies entspricht dem heutzutage weit verbreiteten Grundkonzept von Plug-
Ins, also Komponenten, die je nach Bedarf in Applikationen integriert werden ko¨nnen.
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Abbildung 4.3: Architektur des ServerManagers, der die Kernkomponente fu¨r die Last-
verteilung darstellt. Neben dem Verteilungsalgorithmus entha¨lt die Komponente sa¨mt-
liche Lastinformationen zu den Serverrechnern.
In der vorgestellten Implementierung stellen die verschiedenen Lastverteiler nach außen
alle die gleiche Funktionalita¨t zur Verfu¨gung, nutzen intern aber je nach Verteilungs-
strategie unterschiedliche Algorithmen.
Fu¨r einen Vergleich mit den weit verbreiteten statischen Lastverteilungsverfahren,
wurden im Rahmen dieser Arbeit ein Random und ein Round Robin Verfahren imple-
mentiert. Zusa¨tzlich steht auch ein Random Threshold Algorithmus zur Verfu¨gung, also
eine zufa¨llige Verteilung mit U¨berpru¨fung des Zielrechners.
Dynamische Verteilung
Im Rahmen dieser Arbeit wurden zwei dynamische Lastverteilungsverfahren entwickelt,
die die jeweiligen Systemzusta¨nde der zur Verfu¨gung stehenden Server beru¨cksichtigen.
Die Leistungsfa¨higkeit der Serversysteme wird von verschiedenen Faktoren beeinflusst,
die auszugsweise in Tabelle 4.1 dargestellt sind. Fu¨r die Lastverteilung werden die va-
riablen Kenngro¨ßen sowie die Taktrate ausgewertet.
Die Verteilungsalgorithmen berechnen aus den ermittelten Serverinformationen einen
Gewichtsfaktor, der die aktuelle Leistungsfa¨higkeit des jeweiligen Servers Ni widerspie-
gelt. Aus allen Servern wird dann der zu diesem Zeitpunkt ideale Rechner ausgewa¨hlt.
Von entscheidender Bedeutung ist in diesem Zusammenhang die Auslastung des Pro-
zessors durch die auszufu¨hrenden Programme. Um Aussagen daru¨ber zu treffen, gibt es
mehrere Mo¨glichkeiten:
Lastmittel (load average) In der Rechnermodellierung werden ha¨ufig so genannte
Wartesysteme eingesetzt. Diese modellieren ein Verhalten, wie man es zum Beispiel auch
an der Kasse eines Supermarktes findet. Ein Bediener bearbeitet ankommende Anfragen
(z.B. zahlungswillige Kunden oder allgemein Jobs), die in einer Warteschlange auf ihre
Bedienung warten. Im einfachsten Fall kann somit ein Rechner als Black-Box wie in
Abbildung 4.4 dargestellt werden.
In vielen Betriebssystemen wird die Auslastung des Prozessors durch ein so genanntes
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Systembereich Kenngro¨ße (fest) Kenngro¨ße (variabel) weitere Einflussfaktoren
Prozessor
(CPU)
Anzahl, Taktrate
(S)
CPU-Aus-/Belastung
(CPUfree)
CPU-Architektur,
Cache-Speicher etc.
Speicher physikalischer
Speicher (Mphys),
Swap-Speicher
(Mswap)
freier phys. Speicher,
freier Swap-Speicher;
(MEMfree)
Speicherzugriffszeiten,
Cache-Architektur,
Speicher-/Swapping-
Strategien etc.
Sonstiges Betriebssystem, Bussys-
tem, Zusatzhardware
etc.
Netzwerk Nennbandbreite,
Hardwarelatenz
effektive Bandbrei-
te (NETbandwidth),
effektive Latenz
(NETlatency)
Protokolle, Netzwerkto-
pologie etc.
Tabelle 4.1: Eigenschaften und Kennzahlen von Serversystemen, die die jeweilige Leis-
tung eines Systems beeinflussen.
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Abbildung 4.4: Genereller Aufbau eines Wartesystems: Die Anku¨nfte werden nach einer
Wartezeit in der Warteschlange bearbeitet.
Lastmittel (load average, lavg) beschrieben, in das die Summe qi aus Warteschlangenla¨nge
(siehe Abbildung 4.4) und auf der CPU ausgefu¨hrten Prozessen zu einem Zeitpunkt t
eingeht [Gun03b, Gun03a]. Die Anzahl kann zwischen 0 (keine Prozesse auf Prozessor
oder in der Warteschlange) und der maximal im System erlaubten Prozesse (tasksmax)
liegen.
qi ∈ {0..tasksmax} (4.1)
Das Lastmittel wird in Unix-Systemen fu¨r die letzte(n) 1, 5 und 15 Minute(n) be-
rechnet (tintervall=60, 300 und 900 Sekunden) und ha¨ufig auch als mittlere Warteschlan-
genla¨nge der letzten 1 (5 od. 15) Minute(n) charakterisiert. Dazu wird in regelma¨ßigen
Absta¨nden (alle 5 Sekunden) ein neuer Wert berechnet nach der Formel:
lavg,i,t = lavg,i,t−1 · e−
5
tintervall + qi,t(1− e−
5
tintervall ) mit lavg ∈ [0, nmax) (4.2)
In einem Experiment in [Gun03b] wurde die CPU wa¨hrend 2100 Sekunden mit 2 Pro-
zessen belastet und danach weitere 1500 Sekunden im Ruhezustand belassen. Die Aus-
lastungswerte folgten dabei in etwa dem in Abbildung 4.5 dargestellten Verlauf.
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Abbildung 4.5: Werte fu¨r das Lastmittel (load average) auf einem Prozessor, der 2100
Sekunden mit zwei Prozessen belastet wird und danach im Leerlauf weiterla¨uft.
Aktuelle Prozessorlast Zusa¨tzlich zu diesem Lastmittelwert kann in modernen Be-
triebssystemen fu¨r beliebige Intervalle ermittelt werden, wie viel Zeit T des Intervalls
sich ein Prozessor im Leerlauf befand (Tidle) oder Prozesse bearbeitete. Die Ausfu¨hrung
von Prozessen wird nach Benutzerprozessen (Tuser), Systemprozessen (Tsystem) und Pro-
zessen mit gea¨nderter, meist niedriger Priorita¨t (Tnice) unterschieden. Die Auslastung
kann zwischen 0 (Leerlauf) und 1 (Prozessor ist durchgehend bescha¨ftigt) liegen. Da die
von Prozessen mit niedriger Priorita¨t belegte Zeit fu¨r die Kategorie nice beim Eintritt
eines Prozesses mit normaler Priorita¨t in das System zur Verfu¨gung steht, la¨sst sich die
aktuelle Last wie folgt beschreiben:
lact =
Tuser + Tsystem∑
i=user,system,nice,idle Ti
mit lact ∈ [0, 1] (4.3)
Verfu¨gbare Prozessorleistung Im Rahmen einer dynamischen Lastverteilung ist
die verfu¨gbare Prozessorleistung CPUfree von Interesse, in die auch die Prozessor Takt-
rate Si eingehen sollte. Fu¨r den Lastwert zur aktuellen Last kann dieser Wert aus der
Differenz CPUfree ∼ 1 − lact ermittelt werden. Beim Lastmittel ist dies nicht analog
mo¨glich, da die Werte nicht auf das Intervall von 0 bis 1 beschra¨nkt sind.
Hier stellt sich die Frage, mit wie vielen Prozessen sich ein hinzukommender Task
den Prozessor teilen muss. Ein Prozessor im Leerlauf steht einem ankommenden Prozess
zu 100% zur Verfu¨gung. Kommt zu einem einzelnen Prozess ein weiterer hinzu, so teilen
sich beide die CPU-Leistung (entspricht 50%). Dieses Verhalten la¨sst sich durch die
Formel CPUfree ∼ 1lavg+1 beschreiben.
Beide in diesem Abschnitt genannten Lastinformationen lassen sich durch Parameter
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ω (in Analogie zu [ZKH97]) gewichten und zu einem Gewichtsfaktor zusammenfassen.
Eine genauere Analyse der Gewichte erfolgt im Rahmen der Simulation in Kapitel 5.
CPUfree,i =
(
ωavg · 1
lavg + 1
+ ωact · (1− lact)
)
· Si mit ωavg + ωact = 1 (4.4)
Verteilungsstrategie Neben dieser Prozessorlastinformation sind bei einer dynami-
schen Lastverteilung auch freier SpeicherMEMfree,i, Netzwerkverzo¨gerung NETlatency,i
und verfu¨gbare Bandbreite NETbandwidth,i zu den Serverrechnern von Interesse. Der Ein-
fluss der Werte kann durch Gewichte unterschiedlich konfiguriert werden. Aus diesen
Einzelwerten wird dann ein Gewichtsfaktor fu¨r alle zur Verfu¨gung stehenden Rechner
ermittelt. Der Rechner mit dem ho¨chsten Wert wird fu¨r die U¨bermittlung einer Rechen-
aufgabe vorgeschlagen.
Ωi = ωCPU · CPUfree,i + ωMEM ·MEMfree,i
+ωNET,b ·NETbandwidth,i − ωNET,l ·NETlatency,i (4.5)
Nbest ∈ Ni mit Ω = max{Ωi}, i ∈ {0..nhosts}
Die beiden, im Rahmen dieser Arbeit entwickelten dynamischen Algorithmen unter-
scheiden sich im Verhalten bei der Verteilung: Der erste Lastverteiler ist lastabha¨ngig
(LA-Algorithmus) und weist die ankommenden Anfragen auf Grund der vorhandenen
Serverinformationen zu. Einzige Zusatzbedingung ist, dass bei mehreren vorhandenen
Servern nicht zweimal hintereinander der gleiche Server bedient wird. Dies kann bei
mehreren gleichzeitigen Anfragen zu Problemen fu¨hren, da sich die Serverzusta¨nde zwi-
schen den Anfragen nicht a¨ndern und somit eine Verteilung auf Grund eines veralteten
Wertes erfolgt.
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Abbildung 4.6: Ablauf der dynamischen, lastabha¨ngigen Lastverteilung (LA-
Algorithmus). Bei mehreren vorhandenen Servern wird nicht zweimal hintereinander
der gleiche Server bedient.
Aus diesem Grunde wurde im zweiten Lastverteiler (LV-Algorithmus) zusa¨tzliches
Vorwissen fu¨r das Intervall zwischen zwei Aktualisierungen der Serverinformationen in
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Form einer Scha¨tzung hinzugefu¨gt (CPU-Lastpra¨diktion). Er arbeitet somit lastvor-
hersagebasiert und berechnet nach jeder Verteilung einen Wert CPUfree,est,i, der bis
zum Eingang einer neuen Serverinformation Bestand hat. Zu diesem Aktualisierungs-
zeitpunkt gilt CPUfree,est,i = CPUfree,i, danach wird der Wert jeweils neu berechnet.
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Abbildung 4.7: Ablauf der dynamischen, lastvorhersagebasierten Lastverteilung (LV-
Algorithmus). Auf Basis des zugeteilten Rechners wird eine Vera¨nderung der dortigen
CPU-Last gescha¨tzt. Geht eine neue Information vom Server ein, so wird die Scha¨tzung
durch den tatsa¨chlichen Wert ersetzt.
Im Idealfall sollte die durchschnittliche Anzahl von Tasks auf einem Server qi durch
seine Leistung (in Relation zur Gesamtleistung) und die maximal im Gesamtsystem
gleichzeitig aktiven Prozesse tasksmax bestimmt sein:
q¯i = tasksmax · CPUfree,i∑nmax
i=1 CPUfree,i
(4.6)
Da CPUfree,i ∼ 1lavg+1 · Si, ist die folgende Gleichung eine sinnvolle Scha¨tzung:
CPUfree,est,i,t+1 =
qi + 1
qi + 2
· CPUfree,est,i,t mit qi = q¯i aus 4.6 (4.7)
4.2 Ermittlung von Ausfu¨hrungszeiten
Sind die Rechenzeiten der zu verteilenden Aufgaben sehr unterschiedlich, so wird eine
Lastverteilung schwieriger. Insbesondere kann es sein, dass eine Verteilung von Berech-
nungen kurzer Dauer gar nicht sinnvoll ist. Im vorgestellten Szenario werden Berech-
nungen in Lastobjekten gekapselt und verteilt. Bei Objekten gleichen Typs liegen somit
die gleichen Klassen zu Grunde (siehe Kapitel 2.1), so dass die Annahme nahe liegend
ist, dass die Ausfu¨hrung a¨hnliche Laufzeiten beno¨tigt.
Als Beispiel soll hier eine Anwendung aus dem Bereich der Bildverarbeitung dienen.
U¨berall dort, wo Bilder von einer Kamera verarbeitet werden mu¨ssen, liegen die Bilder
zuna¨chst meist in der gleichen Gro¨ße vor. Ein Vorverarbeitung verschiedener Bilder,
z. B. eine Farbfilterung oder Segmentierung, wird also aufgrund der gleichen Pixelzahl
56 KAPITEL 4. KONZEPT ZUR DYNAMISCHEN LASTVERTEILUNG
a¨hnliche Laufzeiten haben. Diese Annahme soll in der vorgestellten Architektur Verbes-
serungen bringen, indem die Ausfu¨hrungszeiten ermittelt werden und als a priori Wissen
nachfolgende Verteilungsentscheidungen beeinflussen.
Abbildung 4.8 zeigt die verwendete Architektur, die auf so genannten Interceptoren
basiert. Diese sind in der CORBA-Spezifikation [OMG02b] standardisiert und erlauben
eine transparente Mo¨glichkeit, die Programmausfu¨hrung zu unterbrechen (Interceptor
= Abfa¨nger) um definierten Programmcode auszufu¨hren. In anderen Verteilungsplatt-
formen (z. B. DCOM) gibt es a¨hnliche Mo¨glichkeiten, die auf anpassbaren Marshalling-
algorithmen aufsetzen [NMMS99].
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Abbildung 4.8: Durch so genannte Interceptoren kann die Anfangs- und die Endzeit
eines Methodenaufrufs ermittelt und aus deren Differenz die Laufzeit berechnet werden.
In der entwickelten Architektur werden die serverseitigen Interceptoren bei einem
Methodenaufruf durch den Scheduler (Client) aktiviert (preinvoke) und ermitteln die
aktuelle Systemzeit. Diese wird zwischengespeichert und von einem zweiten Interceptor
weiterverarbeitet, der nach der Beendigung des Methodenaufrufs aktiviert wird (po-
stinvoke). Das Programm ermittelt aus der Differenz der Anfangs- und Endzeit die
Methodenlaufzeit und leitet sie mit zusa¨tzlicher Information bezu¨glich der Objektgro¨ße
und des Zielobjekts an den Monitor weiter.
Die Daten ko¨nnen entweder zuna¨chst gesammelt und im Monitor ausgewertet oder
direkt an den ServerManager gesendet werden. Dies erfolgt zusammen mit der na¨chsten
Information zum aktuellen Serverstatus, so dass der Manager sie in zuku¨nftige Lastver-
teilungsentscheidungen beru¨cksichtigen kann.
4.3 Implementierungsaspekte
Verteilungsplattformen wurden so konstruiert, dass die Heterogenita¨t der darunter lie-
genden Plattformen, Betriebssysteme und Implementierungssprachen verborgen bleibt.
Um Statusinformationen eines laufenden Systems zu ermitteln, ist jedoch eine systemna-
he Programmierung von Vorteil, da damit wesentlich mehr und genauere Informationen
u¨ber das System ausgelesen werden ko¨nnen.
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4.3.1 Erfassung und U¨bertragung von Systemkennzahlen
Barth und Semrau nutzen in ihren Ansa¨tzen [Sem97, BFFT99] eigene, in CORBA ein-
gebettete Methoden zur Ermittlung der Leistungsfa¨higkeit der Zielrechner. Diese Ver-
fahren sind zwar plattformunabha¨ngig, erfassen aber, wie bereits erwa¨hnt, nicht immer
die tatsa¨chliche Leistungsfa¨higkeit der zur Verfu¨gung stehenden Resourcen.
In dieser Arbeit wurde daher fu¨r die Ermittlung der Systemzusta¨nde eine hardware-
nahe Lo¨sung genutzt, wie es auch in anderen Arbeiten (z. B. [War03]) vorgeschlagen
wird. In Linux- oder anderen Unix-Betriebssystemen erlaubt dazu eine virtuelle Datei,
die eine Schnittstelle zum Betriebssystem darstellt, den lesenden Zugriff auf verschiede-
ne Systemparameter [Lin, Gui03]. Im einzelnen werden in dieser Arbeit die folgenden
Dateien verwendet:
/proc/cpuinfo
/proc/meminfo
/proc/loadavg
Wie aus den Namen bereits ersichtlich, enthalten diese Dateien Informationen zur
Anzahl, Art und Taktrate der Prozessoren, zur Speicherausstattung und Nutzung sowie
zur mittleren Last und Warteschlangenla¨nge. Die Daten werden in Form einer Textdatei
ausgelesen, die einem definierten Format folgt. Neben den gewu¨nschten Informationen
enthalten die Dateien auch Werte zu unwichtigen Systeminformationen. Daher mu¨ssen
die ausgelesenen Werte vor einer Weiterverarbeitung zuna¨chst durch einen Parser gefil-
tert und dann in Zahlenwerte umgewandelt werden.
Auf Rechnern mit Windows-Betriebssystemen ko¨nnen die gleichen Daten u¨ber das
Process Status API 1 des Microsoft SDK2 ausgelesen werden.
4.3.2 Datenstrukturen
Die Schnittstellen aller Einzelkomponenten der obigen Architektur wurden zuna¨chst
in der Interface Definition Language (IDL) [OMG02b] spezifiziert, danach mit einem
IDL2JAVA-Kompiler in die Zielprogrammiersprache Java u¨bersetzt und dort durch den
eigentlichen Programmcode erga¨nzt (siehe Kapitel 3.2.3). Im Einzelnen enthalten die
Komponenten die folgenden Methoden:
module server {
module CORBA {
interface Monitor_ {
void stopMonitoring();
void startMonitoring();
void setActualParameters(...);
void ping();
1Application Programming Interface
2Software Development Kit
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};
}; // CORBA
}; // server
Der Monitor bietet Methoden zum Starten und Stoppen des Monitoring sowie zum
Setzen von Parametern. Alle Methoden werden bei Bedarf vom ServerManager auf-
gerufen, der wiederum Methoden fu¨r die Monitore anbietet, damit diese neue Daten
u¨bermitteln und sich an- bzw. abmelden ko¨nnen.
module server {
module CORBA {
interface ServerManager_ {
void uploadServerInfo(in ServerInfo_ newInfo);
void bindToManager(in string newMonitorIP);
void unbindFromManager(in string actualMonitorIP);
};
}; // CORBA
}; // server
Die Statusinformationen werden nach der Erfassung auf dem Server in einer Da-
tenstruktur ServerInfo u¨bertragen. Diese entha¨lt verschiedene Werte zu CPU, Speicher
etc.. Sofern Einzelwerte verrechnet oder zusammengerechnet werden, so geschieht dieses
bereits im Monitor, um den ServerManager von diesen Aufgaben zu entlasten. Auf der
Clientseite wird dann noch die Round Trip Time (RTT) zum Server ermittelt und der
Datenstruktur hinzugefu¨gt, um die Netzwerklatenz bei der Verteilung beru¨cksichtigen
zu ko¨nnen. Dazu wird auf dem Server eine entfernte Methode aufgerufen (ping), die
nur einen Zahlenwert zuru¨ckgibt, sonst aber keinerlei Berechnungen durchfu¨hrt. Aus je
einer Messung der Systemzeit vor und nach dem Methodenaufruf kann die Umlaufzeit
(RTT) berechnet werden.
module server {
module CORBA {
valuetype ServerInfo_ {
public string serverIP;
public float freeServerCPU;
public float actualProcessorLoad;
public long freeServerMemory;
public long freeCoreMemory;
public boolean serverLoadIsBelowThreshold;
public long processorClockRate;
public long numberOfCPUs;
public long coreMemory;
public long totalMemory;
public float swapRatio;
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public string whiteList;
public string blackList;
};
}; // CORBA
}; // server
4.3.3 Vererbung
Die Entscheidung fu¨r einen bestimmten Server erfolgt durch einen austauschbaren Last-
verteilungsalgorithmus. Dies wird durch die Vererbung einer abstrakten Basisklasse er-
reicht, die alle in der Architektur verwendeten Methoden definiert, aber nicht imple-
mentiert (siehe Abbildung 4.9). Die jeweiligen erbenden Klassen definieren dann den
entsprechenden Algorithmus.
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Abbildung 4.9: Vererbungsstruktur der Lastverteilungsalgorithmen. Alle Algorithmen
erben von einer abstrakten Basisklasse und implementieren die dort vorgegeben Metho-
den.
Der Lastverteilungsalgorithmus kann durch Parameter bei der Initialisierung des
Systems vorgegeben werden. Dieses Konzept ermo¨glicht relativ einfach einen Vergleich
mit anderen, verfu¨gbaren Verfahren. Außerdem kann zwischen den Algorithmen ggf.
sehr schnell und ohne einen Programmneustart umgeschaltet werden.
4.4 Zu simulierende Komponenten und deren Kenn-
werte
Setzt man die vorgeschlagene Architektur in einer Testumgebung (siehe Anhang A) ein,
so kann das Gesamtsystem zum Beispiel wie in Abbildung 4.10 dargestellt aussehen. Eine
beliebige Applikation mit vielen, in Objekten vorliegenden Teilaufgaben u¨bergibt diese
einem Scheduler zur Ausfu¨hrung der Berechnungen. Dieser kommuniziert mit einem
ServerManager, der auf dem gleichen Server abla¨uft und erha¨lt den jeweils besten Server
zugewiesen.
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Insgesamt laufen in dem System vier Server, die Berechnungen u¨bernehmen ko¨nnen,
einer davon auf dem Masterrechner. Nach der Berechnung werden die Ergebnisse ggf.
zum Scheduler zuru¨cku¨bertragen. Die Rechner sind u¨ber einen zentralen Switch per
Netzwerk gekoppelt, u¨ber das sowohl die Objekte als auch die Serverinformationen aus-
getauscht werden.
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Abbildung 4.10: Umsetzung der Architektur in einem Beispiel mit vier Rechnern (1
Master, 3 Server). Die Rechner sind u¨ber ihr Netzwerk mit einem zentralen Switch
verbunden (siehe auch Anhang A). Die Monitore kommunizieren mit dem ServerMana-
ger und teilen ihm die jeweils aktuellen Systemzusta¨nde mit. Der Scheduler kann beim
ServerManager bei Bedarf nach einem geeigneten Server anfragen und dann seine Last
direkt an den entsprechenden Rechner u¨bertragen.
Da ein solches System mit den oben beschriebenen Lastverteilungsalgorithmen viel-
seitig parameterisierbar ist, gestaltet sich die Wahl der optimalen Parameter sehr schwie-
rig. Das Verhalten kann sich in verschiedenen Konfigurationen unterscheiden und soll in
intensiven Untersuchungen im Rahmen einer Simulation erfolgen. Zuna¨chst werden die
erforderlichen Teile einer solchen Simulation und die damit zusammenha¨ngenden An-
forderungen definiert. Nach Abbildung 4.10 sind folgende Komponenten zu simulieren:
• Rechnersysteme: Bei der Simulation der Systeme ist zuna¨chst zwischen der Rech-
nerkonfiguration und dem jeweiligen Rechnerzustand zu unterscheiden. Compu-
tersysteme sind durch objektiv messbare Gro¨ßen in ihrer Leistungsfa¨higkeit cha-
rakterisierbar, wie zum Beispiel Prozessortaktrate, physikalischer Speicher oder
virtueller Speicher (siehe Tabelle 4.1). Diese Daten (S, Mphys, Mswap) ko¨nnen in
einem Leistungsvektor zusammengefasst werden [Lin00, Lin02]. Schwieriger wird
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die Beru¨cksichtigung von Prozessorarchitektur, Swapping-Algorithmus oder Bus-
systemen. Fu¨r eine erste Untersuchung und Optimierung eines dynamischen und
anderer, sehr unterschiedlicher Lastverteilungsalgorithmen erscheinen die obigen,
messbaren Parameter jedoch ausreichend.
Neben diesen Informationen sind in einer Simulation die jeweiligen Systemzusta¨nde
der Rechnersysteme von Interesse, also die aktuelle Prozessorauslastung, der be-
nutzte Arbeitsspeicher etc. Auch diese Werte lassen sich durch Vektoren (Last-
vektoren) charakterisieren. In dieser Arbeit mu¨ssen insbesondere alle Werte, die
zur Lastverteilung genutzt werden (CPUfree, MEMfree), implementiert und in
Abha¨ngigkeit von den simulierten Rechnerlasten stetig aktualisiert werden.
• Rechenlasten: Wichtigstes Element einer Lastverteilung ist die Rechenlast und da-
mit die zu verteilenden Rechenaufgaben. Diese werden durch ihren Rechenbedarf,
also die Anzahl von notwendigen Rechenoperationen w und den zur Ausfu¨hrung
erforderlichen Speicherbedarf wa charakterisiert. Zusa¨tzlich ist bei einer verteilten
Berechnung von Interesse, welche Datenmenge a im Falle einer Migration u¨bertra-
gen werden muss. Diese Eigenschaften (w, a, wa) lassen sich durch einen Objekt-
vektor beschreiben [Lin00, Lin02].
Neben diesen grundlegenden Informationen sind die Rechenlasten unter Umsta¨n-
den auf verschiedene zusa¨tzliche Resourcen angewiesen (Ein-, Ausgabeeinheiten
etc.). Im Rahmen dieser Arbeit sollen jedoch rechenintensive Anwendungen be-
trachtet werden, so dass weitere Aspekte vernachla¨ssigt werden.
• Netzwerkverbindungen: Der Informationsaustausch in der vorgestellten Architek-
tur erfolgt durch Middleware u¨ber Netzwerkverbindungen. Auch diese lassen sich
durch physikalische Parameter wie Nennbandbreite oder Hardwarelatenz charak-
terisieren. Zu beachten ist, dass durch die vielen Protokollschichten bei der Ver-
wendung von Middleware effektive U¨bertragungsraten erreicht werden, die weit
unter der Nennbandbreite liegen. Außerdem senken gleichzeitige U¨bertragungen
auf einer Netzwerkverbindung den Durchsatz der Einzelkommunikationen.
Fu¨r die Untersuchung einer dynamischen Lastverteilung in verteilten Systemen ist
nur die effektive Bandbreite bzw. die Zeit von Interesse, die ein Datenpaket einer
bestimmten Gro¨ße fu¨r die U¨bertragung beno¨tigt, sowie die dadurch entstehende
CPU-Belastung der an der U¨bertragung beteiligten Rechner. Es ist daher nicht
erforderlich, den genauen Kommunikationsablauf in den verschiedenen Protokoll-
schichten zu simulieren. Die Simulation eines U¨bertragungskanals mit einer von
der Paketgro¨ße und der Anzahl der Verbindungen abha¨ngigen Bandbreite erscheint
ausreichend.
• Lastverteilungsverfahren: Die Lastverteilungsalgorithmen bilden den Kernpunkt
der Untersuchungen. In der Simulation mu¨ssen die entwickelten Verfahren somit
algorithmisch exakt umgesetzt werden. Fu¨r die dynamischen Verfahren ist der
Zugriff auf die durch den Algorithmus beno¨tigten Daten sicherzustellen. Da die
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U¨bertragung der Serverinformationen im Verha¨ltnis zum Datenaustausch der Re-
chenlast vernachla¨ssigbar gering ist, muss keine zusa¨tzliche U¨bertragung und da-
durch keine Verzo¨gerung simuliert werden. Der Zugriff auf die Lastinformationen
der Server und Netzwerke kann somit direkt erfolgen.
Weiterhin muss die Simulation entweder zeit-kontinuierlich sein oder im diskreten
Fall ausreichend kurze Zeitschritte (Sample Time) beru¨cksichtigen. Da die ku¨rzesten
U¨bertragungszeiten im Bereich von Millisekunden liegen (siehe auch na¨chstes Kapitel),
ist eine Auflo¨sung von 1000 Zeitschritten pro Sekunde ausreichend.
Insgesamt soll die Simulationsumgebung eine Bewertung der verschiedenen Verfahren
in variablen Umgebungen erlauben. Ziel der Simulation ist der direkte Vergleich der
Algorithmen um so Vor- und Nachteile der Verfahren bestimmen zu ko¨nnen. Durch eine
Simulation kann eine Untersuchung auch mit Konfigurationen durchgefu¨hrt werden, die
nicht in Form von Hardware existieren.
Außerdem dient die Simulation bei der Vielzahl der Einflussfaktoren und Gewich-
tungsfaktoren einer Optimierung. Neben der Anzahl der gleichzeitig ausgefu¨hrten Pro-
zesse im Gesamtsystem beeinflusst auch die Aktualisierungsrate der Serverinformatio-
nen den Erfolg der Verfahren. Durch die Untersuchungen sollen hierfu¨r optimale Werte
gefunden werden, wie auch eine ideale Gewichtung der in den Verfahren bewerteten
Systemgro¨ßen CPU-Auslastung, Speichernutzung, Netzwerkverbindung.
Da ein verteiltes System mit steigendem Kommunikationsaufwand durch die langen
U¨bertragungszeiten immer schlechtere Ergebnisse liefert, dient die Simulation auch der
Abscha¨tzung, fu¨r welche Datenpaketgro¨ßen eine verteilte Ausfu¨hrung noch sinnvoll ist.
Mit der Kommunikation steigt aber auch die Belastung der beteiligten Rechner, so dass
auch die Berechnungen verlangsamt werden. Dieser Einfluss soll ebenfalls quantisiert
werden.
4.4.1 Bewertungskriterien fu¨r Simulation und Evaluierung
Ziel aller Betrachtungen in dieser Arbeit ist die Reduzierung der Ausfu¨hrungszeiten fu¨r
eine bestimmte Liste von Lastobjekten. In heterogenen Systemen muss aber beachtet
werden, dass durch die verschiedenen Leistungsfa¨higkeiten der verwendeten Resourcen
keine direkte Abha¨ngigkeit zwischen Ausfu¨hrungszeit und Anzahl der Rechenknoten
besteht. Die Leistungsfa¨higkeit Wsystem eines heterogenen, verteilten Systems mit p Re-
chenknoten setzt sich aus der Summe der Leistung Wi aller einzelnen Workstations
zusammen und ist definiert als [MM01]:
Wsystem =
p∑
i=1
Wi =
p∑
i=1
min(Tj)
Ti
(4.8)
Ti bezeichnet dabei die Ausfu¨hrungszeit einer bestimmten Aufgabe auf einem Rech-
ner i, min(Tj) die minimale, fu¨r die Ausfu¨hrung beno¨tigte Zeit auf der schnellsten Work-
station. So resultiert die Zusammenschaltung zweier Rechner nicht unbedingt in einer
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Verdoppelung der Rechenleistung, weil der zweite Rechner unter Umsta¨nden nur einen
Bruchteil der Rechenleistung des ersten erbringen kann.
Der durch eine parallele Ausfu¨hrung in einer heterogenen Umgebung resultierende
Speedup S(p) ergibt sich zu [MM01]:
S(p) =
min(Tj)
T (p)
(4.9)
T (p) beschreibt dabei die bei paralleler Ausfu¨hrung mit p Prozessoren beno¨tigte
Rechenzeit. Fu¨r den homogenen Fall la¨sst sich die Gleichung vereinfachen, da alle Re-
chenknoten einzeln die Aufgabe in der gleichen Zeit T (1) bearbeiten ko¨nnen:
S(p) =
T (1)
T (p)
(4.10)
Der Speedup muss in heterogenen Umgebungen immer unter Betrachtung der ma-
ximal mo¨glichen Leistung interpretiert werden. Eine weitere Bewertungsgrundlage kann
hier die Effizienz E(p) bieten, die fu¨r den homogenen Fall definiert ist als:
E(p) =
S(p)
p
=
T (1)
p · T (p) (4.11)
In heterogenen Umgebungen ergibt sich der Wert analog zu [MM01]:
E(p) =
S(p)∑p
i=1Wi
(4.12)
Diese Werte dienen im weiteren Verlauf zur Bewertung der durch eine Lastverteilung
erzielten Fortschritte im Vergleich zu einer lokalen Ausfu¨hrung.
4.5 Zusammenfassung
In diesem Kapitel wurde die der dynamischen Lastverteilung zu Grunde liegende Archi-
tektur fu¨r eine CORBA-Verteilungsplattform vorgestellt. Komponenten der Architektur
sind ein ServerManager, der basierend auf austauschbaren Lastverteilungsalgorithmen
die eigentliche Auswahl der Server vornimmt, sowie Monitore, die Leistungskennzahlen
der zur Verfu¨gung stehenden Rechner ermitteln und an den Manager u¨bertragen.
Die vorgestellte Architektur erlaubt die Verteilung von Objekten, die Berechnungen
und zugeho¨rige Daten kapseln. Datenu¨bertragung und Monitoring laufen dabei parallel
und vo¨llig unabha¨ngig voneinander ab. Die fu¨r die U¨berwachung verwendeten Daten-
strukturen enthalten sowohl Daten zur momentanen Resourcenbelastung als auch Infor-
mationen zur Leistungsfa¨higkeit des Systems, denen in heterogenen Rechnerumgebungen
besondere Aufmerksamkeit zukommt.
Zusa¨tzlich zu dieser Grundfunktionalita¨t pra¨sentiert dieses Kapitel eine Mo¨glichkeit
zur Ermittlung der beno¨tigten Rechenzeiten von durchgefu¨hrten Berechnungen durch die
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Verwendung von Interceptoren, um daraus zusa¨tzliche Bewertungskriterien fu¨r zuku¨nf-
tige Verteilungsentscheidungen zu gewinnen.
Um die Systemfunktionalita¨t na¨her zu untersuchen, die Verfahren zu vergleichen, zu
parameterisieren und zu optimieren, wird der Einsatz einer Simulationsumgebung vor-
geschlagen und die Anforderungen daran festgehalten. Die Entwicklung einer entspre-
chenden Simulationsumgebung sowie die ermittelten Ergebnisse sind Inhalt des na¨chsten
Kapitels.
Kapitel 5
Entwicklung eines Systemmodells
und Systemsimulation
Zur Untersuchung komplexer Systeme und deren Verhalten wird mit steigender Rechen-
leistung heutiger Computersysteme vermehrt auch die Simulation eingesetzt, insbeson-
dere dann, wenn keine ada¨quate Abbildung durch analytische Verfahren mo¨glich ist
[Syr02]. Simulatoren fu¨r die im Rahmen dieser Arbeit dargestellte Umgebung betreffen
drei Bereiche: Netzwerk- und Protokollsimulatoren, Rechnersimulatoren und Werkzeuge,
die beide Ansa¨tze kombinieren.
5.1 Simulatoren fu¨r die Modellierung von Rechner-
und Kommunikationsnetzen
5.1.1 Netzwerk- und Protokollsimulatoren
Zur Untersuchung von Protokollen in verschiedenen Umgebungen und Netzwerken wird
die Funktionalita¨t meist zuna¨chst spezifiziert, danach durch Simulationen u¨berpru¨ft
und schließlich der Protokollcode generiert oder implementiert. Durch dieses Vorgehen
ko¨nnen die entwickelten Verfahren systematisch untersucht, getestet und verbessert wer-
den. Untersuchte Szenarien erstrecken sich zum Beispiel auf das Verhalten bei variablen
Fehlerraten oder auf die Verwendung verschiedener U¨bertragungsmedien.
Einen Standard fu¨r dieses Vorgehen bildet die Specification and Description Langua-
ge (SDL) , wie eine von der International Telecommunications Union (ITU) spezifizierte
objektorientierte, formale Beschreibungsprache fu¨r komplexe, ereignis-gesteuerte, inter-
aktive Realzeitanwendungen im Bereich vieler gleichzeitiger Abla¨ufe, die mit diskreten
Signalen kommunizieren [The00] heißt. SDL wird heutzutage in vielen Bereichen der
Protokollspezifikation und -untersuchung eingesetzt.
Das grundlegende Konzept von SDL basiert auf Finite State Machines (FSM), die
parallel ausgefu¨hrt werden und u¨ber diskrete Signale miteinander kommunizieren. Dazu
dienen definierte Kana¨le (channels) und Signalschnittstellen (signal interfaces).
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Auf SDL setzen dann Werkzeuge wie die TAU SDL Suite (fru¨her SDT) [Tel03] oder
SPEETCL [aix99] auf, die eine Systemsimulation, Evaluierung und teilweise sogar sta-
tistische Auswertungen erlauben. Meist ist auch die Visualisierung der betrachteten
Netzwerke mo¨glich.
Ein weiteres Beispiel fu¨r einen Simulator im Umfeld verschiedener Netzwerkverbin-
dungen ist unter dem Namen CoCentric erha¨ltlich [Syn02]. Dieses von der Firma Synop-
sis vertriebene Produkte ermo¨glicht die Untersuchung von Protokollen z.B. in Bluetooth,
GSM oder GPRS Umfeldern. CoCentric erlaubt die Zusammenstellung von Simulatio-
nen in einer grafischen Benutzungsoberfla¨che und unterstu¨tzt auch die Specification and
Definition Language (SDL).
Ebenfalls mit einer grafischen Oberfla¨che ausgestattet ist ein Simulator aus den
UCLAs Internet Research Labs [TNWZ00]. IRLSim ist ein Simulator fu¨r paketorientier-
te Netwerke, der z.B. transportorientierte Protokolle wie TCP/IP oder UDP modelliert.
Der Benutzer kann hier ebenfalls beliebige Netzwerke zusammenstellen und untersuchen.
Auch die Auswahl verschiedener Warteschlangenmodelle ist mo¨glich.
Der Network-Simulator (NS) [FV03] bezeichnet einen diskreten ereignisbasierten Si-
mulator fu¨r die Untersuchung von Netzwerken und Protokollen. NS wurde seit 1989
kontinuierlich weiterentwickelt und bietet Unterstu¨tzung fu¨r die Simulation von TCP
Verbindungen, Routing oder Multicast-Protokollen u¨ber kabelgebundene oder funkge-
bundene Netzwerke (lokal oder u¨ber Satelliten).
Beim Network Simulation Testbed (NEST) [DSYB90] handelt es sich um eine grafi-
sche Umgebung fu¨r das Prototyping und die Simulation von verteilten Netzwerksyste-
men. Ziel der Arbeit war es, den Entwicklern solcher Systeme die genaue Untersuchung
ihrer Verfahren und Ideen zu ermo¨glichen. NEST basiert auf einem umgebungsbasierten
Ansatz (environment-based) und nicht wie andere Systeme auf einem modellbasierten
(model-based).
Die hier vorgestellten Verfahren und Produkte zeigen einen Ausschnitt aus der Viel-
falt der im Bereich der Netzwerk- und Protokollsimulation eingesetzten Werkzeuge und
Modellierungsmo¨glichkeiten. Durch den Fokus auf die Protokollabla¨ufe werden meist
nur Datenquellen und Datensenken und die durch sie generierten Lasten modelliert.
Auch wenn in der ta¨glichen Anwendung meist Rechnersysteme Quelle und Senke fu¨r die
Kommunikationsprotokolle darstellen, bildet die Simulation von Rechnern ein eigenes
Anwendungsfeld.
5.1.2 Rechnersimulatoren
Fu¨r die Simulation von ganzen Rechnersystemen wurde ebenfalls eine große Palette von
Werkzeugen entwickelt. Diese unterscheiden sich meist in der Detailtiefe, in der Rechner-
systeme modelliert werden ko¨nnen. Die von Muller vorgestellte Simulationsumgebung
Oyster [Mul93] erlaubt die Simulation von Rechnersystemen bezu¨glich des Prozessors,
des Cache-Speichers und des Hauptspeichers.
Spa¨tere Systeme gehen einen Schritt weiter und modellieren wie SimOS die komplet-
te in einem Rechnersystem vorhandene Hardware [Her98]. Ein mit SimOS simuliertes
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Computersystem ist bina¨rkompatibel mit Silicon Graphics Systemen und kann daher
Programme fu¨r diese Plattform ausfu¨hren.
5.1.3 Simulatoren fu¨r verteilte Systeme und Grids
Die Verknu¨pfung von Netzwerken und Computersystemen und ihre Simulation ist selte-
ner als die reine Protokoll- oder Rechnersimulation. Sie findet sich schwerpunktma¨ßig im
Bereich von verteilten Systemen oder neuerdings im Bereich des Gridcomputing. Diese
Art von Simulator ist ideal, um einen dynamischen Lastverteilungsalgorithmus in einem
verteilten Umfeld untersuchen zu ko¨nnen.
Eine wichtige Arbeit in diesem Bereich stellt der Simgrid -Simulator dar [Cas01,
CL03]. Casanova und Legrand bieten mit ihrer Entwicklung eine Softwarebibliothek,
die eine rudimenta¨re Funktionalita¨t zur Simulation von verteilten Anwendungen bietet.
Simgrid modelliert die Berechnungen (Tasks1) durch den Arbeitsaufwand (bezogen auf
ein Referenzrechnersystem), den Zustand und die Speichergro¨ße im Falle einer U¨ber-
tragung zwischen zwei Rechnersystemen. Die verfu¨gbaren Resourcen werden durch eine
relative Prozessorgeschwindigkeit beschrieben, die dazwischen liegenden Netzwerkver-
bindungen durch Latenz und Bandbreite. Simulationen mit Simgrid mu¨ssen explizit
programmiert werden.
Die Beschreibung der Rechnerauslastung im zeitlichen Verlauf basiert auf Lastauf-
zeichnungen (Traces) des Network Weather Services (NWS) [WSH98, Wol98]. NWS
wurde mit dem Ziel entwickelt, aus Lastaufzeichnungen u¨ber einen la¨ngeren Zeitraum
hinweg Prognosen u¨ber die zuku¨nftige Lastentwicklung in Rechnersystemen zu tref-
fen. Fu¨r die Aufzeichnunges setzt das System Sensoren ein, erfasst damit die jeweiligen
Systemzusta¨nde u¨ber einen la¨ngeren Zeitraum und speichert sie in einem definierten
Format ab.
Auf einer solchen Beschreibung setzt auch das Bricks Performance Evaluation Sys-
tem [TMN+99] auf. Dieses hat allerdings einen anderen Fokus, der in der Simulation
von Anwendungen fu¨r Global Computing und Grid Anwendungen liegt.
Ein a¨hnliches Anwendungsumfeld bedient auch MicroGrid [SLJ+00]. Dabei handelt
es sich aber um einen Emulator2 und nicht um einen Simulator. MicroGrid ermo¨glicht es
durch die Bereitstellung eines virtuellen Grids auf einem lokalen Rechner, Grid-Software
vor der Ausfu¨hrung in einem realen Grid zu untersuchen und ihr dynamisches Verhalten
zu testen.
5.2 Aufbau der Systemsimulation
Um Aussagen u¨ber das Verhalten von Rechnersystemen in verschiedenen Situationen
machen zu ko¨nnen, werden ha¨ufig stochastische Verfahren angewendet. In Wartesyste-
1[Thi01]: In der Computerprogrammierung ist ein Task die grundlegende Einheit (basic unit), die
ein Betriebssystem kontrolliert.
2Ein Emulator ist ein Gera¨t oder eine Software, die vorgibt, ein anderes, bestimmtes Gera¨t zu sein
[Thi01].
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men (siehe Abbildung 4.4) kennzeichnet die so genannte Ankunftsrate λ die Ha¨ufigkeit
von Neuanku¨nften und die Bedienrate µ die Geschwindigkeit, mit der Anfragen bear-
beitet werden ko¨nnen. Aus diesen Gro¨ßen ergibt sich die Auslastung des Wartesystems
zu:
ρ =
λ
µ
(5.1)
In diesem Zusammenhang wird ein Wartesystem als stabil bezeichnet, wenn die An-
kunftsrate kleiner als die Bedienrate ist, wenn also ρ < 1 gilt. Ist dies nicht der Fall, so
wa¨chst die Warteschlange immer weiter an, bis schließlich alle Wartepla¨tze belegt sind
und keine weiteren Kunden oder Jobs angenommen werden ko¨nnen.
Die Auslastung eines Wartesystems ko¨nnte zum Beispiel dem in Abbildung 5.1 dar-
gestellten Verlauf folgen. Im Zeitraum zwischen a und b treten insgesamt drei Prozesse
in die Warteschlange ein und werden bis zum Zeitpunkt b alle vollsta¨ndig bearbeitet.
In diesem Beispiel beschreibt q die Anzahl der in der Warteschlange wartenden und der
vom Bediener bearbeiteten Prozesse.



Abbildung 5.1: Beispiel fu¨r die Auslastung eines Wartesystems im Verlauf der Zeit.
Die Abszisse gibt die Anzahl q der in der Warteschlange wartenden und vom Bediener
bearbeiteten Prozesse an.
Wartesysteme, bei denen die Wahrscheinlichkeiten solcher Prozesseintritte vorher-
gesagt werden ko¨nnen, lassen sich durch stochastische Verfahren untersuchen und be-
rechnen. Durch diese Art der Rechnermodellierung ist zum Beispiel die Untersuchung
von Webservern oder Kommunikationsnetzen sehr gut realisierbar, da das Verhalten ei-
nes einzelnen Nutzers nicht bekannt ist, aber Aussagen u¨ber Wahrscheinlichkeiten von
Webzugriffen ermittelbar sind.
Im Rahmen dieser Arbeit soll jedoch untersucht werden, wie eine bestimmte Auf-
gabe, die aus mehreren Teilaufgaben besteht, mo¨glichst effektiv gelo¨st werden kann,
so dass ein stochastischer Ansatz weniger geeignet ist. Basierend auf einer determinis-
tischen Last- und Systembeschreibung wurde daher eine zeitdiskrete, deterministische
Simulation erstellt.
Die Entwicklung erfolgte in Analogie zu Simgrid und erweitert die bisher vorgestell-
ten Ansa¨tze. Fu¨r die Umsetzung wurde die Matlab/Simulink [Mat02, Mat03] Umgebung
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gewa¨hlt, da diese die gro¨ßte Flexibilita¨t bietet und u¨ber eine grafische Oberfla¨che verfu¨gt,
die die Kombination von Einzelelementen (so genannter S-Functions) zu einer Simula-
tion und deren Visualisierung erlaubt. Neben zahlreichen mathematischen Funktionen
ko¨nnen fu¨r Simulink verschiedene Pakete mit Funktionsblo¨cken zu einem bestimmten
Anwendungsgebiet ka¨uflich erworben oder eigene Elemente in Matlab, C, C++, Ada
oder Fortran programmiert werden.
Abbildung 5.2 zeigt ein einfaches Beispiel einer Simulation. In einer Tasklist-S-
Function werden die zu Grunde liegenden Einzelaufgaben definiert (in diesem Beispiel
fu¨nf). Der Name einer Datei mit einer Beschreibung der Aufgaben la¨sst sich durch einen
Parameter der S-Function festlegen. An ihren Ausga¨ngen stellt sie Werte zur Gesamtzahl
sowie zur Anzahl der noch zu bearbeiteten Aufgaben bereit. Diese Einzelaufgaben wer-
den von einem Rechner abgearbeitet, der ebenfalls als S-Function zu sehen ist. An seinen
Ausga¨ngen ist unter anderem der aktuell genutzte Speicher auslesbar. Die Diagramme vi-
sualisieren die Anzahl der im System noch unbearbeiteten Aufgaben (Unresolved Tasks)
sowie der freie Speicher (FreeMem) in zeitlichen Verlauf.
In der vorliegenden Arbeit werden die zur Verfu¨gung stehenden Rechner (Hosts),
die dazwischen liegenden Netzwerkverbindungen (Links), sowie die zu berechnenden
Aufgaben (Tasks) modelliert. Zusa¨tzlich steht ein Lastverteiler zur Verfu¨gung, um die
verschiedenen Verfahren vergleichen zu ko¨nnen. Abbildung 5.3 zeigt eine Beispielsimu-
lation mit allen Einzelkomponenten, die das in Abbildung 4.10 dargestellte Netzwerk
repra¨sentiert.
5.2.1 Modellierung der Rechnersysteme
Fu¨r die jeweiligen Rechner Ni, i ∈ {1..n} werden neben einem Wert fu¨r die Geschwin-
digkeit des Prozessors Si auch die Vorschla¨ge von Lindermeier [Lin00] aufgegriffen und
der verfu¨gbare Arbeitsspeicher Mphys,i, sowie der Swapspeicher Mswap,i integriert. Die
Werte lassen sich in der Simulink Umgebung direkt u¨ber die Parameter der S-Function
eingeben.
In heterogenen Systemen wurden dynamische Lastverteilungsalgorithmen bisher we-
nig untersucht [RN01], so dass eine na¨here Betrachtung von verschiedenen Prozessorge-
schwindigkeiten selten zu finden ist. Rotaru fu¨hrt in seiner Vero¨ffentlichung eine Pro-
zessor capacity ci ein, die mittels einer reellen positiven Zahl die Leistungsfa¨higkeit des
Prozessors beschreibt. Die Modellierung des Rechners orientiert sich an den Arbeiten
von Casanova und Legrand [Cas01, CL03].
Neben den physikalischen Gro¨ßen des Rechners speichert die Simulation aktuelle
Werte zu Warteschlangenla¨nge, belegtem Speicher etc. (Lastvektor). Die simulierten
Rechner bieten zusa¨tzlich zu diesen Werten auch Informationen zum Lastmittel (load
average) und zur aktuellen Prozessorauslastung. Dazu sind die in Kapitel 4.1.3 beschrie-
benen Verfahren in die Simulation integriert. Im entwickelten Systemmodell werden in
jedem Simulationsschritt alle Werte iterativ anhand der vorherigen Werte und der ak-
tuellen Rechenlast sowie der aktuellen Zusta¨nde der Einzelaufgaben neu berechnet.
In middlewarebasierten Systemen ko¨nnen die verschiedensten Rechnerarchitekturen
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Abbildung 5.2: Beispiel fu¨r eine Simulation mit Simulink: Das Modell entha¨lt mehrere
so genannte S-Functions (dargestellt als Blo¨cke), die das Verhalten der Einzelelemente
modellieren. Standard Simulinkkomponenten zeigen die jeweiligen Ausga¨nge der Blo¨cke
als Dezimalwert oder in Form eines Diagramms an. Hier wird die Anzahl der im System
noch unbearbeiteten Aufgaben (Unresolved Tasks) sowie der freie Speicher (FreeMem)
in zeitlichen Verlauf visualisiert.
eingebunden sein. Auch in der in dieser Arbeit verwendeten Testumgebung (siehe An-
hang A) kommen Athlon, Celeron, Pentium III und Pentium IV Prozessoren zum Ein-
satz. Wie auch in bisherigen Simulationen [RN01, Cas01, CL03] werden die verschiede-
nen Architekturen allerdings nicht gesondert betrachtet. Vielmehr liegt der Schwerpunkt
darauf, Informationen zu nutzen, deren Ermittlung direkt u¨ber Betriebssystemroutinen
mo¨glich ist.
5.2.2 Modellierung der Rechenlast
In Anlehnung an fru¨here Vero¨ffentlichungen von Beaumont wird fu¨r die Anzahl der
beno¨tigten Rechenoperationen fu¨r eine bestimmte Teilaufgabe (Lastobjekt) die Bezeich-
nung wl gewa¨hlt, mit wl 5Wtotal.Wtotal beschreibt den Gesamtumfang einer bestimmten
Anwendung oder Aufgabe. Im Gegensatz zu [YC03] und [BLR03] ist die Last in dieser
Arbeit nicht beliebig teilbar, sondern wird durch die zu verteilenden Objekte bestimmt.
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Abbildung 5.3: Simulationsaufbau fu¨r das in Abbildung 4.10 dargestellte Netzwerk.
Man spricht auch von der Granularita¨t einer Aufgabe, also der relativen Gro¨ße oder
dem Detaillevel eines Objekts3.
Nach [BLR03] werden in der Literatur fast ausschließlich lineare Modelle verwendet,
um die Kosten fu¨r Berechnungen darzustellen. Analog zu [BWF+96] finden hier fu¨r
die Ausfu¨hrungszeiten große Buchstaben Anwendung: Tl fu¨r die Rechenzeit und Cl fu¨r
Kommunikationskosten. Die Ausfu¨hrungszeit fu¨r eine Berechnung wird allgemein mit
folgendem Zusammenhang charakterisiert (vergl. [YC03, BLR03]):
Tcomp,i = tlat,i +
wl
Si
(5.2)
Der zusa¨tzliche Faktor tlat bezeichnet eine Verzo¨gerungszeit, die vor der Ausfu¨hrung von
Prozessen auftreten kann. Sie wird in diesem Modell vernachla¨ssigt.
Der Simgrid-Simulator [Cas01, CL03] beachtet neben dem Rechenbedarf nur eine
Gro¨ße, die die bei einer Migration zu u¨bertragende Speichermenge al charakterisiert. In
dieser Arbeit wird zusa¨tzlich zu dieser Gro¨ße al der Objekte beachtet, dass der Speicher-
bedarf wa¨hrend der Ausfu¨hrung ansteigen kann, falls noch zusa¨tzlicher Speicher wal fu¨r
die Rechenoperationen beno¨tigt wird. In der Simulation in Abbildung 5.2 ist dies am
freien Speicher zu erkennen, der mit Ende einer Berechnung wieder ansteigt.
3Granularity is the relative size, scale, level of detail, or depth of penetration that characterizes an
object or activity [Thi01]
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Nach Amdahls Law [Amd67] setzt sich die Rechenzeit fu¨r Prozesse auf einem Rech-
ner aus der Zeit fu¨r einen sequentiellen Programmanteil Ts und fu¨r einen parallelen
Programmanteil Tp zusammen. Durch eine parallele Ausfu¨hrung kann nur der paral-
lele Anteil beschleunigt werden, der sequentielle beno¨tigt unabha¨ngig von der Anzahl
der zur Verfu¨gung stehenden Rechenknoten immer die gleiche Zeit. Die Dauer fu¨r die
Ausfu¨hrung auf einem Rechnersystem T (1) kann folglich bei der Ausfu¨hrung auf meh-
reren parallelen Rechenknoten T (p) nur eine beschra¨nkte Beschleunigung erfahren.
T (1) = Ts + Tp (5.3)
T (p) >= Ts +
Tp
p
(5.4)
Im hier entwickelten Systemmodell finden solche Zusammenha¨nge in Form von Ab-
ha¨ngigkeiten Beachtung. Durch entsprechende Kennzeichnung in den Konfigurations-
dateien fu¨r die Aufgabenzusammensetzung kann ein Nutzer angeben, welche anderen
Einzelaufgaben vor der Ausfu¨hrung der aktuell bearbeiteten erledigt sein mu¨ssen.
Zur Untersuchung verschiedener Lastzusammensetzungen ko¨nnen in der Simulation
verschiedene Lastszenarien durch unterschiedliche Dateien beschrieben werden. Die Da-
teien enthalten dazu eine Auflistung der verschiedenen Einzelaufgaben (ein Lastvektor
pro Zeile) mit den chrakteristischen Werten fu¨r wl, al, wal und ggf. fu¨r die Abha¨ngig-
keit von anderen Einzelaufgaben. Dadurch ko¨nnen beliebige Szenarien aufgebaut und
getestet werden.
5.2.3 Modellierung der Netzwerkverbindungen
Betrachtet man das zwischen den Rechenknoten liegende Netzwerk, so sind die Latenz
clat,ij, also die Verzo¨gerung von einem Rechner zum anderen, und die zur Verfu¨gung
stehende Bandbreite bij von Bedeutung. Beide Werte wurden im entwickelten Modell
beru¨cksichtigt. Die Gleichung fu¨r die entstehenden Kommunikationskosten ergibt sich
im Idealfall zu:
Cij = clat,ij +
al
bij
(5.5)
Fu¨r Objekte, die u¨ber eine Netzwerkverbindung u¨bertragen werden sollen, wird
zu Beginn der U¨bertragung die Zeit berechnet, die bei exklusiver Nutzung der zur
Verfu¨gung stehenden Bandbreite beno¨tigt wu¨rde. Mit fortlaufender Simulationszeit wird
diese Zeit kontinuierlich reduziert, so dass stets die verbleibende U¨bertragungszeit be-
kannt ist.
Steht die Verbindung exklusiv zur Verfu¨gung, so wird die verbleibende Zeit in jedem
diskreten Zeitschritt um einen vollen Zeitschritt (jeweils um die Sample Zeit) reduziert.
Werden u¨ber die U¨bertragungsstrecke gleichzeitig andere Objekte u¨bertragen, so redu-
ziert sich die in einem Schritt u¨bertragene Datenmenge entsprechend der Anzahl der
Verbindungen. Als Folge wird die verbleibende Restlaufzeit um einen kleineren Anteil
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reduziert. Nach Abschluss der U¨bertragung steht das Objekt auf dem Zielrechner zur
Verfu¨gung.
Kommen zwischen zwei Rechnern in verschiedenen Abschnitten unterschiedliche
Netzwerke zum Einsatz, so bildet der Teil mit der geringsten Bandbreite die obere
Begrenzung fu¨r die Verbindung. In Abbildung 5.4 kann zwischen den Rechnern 0 und 1
sowie zwischen Rechner 1 und 2 mit maximal 10 MBit/s u¨bertragen werden. Nur zwi-
schen den Rechnern 0 und 2 sind U¨bertragungsraten bis maximal 100 MBit/s mo¨glich.

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Abbildung 5.4: In einem Netzwerk mit mehreren Teilabschnitten bildet der Abschnitt
mit der geringsten Bandbreite die obere Begrenzung fu¨r die U¨bertragung. In diesem
Beispiel kann zwischen Host 0 und 1 maximal mit 10 MBit/s u¨bertragen werden.
Besonderheiten in CORBA-Middlewaresystemen
Dadurch, dass Middlewaresysteme eine Kommunikation zwischen Objekten und Rech-
nersystemen auf einer sehr abstrakten Ebene ermo¨glichen, gibt es einige Besonderhei-
ten, die in einer Simulation bzw. spa¨ter auch bei der Systementwicklung beachtet wer-
den mu¨ssen: Auf Grund der vielen Protokollstapel, die in Middlewaresystemen bei der
Kommunikation u¨berwunden werden mu¨ssen, steigt der zusa¨tzliche Protokollaufwand
(Overhead) bei U¨bertragungen stark an. Als Folge sinkt die effektive Bandbreite des
U¨bertragungsmediums, die in der Simulation durch eine reduzierte, von der zu u¨bertra-
genden Objektgro¨ße abha¨ngige Bandbreite beru¨cksichtigt wird.
Um den Effekt mo¨glichst realistisch zu modellieren, wurden in einer Testumgebung
(siehe Anhang A) U¨bertragungen zwischen verschiedenen Rechnersystemen mit Netz-
werken einer Bandbreite von 10 MBit/s und 100 MBit/s durchgefu¨hrt. Aus den ermittel-
ten U¨bertragungszeiten lassen sich die effektiven mittleren Bandbreiten errechnen, die
den in Abbildung 5.5 gezeigten Verlauf ergeben und als Grundlage fu¨r die Simulation
approximiert werden.
Die effektive Bandbreite steigt mit wachsendem Datenvolumen an und na¨hert sich
einem Maximalwert. Dies liegt an dem bei kleinen Objektgro¨ßen u¨berproportionalen
Einfluss des Overheads (Verbindungsaufbau, -sicherung, -abbau etc.), der bei langen
U¨bertragungen nicht mehr ins Gewicht fa¨llt. Auffa¨llig ist ein Einbruch der Bandbreite im
Bereich von ca. 5000 Byte, der durch interne Zeitverluste bei der verwendeten CORBA-
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Implementierung fu¨r Linux begru¨ndet ist und deren Ursache nicht ergru¨ndet werden
konnte.
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Abbildung 5.5: Effektive Bandbreite bei der Datenu¨bertragung mittels CORBA.
Wa¨hrend bei kleinen Objektgro¨ßen Faktoren wie Latenz und Verbindungsaufbau u¨ber-
wiegen, sinkt deren Einfluss mit steigender Gro¨ße der Objekte.
Die U¨bertragungszeit setzt sich aus vier Komponenten zusammen. Neben der Verzo¨ge-
rungszeit durch das Netzwerk clat,ij, muss Zeit fu¨r den Verbindungsaufbau Cconnect (z. B.
zur Ermittlung des Zielservers) aufgebracht werden. Diese beiden Werte sind unabha¨ngig
von der Datenmenge. Neben der eigentlichen Datenu¨bertragung, die durch die Informa-
tionsmenge al und Bandbreite bij beeinflusst wird, muss in Middlewaresystemen zusa¨tzli-
che Zeit fu¨r das Marshalling und Unmarschalling C(ai) aufgewendet werden, also fu¨r die
Kodierung der Daten vor bzw. Dekodierung nach der U¨bertragung (siehe Kapitel 3.2.3),
die von der Objektgro¨ße abha¨ngt. Es ergibt sich somit der folgende Zusammenhang:
Cij = clat,ij + Cconnect︸ ︷︷ ︸ + C(ai) + C(ai, bij)
= k1 + k2 · ai +
︷ ︸︸ ︷
k3 · 1
bij
+ k4 · ai
bij
(5.6)
Betrachtet man die obigen Testergebnisse, so kann man die Kurven in drei Teil-
bereichen behandeln, um daraus die Modellgro¨ßen fu¨r die Simulation zu bestimmen.
Exaktheit kann wegen der vielen Einfluss- und Sto¨rgro¨ßen nicht erreicht werden.
• Abschnitt 1 (ai < 2 kByte): Latenz clat,ij und Verbindungsaufau u¨berwiegen, un-
abha¨ngig von der Datennutzlast wird ein Mindestvolumen an Daten u¨bertragen,
das nur vom verwendeten Netzwerk abha¨ngig ist.
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• Abschnitt 2 (2 ≤ ai ≤ 512 kByte): Der Einfluss von Latenz und Verbindungsauf-
bau spielt fast keine Rolle mehr, die U¨bertragung wird durch einen rein von der
Datenmenge abha¨ngigen Anteil sowie durch einen von Datenvolumen und verwen-
detem Netzwerk abha¨ngigen Anteil bestimmt.
• Abschnitt 3 (512 kByte < ai): Die effektive Bandbreite sinkt auf Grund interner
Effekte der verwendeten CORBA-Implementierung sprunghaft und erreicht nicht
wieder den vorherigen Maximalwert.
Bestimmung der Modellgro¨ßen
Betrachten wir den ersten Abschnitt, so gilt es, die Parameter der folgenden Gleichung
fu¨r das Modell zu bestimmen:
Cij = k1 + k3 · 1
bij
(5.7)
Aus den Messreihen lassen sich Zusammenha¨nge fu¨r 100 und 10 MBit/s aufstellen:
C100 = k1 + k3 · 1
100MBit
s
(5.8)
C10 = k1 + k3 · 1
10MBit
s
(5.9)
Diese Gleichungen ko¨nnen aufgelo¨st werden zu:
k1 =
10 · C100 − C10
9
und
k3 =
100MBit
s
· (C10 − C100)
9
und ergibt mit den ermittelten Messwerten die Lo¨sungen k1 = 1, 8 ms und k3 =
27, 86MBit·ms
s
. Der Parameter k1 fasst die Latenz und den Verbindungsaufbau zusam-
men. Durch eine empirische Untersuchung mit dem Systemprogramm ping ließ sich die
Latenz des verwendeten Netzwerks zu 0,13 ms ermitteln, so dass sich die Zeit, die fu¨r
den Verbindungsaufbau erforderlich ist, zu 1,67 ms ergibt.
Im zweiten Abschnitt der Kurve soll der Verlauf nun durch eine Gleichung nach
folgendem Aufbau angena¨hert werden:
Cij = k1 + k2 · ai + k4 · ai
bij
(5.10)
Da k1 bekannt ist und auch hier Messwerte fu¨r 100 und 10 MBit/s zur Verfu¨gung stehen,
sind die Parameter bestimmbar. In Analogie zu den Gleichungen 5.8 und 5.9 berechnen
sich die Parameter zu:
k2 =
10 · C100 − C10 − 9 · k1
9 · ai und
k4 =
100MBit
s
· (C10 − C100)
9 · ai
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Aus den Messungen und ihren Mittelwerten ergibt sich: k2 = 6, 38 · 10−5 msByte , k4 =
1, 17 · 10−2 MBit
KByte
.
Im letzten Abschnitt der Kurve oberhalb von 512 kByte Objektmenge kann die
Kurve durch den doppelten Marschalling Anteil gut approximiert werden, so dass sich
insgesamt der in Abbildung 5.5 rot eingezeichnete Kurvenverlauf mit der endgu¨ltige
Formel ergibt:
Cij = clat,ij + 1, 67ms+ (5.11)
27, 86MBit·ms
s
· 1
bij
0 < ai < 2 kByte
6, 38 · 10−5 ms
Byte
· ai + 1, 17 · 10−2 MBitKByte · aibij 2 ≤ ai ≤ 512 kByte
2 · 6, 38 · 10−5 ms
Byte
· ai + 1, 17 · 10−2 MBitKByte · aibij 512 kByte < ai
Zusa¨tzlich zu den hier beschriebenen Besonderheiten bezu¨glich der Datenu¨bertra-
gung kommen in Middlewaresystemen ha¨ufig neben unterschiedlichen Rechnersystemen
auch sehr unterschiedliche Netzwerke zum Einsatz. So ko¨nnen sich einzelne Abschnitte
des Netzwerks in einem verteilten System durchaus um ein bis zwei Gro¨ßenordnungen
unterscheiden.
Außerdem ko¨nnen mehrere Verbindungen durch ein gemeinsam genutztes Netzwerk
gebremst werden. Im obigen Beispiel, Abbildung 5.4, mu¨ssen alle Verbindungen vom
linken Host u¨ber den Verteilungspunkt auf die zwei rechten Netzwerke weitergeleitet
werden. Der linke Teil bildet somit einen Flaschenhals und bremst die Kommunikation,
wenn mehrere Verbindungen um eine beschra¨nkte Bandbreite konkurrieren. Die daraus
resultierende Reduktion der U¨bertragungsgeschwindigkeiten bei den Einzelverbindungen
wurde in das Simulationsmodell integriert.
Neben der verla¨ngerten U¨bertragungszeit durch die, im Gegensatz zu Parallelrech-
nern viel leistungsschwa¨cheren Netzwerkverbindungen, muss in einem verteilten Midd-
lewaresystem Leistung fu¨r die diversen Kommunikationsvorga¨nge aufgebracht werden.
Zusa¨tzlich zu den schon beschriebenen Kosten fu¨r Marshalling und Unmarschalling muss
ein gewisser Anteil an Rechenleistung und Bandbreite fu¨r den erforderlichen, kontinuier-
lichen Austausch von Daten zwischen den Middlewarekomponenten aufgebracht werden.
Dadurch geht Leistung verloren, verursacht z.B. durch An- oder Abmeldung von wei-
teren Servern, aber auch durch die U¨bertragung von Statusinformationen zur Lastver-
teilung. In der Simulation wird dieser Effekt durch eine optionale zusa¨tzliche Belastung
auf den Rechenknoten beru¨cksichtigt.
5.2.4 Modellierung des Lastverteilers
Das Kernelement einer Simulation zur Untersuchung einer dynamischen Lastverteilung
bildet der Lastverteiler. Im Rahmen dieser Simulationsumgebung wurde eine Simulink
S-Function implementiert, die durch Parameter gesteuert werden kann. So ko¨nnen die
Anzahl der zu nutzenden Server (inkl. Master), die Parameter der Verfahren und die
Art des Algorithmus vorgegeben werden.
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Als mo¨gliche Lastverteilungsstrategien stehen eine zufa¨llige Verteilung (Random),
ein Round-Robin-Verfahren, eine Random-Verteilung mit Threshold (siehe Kapitel 3.3)
und die beiden im Rahmen dieser Arbeit entwickelten dynamischen Verteilungsalgorith-
men zur Verfu¨gung (siehe Kapitel 4.1.3). Zu Vergleichszwecken kann die Last lokal, also
nur auf dem Master-Rechner verarbeitet werden.
Die dynamischen Lastverteilungen greifen auf die verschiedenen Parameter und Zu-
sta¨nde der simulierten Rechner zu und beru¨cksichtigen sie bei einer Verteilung. Der
Einfluss von CPU- oder Speicherauslastung bzw. von der Netzwerkverzo¨gerung kann
durch Gewichte unterschiedlich konfiguriert werden, um die verschiedenen Auswirkun-
gen untersuchen zu ko¨nnen.
5.3 Simulationsergebnisse
Ausgehend von der in Abbildung 4.10 dargestellten Konfiguration wurden in verschiede-
nen Simulationsszenarien jeweils einzelne der in Abbildung 5.6 dargestellten Parameter
variiert, um das Verhalten und die Leistung der entwickelten Lastverteilungsalgorith-
men zu untersuchen und zu bewerten. Die Tabelle 5.1 zeigt die zugeho¨rige Auflistung
der Parameter sowie ihre Standardwerte.
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Abbildung 5.6: Verteiltes System zur Simulation der Lastverteilungsverfahren. Einge-
zeichnet sind alle Parameter und Kenngro¨ßen, die in einem oder mehreren Szenarien
variiert werden.
In den Simulationen kommen verschiedene Lastzusammenstellungen zum Einsatz,
die durch Anzahl ntask und Eigenschaften der Einzelaufgaben definiert sind. Bei diesen
Einzelaufgaben handelt es sich um Lastobjekte, auch Tasks genannt, die durch ihren
Speicherbedarf al und wal sowie die Ausfu¨hrungszeit ttask auf einem Referenzsystem
mit 1000 MHz CPU-Taktrate charakterisiert werden.
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Parameter Beschreibung Standardwert
ntask Anzahl Lastobjekte in Lastzusammenstellung -
ttask Referenzlaufzeit der Lastobjekte [s] -
al Objektgro¨ße [Bytes] 1000
wal Speicherbedarf bei Ausfu¨hrung [Bytes] 2 · al
nhosts Anzahl der Server 4
Si Prozessortaktrate [MHz] 1000
Mphys,i freier Arbeitsspeicher [MB] 128
Mswap,i freier Swapspeicher [MB] 256
∆q zusa¨tzliche Serverlast 0
tasksmax Maximale Anzahl gleichzeitig aktiver Lastobjekte 8
bij Nennbandbreite des Netzwerks [MBit/s] 100
ωact Last-Gewichtungsfaktor 0.2
trefresh Aktualisierungsintervall [s] 2
ωCPU Gewichtungsfaktor 1
ωNET Gewichtungsfaktor 0
ωMEM Gewichtungsfaktor 0
Tabelle 5.1: Parameter, die in den Szenarien der Simulation variiert wurden und ihre
Standardwerte.
Die fu¨r dieses System in unbelastetem Zustand festgelegte Rechenzeit wird im Folgen-
den Referenzrechenzeit oder Referenzausfu¨hrungszeit genannt. Auf Rechnern mit einer
ho¨heren Taktrate erfolgt die Ausfu¨hrung in ku¨rzerer Zeit, auf langsameren wird mehr
Zeit fu¨r die Berechnung beno¨tigt.
In den Szenarien werden Lastobjekte mit Referenzrechenzeiten von t = 25ms, 50ms,
125ms, 250ms, 500 ms, 1s, 2s, 5s, 10s und 20s simuliert. Die Anzahl der Objekte in
einer Lastzusammenstellung reicht bis 1600 Aufgaben, die Gro¨ße des Speicherbedarfs al
variiert von 1000 Bytes bis ca. 2 MByte.
Die Netzwerkverbindungen haben in den ersten Versuchen eine Bandbreite von 100
MBit/s. In Untersuchungen bezu¨glich der Eigenschaften bei der Objektu¨bertragung wer-
den einheitlich Netzwerke von 10 MBit/s simuliert. In einem weiteren Szenario kommen
Netzwerke mit verschiedenen Bandbreiten zu Einsatz.
Um Effekte durch gleiche Ausfu¨hrungszeiten und die damit verbundenen gleichzeiti-
gen Ereignisse zu verhindern, wurden die Zeiten und Objektgro¨ßen mit ±10 % um den
in den Diagrammen dargestellten oder beschriebenen Mittelwert gleichverteilt gestreut.
Die Berechnung des Speedups, der das Verha¨ltnis von lokaler zu verteilter Ausfu¨hrungs-
zeit ermittelt, relativiert Unterschiede zwischen gewu¨nschtem Mittelwert der gesamten
Lastzusammenstellung und tatsa¨chlichem Mittelwert. In den Diagrammen kommt meist
der Speedup und nicht die Effizienz zum Einsatz, um die Kurven zu entflechten und bes-
ser darstellen zu ko¨nnen.
In den Untersuchungen werden die zufa¨lligen Lastverteilungsverfahren Random (RA)
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und Random Threshold (RT) dargestellt. Im Random Thresholdverfahren betra¨gt der
Threshold τi = 1.0. Neben dem Round Robin Verfahren (RR) untersuchen die Szena-
rien insbesondere die beiden entwickelten dynamischen Lastverteilungsstrategien (LA-
Algorithmus, LV-Algorithmus, siehe Kapitel 4.1.3).
5.3.1 Einfluss der Lastzusammenstellung
Um einen grundlegenden Eindruck der verschiedenen Lastverteilungsverfahren zu be-
kommen, werden in einem ersten Szenario alle Verfahren gegenu¨bergestellt und die
Ausfu¨hrungszeiten der Einzelaufgaben variiert. Das Versuchsszenario besteht aus 3 ho-
mogenen Rechnern mit einer Taktrate von 1000 MHz. Als Objektgro¨ßen wurde eine
durchschnittliche Gro¨ße a = 1000 Byte gewa¨hlt, um U¨bertragungseffekte zuna¨chst zu
minimieren. Die weiteren Parameter sind in Tabelle 5.1 aufgefu¨hrt.
Mit dieser Konstellation ergeben sich die in Abbildung 5.7 dargestellten Speedups
(im Vergleich zu einer lokalen Ausfu¨hrung auf einem einzelnen Rechner) fu¨r die ver-
schiedenen Verfahren.
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Abbildung 5.7: Speedup verschiedener Lastverteilungsverfahren in einem verteilten Sys-
tem mit 3 homogenen Servern in Abha¨ngigkeit von der mittleren Rechenzeit der Ein-
zelaufgaben. Die Anzahl der zu verteilenden Aufgaben betra¨gt 50.
In diesem Szenario zeigt der Round Robin Algorithmus das beste Ergebnis und liegt
nur knapp unter der maximal mo¨glichen Leistungssteigerung von 3. Dieses Verhalten
la¨sst sich dadurch erkla¨ren, dass in einer homogenen, unbelasteten Rechnerumgebung
die gleichma¨ßige Verteilung gleicher Lastpakete durch einen Round Robin Algorithmus
die ideale Verteilung darstellt.
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Der LV-Algorithmus liegt knapp darunter, u¨ber den Standardabweichungen der Ver-
fahren mit Zufallskomponente. Der Grund fu¨r den Leistungsvorteil ist die gezielte Aus-
wahl der Server durch Lastmessung und Lastscha¨tzung, die allerdings bei einer homo-
genen Umgebung dennoch nicht optimal ist.
Der LA-Algorithmus ist nicht signifikant besser als die zufa¨lligen Verteilungsstrate-
gien. Auffa¨llig ist allerdings, das seine Leistung mit zunehmender Gro¨ße der Aufgaben
ansteigt und bei Aufgaben mit einer Rechenzeit von 20 Sekunden oberhalb der Stan-
dardabweichung der Random-Verfahren liegt. Dies resultiert aus der Tatsache, dass der
Algorithmus ohne Scha¨tzung auf aktuelle Lastinformationen (Aktualisierungsintervall
von 2 Sekunden) angewiesen ist. Bei kleinen Objektrechenzeiten sind mehr Verteilungs-
entscheidungen in einem Zeitintervall zu treffen als bei großen, so dass in diesem Be-
reich Entscheidungen ha¨ufiger auf Grund der gleichen (veralteten) Serverinformation
durchfu¨hrt werden.
5.3.2 Einfluss der Objektanzahl in einer Lastzusammenstel-
lung
Um einen genaueren Einblick in den Einfluss der Objektanzahl in einer Lastzusammen-
stellung zu bekommen, wurde ein Szenario mit folgenden Parametern entwickelt: Die
Lastzusammenstellung entha¨lt jetzt jeweils 1, 2, 5, 10, 20, 50 oder 100 Einzeltasks, die
eine Referenzrechenzeit von t = 1 Sekunde aufweisen.
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Abbildung 5.8: Leistungssteigerung in einem verteilten System mit 3 homogenen Servern
in Abha¨ngigkeit von der Anzahl der zu verteilenden Objekte. Ihre Referenzrechenzeiten
betragen t = 1 Sekunde.
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Der Round Robin Verteiler liefert nach Abbildung 5.8 in diesem, fu¨r ihn optimalen
Umfeld, das beste Ergebnis, knapp gefolgt vom LV-Algorithmus. Die Ergebnisse zeigen
fu¨r alle Verfahren einen Leistungszuwachs mit steigender Objektanzahl. Dies beruht
bei den dynamischen Verteilungsalgorithmen hauptsa¨chlich auf der wachsenden Anzahl
von Serverinformationen, die bei der Verteilung verarbeitet werden. Ein weiterer Ein-
flussfaktor ist die Granularita¨t der Aufgaben, die mit zunehmender Objektanzahl einen
geringeren Einfluss auf die Gesamtlaufzeit und somit den Speedup hat.
Diesen Effekt soll Abbildung 5.9 verdeutlichen. Werden 5 Einzelaufgaben mit Round
Robin verteilt, so ist die Verteilung auf die 3 Rechner nicht ideal (linker Teil der Abbil-
dung). Einer der Rechner bearbeitet nur eine Aufgabe und befindet sich die Ha¨lfte der
Zeit im Leerlauf. Eine Verteilung von 20 Objekten ist ebenfalls nicht optimal, nur hat
der resultierende Leerlauf einen geringeren Einfluss bei der Berechnung des Speedups.
Im ersten Fall ergibt sich der Speedup zu S = 5
2
= 2, 5, im zweiten zu S = 20
7
= 2, 86. Um
den sich daraus ergebenden Effekt zu minimieren, werden in den na¨chsten Simulationen
jeweils mehr als 20 Objekte verteilt.





     	
 
    
 	   




Abbildung 5.9: Verteilung von Tasks nach dem Round Robin Verfahren auf drei Re-
chenknoten.
5.3.3 Einfluss der Anzahl der beteiligten Server
Entscheidender Faktor fu¨r eine Leistungssteigerung ist neben der Leistung der Einzel-
rechner die Anzahl der verwendeten Rechner im verteilten System. Dies soll anhand
einer entsprechenden Simulation untersucht werden, die zuna¨chst aus homogenen Rech-
nern gleicher Leistung besteht. Die Konfiguration entspricht der aus dem Szenario in
Kapitel 5.3.1.
Die verschiedenen Lastverteilungsverfahren verteilen jeweils 100 Aufgaben mit der
in Abbildung 5.10 auf der Abszisse aufgetragenen, mittleren Referenzausfu¨hrungszeit t
der Einzelobjekte. Das Diagramm zeigt beispielhaft die Ergebnisse fu¨r fu¨nf eingesetzte
Rechner. Die Untersuchungen fu¨r drei und vier beteiligte Server zeigen qualitativ das
gleiche Verhalten und werden daher hier nicht vorgestellt.
Das Ergebnis weist das Round Robin Verfahren in dieser homogenen Umgebung
als besten Algorithmus aus, wa¨hrend die Zufallsverteilungsverfahren am schlechtesten
abschneiden. Der LV-Algorithmus, zeigt auch bei kurzen Objektrechenzeiten gute Er-
gebnisse, da das Scha¨tzverfahren zwischen zwei Aktualisierungen der Serverinformation
(t = 2 Sekunden) die zu erwartende CPU-Last vorhersagt.
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Abbildung 5.10: Speedup der verschiedenen Lastverteilungsverfahren in Abha¨ngigkeit
von der mittleren Rechenzeit der 100 Einzelaufgaben in einem verteilten System mit 5
homogenen Rechenknoten.
Der LA-Algorithmus hat in diesem Bereich Probleme und ist sogar schlechter als
die zufa¨lligen Verteilungsalgorithmen. Der Grund dafu¨r sind die hier kurz aufeinander
folgenden Lastverteilungsentscheidungen, die durch eine fehlende Lastvorhersage auf der
Basis von identischen Lastinformationen getroffen werden mu¨ssen. Das Verfahren teilt
in diesem Fall die Last (unabha¨ngig von der Anzahl der verwendeten Server) zwischen
den beiden besten Servern auf, anstatt alle verfu¨gbaren Resourcen zu nutzen.
Mit steigender Objektrechenzeit wird die Wahrscheinlichkeit ho¨her, dass zwischen
zwei Entscheidungen neue Lastinformationen eintreffen, die Leistung steigt und na¨hert
sich der Leistungsfa¨higkeit des LV-Algorithmus an.
Berechnet man aus den Speedups fu¨r drei, vier und fu¨nf verwendete Server die Effi-
zienz der Verfahren (siehe Kapitel 4.4.1) wie in Abbildung 5.11 dargestellt, so wird bei
kleinen Objektrechenzeiten sichtbar, dass der LA-Algorithmus mit zunehmender Ser-
verzahl ineffizienter wird. Dieser Effekt resultiert aus der oben beschriebenen schlechten
Resourcennutzung durch fehlende neue Serverlastinformationen. Der LV-Algorithmus
zeigt eine bessere Effizienz, die unabha¨ngig von der Anzahl der verwendeten Server-
rechner ist, wa¨hrend der Round Robin Algorithmus auf Grund der in dieser homogenen
Umgebung idealen Verteilung die beste, konstante Effizienz aufweist.
5.3.4 Einfluss der Serverlastmessung
Zur Bestimmung einer sinnvollen Parameterisierung fu¨r die aktuelle Last im Verha¨ltnis
zum Lastmittel dient das folgende Szenario, das ebenfalls in einer homogenen Umgebung
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Abbildung 5.11: Effizienz der verschiedenen Lastverteilungsverfahren in Abha¨ngigkeit
von der mittleren Rechenzeit in einem verteilten System mit drei, vier und fu¨nf homo-
genen Rechenknoten.
mit drei, vier und fu¨nf Serversystemen durchgerechnet wurde. Dazu wird der Parameter
ωact in der aus Gleichung 4.4 abgeleiteten Formel variiert:
CPUfree,i =
(
(1− ωact) · 1
lavg + 1
+ ωact · (1− lact)
)
· Si
Fu¨r alle Verfahren wurden 100 Einzelaufgaben verteilt, die eine Referenzrechenzeit von
t = 500 ms, 2 bzw. 5 Sekunden beno¨tigen.
Die Untersuchung mit dem LA-Algorithmus zeigte keinen Einfluss des Parame-
ters ωact. Betrachtet man die in Abbildung 5.12 dargestellten Ergebnisse fu¨r den LV-
Algorithmus, so sind Vorteile fu¨r eine Bevorzugung des Lastmittels in der Bewertung
der Serverbelastung zu erkennen. Ein kleiner Wert ωact bedeutet, dass die Information
zur aktuellen Last wenig gewichtet wird, dafu¨r aber die Information aus dem Lastmit-
tel deutlicher in die Berechnung der verfu¨gbaren CPU-Leistung eingeht (1 − ωact). Im
Bereich der Werte von 0,1 bzw. 0,2 (20% aktuelle Last, 80% Lastmittel) ist die gro¨ßte
Leistungssteigerung und Effizienz zu erkennen.
Dieser Effekt la¨sst sich mit der Tatsache erkla¨ren, dass das Lastmittel einen gro¨ße-
ren Informationsgehalt hat, da der Wert auch die Anzahl der auszufu¨hrenden Prozesse
in der Warteschlange beinhaltet. Die aktuelle Last liegt in einer wie hier eingesetzten
Simulation meist beim Wert 1 (Ausfu¨hrung mindestens eines Tasks) oder 0 (keine Last)
und nimmt fast keine Auslastungswerte dazwischen an. Nur wenn in der Messperiode
alle Aufgaben beendet werden, ergibt sich ein Wert zwischen 0 und 1.
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Abbildung 5.12: Speedup fu¨r den LV-Algorithmus in Abha¨ngigkeit von der Gewichtung
der Lastinformation in verschiedenen Rechnerzusammenstellungen.
5.3.5 Einfluss der Anzahl gleichzeitiger Objektausfu¨hrungen
im Gesamtsystem
Dieses Szenario dient der Optimierung der Anzahl der im Gesamtsystem gleichzeitig
bearbeiteten Lastobjekte. Um ein verteiltes System ideal auslasten zu ko¨nnen, mu¨ssen
den Rechenknoten entsprechende Objekte zur Berechnung vorliegen. Auf der anderen
Seite sollten die Einzelobjekte einer Lastzusammenstellung nicht alle zu Beginn auf die
Server verteilt werden, da sonst nicht auf aktuelle A¨nderungen im System, wie z.B.
zusa¨tzliche Benutzer, u¨berlastete Rechenknoten oder Netzwerke reagiert werden kann.
Ziel ist somit die Verteilung mo¨glichst weniger Lastpakete, aber so vieler, wie no¨tig.
Im folgenden Szenario steht daher der Einfluss der gleichzeitig im System verteilen
Objekte im Vordergrund. Dazu werden Simulationen mit einer variierenden Anzahl von
Rechenknoten und einer unterschiedlichen Anzahl von gleichzeitig verteilten Aufgaben
durchgefu¨hrt. Alle Rechner haben eine homogene Rechenleistung von 1000 MHz. Fu¨r
die Berechnungen wurden 100 Einzelaufgaben verteilt, die eine Referenzrechenzeit von
t = 1 Sekunde aufweisen.
Mit diesen Eingangsgro¨ßen ergibt sich das in Abbildung 5.13 dargestellte Verhalten.
Der Round Robin Verteiler ist in dieser homogenen Umgebung die ideale Verteilung und
stellt somit die obere Grenze des Speedups dar. Mit zunehmender Anzahl von Aufgaben
wa¨chst der Speedup geradlinig bis zu einem konstanten Wert an, ab dem alle Rechner
durchga¨ngig ausgelastet sind (Punkt A). Vor diesem Punkt werden weniger Aufgaben
gleichzeitig bearbeitet als Server zur Verfu¨gung stehen, so dass sich Rechner teilweise
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im Leerlauf befinden.
Der LV-Algorithmus beno¨tigt mehr gleichzeitige Objekte im System, um seine besten
Ergebnisse zu erreichen. Dies liegt daran, dass die Verteilung in diesem Umfeld, bedingt
durch den Algorithmus, nicht optimal ist. Außerdem ergibt sich daraus die erkennbare,
leichte Schwankung.
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Abbildung 5.13: Speedup verschiedener Lastverteilungsverfahren in Abha¨ngigkeit von
der Anzahl im Gesamtsystem verteilter Objekte. Die Serverrechner sind homogene Sys-
teme mit Referenzleistung.
Der LA-Algorithmus zeigt ein a¨hnliches Verhalten und wird daher nicht gesondert
dargestellt. Einziger Unterschied ist, dass seine Leistungssteigerung bei der untersuchten
Objektrechenzeit mit zunehmender Rechneranzahl wesentlich geringer ausfa¨llt als beim
LV-Algorithmus. Der Grund liegt in dem in Kapitel 5.3.2 und 5.3.3 bereits diskutierten
Verhalten bei Objekten mit kurzen Rechenzeiten unterhalb des Aktualisierungsintervalls
fu¨r Serverinformationen.
Abbildung 5.13 kann man entnehmen, dass bei doppelt so vielen Aufgaben im System
wie Serverrechnern (oder mehr, Bereich B) die besten Ergebnisse bezu¨glich des Speedups
erreicht werden. Unter Beru¨cksichtigung der am Anfang dieses Abschnitts erla¨uterten
Zielsetzung, eine minimale Anzahl von Berechnungen gleichzeitig zu verteilen, stellt
tasksmax = 2 · nhosts (zweifache Serveranzahl) die beste Wahl dar.
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5.3.6 Einfluss von heterogenen Rechnerzusammenstellungen
Nach der Untersuchung des Verhaltens der verschiedenen Lastverteilungsverfahren in
homogenen Umgebungen, in denen eine Round Robin Verteilung von gleichartigen Ob-
jekten die ideale Verteilung darstellt, steht nun das Verhalten in heterogenen Umgebun-
gen im Vordergrund. Dazu werden in diesem Szenario verschiedene Rechnerzusammen-
stellungen genutzt, die innerhalb einer Versuchsreihe jeweils die gleiche Gesamtleistung
erbringen, und jeweils die gleiche mittlere Leistung aufweisen. Im Einzelnen werden die
in Tabelle 5.2 beschriebenen Rechnerkonstellationen verwendet:
Anzahl Versuch 1, Si in MHz 2 3 4 5
3 Hosts 1000, 1000, 1000 1100,
1000, 900
1200,
1000, 800
1250,
1000, 750
1400,
1000, 600
4 Hosts 1000, 1000, 1000, 1000 1200,
1100, 900,
800
1300,
1150, 850,
700
1400,
1200, 800,
600
Tabelle 5.2: Verwendete Rechnerleistungen zur Untersuchung des Verhaltens der ver-
schiedenen Algorithmen in heterogenen Umgebungen.
Durch diese Konfiguration kommen in den Szenarien einzelne Rechner zum Einsatz,
die eine ho¨here Leistung zeigen als die mittlere Leistungsfa¨higkeit. Der Speedup wird
jeweils in Bezug auf den schnellsten Rechner ermittelt. Die Systemleistung Wsystem ist
somit nach Definition 4.8 in den Versuchen unterschiedlich und wird zur Verdeutlichung
durch eine rote Begrenzungslinie in den Diagrammen gekennzeichnet. Zur Ermittlung
der Messwerte werden erneut 100 Einzelaufgaben mit einer Referenzlaufrechenzeit von
t = 2 Sekunden verwendet.
Die in den Abbildungen 5.14 und 5.15 dargestellten Ergebnisse zeigen, dass der
Round Robin Algorithmus mit zunehmender Heterogenita¨t immer ungeeigneter fu¨r eine
effiziente Verteilung wird. Das liegt an der statischen Verteilungsstrategie, die keine
Unterschiede in der Leistungsfa¨higkeit beachtet. Einzelne, langsame Rechnersysteme
bremsen bei diesem Verfahren die Gesamtleistung.
In diesem Umfeld zeigt der LV-Algorithmus gegenu¨ber den anderen Verfahren große
Vorteile. Durch die Betrachtung der Leistungsunterschiede, werden langsame Systeme
mit weniger Rechenaufgaben belastet, so dass der Gesamtspeedup den anderen Ver-
fahren u¨berlegen ist. Auch der LA-Algorithmus kann in sehr heterogenen Umgebungen
(oberhalb von 1300 MHz in Abbildung 5.14 und 5.15) Vorteile gegenu¨ber den anderen
Verfahren verzeichnen.
5.3.7 Einfluss des Aktualisierungsintervalls der Systeminfor-
mationen
Die dynamischen Lastverteilungsverfahren berechnen die geeigneten Server jeweils an-
hand der vorliegenden Systeminformationen. Daher ist es auch von Interesse, den Ein-
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Abbildung 5.14: Speedup der untersuchten Verteilungsalgorithmen in Abha¨ngigkeit von
der Heterogenita¨t der Serverzusammenstellung in einem Szenario mit drei Servern. Der
Mittelwert der Serverleistungen bleibt konstant bei 1000 MHz, die Abszisse gibt die
CPU-Taktrate des schnellsten Rechners an.
fluss der Aktualisierungsrate dieser Informationen zu untersuchen. Im folgenden Szenario
wird diese variiert und das Verhalten bei verschiedenen Lasten ermittelt.
Das verwendete Lastszenario beinhaltet 1000 Einzelaufgaben mit einer Referenzre-
chenzeit von t = 1 Sekunde. Die Rechnerumgebung besteht aus 4 Rechnern, die zuna¨chst
homogen (Abbildung 5.16) und in einer zweiten Untersuchung heterogen sind. Die Kur-
ven zeigen, dass fu¨r den LA-Algorithmus ein kleines Aktualisierungsintervall von Vorteil
ist. Beim LV-Algorithmus fu¨hren kleine Intervalle jedoch zu einer Verschlechterung des
Verteilungsverhaltens.
Systembedingt wird das Lastmittel nur alle 5 Sekunden aktualisiert, die aktuelle Last
kann in beliebigen Intervallen ermittelt werden. Aktualisierungsintervalle von unter 5
Sekunden fu¨hren somit bei der Berechnung der Serverlast zur mehrmaligen Verrechnung
des gleichen Werts fu¨r das Lastmittel mit einem jeweils aktualisierten Wert zur aktuellen
Last.
Wa¨hrend beim LA-Algorithmus wenige, zusa¨tzliche Serverinformationen (aus der
aktuellen Last) neue Erkenntnisse fu¨r die Lastverteilung bieten ko¨nnen, werden im LV-
Algorithmus durch eine zu schnelle Aktualisierung die Scha¨tzungen des Lastverteilers
durch wenig vera¨nderte Serverinformationen u¨berschrieben und fu¨hren zu schlechten
Objektverteilungen. Dadurch na¨hern sich beide Kurven fu¨r kleine Aktualisierungsinter-
valle einander an. In der heterogenen Umgebung erkennt man, dass mit steigender Zeit
zwischen zwei Aktualisierungen (ab ca. 7,5 Sekunden) der Speedup der Verteilung wie-
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Abbildung 5.15: Speedup der untersuchten Verteilungsalgorithmen in Abha¨ngigkeit von
der Heterogenita¨t der Serverzusammenstellung in einem Szenario mit vier Servern.
der sinkt, da die alle fu¨nf Sekunden verfu¨gbaren Informationen zum Lastmittel nicht
ausreichend genutzt werden.
Aus den hier ermittelten Ergebnissen la¨sst sich ableiten, dass ein Aktualisierungsin-
tervall von 2-3 Sekunden beim LV-Algorithmus eine Leistung dicht am Maximum und
gleichzeitig fu¨r den LA-Lastverteiler ein gutes Ergebnis erzeugt. Ein Intervallla¨nge von
ca. 2 Sekunden stellt somit fu¨r beide Algorithmen einen geeigneten Wert dar. Eine
darunter liegende Zeitspanne bedeutet in einem realen System sehr viel zusa¨tzlichen
Kommunikationsaufwand und ist daher nicht sinnvoll.
5.3.8 Einfluss der Objektgro¨ßen
Entscheidend fu¨r eine sinnvolle Verteilung von Objekten in einem verteilten System ist
neben der Rechendauer auch die Objektgro¨ße. In diesem Szenario soll daher der Einfluss
der Objektgro¨ssen auf die Leistung untersucht werden.
Die Konfiguration des Gesamtsystems wird dazu wie folgt gea¨ndert: Zur Berechnung
werden 4 heterogene Rechner mit 1200, 1100, 900 und 800 MHz simuliert, die mit einem
Netzwerk der Bandbreite 10 MBit/s verbunden sind. Die Zeiten fu¨r das lokale Kopieren
von Objekten bei einer Ausfu¨hrung auf dem Master sowie eine zusa¨tzliche Belastung
der Rechenknoten durch die Kommunikation werden zuna¨chst vernachla¨ssigt.
Das Lastszenario entha¨lt Aufgaben mit einer Referenzrechenzeit von 25, 50, 125, 250,
500, 1000 und 2000 Millisekunden. Die Gro¨ße der Objekte wird zwischen 1000 Byte und
2 MByte variiert und erzeugt fu¨r den LV-Algorithmus die in Abbildung 5.17 dargestellte
Leistungskurve.
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Abbildung 5.16: Speedup bezogen auf ein Referenzsystem von 1000 MHz in Abha¨ngigkeit
vom Aktualisierungsintervall der Systeminformationen mit vier homogenen und vier
heterogenen Servern.
Die Verfahren weisen mit steigender Objektgro¨ße, jedoch auch mit sinkender Ob-
jektrechenzeit einen geringeren Speedup auf. Dieser sinkt sogar bis unter den Wert von
eins, was einer Verschlechterung der Gesamtausfu¨hrungszeit in einem verteilten System
entspricht. Das beschriebene Verhalten la¨sst sich durch die steigenden Zeiten fu¨r die
Kommunikation erkla¨ren. Nur wenn die Rechenzeit bei lokaler Ausfu¨hrung u¨ber der
insgesamt fu¨r Kommunikation und entfernte Berechnung beno¨tigten Gesamtzeit liegt,
lohnt sich eine verteilte Ausfu¨hrung.
5.3.9 Einfluss von Objektu¨bertragungen auf die Rechnerbelas-
tung
Die Ausfu¨hrungszeiten des Gesamtsystems werden nicht nur durch gestiegene Zeiten fu¨r
die einzelnen U¨bertragungen verla¨ngert. In verteilten Systemen bedeutet die U¨bertra-
gung von Daten wegen der Prozesszeiten der Middlewareschicht eine zusa¨tzliche Belas-
tung des Prozessors, wodurch die Ausfu¨hrung von Berechnungen verlangsamt werden
kann.
Um den Einfluss dieses Kommunikationsaufwands (Overhead) zu verdeutlichen, si-
muliert dieses Szenario eine durch die U¨bertragung anfallende zusa¨tzliche Prozessorbe-
lastung. Dazu wird der Einfluss einer Last von ∆q=1 mit eingerechnet, falls eine oder
mehr Verbindungen aktiv sind, unabha¨ngig von der Anzahl der U¨bertragungen. Die
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Abbildung 5.17: Speedup fu¨r ein heterogenes System mit einem 10 MBit/s Netzwerk
in Abha¨ngigkeit von der zu u¨bertragenden Objektgro¨ße und von der mittleren Berech-
nungsdauer unter Verwendung des LV-Algorithmus.
Lastzusammenstellung entha¨lt 400 Teilaufgaben mit einer Referenzausfu¨hrungszeit von
t = 250 ms.
Abbildung 5.18 zeigt das resultierende Verhalten fu¨r die U¨bertragungen mit und
ohne Overhead, das der in Abbildung 5.17 dargestellten Leistungskurve folgt. Die Leis-
tungsfa¨higkeit sinkt durch die zusa¨tzliche lokale Belastung der Prozessoren auf Grund
der U¨bertragungen im Bereich A der Kurve leicht ab. Dieser Effekt tritt beim Round
Robin Verfahren weniger stark auf und hat die folgenden Gru¨nde: Der Round Robin
Algorithmus verteilt die Last gleichma¨ßig auf die vorhandenen Server. Das fu¨hrt auf der
einen Seite zu einer gleichma¨ßigen Netzwerkbelastung, so dass sich die einzelnen U¨ber-
tragungen nicht gegenseitig behindern und die zusa¨tzliche Prozessorbelastung ku¨rzer als
beim LV-Algorithmus ist. Auf der anderen Seite befinden sich die Prozessoren der leis-
tungsstarken Server beim Round Robin ha¨ufiger im Leerlauf und ko¨nnen die zusa¨tzliche
Last besser bewa¨ltigen.
Im Bereich B der Kurve wird die U¨bertragung zum limitierenden Faktor des verteil-
ten Systems. Dadurch befinden sich alle Serverrechner zeitweise im Leerlauf, so dass eine
zusa¨tzliche Last die Objektausfu¨hrung nicht behindert und die Kurven mit und ohne
Overhead aufeinander liegen.
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Abbildung 5.18: Speedup in einer heterogenen Konfiguration in Abha¨ngigkeit von der
Objektgro¨ße. In dem Szenario wird die Prozessorbelastung durch die Kommunikation
vernachla¨ssigt (kein OH) und mit einem zusa¨tzlichen Prozess (∆q=1) beru¨cksichtigt.
5.3.10 Einfluss der Netzwerkbandbreiten
Da in einem heterogenen Umfeld, dessen Rechner nicht exklusiv zur Verfu¨gung stehen,
sehr unterschiedliche Bandbreiten zwischen den Rechenknoten vorliegen ko¨nnen, unter-
sucht dieses Szenario Mo¨glichkeiten, eine Lastverteilung entsprechend anzupassen. In
dem Szenario betra¨gt die U¨bertragungsrate fu¨r eine lokale, rechnerinterne Kommunika-
tion 300 MBit/s. Die Messwerte der Serververbindung werden kontinuierlich ermittelt
und stehen somit bei jeder Lastverteilung aktuell zur Verfu¨gung.
Die Netzwerkverbindungen mit 5000, 2500 und 1000 kBit/s fu¨hren zu heterogenen
Serverrechnern mit 1100, 1000 und 900 MHz. Der Masterrechner hat eine Taktrate von
1200 MHz. Das Lastszenario beinhaltet 200 Einzeltasks a` 1 Sekunde.
Als Referenz dient eine Simulation, die nur die Lastwerte des Prozessors beru¨cksich-
tigt (ωCPU = 1, ωNET,b = 0 in Gleichung 4.5):
Ωi = ωCPU · CPUfree,i + ωNET,b ·NETbandwidth,i
Diese Gewichtung wird mit den Parametern ωCPU = 500, ωNET,b = 1; ωCPU = 1000,
ωNET,b = 1 und ωCPU = 2000, ωNET,b = 1 variiert. Abbildung 5.19 zeigt das Verhalten
der verschiedenen Lastverteilungsalgorithmen fu¨r eine Parametrisierung. Die anderen
Gewichtungen ergeben a¨hnliche Kurven und werden wegen der besseren U¨bersicht hier
nicht vorgestellt.
Der LA-Algorithmus zeigt in allen Bereichen der Kurve eine verbesserte Leistung, da-
durch dass die aktuell verfu¨gbare Bandbreite zu den Serverrechnern beru¨cksichtigt wird.
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Abbildung 5.19: Speedup in einem heterogenen Umfeld, in dem neben unterschiedlichen
Rechnern auch unterschiedliche Netzwerke zum Einsatz kommen, in Abha¨ngigkeit der
Objektgro¨ßen.
Grund ist, dass das Verfahren die Last durch den Informationsgewinn besser verteilen
kann.
Fu¨r den LV-Algorithmus erweist sich die Einbeziehung des Parameters als wesent-
lich komplizierter: Im Anfangsbereich der Kurve (Bereich A) hat der Parameter keinen
Einfluss auf die Leistung des Verfahrens. Hier sind die U¨bertragungszeiten kurz und das
Netzwerk wenig belastet. Daher dominieren die CPU-Auslastungen und ihre Scha¨tzun-
gen das Verhalten, was einer Verteilung ohne Beru¨cksichtigung der Bandbreiten ent-
spricht.
Im mittleren Bereich der Kurve sinkt der Speedup durch die Beru¨cksichtigung der
Netzwerkbandbreiten zuna¨chst ab (Bereich B). Das liegt daran, dass die Netzwerkbe-
lastung durch steigende Objektu¨bertragungszeiten ansteigt und bei der Lastverteilung
einen gro¨ßeren Einfluss gewinnt. Allerdings beschreibt der Parameter nicht zwangsla¨ufig
auch die Belastung und Leistung des dahinter liegenden Rechners, so dass die Verteilung
insgesamt schlechter wird.
Bei der U¨bertragung sehr großer Objekte (Bereich C) fu¨hrt die Gewichtung der
aktuellen Netzwerkbandbreite zu einer verbesserten Lastverteilung. Außerdem zeigen
beide dynamischen Verteilungsalgorithmen die gleiche Leistung. Der Grund sind die
in diesem Bereich intensiven Kommunikationsvorga¨nge, die zum begrenzenden Faktor
fu¨r die Gesamtleistung werden. Die Beru¨cksichtigung von Netzwerkparametern fu¨hrt zu
einer Optimierung der Belastung des Netzwerks, dem in diesem Bereich limitierenden
Einflussfaktor, und als Folge zu besseren Leistungswerten.
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5.3.11 Einfluss des freien Arbeitsspeichers
Der frei verfu¨gbare Speicher spielt in verteilten Systemen zuna¨chst keine entscheidende
Rolle. Ko¨nnen alle Prozesse im Arbeitsspeicher abgelegt werden, so wird die Ausfu¨hrungs-
geschwindigkeit durch den daru¨ber hinaus verfu¨gbaren Arbeitsspeicher nicht beeinflusst.
Belegen die Prozesse mehr Arbeitsspeicher als physikalisch vorhanden, so nutzt das Be-
triebssystem den so genannten virtuellen oder Swap-Speicher.
Nicht beno¨tigter Programmcode oder Daten werden ausgelagert, um Platz fu¨r den
aktuell zur Ausfu¨hrung eines Programms beno¨tigten Speicher zu schaffen. Dieses so
genannte Paging4 oder Swapping5 verlangsamt die Programmausfu¨hrung und kann im
schlimmsten Fall zum Stillstand des System, dem Trashing kommen. In dieser Phase
ist das Rechnersystem nur mit dem Ein- und Auslagern von Speicherseiten bescha¨ftigt
ohne effektiv Programmcode ausfu¨hren zu ko¨nnen.
Die Verlangsamung eines so ausgelasteten Systems ist kaum vorhersagbar, da ne-
ben den Strategien zum Speicherwechsel insbesondere die im Programmcode aufgerufen
Speicherbereiche und der Programmablauf selbst das Verhalten bestimmen. Fu¨r die
Simulation wird an dieser Stelle eine starke Vereinfachung vorgenommen: Der Effekt
des Swappings wird dadurch simuliert, dass sich auf den entsprechenden Servern alle
Ausfu¨hrungszeiten verdoppeln.
In diesem Szenario soll nun untersucht werden, ob die Bewertung des Speichers bei
der Lastverteilung sinnvoll ist und wie sie zu parametrisieren ist. Dazu wird ein Szenario
mit vier heterogenen Rechnern simuliert (1200, 1100, 900 und 800 MHz), die zusa¨tzlich
u¨ber unterschiedlichen freien Systemspeicher beim Start der Simulation verfu¨gen (80,
40, 60 und 50 MB) und u¨ber ein Netzwerk mit einer Bandbreite von 100MBit/s ver-
bunden sind. In der Lastzusammenstellung befinden sich 100 Einzelobjekte mit einer
mittleren Referenzzeit von t = 1 Sekunde. Die Objekte haben eine Gro¨ße von a = 500
kByte (±10%) beno¨tigen aber bei der Ausfu¨hrung wa = 20 MB (±50%). Durch diese
Konfiguration ko¨nnen alle Server ins Swapping geraten. Die Gewichtung der Gleichung
4.5 zur Berechnung des optimalen Rechners wird variiert:
Ωi = ωCPU · CPUfree,i + ωMEM ·MEMfree,i
In Abbildung 5.20 sind die sich daraus ergebenden Leistungszahlen fu¨r die beiden dyna-
mischen Lastverteilungsalgorithmen (LA, LV) in Abha¨ngigkeit von der Parametrisierung
dargestellt, sowie zum Vergleich die Ergebnisse des Round Robin Algorithmus. Die Ab-
szisse gibt das Verha¨ltnis von ωMEM
ωCPU
an. Im linken Bereich des Diagramms wird der freie
Speicher gar nicht beachtet. Sein Einfluss wa¨chst in der Abbildung von links nach rechts,
bis schließlich nur der Speicher bei den Lastverteilungsentscheidungen eine Rolle spielt.
Aus dem Kurvenverlauf la¨sst sich ablesen, dass durch die Betrachtung des verfu¨gba-
ren Speichers fu¨r Systeme im Bereich des Swapping eine Leistungsverbesserung beim
LV-Algorithmus erreicht werden kann (Bereich B). Die Betrachtung des Speichers fu¨hrt
4Paging bezeichnet das Ein- und Auslagern einzelner Speicherblo¨cke eines Programms.
5Swapping bezeichnet das Auslagern ganzer Prozesse in den Swapspeicher.
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Abbildung 5.20: Speedup in einem heterogenen Umfeld, in dem neben unterschiedli-
chen CPUs auch unterschiedlich viel freier Arbeitsspeicher zur Verfu¨gung steht. Das
Diagramm zeigt den Speedup in Abha¨ngigkeit von der Parametrisierung ωMEM
ωCPU
.
bei der Lastverteilung zu einer Reduktion der Belastung durch Swapping und verbes-
sert somit den Gesamtspeedup. Im Bereich C der Kurve erzeugt die u¨berproportionale
Gewichtung des Arbeitsspeichers allerdings Leistungseinbußen, da sie außer u¨ber den
Swappingeffekt keinen direkten Einfluss auf die Leistungsfa¨higkeit der Serversysteme
hat.
Beim LA-Algorithmus zeigt die Betrachtung des Arbeitsspeichers keine bedeuten-
de Wirkung. Dies ist dadurch zu erkla¨ren, dass zwar die Informationsmenge zunimmt,
jedoch nicht die Frequenz der neuen Serverinformationen. Der Lastverteiler ist somit
weiterhin nur auf die (mit der Aktualisierungsrate) u¨bermittelten und dadurch bei auf-
einander folgenden Lastverteilungen ha¨ufig identischen Daten angewiesen.
Die Beru¨cksichtigung des freien Arbeitsspeicher kann mit bestimmten Parametern
und Systemzusta¨nden das Ergebnis einer dynamischen Lastverteilung verbessern, fu¨hrt
jedoch bei falscher Konfiguration oder bei einem Betriebsbereich, in dem der verfu¨gba-
re Speicher keinen Einfluss auf die aktuelle Leistungsfa¨higkeit der Systeme hat, unter
Umsta¨nden zu schlechteren Ergebnisse.
5.4 Bewertung der entwickelten Lastverteiler
Die Simulation der Standardlastverteilungsverfahren sowie der entwickelten dynami-
schen Algorithmen zeigt die Vor- und Nachteile der einzelnen Verfahren, die auch in
Tabelle 5.3 zusammengefasst sind. In homogenen Umgebungen ist bei einer aus Ob-
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jekten mit ungefa¨hr gleicher Ausfu¨hrungzeit bestehenden Rechenlast das Round Robin
Verfahren das ideale Verfahren. Sobald die Umgebung eine heterogene Rechnerstruktur
entha¨lt, zeigt der im Rahmen der Arbeit entwickelte LV-Algorithmus die beste Leistung.
Umfeld RA RT RR LA LV
homogen - - ++ +- +
heterogen - - +- +- ++
Tabelle 5.3: Leistungsbewertung der untersuchten Lastverteilungsverfahren Random
(RA), Random Threshold (RT), Round Robin (RR), LA- und LV-Algorithmus: sehr
gute (++), gute (+), mittlere Leistung (+-) und schlechte Leistung (-).
Der LA-Algorithmus bietet in kleinen Umgebungen eine ausreichende Leistungsfa¨hig-
keit, erreicht jedoch in gro¨ßeren Rechnersystemen keine zufriedenstellenden Ergebnisse.
In diesem Umfeld ist er nur fu¨r die Verteilung von Objekten mit langer Rechenzeit
geeignet, da dann durch den langen Abstand zwischen zwei Verteilungsentscheidungen
neue Informationen der Server verarbeitet werden ko¨nnen.
Schlechteste Verfahren sind in den untersuchten Szenarien die zufa¨lligen Verteilungs-
algorithmen. Random und Random Threshold zeigen hier den gleichen Charakter. Ihr
Verhalten unterscheidet sich nur in einem Bereich, in dem die Belastung einiger Server
u¨ber und anderer Server unter einem fu¨r das Threshold Verfahren definierten Threshold-
Wert liegt. In diesem Bereich, der sehr schnell durchschritten wird, beru¨cksichtigt der
Random Threshold- im Gegensatz zum Random-Algorithmus zusa¨tzliche Informationen.
Durch die verschiedenen Simulationen konnten einige Designaspekte fu¨r ein dynami-
sches Lastverteilungsverfahren herausgearbeitet werden, die auch in Tabelle 5.4 darge-
stellt sind: Neben dem Lastmittel ist es durchaus sinnvoll, die aktuelle Prozessorlast zu
erfassen und mit einem Faktor von 20% in die Berechnungen einfließen zu lassen. Das
Aktualisierungsintervall fu¨r die Systeminformationen der Server sollte bei ca. 2 Sekunden
liegen und dadurch ungefa¨hr einen zusa¨tzlichen Wert zwischen zwei Aktualisierungen
des Lastmittels durch das Betriebssystem (5 Sekunden) bereitstellen.
Parameter optimaler Wert
tasksmax 2 · nhosts
ωact 0.2
trefresh 2 Sekunden
ωCPU 1 (in Verbindung mit ωNET , ωMEM ggf. abweichend)
ωNET nur in Verbindung mit ωCPU , kein Optimum
ωMEM nur in Verbindung mit ωCPU , kein Optimum
Tabelle 5.4: Parameter, die durch die Simulation optimiert werden konnten.
Um das Gesamtsystem einerseits ada¨quat auszulasten, andererseits jedoch auf Sys-
tema¨nderungen bei der Verteilung reagieren zu ko¨nnen, sollte die Zahl der gleichzeitig
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im verteilten System aktiven Teilaufgaben (in U¨bertragung oder in der Berechnung) un-
gefa¨hr der doppelten Serveranzahl entsprechen. Wichtig ist bei der U¨bertragung, kleine
Rechenzeiten in großen Datenpaketen mo¨glichst nicht zu verteilen. Mit steigender Ob-
jektgro¨ße sinkt bei gleicher Referenzrechenzeit der Einzelobjekte die Leistungsfa¨higkeit
rapide und macht eine verteilte Ausfu¨hrung im Extremfall kontraproduktiv. Dieses Ver-
halten gilt jedoch fu¨r alle verwendeten Verteilungsalgorithmen in gleicher Weise.
Bei der Lastverteilung hat die Prozessorleistung den wichtigsten Einfluss auf eine
mo¨glichst optimale Zuordnung der Datenpakete. Auch ist es sinnvoll, den freien Speicher
zu beru¨cksichtigen, sofern Leistungseinbußen durch Swapping bevorstehen oder beste-
hen. Die Verarbeitung dieser Information kann allerdings in anderen Betriebszusta¨nden
oder bei falscher Parametrisierung zu Leistungsreduktion fu¨hren.
Durch eine zusa¨tzliche Betrachtung der aktuell verfu¨gbaren Netzwerkbandbreite
kann eine Verteilung in einigen Bereichen optimiert werden. Dieser Faktor fu¨hrt bei
Verwendung eines LV-Algorithmus jedoch bei einer falscher Parametrierung ebenfalls
zu Leistungseinbußen. Bei diesem Verteilungsalgorithmus werden Vorteile erst in einem
Betriebsbereich erreicht, in dem der Speedup ohnehin sehr gering ist.
In der Entwicklung des Lastverteilungsalgorithmus stellt die Erfassung der aktuellen
Netzwerkbandbreite eine besondere Herausforderung dar. Diese ist nur durch kontinuier-
liche U¨bertragung von Datenpaketen mo¨glich, was wiederum eine zusa¨tzliche Belastung
der Infrastruktur bedeutet. Alternativ kann in einem Netzwerk mit gleicher Latenz die
Round Trip Time genutzt werden, die sich in Abha¨ngigkeit von der aktuellen Netzlast
vera¨ndert und ebenfalls eine Grundlage fu¨r die Bewertung liefert.
Kapitel 6
Evaluierung
6.1 Testumgebung
Fu¨r eine Evaluierung des vorgeschlagenen Konzepts sowie des entwickelten dynamischen
Lastverteilungsverfahren in einer realen, heterogenen Umgebung wurde der vorgestellte
Ansatz fu¨r den Visibroker CORBA-ORB in einer Linux Umgebung umgesetzt. Die Im-
plementierung nutzt Visibroker 4.5 fu¨r Java und Linux, ko¨nnte aber auch auf anderen
Plattformen zum Einsatz kommen.
Fu¨r die Tests standen vier Rechner zur Verfu¨gung, die in Tabelle 6.1 kurz charakteri-
siert sind. Eine genaue Beschreibung der Hard- und Softwarekonfiguration findet sich in
Anhang A. Alle Systeme sind mit 100 MBit Glasfaserverbindungen u¨ber einen zentralen
Switch miteinander gekoppelt.
Rechner irazu orosi vesuv viti
Funktion Server Master Server Server
Prozessor Pentium III Pentium IV Pentium III AMD Athlon
Taktrate [MHz] 866 1600 600 1400
Hauptspeicher [MB] 512 1024 768 512
Tabelle 6.1: Rechnerarchitektur, die zur Evaluierung der Lastverteilungsverfahren zum
Einsatz kam.
Um die Lastverteilungsverfahren unter verschiedenen Gesichtspunkten betrachten
zu ko¨nnen, ist eine reproduzierbare Lastzusammenstellung in einem definierten Umfeld
erforderlich. Aus diesem Grunde kommt in den Untersuchungen ein Benchmark zum
Einsatz, der sich vielseitig konfigurieren la¨sst und somit verschiedene Lastsituationen
repra¨sentiert.
Unter Beru¨cksichtigung des technisch-wissenschaftlichen Einsatzfeldes, fu¨r das die
Verfahren entwickelt wurden, erschien der SciMark 2 Benchmark [PM] als geeignete
Rechenlast. SciMark ist ein zusammengesetzer Benchmark fu¨r Java-Plattformen, der
aus fu¨nf so genannten computational kernels besteht. Diese berechnen eine Fast Fourier
Transformation (FFT), eine LU Matrix Factorization, eine Monte Carlo Integration
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(MC), einen Sparse Matrix Multiply (MatM) sowie eine eine Jacobi Successive Over-
relaxation (SOR) unter Vorgabe verschiedener Parameter.
Fu¨r die Untersuchungen im Rahmen dieser Arbeit wurden die Kernels je einzeln in
einer Software-Klasse gekapselt. Parameter zur Beschreibung der Rechenlast wie Ma-
trixgro¨ße oder Wiederholungen lassen sich variieren, so dass es mo¨glich ist, Lastzusam-
menstellungen in Dateien frei zu konfigurieren.
6.2 Ergebnisse
Eine erste Untersuchung nutzt die in Tabelle 6.2 charakterisierten Benchmarkkonfigu-
rationen. Die Referenzrechenzeit beschreibt die mittlere Ausfu¨hrungszeit eines Objekts,
umgerechnet auf ein Referenzsystem mit 1000 MHz Prozessortaktrate. Die Rechner-
systeme befanden sich alle im Leerlauf, ohne zusa¨tzliche Benutzer oder Rechenlasten.
Der Lastverteiler beachtet in dieser Untersuchung nur die Prozessorlast und -leistung
(ωCPU = 1, ωMEM = 0, ωNET = 0).
Benchmark-Kernel FFT LU MC MatM SOR
Objektgro¨ße (a in Bytes) 32833 163690 46 80109 80853
Referenzrechenzeit t in ms 1100 600 400 500 650
Parameter size=1024,
cyc.=1024
size=100,
cyc.=128
cycles=
2097152
sizeM=1000,
sizenz=5000,
cycles=4096
size=100,
cyc.=2048
Tabelle 6.2: Konfiguration der Lastobjekte fu¨r die jeweiligen Benchmarks.
Die Benchmarks wurden sowohl lokal (zur Ermittlung der Zeit Tlocal) als auch verteilt
durchgefu¨hrt. Aus der ermittelten Ausfu¨hrungszeit T (p) in Bezug auf die schnellste
lokale Ausfu¨hrung Tlocal,best ergeben sich mit dieser Konfiguration die in Abbildung 6.1
dargestellten Ergebnisse.
Die mittlere Gesamtsystemleistung Wsystem liegt mit der vorliegenden Rechnerkon-
figuration unter Verwendung der beschriebenen Lasten bei ca. 2,6 und berechnet sich
nach der aus Gleichung 4.8 abgeleiteten, folgenden Formel:
Wsystem(B) =
p∑
i=1
Tlocal,best(B)
Tlocal,i(B)
mit p=4, T(B) fu¨r einen Benchmarkkernel B (6.1)
Dieser Wert mag fu¨r eine Zahl von vier benutzten Rechner wenig erscheinen, ha¨ngt
aber mit den wesentlich geringeren Taktraten der zwei leistungsschwachen Server zu-
sammen. Mit diesem Faktor la¨sst sich auch die Effizienz der Verfahren berechnen, die in
Abbildung 6.2 dargestellt ist. Die Werte zeigen im Vergleich mit dem Speedup ein leicht
vera¨ndertes Bild, was bedeutet, das die Gesamtleistungsfa¨higkeit des verteilten Systems
fu¨r die einzelnen Aufgaben unterschiedlich ist.
6.2. ERGEBNISSE 99
0,0
0,5
1,0
1,5
2,0
2,5
3,0
FFT LU MC MatM SOR
Benchmark
Sp
ee
du
p
Random RandomThreshold Round Robin LA-Algorithmus LV-Algorithmus
Abbildung 6.1: Erreichter Speedup fu¨r die verteilte Ausfu¨hrung der einzelnen compu-
tational kernel des SciMark 2 Benchmarks. Die mittlere Leistungsfa¨higkeit Wsystem des
verteilten Systems ist als gestrichelte Linie eingezeichnet.
Insgesamt entsprechen die Leistungen der einzelnen Lastverteilungsalgorithmen dem
in der Simulation vorhergesagten Verhalten: Der LV-Algorithmus zeigt die besten Er-
gebnisse und erreicht den gro¨ßten Geschwindigkeitsvorteil, da er neben der Auslastung
der Prozessoren auch noch die unterschiedlichen maximalen Leistungsfa¨higkeiten be-
achtet. Die schlechtesten Werte erreichen die zufa¨lligen Verteilungsalgorithmen, da bei
ihnen Last unter Umsta¨nden auf bereits stark belastete Rechner verteilt wird, wa¨hrend
andere Rechner im Leerlauf auf Auftra¨ge warten.
Der LA-Algorithmus sowie der Round Robin Algorithmus zeigen in diesem Umfeld
eine vergleichbare Leistungsfa¨higkeit. Wie bereits im Rahmen der Simulation erwa¨hnt,
ist die schlechtere Ausfu¨hrungszeit beim Round Robin in der gleichberechtigten Einbe-
ziehung der leistungsschwachen Rechner in die Verteilung begru¨ndet. Beim dynamischen
LA-Algorithmus fu¨hren die fehlenden aktuellen Serverinformationen zu einer niedrigeren
Leistung als beim LV-Algorithmus mit seiner Lastvorhersage.
Wird in dem heterogenen, verteilten System ein Rechner durch einen zusa¨tzlichen
Prozess belastet (z.B. durch einen weiteren Benutzer), so beeinflusst dies auch die Aus-
fu¨hrungszeiten des Gesamtsystems. Im folgenden Szenario wurde die obige Untersu-
chung wiederholt, mit dem Unterschied, dass auf dem leistungsschwa¨chsten Rechner
ein zusa¨tzliches Programm ablief. Dieses nutzt 80% seiner Rechenzeit fu¨r Fließkom-
maberechnungen, um danach 20% der Zeit auf den Beginn des na¨chsten Rechenzyklus
zu warten. Auf einem Rechner im Leerlauf erzeugt dieses Programm somit u¨ber einen
la¨ngeren Zeitraum ein Lastmittel von 0,8.
Aus den gemessenen Zeiten la¨sst sich der in Abbildung 6.3 dargestellte Speedup
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Abbildung 6.2: Effizienz der untersuchten Lastverteilungsverfahren bei verteilter
Ausfu¨hrung des SciMark 2 Benchmarks.
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Abbildung 6.3: Speedup fu¨r ein verteiltes System mit vier heterogenen Servern, von
denen einer durch eine zusa¨tzliche Programmausfu¨hrung belastet wird.
berechnen. Man erkennt auch in diesem Umfeld einen Vorteil der dynamischen Lastver-
teilungsstrategien. Das Round Robin Verfahren zeigt bei hinzugefu¨gter Last schlechtere
Werte, da die Ausfu¨hrungsgeschwindigkeit durch den zusa¨tzlichen Prozess sinkt. Die
dynamischen Verteilungsalgorithmen beziehen dagegen die gea¨nderten Lastverha¨ltnisse
in ihre Verteilungsentscheidung mit ein, was zu einer weitaus geringeren Verschlechte-
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rung des Speedups fu¨hrt. Insgesamt kann durch die dynamische Lastverteilung die beste
Effizienz erreicht werden.
Schematisiert man die in Abbildung 5.17 in der Simulation ermittelte Leistungskurve
und zeichnet die verwendeten Benchmarks ein, so befinden sich diese in etwa an Position
A in Abbildung 6.4. Der in diesem Bereich mo¨gliche Speedup liegt wegen eines gu¨nsti-
gen Verha¨ltnis von Objektgro¨ße zu Rechenzeit nahe dem Maximum. Stehen in einem
verteilten System Rechenlasten mit einer kaum la¨ngeren Ausfu¨hrungszeit, aber einer um
ein vielfaches gro¨ßeren Datenmenge (wie durch Pfeil B markiert) zur Berechnung an,
kann eine Verteilung das Gesamtsystem bremsen. An dieser Stelle ist das in Kapitel 4.2
vorgestellte Konzept zur Ermittlung von Ausfu¨hrungszeiten hilfreich.
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Abbildung 6.4: Einordnung der verwendeten Benchmarks in das aus der Simulation
gewonnene Leistungsschema in Abha¨ngigkeit von Objektgro¨ße und Ausfu¨hrungszeit. Die
oben vorgestellten Benchmarks liegen in etwa im Bereich des Pfeiles A. Große Objekte
mit kaum la¨ngerer Rechenzeit ko¨nnen aber auch im Bereich B liegen und sind nicht fu¨r
eine Verteilung geeignet.
6.3 Verbesserungen durch die Ermittlung von Aus-
fu¨hrungszeiten
Die Effekte einer verteilten Berechnung von auf Grund ihrer Gro¨ße fu¨r eine Verteilung
ungeeigneten Lasten soll in einem weiteren Szenario verdeutlicht werden. Daher wird
die Objektgro¨ße des obigen SOR-Benchmarks vergro¨ßert und liegt im Schema von Ab-
bildung 6.4 im Bereich des Pfeiles B. Diese Objektvergro¨ßerung resultiert auch in einer
la¨ngeren, auf die Referenztaktrate von 1000 MHz normierten Rechenzeit bei lokaler
Ausfu¨hrung, wie in Tabelle 6.3 zu sehen ist.
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Benchmark-Kernel SOR-large MC
Objektgro¨ße (a in Bytes) 8.008.053 48
Referenzrechenzeit t in ms 1500 400
Parameter size=1000, cycles=32 cycles=2097152
Tabelle 6.3: Konfiguration der Lastobjekte SOR-Benchmark und MC-Benchmark.
Bei der Verarbeitung einer Last aus SOR-Benchmark-Kernels in dem verwendeten
verteilten System steigt die Ausfu¨hrungszeit, so dass der Speedup einen Wert unter 1
annimmt (ca. 0,8), wie in Abbildung 6.5 a dargestellt. Eine Verteilung dieser Objek-
te ist somit sinnlos. Der genannte Effekt la¨sst sich durch die Einbeziehung vorheriger
Objektrechenzeiten (Objektu¨berwachung) teilweise kompensieren.
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Abbildung 6.5: Speedup zweier Benchmarks mit und ohne Ermittlung der Ausfu¨hrungs-
zeiten. Das a priori Wissen aus vorherigen Lastverteilungen kann die Leistungsfa¨higkeit
des dynamischen Lastverteilers verbessern.
In einem weiteren Durchlauf wurde der dynamische Lastverteiler so konfiguriert, das
er alle Objekte mit einem Verha¨ltnis Last zu Referenzrechenzeit gro¨ßer als 1000Byte
ms
nicht u¨bertra¨gt. Dadurch, dass Teile der Last zuna¨chst verteilt werden mu¨ssen, um die
Rechenzeit zu ermitteln, ist die Ausfu¨hrung mit 0,9 zwar immer noch leicht schlechter
als eine lokale Ausfu¨hrung (siehe SOR-Benchmark in Abbildung 6.5), aber besser als
ohne das Verfahren.
Wichtig ist dieses Vorgehen insbesondere bei aus mehreren Lastklassen zusammen-
gesetzten Aufgaben. Zur Verdeutlichung wurden Lastobjekte des großen SOR-Bench-
marks (a) mit Objekten eines MC-Benchmarks (b) so kombiniert (Bezeichnung Mixed
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in Abbildung 6.5 c), dass bei lokaler Ausfu¨hrung beide Lastzusammenstellungen der ein-
zelnen Benchmark-Kernel gleich lange Rechenzeiten auf dem Masterrechner aufweisen.
Der MC-Benchmarkkernel liegt in der verwendeten Konfiguration im Schema von Ab-
bildung 6.4 im Bereich des Pfeiles A und kann mittels verteilter Berechnung wesentlich
schneller ausgefu¨hrt werden (b).
Durch die Mischung der Objekte beider Benchmarks ergibt sich eine Lastzusammen-
stellung, die in einer verteilten Umgebung nur ca. 1,2 mal schneller ausgefu¨hrt werden
kann als bei lokaler Berechnung (siehe Abbildung 6.5 c). Zusa¨tzlich ist das Netzwerk
durch die großen Objekte sehr stark belastet. Unter Verwendung der in Kapitel 4.2 ent-
wickelten Ermittlung der Ausfu¨hrungszeiten werden die gewonnenen Informationen als
a priori Wissen im dynamischen Lastverteilungsalgorithmus beru¨cksichtigt.
Nach einigen unno¨tigen U¨bertragungen der Objekte mit SOR-Benchmarkkernel stellt
das System fest, dass sich deren Verteilung nicht lohnt und fu¨hrt sie von diesem Zeit-
punkt an nur noch lokal aus. Als Folge kann die Gesamtlastzusammenstellung durch
eine dynamische Lastverteilung mit ca. 1,6 fachem Speedup bearbeitet werden (c).
6.4 Beispielanwendung
Abschließend sollen an dieser Stelle Ergebnisse pra¨sentiert werden, die durch den Ein-
satz der entwickelten Verfahren in einer Anwendung zur 3D-Objekterkennung gewonnen
werden konnten. Dabei handelt es sich um das am Lehrstuhl fu¨r Technische Informatik
der RWTH Aachen entwickelte Axiom-System (Adaptive eXpert System for Intelligent
Object Mining) [WAD+02, KWK03].
Diese Anwendung zur 3D-Objekterkennung soll stellvertretend fu¨r Anwendungen
mit hohem Rechenbedarf zur Evaluierung der entwickelten Verfahren dienen. Im Ge-
gensatz zu den oben genutzten Benchmarks weisen die Algorithmen dieses Systems
ungleichma¨ßige, wechselnde Anforderungen an die Rechnersysteme auf. Wa¨hrend die
Benchmark-Kernel einseitig einen Aspekt der Rechnersysteme testen und belasten, bein-
halten Aufgaben aus realen Anwendungen eine gro¨ßere Vielfalt an Rechenschritten. So
ko¨nnen bei der Ausfu¨hrung auch Ein- und Ausgaben erforderlich sein oder Festplattenzu-
griffe auftreten, die sich von den reinen Rechenschleifen der Benchmarks unterscheiden.
Außerdem sind in einer solchen realen Anwendung ggf. zusa¨tzliche Systeminformationen
bei der Datenu¨bertragung mit zu kopieren.
Zur Evaluierung der entwickelten Lastverteilungsalgorithmen wurde eine typische
Aufgabe aus dem Einsatz des Axiom-Systems gewa¨hlt: Mehrere aufeinander folgende
Rechenschritte verarbeiten und analysieren Bilddaten, ermitteln Kanten und segmen-
tieren ein Bild, so dass schließlich der gro¨ßte darin abgebildete Gegenstand extrahiert
und gespeichert wird. Die ermittelten Zwischenergebnisse werden zudem in Dateien pro-
tokolliert.
Dieser Ablauf ist in Lastobjekten mit den in Tabelle 6.4 dargestellten Daten gespei-
chert, die ein Masterrechner auf die verschiedenen Server verteilt. Die Tests wurden in
der oben angegebenen Rechnerkonfiguration durchgefu¨hrt und verarbeiten insgesamt 52
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Einzelbilder (Lastobjekte). Die Leistung des Gesamtsystems fu¨r die Aufgaben in der
verwendeten Rechnerkonfiguration liegt bei Wsystem = 3, 2 und ist in Abbildung 6.6 als
gestrichelte Linie eingezeichnet.
Beispielanwendung Axiom (extract image)
Objektgro¨ße (a in Bytes) ca. 60.000
Referenzrechenzeit t in ms 2800
Tabelle 6.4: Konfiguration der Lastobjekte, die bei der Ausfu¨hrung des Axiom-Systems
auf die Serverrechner verteilt wurden.
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Abbildung 6.6: Speedup fu¨r eine typische Aufgabe aus der Beispielanwendung Axiom:
Bildverarbeitung und Segmentierung.
Das Ergebnis in Abbildung 6.6 liefert ein analoges Verhalten zu den Resultaten aus
den obigen Untersuchungen mit den Benchmarks. Der LV-Algorithmus zeigt in dieser
Umgebung eine bessere Lastverteilung als der Round Robin Verteiler und erreicht eine
Effizienz von 89% im Gegensatz zu 78% beim Round Robin. Die Random Verfahren
sowie der LA-Algorithmus schneiden mit 55%, 67% und 65% am schlechtesten ab.
6.5 Bewertung
Die Umsetzung des Konzepts einer dynamischen Lastverteilung in middlewarebasierten
Umgebungen zeigt im Rahmen der hier vorgestellten Evaluierung die Vorteile des ent-
wickelten Verfahrens. In mehreren Untersuchungen zur Leistungsfa¨hgkeit mit verschiede-
nen Benchmarks in einem heterogenen Rechnerumfeld weist der entwickelte Algorithmus
bessere Leistungen als Round Robin, Random Threshold und Random Verfahren auf.
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Das Verhalten der verschiedenen Verfahren deckt sich mit den im vorherigen Kapitel
erzielten Ergebnissen, so dass die entwickelte Simulation eine geeignete Vereinfachung
der untersuchten Systeme darstellt. Aus der Simulation ko¨nnen somit grundsa¨tzliche
Aussagen u¨ber Lastverteilungsverfahren in den simulierten Umgebungen gewonnen wer-
den.
Im Falle einer Belastung eines der verwendeten Rechner durch einen zusa¨tzlichen
Prozess zeigt das Round Robin Verteilungsverfahren eine sinkende Leistungsfa¨higkeit.
Der dynamische Algorithmus kann dieses Ereignis teilweise kompensieren und ist von
dem Leistungsru¨ckgang nicht so stark betroffen.
Weitere Vorteile weist das entwickelte Konzept bei der Verteilung von gemischten
Lastzusammenstellungen auf, die auf Grund ihrer Objektgro¨ße nur bedingt fu¨r eine
verteilte Berechnung in einem middlewarebasierten System geeignet sind. Durch die
vorgeschlagene Objektu¨berwachung und die daraus resultierende Ermittlung vorheriger
Ausfu¨hrungszeiten wird a priori Wissen gewonnen und bei den Verteilungsentscheidun-
gen beru¨cksichtigt, was ineffektive Objektmigrationen verhindert.
Abschließend zeigt eine Evaluierung mit einer rechenintensiven Anwendung zur 3D-
Objekterkennung die Leistungsfa¨higkeit im praktischen Einsatz. Eine in diesem System
typische Aufgabe aus dem Bereich der Bildverarbeitung wird u¨ber die Lastverteilung
parallelisiert und kann dadurch schneller ausgefu¨hrt werden. Der LV-Algorithmus zeigt
auch hier seine Vorteile gegenu¨ber den anderen Verfahren und erreicht eine Effizienz
von 89%. Das zweitbeste Verfahren ist das Round Robin Verfahren, das nur noch eine
Effizienz von 79% aufweist.
106 KAPITEL 6. EVALUIERUNG
Kapitel 7
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde ein Konzept sowie ein Algorithmus zur dynamischen
Lastverteilung in der Middlewareschicht fu¨r heterogene Rechnersysteme entwickelt. Die
Problematik in diesem Umfeld besteht darin, dass durch Middleware sehr unterschied-
liche Rechnersysteme gekoppelt werden ko¨nnen, die neben verschiedenen Betriebssys-
temen auch große Leistungsunterschiede, zum Beispiel in Form von unterschiedlichen
Prozessortaktraten, aufweisen. Dies ist insbesondere dann von Interesse, wenn die Rech-
nersysteme zu einem verteilten System zusammengeschlossen werden, in dem Rechen-
aufgaben auf die verschiedenen Server verteilt werden sollen.
Aktuelle Middlewareverfahren wie die Common Object Request Broker Architecture
(CORBA) beru¨cksichtigen durch den Einsatz plattformu¨bergreifender Verteilungsplatt-
formen zwar die Aspekte der Heterogenita¨t von Betriebssystemen, die dafu¨r entwickelten
Verfahren zur Lastverteilung verwenden jedoch meist statische Algorithmen und beach-
ten nicht die verschiedenen Leistungsklassen der verwendeten Rechnersysteme.
Zur Lo¨sung des Problems wurden zuna¨chst unter Beru¨cksichtigung der Forderung
nach einer objektorientierten, plattformunabha¨ngigen Lo¨sung verschiedene Middlewa-
reverfahren untersucht und deren Eigenschaften unter verschiedenen Gesichtspunkten
diskutiert. Im Mittelpunkt der Untersuchung standen das Distributed Component Ob-
ject Model (DCOM), die Commom Object Request Broker Architecture (CORBA), die
Remote Method Invocation (RMI), das Simple Object Access Protocol (SOAP) sowie
die Microsoft .NET Plattform. Nach Abwa¨gung von Vor- und Nachteilen der Verfahren
stellte sich CORBA als geeignete Entwicklungsplattform heraus.
Die vorliegende Arbeit stellt ein darauf aufbauendes Konzept zur dynamischen Last-
verteilung vor, das neben aktuellen Kennzahlen zur Belastung der in einem verteilten
System verwendeten Serversysteme erstmalig auch Messdaten zur Leistungsfa¨higkeit der
Rechner erfasst und bei Lastverteilungsentscheidungen beru¨cksichtigt. Durch eine ob-
jektorientierte Lo¨sung und den Verzicht auf eine Integration in die Middlewareschicht
ko¨nnen die Verfahren bei Bedarf auch auf andere objektorientierte Verteilungsplattfor-
men u¨bertragen und nach einer Anpassung dort eingesetzt werden.
Zur Lo¨sung der Aufgabenstellung wurde zuna¨chst eine Kommunikationsinfrastruk-
tur zur Ermittlung und U¨bertragung der fu¨r eine Lastverteilung beno¨tigten Serverin-
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formationen entwickelt. Insbesondere musste gewa¨hrleistet sein, das sich im laufenden
Betrieb zusa¨tzliche Server anmelden ko¨nnen, um so zusa¨tzliche Rechenleistung in das
System mit einzubinden. Der eigentliche Lastverteilungsalgorithmus ist modular in die
Architektur eingebettet und erlaubt ein schnelles Umschalten zwischen verschiedenen
Verfahren.
Im Gegensatz zu dem weit verbreiteten Vorgehen, Leistungsfa¨higkeit von Servern in
Middlewaresystemen durch Methodenaufrufe oder durch einmalig beim Systemstart aus-
gefu¨hrte Benchmarks zu ermitteln, verwendet das hier vorgestellte Konzept Leistungs-
kennzahlen, die direkt aus dem Betriebssystem gewonnen werden. Dieses erschwert
zwar die Implementierung der Lastmessungsalgorithmen, bietet aber den Vorteil, dass
die gemessene Leistungsfa¨higkeit nicht durch zusa¨tzliche Systembenutzer oder Prozesse
verfa¨lscht werden kann.
Ein weiteres Problem stellt neben der Ermittlung der Lastwerte deren Interpretation
dar. So la¨sst sich die Prozessorlast durch das Lastmittel (basierend auf der Warteschlan-
genla¨nge) oder durch die Zeitintervalle charakterisieren, die ein Prozessor im Leerlauf
bzw. mit der Bearbeitung von Prozessen bescha¨ftigt war. Der im Rahmen dieser Arbeit
entwickelte Lastverteilungsalgorithmus nutzt alle verfu¨gbaren Informationen, die durch
entsprechende Parameter gewichtet sind. Diese wurden im weiteren Verlauf der Arbeit
optimiert und entsprechend angepasst.
Schwierigkeiten bei der Lastverteilung bereiten auch die in definierten Zeitinter-
vallen eintreffenden Informationen der Serversysteme. So kommt es ha¨ufig vor, dass
Verteilungsentscheidungen in sehr kurzen Zeitabsta¨nden zu treffen sind, in denen keine
Aktualisierung der Serverinformationen erfolgt. Um Effekte durch die daraus resultie-
renden, unzureichenden Lastdaten zu kompensieren, wurde ein Scha¨tzverfahren in den
Lastverteilungsalgorithmus integriert, das fu¨r die ausgewa¨hlten Server eine Lastvorher-
sage vornimmt. Außerdem wird im Rahmen der Arbeit ein Vorgehen zur Ermittlung
von Ausfu¨hrungszeiten vorgeschlagen, um daraus gewonnene Erkenntnisse als a priori
Wissen in den dynamischen Verteilungsalgorithmus einfließen zu lassen.
Zur na¨heren Untersuchung des Verhaltens von statischer und dynamischer Lastver-
teilung in heterogenen Umgebungen wurde eine Simulation fu¨r die Matlab/Simulink Um-
gebung entwickelt, die eine einfache Zusammenstellung von verteilten Systemen mit den
dazwischen liegenden Netzwerkverbindungen ermo¨glicht. Erstmals ist fu¨r dieses Umfeld
die Modellierung von heterogenen Rechnersystemen durch CPU-Taktrate und verfu¨gba-
ren Speicher, sowie die variable Beschreibung von Rechenlasten durch Ausfu¨hrungszeit,
Datenmenge und bei der Ausfu¨hrung beno¨tigten Arbeitsspeicher mo¨glich. Die grafische
Benutzungsoberfla¨che erlaubt eine visuelle Darstellung der untersuchten Netzwerke und
verteilten Systeme sowie eine intuitive Bedienung.
Ein weiteres Novum dieser Arbeit ist die ausfu¨hrliche Untersuchung von Lastver-
teilungsverfahren in einer Simulationsumgebung fu¨r heterogene verteilte Systeme. Dazu
wurden, ausgehend von einer Standardkonfiguration, in verschiedenen Szenarien einzel-
ne Parameter des Gesamtsystems vera¨ndert und deren Einfluss ermittelt. Gegenstand
der Untersuchung waren sowohl homogene als auch heterogene Rechnerkonstellationen.
Bisherige Arbeiten zur Lastverteilung in Middlewaresystemen u¨berpru¨fen ihre Konzep-
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te nur im Rahmen von Evaluierungen in realen Systemumgebungen, die daru¨ber hinaus
meist homogener Natur sind.
Die Untersuchungen im Rahmen der Simulation verdeutlichen die Vorteile des ent-
wickelten dynamischen Lastverteilungsalgorithmus in heterogenen Umgebungen. Hier
zeigt der Algorithmus eine bessere Leistung als die herko¨mmlichen Standardverfahren
der Middlewareplattformen. Daru¨ber hinaus dient die Simulation einer Optimierung des
entwickelten Verfahrens, da verschiedene Betriebsmodi und Konfigurationen betrachtet
und ausgewertet werden konnten, um so die variablen Parameter des Algorithmus ideal
anzupassen.
Eine Umsetzung des Konzepts in einem realen System besta¨tigt die in der Simula-
tion gewonnenen Ergebnisse. Auch in diesem Umfeld konnte das entwickelte Verfahren
im Rahmen von Benchmarktests und im Betrieb in einer Beispielanwendung aus dem
Bereich der ku¨nstlichen Intelligenz bzw. Bildverarbeitung bessere Antwortzeiten als die
Standard-Lastverteilungsverfahren erreichen. Der entwickelte Algorithmus erreicht eine
Effizienz von 89%, wa¨hrend die in Middleware verbreiteten Verfahren Werte zwischen
55 und 79% bieten. In einem weiteren Benchmarktest konnte das Konzept zur Gewin-
nung von Laufzeitinformationen und der daraus resultierenden a priori Information fu¨r
nachfolgende Lastverteilungsentscheidungen erfolgreich getestet werden.
Im hier entwickelten Vorschlag werden Klassen von verteilt ausgefu¨hrten Objekten
nach ihrer Berechnung bewertet, um Informationen fu¨r zuku¨nftige Lastverteilungen zu
gewinnen. Weitere Verbesserungen ko¨nnte eine vor der Migration eingefu¨hrte Lastunter-
suchung bringen, die vor der Verteilung die anstehenden Berechnungen anhand von zu
entwickelnden Kriterien bewertet und diese bei der Suche nach einem geeigneten Server
beru¨cksichtigt.
Zusa¨tzlich ko¨nnte das im entwickelten Lastverteilungsalgorithmus eingesetzte Ver-
fahren zur Lastvorhersage optimiert und um eine Vorhersage fu¨r den Speicherbedarf
erweitert werden. Allerdings bringt ein solches Verfahren wie auch eine a priori Lastun-
tersuchung wiederum zusa¨tzliche Rechenlasten in ein verteiltes System.
Eine weitere Aufgabe fu¨r die Zukunft ist die Einbeziehung und Bewertung der ver-
schiedenen Prozessorarchitekturen. Wie in der Literatur allgemein u¨blich, wurden in
der vorliegenden Arbeit unterschiedliche Prozessorarchitekturen nicht differenziert. Dies
kann aber in Anbetracht der aktuellen und zuku¨nftigen Prozessorentwicklung durch den
kontinuierlichen technischen Fortschritt weitere Kriterien und Einflussfaktoren bei der
dynamischen Lastverteilung in heterogenen Systemen liefern und sollte na¨her untersucht
werden.
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Anhang A
Testumgebung
Da verschiedene Hard- und Softwarekonfigurationen zu sehr unterschiedlichen Ergebnis-
sen fu¨hren ko¨nnen, wird die im Rahmen dieser Arbeit genutzte Testumgebung an dieser
Stelle ausfu¨hrlich beschrieben. Fu¨r die durchgefu¨hrten Tests, Untersuchungen und Eva-
luierungen wurden die folgenden Hard- und Softwarekomponenten eingesetzt.
A.1 Hardware
Alle Untersuchungen wurden mit Rechnern am Lehrstuhl fu¨r Technische Informatik
der RWTH Aachen durchgefu¨hrt. Der Lehrstuhl verfu¨gt u¨ber ein mit Lichtwellenleitern
(LWL) verkabeltes Netzwerk, das u¨ber einen zentralen Switch gekoppelt ist. Die Rechner
sind sternfo¨rmig an diesen Switch angeschlossen, wie in Abbildung A.1 dargestellt. Ein
Server stellt den Namensdienst (DNS) zur Verfu¨gung. Es werden sowohl Verbindungen
mit einer U¨bertragungsrate von 10 MBit/s als auch mit 100 MBit/s genutzt.
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Abbildung A.1: Die fu¨r die Evaluierung verwendeten Rechner sind sternfo¨rmig von einem
zentralen Switch aus per Lichtwellenleiter (LWL) vernetzt.
127
128 ANHANG A. TESTUMGEBUNG
Die Rechner verfu¨gen u¨ber eine sehr heterogene Hardwareausstattung, die in der
folgenden Tabelle zusammengestellt ist.
Rechner hawaii irazu kilauea maui
Prozessor Celeron Pentium III Pentium III Pentium III
Taktrate [MHz] 600 866 450 450
Hauptspeicher [MB] 192 512 512 256
Swapspeicher [MB] 832 512 512 640
L1 Cache [KB] 16 16 16 16
L2 Cache [KB] 128 256 512 512
Betriebssystem
Windows
Linux 2.4.18-4GB 2.2.18 2.4.18-4GB 2.4.18-4GB
Distribution SUSE 8.0, KDE 3.0 SUSE 8.0, 3.1 SUSE 8.0, 3.0 SUSE 8.0, 3.1
Netzwerk [MBit/s] 100 100 10 10
Rechner orosi vesuv viti
Prozessor Pentium IV Pentium III AMD Athlon
Taktrate [MHz] 1600 600 1400
Hauptspeicher [MB] 1024 768 512
Swapspeicher [MB] 1024 1024 1024
L1 Cache [KB] 8 16 64
L2 Cache [KB] 256 256 256
Betriebssystem Linux 2.4.18-4GB 2.4.18-4GB 2.4.18-4GB
Distribution SUSE 8.0, KDE 3.1 SUSE 8.0, 3.1 SUSE 8.0, 3.1
Netzwerk [MBit/s] 100 100 100
Tabelle A.1: Konfiguration der im Rahmen dieser Arbeit genutzten Rechnersysteme
Um die Leistungsfa¨higkeit der Systeme zu verdeutlichen wurde ein Benchmark (Sci-
Mark2) [PM] gewa¨hlt, dessen Ergebnisse in Abbildung A.2 dargestellt sind. Die oberen
Werte zeigen den Composite-Score des Benchmarks, die unteren stellen den gleichen
Wert bei Ausfu¨hrung des Benchmarks mit dem Parameter large dar. Bei der letztge-
nannten Durchfu¨hrung werden sehr große Datenfelder benutzt, so dass Vorteile von
schnellen Caches wegfallen (Out-Of-Cache-Problem). Die Punkte in der Mitte zeigen
den Mittelwert aus beiden Werten.
A.2 Software
Beim SciMark2 Benchmark handelt es sich um einen composite Benchmark fu¨r Java,
also um einen aus mehreren, einzelnen Modulen, so genannten computational kernels
zusammengesetzten Benchmark. Er wurde fu¨r die Leistungsmessung von numerischen
Berechnungen in wissenschaftlichen und Ingenieuranwendungen entwickelt und berech-
net in den Kernels eine Fast Fourier Transformation (FFT), eine Jacobi Successive
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Abbildung A.2: Ergebnisse des Scimark2-Benchmarks auf den verschiedenen Rechnern
der Testumgebung. Neben einer Standardausfu¨hrung (oben) wurden Benchmarkwerte
mit sehr großen Datenfeldern erzeugt (unten).
Over-relaxion (SOR), eine Monte Carlo Integration, eine Sparse Matrix Multiplikation
(MatM) sowie eine LU Matrix Faktorisierung (LU) [PM]:
• Die Fast Fourier Transformation (FFT) fu¨hrt eine eindimensionale Vorwa¨rtstrans-
formation von komplexen Zahlen durch. In diesem Kernel werden unter anderem
arithmetische und trigonometrische Funktionen ausgefu¨hrt und nicht konstante
Speicherreferenzen genutzt.
• Der Jacobi Successive Over-relaxion (SOR) Kernel implementiert ein Verfahren
zur iterativen Lo¨sung von linearen Gleichungssystemen und erzeugt die in die-
sem Umfeld typischen Zugriffsmuster auf Matrizen. Unter anderem berechnet der
Kernel in einer Matrix A(i, j) Mittelwerte aus den umliegenden Nachbarn.
• Bei der Monte Carlo Integration handelt es sich um einen Algorithmus zur Be-
stimmung der Zahl pi. Der Benchmark nutzt hierzu insbesondere die Zufallszah-
lengeneratoren und synchrone Funktionsaufrufe.
• Beim Sparse Matrix Multiply Kernel werden Multiplikationen auf Basis einer
schwach besetzten Matrix durchgefu¨hrt, die in einem komprimierten Zeilenformat
vorliegt. Der Benchmark testet dadurch intensiv Effekte durch indirekte Adressie-
rung und nicht regula¨re Speicherreferenzen.
• Der LU-Benchmark berechnet die LU Faktorisierung einer Matrix unter Verwen-
dung von Pivoting. Der Algorithmus nutzt dazu Methoden der linearen Algebra
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und Matrixoperationen.
Neben diesem Benchmark sowie der Software des Betriebssystems kamen folgende
Anwendungen, Entwicklungsumgebungen und Tools zum Einsatz: Zur Erstellung der
Simulation wurde Matlab/Simulink in der Version 6.1.0.450 Release 12.1 fu¨r Windows
genutzt. Das Systemmodell wurde unter C++ implementiert und mittels Microsoft Vi-
sual Studio 6.0 compiliert.
Alle fu¨r die Evaluierung entwickelten Routinen wurden unter Java oder C++ im-
plementiert. Dabei kam das Java SDK von Sun Microsystems in der Version 1.4.0 zum
Einsatz sowie die auf den jeweiligen Systemen installierten Linux GCC-Compiler. Zur
Kommunikation wurde das CORBA-Produkt Visibroker der Firma Inprise in der Ver-
sion 4.5 verwendet. Diese Implementierung unterstu¨tzt die CORBA-Spezifikation nach
Version 2.3.
Anhang B
Glossar
API Application Programming Interface
BOA Basic Object Adaptor
CAN Controller Area Network
CLR Common Language Runtime
COM Component Object Model
CORBA Common Object Request Broker Architecture
COW Cluster of Workstations
CPU Central Processing Unit
CTM Component Transaction Monitor
DCE Distributed Computing Environment
DCOM Distributed Component Object Model
DNS Domain Name Service, auch Domain Name System
DOS Distributed Operating System
EJB Enterprise Java Beans
FSM Finite State Machines
HTTP Hypertext Transfer Protocol
IDL Interface Definition Language
IIOP Internet-Inter-ORB Protocol
IO Input/Output
IP Internet Protocol
ITU International Telecommunications Union
JMS Java Message Service
JNI Java Native Interface
JVM Java Virtual Machine
LAN Local Area Network
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LOS Local Operating System
MIDL Microsoft Interface Definition Language
MOM Message Oriented Middleware
MPI Message Passing Interface
MSIL Microsoft Intermediate Language
MTS Microsoft Transaction Server
NOS Network Operating System
NOW Network of Workstations
NUMA Non-Uniform Memory Access
OLE Object Linking and Embedding
OMG Object Management Group
ORB Object Request Broker
OS Operating System
PC Personal Computer
POA Portable Objekt Adapter
PVM Parallel Virtual Machine
RFP Request for proposal
RMI Remote Method Invocation
RPC Remote Procedure Calls
SCI Scalable Coherent Interface
SCM Service Control Manager
SDK Software Development Kit
SDL Specification and Description Language
SMP Symmetric Multi Processor
SMTP Simple Mail Transfer Protocol
SNMP Simple Network Management Protocol
SOAP Simple Object Access Protocol
TCP Transmission Control Protocol
UMA Uniform Memory Access
WAN Wide Area Network
XML Extensible Markup Language
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Aktuelle Prozessorlast Lastfaktor, der aus den Zeitintervallen berechnet wird,
in denen der Prozessor Benutzer- oder Systemprozesse
bearbeitete und in denen er sich im Leerlauf befand.
Dieser Wert kann fu¨r beliebige Intervalle ermittelt wer-
den.
Ausfu¨hrungszeit Die Ausfu¨hrungszeit beschreibt die Zeit, die fu¨r die Be-
arbeitung einer bestimmten Rechenaufgabe notwendig
ist.
Effizienz Faktor, der beschreibt, wie gut verteilte oder parallele
Systeme bei der Abarbeitung paralleler Aufgabenstel-
lungen ausgenutzt werden.
LA-Algorithmus Dynamischer Lastverteilungsalgorithmus, der im Rah-
men dieser Arbeit entwickelt wurde und lastabha¨ngig
arbeitet, Last also auf Grund von Informationen u¨ber
die Belastung und die Leistungsfa¨higkeit der Server-
rechner verteilt.
Lastmittel Wert zur Beschreibung der Belastung eines Prozessors,
der in definierten Absta¨nden aus der Anzahl der in der
CPU-Warteschlange wartenden und auf dem Prozessor
ausgefu¨hrten Prozesse berechnet wird.
Lastobjekt Einzelaufgabe, die Teil einer Lastzusammenstellung sein
kann und unter anderem durch ihre Ausfu¨hrungszeit
auf einem Referenzsystem charakterisiert ist.
Lastvektor Vektor, der den aktuellen Lastzustand eines Rechen-
knotens beschreibt, z. B. durch die Prozessorbelastung
oder den belegten Arbeitsspeicher.
Lastzusammenstellung Lastzusammenstellungen bestehen aus mehreren, ein-
zelnen Lastobjekten und definieren die aus diesen Ein-
zelaufgaben bestehende Gesamtaufgabe.
Leistungsfa¨higkeit Faktor zur Beschreibung des Leistungsvermo¨gens von
verteilten, parallelen Systemen in Bezug auf die schnells-
te Referenz-Workstation.
Leistungsvektor Vektor, der die maximale Leistungsfa¨higkeit eines Re-
chenknotens beschreibt, z. B. durch die Prozessortakt-
rate oder den Arbeitsspeicher.
LV-Algorithmus Dynamischer Lastverteilungsalgorithmus, der im Rah-
men dieser Arbeit entwickelt wurde und Last auf Grund
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der aktuellen Serverbelastung, der Leistungsfa¨higkeit
sowie einer Lastvorhersage auf die Server verteilt.
Monitor Komponente der entwickelten Architektur, die peri-
odisch Belastung und Leistungsfa¨higkeit von Servern
ermittelt und an den ServerManager u¨bertra¨gt.
Objektvektor Vektor, der die Eigenschaften eines Lastobjekts be-
schreibt, z. B. durch den Speicherbedarf oder die An-
zahl der Rechenoperationen.
Random-Algorithmus Lastverteilungsalgorithmus, der Last zufa¨llig auf vor-
handene Resourcen verteilt.
Random Theshold Lastverteilungsalgorithmus, der vorhandene Resourcen
zufa¨llig auswa¨hlt, aber vor der Lastzuweisung u¨ber-
pru¨ft, ob das ausgewa¨hlte System eine Last unterhalb
eines definierten Grenzwertes (Threshold) aufweist.
Round Robin Lastverteilungsalgorithmus, der Last in zyklischer Rei-
henfolge auf vorhandene Rechnersysteme verteilt.
Referenzausfu¨hrungszeit Rechenzeit, die ein Lastobjekt bei der Ausfu¨hrung in
einem Referenzsystem beno¨tigt.
Referenzrechenzeit siehe Referenzausfu¨hrungszeit
Referenzsystem Rechnersystem mit einer Prozessortaktrate von 1000
MHz auf das Ausfu¨hrungszeiten zwecks einer Normie-
rung bezogen werden.
ServerManager Zentrale Komponente der Lastverteilungsarchitektur,
die mittels eines Lastverteilungsalgorithmus einen Ser-
ver fu¨r anstehende Berechnungen bestimmt.
Speedup Faktor, um den sich die Ausfu¨hrungszeit bei Verwen-
dung mehrerer paralleler Prozessoren oder Rechner ver-
ringert.
Task Allgemein: In der Computerprogrammierung ist ein
Task die grundlegende Einheit (basic unit), die ein Be-
triebssystem kontrolliert. In der Simulationsumgebung
bezeichnen Tasks die Einzelaufgaben einer Lastzusam-
menstellung (siehe auch Lastobjekt).
Verteiltes System System, in dem sich Hardware- oder Software-Kom-
ponenten auf vernetzten Computern befinden und nur
u¨ber den Austausch von Nachrichten kommunizieren
und ihre Aktionen koordinieren.
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