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Abstract
We obtain a classification of discrete series representations of odd
general spin groups, generalizing the Mœglin-Tadic´ classification for
classical groups. Using mostly algebraic methods, available in both
classical and the odd general spin case, we provide a simplified and
shorter version of the classification of non-cuspidal discrete series in
terms of the admissible triples. The presented classification can po-
tentially be directly applied to many other reductive p-adic groups.
1 Introduction
Irreducible square-integrable representations present a prominent part of the
unitary duals of reductive groups over non-archimedean local fields, with
numerous applications in the harmonic analysis and in the theory of auto-
morphic forms. Such representations, also called the discrete series represen-
tations, have been classified by Mœglin and Tadic´ in the case of the classi-
cal groups defined over non-archimedean local fields in their seminal work
[14, 16]. Their work completely describes that prominent class of irreducible
representations, modulo cuspidal ones, in terms of the so-called admissible
triples which consist of a Jordan block, which corresponds to the Langlands
parameter in Langlands parametrization, the partial cuspidal support and
the ǫ-function on the Jordan block. We note that the latter two components
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correspond, roughly, to a character of the component group of the central-
izer of the Langlands parameter. Their work relies on the Basic Assumption,
which now in the characteristic zero case follows from [1] and [15], and is also
known to hold for the general spin groups. We note that the classification of
discrete series has later been extended to the case of even special orthogonal
groups by Jantzen [3], mainly using the restrictions of representations.
Although the Mœglin-Tadic´ classification is intrinsically combinatorial
and can be elegantly used for various computations, proofs which appear in
[14] and [16] are rather long and sometimes happen to be highly involved.
The main purpose of this paper is to extend the Mœglin-Tadic´ classifi-
cation to the case of the split odd general spin group over non-archimedean
local fields in a simplified and more uniform way. We note that the rank n
split odd general spin group is a split reductive linear algebraic group of type
Bn, whose derived subgroup is a double covering of split special orthogonal
group. Our classification is also given in terms of the admissible triples, i.e.,
we show that there is a natural bijection between the set of all isomorphism
classes of discrete series of the odd general spin group and the set of all ad-
missible triples, but we rapidly shorten some proofs given in the original work
of Mœglin and Tadic´, mostly using purely algebraic methods. Written in this
way, the classification has an advantage of being rather directly applicable
to many other reductive p-adic groups which are of particular interest, such
as the metaplectic group or the even general spin group and, partially, the
generalized unitary group and the generalized symplectic group and we leave
those for future work.
There are certain differences which appear in our approach, although
we intend to follow the classification for the classical groups. Firstly, we
shorten and simplify the proofs using mostly algebraic methods, besides the
calculation of the Jordan blocks of discrete series appearing in certain em-
beddings, which requires the L-function technics. In fact, our classifica-
tion completely relies on some elementary properties of the L-functions, the
square-integrability criterion and the structural formula, originally due to
Tadic´ in the classical group case [23], which enables one to determine the
Jacquet modules of induced representations. Secondly, instead of the orig-
inal definition of the ǫ-function, we use a definition similar to the one sug-
gested in [25], which seems to be more appropriate in the GSpin situation.
Thirdly, we prove the surjectivity part of the classification in a completely
different manner than in [16], using an approach introduced in [18] and fur-
ther developed in [20] and in [12], which enables us to significantly shorten
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the proofs. Fourthly, we use a slightly different approach to the admissible
triples, which provides as many properties as the original one, and also helps
us to avoid many technical difficulties arising when studying the restrictions
of the ǫ-function, which happens to be crucial for the proof of the injectivity
part.
Let us briefly explain the main idea of the proof of our main results (the
classification of discrete series representations, modulo cuspidal data, of the
odd general spin groups). The classification of discrete series representations
is built inductively, starting from the so-called strongly positive discrete se-
ries, which correspond to the admissible triples of alternated type. We note
that the classification of the strongly positive discrete series for the general
spin groups is given by the first author in [4], closely following the methods
introduced in [7]. To provide the inductive construction of discrete series rep-
resentations, we prove many properties of the attached ǫ-functions. Initially,
such properties rely on certain embeddings of discrete series representations,
while the other crucial role in the classification is played by the behavior
of restrictions of the ǫ-functions, which we completely describe using the
Jacquet modules method and methods of intertwining operators. One of the
main steps in such a description is based on the usage of some prominent
members of the Jacquet modules of tempered representations, first observed
in [26, Section 6], enhanced by the methods introduced in [10, 12], which en-
able one to extract certain information on representation from the irreducible
subquotients appearing on the general linear parts of its Jacquet modules.
Let us now describe the content of the paper in more details. In the
second section we recall the required notations and preliminaries. The third
and the fourth section are the technical heart of the paper. In those two
sections we introduce several invariants of discrete series representations and
prove many of their basic properties. In the fifth section our main results are
stated and proved.
First author has been supported by the National Research Foundation of
Korea (NRF) grant funded by the Korea government (MSIP) (No. 2017R1C1B2010081).
Second author has been supported by Croatian Science Foundation under
the project 9364.
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2 Preliminaries
Let F be a non-archimedean local field of characteristic zero. Let Gn denote
a split general spin group GSpin2n+1 of semisimple rank n defined over
F , i.e., the F -split connected reductive algebraic group having based root
datum dual to that of GSp2n or, equivalently, the rank n split reductive linear
algebraic group of type Bn whose derived subgroup is a double covering of
split special orthogonal group and let Gn denote the group of F -points of
Gn. Similarly, let GLn denote a general linear group of semisimple rank n
defined over F and let GLn denote the group of its F -points.
Let Irr(GLn) denote the set of all irreducible admissible representations
of GLn, and let Irr(Gn) denote the set of all irreducible admissible represen-
tations of Gn. Let R(GLn) stand for the Grothendieck group of finite length
admissible representations of GLn and define R(GL) = ⊕n≥0R(GLn). Simi-
larly, let R(Gn) stand for the Grothendieck group of finite length admissible
representations of Gn and define R(G) = ⊕n≥0R(Gn).
Let s = (n1, n2, . . . , nk) denote an ordered partition of some n
′ ≤ n and
let Ps =MsNs denote the standard parabolic subgroup of Gn corresponding
to the partition s. It follows from [2, Theorem 2.7] that the Levi factor Ms
is isomorphic to GLn1 ×GLn2 × · · ·×GLnk ×Gn−n′. If δi is a representation
of GLni, for i = 1, 2, . . . , k, and τ a representation of Gn′ , we denote by
δ1×δ2×· · ·×δk⋊τ the representation of Gn induced from the representation
δ1⊗ δ2⊗· · ·⊗ δk⊗ τ of Ms using the normalized parabolic induction. We use
a similar notation to denote a parabolically induced representation of GLm.
Using Jacquet modules for the maximal standard parabolic subgroups
of GLn we can define m
∗(π) =
∑n
k=0(r(k)(π)) ∈ R(GL) ⊗ R(GL), for an
irreducible representation π of GLn, and then extend m
∗ linearly to the
whole of R(GL). Here r(k)(π) denotes the normalized Jacquet module of π
with respect to the standard parabolic subgroup having the Levi subgroup
equal to GLk ×GLn−k, and we identify r(k)(π) with its semisimplification in
R(GLk)⊗R(GLn−k).
Let us denote by ν the composition of the determinant mapping with
the normalized absolute value on F . Let ρ ∈ Irr(GLk) denote a cuspidal
representation. By a segment of cuspidal representations we mean the set
{ρ, νρ, . . . , νmρ}, which we denote by [ρ, νmρ].
The results of [27] show that each essentially square-integrable represen-
tation δ ∈ Irr(GLn) is attached to a segment, and we set δ = δ([ν
aρ, νbρ]),
which is the unique irreducible subrepresentation of νbρ× νb−1ρ× · · · × νaρ,
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where a, b ∈ R are such that b − a is a non-negative integer and ρ is an
irreducible unitary cuspidal representation of GLk.
We frequently use the following equation:
m∗(δ([νaρ, νbρ])) =
b∑
i=a−1
δ([νi+1ρ, νbρ])⊗ δ([νaρ, νiρ]).
For a representation σ ∈ R(Gn) and 1 ≤ k ≤ n, we denote by r(k)(σ) the
normalized Jacquet module of σ with respect to the parabolic subgroup P(k)
having the Levi subgroup equal to GLk ×Gn−k. We identify r(k)(σ) with its
semisimplification in R(GLk)⊗ R(Gn−k) and consider
µ∗(σ) = 1⊗ σ +
n∑
k=1
r(k)(σ) ∈ R(GL)⊗ R(G).
Note that if a twist of some irreducible unitarizable representation ρ ∈
R(GL) appears in the cuspidal support of a discrete series σ ∈ R(G), then
ρ is an essentially self-dual representation [4, Proposition 2.7, Remark 2.8],
i.e., if ρ ∼= ν−e(ρ)ρu, where ρu is unitarizable, then ρu ∼= ρ˜u ⊗ ωσ, where ωσ is
a central character of σ.
We take a moment to state a result, derived in [4], which presents a
crucial structural formula for our calculations of Jacquet modules of induced
representations.
Theorem 2.1 (Structural formula). Let ρ denote an irreducible essentially
self-dual unitarizable cuspidal representation of GLn and let k, l ∈ R such that
k+ l is a non-negative integer. Let σ ∈ R(G) be an admissible representation
of finite length. Write µ∗(σ) =
∑
τ,σ′ τ ⊗ σ
′. Then the following holds:
µ∗(δ([ν−kρ, νlρ])⋊ σ) =
l∑
i=−k−1
l∑
j=i
∑
τ,σ′
δ([ν−iρ, νkρ])×
× δ([νj+1ρ, νlρ])× τ ⊗ δ([νi+1ρ, νjρ])⋊ σ′.
We put δ([νxρ, νyρ]) = 1 (the one-dimensional representation of the trivial
group) if x = y − 1, and δ([νxρ, νyρ]) = 0 if x > y − 1.
We briefly recall the subrepresentation version of the Langlands classifi-
cation for general linear groups.
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For every irreducible essentially square-integrable representation δ ∈ R(GL),
there is a unique e(δ) ∈ R such that ν−e(δ)δ is unitarizable. Suppose that
δ1, δ2, . . . , δk are irreducible essentially square-integrable representations such
that e(δ1) ≤ e(δ2) ≤ · · · ≤ e(δk) (note that e(δ([ν
aρ, νbρ])) = (a + b)/2).
Then the induced representation δ1 × δ2 × · · · × δk has a unique irreducible
subrepresentation, which we denote by L(δ1, δ2, . . . , δk). This irreducible sub-
representation is called the Langlands subrepresentation, and it appears with
multiplicity one in the composition series of δ1×δ2×· · ·×δk. Every irreducible
representation π ∈ R(GL) is isomorphic to some L(δ1, δ2, . . . , δk) and, for a
given π, the representations δ1, δ2, . . . , δk are unique up to a permutation.
Similarly, throughout the paper we use the subrepresentation version of
the Langlands classification for Gn, since it is more appropriate for our
Jacquet module considerations. So, we realize a non-tempered irreducible
representation π of Gn as a unique irreducible subrepresentation of the in-
duced representation of the form δ1× δ2×· · ·× δk⋊ τ , where τ is a tempered
representation of some Gt, and δ1, δ2, . . . , δk ∈ R(GL) are irreducible es-
sentially square-integrable representations such that e(δ1) ≤ e(δ2) ≤ · · · ≤
e(δk) < 0. In this case, we write π = L(δ1, δ2, . . . , δk, τ).
3 Invariants of discrete series I: the ǫ-function
on pairs
In this section we introduce several invariants of discrete series representa-
tions and obtain their basic properties.
The partial cuspidal support of a discrete series σ ∈ Irr(Gn) is an ir-
reducible cuspidal representation σcusp of some Gm such that there exists a
representation π ∈ R(GLn−m) such that σ is a subrepresentation of π⋊σcusp.
We note that it follows directly from [4, Proposition 2.5] that such a repre-
sentation σcusp is unique.
The Jordan block of σ, which we denote by Jord(σ), is the set of all
pairs (a, ρ) where ρ is an irreducible cuspidal unitarizable essentially self-
dual representation of some GLnρ and a is a positive integer such that the
following two conditions are satisfied:
1. The positive integer a is even if and only if L(s, ρ, r) has a pole at
s = 0. The local L-function L(s, ρ, r) is the one defined by Shahidi (see
for instance [21], [22]), and r = Sym2Cnρ ⊗ µ−1, where Sym2Cnρ is the
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symmetric-square representation of the standard representation on Cnρ
of GLnρ(C) and µ is a similitude character of the L-group
LGn, as in
[2, Proposition 5.6].
2. The induced representation δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊ σ is irreducible.
First we prove an analogue of [16, Proposition 2.1].
Proposition 3.1. Let σ ∈ Irr(Gn) denote a discrete series representation
and let ρ ∈ Irr(GLnρ) denote an essentially self-dual cuspidal unitarizable
representation. For half-integers x, y such that x−y is a non-negative integer,
we assume that we have an embedding
σ →֒ νxρ× νx−1ρ× · · · × νyρ⋊ σds,
where σds ∈ Irr(Gm) is a discrete series representation. Then the following
holds:
1. If y > 0, then 2y − 1 ∈ Jordρ(σds) and Jordρ(σ) = Jordρ(σds) ∪ {2x +
1} \ {2y − 1}.
2. If y < 0, then Jordρ(σ) = Jordρ(σds) ∪ {2x+ 1, 1− 2y}.
Proof. First, we note that for cuspidal unitarizable representations ρ1 ∈
Irr(GLnρ1 ) and ρ2 ∈ Irr(GLnρ2 ) and non-negative integers z1 and z2, the nor-
malizing factor, modulo a holomorphic invertible function of s, corresponding
to an intertwining operator between two essentially square integrable repre-
sentations
νsδ([ν−
z1−1
2 ρ1, ν
z1−1
2 ρ1])→ ν
s′δ([ν−
z2−1
2 ρ2, ν
z2−1
2 ρ2]).
is, by [17, I.4. the formula (1)], equal to
L(s− s′, δ([ν−
z1−1
2 ρ1, ν
z1−1
2 ρ1])×
˜
δ([ν−
z2−1
2 ρ2, ν
z2−1
2 ρ2]))·
·
(
L(1 + s− s′, δ([ν−
z1−1
2 ρ1, ν
z1−1
2 ρ1])×
˜
δ([ν−
z2−1
2 ρ2, ν
z2−1
2 ρ2]))
)−1
=
= L(s− s′ + |(z1 − z2)/2|, ρ1 × ρ˜2) (L(s− s
′ + (z1 + z2)/2, ρ1 × ρ˜2))
−1
.
(1)
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As in [16, Proposition 2.1], we apply the formula (1) to calculate the
Plancherel measure µ(z, σ)(s). It consists of the following steps:
Step 1a
νsδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])×νxρ×· · ·×νyρ⋊σds → ν
xρ×· · ·×νyρ×νsδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])⋊σds.
Step 1b
νxρ×· · ·×νyρ×νsδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])⋊σds → ν
xρ×· · ·×νyρ×ν−sδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])⋊σds.
Step 1c
νxρ×· · ·×νyρ×ν−sδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])⋊σds → ν
−sδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])×νxρ×· · ·×νyρ⋊σds.
Step 2a
ν−sδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])×νxρ×· · ·×νyρ⋊σds → ν
xρ×· · ·×νyρ×ν−sδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])⋊σds.
Step 2b
νxρ×· · ·×νyρ×ν−sδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])⋊σds → ν
xρ×· · ·×νyρ×νsδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])⋊σds.
Step 2c
νxρ×· · ·×νyρ×νsδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])⋊σds → ν
sδ([ν−
z−1
2 ρ, ν
z−1
2 ρ])×νxρ×· · ·×νyρ⋊σds.
In steps 1b and 2b, the intertwining operator is µ(z, σds)(s). In step 1a,
the normalizing factor modulo a holomorphic invertible function of s is
L(s− x+ (z − 1)/2, ρ× ρ˜)
L(s− x+ (z − 1)/2 + 1, ρ× ρ˜)
·
L(s− x+ (z − 1)/2 + 1, ρ× ρ˜)
L(s− x+ (z − 1)/2 + 2, ρ× ρ˜)
· · ·
·
L(s− y + (z − 1)/2, ρ× ρ˜)
L(s− y + (z − 1)/2 + 1, ρ× ρ˜)
=
L(s− x+ (z − 1)/2, ρ× ρ˜)
L(s− y + (z − 1)/2 + 1, ρ× ρ˜)
.
Similarly, in steps 1c, 2a, and 2c, the normalizing factor modulo a holomor-
phic invertible function of s is L(s+y+(z−1)/2,ρ×ρ˜)
L(s+x+(z−1)/2+1,ρ×ρ˜)
, L(−s−x+(z−1)/2,ρ×ρ˜)
L(−s−y+(z−1)/2+1,ρ×ρ˜)
, and
L(−s+y+(z−1)/2,ρ×ρ˜)
L(−s+x+(z−1)/2+1,ρ×ρ˜)
, respectively. Therefore, we have
µ(z, σ)(s) = µ(z, σds)(s) ·
L(s− x+ (z − 1)/2, ρ× ρ˜)
L(s− y + (z − 1)/2 + 1, ρ× ρ˜)
·
·
L(s + y + (z − 1)/2, ρ× ρ˜)
L(s+ x+ (z − 1)/2 + 1, ρ× ρ˜)
·
L(−s− x+ (z − 1)/2, ρ× ρ˜)
L(−s− y + (z − 1)/2 + 1, ρ× ρ˜)
·
·
L(−s + y + (z − 1)/2, ρ× ρ˜)
L(−s + x+ (z − 1)/2 + 1, ρ× ρ˜)
. (2)
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We are ready to prove the proposition using the fact that z ∈ Jordρ(σ)
if and only if µ(z, σ)(s) has a pole at s = 0.
First, it is known that L(s, ρ × ρ˜) has a pole only at s = 0 and it is a
simple pole. Furthermore, it is non-zero. Therefore, the product of the L-
functions in (2) has a (double) pole at s = 0 if and only if either x = (z−1)/2
or y = −(z − 1)/2 and has zero if and only if either y = (z − 1)/2 + 1 or
x = −(z−1)/2−1. Furthermore, it is also known that the Plancherel measure
(both µ(z, σ)(s) and µ(z, σds)(s)) has order zero or two at s = 0. Therefore,
µ(z, σ)(s) has a pole at s = 0 if and only if either one of the following cases
holds:
• µ(z, σds)(s) has a pole at s = 0 and y 6= (z − 1)/2 + 1,
• x = (z − 1)/2,
• y = −(z − 1)/2.
Note that the case x 6= −(z−1)/2−1 always holds since −(z−1)/2−1 ≤ −1.
If y > 0, the case y = −(z − 1)/2 cannot happen and therefore,
Jordρ(σ) = Jordρ(σds) ∪ {2x+ 1}\{2y − 1}.
If y ≤ 0, the case y 6= (z − 1)/2 + 1 always holds. Therefore, we have
Jordρ(σ) = Jordρ(σds) ∪ {2x+ 1,−2y + 1}.
Lemma 3.2. Let σ be a discrete series of Gn, let ρ ∈ Irr(GLk) be a cuspidal
unitarizable representation, and let x ∈ R be such that there exists an irre-
ducible representation σ′ of Gn−k such that σ is a subrepresentation of the
induced representation
νxρ⋊ σ′.
Then (ρ, 2x+ 1) ∈ Jord(σ).
Proof. Let us first prove that σ′ has to be a tempered representation. Other-
wise, in the same way as in the proof of [8, Theorem 3.5], we obtain that there
are x1, y1 such that x1−y1 ∈ Z and x1+y1 < 0 and irreducible representations
ρ1, π1, such that σ
′ →֒ δ([νx1ρ1, ν
y1ρ1]) ⋊ π1. Thus, σ is a subrepresentation
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of νxρ×δ([νx1ρ1, ν
y1ρ1])⋊π1, and since σ is square-integrable, it is contained
in the kernel of an intertwining operator
νxρ× δ([νx1ρ1, ν
y1ρ1])⋊ π1 → δ([ν
x1ρ1, ν
y1ρ1])× ν
xρ⋊ π1.
It follows that ρ1 ∼= ρ and y1 = x − 1. Also, σ is a subrepresentation
of δ([νx1ρ1, ν
xρ1]) ⋊ π1, which is impossible since x1 + x ≤ 0. Thus, σ
′ is
tempered, and if it is a discrete series representation the claim of the lemma
follows from Proposition 3.1.
Let us now suppose that σ′ is not a discrete series representation. Then
σ′ is a subrepresentation of an induced representation of the form
δ([ν−x1ρ1, ν
x1ρ1])× δ([ν
−x2ρ2, ν
x2ρ2])× · · · × δ([ν
−xkρk, ν
xkρk])⋊ σds,
for a discrete series σds and k ≥ 1. In the same way as before, we deduce
that ρ1 ∼= ρ, x1 = x− 1, and σ is a subrepresentation of
δ([ν−x+1ρ, νxρ])× δ([ν−x2ρ2, ν
x2ρ2])× · · · × δ([ν
−xkρk, ν
xkρk])⋊ σds.
The square-integrability of σ implies that k = 1, since otherwise we would
have σ →֒ δ([ν−x2ρ2, ν
x2ρ2]) ⋊ π2, for some irreducible representation π2.
Consequently, σ →֒ δ([ν−x+1ρ, νxρ])⋊ σds, and an application of Proposition
3.1 finishes the proof.
The following technical result will be used several times in the paper:
Lemma 3.3. Let ρ ∈ Irr(GLnρ) denote a cuspidal unitarizable representation
and let a, b ∈ R be such that b−a is a nonnegative integer. Let σ ∈ Irr(Gn) be
such that µ∗(σ) contains an irreducible constituent of the form δ([νaρ, νbρ])⊗
π and such that µ∗(σ) does not contain an irreducible constituent of the form
νxρ⊗ π1, for a ≤ x < b. Then there is an irreducible representation π2 such
that σ is a subrepresentation of δ([νaρ, νbρ])⋊ π2.
Proof. It follows at once that there is an irreducible cuspidal representation π′
such that the Jacquet modules of σ with respect to the appropriate parabolic
subgroup contains νbρ ⊗ νb−1ρ ⊗ · · · ⊗ νaρ ⊗ π′. Using [16, Lemma 3.1], we
deduce that there is a representation π′′ such that σ is a subrepresentation
of the induced representation νbρ× νb−1ρ× · · · × νaρ⋊ π′′. Now the rest of
the proof follows in the same way as in the proof of [11, Lemma 3.4].
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Definition 3.4. Let σ ∈ Irr(Gn) denote a discrete series representation.
For an irreducible essentially self-dual cuspidal unitarizable representation ρ
of GLnρ, we write Jordρ(σ) = {a : (a, ρ) ∈ Jord(σ)}. If Jordρ(σ) 6= ∅ and
a ∈ Jordρ(σ), we put a = max{b ∈ Jordρ(σ) : b < a}, if it exists. For
a ∈ Jordρ(σ) such that a is defined, we set
ǫσ((a , ρ), (a, ρ)) = 1
if there exists an irreducible representation π of some Gn′ and an inclusion
σ →֒ δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⋊ π. (3)
Otherwise, let
ǫσ((a , ρ), (a, ρ)) = −1.
Using Lemma 3.2 and Lemma 3.3, we obtain:
Lemma 3.5. Let σ denote a discrete series representation. Let (a, ρ) ∈
Jord(σ) such that a is defined. Then ǫσ((a , ρ), (a, ρ)) = 1 if and only if
there exists an irreducible representation σ′ such that
µ∗(σ) ≥ δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗ σ′.
Let us prove another useful technical result:
Lemma 3.6. Let (ρ, 2x + 1) ∈ Jord(σ). Suppose that there is some y
such that σ is a subrepresentation of an induced representation of the form
δ([νyρ, νxρ]) ⋊ π, for some irreducible representation π, and let ymin be a
minimal such number. If π is an irreducible representation such that σ is a
subrepresentation of δ([νyminρ, νxρ])⋊ π, then π is a discrete series.
Proof. Suppose, on the contrary, that π is not a discrete series. Then, using
the square-integrability criterion and approach similar to the one used in
the proof of [8, Theorem 3.5], we obtain that there are x1, y1 such that
x1− y1 ∈ Z and x1 + y1 ≤ 0 and irreducible representations ρ1, π1, such that
π is a subrepresentation of
δ([νy1ρ1, ν
x1ρ1])⋊ π1.
Square-integrability criterion implies that σ is contained in the kernel of an
intertwining operator
δ([νyminρ, νxρ])× δ([νy1ρ1, ν
x1ρ1])⋊ π1 →
δ([νy1ρ1, ν
x1ρ1])× δ([ν
yminρ, νxρ])⋊ π1.
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Consequently, ρ ∼= ρ1 and σ is a subrepresentation of
δ([νy1ρ, νxρ])× δ([νyminρ, νx1ρ])⋊ π1.
Now [16, Lemma 3.2] implies that there is an irreducible representation π2
such that σ is a subrepresentation of δ([νy1ρ, νxρ]) ⋊ π2 and y1 < ymin, a
contradiction.
We note the following consequence of Proposition 3.1 and Lemma 3.6:
Corollary 3.7. Let (2x + 1, ρ) ∈ Jord(σ). Suppose that there is some y,
y ≤ 0, such that σ is a subrepresentation of an induced representation of the
form δ([νyρ, νxρ]) ⋊ σ′, for some irreducible representation σ′, and let ymin
denote a minimal such number. Then (−2ymin + 1, ρ) ∈ Jord(σ).
Now we prove:
Lemma 3.8. If ǫσ((a , ρ), (a, ρ)) = 1, π in (3) is an irreducible tempered
subrepresentation of an induced representation of the form
δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σ1,
where σ1 is a discrete series such that Jord(σ1) = Jord(σ)\{(ρ, a), (ρ, a−)}.
Therefore,
σ →֒ δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ σ1.
Furthermore, ǫσ((a , ρ), (a, ρ)) = 1 if and only if there is an irreducible rep-
resentation π1 such that σ is a subrepresentation of δ([ν
− a −1
2 ρ, ν
a−1
2 ρ])⋊ π1.
Proof. From Proposition 3.1 we deduce that π is not a discrete series repre-
sentation. Let us show that π is tempered. Otherwise, there are x1, y1 such
that x1− y1 ∈ Z and x1+ y1 < 0, and irreducible representations ρ1, π1, such
that π is a subrepresentation of δ([νx1ρ1, ν
y1ρ1])⋊ π1.
Square-integrability criterion implies that σ is contained in the kernel of
an intertwining operator
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([νx1ρ1, ν
y1ρ1])⋊ π1 →
δ([νx1ρ1, ν
y1ρ1])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⋊ π1.
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Consequently, ρ ∼= ρ1 and σ is a subrepresentation of
δ([νx1ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, νy1ρ])⋊ π1 ∼=
δ([ν
a +1
2 ρ, νy1ρ])× δ([νx1ρ, ν
a−1
2 ρ])⋊ π1.
Using Lemma 3.2 we deduce that y1 =
a −1
2
. It follows that σ is a subrep-
resentation of δ([νx1ρ, ν
a−1
2 ρ]) ⋊ π1, for x1 < −
a −1
2
, which is impossible by
Proposition 3.1 and Lemma 3.6.
So, π is tempered and one readily sees that it is a subrepresentation of
an induced representation of the form
δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])× · · · × δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σ1,
with σ1 square-integrable. If δ([ν
− a −1
2 ρ, ν
a −1
2 ρ]) appears in the previous
product more than once, in the same way as before one gets that σ is a subrep-
resentation of an induced representation of the form δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊π′1,
contradicting the square-integrability criterion. Thus, π is a subrepresen-
tation of δ([ν−
a −1
2 ρ, ν
a −1
2 ρ]) ⋊ σ1, and σ is contained in the kernel of an
intertwining operator
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σ1 →
δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⋊ σ1.
This implies that Jord(σ1) = Jord(σ) \ {(ρ, a ), (ρ, a)} and lemma is proved.
We take a moment to recall the characterization of strongly positive dis-
crete series, which can be deduced directly from [9, Theorem 4.6] or from
[13, Section 7]:
Proposition 3.9. Let σ denote a discrete series representation. Then σ is
strongly positive if and only if for all (a, ρ) ∈ Jord(σ) such that a is defined
we have
ǫσ((a , ρ), (a, ρ)) = −1.
We also note
Theorem 3.10. Let σ denote a non-strongly positive discrete series. Then
there is (a, ρ) ∈ Jord(σ) such that a is defined and ǫσ((a , ρ), (a, ρ)) = 1 and
a discrete series σds such that σ is a subrepresentation of δ([ν
− a −1
2 ρ, ν
a−1
2 ρ])⋊
σds and
13
• if a is even and there is some b ∈ Jordρ(σds) such that b ∈ Jordρ(σds)
is defined and we have ǫσds((b , ρ), (b, ρ)) = 1, then a > b ,
• if a is odd and there is some b ∈ Jordρ(σds) such that b ∈ Jordρ(σds)
is defined and we have ǫσds((b , ρ), (b, ρ)) = 1, then a < b.
In particular, for a discrete series σ there exists an ordered n-tuple of discrete
series representations (σ1, σ2, . . . , σn), σi ∈ Irr(Gmi), such that σ1 is strongly
positive, σn ∼= σ and, for every i = 2, 3, . . . , n, there are (ai, ρi), (bi, ρi) ∈
Jord(σ) such that in Jordρi(σi) we have ai = (bi) ,
σi →֒ δ([ν
−
ai−1
2 ρi, ν
bi−1
2 ρi])⋊ σi−1,
and
• if ρi ∼= ρj, for some j > i, and bi is even, then ai > aj,
• if ρi ∼= ρj, for some j > i, and bi is odd, then bi < bj.
Proof. For a discrete series σ which is not strongly positive, there is an
ordered pair (a, ρ) ∈ Jord(σ) such that a is defined and ǫσ((a , ρ), (a, ρ)) =
1. We denote by σ′ a discrete series such that σ is a subrepresentation of
δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ σ′.
For (b, ρ′) ∈ Jord(σ), ρ′ 6∼= ρ, such that b is defined, it follows directly
from Lemma 3.5 that ǫσ((b , ρ
′), (b, ρ′)) = 1 if and only if ǫσ′((b , ρ
′), (b, ρ′)) =
1. In the same way one can see that, for (b, ρ) ∈ Jord(σ) such that b is
defined and either b < a or b > a, ǫσ((b , ρ), (b, ρ)) = 1 if and only if
ǫσ′((b , ρ), (b, ρ)) = 1.
In the rest of the proof, let ρ denote an irreducible cuspidal essentially
self-dual unitarizable representation such that Jordρ(σ) 6= ∅ and there is an
a ∈ Jordρ(σ) such that a is defined and ǫσ((a , ρ), (a, ρ)) = 1. Let S1 denote
the set of all b ∈ Jordρ(σ) such that b is defined and ǫσ((b , ρ), (b, ρ)) = 1. If
a is even, we denote by c the maximal element of S1. If a is odd, we denote
by c the minimal element of S1. Let an = c , bn = c and let σn−1 denote a
discrete series representation such that σ is a subrepresentation of
δ([ν−
an−1
2 ρ, ν
bn−1
2 ρ])⋊ σn−1.
If ǫσn−1((a , ρ), (a, ρ)) = 1 for some a ∈ Jordρ(σn−1) such that a is de-
fined in Jordρ(σn−1), and a is even, then we obviously have a < an−1. If
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ǫσn−1((a , ρ), (a, ρ)) = 1 for some a ∈ Jordρ(σn−1) such that a is defined in
Jordρ(σn−1), and a is odd, then we obviously have bn−1 < a.
Now an inductive application of this procedure, together with Proposition
3.1 and Proposition 3.9, can be used to finish the proof.
The following result can be obtained following the same lines as in [16,
Section 4].
Lemma 3.11. Let σ ∈ Irr(Gn) denote a discrete series representation and let
ρ be an irreducible essentially self-dual cuspidal unitarizable representation
of some GLnρ. Also, let a, b denote positive integers, a < b, such that for
x ∈ Jordρ(σ) we have
x−a
2
, x−b
2
∈ Z and x 6∈ {a, a + 1, . . . , b}. Then the
induced representation
δ([ν−
a−1
2 ρ, ν
b−1
2 ρ])⋊ σ
contains two irreducible subrepresentations, which are mutually non-isomorphic.
Lemma 3.12. Let σ denote a discrete series representation. Let (a, ρ) ∈
Jord(σ) be such that a is defined and a ≤ a−4. Then for every x such that
a−x
2
is an integer and a + 4 ≤ x ≤ a, exists a discrete series representation
π such that σ is a subrepresentation of δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊π. Furthermore, if
an irreducible constituent of the form δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⊗π′ appears in µ∗(σ),
then π′ ∼= π and δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⊗π′ appears in µ∗(σ) with multiplicity one.
Proof. Let us first prove that there is an irreducible representation π such
that σ is a subrepresentation of δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊ π.
Similarly as in Theorem 3.10, there are irreducible essentially square-
integrable representations δ1, . . . , δk, δi = δ([ν
−xiρi, ν
yiρi]) ∈ R(GL), xi, yi ≥
0, for i = 1, . . . , k, and discrete series representations σ1, . . . , σk ∈ R(G),
such that σ →֒ δk ⋊ σk, σi+1 →֒ δi ⋊ σi for i = 1, . . . , k − 1, σ1 is strongly
positive, in Jordρk(σ) we have (2yk+1) = 2xk+1 and in Jordρi(σi) we have
(2yi + 1) = 2xi + 1.
Obviously, σ is a subrepresentation of δk× δk−1×· · ·× δ1⋊σ1, and either
(a, ρ) ∈ Jord(σ1), or there is a unique i ∈ {1, . . . , k} such that ρi ∼= ρ and
a ∈ {2xi + 1, 2yi + 1}.
If (a, ρ) ∈ Jord(σ1), as in [4] or [7, Section 4] we see that there is an irre-
ducible strongly positive representation σ′ such that σ1 →֒ δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊
σ′. Since 2xi + 1, 2yi + 1 ∈ Jordρi(σ), for i = 1, . . . , k we have
δi × δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) ∼= δ([ν
x−1
2 ρ, ν
a−1
2 ρ])× δi,
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and it follows that σ is a subrepresentation of
δ([ν
x−1
2 ρ, ν
a−1
2 ρ])× δk × · · · × δ1 ⋊ σ
′.
If ρi ∼= ρ and a = 2yi+1, for some i ∈ {1, 2, . . . , k}, we have an embedding
δi →֒ δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) × δ([ν−xiρ, ν
x−3
2 ρ]) and, since for j = i + 1, . . . , k we
have δj × δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) ∼= δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) × δj , we obtain that σ is a
subrepresentation of
δ([ν
x−1
2 ρ, ν
a−1
2 ρ])× δk × · · · × δi+1 × δ([ν
−x1ρ, ν
x−3
2 ρ])× δi−1 × · · · × δ1 ⋊ σ1.
If ρi ∼= ρ and a = 2xi + 1, for some i ∈ {1, 2, . . . , k}, similarly as in the
previous case we obtain that σ is an irreducible subrepresentation of
δk × · · ·× δi+1× δ([ν
−x−3
2 ρ, νyiρ])× δi−1× · · ·× δ1× δ([ν
− a−1
2 ρ, ν−
x−1
2 ρ])⋊ σ1.
Let us prove that the induced representation δ([ν−
a−1
2 ρ, ν−
x−1
2 ρ]) ⋊ σ1 is
irreducible. In R(G) we have
δ([ν−
a−1
2 ρ, ν−
x−1
2 ρ])⋊ σ1 = δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊ σ1.
From the cuspidal support of this induced representation we see at once that
it does not contain a tempered subquotient. Let us write a non-tempered
irreducible subquotient of δ([ν−
a−1
2 ρ, ν−
x−1
2 ρ])⋊σ1 in the form L(δ
′
1, . . . , δ
′
l, τ),
where δ′1, . . . , δ
′
l are irreducible essentially square-integrable representations,
δ′j ∈ Irr(GLn′j ), such that e(δ
′
1) ≤ · · · ≤ e(δ
′
l) < 0, and τ ∈ Irr(Gn′′) is an
irreducible tempered representation.
By Frobenius reciprocity and transitivity of Jacquet modules, we deduce
that µ∗(δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊σ1) ≥ δ
′
1⊗σ
′ for some irreducible representation σ′
such that the Jacquet module of σ′ with respect to the appropriate parabolic
subgroup contains δ′2 ⊗ · · · ⊗ δ
′
l ⊗ τ .
Structural formula implies that there are x−3
2
≤ i1 ≤ j1 ≤
a−1
2
and an
irreducible constituent π1 ⊗ σ
′′ of µ∗(σ1) such that
δ′1 ≤ δ([ν
−i1ρ, ν−
x−1
2 ρ])× δ([νj1+1ρ, ν
a−1
2 ρ])× π1
and
σ′ ≤ δ([νi1+1ρ, νj1ρ])⋊ σ′′.
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Since e(δ′1) < 0 and σ1 is strongly positive, it follows at once that δ
′
1
∼=
δ([ν−i1ρ, ν−
x−1
2 ρ]) and σ′ ≤ δ([νi1+1ρ, ν
a−1
2 ρ])⋊ σ1.
If l ≥ 2, in the same way we obtain that δ′2
∼= δ([ν−i2ρ, ν−i1−1ρ]) for
some i2 ≥ i1 + 1, which is impossible since e(δ
′
1) ≤ e(δ
′
2). Thus, l = 1
and δ([νi1+1ρ, ν
a−1
2 ρ]) ⋊ σ1 contains a tempered subquotient. It can be eas-
ily seen that this happens only if i1 =
a−1
2
, so every irreducible constituent
of δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) ⋊ σ1 is isomorphic to its Langlands quotient, which ap-
pears there with multiplicity one. Consequently, the induced representation
δ([ν−
a−1
2 ρ, ν−
x−1
2 ρ])⋊ σ1 is irreducible and isomorphic to δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊
σ1.
Since δj × δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) ∼= δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) × δj for j = 1, . . . , i −
1, i+ 1, . . . , k and δ([ν−
x−3
2 ρ, νyiρ])× δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) ∼= δ([ν
x−1
2 ρ, ν
a−1
2 ρ])×
δ([ν−
x−3
2 ρ, νyiρ]), we obtain that σ is an irreducible subrepresentation of
δ([ν
x−1
2 ρ, ν
a−1
2 ρ])× δk × · · · × δi+1 × δ([ν
−x−3
2 ρ, νyiρ])× δi−1 × · · · × δ1 ⋊ σ1.
Now [16, Lemma 3.2] implies that there is π ∈ Irr(Gn′′) such that σ is a
subrepresentation of δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊ π.
Now we show that π is square-integrable. Suppose, on the contrary, that π
is not a discrete series representation. Then there exist, by [8, Theorem 3.5],
x′, y′, x′ − y′ ∈ Z and x′ + y′ ≤ 0 and irreducible representations ρ′, π1, such
that π is a subrepresentation of
δ([νx
′
ρ′, νy
′
ρ′])⋊ π1.
In the same way as in the proof of Lemma 3.6, we see that ρ′ ∼= ρ, y′ = x−32 ,
and σ is a subrepresentation of δ([νx
′
ρ, ν
a−1
2 ρ]) ⋊ π1. Since x
′ < −a −1
2
, this
contradicts Corollary 3.7.
It remains to prove that if some irreducible constituent of the form δ([ν
x−1
2 ρ,
ν
a−1
2 ρ])⊗π′ appears in µ∗(σ), then π′ ∼= π and δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⊗π′ appears
in µ∗(σ) with multiplicity one.
We have already seen that σ is a subrepresentation of δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊π.
It follows from Proposition 3.1 that Jordρ(σ) = Jordρ(π)∪{a}\{x−2} and,
consequently, Jordρ(π)∩[x−1, a] = ∅. Now one can see, in the same way as in
the proof of [18, Theorem 2.1], that if an irreducible constituent of the form
δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) ⊗ π′ appears in µ∗(δ([ν
x−1
2 ρ, ν
a−1
2 ρ])⋊ π), then π′ ∼= π and
δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) ⊗ π′ appears in µ∗(δ([ν
x−1
2 ρ, ν
a−1
2 ρ]) ⋊ π) with multiplicity
one. This finishes the proof.
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Similarly as in the proof of the previous lemma, we also obtain:
Lemma 3.13. Let σ denote a discrete series representation. Let (a, ρ) ∈
Jord(σ) such that a is not defined. Also, suppose that µ∗(σ) contains an
irreducible constituent of the form ν
a−1
2 ρ ⊗ σ′. Then there exists a discrete
series representation π such that σ is a subrepresentation of
δ([ν
a−1
2
−⌊a−1
2
⌋+1ρ, ν
a−1
2 ρ])⋊ π,
where ⌊a−1
2
⌋ stands for the largest integer which is not greater than a−1
2
. Fur-
thermore, if an irreducible constituent of the form δ([ν
a−1
2
−⌊a−1
2
⌋+1ρ, ν
a−1
2 ρ])⊗
π′ appears in µ∗(σ), then π′ ∼= π and such a constituent appears in µ∗(σ) with
multiplicity one. Also, µ∗(σ) does not contain an irreducible constituent of
the form δ([νxρ, ν
a−1
2 ρ])⊗ π for x < 0.
Theorem 3.14. Let σ denote a non-strongly positive discrete series. Let
(a, ρ) ∈ Jord(σ) be such that a is defined and ǫσ((a , ρ), (a, ρ)) = 1. Also, let
σds denote a discrete series representation such that σ is a subrepresentation
of the induced representation
δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ σds. (4)
Then the induced representation (4) contains exactly two irreducible subrep-
resentations, which are square-integrable and mutually non-isomorphic.
Proof. By Lemma 3.11, we already know that the induced representation
(4) contains exactly two irreducible subrepresentations which are mutually
non-isomorphic. Let us show the square-integrability of irreducible subrepre-
sentations of (4). To achieve this, we follow an approach introduced in [18].
First we prove that there are no irreducible tempered subquotients of the
induced representation (4) which are not square-integrable.
On the contrary, suppose that there is some irreducible tempered but non-
square integrable representation τ such that τ ≤ δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊σds. In
the same way as in [8, Section 3] we deduce that there is an irreducible cus-
pidal unitarizable representation ρ′, a non-negative integer b and a tempered
representation τ ′ such that
τ →֒ δ([ν−bρ′, νbρ′])⋊ τ ′.
Frobenius reciprocity shows that µ∗(τ) ≥ δ([ν−bρ′, νbρ′])⊗ τ ′. Thus,
µ∗(δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ σds) ≥ δ([ν
−bρ′, νbρ′])⊗ τ ′.
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Since σds is a discrete series representation, using the structural formula and
Lemma 3.2 one readily sees that ρ′ ∼= ρ and b = a −12 . Also, τ
′ is an irreducible
subquotient of δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ⋊ σds. From a description of the Jordan
blocks of σds we deduce that the induced representation δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⋊
σds does not contain a tempered subquotient, a contradiction.
Let us now prove that the only irreducible non-tempered subquotient
of the induced representation (4) is its Langlands quotient. Let us de-
note an irreducible non-tempered subquotient of (4) by π and write π ∼=
L(δ1, . . . , δk, τ), where δ1, . . . , δk are irreducible essentially square-integrable
representations of some GLn1 , . . ., GLnk such that e(δ1) ≤ · · · ≤ e(δk) < 0,
and τ is an irreducible tempered representation of some Gn′. Write δi =
δ([νaiρi, ν
biρi]).
Using Frobenius reciprocity and transitivity of Jacquet modules, we see
that
µ∗(δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ σds) ≥ δ1 ⊗ π
′,
for some irreducible representation π′ such that its Jacquet module with
respect to the appropriate parabolic subgroup contains δ2 ⊗ · · · ⊗ δk ⊗ τ .
It follows from the structural formula that there are −a +1
2
≤ i ≤ j ≤ a−1
2
and an irreducible constituent δ ⊗ π′′ of µ∗(σds) such that
δ([νa1ρ1, ν
b1ρ1]) ≤ δ([ν
−iρ, ν
a −1
2 ρ])× δ([νj+1ρ, ν
a−1
2 ρ])× δ
and
π′ ≤ δ([νi+1ρ, νjρ])⋊ π′′.
Since e(δ1) =
a1+b1
2
< 0 and σds is square-integrable, it follows that ρ1 ∼= ρ.
Also, using Lemma 3.2 and the description of the Jordan blocks of σds, we
deduce that j = a−1
2
, a1 = −i, b1 =
a −1
2
, and
π′ ≤ δ([νi+1ρ, ν
a−1
2 ρ])⋊ σds.
Suppose that i < a−1
2
. Then the induced representation δ([νi+1ρ, ν
a−1
2 ρ])⋊σds
does not contain a tempered subquotient, so k ≥ 2. Now, in the same way
as before, we deduce that δ2 is of the form δ([ν
i′ρ, ν−i−1ρ]), for some i′ ≤
−i − 1, which is impossible since e(δ1) ≤ e(δ2). Thus, i =
a−1
2
and the only
non-tempered subquotient of the induced representation (4) is its Langlands
quotient, which appears in the composition series of (4) with multiplicity
one. This proves the theorem.
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Now we prove a result which happens to be crucial for our classification.
Theorem 3.15. Let σ denote a non-strongly positive discrete series. Let
(a, ρ) ∈ Jord(σ) such that a is defined and ǫσ((a , ρ), (a, ρ)) = 1. Also, let
σds denote a discrete series representation such that
σ →֒ δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ σds.
Suppose that (x, ρ′) ∈ Jord(σds) is such that x is defined. If ρ
′ 6∼= ρ, or
ρ′ ∼= ρ and either x < a or x > a holds, then ǫσds((x , ρ
′), (x, ρ′)) =
ǫσ((x , ρ
′), (x, ρ′)). Otherwise, we have
ǫσds((x , ρ), (x, ρ)) = ǫσ((x , ρ), (a , ρ)) · ǫσ((a, ρ), (x, ρ)).
Proof. We have already seen that for (b, ρ′) ∈ Jord(σ), ρ′ 6∼= ρ, such that b is
defined, ǫσ((b, ρ
′), (b , ρ′)) = 1 if and only if ǫσds((b, ρ
′), (b , ρ′)) = 1. Also, for
(b, ρ) ∈ Jord(σ) such that b is defined and either b < a or b > a, we have
already proved that ǫσ((b, ρ), (b , ρ)) = 1 if and only if ǫσds((b, ρ), (b , ρ)) = 1.
Let us describe the remaining case which we have to discuss.
Let (b, ρ) ∈ Jord(σ) such that b is defined. Also, assume that a ∈
Jordρ(σ) is such that a = (b ) and ǫσ((a, ρ), (b , ρ)) = 1. Suppose that a is
defined and let σds denote a discrete series such that σ is a subrepresentation
of
δ([ν−
a−1
2 ρ, ν
b −1
2 ρ])⋊ σds.
Then a , b ∈ Jordρ(σds) and Jordρ(σds) ∩ [a + 1, b− 1] = ∅.
We have already seen that σ is a subrepresentation of an induced repre-
sentation of the form
δ([ν
a+1
2 ρ, ν
b −1
2 ρ])⋊ τtemp,
where τtemp is an irreducible tempered subrepresentation of the induced rep-
resentation
δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊ σds.
Furthermore, in R(G) we have
δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊ σds = τ1 + τ2,
for mutually non-isomorphic tempered representations τ1 and τ2, and there
is a unique i ∈ {1, 2} such that τtemp ∼= τi.
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Also, using the structural formula, together with Lemma 3.2 and the
description of Jord(σds), in the same way as in the proof of [26, Lemma 4.1]
we obtain that there is a unique i ∈ {1, 2} such that
µ∗(τi) ≥ δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗ δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds.
Suppose that δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) × δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ⊗ π is an irreducible
constituent appearing in µ∗(δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊σds). Then there are −
a+1
2
≤
i ≤ j ≤ a−1
2
and an irreducible constituent δ ⊗ π′ of µ∗(σds) such that
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ≤ δ([ν−iρ, ν
a−1
2 ρ])× δ([νj+1ρ, ν
a−1
2 ρ])× δ
and
π ≤ δ([νi+1ρ, νjρ])⋊ π′.
From the description of Jordρ(σds), we obtain that m
∗(δ) does not contain
an irreducible constituent of the form νxρ ⊗ δ′ for a +1
2
≤ x ≤ a−1
2
. Thus,
i = −a +1
2
and j = a +1
2
.
We emphasize that the induced representation δ([ν−
a −1
2 ρ, ν
a −1
2 ρ]) ⋊ σds
is irreducible, so
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗ δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds (5)
is the only irreducible constituent of µ∗(δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊ σds) of the form
δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) × δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ⊗ π, and it appears there with multi-
plicity one.
Also, in the same way as in [26, Section 4], one can see that
µ∗(τi) ≥ δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗ δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds
is equivalent to the fact that τi is a subrepresentation of
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds.
Let us now determine all irreducible constituents of the form δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗
π appearing in µ∗(δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊σds). Directly from the structural for-
mula, we obtain that there is an irreducible constituent of the form δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗
π′ appearing in µ∗(σds) such that π is a subquotient of δ([ν
− a−1
2 ρ, ν
a−1
2 ρ])⋊π′.
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By Lemma 3.12, δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗ π′ is a unique irreducible constituent of
µ∗(σds) of such form, it appears in µ
∗(σds) with multiplicity one, π
′ is a dis-
crete series representation and one can see directly from Proposition 3.1 that
the induced representation δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊ π′ is irreducible.
Thus, there is a unique i ∈ {1, 2} such that µ∗(τi) contains an irreducible
constituent of the form δ([ν
a+1
2 ρ, ν
b−1
2 ρ]) ⊗ π. Furthermore, it follows from
Lemma 3.3 that there is an irreducible representation π′ such that τi is a
subrepresentation of δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⋊ π′.
We first prove that ǫσ((a , ρ), (a, ρ)) = 1 if and only if τtemp is a unique
irreducible subrepresentation of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σds which contains the
irreducible constituent (5) in the Jacquet module with respect to the appro-
priate parabolic subgroup.
Suppose that ǫσ((a , ρ), (a, ρ)) = 1. Then we have the following embed-
dings:
σ →֒ δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⋊ π1
σ →֒ δ([ν
a +1
2 ρ, ν
b −1
2 ρ])⋊ π2
and
σ →֒ δ([ν
a+1
2 ρ, ν
b −1
2 ρ])⋊ τtemp, (6)
for some irreducible representations π1 and π2.
This enables us to conclude that µ∗(π2) contains an irreducible con-
stituent of the form δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ⊗ π′2, and it can be directly seen
that π2 is a subrepresentation of an induced representation of the form
δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ⋊ π, for some irreducible representation π. Consequently,
µ∗(σ) ≥ δ([ν
a +1
2 ρ, ν
b −1
2 ρ]) × δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ⊗ π, and it now follows from
(6) that there are a−1
2
≤ i ≤ j ≤ b −1
2
and an irreducible constituent δ′ ⊗ π′
of µ∗(τtemp) such that
δ([ν
a +1
2 ρ, ν
b −1
2 ρ])×δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ≤ δ([ν−iρ, ν−
a+1
2 ρ])×δ([νj+1ρ, ν
b −1
2 ρ])×δ′.
Obviously, i = a−1
2
. Also, since τtemp is a subrepresentation of δ([ν
− a−1
2 ρ, ν
a−1
2 ρ])⋊
σds, from the description of Jordρ(σds) we get that m
∗(δ′) does not contain
an irreducible constituent of the form νxρ⊗ π′′ for a+1
2
≤ x ≤ b −1
2
.
Consequently, j = a−1
2
, δ′ ∼= δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) × δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) and
τtemp is the unique irreducible subrepresentation of δ([ν
− a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σds
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which contains the irreducible constituent (5) in the Jacquet module with
respect to the appropriate parabolic subgroup.
Conversely, let us suppose that τtemp is an irreducible subrepresentation
of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σds which contains the irreducible constituent (5) in
the Jacquet module with respect to the appropriate parabolic subgroup, i.e.,
that τtemp is subrepresentation of
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds.
It follows that σ is a subrepresentation of
δ([ν
a+1
2 ρ, ν
b −1
2 ρ])×δ([ν
a +1
2 ρ, ν
a−1
2 ρ])×δ([ν
a +1
2 ρ, ν
a−1
2 ρ])×δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊σds.
If σ is not contained in the kernel of an intertwining operator
δ([ν
a+1
2 ρ, ν
b −1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])×
× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds →
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a+1
2 ρ, ν
b −1
2 ρ])×
× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds,
there is an irreducible representation τ ′ such that σ is a subrepresentation of
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⋊ τ ′.
Otherwise, σ is a subrepresentation of
δ([ν
a +1
2 ρ, ν
b −1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds,
and, since we have
δ([ν
a +1
2 ρ, ν
b −1
2 ρ])×δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ∼= δ([ν
a +1
2 ρ, ν
a−1
2 ρ])×δ([ν
a +1
2 ρ, ν
b −1
2 ρ]),
we also conclude that there is an irreducible representation τ ′ such that σ is a
subrepresentation of δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⋊τ ′. Consequently, ǫσ((a , ρ), (a, ρ)) =
1.
Now we prove that ǫσ((b , ρ), (b, ρ)) = 1 if and only if τtemp is a unique
irreducible subrepresentation of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σds which contains an
irreducible constituent of the form δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗π in the Jacquet module
with respect to the appropriate parabolic subgroup.
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If ǫσ((b , ρ), (b, ρ)) = 1, then there is a discrete series σ
′
ds such that µ
∗(σ) ≥
δ([ν−
b −1
2 ρ, ν
b−1
2 ρ])⊗σ′ds. Since σ is a subrepresentation of δ([ν
a+1
2 ρ, ν
b −1
2 ρ])⋊
τtemp, using the structural formula we conclude that µ
∗(τtemp) contains an
irreducible constituent of the form δ([νxρ, ν
b−1
2 ρ])⊗π1, for x ≤ 0. Transitivity
of Jacquet modules now implies that τtemp contains an irreducible constituent
of the form δ([ν
a+1
2 ρ, ν
b−1
2 ρ]) ⊗ π in the Jacquet module with respect to the
appropriate parabolic subgroup.
Let us now assume that τtemp contains an irreducible constituent of the
form δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗π in the Jacquet module with respect to the appropri-
ate parabolic subgroup. It follows that σ contains an irreducible constituent
of the form
δ([ν
a+1
2 ρ, ν
b −1
2 ρ])⊗ δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗ π
in the Jacquet module with respect to the appropriate parabolic subgroup.
By transitivity of Jacquet modules, there is an irreducible constituent δ ⊗ π
in µ∗(σ) such that the Jacquet module of δ with respect to the appropriate
parabolic subgroup contains δ([ν
a+1
2 ρ, ν
b −1
2 ρ]) ⊗ δ([ν
a+1
2 ρ, ν
b−1
2 ρ]). Since σ
is a subrepresentation of δ([ν−
a−1
2 ρ, ν
b −1
2 ρ]) ⋊ σds, we obtain that there are
−a+1
2
≤ i ≤ j ≤ b −1
2
and an irreducible constituent δ′ ⊗ π′ of µ∗(σds) such
that
δ ≤ δ([ν−iρ, ν
a−1
2 ρ])× δ([νj+1ρ, ν
b −1
2 ρ])× δ′.
Obviously, i = −a+1
2
. Since b 6∈ Jordρ(σds), a < a and b ∈ Jordρ(σds),
we deduce that j = a−1
2
and δ′ ∼= δ([ν
a+1
2 ρ, ν
b−1
2 ρ]). It follows that δ ∼=
δ([ν
a+1
2 ρ, ν
b −1
2 ρ]) × δ([ν
a+1
2 ρ, ν
b−1
2 ρ]). Consequently, µ∗(σ) contains an irre-
ducible constituent of the form δ([ν
b +1
2 ρ, ν
b−1
2 ρ])⊗ π′ and ǫσ((b , ρ), (b, ρ)) =
1.
By Lemma 3.12, there is a unique discrete series σ′ds such that σds is a sub-
representation of δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⋊σ′ds. Thus, every irreducible subrepresen-
tation of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊σds is also a subrepresentation of δ([ν
− a−1
2 ρ, ν
a−1
2 ρ])×
δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⋊ σ′ds, and in R(G) we have
δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])× δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⋊ σ′ds =
δ([ν−
a−1
2 ρ, ν
b−1
2 ρ])⋊ σ′ds + L(δ([ν
− a−1
2 ρ, ν
a−1
2 ρ]), δ([ν
a+1
2 ρ, ν
b−1
2 ρ]))⋊ σ′ds.
Since σ′ds is a discrete series representation and, by Lemma 3.12, δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⋊
σ′ds contains σds with multiplicity one, it follows directly from the struc-
tural formula that µ∗(δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) × δ([ν
a+1
2 ρ, ν
b−1
2 ρ]) ⋊ σ′ds) contains
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δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⊗ σds with multiplicity two. In the same way one can see
that µ∗(δ([ν−
a−1
2 ρ, ν
b−1
2 ρ])⋊ σ′ds) contains δ([ν
− a−1
2 ρ, ν
a−1
2 ρ])⋊ σds with mul-
tiplicity one. Thus, each of induced representations δ([ν−
a−1
2 ρ, ν
b−1
2 ρ]) ⋊ σ′ds
and L(δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]), δ([ν
a+1
2 ρ, ν
b−1
2 ρ])) ⋊ σ′ds contains exactly one irre-
ducible tempered subrepresentation of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊ σds.
Also, since the induced representation δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σ′ds is irre-
ducible and µ∗(σ′ds) does not contain irreducible constituents of the form
νxρ ⊗ π for a+1
2
≤ x ≤ b−1
2
, it follows from the structural formula that
µ∗(δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])× δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⋊ σ′ds) contains a unique irreducible
constituent of the form δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗π (note that π has to be isomorphic
to δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊ σ′ds), which appears there with multiplicity one, and
such an irreducible constituent is obviously contained in µ∗(δ([ν−
a−1
2 ρ, ν
b−1
2 ρ])⋊
σ′ds).
Therefore, an irreducible tempered subrepresentation τ of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊
σds contains an irreducible representation of the form δ([ν
a+1
2 ρ, ν
b−1
2 ρ]) ⊗ π
in the Jacquet module with respect to the appropriate parabolic subgroup if
and only if τ is contained in δ([ν−
a−1
2 ρ, ν
b−1
2 ρ])⋊ σ′ds.
It remains to prove that an irreducible tempered subrepresentation τ
of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σds, which is contained in δ([ν
− a−1
2 ρ, ν
b−1
2 ρ]) ⋊ σ′ds
contains the irreducible constituent (5) in the Jacquet module with respect
to the appropriate parabolic subgroup if and only if ǫσds((a , ρ), (b, ρ)) = 1.
Let us first assume that µ∗(τ) contains the representation (5). Since τ is a
subquotient of δ([ν−
a−1
2 ρ, ν
b−1
2 ρ])⋊σ′ds it follows that µ
∗(δ([ν−
a−1
2 ρ, ν
b−1
2 ρ])⋊
σ′ds) also contains the representation (5). The structural formula implies that
there are −a+1
2
≤ i ≤ j ≤ b−1
2
and an irreducible constituent δ⊗π of µ∗(σ′ds)
such that
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])×δ([ν
a +1
2 ρ, ν
a−1
2 ρ]) ≤ δ([ν−iρ, ν
a−1
2 ρ])×δ([νj+1ρ, ν
b−1
2 ρ])×δ.
Clearly, j = b−1
2
and µ∗(σ′ds) contains an irreducible constituent of the form
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗π1. Since σds is a subrepresentation of δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⋊
σ′ds, we obtain that the Jacquet module of σds with respect to the appropriate
parabolic subgroup contains δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗π1. Now in
the same way as in the proof of Lemma 3.3 we get that there is an irreducible
representation π2 such that σds is a subrepresentation of δ([ν
a +1
2 ρ, ν
b−1
2 ρ])⋊
π2. This gives ǫσds((a , ρ), (b, ρ)) = 1.
Let us now assume that ǫσds((a , ρ), (b, ρ)) = 1 and let τ
′ denote a unique
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irreducible subrepresentation of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σds which contains the
irreducible representation (5) in the Jacquet module with respect to the ap-
propriate parabolic subgroup. Since δ([ν−
a −1
2 ρ, ν
a −1
2 ρ]) ⋊ σds is irreducible
and ǫσds((a , ρ), (b, ρ)) = 1, it follows that µ
∗(δ([ν−
a −1
2 ρ, ν
a −1
2 ρ])⋊ σds) con-
tains an irreducible constituent of the form δ([ν
a +1
2 ρ, ν
b−1
2 ρ]) ⊗ π1. Thus,
the Jacquet module of τ ′ with respect to the appropriate parabolic subgroup
contains
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗ δ([ν
a +1
2 ρ, ν
b−1
2 ρ])⊗ π1.
Transitivity of Jacquet modules implies that there is an irreducible con-
stituent δ ⊗ π1 in µ
∗(τ ′) such that the Jacquet module of δ with respect
to the appropriate parabolic subgroup contains
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗ δ([ν
a +1
2 ρ, ν
b−1
2 ρ]). (7)
Since τ ′ is a subrepresentation of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊σds, it follows from the
structural formula that there are −a+1
2
≤ i ≤ j ≤ a−1
2
and an irreducible
constituent δ′ ⊗ π′ of µ∗(σds) such that
δ ≤ δ([ν−iρ, ν
a−1
2 ρ])× δ([νj+1ρ, ν
a−1
2 ρ])× δ′.
By Lemma 3.2 and transitivity of Jacquet modules, we get that m∗(δ′) does
not contain an irreducible constituent of the form νxρ⊗ π′′ such that a +1
2
≤
x ≤ a−1
2
. Since m∗(δ([ν−iρ, ν
a−1
2 ρ]) × δ([νj+1ρ, ν
a−1
2 ρ]) × δ′) contains the
irreducible constituent (7), we deduce that i = −a +1
2
and j = a +1
2
. It can
now be directly concluded that δ′ ∼= δ([ν
a +1
2 ρ, ν
b−1
2 ρ]) and, consequently,
δ ∼= δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
b−1
2 ρ]).
Using transitivity of Jacquet modules again, we conclude that µ∗(τ ′) contains
the irreducible constituent
δ([ν
a+1
2 ρ, ν
b−1
2 ρ])⊗ δ([ν−
a−1
2 ρ, ν
a−1
2 ρ])⋊ σ′ds. (8)
Finally, let us assume that ǫσds((a , ρ), (b, ρ)) = 1 and let τ
′ denote a
unique irreducible subrepresentation of δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σds which con-
tains the irreducible representation (8) in the Jacquet module with respect to
the appropriate parabolic subgroup. From ǫσds((a , ρ), (b, ρ)) = 1 we obtain
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that µ∗(σ′ds) contains an irreducible constituent of the form δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗
π1. Since the induced representation δ([ν
− a−1
2 ρ, ν
a−1
2 ρ])⋊σ′ds is irreducible, it
follows that µ∗(δ([ν−
a−1
2 ρ, ν
a−1
2 ρ]) ⋊ σ′ds) contains an irreducible constituent
of the form
δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])× δ([ν
a +1
2 ρ, ν
a−1
2 ρ])⊗ π2,
and it can be concluded in the same way as in the previous case that µ∗(τ ′)
contains the irreducible representation (5).
It follows that
ǫσds((a , ρ), (b, ρ)) = ǫσ((a , ρ), (a, ρ)) · ǫσ((b , ρ), (b, ρ)),
and the theorem is proved.
4 Invariants of discrete series II: the ǫ-function
on single elements
In this section we define and study the ǫ-function on certain single elements of
the Jordan blocks of discrete series representations. Throughout this section
we denote the partial cuspidal support of the irreducible representation σ by
σcusp.
We use the following two results for further definition of the ǫ-function.
Lemma 4.1. Let σ ∈ R(G) denote a discrete series representation, and sup-
pose that ρ ∈ Irr(GLnρ) is a cuspidal unitarizable essentially self-dual repre-
sentation such that ρ⋊σcusp reduces and write ρ⋊σcusp = τ1+τ−1, where repre-
sentations τ1 and τ−1 are irreducible tempered and mutually non-isomorphic.
Suppose that Jordρ(σ) = {a , a}. Also, suppose that if ǫσ((b , ρ
′), (b, ρ′)) = 1
for some (b, ρ′) ∈ Jord(σ), then Jordρ′(σcusp) = ∅ and Jordρ′(σ) = {b , b}.
Then there is a unique i ∈ {1,−1} such that the Jacquet module of σ with
respect to an appropriate parabolic subgroup contains an irreducible con-
stituent of the form π ⊗ δ([νρ, ν
a−1
2 ρ]) ⊗ τi. Also, if µ
∗(σ) contains an ir-
reducible constituent of the form π′⊗ τ , where τ is an irreducible subquotient
of δ([νxρ, ν
a−1
2 ρ])⋊ σcusp, then x ≤ 0.
Proof. From the description of the strongly positive discrete series, given in
[4], we obtain that ǫ((a , ρ), (a, ρ)) = 1.
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By Theorem 3.10, there exists an ordered n-tuple of discrete series rep-
resentations (σ1, σ2, . . ., σn), σi ∈ Irr(Gni), such that σ1 is strongly positive,
σn ∼= σ, σ is a subrepresentation of δ([ν
− a −1
2 ρ, ν
a−1
2 ρ])⋊ σn−1 and, for every
i = 2, 3, . . . , n− 1, there are (ai, ρi), (bi, ρi) ∈ Jord(σ) such that in Jordρi(σi)
we have ai = (bi) and
σi →֒ δ([ν
−
ai−1
2 ρi, ν
bi−1
2 ρi])⋊ σi−1.
Furthermore, for i = 2, . . . , n − 2 we have Jordρi(σcusp) = ∅, ρi 6
∼= ρ for
i = 2, . . . , n− 1, and ρi1 6
∼= ρi2 for i1, i2 ∈ {2, . . . , j − 1}, i1 6= i2. Also, there
are no twists of ρ, ρ2, . . . , ρn−1 appearing in the cuspidal support of σ1.
It follows from [9, Theorem 4.6] that there is a unique irreducible repre-
sentation π1 such that σ1 is a subrepresentation of π1 ⋊ σcusp. Also, µ
∗(σ1)
contains π1 ⊗ σcusp with multiplicity one, π1 is ladder representation (in the
sense of [5]) and there are no twists of ρ, ρ2, . . . , ρn−1 appearing in the cuspidal
support of π1.
We have an embedding
σ →֒δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])× δ([ν−
an−1−1
2 ρn−1, ν
bn−1−1
2 ρn−1])× · · ·×
× δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])× π1 ⋊ σcusp.
We note that the induced representation δ([ν−
an−1−1
2 ρn−1, ν
bn−1−1
2 ρn−1]) ×
· · · × δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])× π1 is irreducible (this is proved in much bigger
generality in [6, Subsection 6.3]) and denote it by π2.
Let us determine the multiplicity of π2 ⊗ σcusp in µ
∗(σn−1). Transitivity
of Jacquet modules shows that such a multiplicity is less than or equal to the
multiplicity of
δ([ν−
an−1−1
2 ρn−1, ν
bn−1−1
2 ρn−1])⊗· · ·⊗ δ([ν
−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⊗π1⊗σcusp (9)
in the Jacquet module of σn−1 with respect to the appropriate parabolic
subgroup.
Since we have that σn−1 →֒ δ([ν
−
an−1−1
2 ρn−1, ν
bn−1−1
2 ρn−1])⋊σn−2, one can
see in the same way as in the proof of [19, Theorem 2.3] that the multiplicity
of (9) in the Jacquet module of σn−1 with respect to the appropriate parabolic
subgroup equals the multiplicity of
δ([ν−
an−2−1
2 ρn−2, ν
bn−2−1
2 ρn−2])⊗ · · · ⊗ δ([ν
−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⊗ π1 ⊗ σcusp
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in the Jacquet module of σn−2 with respect to the appropriate parabolic sub-
group. A repeated application of this procedure shows that the multiplicity
of (9) in the Jacquet module of σn−1 with respect to the appropriate parabolic
subgroup equals the multiplicity of π1 ⊗ σcusp in µ
∗(σ1). Consequently, the
multiplicity of π2 ⊗ σcusp in µ
∗(σn−1) equals one.
Since the representation δ([ν−
a −1
2 ρ, ν
a−1
2 ρ]) × π2 is irreducible and for
x > 0 we have δ([νxρ, νyρ])⋊σcusp ∼= δ([ν
−yρ, ν−xρ])⋊σcusp (one can see this
in the same way as in [24]), we have an embedding
σ →֒ π2 × δ([νρ, ν
a −1
2 ρ])× δ([νρ, ν
a−1
2 ρ])× ρ⋊ σcusp.
The induced representation π2× δ([νρ, ν
a −1
2 ρ]) is irreducible, and we denote
it by π. Frobenius reciprocity and [16, Lemma 3.2] imply that the Jacquet
module of σ with respect to the appropriate parabolic subgroup contains
an irreducible representation of the form π ⊗ δ([νρ, ν
a−1
2 ρ]) ⊗ τ , where τ is
an irreducible representation such that µ∗(τ) ≥ ρ⊗ σcusp. Thus, there is an
i ∈ {1,−1} such that the Jacquet module of σ with respect to the appropriate
parabolic subgroup contains π ⊗ δ([νρ, ν
a−1
2 ρ])⊗ τi.
Let us prove that the irreducible representation π ⊗ δ([νρ, ν
a−1
2 ρ]) ⊗ τi
appears with multiplicity one in the Jacquet module of δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊
σn−1 with respect to the appropriate parabolic subgroup. Transitivity of
Jacquet modules implies that there is an irreducible constituent π ⊗ τ ′ of
µ∗(δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ σn−1) such that µ
∗(τ ′) ≥ δ([νρ, ν
a−1
2 ρ])⊗ τi.
Structural formula implies that there are −a +1
2
≤ i ≤ j ≤ a−1
2
and an
irreducible constituent π′ ⊗ τ ′′ of µ∗(σn−1) such that
π ≤ δ([ν−iρ, ν
a −1
2 ρ])× δ([νj+1ρ, ν
a−1
2 ρ])× π′
and
τ ′ ≤ δ([νi+1ρ, νjρ])⋊ τ ′′.
Since π ∼= π2 × δ([νρ, ν
a −1
2 ρ]) and twists of ρ do not appear in the cuspidal
support of σn−1, it follows that i = −1, j =
a−1
2
and τ ′′ ∼= σcusp. Also, since
δ([ρ, ν
a−1
2 ρ])⊗τi appears with multiplicity one in µ
∗(δ([νρ, ν
a−1
2 ρ])⋊σcusp), it
follows that the multiplicity of π⊗δ([νρ, ν
a−1
2 ρ])⊗τi in the Jacquet module of
δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊σn−1 with respect to the appropriate parabolic subgroup
equals the multiplicity of π2 ⊗ σcusp in µ
∗(σn−1), which equals one.
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We denote by σ′ the irreducible subrepresentation of δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊
σn−1 different than σ. Repeating the same arguments as before, one can
deduce that there is an i′ ∈ {1,−1} such that π⊗δ([νρ, ν
a−1
2 ρ])⊗τi′ appears in
the Jacquet module of σ′ with respect to the appropriate parabolic subgroup.
Also, π ⊗ δ([νρ, ν
a−1
2 ρ]) ⊗ τi′ appears with multiplicity one in the Jacquet
module of δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊σn−1 with respect to the appropriate parabolic
subgroup. Thus, there is a unique i ∈ {1,−1} such that π⊗δ([νρ, ν
a−1
2 ρ])⊗τi
appears in the Jacquet module of σ with respect to the appropriate parabolic
subgroup.
Suppose that µ∗(σ) contains an irreducible constituent of the form π′⊗τ ,
where τ is an irreducible subquotient of δ([νxρ, ν
a−1
2 ρ])⋊σcusp for x > 0. The
induced representation δ([νxρ, ν
a−1
2 ρ])⋊σcusp is then irreducible and isomor-
phic to δ([ν−
a−1
2 ρ, ν−xρ])⋊σcusp. Thus, µ
∗(σ) ≥ π⊗δ([ν−
a−1
2 ρ, ν−xρ])⋊σcusp
and one can see directly from the cuspidal support of π that this contradicts
the square-integrability of σ. This finishes the proof.
Lemma 4.2. Let σ ∈ R(G) denote a discrete series representation and sup-
pose that ρ ∈ Irr(GLnρ) is a cuspidal unitarizable essentially self-dual repre-
sentation such that ρ⋊σcusp reduces and write ρ⋊σcusp = τ1+τ−1, where repre-
sentations τ1 and τ−1 are irreducible, tempered and mutually non-isomorphic.
Suppose that Jordρ(σ) 6= ∅, and denote the maximal element of Jordρ(σ) by
amax. Then there is a unique i ∈ {1,−1} such that the Jacquet module of
σ with respect to an appropriate parabolic subgroup contains an irreducible
constituent of the form π ⊗ δ([νρ, ν
amax−1
2 ρ])⊗ τi.
Proof. In the same way as in the proof of Theorem 3.10, one can see that
there is an ordered n-tuple of discrete series representations (σ1, σ2, . . ., σn),
σi ∈ Irr(Gni), such that σn
∼= σ, σ1 is as in the statement of the previous
lemma and Jordρ(σ1) = {a, amax}, and for every i = 2, 3, . . . , n, there are
(ai, ρi), (bi, ρi) ∈ Jord(σ) such that ai = (bi) ∈ Jordρi(σi),
σi →֒ δ([ν
−
ai−1
2 ρi, ν
bi−1
2 ρi])⋊ σi−1,
and
• if ρi ∼= ρj for some j > i and bi is even, then ai > aj ,
• if ρi ∼= ρj for some j > i and bi is odd, then bi < bj .
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Thus, we have an embedding
σ →֒ δ([ν−
an−1
2 ρn, ν
bn−1
2 ρn])× · · · × δ([ν
−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊ σ1,
and
σ1 →֒ δ([ν
− a−1
2 ρ, ν
amax−1
2 ρ])⋊ σds,
where σds is a discrete series representation and Jordρ(σds) = ∅.
Let j stand for a unique element of {1,−1} such that the Jacquet module
of σ1 with respect to an appropriate parabolic subgroup contains an irre-
ducible constituent of the form π′ ⊗ δ([νρ, ν
amax−1
2 ρ])⊗ τj .
Similarly as in the proof of the previous lemma, we obtain that there
is an i ∈ {1,−1} such that the Jacquet module of σ with respect to an
appropriate parabolic subgroup contains an irreducible constituent of the
form π⊗δ([νρ, ν
amax−1
2 ρ])⊗τi. Thus, there is an irreducible constituent π⊗τ
of µ∗(σ) such that µ∗(τ) ≥ δ([νρ, ν
amax−1
2 ρ])⊗ τi.
Using the structural formula, we obtain that there is an irreducible con-
stituent π1 ⊗ τ1 of µ
∗(σ1) such that τ ≤ π2 ⋊ τ1, for some irreducible rep-
resentation π2. Since ν
amax−1
2 ρ appears in the cuspidal support of τ and it
does not appear neither in the cuspidal support of δ([ν−
ak−1
2 ρk, ν
bk−1
2 ρk]), for
k = 2, . . . , n, nor in the cuspidal support of σds, we get that τ1 is an irreducible
subquotient of δ([νxρ, ν
a−1
2 ρ])⋊σcusp for x ≥ 0. Now previous lemma implies
that x = 0 and that τ1 is an irreducible subquotient of δ([ρ, ν
a−1
2 ρ]) ⋊ σcusp.
Transitivity of Jacquet modules yields that the Jacquet module of σ1 con-
tains an irreducible constituent of the form π1 ⊗ δ([νρ, ν
amax−1
2 ρ]) ⊗ τi and
previous lemma implies i = j, and the lemma is proved.
Definition 4.3. Let σ denote a discrete series representation. We addition-
ally define ǫσ on certain elements of Jord(σ):
1. Suppose that Jordρ(σ) consists of even numbers and let amin denote the
minimal element of Jordρ(σ). Let ǫσ(amin, ρ) = 1 if µ
∗(σ) contains
an irreducible constituent of the form δ([ν
1
2ρ, ν
amin−1
2 ρ]) ⊗ π, and let
ǫσ(amin, ρ) = −1 otherwise. Also, for a ∈ Jordρ(σ) such that a is
defined, let ǫσ(a , ρ) · ǫσ(a, ρ) = ǫσ((a , ρ), (a, ρ)).
2. Suppose that Jordρ(σ) consists of odd numbers and ρ⋊σcusp reduces. We
denote by τ1 and τ−1 irreducible, tempered, mutually non-isomorphic
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subrepresentations of ρ ⋊ σcusp. Let amax denote the maximal element
of Jordρ. Let ǫσ(amax, ρ) = i, where i ∈ {1,−1} is such that the
Jacquet module of σ with respect to an appropriate parabolic subgroup
contains an irreducible constituent of the form π⊗δ([νρ, ν
amax−1
2 ρ])⊗τi.
Also, for a ∈ Jordρ(σ) such that a is defined, let ǫσ(a , ρ) · ǫσ(a, ρ) =
ǫσ((a , ρ), (a, ρ)).
In the following lemma we gather some results on the embeddings of
discrete series.
Lemma 4.4. Let σ ∈ R(G) denote a discrete series representation and sup-
pose that ρ ∈ R(GL) is an irreducible essentially self-dual cuspidal repre-
sentation such that some twist of ρ appears in the cuspidal support of σ. If
there is an a ∈ Jordρ(σ) such that a is defined and ǫσ((a , ρ), (a, ρ)) = 1
holds, then there is a discrete series σds such that σ is a subrepresentation
of δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊σds, and µ
∗(σ) contains δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⊗σds with
multiplicity one. If ǫσ((a , ρ), (a, ρ)) = −1 holds for every a ∈ Jordρ(σ) such
that a is defined, then there is an irreducible representation δ ∈ R(GL)
whose cuspidal support consists only of twists of ρ and a discrete series
σds ∈ R(G) without twists of ρ in the cuspidal support such that σ is a
subrepresentation of δ⋊ σds. Also, δ⊗ σds appears in µ
∗(σ) with multiplicity
one and for (b, ρ′) ∈ Jord(σ), such that b is defined and ρ′ 6∼= ρ, we have
ǫσ((b , ρ
′), (b, ρ′)) = ǫσds((b , ρ
′), (b, ρ′)).
Proof. If there is an a ∈ Jordρ(σ) such that a is defined and ǫσ((a , ρ), (a, ρ)) =
1 holds, the statement of the lemma follows from Lemma 3.8 and from the
proof of [19, Theorem 2.3].
Let us now assume that ǫσ((a , ρ), (a, ρ)) = −1 holds for every a ∈
Jordρ(σ) such that a is defined. Similarly as before, we deduce that there
is an ordered n-tuple (σ1, σ2, . . . , σn) of discrete series representations σi ∈
R(G) such that σ1 is strongly positive, σn ∼= σ, and, for every i = 2, 3, . . . , n,
there are (ai, ρi), (bi, ρi) ∈ Jord(σ) such that in Jordρi(σi) we have ai = (bi)
and σi is a subrepresentation of δ([ν
−
ai−1
2 ρi, ν
bi−1
2 ρi])⋊ σi−1.
Obviously, ρ 6∼= ρi for i = 2, 3, . . . , n. By [9, Section 5], there is an
irreducible representation δ, which is a unique irreducible subrepresentation
of an induced representation the form
δ([νxρ, νy1ρ])× δ([νx+1ρ, νy2ρ])× · · · × δ([νx+k−1ρ, νykρ]),
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where x + i − 1 ≤ yi and yi < yi+1 for i = 1, 2, . . . , k, and ν
x+k−1ρ ⋊ σcusp
reduces, such that σ1 is a subrepresentation of δ⋊ σ
′
1, where σ
′
1 is a strongly
positive discrete series without twists of ρ in the cuspidal support. Also, [9,
Section 5] shows that δ ⊗ σ′1 appears in µ
∗(σ1) with multiplicity one. Note
that Jordρi(σ1) = Jordρi(σ
′
1) for i = 2, . . . , n, and for (b, ρ
′) ∈ Jord(σ1), such
that b is defined and ρ′ 6∼= ρ, we have ǫσ1((b , ρ
′), (b, ρ′)) = ǫσ′1((b , ρ
′), (b, ρ′)).
It is a direct consequence of [6, Subsection 6.3] that for i = 2, 3, . . . , n we
have
δ([ν−
ai−1
2 ρi, ν
bi−1
2 ρi])× δ ∼= δ × δ([ν
−
ai−1
2 ρi, ν
bi−1
2 ρi]).
Thus, there is an embedding
σ2 →֒ δ × δ([ν
−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊ σ
′
1.
So, there is an irreducible representation π such that σ2 is a subrepresentation
of δ ⋊ π. Frobenius reciprocity implies that µ∗(σ2) ≥ δ ⊗ π and, since no
twists of ρ appear in the cuspidal support of δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2]) ⋊ σ
′
1, it
follows that π is a subquotient of δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊ σ
′
1.
Since µ∗(σ2) also contains δ([ν
−
a2−1
2 ρ2, ν
b2−1
2 ρ2]) ⊗ σ1, it follows at once
that µ∗(π) contains an irreducible constituent of the form δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⊗
π′. Using the equality Jordρ2(σ1) = Jordρ2(σ
′
1), in the same way as in the
proof of [19, Theorem 2.3] one can see that the only such irreducible con-
stituent appearing in µ∗(δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊σ
′
1) is δ([ν
−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⊗
σ′1, which appears there with multiplicity two. Since such irreducible con-
stituent is contained in Jacquet modules of both irreducible subrepresenta-
tions of δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊σ
′
1, we conclude that π is a subrepresentation
of δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊ σ
′
1. Theorem 3.14 shows that π is a discrete series
representation. Furthermore, no twists of ρ appear in the cuspidal support
of π and Jordρi(π) = Jordρi(σ2) for i = 3, . . . , n.
If we denote by σ′2 the irreducible subrepresentation of δ([ν
−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊
σ1 different than σ2, applying the same arguments we can conclude that there
is an irreducible subrepresentation π′ of δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊σ
′
1 such that
σ′2 is a subrepresentation of δ⋊π
′. Since π and π′ appear in the composition
series of δ([ν−
a2−1
2 ρ2, ν
b2−1
2 ρ2])⋊σ
′
1 with multiplicity one, we get that δ⊗π ap-
pears in µ∗(σ2) with multiplicity one. Obviously, for (b, ρ
′) ∈ Jord(σ2), such
that b is defined and ρ′ 6∼= ρ, we have ǫσ2((b , ρ
′), (b, ρ′)) = ǫpi((b , ρ
′), (b, ρ′)).
Now a repeated application of this procedure finishes the proof.
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Lemma 4.5. Suppose that ρ ∈ Irr(GLnρ) is a cuspidal unitarizable essen-
tially self-dual representation such that ρ ⋊ σcusp reduces. Let amax denote
the maximal element of Jordρ(σ). Suppose that ǫσ(((amax) , ρ), (amax, ρ)) = 1
and let σds stand for a discrete series representation such that σ is a subrep-
resentation of
δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ])⋊ σds.
If Jordρ(σds) 6= ∅ and bmax stands for the maximal element of Jordρ(σds),
then ǫσ(amax, ρ) · ǫσ((bmax, ρ), ((amax) , ρ)) = ǫσds(bmax, ρ), i.e., ǫσ(bmax, ρ) =
ǫσds(bmax, ρ).
Proof. Let us write ρ⋊σcusp = τ1+ τ−1, where representations τ1 and τ−1 are
irreducible tempered and mutually non-isomorphic. It follows from Lemma
4.2 that Jordρ(σ) consists of an even number of odd positive integers.
If π stands for a discrete series subrepresentation of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ])⋊
σds, an inductive application of the previous lemma, together with Theo-
rem 3.10, shows that there is an ordered m-tuple (σ1, . . . , σm) of discrete
series representations in R(G) such that π ∼= σ and for every i = 2, . . . , m
there is an irreducible representation δi ∈ R(GL) such that σi →֒ δi ⋊ σi−1,
µ∗(σi) contains δi ⊗ σi−1 with multiplicity one, σ1 is a subrepresentation of
δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ]) ⋊ σcusp and δ2 ∼= δ([ν
− c−1
2 ρ, ν
bmax−1
2 ρ]), for c such
that in Jordρ(σ2) we have (bmax) = c. Also, if ν
xρ appears in the cuspidal
support of some δi for i ∈ {2, . . . , m}, then −
(amax) −3
2
≤ x ≤ (amax) −3
2
. We
note that this also implies that the Jacquet module of σds with respect to
the appropriate parabolic subgroup contains
δm−1 ⊗ δm−2 ⊗ · · · ⊗ δ3 ⊗ σ2, (10)
where σ2 is an irreducible subrepresentation of δ2 ⋊ σcusp.
In the same way as in the proof of Lemma 4.1 we obtain that there is an
i ∈ {1,−1} such that the Jacquet module of π with respect to the appropriate
parabolic subgroup contains
δm−1 ⊗ δm−2 ⊗ · · · ⊗ δ2 ⊗ δ([νρ, ν
(amax) −1
2 ρ])⊗ δ([νρ, ν
amax−1
2 ρ])⊗ τi. (11)
Multiplicity of (11) in the Jacquet module of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ]) ⋊
σds with respect to the appropriate parabolic subgroup obviously equals the
multiplicity of δ([νρ, ν
(amax) −1
2 ρ])⊗δ([νρ, ν
amax−1
2 ρ])⊗τi in the Jacquet module
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of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ])⋊σcusp with respect to the appropriate parabolic
subgroup, and we have already seen that such a multiplicity equals one.
Thus, for every discrete series subrepresentation of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ])⋊
σds there is a unique i ∈ {1,−1} such that its Jacquet module with respect to
the appropriate parabolic subgroup contains (11). We denote by πi a unique
discrete series subrepresentation of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ]) ⋊ σds whose
Jacquet module with respect to the appropriate parabolic subgroup contains
(11). Note that transitivity of Jacquet modules implies ǫpii(amax, ρ) = i.
Let j = ǫσds(bmax, ρ).
Suppose that πi is an irreducible subrepresentation of the induced repre-
sentation δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ])⋊σds such that ǫpii((bmax, ρ), ((amax) , ρ)) =
1 holds. Note that it follows in the same way as in the proof of Theorem
3.15 that ǫpi−i((bmax, ρ), ((amax) , ρ)) = −1, since πi is then a unique irre-
ducible subrepresentation of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ]) ⋊ σds which is also a
subrepresentation of an induced representation δ([ν−
amax+1
2 ρ, ν
amax−1
2 ρ]) ⋊ τ
for a tempered representation τ such that µ∗(τ) contains an irreducible con-
stituent of the form δ([ν
bmax+1
2 ρ, ν
(amax) −1
2 ρ])× δ([ν
bmax+1
2 ρ, ν
(amax) −1
2 ρ])⊗ π′.
Using the previous lemma again, we obtain that ǫσ2((bmax, ρ), ((amax) , ρ)) =
1 and deduce that the Jacquet module of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ])⋊σds with
respect to the appropriate parabolic subgroup contains
δm−1⊗· · ·⊗δ3⊗δ([ν
− bmax−1
2 ρ, ν
(amax) −1
2 ρ])⊗δ([νρ, ν
c−1
2 ρ])⊗δ([νρ, ν
amax−1
2 ρ])⊗τi.
Using (10) and the definition of the ordered m-tuple (σ1, . . . , σm), we get that
δ([ν−
bmax−1
2 ρ, ν
(amax) −1
2 ρ])⊗ δ([νρ, ν
c−1
2 ρ])⊗ δ([νρ, ν
amax−1
2 ρ])⊗ τi
is contained in the Jacquet module of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ])⋊σ2 with re-
spect to the appropriate parabolic subgroup. Thus, µ∗(δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ])⋊
σ2) contains an irreducible constituent of the form δ([ν
− bmax−1
2 ρ, ν
(amax) −1
2 ρ])⊗
π′. Structural formula implies that there are − (amax) +1
2
≤ l1 ≤ l2 ≤
amax−1
2
and an irreducible constituent δ ⊗ π′′ of µ∗(σ2) such that
δ([ν−
bmax−1
2 ρ, ν
(amax) −1
2 ρ]) ≤ δ([ν−l1ρ, ν
(amax) −1
2 ρ])× δ([νl2+1ρ, ν
amax−1
2 ρ])× δ
and
π′ ≤ δ([νl1+1ρ, νl2ρ])⋊ π′′.
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Obviously, l2 =
amax−1
2
. Since σ2 is a discrete series subrepresentation of
δ([ν−
c−1
2 ρ, ν
bmax−1
2 ρ]) ⋊ σcusp, we deduce at once that ν
− bmax−1
2 ρ is not con-
tained in the cuspidal support of δ. Consequently, l1 =
bmax−1
2
and π′′ ∼= σ2.
It follows that
δ([νρ, ν
c−1
2 ρ])⊗ δ([νρ, ν
amax−1
2 ρ])⊗ τi
is contained in the Jacquet module of δ([ν
bmax+1
2 ρ, ν
amax−1
2 ρ])⋊σ2 with respect
to the appropriate parabolic subgroup. From the cuspidal support of σ2
and (10), we deduce that the Jacquet module of σds with respect to the
appropriate parabolic subgroup contains
δm−1 ⊗ δm−2 ⊗ · · · ⊗ δ3 ⊗ δ([νρ, ν
c−1
2 ρ])⊗ δ([νρ, ν
bmax−1
2 ρ])⊗ τi.
Using the transitivity of Jacquet modules, we conclude that i = j, i.e., for
a discrete series subrepresentation σ of δ([ν−
(amax) −1
2 ρ, ν
amax−1
2 ρ]) ⋊ σds we
have ǫσ(amax, ρ) · ǫσ((bmax, ρ), ((amax) , ρ)) = ǫσds(bmax, ρ). This finishes the
proof.
Following the same lines as in the first part of the proof of the previous
lemma, one also obtains the following result.
Corollary 4.6. Suppose that ρ ∈ Irr(GLnρ) is a cuspidal unitarizable es-
sentially self-dual representation such that ρ⋊ σcusp reduces and let us write
ρ⋊σcusp = τ1+τ−1, where representations τ1 and τ−1 are irreducible tempered
and mutually non-isomorphic. Let σds denote a discrete series representation
such that Jordρ(σds) = ∅. For odd positive integers a and b, such that a < b,
and i ∈ {1,−1} there is a unique irreducible discrete series subrepresentation
σ of
δ([ν−
a−1
2 ρ, ν
b−1
2 ρ])⋊ σds
such that ǫσ(b, ρ) = i.
The following lemma can be proved in the same way as [11, Lemma 3.4].
Lemma 4.7. Suppose that Jordρ(σ) consists of even numbers and let amin de-
note the minimal element of Jordρ(σ). Then ǫσ(amin, ρ) = 1 if and only if σ is
a subrepresentation of an induced representation of the form δ([ν
1
2ρ, ν
amin−1
2 ρ])⋊
π, for an irreducible representation π.
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Lemma 4.8. Suppose that ρ ∈ Irr(GLnρ) is a cuspidal unitarizable essen-
tially self-dual representation such that ν
1
2ρ ⋊ σcusp reduces. Let σds denote
a discrete series representation such that Jordρ(σds) = ∅. For positive half-
integers a and b, such that a < b, there is a unique irreducible subrepresen-
tation of
δ([ν−aρ, νbρ])⋊ σds
which contains an irreducible constituent of the form δ([ν
1
2ρ, νaρ])⊗ π in its
Jacquet module with respect to the appropriate parabolic subgroup.
Proof. We have already seen that the induced representation δ([ν−aρ, νbρ])⋊
σds contains two irreducible subrepresentations which are mutually non-
isomorphic and square-integrable, let us denote them by σ1 and σ2. For
i = 1, 2, there is a unique irreducible tempered subrepresentation τi of
δ([ν−aρ, νaρ])⋊σds such that σi is a subrepresentation of δ([ν
a+1ρ, νbρ])⋊ τi.
It follows from the structural formula and the description of Jordρ(σds)
that the only irreducible constituent of the form δ([ν
1
2ρ, νaρ])×δ([ν
1
2ρ, νaρ])⊗
π appearing in µ∗(δ([ν−aρ, νaρ])⋊ σds) is
δ([ν
1
2ρ, νaρ])× δ([ν
1
2ρ, νaρ])⊗ σds,
which appears there with multiplicity one. Thus, there is exactly one i ∈
{1, 2} such that µ∗(τi) ≥ δ([ν
1
2ρ, νaρ]) × δ([ν
1
2ρ, νaρ]) ⊗ σds, and there is no
loss of generality in assuming that i = 1.
In the same way as in the proof of Theorem 3.15, we deduce that then
µ∗(σ1) ≥ δ([ν
1
2ρ, νaρ])⊗ π′, for some irreducible representation π′.
Suppose that µ∗(σ2) also contains an irreducible constituent of the form
δ([ν
1
2ρ, νaρ])⊗ π1, for some irreducible representation π1.
Since σ2 is a subrepresentation of δ([ν
1
2ρ, νbρ]) × δ([ν−aρ, ν−
1
2ρ]) ⋊ σds,
there is an irreducible representation π2 such that σ2 is a subrepresentation
of δ([ν
1
2ρ, νbρ])⋊ π2. Obviously, µ
∗(σ2) ≥ δ([ν
1
2ρ, νbρ])⊗ π2. Since µ
∗(σ2) ≥
δ([ν
1
2ρ, νaρ])⊗π1 and a < b, it follows from the structural formula that µ
∗(π2)
contains an irreducible constituent of the form δ([ν
1
2ρ, νaρ])⊗ π3. Thus, the
Jacquet module of σ2 with respect to the appropriate parabolic subgroup
contains δ([ν
1
2ρ, νbρ])⊗ δ([ν
1
2ρ, νaρ])⊗ π3.
So, there is an irreducible representation δ such that µ∗(σ2) ≥ δ ⊗ π3
and m∗(δ) ≥ δ([ν
1
2ρ, νbρ]) ⊗ δ([ν
1
2ρ, νaρ]). Since σ2 is a subrepresentation
of δ([ν−aρ, νbρ]) ⋊ σds, there are −a − 1 ≤ i ≤ j ≤ b and an irreducible
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constituent δ′ ⊗ π′ of µ∗(σds) such that
δ ≤ δ([ν−iρ, νaρ])× δ([νj+1ρ, νbρ])× δ′
and
π3 ≤ δ([ν
i+1ρ, νjρ])⋊ π′.
From Jordρ(σds) = ∅ we obtain that i = j = −
1
2
and π3 ∼= σds. Thus,
µ∗(σ2) ≥ δ([ν
1
2ρ, νbρ])× δ([ν
1
2ρ, νaρ])⊗ σds. This leads to
µ∗(δ([νa+1ρ, νbρ])⋊ τ2) ≥ δ([ν
1
2ρ, νbρ])× δ([ν
1
2ρ, νaρ])⊗ σds,
and one readily sees that this gives µ∗(τ2) ≥ δ([ν
1
2ρ, νaρ])×δ([ν
1
2ρ, νaρ])⊗σds,
which is impossible. This proves the lemma.
Lemma 4.9. Suppose that ρ ∈ Irr(GLnρ) is a cuspidal unitarizable es-
sentially self-dual representation such that Jordρ(σ) consists of even inte-
gers and let amin denote the minimal element of Jordρ(σ). Suppose that
ǫσ((amin, ρ), (a, ρ)) = 1, where amin = a in Jordρ(σ). Let σds stand for a
discrete series representation such that σ is a subrepresentation of
δ([ν−
amin−1
2 ρ, ν
a−1
2 ρ])⋊ σds.
If Jordρ(σds) 6= ∅ and bmin stands for the minimal element of Jordρ(σds), then
ǫσ(amin, ρ) · ǫσ((a, ρ), (bmin, ρ)) = ǫσds(bmin, ρ), i.e., ǫσ(bmin, ρ) = ǫσds(bmin, ρ).
Proof. Proof is similar to the one of Theorem 3.15. There is an irreducible
tempered representation τtemp which is a subrepresentation of the induced
representation δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊σds such that σ is a subrepresentation
of δ([ν
amin+1
2 ρ, ν
a−1
2 ρ])⋊ τtemp. Also, δ([ν
−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊ σds is a direct
sum of two irreducible tempered mutually non-isomorphic representations τ1
and τ2.
In the same way as in [26, Lemma 4.4] one can see that
δ([ν
1
2ρ, ν
amin−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ])⊗ σds (12)
is a unique irreducible constituent of µ∗(δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊σds) of the
form δ([ν
1
2ρ, ν
amin−1
2 ρ]) × δ([ν
1
2ρ, ν
amin−1
2 ρ]) ⊗ π, and it appears there with
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multiplicity one. Thus, there is a unique i ∈ {1, 2} such that µ∗(τi) contains
an irreducible constituent of the form δ([ν
1
2ρ, ν
amin−1
2 ρ])×δ([ν
1
2ρ, ν
amin−1
2 ρ])⊗
π, and in the same way as in the proof of Lemma 3.3 one can see that
there is an irreducible representation π′ such that τi is a subrepresentation
of δ([ν
1
2ρ, ν
amin−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ])⋊ π′.
Let σ′ds denote a discrete series such that σds is a subrepresentation of
δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ]) ⋊ σ′ds. We note that such a discrete series exists by
Lemma 3.13 and is unique. Also, by the same lemma, δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⊗
σ′ds is a unique irreducible constituent of the form δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⊗ π
appearing in µ∗(σds), and it appears there with multiplicity one. Proposition
3.1 implies that δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ]) ⋊ σ′ds is irreducible and it directly
follows that
δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⊗ δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊ σ′ds (13)
is a unique irreducible constituent of the form δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⊗ π ap-
pearing in µ∗(δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊ σds), and it appears there with mul-
tiplicity one. Thus, there is a unique j ∈ {1, 2} such that µ∗(τj) contains an
irreducible constituent of the form δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ]) ⊗ π, and it follows
from Lemma 3.3 that there is an irreducible representation π′ such that τj is
a subrepresentation of δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⋊ π′.
Let us first prove that ǫσ(amin, ρ) = 1 if and only if µ
∗(τtemp) contains the
irreducible constituent (12).
Suppose that ǫσ(amin, ρ) = 1. Then there are irreducible representations
π1 and π2 such that we have the following embeddings:
σ →֒ δ([ν
1
2ρ, ν
a−1
2 ρ])⋊ π1
σ →֒ δ([ν
1
2ρ, ν
amin−1
2 ρ])⋊ π2.
Frobenius reciprocity gives µ∗(σ) ≥ δ([ν
1
2ρ, ν
amin−1
2 ρ]) ⊗ π2 and it follows
directly from the structural formula that µ∗(π1) contains an irreducible con-
stituent of the form δ([ν
1
2ρ, ν
amin−1
2 ρ]) ⊗ π. Since µ∗(σ) does not contain an
irreducible constituent of the form νxρ ⊗ π′ for x < amin−1
2
, it follows that
µ∗(π1) also does not contain an irreducible constituent of the form ν
xρ⊗ π′
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for x < amin−1
2
, since otherwise we would have an embedding
σ →֒ δ([ν
1
2ρ, ν
a−1
2 ρ])⋊ π1 →֒ δ([ν
1
2ρ, ν
a−1
2 ρ])× νxρ⋊ π′1
∼= νxρ× δ([ν
1
2ρ, ν
a−1
2 ρ])⋊ π′1,
a contradiction.
Using Lemma 3.3 we deduce that there is an irreducible representation π′′
such that π1 is a subrepresentation of δ([ν
1
2ρ, ν
amin−1
2 ρ]) ⋊ π′′. Irreducibility
of δ([ν
1
2ρ, ν
a−1
2 ρ]) × δ([ν
1
2ρ, ν
amin−1
2 ρ]), together with Frobenius reciprocity,
shows that µ∗(σ) contains
δ([ν
1
2ρ, ν
a−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ])⊗ π′′. (14)
Since the irreducible constituent (14) also has to appear in µ∗(δ([ν
amin+1
2 ρ, ν
a−1
2 ρ])⋊
τtemp), there are
amin−1
2
≤ i ≤ j ≤ a−1
2
and an irreducible constituent δ ⊗ π′′2
of µ∗(τtemp) such that
δ([ν
1
2ρ, ν
a−1
2 ρ])×δ([ν
1
2ρ, ν
amin−1
2 ρ]) ≤ δ([ν−iρ, ν−
amin+1
2 ρ])×δ([νj+1ρ, ν
a−1
2 ρ])×δ.
It directly follows that i = amin−1
2
. Since τtemp is a subrepresentation of
δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ]) ⋊ σds and a 6∈ Jordρ(σds), µ
∗(τtemp) does not contain
an irreducible constituent of the form νxρ ⊗ π′′3 such that
amin+1
2
≤ x ≤ a−1
2
.
It follows that j = a−1
2
and, consequently,
δ ∼= δ([ν
1
2ρ, ν
amin−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ]).
Thus, we have obtained that µ∗(τtemp) contains an irreducible constituent
of the form δ([ν
1
2ρ, ν
amin−1
2 ρ]) × δ([ν
1
2ρ, ν
amin−1
2 ρ]) ⊗ π3 and we have already
seen that this implies π3 ∼= σds.
Conversely, if µ∗(τtemp) contains the irreducible constituent (12) then in
the same way as in the proof of Theorem 3.15 we obtain that ǫσ(amin, ρ) = 1.
In the same way as in the proof of Theorem 3.15 one can see that
ǫσ((a, ρ), (bmin, ρ)) = 1 if and only if µ
∗(τtemp) contains an irreducible con-
stituent of the form δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⊗ π.
The induced representation δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ]) ⋊ σds is a subrepre-
sentation of
δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])× δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⋊ σ′ds,
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and in R(G) we have
δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])× δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⋊ σ′ds =
δ([ν−
amin−1
2 ρ, ν
bmin−1
2 ρ])⋊ σ′ds+
+ L(δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ]), δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ]))⋊ σ′ds.
In the same way as in the proof of Theorem 3.15 one can see that each
of induced representations δ([ν−
amin−1
2 ρ, ν
bmin−1
2 ρ])⋊ σ′ds and
L(δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ]), δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ]))⋊ σ′ds
contains exactly one irreducible tempered subrepresentation of the induced
representation δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ]) ⋊ σds. Furthermore, an irreducible
tempered subrepresentation of δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊σds contains an irre-
ducible representation of the form δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ]) ⊗ π in the Jacquet
module with respect to the appropriate parabolic subgroup if and only if it
is an irreducible subquotient of δ([ν−
amin−1
2 ρ, ν
bmin−1
2 ρ])⋊ σ′ds.
It remains to prove that the irreducible tempered subrepresentation of
δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊ σds which is contained in δ([ν
−
amin−1
2 ρ, ν
bmin−1
2 ρ])⋊
σ′ds has (12) in the Jacquet module with respect to the appropriate parabolic
subgroup if and only if ǫσds(bmin, ρ) = 1.
Let us first assume that µ∗(δ([ν−
amin−1
2 ρ, ν
bmin−1
2 ρ]) ⋊ σ′ds) contains (12).
By the structural formula, there are −amin+1
2
≤ i ≤ j ≤ bmin−1
2
and an
irreducible constituent δ ⊗ π of µ∗(σ′ds) such that
δ([ν
1
2ρ, ν
amin−1
2 ρ])×δ([ν
1
2ρ, ν
amin−1
2 ρ]) ≤ δ([ν−iρ, ν
amin−1
2 ρ])×δ([νj+1ρ, ν
bmin−1
2 ρ])×δ.
Since amin < bmin, it follows at once that j =
bmin−1
2
and that µ∗(σ′ds)
contains an irreducible constituent of the form δ([ν
1
2ρ, ν
amin−1
2 ρ]) ⊗ π and,
consequently, that the Jacquet module of σds with respect to the appropriate
parabolic subgroup contains
δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⊗ δ([ν
1
2ρ, ν
amin−1
2 ρ])⊗ π.
In the same way as in the proof of Lemma 3.3 one can see that there
is an irreducible representation π′ such that σds is a subrepresentation of
δ([ν
1
2ρ, ν
bmin−1
2 ρ])⋊ π′. Thus, ǫσds(bmin, ρ) = 1.
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Let us now assume that ǫσds(bmin, ρ) = 1 and let τ stand for a unique ir-
reducible tempered subrepresentation of δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊ σds which
contains the irreducible representation (12) in the Jacquet module with re-
spect to the appropriate parabolic subgroup. It follows from ǫσds(bmin, ρ) = 1
that there is an irreducible representation π such that µ∗(σds) ≥ δ([ν
1
2ρ, ν
bmin−1
2 ρ])⊗
π. Thus, the Jacquet module of τ with respect to the appropriate parabolic
subgroup contains
δ([ν
1
2ρ, ν
amin−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ])⊗ δ([ν
1
2ρ, ν
bmin−1
2 ρ])⊗ π.
Transitivity of Jacquet modules now implies that there is an irreducible con-
stituent δ⊗π in µ∗(τ) such that the Jacquet module of δ with respect to the
appropriate parabolic subgroup contains
δ([ν
1
2ρ, ν
amin−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ])⊗ δ([ν
1
2ρ, ν
bmin−1
2 ρ]). (15)
Since τ is a subrepresentation of δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊ σds, using the
structural formula we deduce that there are −amin+1
2
≤ i ≤ j ≤ amin−1
2
and
an irreducible constituent δ′ ⊗ π′ of µ∗(σds) such that
δ ≤ δ([ν−iρ, ν
amin−1
2 ρ])× δ([νjρ, ν
amin−1
2 ρ])× δ′.
From the description of Jord(σds) we obtain that m
∗(δ′) does not contain an
irreducible representation of the form νxρ ⊗ π′′ such that x < bmin−1
2
. Since
amin−1
2
< bmin−1
2
, we get i = −1
2
and j = 1
2
. Using (15) we deduce that
δ′ ∼= δ([ν
1
2ρ, ν
bmin−1
2 ρ]).
Consequently, δ is isomorphic to
δ([ν
1
2ρ, ν
amin−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ])× δ([ν
1
2ρ, ν
bmin−1
2 ρ]) ∼=
∼= δ([ν
1
2ρ, ν
bmin−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ])× δ([ν
1
2ρ, ν
amin−1
2 ρ]).
This directly gives that µ∗(τ) contains an irreducible constituent of the
form δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ]) ⊗ π′, which implies that τ is a subquotient of
δ([ν−
amin−1
2 ρ, ν
bmin−1
2 ρ])⋊ σ′ds.
Finally, let us assume that ǫσds(bmin, ρ) = 1 and let τ stand for a unique
irreducible tempered subrepresentation of δ([ν−
amin−1
2 ρ, ν
amin−1
2 ρ])⋊σds which
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contains the irreducible representation (13) in the Jacquet module with re-
spect to the appropriate parabolic subgroup. It follows from ǫσds(bmin, ρ) = 1
that there is an irreducible representation π such that µ∗(σ′ds) ≥ δ([ν
1
2ρ, ν
amin−1
2 ρ])⊗
π. Thus, the Jacquet module of τ with respect to the appropriate parabolic
subgroup contains an irreducible representation of the form
δ([ν
amin+1
2 ρ, ν
bmin−1
2 ρ])⊗δ([ν
1
2ρ, ν
amin−1
2 ρ])×δ([ν
1
2ρ, ν
amin−1
2 ρ])×δ([ν
1
2ρ, ν
amin−1
2 ρ])⊗π′.
In the same way as in the previous case we deduce that µ∗(τ) contains the
irreducible constituent (12).
This shows that
ǫσ(amin, ρ) · ǫσ((a, ρ), (bmin, ρ)) = ǫσds(bmin, ρ)
and finishes the proof.
We now prove the crucial result of this section.
Theorem 4.10. Let σ ∈ R(G) denote a non-strongly positive discrete se-
ries. Let (a, ρ) ∈ Jord(σ) be such that a is defined, ǫσ((a , ρ), (a, ρ)) = 1
and let σds stand for a discrete series such that σ is a subrepresentation of
δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ σds. If ǫσds(b, ρ
′) is defined for some (b, ρ′) ∈ Jord(σds),
then ǫσds(b, ρ
′) = ǫσ(b, ρ
′).
Proof. Let (b, ρ′) denote an element of Jord(σds) such that ǫσds(b, ρ
′) is de-
fined. There are two possibilities to consider:
(i) Suppose that b is odd. Let us write ρ′ ⋊ σcusp = τ1 + τ−1, where τ1 and
τ−1 are tempered mutually non-isomorphic representations. Also, we
denote by bmax the maximal element of Jordρ′(σ). If (bmax, ρ
′) does not
appear in Jord(σds), the claim of the theorem follows from Lemma 4.5,
Theorem 3.15 and Definition 4.3. Suppose that (bmax, ρ
′) ∈ Jord(σds).
By Lemma 4.2, there are unique i, j ∈ {1,−1} such that the Jacquet
module of σ with respect to the appropriate parabolic subgroup contains
an irreducible constituent of the form π1 ⊗ δ([νρ
′, ν
bmax−1
2 ρ′]) ⊗ τi and
such that the Jacquet module of σds with respect to an appropriate
parabolic subgroup contains an irreducible constituent of the form π2⊗
δ([νρ′, ν
bmax−1
2 ρ′])⊗τj . In the same way as in the proof of Lemma 4.2 we
deduce that i = j and, consequently, ǫσ(bmax, ρ
′) = ǫσds(bmax, ρ
′). From
Theorem 3.15 and Definition 4.3, we obtain that ǫσds(b, ρ
′) = ǫσ(b, ρ
′).
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(ii) Suppose that b is even. We denote by bmin the minimal element of
Jordρ′(σ). If (bmin, ρ
′) does not appear in Jord(σds), the claim of the
theorem follows from the previous lemma, Theorem 3.15 and Definition
4.3. Suppose that (bmin, ρ
′) ∈ Jord(σds). If ǫσds(bmin, ρ
′) = 1, by Lemma
4.7 there is an irreducible representation π such that σds is a subrepre-
sentation of δ([ν
1
2ρ′, ν
bmin−1
2 ρ′]) ⋊ π. Since σ is a subrepresentation of
δ([ν−
a −1
2 ρ, ν
a−1
2 ρ]) ⋊ σds, and if ρ ∼= ρ
′ then we have a > bmin, there is
an embedding
σ →֒ δ([ν
1
2ρ′, ν
bmin−1
2 ρ′])× δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊ π,
which implies that ǫσ(bmin, ρ
′) = 1.
On the other hand, if ǫσ(bmin, ρ
′) = 1, there is an irreducible representa-
tion π such that µ∗(σ) ≥ δ([ν
1
2ρ′, ν
bmin−1
2 ρ′])⊗ π. Using the embedding
σ →֒ δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊σds and the fact that a > bmin if ρ ∼= ρ
′, from
the structural formula we obtain that µ∗(σds) contains an irreducible
constituent of the form δ([ν
1
2ρ′, ν
bmin−1
2 ρ′])⊗π′. Thus, ǫσds(bmin, ρ
′) = 1.
It follows that ǫσ(bmin, ρ
′) = ǫσds(bmin, ρ
′). From Theorem 3.15 and Def-
inition 4.3, we obtain that ǫσds(b, ρ
′) = ǫσ(b, ρ
′) and theorem is proved.
5 Classification of discrete series
We start this section with definition of the Jordan triples. These are the
triples of the form (Jord, σ′, ǫ) where
• σ′ is an irreducible cuspidal representation of some Gn.
• Jord is the finite set (possibly empty) of pairs (a, ρ), where ρ ∈ R(GL) is
an irreducible essentially self-dual cuspidal unitarizable representation,
and a is a positive integer such that a is odd if and only if L(s, ρ, r)
does not have a pole at s = 0, where the local L-function L(s, ρ, r) as
in the beginning of Section 3. For such a representation ρ, let Jordρ
stand for the set of all a such that (a, ρ) ∈ Jord. For a ∈ Jordρ, let
a = max{b ∈ Jordρ : b < a}, if this set is non-empty.
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• ǫ is a function defined on a subset of Jord∪(Jord× Jord) and attains
values 1 and -1. Furthermore, ǫ is defined on a pair ((a, ρ), (a′, ρ′)) ∈
Jord× Jord if and only if ρ ∼= ρ′ and a′ = a. Also, ǫ is defined on an
ordered pair (a, ρ) in the following two situations:
(1) a is even,
(2) a is odd and the induced representation ρ⋊σ′ reduces (i.e., Jordρ(σ
′) =
∅).
We emphasize that finiteness of Jord(σ) now follows from [15, Section 3].
We say that the Jordan triple (Jord′, σ′, ǫ′) is subordinated to the Jordan
triple (Jord, σ, ǫ) if there is (a, ρ) ∈ Jord uch that a ∈ Jordρ is defined,
ǫ((a , ρ), (a, ρ)) = 1, σ′ ∼= σ, Jord′ = Jord \{(a , ρ), (a, ρ)}, and we have:
(1) ǫ((b , ρ′), (b, ρ′)) = ǫ′((b , ρ′), (b, ρ′)), for all ρ′ 6∼= ρ and all b ∈ Jordρ′ such
that b is defined.
(2) ǫ((b , ρ), (b, ρ)) = ǫ′((b , ρ), (b, ρ)), for all b ∈ Jordρ such that b is defined
and either b < a or b > a.
(3) If in Jordρ we have a = b and (a ) = c, then
ǫ′((c, ρ), (b, ρ)) = ǫ((c, ρ), (a , ρ)) · ǫ((a, ρ), (b, ρ)).
(4) If ǫ′(b, ρ′) is defined for some (b, ρ′) ∈ Jord, then ǫ′(b, ρ′) = ǫ(b, ρ′).
We say that the Jordan triple (Jord, σ′, ǫ) is a triple of alternated type
if ǫ((a , ρ), (a, ρ)) = −1 whenever a is defined, and there is an increasing
bijection φρ : Jordρ → Jord
′
ρ(σ
′), where
Jord′ρ(σ
′) =
{
Jordρ(σ
′) ∪ {0} if min Jordρ is even and ǫ(min Jordρ, ρ) = 1;
Jordρ(σ
′) otherwise.
We say that the Jordan triple (Jord, σ, ǫ) dominates the Jordan triple
(Jord′, σ, ǫ′) if there is a sequence of Jordan triples (Jordi, σ, ǫi), 1 ≤ i ≤
k, such that (Jordk, σ, ǫk) = (Jord, σ, ǫ), (Jord1, σ, ǫ1) = (Jord
′, σ, ǫ′), and
(Jordi−1, σ, ǫi−1) is subordinated to (Jordi, σ, ǫi) for i ∈ {2, 3, . . . , k}. Jordan
triple (Jord, σ, ǫ) is called an admissible triple if it dominates a triple of
alternated type.
Proof of the following lemma is straightforward.
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Lemma 5.1. Let (Jord, σ, ǫ) denote an admissible triple. Let ρ ∈ R(GL) de-
note an irreducible essentially self-dual cuspidal unitarizable representation,
and let a, b denote positive integers which are odd if and only if L(s, ρ, r) does
not have a pole at s = 0. Suppose that a < b and that there is no x ∈ Jordρ
such that a ≤ x ≤ b. Then there are exactly two admissible triples of the form
(Jord∪{(a, ρ), (b, ρ)}, σ, ǫ′) such that ǫ′((a, ρ), (b, ρ)) = 1, which dominate the
admissible triple (Jord, σ, ǫ).
It follows from the results obtained in the previous section that to a
discrete series σ one can attach an admissible triple (Jord(σ), σcusp, ǫσ), where
Jord(σ) is the set of the Jordan blocks of σ, σcusp is the partial cuspidal
support of σ, and ǫσ is given by Definitions 3.4 and 4.3. We show that in
this way we obtain a bijection between the set of all isomorphism classes of
discrete series in R(G) and the set of all admissible triples.
Let us first show that in a described way we obtain an injection.
Theorem 5.2. Suppose that σ and σ′ are discrete series such that
(Jord(σ), σcusp, ǫσ) = (Jord(σ
′), σcusp, ǫσ′).
Then σ ∼= σ′.
Proof. If the Jordan triple (Jord(σ), σcusp, ǫσ) is an admissible triple of alter-
nated type, then the claim follows directly from known results for strongly
positive discrete series ([4, Section 5] and [9, Lemma 3.5]).
Now suppose that the Jordan triple (Jord(σ), σcusp, ǫσ) is not an admis-
sible triple of alternated type, i.e., that σ is not a strongly positive discrete
series. Let (σ1, σ2, . . . , σn), σi ∈ Irr(Gni), denote an ordered n-tuple of dis-
crete series representations such that σ1 is strongly positive, σn ∼= σ and,
for every i = 2, 3, . . . , n, there are (ai, ρi), (bi, ρi) ∈ Jord(σ) such that in
Jordρi(σi) holds ai = (bi) , ǫσi((ai, ρi), (biρi)) = 1 and
σi →֒ δ([ν
−
ai−1
2 ρi, ν
bi−1
2 ρi])⋊ σi−1.
The rest of the proof goes by induction over n, and we have already seen
that our claim holds for n = 1.
Let us assume that n ≥ 2 and that the claim holds for all k < n. We
prove it for n.
Since (Jord(σ), σcusp, ǫσ) = (Jord(σ
′), σcusp, ǫσ′), it follows that there is
a discrete series representation σ′n−1 such that σ
′ is a subrepresentation of
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δ([ν−
an−1
2 ρn, ν
bn−1
2 ρn])⋊σ
′
n−1. Using Proposition 3.1, Theorem 3.15 and The-
orem 4.10, we obtain that
(Jord(σn−1), σcusp, ǫσn−1) = (Jord(σ
′
n−1), σcusp, ǫσ′n−1).
The inductive assumption now implies that σn−1 ∼= σ
′
n−1, so σ and σ
′
are irreducible subrepresentations of δ([ν−
an−1
2 ρn, ν
bn−1
2 ρn])⋊σn−1. Theorem
3.14 implies that such an induced representation contains two irreducible
subrepresentations, which are mutually non-isomorphic discrete series. We
denote them by σ(1) and σ(2). Let us now prove that the admissible triples
attached to σ(1) and σ(2) are different.
If Jordρn(σn−1) = ∅, it follows from Corollary 4.6 and from Lemma
4.8, that there are i1, i2 ∈ {1, 2} such that i1 6= i2 and ǫσ(i1)(an, ρn) =
ǫσ(i1)(bn, ρn) = 1 and ǫσ(i2)(an, ρn) = ǫσ(i2)(bn, ρn) = −1.
If Jordρn(σn−1) 6= ∅ and (an) ∈ Jordρn(σ) is defined, then there is a
unique i1 ∈ {1, 2} such that σ
(i1) is a subrepresentation of δ([ν
an+1
2 ρn, ν
bn−1
2 ρn])⋊
τ for a tempered representation τ such that
µ∗(τ) ≥ δ([ν
(an) +1
2 ρn, ν
an−1
2 ρn])× δ([ν
(an) +1
2 ρn, ν
an−1
2 ρn])⊗
⊗ δ([ν−
(an) +1
2 ρn, ν
(an) −1
2 ρn])⋊ σn−1.
From the proof of Theorem 3.15 one can deduce that
ǫσ(i1)(((an) , ρn−1), (an, ρn−1)) = 1
and
ǫσ(i2)(((an) , ρn−1), (an, ρn−1)) = −1
for i2 ∈ {1, 2}, i1 6= i2.
If Jordρn(σn−1) 6= ∅ and an is the minimal element of Jordρn(σ), we denote
by cn an element of Jordρn(σ) such that (cn) = bn. Again, in the same way as
in the proof of Theorem 3.15 one can see that there is a unique i1 ∈ {1, 2} such
that σ(i1) is a subrepresentation of δ([ν
an+1
2 ρn, ν
bn−1
2 ρn]) ⋊ τ for a tempered
representation τ such that µ∗(τ) contains an irreducible constituent of the
form δ([ν
an+1
2 ρn, ν
cn−1
2 ρn])⊗ π1, and it follows that
ǫσ(i1)((bn, ρn−1), (cn, ρn−1)) = 1
and
ǫσ(i2)((bn, ρn−1), (cn, ρn−1)) = −1
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for i2 ∈ {1, 2}, i1 6= i2.
Consequently, the admissible triples attached to σ(1) and σ(2) are different,
and it follows that σ ∼= σ′.
It remains to show that to every admissible triple corresponds a discrete
series representation.
Theorem 5.3. Let (Jord, σ, ǫ) denote an admissible triple. Then there is a
discrete series σ′ ∈ R(G) such that (Jord(σ′), σ′cusp, ǫσ′) = (Jord, σ, ǫ).
Proof. If (Jord, σ, ǫ) is an admissible triple of alternated type, then the claim
of the theorem follows directly from known results for the strongly positive
discrete series ([4, Section 5] and [9, Theorem 5.3]).
Now suppose that (Jord, σ, ǫ) is not an admissible triple of alternated
type. Let (Jordi, σ, ǫi), 1 ≤ i ≤ n, denote a sequence of Jordan triples
such that (Jordn, σ, ǫn) = (Jord, σ, ǫ), (Jord1, σ, ǫ1) is an admissible triple
of alternated type, and (Jordi−1, σ, ǫi−1) is subordinated to (Jordi, σ, ǫi) for
i ∈ {2, 3, . . . , n}.
The rest of the proof goes by induction over n, and we have already seen
that our claim holds for n = 1.
Let us assume that n ≥ 2 and that the claim holds for all k < n. We
prove it for n.
Suppose that Jord = Jordn−1 ∪{(a , ρ), (a, ρ)}. By the inductive assump-
tion, there is a discrete series σds ∈ R(G) such that (Jord(σds), σcusp, ǫσds) =
(Jordn−1, σ, ǫn−1).
By Theorem 3.14, there are two mutually non-isomorphic discrete series
subrepresentations of δ([ν−
a −1
2 ρ, ν
a−1
2 ρ])⋊σds, which we denote by σ1 and σ2.
Note that both admissible triples (Jord(σ1), σcusp, ǫσ1) and (Jord(σ2), σcusp, ǫσ2)
dominate the admissible triple (Jordn−1, σ, ǫn−1) and, by the previous theo-
rem, (Jord(σ1), σcusp, ǫσ1) 6= (Jord(σ2), σcusp, ǫσ2). By Lemma 5.1, there is an
i ∈ {1, 2} such that (Jord(σi), σcusp, ǫσi) = (Jord, σ, ǫ) and the theorem is
proved.
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