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In recent years,  the research in deep learning and knowledge engineering has made    
a wide impact on the data and knowledge representations. The research in knowledge 
engineering has frequently focused on modeling the high level human cognitive abilities, 
such as reasoning, making inferences, and validation. 
Semantic Web Technologies and Deep Learning have an interest in creating intelligent 
artifacts. Deep learning is a set of machine learning algorithms that attempt to model data 
representations through many layers of non-linear transformations. Deep learning is in- 
creasingly employed to analyze various knowledge representations mentioned in Semantic 
Web and provides better results for Semantic Web Reasoning and querying. 
Researchers at Data Semantic Laboratory(DaSe lab) have developed a method to train 
a deep learning model which is based on End-to-End memory network over RDF knowl- 
edge graphs which can be able to perform reasoning over new RDF graph with the help 
of triple normalization with high precision and recall when compared to traditional deduc- 
tive algorithms. Researchers have also found out that its 40 times faster to train than the 
non-normalized model on a dataset which they have performed experiments on. They have 
created efficient model capable of transferring its reasoning ability ( by applying normal- 
ization ) from one domain to another without any re/pre-training or fine-tunning over new 
domain which constitutes Transfer learning. 
In this thesis, we are testing the transfer learning approach on the research which is done 
by Bassem Makni and James Hendler ”Deep Learning for Noise-tolerant RDFS reasoning”. 
The main limitation of their approach is that the training is done on a dataset that uses only 
on ontology for the inference. We found out that their approach is not suitable for Transfer 
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The Semantic Web is a way to attribute meaning to web content by diligently describing 
meaning in a machine-readable way.  Semantic web is an extension to the web because   
it enables machines and users to work cooperatively and exchange meaningful informa- 
tion. It is closely related to World Wide Web (WWW). It is an interdisciplinary research 
field which enhanced the Web in such a way that interoperability and integration of multi- 
authored, multi-thematic and multi-perspective information and services could be realized 
seamlessly [15, 2, 10]. The main areas of research on ontologies in the semantic web is 
focused on Ontology languages and Reasoning [11]. 
As a refinement to the T.R. Grubers Ontology definition , Feilmayr and Wolfram have 
defined ”An ontology is a formal, explicit specification of a shared conceptualization that is 
characterized by high semantic expressiveness required for increased complexity”. Ontolo- 
gies are required to limit the complexities and organize information into data and entities. 
Ontologies help the machines to interpret the data efficiently in the web by providing se- 
mantic vocabulary which is used to annotate websites. 
Ontologies are represented using Ontology languages like OWL, RDF, RDFS etc. On- 
tology languages are a form of formal languages which guide representation of information 
semantics and construct the ontologies. These are primarily based on first-order logic or 
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on description logic. Ontology has required reasoning rules that will help to process the 
knowledge. 
World Wide Web Consortium (W3C) recommended few standards which are used for 
representing the ontologies namely 
• Resource Description Framework ( RDF ) [20] 
 
• Resource Description Framework Schema ( RDFS ) [12] 
The First versions of RDF and RDFS were published by the W3C in 1999. 
 
• Web Ontology Language OWL [15] etc. 
 
Along with Knowledge representation , Reasoning also plays a crucial role in Seman- 
tic Web. Reasoning is a process of drawing logical inferences from the set of asserted facts 
or axioms. Reasoning can also be done effectively with the help of deep learning instead 
of logic-based formal reasoning. 
Deep learning can also perform reasoning over these knowledge representations and 
produce valuable results. Deep learning is a part of machine learning which is based on 
artificial neural networks. In a paper titled Semantic Web: Learning from Machine Learn- 
ing [5], Brickley describes his vision of how deep learning and Semantic Web fields can 
communicate and learn from each other. 
There are mainly two categories in which deep learning and Semantic Web are com- 
bined. They are 
• Deep learning for Semantic Web 
 
• Semantic Web for Deep Learning 
 
We are utilizing deep learning methods for Semantic Web and going on path of first 
category which is mentioned above . Deep learning methods for better reasoning when 




• Hendler/Makni[19] approach fails to perform transfer learning 
over unseen RDF data. 
Web for two purposes : Ontology building and Ontology reasoning.[19]. This paper focuses 
on the reasoning of RDF knowledge graphs and also evaluating the transfer learning process 










The rest of the thesis is organized as follows. 
 
 
Chapter 2: Preliminaries  Contains fundamental definitions of RDF and RDFS, Serialization 
formats of RDF like N-triple, N3, Turtle. This section also contains brief overview 
of Deep Learning, Python, Knowledge Graph Embedding. 
 
 
Chapter 3: Related Work  In this chapter we discuss about earlier work related to 
Neural-Symbolic Integration. Presents two research works related to this field. 
 
 
Chapter 4: Research Contributions Elaborates the steps to check the transfer learning 
capability of Bassem/Hendler Model. 
 
 
Chapter 5: Evaluation Presented the evaluation design and testing the transfer learning 
capability of the model. 
 
Chapter 6: Conclusion: We gave few ideas to improve the knowledge graph reasoning 



















Resource Description Framework is a family of World Wide Web Consortium specifica- 
tions originally designed as a metadata data model. It has come to be used as a general 
method for conceptual description or modeling of information that is implemented in web 
resources, using a variety of syntax notations and data serialization formats. 
















N-triples is a serialization format for RDF which is line-based,  plain text mainly used  
for storing and transmitting data. It is also subset of turtle [a]. N-triples was developed  
by Dave Beckett at the University of Bristol and Art Barstow at the World Wide Web 
Consortium(W3C)[b] 
Following is the example of N-triple format. 
 
 
Figure 2.1: N-triple serialization format 
 





Figure 2.2: RDF/XML format equivalent to above N-triple statements 
 
 
2.1.2 Notation3 or N3 
 
Notation3 is a non-XML serialization of Resource Description Framework(RDF) which 
has great readability which is more readable than regular RDF/XML notation. N3 is actu- 
ally developed by Tim Berners-Lee and others from the Semantic Web community. Fol- 








Above Notation3 format is similar to the following RDF model in Standard XML 
notation. 
 







Turtle is a abbreviated as Terse RDF Triple Language. It is a file format and syntax for 
expressing the data and also helps in transferring the data in the Resource Description 
Framework(RDF) data model. Its syntax is similar to that of SPARQL which is an Resource 





Figure 2.5: An RDF Graph describing the entity 
Following is the turtle file Describing the Eric Miller 
@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>. 
@prefix contact: <http://www.w3.org/2000/10/swap/pim/contact#>. 
<http://www.w3.org/People/EM/contact#me> 
rdf:type contact:Person; 





2.2 RDF Schema 
 
RDF Schema is referred as Resource Description framework schema.  It has certain set 





providing basic elements for the description of ontologies, otherwise called RDF extensi- 
ble knowledge representation data model, providing basic elements for the description of 
ontologies, otherwise called RDF vocabularies, intended to structure RDF resources. 
RDF was adopted as a W3C recommendation in 1999.The Resource Description Frame- 
work ( RDF ) is basically a language for representing triples of the form subject predicate 
object where each of the entries is a uniform resource identifier ( URI ) for resources of the 
web. It allows structured and unstructured data to be shared across different applications. 
 
Figure 2.6: Triple format in a RDF graph 
 
For Example, consider the following statement 
Magnus Carlsen was born in 1990 
Here Subject denoting Magnus Carlsen , 
Predicate denoting was born in, 
And Object denoting 1990. 
RDF uses a standard query language namely SPARQL. The Vocabulary defined by the 
RDF specification is as follows[16] 










Figure 2.8: Contains Classes of RDF Schema 
 
 





Figure 2.9: Contains properties of RDF Schema 
 
There are also several serialization formats for RDF namely Turtle, N-triples, N- 
Quads, JSON-LD, N3, RDF/XML, RDF/JSON 




2. Ontology Inference Layer (OIL) 
 
3. Web Ontology Language (OWL) 
 
4. Resource Description Framework (RDF) 
 











Whenever we have a large amount of data which is randomly stored, can be used to extract 
relevant information using queries. SQL[ Structured Query Language ] is a standard lan- 
guage for storing, manipulating and retrieving data in databases especially in the relational 
database management system(RDBMS). SPARQL is similar to SQL. SPARQL stands for 
SPARQL protocol and RDF query language. It is a query language for querying RDF 
graphs or the data which is stored in RDF formats. 
Following is the SPARQL query example that models the question What are all the 
country capitals in Asia? 
PREFIX ex: ¡http://example.com/exampleOntology¿ SELECT ?capital ?country WHERE 
?x ex:cityname ?capital ; ex:isCapitalOf ?y . ?y ex:countryname ?country ; ex:isInContinent 
ex:Asia . 
 






2.4 Deep Learning 
 
Deep learning is a branch of machine learning which deals with artificial neural networks. 
Deep learning is also known as deep structured learning or hierarchial learning. There are 
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several architectures in deep learning such as deep neural networks , recurrent neural net- 
works and convolutional neural networks which are very helpful in the areas like computer 




Figure 2.11: contrast between machine learning and deep learning 
 
Deep learning is playing a major role in solving problems that have resisted the best 
attempts of the artificial intelligence community for many years. It has turned out to be very 
good at discovering intricate structures in high-dimensional data and is therefore applicable 





Python is a high-level programming language which is widely used for general-purpose 
programming. It has good readability and less complexity. It is also a good interpreted , 
object-oriented, and interactive programming language. It has several modules, classes , 
exceptions , packages etc. 
Data analysis through python is easy when compared to other programming languages 
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such as c++, java. It can easily interact with other languages and platforms. 
There are several packages in the python for various tasks. Specific packages are used 
for specific purposes. 
• For solving machine learning problems, we can use packages like pandas, scikit , 
numpy 
• For working with text , we can use nltk 
 
• For working with images , you can use the packages like opencv 
 




Keras is one of the important library which is written in python. Keras is a high level open 
source neural networks API which runs on top of Tensorflow, CNTK and Theano. It is 
designed to be experimented quickly with deep neural networks. It is a very user-friendly, 
extensible API. It was developed by Francois Chollet. 
Keras contains several datasets which can be easily loaded and processed. We have 
used keras in this paper for building neural network models using libraries which are pro- 
vided inbuilt by the keras API. 
Its very easy to create neural network models using keras. Following is the python 
code developed using keras library for creating a convolutional neural network using the 
sequential API 
 
As you can see from the above code snippet, we have imported sequential class from 
keras.models and created its object. Later we have added layers such as convolutional, 





Figure 2.12: Convolutional Neural Network model using keras 
 
modular. Not only sequential models but also we can build sequence models such as recur- 
rent neural networks using keras. We have used bidirectional recurrent neural network in 
this paper. Its used in creating graph words translation model with Tensorflow as backend. 
 
 
2.7 Knowledge Graph Embeddings 
 
Due to the advancement of the artificial neural networks, neural link prediction models have 
been applied extensively for the completion of knowledge graphs, understood in the sense 
of link prediction. The methods [[4],[7],[18],[21],[24],[26],[29],[30],[31],[32]] heavily rely 
on the subsymbolic representations called embeddings of entities and relations. 
We are using embeddings here in the thesis project by embedding the input RDF 
graphs into 3 Dimensional Adjacency matrices. 
We are using HOPE( Higer Order Proximity Embedding) Algorithm for embedding 
3D adjacency matrix. HOPE[22] is one of the vertex embedding approaches. This algo- 
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Following are the research works from which we are got an idea about our thesis. 
These research works are related to Neural-Symbolic Integration and reasoning in Semantic 
Web. Atlast we also talk about the research related to transfer learning which is done by 
DaSe lab researchers. 
 
 
3.1 Neural-Symbolic Integration and the Semantic Web 
 
There are several systems in AI related to machine learning. There are namely sym- 
bolic and sub-symbolic systems. Connectionist or subsymbolic AI systems are based on 
artificial neural networks able to solve complex tasks over unstructured data using super- 
vised or unsuperised learning, including difficult tasks which humans canjt perform. These 
are noise tolerant in training or input data and with the advancement of deep learning, they 
are even outperforming humans in the tasks related to text, video and audio processing. 
Symbolic systems work under the presence of a large amount of structured data for data 
management, integration and querying and also other areas of knowledge-based systems 
and formal semantics. 
[23] Ontologies, knowledge graphs and rule-based systems which are designed with 
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the goal to enhance enhance search and information retrieval across the web are some of the 
examples of symbolic AI Systems. Subsymbolic systems are generally referred to as black 
boxes as it doesnt provide insights into the decisions which the system has made. Symbolic 
and sub-symbolic systems differ widely in representing the data, information or knowledge 
in level of technical aspect. Symbolic Systems typically rely on structured representation 
languages which have taken from the field of knowledge representation and reasoning. 
Logical and deductive reasoning , which lies at the core of symbolic approaches, cannot 
be sufficiently performed using current subsymbolic systems. Inorder to study symbolic 
systems we need to understand logic and propositional calculus, set and recursion theory, 
and advanced computability reasoning. For studying sub-symbolic systems we need to 
understand probability theory, statistics, linear algebra, and optimization.Neural-Symbolic 
Integration [1],[3],[14] is a field in which traditional symbolic knowledge mechanisms are 
combined with neural networks. This is done to provide the necessary computational ca- 
pabilities from the neural network side and to exploit the descriptive power of symbolic 
reasoning. 
Neural-Symbolic Integration as a field of research addresses fundamental problems 
related to building a technical bridge between the symbolic and subsymbolic sides of the 
divide. Its just the combination of Reasoning-ability of symbolic systems with learning- 
capabilities of sub-symbolic ones. 
Following are the advantages by combing these two systems( Neural-Symbolic Inte- 
gration ) 
1. Learn to perform advanced logical or symbolic reasoning tasks even in the presence 
of noisy or uncertain facts 
2. Yielding self-explanatory sub-symbolic models. 
 
One of the issue in Semantic Web which is a common issue across different fields in 
computer science is the knowledge acquisition bottleneck. 
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RDF and OWL are explicitly logical which reflects that Semantic Web Applications 
often rely on high data quality, similar to knowledge bases used for deductive reasoning. 
Following are the advantages of Neural-Symbolic Integration for the Semantic Web. 
 
• better methods for automated ontology construction, 
• better methods for ontology population (and, thus, knowledge graph construction), 
• better methods for ontology alignment 
• better methods for assessing the quality of knowledge graph content 
With the integrated neural-symbolic systems capable of approximate deductive rea- 
soning, this would furthermore help in combining deductive and inductive reasoning as 
well as common-sense reasoning based on natural language within a single system. 
Semantic Web Technologies are designed for enabling better and more efficient data 
sharing . Because of the data management ability of semantic web technologies , there is 
less burden on the training of the deep learning systems. They can also aim at addressing 
the black box nature of the deep learning by making them more transparent, understandable 
, verifiable, and trustworthy. 
Neural-Symbolic systems have already been used on linked datasets like Freebase 
and DBpedia for accomplishing various tasks like link prediction and noise tolerant RDFS 
reasoning. The links in the linked data can help neural symbolic systems to both integrate 
and reason over information coming from different sources. With the help of this neural- 
symbolic systems can be used to learn to reason over a single knowledge graph and then 
links can be used as entry points to reason over a different one. Initially it can learn on 
smaller dataset and then it can reason over the larger dataset. 
Deductive reasoning over RDF(s) and OWL data has become a part of the standard 
toolbox for knowledge graphs. 
The paper [19] has proposed a noise tolerant algorithm for deep learning based reason- 
ing designed especially for RDF knowledge graphs. They have introduced a layered graph 
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model for the representations of RDF graphs based on their predicates, in the form of 3D 
adjacency matrices where each layer layout forms a graph word. Each input graph and its 
corresponding entailments are represented as sequence of graph words and have been fed 
to a neural machine translation model. Their result shows noise tolerant capability of their 
deep model, compared to their symbolic counterpart. However evaluation and training are 
performed on a dataset that uses only one ontology for the inference. There is no learning 
of the general logical deduction and consequently no transfer thereof to new data. Retrain- 
ing is required for new ontologies to learn the embeddings for the new vocabularies in the 
ontology, the approach doesnot natively support transfer to new data. 
The paper [16] applies recursive reasoning Networks to OWL RL reasoning where 
recursive update layers are used to update the individual embeddings using the relations 
and class memberships in the knowledge base. Their results show the potential of neural- 
symbolic methods to attain accuracy similar to symbolic methods. 
[9] addresses the transferability issue by adapting end-to-end memory networks for 
emulating deductive RDFS reasoning. Transfer was achieved primarily by utilizing a pre- 
processing step of normalization. It was demonstrated that the resulting approach can per- 
form reasoning over previously unseen RDFS knowledge graphs. 
 
 
3.2 Reasoning in Semantic Web 
 
Reasoning in particular means deriving facts from the existing knowledge bases or 
knowledge representation standards such as RDF, OWL, etc. These knowledge represen- 
tations standards contain formal semantics but the problem with the formal reasoning is 
sometimes you have to handle data with uncertainties, conflicting and faces issues with the 
scalability. 
For drawing logical inferences from these standards of representation, there are several 
logical deductive methods. These algorithms are very accurate and reasonable but when we 
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take into the factor of scalability in the Semantic Web, these may perform poorly. In order 
to handle the vast amount of data which is available in the semantic web, alternative means 
of reasoning should be encouraged as it might help in better robustness. The reasoning 
should also handle the noise in the data. 
One such research effort where noise-tolerance reasoning is taken into consideration 
as follows 
 
3.2.1 Research focusing on Full RDFS Reasoning 
 
”Deep Learning for noise-tolerant RDFS reasoning” [19] written by Bassem Makni 
and James Hendler described their process of reasoning full RDFS using deep learning. In 
this paper they have done is built a deep reasoner for RDFS reasoning. It is a noise-tolerant 
reasoner. The main aim of the deep reasoner is to learn the alignment between input RDF 
graphs and their inference graphs in the presence of noise. They have focused on Full 
RDFS reasoning rather than on type inference. Type inference reasoning doesnt handle 
noise which is present in the data. 
The research in this paper is extending the noise-tolerance characteristics to full RDFS 
reasoning. Following is the Semantic Web noise taxonomy. 
 
As you can see in the Figure, semantic web noise is classified into TBox noise and 
ABox noise. They have induced noise in the synthetic dataset which they have prepared in 
order to test the noise-tolerance of the deep reasoner. 
Data for the model is taken from LUBM [13]. Lehigh University Benchmark is a 
benchmark for Semantic Web repositories. Using Univ-Bench Artificial Data Generator ( 
UBA ) they have generated triples on LUBM ontology. They have created RDF graphs and 
also generated inferences from each graph using Jena [6] which is a tool having reasoning 





Figure 3.1: Semantic Web noise taxonomy 
 
dataset and named it as LUBM1 because to test their noise-tolerance reasoning. 
LUBM1 dataset contains the RDF graphs and their inference graphs as well. They 
have used the embedding technique to layer all the input RDF graphs and encode them in 
the form of a 3D adjacency matrix. They have used HOPE[ Higher Order Proximity ] [22] 
embedding algorithm for graph embedding purpose. 3D adjacency matrix is converted into 
several sentences of graph words. 
They have represented Input RDF graphs as a sequence of graph words which will 








Figure 3.2: Encoding and Decoding phase in full RDFS reasoning 
 
Above figure is the encoding and decoding process during the training and inference 
phase. 
Following are the keys steps which they have performed. 
 
1. Representing input data as a 3D adjacency matrix. 
 
2. Creation of Graph Words. They have created graph words from the global resources 
i,e., classes, properties and properties groups which will be used in the training phase. 
3. Using Neural Machine Translation ( NMT ) for inference generation. 
 
4. Designing the Graph words Translational model 
 
They have designed the Graph Words Translational model with the help of Keras [8] 
using Tensorflow [h] as backend. By utilizing the algorithms of deep learning, they have 
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adopted a sequence-to-sequence model [28]. They have used the BiDirectional Recurrent 




Figure 3.3: Graph words translational model 
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Above image is the outline of Graph Words Translational Model. 
They have evaluated on LUBM1 synthetic dataset which has shown 97% validation 
accuracy and 87.76% on DBpedia dataset. 
 
3.2.2 Research featuring ”Normalized embeddings” 
 
The main essence of this research is to train a deep learning model on various RDF graphs 
so that the model can able to perform reasoning over new RDF knowledge graphs belonging 




Figure 3.4: Memory Network 
 
Above image is a high-level view of the model which is created by DaSe lab re- 
searchers for the paper REASONING OVER RDF KNOWLEDGE BASES USING DEEP 
LEARNING [9]. The design of the model is based on end-to-end memory network [27]. 




outputs a ”yes” or ”no” as an answer to determine whether the query can be inferred from 
the current knowledge graph statements or not. The normalized triples are shared among 
all knowledge bases. 
They have created normalized embedding which is based on syntactic normalization. 
A syntactic normalization is a form of normalizing where variables, predicates, constants, 




Figure 3.5: List of Ontologies used for creating the dataset 
 
As you can see in the above figure, they have used several ontologies for creating the 
dataset for their evaluation. They have collected and created datasets from various websites 




Figure 3.6: Result without the positional encoding 
 
Above table shows the experiments results of their research without using the posi- 
tional encoding. 
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By taking into consideration of the research [9] we are trying to adopt the normaliza- 
tion technique which they have introduced and apply it for [19] model and investigate the 















We are combing the research efforts of [19] and [9] for testing the reasoning over new RDF 
knowledge graphs by applying the normalization technique. 
Following are the steps which we need to perform for testing out our hypothesis. 
 
1. Run Bassem/Makni model with the dataset 
 
2. Add the normalized embedding for the dataset and re-run the model. 
 
3. Test out the model with input graphs and check for its inference. 
 





Figure 4.1: Basic Model combining both ideas 
 
4.1 Run Bassem/Makni Model with the dataset 
 
The author of the paper [a] has shared the code of the model in github ( https://github.com/Bassem- 
Makni/NMT4RDFS ) . We are using this code for running the model with their dataset and 
our dataset. 
Dataset 
The dataset which they have used is taken from Lehigh University Benchmark( LUMB 
). LUBM is a benchmark for Semantic Web Repositories. The LUBM ontology concep- 
tualizes 42 classes from the academic domain and 28 properties describing these classes, 
relationships. With the help of Univ-Bench Artificial Data Generator ( UBA ), LUBM1 
dataset was generated. 
LUBM1 graph words dataset is of size 17174. This dataset is split into 10304 training, 
3435 validation and 3435 test. 
The dataset which we had contains data from 18 different Ontologies. 




We have around 2700 knowledge graphs from these 18 different ontologies. 
We have written a code for generating dataset in N-triples format. The code is avail- 
able in appendix B . 
Now the dataset should be fed into the model and the model should be trained. 
 
 
4.2 Adding the normalized embedding for the dataset and 




Figure 4.2: Triple normalization 
 
In the paper [9], they have used normalized embedding. Syntactic Normalization is 
used before embedding which means renaming of primitives from the logical language ( 
variables, constants, functions, predicates ) to a set of predefined entity names. 
32  
 
The Figure shows the normalization process of converting triples into normalized ele- 
ments. 
The dataset which we have contains around 2700 knowledge graphs in the form of 
N-triples format. Every element in these knowledge graphs should be normalized before 
giving it to the model. 
After giving these dataset files to the model, it should be trained again. The model 
should be evaluated again with certain metrics. 
 
 
4.3 Test out the model with input graphs and check for its 
inference 
After the model is ready, its time to test with the input graphs. If the model is generating 
the inference graphs upon giving input graphs then the model is working correctly. 
 
 
4.4 Checking whether the trained model has the ability to 
transfer learning 
For evaluating a model whether it has the capability of transfer learning, we have to first 
train the model with as many knowledge graphs as possible. Then it should be tested on 
































5.1 Evaluation Design: 
 
We are evaluating the model with respect to its inference generation i.e., RDFS reasoning 







(iii) True Accuracy 
 
(iv) Validation Loss 
 
(v) Validation Accuracy 
 
(vi) Validation True Accuracy 
 
Following are the settings for the neural network model for training it. 
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 Setting Value 
TRAINING SET PERCENT 0.6 
VALIDATION SET PERCENT 0.2 
EPOCHS 200 
BATCH SIZE 128 
Table 5.1: Settings for training the neural network model 
 
While training the model with the datasets, we are using the above settings. Every 
trained model is evaluated based on certain evaluation metrics like validation true accuracy, 
validation loss etc. 
We are actually testing the model whether it has the ability of transfer learning. Inorder 
to test the model having tranfer learning capability, first we have to train the model with 
huge datasets or cross-domain datasets and then we have to test the trained model with a 
random input graph. In this way we can able to test the reasoning capability of the model 





5.2.1 Testing Transfer Learning 
 
After training the bassem makni model with LUBM dataset , following are the evaluation 
metrics of this model. These metrics are recorded after 200 epochs. 
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 Metric Result 
Loss 0.0032 
Accuracy 0.9991 
True Accuracy 0.9824 
Validation Loss 0.0161 
Validation Accuracy 0.9987 
Validation True Accuracy 0.9776 




Also the model is trained with DBpedia dataset. Following are the evaluation metrics of 
the model. These metrics are recorded after 200 epochs.
37  
 
 Metric Result 
Loss 0.0052 
Accuracy 0.9591 
True Accuracy 0.8641 
Validation Loss 0.0351 
Validation Accuracy 0.8887 
Validation True Accuracy 0.8776 






Following is the output of the inference phase. We are giving an input graph and its corre- 
sponding inference graph is generated. 
For testing the concept of transfer learning, we have to test the trained model with  
an input graph from different domain. This way we can able to estimate its inference 
generation and how well it can able to transfer the data from one domain to another domain 
and reason a random input RDF graph. 
we have created our own dataset from the 1500 knowledge graphs based on gene 
ontology. We also trained the model with the dataset. 
We have tested the model with the input graph taken from the different domain. During 
the inference phase, input graph is encoded but the embeddings are not generated which 
are the key elements for getting the inference graph. 
 











Figure 5.2: Inference graph output stages 
 
 












Figure 5.4: Test Graph Encoding 
 
As we can see from the Figures 5.2 and 5.4 , Inference graph is generating in the case 
where we are using input graph from the same domain but whenever we change the domain 
of the test graph , embeddings of this graph are not generated which in turn not helping to 














In this paper, we have presented the hypothesis of testing out the normalized embedding 
approach for bassem makni’s model. We have proposed the model of merging both the 
research works. The evaluation is partially showing encouraging results of reasoning of 




There is lot we can do to improve this model. More substantial future work can be done as 
follows: 
 
– Fully develop a model with transfer learning capability for full RDFS reasoning. 
 
– We can also work on noise-tolerance reasoning capability using transfer learning. 
 
– In this work , we have discussed about RDFS reasoning, but we can also work on 
OWL Reasoning. OWL Reasoning with noise-tolerance capability is also a very 
promising research. 
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Appendix B: Python Code for 




import numpy as np 
 










def removeDups(inputfile, outputfile): 
my_file=open(inputfile, ’r’) 
lines=my_file.readlines() 
lines_set = set(lines) 
out = open(outputfile, ’w’) 
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my_file = open(inputfile, ’r’) 
lines = my_file.readlines() 
out = open(inputfile, ’w’) 
for line in lines: 























file = open("propertie.txt", "a") 
add = str.split(":") 
#print(add) 
 
if (len(add) >= 2): 
try: 
#print(prefix[add[0]] + add[1]) 







# print(prefix[""] + add[0]) 
 
file.write(prefix[""] + add[0]) 
file.write("\n") 














prefix = data[’Prefixes’] 
55  
file = open("subPropertie.txt", "a") 
add = str.split(":") 
#print(add) 
 
if (len(add) >= 2): 
try: 
# print(prefix[add[0]] + add[1]) 







# print(prefix[""] + add[0]) 
 
file.write( prefix[""] + add[0] ) 
file.write("\n") 


















file = open("class.txt", "a") 
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if (len(add) >= 2): 
try: 
# print(prefix[add[0]] + add[1]) 







#print(prefix[""] + add[0]) 
 


















#number = str(no) 
print(number+"\n") 
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data = json.load(open(’I:\programming\@MS\DaSe Lab\Thesis Project\ 
file1 = open("gene_ontology_"+number+".nt", "w") 
file2 = "gene_ontology_"+number+".nt" 
 






























for i in original: 
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data2 = i.split() 
 






if(data2[2] == "rdf:Property" ): 
createProperties(data2[0],data,number) 
continue 

































































#no = int(number) 
#while(no < 1500): 
#no=no+1 
main() 
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