This paper aims to propose a new hyperspectral target-detection method termed the matched subspace detector with interaction effects (MSDinter). The MSDinter introduces "interaction effects" terms into the popular matched subspace detector (MSD), from regression analysis in multivariate statistics and the bilinear mixing model in hyperspectral unmixing. In this way, the interaction between the target and the surrounding background, which should have but not yet been considered by the MSD, is modelled and estimated, such that superior performance of target detection can be achieved. Besides deriving the MSDinter methodologically, we also demonstrate its superiority empirically using two hyperspectral imaging datasets. 
Introduction 1
Hyperpsectral target detection aims to detect small objects from the back-2 ground of a hyperspectral image (HSI) by the use of known target spectra. The 3 number of target pixels is relatively very small compared with the total number 4 to satisfy 1) the non-negative constraint, i.e. a k ≥ 0, and 2) the sum-to-one to-one constraint are quite meaningful, they are not always enforced because it 50 significantly complicates the solving of detection problems. As explained in [22] 51 and as usually the case, we can relax both constraints in target detection.
52
For the HSI target detection, the underlying physical assumption of the 53 LMM is that each incident photon interacts with one earth surface component 54 only and the reflected spectra do not mix before entering the sensor. Therefore, 55 adopting the LMM in [5, 6, 7, 8, 9, 10, 16, 17] assumes that the target spectral which follows the assumption in the LMM (1).
104
When a target pixel presents, the spectrum of an observed pixel can be 105 decomposed into two components under the LMM assumption, as
where T = [t 1 , . . . , t rt ] is a p × r t matrix representing the target subspace, 
108
T is derived from a training target matrix M T ∈ R p×Nt whose columns are 109 the N t target spectra M T (·, n t ) for n t = 1, . . . , N t , respectively; B is derived respectively; and n is the additive Gaussian white noise.
114
When the target is absent, the spectrum of the observed pixel is adequately 115 described by
which is a reduced order model. Therefore, to decide whether a given target 117 is present or not, we can fit the full model and the reduced model to the test 118 pixel spectrum and check which model provides a better fitting according to 119 certain criterion. Formulated as a binary hypothesis test, the detection problem 120 becomes a decision between the two competing hypotheses H 0 and H 1 , H 0 : x = Bβ + n, target absent,
Model (4) 
where
onto the column space of B; and P
the projection matrix onto the column space of V, where V is a p × (r t + r b )
126
concatenated matrix of T and B, i.e. V = [T, B].
127
The value of D MSD (x) is compared to a threshold ν to make a final deci- to T, i.e.
and I p denotes the p×p identity matrix. 
So the element-wise product of two endmembers m i and m j is
There are various BMMs with different definitions on the sum-to-one con- it is assumed that K k=1 a k = 1 and α i,j = a i a j , whereas in the "Nascimento 176 model" [23] , the sum-to-one constraint is based on
1. In the following proposed method, since we only care about the presence of 178 the interactions terms, it does not matter whether the summation of abundance 179 fractions is 1. Again with the explanations in the HSI target detection [22] ,
180
we will relax the sum-to-one constraint as well as the non-negative constraint 
187
The proposed model with interaction effects is defined as follows:
where H is a matrix representing the interaction terms between T and B. We
189
call the matrix H the interaction matrix, and η is the abundance vector for H.
190
The interaction matrix H is obtained by the element-wise product of each 
Hence, the interaction matrix H is formulated as
which is a p × (r t r b ) matrix. As a result, the abundance vector corresponding
197
to H in (13) becomes
which is a (r t r b ) × 1 vector.
199
In model (11), each basis vector in T and B is still assumed to represent 
204
Our proposed MSDinter is then modelled as follows:
For a simple representation, let U be the concatenated matrix of T, B and 206 H (13), i.e.
which is a p × (r t + r b + r t r b ) matrix. Then the abundance vectors γ, β and η
208
of model H 1 in (15) can be concatenated into a single vector, denoted as υ, i.e.
which is a (r t + r b + r t r b )-dimensional vector. Hence model H 1 in the proposed
210
MSDinter (15) can be rewritten as
and thus the MSDinter model (15) becomes
212
H 0 : x = Bβ + n, target absent,
To align with the MSD [5] , we also adopt the least squares estimate (LSE)
213
to solve the abundance vector β in H 0 and the abundance vector υ in H 1 ,
214
respectively. Hence it is easily to see that the LSE of β is
and the LSE of υ is
respectively.
217
Based on (20) and (21), the residual sums of squares (RSS) e 0 and e 1 given
218
H 0 and H 1 of MSDinter (19) are computed as
and 220
respectively, where I is a p × p identity matrix.
221
Therefore the generalised test ratio of the MSDinter model is then given by
Referring to the final results of MSD (5), we reformulate the output detector of (24) can be derived in the same way, where
is the projection matrix onto the subspace U spanned by the column vectors 229 in (16) and
is the orthogonal complement of P U . Hence the final output detector of the
231
MSDinter is formulated as
The value of D MSDinter (x) is compared with the threshold ν to make a
233
final decision of which hypothesis should be rejected for the test pixel x. 
Underlying assumption of adding interaction terms in target detection

235
In the proposed MSDinter model (15), we assume that the marginal effect of γ plus a contribution from the interactions.
240
Differentiating the conditional expected value of x given model (11) with 241 respect to T, we can obtain the following result:
which is a diagonal p × p matrix; η i is an r b × 1 vector which is a segment of 244 η (14) with
and B l,· denotes a column vector representing the lth row of matrix B. The 247 details of the derivation are also presented in section 6 of Appendix.
248
In (28), when η = 0, the marginal effect of targets T on an observed test interactions between target spectra and background spectra.
253
The underlying physical assumption of model (11) is that given an observed 254 target pixel, the hyperspectral sensor will not only receive the reflectance of the In the assumption of LMM, the hyperspectral sensor will receive signals 265 backscattered by the trees and the vehicle independently, which are represented 266 by the terms βb and γt, respectively as illustrated in Fig. 1(a) . However,
267
if a signal is first backscattered by the vehicle to trees (or vice versa), and 268 then backscattered to the sensor, this will result in multiple scattering and 269 the hyperspectral sensor will receive interaction effects between endmembers
270
"trees" and "vehicle", which we assume to be represented by the interaction 271 term η(t b). This multiple scattering process is illustrated in Fig. 1 
285
There is no defined target in the scene. We manually implant target pixels 286 into the image and simulate the target detection process, to explore the 287 capability of the proposed method. The AVIRIS image is shown in Fig. 2(a) . The locations of the five implanted 
Experimental settings
311
The implanted target pixel x is mixed with the prior target spectrum t 312 and the original background spectrum b at each implanted location shown in 313 Fig. 2(b) . Two mixing models are used:
314
• Linear mixing model (LMM):
• Bilinear mixing model (BMM): 
Simulation 1 5% 95% 1% 5% 94%
Simulation 2 7% 93% 1% 7% 92%
Simulation 3 9% 91% 1% 9% 90%
Simulation 4 10% 90% 1% 10% 89%
As the spectra of the mixed target pixels may appear very different from 
where σ i is the standard deviation of the ith band image for i = 1, . . . , 224 and 
332
We use the single target spectrum and five background spectra shown in 
334
The receiver operating characteristic (ROC) curve is adopted to measure the 
The ROC curves of detecting the LMM-based implanted targets pixels and Table 2 . 
Results on LMM-mixed targets
From the results listed in Table 2 and shown in Fig. 4 
Results on BMM-mixed targets
357
In this simulation, the implanted target fraction f t is fixed to be 1%, and 358 the implanted background fraction is ranged from 5% to 10%. The rest of 
Detection statistics of MSD and MSDinter
367
We further compare the test statistics of all pixels in the AIVRIS image 
Pixel index
389
The Hymap image is shown in Fig. 8 vehicles. The selected sample spactra are located in the central coordinates of the ROIs of F1, F2, F3a, F4a, V1, V2 and V3, respectively, which are shown in Table 3 .
Experimental settings
In realistic target detection problems, the background statistics are usually 
445
For STD, the union dictionary is constructed by the concatenation of 29,999 446 pixels and the single prior spectrum of each desired target for each test pixel.
447
Again, each column of the dictionary is normalised to have unit L 2 -norm. is the number of eigenvectors to be preserved for the background subspace B.
464
For STD, the parameter is the sparse level, termed L, which is the number Table 4 , respectively. 
Experimental results
476
The detection performances of all detectors are list in It implies that these observed target pixels captured by the HSI sensor are 482 more likely to contain the interaction of background spectra and target spectra.
483
In this sense, as MSDinter models the interaction effects, it achieves better 484 performance than MSD, which fails to model the interaction effects. Fig. 12(c) . In the MSDinter prediction 490 map (Fig. 12(c) This section describes in detail how to differentiate the conditional expected 516 value of x with respect to T, i.e.
485
∂E[x|T,B] ∂T
, for model (2) and model (11),
517
518
To start with, assume that matrix T contains only one vector t. Then the 519 model (2) of x is simplified as
where γ is a scalar. It follows that the derivative will be a p × p matrix, given a p × 1 vector x and a p × 1 vector t.
524
That is:
which turns out to be a diagonal p × p matrix γI p , where I p denotes the p × p 526 identity matrix.
527
When matrix T contains multiple vectors t i for i = 1, . . . , r t , which is the 
where γ is an r t -variate vector. Then the resultant derivative
will be 532 a (pr t ) × p matrix, with x being a p × 1 vector and T being a p × r t matrix.
533
Based on the results in (36) and letting Γ i denote the p × p diagonal matrix 534 with γ i on the diagonal, i.e.
it follows that the derivative in the case of model (2) is
which is a concatenated matrix.
537
For model (11), the addition of interaction term Hη introduces complexity 538 to the computation, but due to the nature of linear algebra, the derivative can 
which is a diagonal p × p matrix, where η i is a segment of η with 
and B l,· denotes a column vector representing the lth row of matrix B. 
