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Abstract. Let G = ( V, T, f, S) a c.f. grammar and F( Vu 7’) the free group generated by V cl T, 
U(G) = F( Vu T)/P is the quotient of F( Vu T) factorized by the relationsystem generated by P. 
We prove that 6H G) only depends on L(G) if G has no superflous variables. This means N(G) is an 
invariant of grammar transformations which preserve the language. Each finitely representable 
group can be represented by a one sided liner grammar G as O(G). 
In a straightforward manner one can compute finite basises for the Alexander-ideals of the 
groups (s(G). This ideals are finitely generated in an quotient of a Polynomring by a finitely 
generated ideal. Therefore this leads to effectwe computable neccessary conditions for the 
equivalence of c.f. grammars. 
1. Aufgabenstellung und grundlegende Definitionen 
Bekanntlich ist das Wortproblem schon fiir kontext-sensitive Grammatiken nur 
sehr schwer und das Aquivalenzproblem bereits fiir lineare Grammatiken nicht 
mehr entscheidbar. Aus diesem Grund ist es von Interesse, Kriterien zu entwickeln, 
die es wenigstens gestatten diese Probleme in einigen Fiillen zu entscheiden. Zu 
diesem Zweck iibertragen wir eine aus der kombinatorischen Topologie bezw. 
Gruppentheorie bekannte Darstellungsinvariante von Gruppen auf unsere Prob- 
leme. Wir beziehen uns in dieser Arbeit nur auf das Aquivalenzproblem. Wie man 
diese Ideen such fiir das Wortproblem nutzbar machen kann, liegt auf der I-Iand. 
Wir betrachten Grammatiken 6 = (V, T, P, S) mit V n T = 0, S E V und P c V* x 
(V u T)“. L(G) bezeichnet die durch 6 erzeugte Sprache. 1st {G} eine Masse 
solcher Grammatiken und I : {G) + A4 eine Abbildung in irgend eine Menge M, dann 
hetl3t I eine Inoariunte auf (G}, falls aus L(G) = L(G’) fiir G und G’ aus {G} fslgt 
I(G)== P(G’). 1st also I eine Invariante auf der Masse CFG der kontextfreien 
Grammatiken, dann folgt aus I(G1) # I(Gz), da13 anrch L(GI) # L(G2) ist. 
Es sind fiir CFG Lereits einige Abbildungen I untersuc1tt worden, die man als 
Invarianten deuten kann. Wir gehen auf die wichtigsten kurz ein. 
(1) I)er Sotz von Parikh. Sei 
c:om:T-*{&x:T+N} 
107 
Open access under CC BY-NC-ND license.
108 6. Hotz 
der Monoidhomorphismus, der angibt, wie oft ein Zeichen in eincm Wort enthalten 
ist. Es gilt also 
corn(t) = CY genau dann, wenn (Y(S) = 
j 1 fiir s = r, 
10 sonst 
und 
com(wu)=com(w)+com(u). 
Wir setzen 
corn(L) = {com( w) 1 w E L}. 
Der Satz von Parikh besagt, dalS corn(L) fiir kontextfreie Sprachen L eine semi- 
lineare Menge ist. In dem Beweis zu diesem Satz erhiilt man ein Verfahren, die 
Abbildung I&3) := com(L(G)) effektiv zu berechnen. Die genR.ue Komplexittit der 
Entscheidung dp( G) = &( G’)? fiir G und G’ aus CFG ist noch nicht bekannt, sie ist 
aber sicher nicht sehr hoch. 
(2) Das syntaktische Monoid. Man erhglt zu jeder Menge L c T* eine Kongruenz, 
indem man definiert 
14 =L cd’ falls (wuvE L ist Bquivalent zu wu’vE Lf. 
Das durch diese Kongruenz definierte Monoid T/=L heiBt das zu L gehiirige 
syntaktische Monoid und wird durch Syn(T, L) bezeichnet. Setzt man nun 
Is(G) := Syn(T, L(G)), 
dann ist 1s trivialerweise ine Invariante auf CFG. Es ist jedoch iiber die Komplexi- 
t5t dieser Invariante noch nichts bekannt und such noch nicht dariiber, wie man aus 
ihr einfach berechenbare Invarianten gewinnen kann. 
Man kann Ieicht ghnliche Invarianten angeben. Beispiele sind die beiden folgen- 
den Gruppen. Man faktorisiere die durch T erzeugte freie Gruppe F(T) nach dem 
Relationensytem R1 oder R2 oder R&J]: 
R 1 := {(u, 1)/U =L l}, R2 := ((u, w ) [ u = L v), 
R3 := {(u, v) 1 u E L, u E L). 
. Die fiir unser Ziel entscheidende Frage besteht nicht in der Feststellung einer 
Invariante, sondern in deren effektiven Auswertbarkeit. Diese ist zum Beispiel dann 
gegeben, wenn ma? fiir eine Gruppe such eine endlichc Darstellung angeben kann. 
(3) Abstrakte Famifien uon Sprachen-AFL-Theorie. Man kann such die durch 
eine Sprache L erzeugte AFL(L) als eine Invariante auffassen. Mitunter kann man 
bestimmen, ob diese Sprachklasse gleich CFG ist oder nicht. Hieraus ergibt sich dann 
such die Verschiedenheit pi< r Sprachen, wenn solche Eigenschaften der AFL(L) 
verschieden sind. Allerdings ,cheint die KomplexitU der hierauf gegriindeten 
Entscheidungen aufierordentlich och zu sein. 
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(4) Die Gruppe M(G). Wir d&nieren nun unsere gbe? 
Invariante. Sei also F( V u T) die duach V v T erzeugte freie 
P := Pu{(w,x)1(x, WIEP}. 
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ange kiindigte neue 
Gruppe. Wir bidden 
P ist ein Thue-oder Relationensystem. Wir bidden die Faktorgruppe 
(9(G) F(T v W/i? 
Wir beweisen im nkhsten Abschnitt 
Satz 1. Sind G uttd G’ uus CFG urrd t&d&w bde Grammatiken keine 
tiberfltksigen Variablen, dam folgt aus L(G) = L( G’), dufl such &fG) = N( G’) gilt. 
%tz 2. Zu jeder endlich durstellbaren GruQpe ($5’ rtipt sich eine Grammatik aus CFG 
angeben, so dafl O(G) = (9’ ist. 
Det Satz 1 besagt, daB 0 eine Invariante auf CFG ist. Der Satz 2 zeigt, da8 diese 
lnvariante im allgemeinen sehr schwer berechenbar ist. Allerdings sind aus der 
Gruppentheorie Methoden bekannt, die von endlichen Gruppendarstellungen aus- 
gehend zu brauchbaren Invarianten fiihren. Wir weden hier auf eine solche Invari- 
ante, niimlich die _4lexanderideale, nBher eingehen. 
2. Beweis der beiden S&e 
Wir erinnern zun%hst an den Satz von Tietze. Hierzu definieren wir zwei 
Transformationen, die Darstellungen von Gruppen durch Erzeugende und Rela- 
tionen in Darstellungen der gleichen Gruppe iiberfiihren. 
Seien X und Y Mengen und I bezw. s seien Relationensysteme fiir F(X) bezw. 
F( Y). 
Sei y&F(X) und u E F(X). 
( 7’1 a ) Die Transformation 
Wr)-,WJ{y},ru(y=u}) 
heiM Tietze-Transformation Tla. 
(Tlb) Die zu Tta inverse Transformation heif3t Tlb. 
(T2a) Die Transformation 
(X, r)-*(X, rLJ(u = 1)) 
mit u = 1 in F(X)/r heif Tietze-Transformation TZa. 
(T2b) Die zu T2a inverse Transformation heifSt Tietze-Transformation T2b. 
Es gilt der Satz von Tietze: Sind (X, r) und ( Y, s) zwei Gruppendarstellurtgen, dmfi 
ist F(X)/s = F( Y)/s genau dann, wenn es eine Kette von Tiene-Trnnsfotmationen 
gibt, die (X9 r’) in ( Y, s) fiberfchren. 
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Seien nun Gj = (Vi, T, Pi, S) (i = 1,2) zwei kontextfreie Grammatiken, die keine 
tiberfliissigen Variablen enthalten. 0.B.d.A. dfirfen wir annehmen VI n V2 = {S}. 
Weiter sei such L(GI ) = L( G& Off ensichtlich gilt such L(G1) = L( Gz u G,) = L( G2) 
mit G, u GZ = (VI u V2, T, PI u Pz, S). Zum Beweis unseres Satzes 1 geniigt es also 
zu zeigen, da13 
F( VI u Vz u T)/(PI u P2) = F( VI u T)/p, 
gilt. Wir fiihren den Beweis in zwei Schritten. Zuniichst bilden wir eine Grammatik 
6=& T,F,S) mit 
(i) ~=VluVzundPlcPcPIuPz, 
(ii) von jedem y E p ist ein Terminalwort ableitbar, 
(iii) jedes y E c kann von S aus erreicht werden, 
(iv) F(c u Tj/p = F(V1 u T)/PI. 
Im zweiten Schritt nehmen wir die restlichen Produktionen von Pz in unsere 
Grammatik auf. Der erste Schritt besteht im we:;entlichen in der Anwendung von 
Transformationen (Tl a). Der zweite Schritt verwendet ausschliefilich (T2a). 
Schritt I : Nach Voraussetzung enthtilt GZ keine iiberfltissigen Variablen. Also giht es 
zu jedem y E V2 eine Ableitung iiber Pz 
mit: y kommt in wj, j = 1,. . . , k nicht vor. 
Wir betrpchten zuntichst nur den Fall y # S. Induktiv nehmen wir an, da8 die 
Variablen von M’~, . . . , wk bereits in G’ = ( V’, T, P’, S) liegen und daf.3 wir ( V’, P’ j 
aus (V’, P’j mittels (Tla) durch Hinzunahme von Variablen aus Vz und Produk- 
tionen aus PI gewonnen haben. Hierin ist G’ = G1 gesetzt worden. Entsprechend 
verhglt es sich mit V’ und PI. Weiter nehmen wir an, da13 sich aus jeder Variablen 
x E V’ mittels den Produktionen aus Pi ein Wort aus T* ableiten UUt. 
Sei also nun das y aus obiger Ableitung noch nicht in V’. Dann gibt es eine 
Produktion (y, 11) in Pz, die im ersten Ableitungsschritt angewendet wurde. 14 liegt 
dann aber in ( V’ u T)*. Also stellt die Aufnahme von y in \f i, was unser V”’ erpibt 
und die Aufnahme von (y. u) in P’, was unser pit’ liefert, eine Tietze-Trans- 
formation (Tl a) dar. Weiter erfiillen VT’+’ und P’* ’ die oben gemachten Induktions- 
annahmen. Damit sehen wir, da13 sich durch Anwendung van (Tla) das Alphabet Vz 
mit VI u T vereinigen 13St. Das hierdurch erhaltene Produktionssystem sei P”. 
Die durch diesen induktiven Prozel,l konstruiel te Grammatik sei G” mit 
I? -=w,(- 1, V”= V&l v;!= Q, P, c P” c P, u P?. 
G” erfiillt also (i), (ii) und (iv). 
Retrachten wir den Fall )’ = S. In diesem Falle haben wir wegen SE VI bereits 
S E l? so da13 wir hier anders schlieljen miissen. Es gilt 
Wl -+ Wk 
P” 
und S -+ 1~ 
P” 
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wegen wk E L(G1). Also haben wir in F( P u T)/p” die Identitgten 
S = wk und H’~ = wk. 
Hieraus folgt S = ~1. Nehmen wir also (S, w ,) zu P(‘*) hinzu, dann ist dies eine 
Transformation (TZa). Also iindert sich unsere Gruppe bei diesem Schritt nicht. 
Wir diirfen also annehmen, da13 wir nun eine Grammatik e = ( p, T, p, S) mit den 
Eigenschaften (i), . . ‘ , (iv) konstruiert haben. 
Schritr2: Sei (y, 14) eine heliebige Produktion aus Pz, die noch nicht in p liegt. Wegen 
(i), (ii) und (iii) gibt es 01, 02 E T* und IC’ E 7’” mit 
s -fr1yv2 und cluv~ ?w. 
P P 
Dann ist aber w E L( G 1) und also gilt such 
s -$ w. 
Nun haben wir in F( v u T)/? die Identitgten 
s = VlYV2, s = M’, w = Ollat’z. (I) 
Hieraus folgt y = w’. Also ist ( p u T, p> + ( v u T, P u (( j:, II )}) eine Transformation 
(T2a). 
Durch wiederholte Anwendung dieses Schrittes ktinnen wir successive alle 
Produktionen von Pz zu P hinzunehmen, ohne dabei die Gruppe -u gndern. Damit 
ist Satz 1 vollst5ndig bewiesen. 
Korollar 1. Sei 9hG) = (VU T)*/p das Faktormonord VOH (V v T)* nach dem 
The-System F. Erfidlt \3!(( G) die Kiirzungsregeln, dann isr !?%(G) nur von L(G) 
abhiirtgig, d.lt. atrck einp hariante in unserem She. 
Beweis. Die Transformation (Tla) 15Wt !?..U(GI offensichtlich invariant. Ebenso die 
Transformation (T2a) in der speziellen Form, in der wir sie gebrauchen. Nrnlich 
Minzunahme iner Folgerelation y = w. Wir haben von der Gruppeneigenschaft nur 
in (1) einen Gebrauch gemacht. Hierzu verwenden wir ngmlich die Giihigkeit der 
Kiirzungsre geln . Da wir diese fiL- !jX( G) voraussetzen, folgt das Korollar 
unmittelbar. 
Beweis zu Satz 2. Sei CX, r) eine Gruppendarstellung mit endlicher Meng = J-i’ u&i 
endlichem Rslationensystem r. Wir kijnnen annehmen, da13 alle Relationen aus r die 
Form haben 
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Wir bilden die Alphabete 
v = {S), T = X u (x - ’ 1 .Y E X} 
und das Produktionssystem 
P={(S, Srj)lri = 1 liegt in r}u((S, 1)). 
Nun setzen wir G = (V, T, P, S) und sehen unmittelbar, daW ($3(G) die durch (X. r) 
definierte Gruppe ist. Dies ist aber gerade die Behauptung des Satzes 2. 
Wir haben mehr gezeigt, als der Satz 2 hesagt, da unsere Grammatik 
linear ist. Es gilt also schgrfer der 
G links- 
Satz 2a. ZLI jcder Gruppe UI! mit einer endlichen Darstelhtng giht es eitte reg&re 
Sprache L mit N(L) isomorph zu M. 
Einige offene Prohleme. Wir wenden uns kurz der Frage zu, welche Sprachen die 
gleiche Gruppe definieren. Hierzu betrachten wir fiir L, L’c T* das Produkt 
L * L’={w,u,w~ l l * Lf~Wk+,lU’, ’ l l Wk+lEL, &CL 
fiir i = 1 ,...A undkEN). 
Sind G und G’ k.f. Grammatiken in Chomsky-Normal-Form, dann bilden wir die 
disjunkte Vereinigung v = V u V’ mit V c v und due Grammatik G = ( f: T, p, S) 
mit 
P= Pu P’u{(x, S’t), (s, tS’)/(x, tk P und IE TU [I)}. 
Offensichtlich ist fur L = L(G) und L’ = L(G’) 
L *L’= L(G). 
Unter Verwendung dieser Bezeichnungen hat man den 
Katz 3. Ist L c.fi rrrd ist fib w E L in US(L) die Iderltitcit w = 1 erfiillt, dann gilt 
Bewefs. Wegen w = 1 fur w E L in W(L) haben wir S = 1 in W(L). Also liefert das 
Relationensystem & nur Folgerelation von ii. Da P aber in PI enthalten ist, sind die 
Gruppen van L und L. * L also gleich. Die Behauptung U(L) = M(L*) beweist man 
analog. 
Durch diesen Satz wird die allgemeinere Frage aufgeworfen, welche kontextfreien 
Sprachen die gleiche Gruppe haben. Anders gewendet: Wie vergndern sich die 
Gruppen der cf. Sprachen L unter gewissen Standartoperationen der Theorie der c.f. 
Sprachen. 
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Der Beweis unseres Satzes 1 I%Bt sich zumindest nicht unmittelbar auf Amtext- 
sensitive Sprachen iibertragen. Man sieht, dafi der zu einer kontext-freien Gram- 
matik hinzugefiigte Kontext die Gruppe nicht beeinfIul3t. Lie8e sich also unser Satz 
verallgemeinern, dann w&de dieser besagen, da13 alle kontext-freien Grammatiken, 
die mit geeignetem Kontext versehen die gleiche Sprache definieren, such die 
gleiche Gruppe besitzen, falls sie nur keine iiberfliissigen Produktionen enthalten. 
Dieser Satz erscheint allerdings als etwas zu ktihn. Einen Zusammenhang zwischen 
diesen Grupper. kijnnte es allerdings geben. 
3. Die Alexandermatrix kontextfreier Sgrachen 
Wir bilden nun den Gruppenring der Gruppe 65 mit dem Ring z der ganz 
rationalen Zahlen. Wir bezeichnen den Gruppenring mit i2(&). Die Elemente von 
H(B) sind die Abbildungen It : 65 + Z mit der Eigenschaft: h nimmt nur fur endlich 
viele Element aus 0 einen Wert ungleich 0 an. Die Addition und die Multiplikation 
sind durch 
(h + It)(g) := h,(g)+ hz(g, 
und 
(h, l h,,(g) := C hdgdhdg2) fiir g E ($5 
RIK,l’k! 
definiert. Z und ($5 lassen sich in natiirlicher Weise in H(,C$) einbetten, so da13 wir die 0 
in H und in Z(Csl)) und die 1 in h und in ($5 und in Z(&) nicht unterscheiden. 
Wir schreiben nun Z(X) fur Z(F(X)). Die Relationen aus r schreiben wir als 
Elemente von Z(X), indem wir der Relation w = u das Element w - v aus Z(X) 
zuordnen. Sind pl, . . . , pk Elemente aus E(X), dann ist ( pl, p2, . . . , pk) das zweisei- 
tige Ideal, das durch pl, p2, . . . , pk in Z(X) erzeugt wird. Das Ideal, das die zu dem 
Produktions-system P gehiirigen Elemente von H(X) erzeugen, bezeichnen wir mit 
(P). Nun gilt Z(Qj(G)) = Z(X)/(P). Da nach Satz 1 (9(G) nur von L(G) abhtingt, 
nennen wir Z(X)/(P) such den zu L = L(G) gehorigen Gruppenring uber h. Nun 
machen wir schliefilich noch Z(X)/(P) kommutativ und erhalten so einen Rest- 
klassenring H[X]/(P) des kommutativen Polynomringes in den LJnbestimmten der 
Menge X nach dem Ideal (P) der nun kommutativen Polynorne, die den Relationen 
aus r zugeordnet sind. Wir definieren R(G) .- *- Z[X]/(P). Aufgrund von Satz 1 
haben wir dann das 
Korollar 2 R(G) ist eine Invariante auf CFG. 
Fox hat nula mittels seines ‘free differential calculus’ weitere Invarianten von 
Gruppendarsrellungen gewonnen. Diese sind gewisse Ideale in R(G), die er in 
Verallgemeinerung der Alexanderpolynome gewinnt und deshalb als Alexan- 
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derideale bezeichnet. Zur Bequemlichkeit des Lesers, und such weil dieser Kalkiil 
fur die Theorie der formalen Sprachen eine eigenstandige Bedeutung besitzt, fiihren 
wir diesen Kalkiil in knapper Formein. 
Die auf Z(U) definierte lineare Abbildung D : Z(&) - Z(C’ib) heil3t ‘freie Differen- 
tiation’ falls die folgende Beziehung erfiillt ist: 
D(hl l h2) = D(hl) . Dl(hz)+ hl l D(h2) fiir hl, hZE Z(U). 
Hierin ist D*(h) = &Ec)1 h(g) eine triviale Differentiation, 
Fiir u, u E (5) hat man also die einfachere Beziehung 
D(u - t’) = D(u)+ u . D(v). 
Man erhalt spezielle Differentiationen, indem man fur y E X 
fiirx=y x~x 
fiirxfy 
setzt. Fur D, schreibt Fox a/ay. 
Nun bildet man die Matrix 
fiirp0 und XEX. 
Fur das Bild von Ac; unter den kanonischen Abbildungen 
schreiben wir nun A(G). A(G) ist die von Fox fur Gruppendar-stellungen einge- 
fiihrte Alexandermatrix. 
Wir definieren nun die oben erwahnten Ideale in R(G). Diese werden durch die 
Minoren von AG mit fester Reihenanzahl erzeugt. Zur genauen Definition beniit- 
igen wir die Anzahl n der Elemente von X und die Anzahl m der Elemente von P. 
Die Ideale werden mit Ek(AG) bezeichnet. Es ist 
&(AG)= 
fur n-k>>, 
.,q,) fiirO<n-ksm, 
worin die qi (n - k)-reihigen 
Minoren von AG sind, 
fur 0 an -k. 
OfIensichtlich gilt 0 c E. c E1 c Eze . l c R(G). 
Der Satz von Fox besagt die Invarianz dieser Ideale bei Tietze-Transformationen 
endlicher Gruppendarstellungen. Also erhalten wir damit eine weitere Invariante 
fur CFG. 
orollar 3. Die Alexanderideale Ek (G) in R(G) sind Invarianten auf CFG. 
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4. Einige Beispiele 
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( I) Seien Gi und Gz wie folgt definiert: 
v = VI, T = (a, tl, c, d}, 
PI = {(S, SS), (S, aSbA W, cSd1, 69, abcdk 
P2 = {(S, SS), (SW t&b), CS, CSdJ, (S, acbd)). 
Die semi-linearen Mengen, die zu CT, und G2 eich. Es ist Oj(G,) = 
Ffa, b) und C9( Gz) = freie abelsche Gruppe iiber {a, b}. Also ist C$( Gt ) # 6..( Gz) und 
also nach Satz 1 L(Gr) # L(G2). 
(2) Sei V = {S}, T = (a, b, c, d), 
P* = {(S, aSc), (S, cSa), CS, bSd), (S, dSbA (S, SSh LR 11, 
(S, Sabcb), (S, Sbcba), (S, Scbab), 6 Sbabch 
(S, Sdadc), (S, Sadcd), (S, Sdcda), (S, Scdad)}, 
PZ = W, aSc), (S, cSa 1, (S, bSd), (S, dSbL 6, SS), (S, I), 
(S, Sabcd), (S, Sbcda), (S, Scdab), (5, Sdabc), 
(S, Sbadc), (S, Sadcb), (S, Sdcba), (S, Scbad), (S, Sbb)). 
Man sieht lcicht, da13 (sl(G*) isomorph is: zu der durch (a, b ; aba -lb = 1) dargestell- 
ten Gruppe, und da13 N(G2) such durch (a, b; bb = 1, ab = ba) dargestellt werden 
kann. 
Man sieht, da13 R(GI)=R(G2) ist. Urn zu zeigen, da0 beide Gruppen nicht 
isomorph sind, betrachten wir die Alexandermatrizen der Grammatiken Dabei 
konnen wir von den einfacheren Darstellungen der Gruppen ausgehen. Wir setzen 
pl=aba-‘b-l,ql=ab-ba,q2=b2-1. 
In der ersten Spalte unserer Matrizen stehen die Ableitungen nach a, in der 
zweiten nach b. qi steht in der iten Zeile. Wir erhalten 
A(Gl)=(l-aba-’ a+aba-‘)=(1-b a+b), 
l-b a-l AGb=( o I+b) 
Wir finden 
fiirk4, 
fiirk=l, 
fiirk>l, 
0 fur k<O, 
0 fur k = 0 (wegen bb - 1 = O), 
Ek = 
(l-b, l-a, l+b) fur k = 1, 
R fiir k>l. 
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Wegena+b=l+h---(1-b)ist EI(A@E1(A&EsistaberEI(A1)#E1(A2),da 
&(A 1) bei b = 1, a = - 1 eine Nullstelle besitzt, nicht aber E,(A& Also ist L(G,) # 
U&L 
5. Schlufibemerkungen 
( 1) Die Alexanderideale einer k.f. Sprache kiinnen effektiv berechnet werden. 
Dies ergibt sich daraus, da13 sie endlich erzeugte Ideale eines Ringes sind, der Selbst 
aus einem Polynomring durch die Faktorisierung nach einem endlich erzeugten Ideal 
hervorgeht. 
(2) Ich glaube, da13 diese Resultate zeigen, da13 es fiir die Theorie der formalen 
Sprachen von Interesse ist, diese in einem allgemeineren Zusammenhang, Cmlich in 
Gruppenringe eingebettete zu behandeln. Dies wird such gestiitzt durch den 
Zusammenhang von Monoid-semi-Ringen und der schwersten kontext-freien 
Sprache auf den in den Arbeiten [4] und [5] ningeweisen wurde. Die hier ver- 
wendeten Resultate von Fox findet man in [2]. Die Tietze-Transformationen werden 
such in [6] behandeh. Dort findet man such eine recht vollst%ndige Einfiihrung in 
Probleme, die mit Darstellungsfragen von Gruppen zusammenhiingen. Den Satz von 
Parikh finclet man in [3] ausfiirlich hergeleitet. Das iibrige Material aus dem Gebiet 
der Formalen Sprachen findet man in [l]. 
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