This paper considers the identification problems of Hammerstein finite impulse response moving average (FIR-MA) systems using the maximum likelihood principle and stochastic gradient method based on the key term separation technique. In order to improve the convergence rate, a maximum likelihood multi-innovation stochastic gradient algorithm is presented. The simulation results show that the proposed algorithms can effectively estimate the parameters of the Hammerstein FIR-MA systems.
Introduction
The Hammerstein model, which consists of a static nonlinear block followed by a linear time-invariant subsystem, can describe many nonlinear systems. Much work has been performed on the identification of Hammerstein systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . For example, Ding et al. presented an iterative least-squares algorithm and a recursive least-squares algorithm for Hammerstein nonlinear ARMAX systems [12] , Yu et al. studied the parameter identification problem of Hammerstein output-error systems with two-segment nonlinearities, and presented a stochastic gradient identification algorithm [2] .
One identification method for Hammerstein systems is the over parameterization method. By using the over parameterization method, the output of the Hammerstein system is linear on the parameter space. However, the resulting parameter vector contains cross-products between the parameters in the static nonlinearity and those in the linear dynamical subsystem, which increases the dimensions of the parameter vector [12] [13] [14] [15] [16] .
The key term separation technique was presented by Vörös, and was used in the identification of Hammerstein systems with discontinuous nonlinearities such as dead-zones [17] . Wang et al. studied the identification problem of Hammerstein output error auto-regressive systems by combining the key term separation technique and the auxiliary model identification idea [18] .
The maximum likelihood (ML) estimation methods have wide applications in many areas. Bo et al. investigated the maximum likelihood estimation for the reflected Ornstein-Uhlenbeck processes based on continuous observations [19] . Izsk developed a numerical maximum likelihood estimation procedure for the constrained parameters of multinomial distributions [20] . Vanbeylen et al. presented a blind maximum likelihood estimation for Wiener systems [21] .
Recently, Wang et al. have proposed the maximum likelihood least squares identification for CARARMA systems with autoregressive moving average noise [22] , and studied the maximum likelihood estimation algorithm for controlled autoregressive autoregressive (CARAR) models [23] . Li et al. presented a maximum likelihood least squares identification method for input nonlinear finite impulse response moving average systems [24] . On the basis of the work in [22] [23] [24] , this paper considers the identification problem of Hammerstein systems using the maximum likelihood principle, stochastic gradient method and the multi-innovation identification theory, and derives a maximum likelihood stochastic gradient (ML-SG) algorithm and a maximum likelihood multi-innovation stochastic gradient (ML-MISG) algorithm.
The rest of this paper is organized as follows. Section 2 describes the problem formulation for the Hammerstein FIR-MA nonlinear systems. Section 3 derives a maximum likelihood stochastic gradient algorithm for Hammerstein FIR-MA systems. Section 4 proposes a maximum likelihood multi-innovation stochastic gradient algorithm. Section 5 provides a numerical example to show the effectiveness of the proposed methods. Finally, we offer some concluding remarks in Section 6.
The system description
In this paper, we still study the parameter estimation problems for the Hammerstein FIR-MA systems [24] . The linear part of the Hammerstein FIR-MA system can be expressed as
( 1) where y(t) is the system output and v(t) is a white noise with zero mean,ū(t) is the output of the nonlinear block and is unmeasurable. The nonlinear block is a nonlinear function of a known basis (γ 1 , γ 2 , . . . , γ n c ) with coefficients (c 1 , c 2 , . . . , c n c ) [11] : In order to get unique parameter estimates, we fix a coefficient of the two blocks. There are several ways to normalize the coefficients [11, 12, 15, 17] , here we use the key term separation technique presented in [17] , and let b 0 = 1. Then, we have 
Define the parameter vector,
and the information vector,
Eq. (1) can be equivalently written as
In the following, we use the maximum likelihood principle and stochastic gradient method to derive the ML-SG algorithm.
The maximum likelihood stochastic gradient algorithm
According to the maximum likelihood principle, the maximum likelihood estimates of the Hammerstein system in (5) can be obtained by minimizing the cost function:
whereθ ML is the maximum likelihood estimation of θ. Define a polynomial D(z) in the shift operator z
Letθ(t) be the estimate of θ at time t, that is,
The estimates of the polynomials D(z) at time t can be written aŝ
From (4), we have
 .
The first-order Taylor expansion of v(t) at θ =θ(t − 1) can be approximately expressed as
Letû(t) andv(t) denote the estimates ofū(t) and v(t) at time t, respectively. Computing the gradient of v(t) in (7) with respect to θ =θ(t − 1) gives:
Define the filtering information vector,
Letû(t − i) be the estimate ofū(t − i) and the innovation be
Thus the maximum likelihood stochastic gradient (ML-SG) algorithm for the Hammerstein system with colored noise can be summarized aŝ
ϕ f (t) = The steps involved in the ML-SG algorithm are listed in the following.
1. Let t = 1, set the initial valuesθ(0) = 1 n /p 0 , r(0) = 1, and e(0) = 0, p 0 is a large number (i.e. p 0 = 10 6 ).
Collect the input-output data u(t) and y(t), formφ(t) by (13), computeφ f (t) by (15).

Compute r(t) by (12) and e(t) by (11). 4. Update the parameter estimateθ(t) by (10). 5. Computeû(t) by (14).
6. Increase t by 1 and go to step 2.
The flowchart of computing the parameter estimateθ(t) in the ML-SG algorithms is shown in Fig. 1 .
The maximum likelihood multi-innovation stochastic gradient algorithm
As has been pointed out in [25] [26] [27] [28] [29] [30] [31] [32] , the stochastic gradient algorithm has low convergence rate. In the following, we derive a maximum likelihood multi-innovation stochastic gradient (ML-MISG) algorithm to improve the convergence rate.
Define the information matrix Φ(p, t), filtered information matrix Φ f (p, t) and stacked output vector Y (p, t) as
Expanding the scalar innovation e(t) ∈ R to a innovation vector,
where p is the innovation length. Referring to [25, 30] and from the ML-SG algorithm, we have the following maximum likelihood multi-innovation stochastic gradient (ML-MISG) algorithm: −0.30000 Table 2 The ML-SG estimates and errors (σ 2 = 1.00
2 ). 
Examples
Consider the following Hammerstein nonlinear system:
In simulation, the input u(t) is taken as an uncorrelated stochastic signal sequence with zero mean and unit variance, and v(t) as a white noise sequence with zero mean and variances σ 2 = 0.50 2 and σ 2 = 1.00
2 . Applying the ML-SG algorithm and the ML-MISG algorithm to estimate the parameters of this system, the parameter estimates and their errors are shown in Tables 1-4 and Figs. 2-3 .
From Tables 1-4 and Figs. 2-3, we can draw the following conclusions.
1. The parameter estimation errors given by the ML-SG and ML-MISG algorithms gradually become small as the data length t increases. 2. As the variance of the noise decreases, the parameter estimation errors given by the ML-SG algorithm become smaller. 3. As the innovation length p increases, the ML-MISG parameter estimates converge fast to their true values.
Remark. The ML-MISG algorithm uses both the current data and the past data and innovations, so it can get fast convergence rates and high parameter estimation accuracies. The convergence analysis of the maximum likelihood method is an important problem to be studied further.
Conclusions
This paper presents a maximum likelihood stochastic gradient algorithm and a maximum likelihood multi-innovation stochastic gradient algorithm for Hammerstein FIR-MA systems by using the key term separation technique. The proposed method can directly estimate the parameters of the Hammerstein FIR-MA systems and can combine other methods to identify linear or pseudo-linear or nonlinear control systems [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] . 
