Abstract. In this paper we establish the existence of extremals for the Log Sobolev functional on complete non-compact manifolds with Ricci curvature bounded from below and strictly positive injectivity radius, under a condition near infinity. This extends a previous result by Q. Zhang where a C 1 bound on the whole Riemann tensor was assumed. When Ricci curvature is also bounded from above we get exponential decay at infinity of the extremals. As a consequence of these analytical results we establish, under the same assumptions, that non-trivial shrinking Ricci solitons support a gradient Ricci soliton structure. On the way, we prove two results of independent interest: the existence of a distance-like function with uniformly controlled gradient and Hessian on complete non-compact manifolds with bounded Ricci curvature and strictly positive injectivity radius and a general growth estimate for the norm of the soliton vector field. This latter is based on a new Toponogov type lemma for manifolds with bounded Ricci curvature, and represents the first known growth estimate for the whole norm of the soliton field in the non-gradient case.
Introduction and main results
A Ricci soliton structure on a Riemannian manifold (M m , g) is the choice of a vector field X (if any) such that (1) Ric + 1 2 L X g = λ S g, for some constant λ S ∈ R. The soliton is called expanding, steady or shrinking if, respectively, λ S < 0, λ S = 0 or λ S > 0. When X = ∇f , for some f ∈ C ∞ (M ), we say that the Ricci soliton is gradient. It is well known that expanding and steady compact Ricci solitons are Einstein; [15] . Using the existence of extremals of the W-entropy and its monotonicity formula, G. Perelman proved that every non-trivial compact shrinking Ricci soliton supports a shrinking gradient Ricci soliton structure; [20] (see also [7] for a completely elliptic proof of this result, not involving Perelman's monotonicity formula). This result was later extended by A. Naber, [18] , to complete non-compact shrinking Ricci solitons with bounded curvature tensor. However, rather than using extremals of the W-entropy he used a careful analysis of the reduced length function and Ricci flow's convergence techniques.
About the converse, it is important to notice that J. Carrillo and L. Ni, [3] , proved that potential functions on gradient shrinking Ricci solitons provide extremals for the W-entropy also in the complete non-compact case without any curvature assumption. Hence, the problem of finding an extremal for the Wentropy and the problem of finding a gradient Ricci soliton structure on a manifold supporting a complete shrinking Ricci soliton structure are equivalent modulo justification for an integration by parts, as one can see from the proof in [7] . A natural question that arises, and which is the initial motivation of this paper, is if the elliptic technique coming from [20] , [7] can be extended to guarantee the existence of a gradient Ricci soliton structure on a complete non-compact shrinking Ricci soliton considering different curvature conditions from those considered in [18] .
An essential step in this program is to study the existence of extremals of the W-entropy. This functional turns out to be intimately tied with the usual Log Sobolev functional which was extensively studied in literature. In particular, the existence problem for extremal functions of the Log Sobolev functional in the compact case was solved by O. Rothaus, [22] . On the other hand, in the complete non-compact case, in [20, Remark 3.2] Perelman raised the question whether extremals for the Log Sobolev functional exist. A motivation for studying the complete non-compact case is the fact that many interesting singularity models of the Ricci flow are non-compact, the cylinder S 2 × R being the most basic example.
Recently there have been some progresses on this problem in [24] , where Q. S. Zhang provided a result on the existence of extremals on complete non-compact manifolds with bounded geometry satisfying an extra condition at infinity which avoids the escape at infinity of the entropy content of a minimizing sequence. Here bounded geometry means that the Riemann curvature tensor and all its covariant derivatives are bounded and that there is a uniform positive lower bound on the volume of geodesic balls of radius 1. It is well known that these conditions imply a positive lower bound on the injectivity radii on the manifold; [4] . Furthermore, in the same paper, Zhang also proved that an extremal function may not exist if the condition at infinity is violated.
The main analytical result of this paper establishes the existence of extremals for the Log Sobolev functional replacing the bounded geometry condition considered in [24] with only a lower control on the Ricci curvature and a positive lower bound on the injectivity radius. Moroever, asking bounded Ricci curvature, we can conclude that the extremal function decays more than exponentially at infinity.
For the detailed definitions of the functional L, the best Log Sobolev constant λ, and the best Log Sobolev constant at infinity λ ∞ , we refer, respectively, to (7), (8) , and (9) in Section 2 below. Theorem 1.1. Let (M m , g) be a (connected) complete non-compact Riemannian manifold and suppose that 
for any x ∈ M .
Remark 1.2. (a)
Even though the Log Sobolev functional L we are dealing with contains the scalar curvature R, the result still holds if one deletes the term containing the scalar curvature. The proof requires only minor adjustement.
(b) For comments on the generality of the condition at infinity λ < λ ∞ we refer to [24] , where also some examples of Riemannian manifolds satisfying this condition are constructed.
As we said above, the conclusion of Theorem 1.1 was obtained by Zhang under the stronger assumption of bounded geometry (in the sense explained above). Basically, he needs this assumption to ensure:
(i) the validity of a Sobolev inequality and of Bishop-Gromov comparison theorem;
(ii) the existence of a distance-like function with uniformly controlled gradient and Hessian, which in turn is used to get an a-priori decay of the type (3) for subsolutions of the Euler-Lagrange equation relative to the Log Sobolev functional; (iii) Hamilton's version of Cheeger-Gromov compactness theorem for pointed Riemannian manifolds. In fact, in his proof he constructs a minimizing sequence of subsolutions {v k } to the Euler-Lagrange equation for L, each of them satisfying v k (x k ) > δ > 0 at some point x k ∈ M . In case the sequence {x k } is unbounded, one can apply Cheeger-Gromov convergence to {(M, g, x k )} and obtain the existence of a subsolution of the Euler-Lagrange equation on the limit manifold. This is showed to be in contradiction with the condition λ < λ ∞ . Hence {x k } is necessarily bounded. In this second case classical arguments give the existence of a smooth extremal. To treat both the bounded and unbounded case he uses the exponential decay alluded to in point (ii); see [24, Lemma 2.3] .
It is well known that our assumption (2) is sufficient to guarantee both Sobolev inequality and BishopGromov comparison. As a matter of fact, up to asking also an upper bound on Ric, one can also get the validity of (ii). This follows from the following result, which apparently has never been observed before in literature in this generality. Under stronger assumptions this was obtained by L.-F. Tam in [23] .
) is a complete non-compact Riemannian manifold with |Ric| ≤ (m − 1)K and
However, in point (iii) the bounds on the full curvature tensor seem unavoidable. To circumvent this problem, we propose a different strategy to prove the existence of the extremal. By the way, our proof does not require an a-priori exponential decay for subsolutions (and hence an upper bound for Ric). The validity of (3) is nevertheless proved a-posteriori, since it will be exploited in the proof of the geometric result.
Our proof goes as follows. As in [24] , we consider a minimizing sequence {v k }, bounded in W 1,2 , made up of subsolutions of the Euler-Lagrange equation. The assumption λ < λ ∞ is then used to guarantee that the weak limit v is not null. Then we prove that v is a weak solution and standard regularity theory applies. All along the proof, the equation is used repeatedly to deal with the logarithmic term.
Exploiting Theorem 1.1 we are able to obtain the following geometric consequence. In order to prove Theorem 1.4 one would like to mimic the computations done in the compact case in [7] . Since we are in the non-compact setting, aiming to justify the integration by parts (see (32)) using a Stokes' theoremà la Gaffney-Karp we need a control on the growth at infinity of the soliton field X.
In this regard, it is well known that the growth of the radial part of X can be controlled when the Ricci curvature is bounded. Indeed if Ric is bounded from below, it is not difficult to see that X, ∇r has at most linear growth. Moreover, it was proven by A. Naber, [18] that if Ric is bounded from above then X, ∇r grows at least linearly. Here r is the distance function from a fixed reference origin. Note also that for gradient shrinking Ricci solitons it was proven in [25] that the whole |X| grows at most linearly. To the best of our knowledge a growth estimate on the whole |X| in the non-gradient case is not known so far. Actually in this setting we are not able to get such a linear bound for |X|, yet we can prove that the field can not grow much more than exponentially, which is in fact enough to our purposes. Note that the following result also concerns steady and expanding Ricci solitons. Theorem 1.5. Let (M m , g) be a complete non-compact m-dimensional Ricci soliton satisfying (1) for some X ∈ X (M ) and λ S ∈ R. Suppose that |Ric| ≤ (m − 1)K for some constant K ≥ 0. For any reference point o ∈ M there exists a positive constant C > 0, depending on m, K, λ S , vol(B 1 (o)) and on
This result relies on a Toponogov's type estimate of independent interest, which we call Ricci Hinge Lemma. Beyond the proof of Theorem 1.5, this estimate applies more generally to control the growth of any vector field X along which one can control L X g, such as for instance Killing vector fields; see Corollary 7.5 below. We are not aware of previous results in this direction.
The paper is organized as follows. In Section 2 we introduce some notation and basic definitions. Section 3 and Section 4 are devoted to the proof of the first part of Theorem 1.1 that is the existence of the extremal. In Section 5 we present a proof of the construction of distance-like functions on complete noncompact manifolds with bounded Ricci curvature and a control on the injectivity radius, and we deduce the existence on these manifolds of Hessian cut-off functions. From these results the second part of Theorem 1.1 immediately follows, as shown in Section 6. We end the paper with Section 7 which finally deals with Ricci soliton structures. In a first part we prove the Ricci Hinge Lemma, from which the general result on the growth of the soliton field on manifolds with bounded Ricci curvature can be deduced, while in the second part we deal with the integration by parts which permits to conclude the proof of Theorem 1.4 .
Basic definitions and notation
Let (M m , g), be a complete connected Riemannian manifold of dimension m ≥ 3 and denote by R its scalar curvature and by dvol the Riemannian volume measure.
The W-entropy is defined for f ∈ W 1,2 (M, e −f dvol) as
Hence we can restrict the study, without loss of generality, to the case
) is the Log Sobolev functional on (M, g) perturbed by the scalar curvature of the manifold, which is defined for v ∈ W 1,2 (M ) as
We define the best Log Sobolev constant of a domain Ω ⊂ M as
When Ω = M , we will denote by λ := λ(M ) the best Log Sobolev constant of (M, g).
The best Log Sobolev constant at infinity of (M, g) is the quantity
We now give the following
It is worthwhile to note that, according to this definition, extremals need not to belong to C ∞ c (M ), and hence to the class of functions U we are minimizing in.
The Euler-Lagrange equation for the Log Sobolev functional L is given by
Here, and from the point onward, we implicitly assume that v ≥ 0 when ln v appears and that v ln v(x) = 0 when v(x) = 0.
Some preliminary results
An analysis of the proof of Lemma 2.1 in [24] gives the validity of the following Lemma 3.1. Let (M m , g) be a complete Riemannian manifold such that
Let x ∈ M and suppose v is a bounded solution to (10) in the ball
Then the following mean value type inequalities hold.
(a) There exists a positive constant C = C(m, K, i 0 , λ) such that
The content of the following lemma is that in our assumptions the variational problem for the Log Sobolev functional L is well defined. The proof is standard and follows from a combination of Sobolev's and Jensen's inequality. We present it here for the sake of completeness.
Then λ is finite.
for some constant C ∈ R, and hence λ is finite.
Proof of Theorem 1.1: first part
In this section we present the proof of the first assertion of Theorem 1.1, that is the existence of the extremal.
By Proposition 2.1 in [10] we know that, given o ∈ M , there exists a L ∈ C ∞ (M ) with
For any positive integer k, consider the domain
and let λ k := λ(D(o, k)). Note that we can choose L in such a way that ∂D(o, k) is smooth for any k ∈ N. According to [22] , λ k is finite and, for every k, there exists a non-negative extremal on
We claim that, under our assumptions, {v k } is uniformly bounded in W 1,2 (M ). Indeed, by Jensen's and Sobolev's inequalities we have that
for some constants A, B ∈ R. Hence, since for every σ ≥ 0, t > 0, it holds that ln(t) ≤ σt − 1 − ln σ, we deduce
Choosing σ small enough we get that
Hence, for some constant C,
Therefore, up to passing to a subsequence, there exists v ∈ W 1,2 (M ) such that v k → v weakly in W 1,2 (M ). As a standard consequence, by lower semicontinuity of the W 1,2 -norm, we hence have that
Moreover, by the uniformly boundedness and the Rellich-Kondrachov compactness theorem, v k → v strongly in L p on compact sets for every p ∈ (1, 2 * ) and a.e. in M . In particular v ∈ W 1,2 (M ), v ≥ 0 a.e. in M and, since A v 2 k dvol ≤ 1 for every A ⊂ M compact, the same holds for v, and hence M v 2 dvol ≤ 1. Actually, we will show in Lemma 4.3 below that M v 2 dvol = 1. Proof. We reason by contradiction, assuming that v ≡ 0 a.e. in M , and get a contradiction to the assumption that λ < λ ∞ . In the following, integrals are meant with respect to dvol unless otherwise specified.
Consider an exhaustion E i ր M consisting of relatively compact domains with smooth boundary. Then for every i fixed, there exists a K i such that the tubular neighborhood
We hence consider the sequence {v k } k≥K i on E i .
We need first the following
Fix i and ε > 0. Let ϕ ∈ C ∞ (M ), 0 ≤ ϕ ≤ 1 such that |∇ϕ| is bounded and
Hence, for k ≫ 1 and for some new constant C,
where in the last inequality we used also (13) and we are using the standard notation (·) − for the negative part of a function. For k ≫ 1, using Step 1 we can make also all the terms on the RHS less then ε 10 . Hence we have obtained that there exists
Since λ k ց λ as k → ∞ we also know that there exists a k such that ∀ k > k we have that
Thus, for k >k(i) = max k, k , we get that L(u k , M, g) < λ + ε, concluding the proof of Step 2.
In particular, we deduce that
From this it follows that
and, since by the assumption λ < λ ∞ we can choose 0 < ε < λ ∞ − λ, this leads to the desired contradiction and hence to the validity of the lemma.
In particular we have obtained that there exists a J such that ∀ j ≥ J (14)
By Lemma 3.1 applied to the v k we know also that {v k } k>K j is bounded in C 1 (E j ). Hence, up to a subsequence v k → v on E j in C 0,α , for 0 < α < 1, and v ∈ C 0,α (E j ).
By (14), we know that there exists x ∈ E j such that v(x) > 0. Hence 0 ≤ v ∈ C 0,α loc (M ) and there exists x ∈ M such that v(x) > 0.
Note that v is bounded in M . In fact, for any fixed x ∈ M , we have that
for k large enough.
Lemma 4.2. v is a weak solution of (10)
we want to prove that
By the fact that v k → v weakly in W 1,2 (M ), one gets that
as k → ∞. Hence, it remains only to prove that ∀ δ > 0, there existsk > k 0 such that
for every k >k. For every ε > 0 we write
Let us first observe that
Hence there exists an ε 0 = ε 0 (ϕ) such that ∀ ε < ε 0 and for all k ∈ N,
We claim now that there exists a constant C = C(ε 0 ) such that v ln(v + ε) < C for every ε < ε 0 . Indeed, where v > 1 − ε 0 , we have that
Hence, using also (15),
On the other hand, where v ≤ 1 − ε 0 , we have that for every ε < ε 0 , v + ε < v + ε 0 ≤ 1. Hence
and there exists a C = C(ε 0 ) such that for every ε < ε 0 |v ln(v + ε)| < C, proving the claim. Hence, |v ln(v + ε)ϕ| ≤ C|ϕ| ∈ L 1 and by the dominated convergence theorem we get
as ε → 0 and, in particular, there exists an
We now compute that
Since by Lemma 3.1
we hence get that for k ≫ 1
Finally, by Lemma 3.1, we have that
for k large enough. By (17) , (20), (19) , (18) we obtain (16) and hence our claim.
By Lemma 4.2 and elliptic regularity (see e.g. Theorem 3.54 in [2] ), we get that v ∈ C 2,β loc , for β < α. Thus an application of the maximum principle gives that v > 0 on M and this permits to get, again by elliptic regularity, that v is indeed smooth and thus a classical solution of (10).
To conclude the proof of Theorem 1.1 it remains to prove the following Proof. Since v is a classical solution of (10) we have that
Since v ∈ W 1,2 (M ), R is bounded from below, and (12) holds, we know that min{v∆v; 0} ∈ L 1 (M ). Moreover, by Cauchy-Schwarz inequality we have that v∇v ∈ L 1 (M ). Hence, by Gaffney's version of Stokes' theorem, [9] , v∆v ∈ L 1 (M ) and
If M v 2 = 1 then v is an extremal function of L. So suppose M v 2 < 1 and consider the functioñ
Then ṽ 2 = 1 and
We claim that L(ṽ, M, g) ≥ λ. From this it would follow that λ ≥ λ −ṽ 2 ln v 2 2 . Since we are assuming M v 2 < 1 we hence get a contradiction, thus finishing the proof of Theorem 1.1. Let us now prove the claim. Let o ∈ M and consider the standard smooth cut-off functions, for R > 1,
We then consider the functionsṽϕ R ∈ C ∞ c (M ) and we prove that
) ≥ λ for every R, we hence get the claim.
We have that
Using thatṽ ∈ W 1,2 (M ), |∇ϕ R | is bounded and ϕ 2 R ln ϕ 2 R < e −2 , we easily get that the last three terms tend to zero as R → ∞. Moreover, sincẽ
Hence, using again the fact thatṽ
, it is not difficult to prove that also this expression goes to 0 as the radius R → ∞, thus proving the claim.
Distance-like functions on complete non-compact manifolds
Before getting into the proof of Proposition 1.3 we would like to explicitly point out that, using the distance-like functions we are going to construct, one is able to produce Hessian cut-off functions. In particular we can obtain the following result extending Proposition 3.7 in [12] ; see also [11] . 
Proof. (of Corollary 5.1) Let φ ∈ C ∞ (R, [0, 1]) be a cut-off function such that
for some a > 0. For any n ≥ 1, let φ n ∈ C ∞ ([0, +∞)) be a cut-off function defined by φ n (t) := φ(t/n − 1). In particular
Let the constant C m,K and the function h ∈ C ∞ (M ) be as in Proposition 1.3. For each integer n > C m,K , define χ n := φ n • h. One can easily see that χ n = 1 on B n−C m,K (o) and χ n = 0 on M \ B 2n−1 (o). Moreover
The remaining of the section is devoted to present the proof of Proposition 1.3. The idea of the proof, coming from a paper by Tam [23] (see e.g. [5] ), is to start with a distance-like function with uniformly bounded gradient and evolve it by heat equation to have also a uniform bound on the Hessian. The key point which permits to conclude in our situation is the employment of a result of M. Anderson controlling the global C 1, 1 2 harmonic radius of the manifold under our assumptions.
By Proposition 2.1 in [10] we know that given a complete Riemannian manifold (M m , g) and o ∈ M there exists a u ∈ C ∞ (M ) with (22) |u(x) − r(x)| ≤ 1 and |∇u|(x) ≤ 2 on M.
is a solution to the heat equation with lim t→0 h(x, t) = u(x) uniformly in x ∈ M .
Reasoning as in Step 1 and Step 2 of the proof of Proposition 26.49 in [5] we obtain that h(x) := h(x, 1) satisfies both conditions (4) and (5) of the statement. Indeed sectional curvature bounds can be replaced in these steps by Ricci curvature bounds, where needed, without any further modifications. To obtain the control on the Hessian we can adapt Step 3 of Proposition 26.49, up to use a result obtained in [1] instead of a result by J. Jost and H. Karcher, [16] . For the sake of completeness we give a detailed exposition of this last step below.
It hence remains to prove that there exists a constant C = C(m, k) such that
Given any point x ∈ M , we know that
is a local diffeomorphism, where i 0 is the lower bound for the injectivity radius. We consider the pull-back metricĝ :
Then, by (4) and (22) , there exists C 1 depending only on m and K such that, for every x ∈ M ,
for every t ∈ (0, 1] and v ∈ T x M with |v| < i 0 . By the invariance by isometries of the norm of the Hessian, note that |Hess g h| g (x, t) = Hessĝĥ x ĝ (0, t).
Now we have that (∂ t − ∆ĝ)ĥ x = 0, and
Recall that a local coordinate system x i is said to be harmonic if for any i, ∆ g x i = 0. The harmonic radius is then defined as follows.
Definition 5.2. Let (M m , g) be a smooth Riemannian manifold and let x ∈ M . Given Q > 1, k ∈ N, and α ∈ (0, 1), we define the C k,α harmonic radius at x as the largest number r H = r H (Q, k, α)(x) such that on the geodesic ball B r H (x) of center x and radius r H , there is a harmonic coordinate chart such that the metric tensor is C k,α controlled in these coordinates. Namely, if g ij , i, j = 1, . . . , m, are the components of g in these coordinates, then
We then define the (global) harmonic radius r H (Q, k, α)(M ) of (M, g) by
where r H (Q, k, α)(x) is as above.
The following result has been proved in [1] . As it is stated below, it can be found in the survey paper [13] (see also [14] ).
Suppose that for some λ ∈ R and some i > 0, we have that for all x ∈ Ω(δ),
Ric(x) ≥ λg(x) and inj g (x) ≥ i.
Then there exists a positive constant C = C(m, Q, α, δ, i, λ), such that for any x ∈ Ω, r H (Q, 0, α)(x) ≥ C.
In addition, if we furthermore assume that for some integer k and some positive constant C(j),
In our situation, since injĝ(0) ≥ i 0 , we have that for every v ∈ B i 0
Hence, for every v ∈ B i 0 2 (0) we have that 
With respect to the harmonic coordinates {ŷ i },
Using (24) and the definition of harmonic radius, by Schauder's estimates for parabolic equations (see [8] ), we get that
, 1 , for some C 2 depending only on m and K. In particular
(0) with respect to harmonic coordinates. Sincê
corresponding toŷ = 0, by the definition of harmonic radius, we have
for every x ∈ M , with C 3 depending only on m and K. This concludes the proof of the proposition. Let u be a bounded subsolution to
Then there exist positive numbers r 0 , a and A, which may depend on K, i 0 and the location of the reference point such that
Since the extremal function v produced in the proof of the first part of Theorem 1.1 is in particular a bounded solution of (10) with v L 2 (M ) ≤ 1 we get the desired exponential decay (3) and thus the second part of Theorem 1.1.
7. Gradient Ricci soliton structure on Ricci solitons 7.1. Growth of the soliton field. In this subsection we prove a general upper bound for the growth of the soliton field X of a generic (not necessarily gradient nor shrinking) Ricci soliton (M, g).
Let us first recall that, by a standard computation, the soliton equation gives a control on the tangential part of X along geodesics. Namely we have the following Lemma 7.1. In the assumptions of Theorem 1.5, for any unit-speed geodesic γ :
The idea of the proof of Theorem 1.5 goes as follows. By continuity |X| is bounded on the unitary geodesic ball B 1 (o) ⊂ M . One can hence apply Lemma 7.1 along all the geodesics γ y connecting y ∈ B 1 (o) to q ∈ M . Suppose that the family of vectors {γ y (q)} y∈B 1 (o) covers an angle in T q M that is large enough. Then one can obtain a quantitative control of |X|(q) in terms of the g(γ y , X)'s.
Accordingly, we need the following estimate of independent interest. 
and ω m−2 is the (m − 2)-Hausdorff measure of S m−2 .
Remark 7.3. Note that, if the sectional curvature is bounded from below by −K, then hinge version of Toponogov's comparison theorem (see for instance [21, Theorem 79] ) gives that for all V, U ∈ S q M ,
Accordingly, the estimate (25) can be improved in this case to
Remark 7.4. Beyond the proof of Theorem 1.5, Lemma 7.2 can be applied more generally to estimate the growth of any vector field X along which one can control L X g, as for instance a Killing vector field. Namely one can obtain the following estimate Corollary 7.5. Let (M, g) be a complete non-compact m-dimensional Riemannian manifold such that Ric ≥ −(m − 1)K for some constant K ≥ 0 and let X be a smooth Killing vector field on M . For any reference point o ∈ M and for all q ∈ M it holds
with C 0 , C 1 defined as in Lemma 7.2 and X * defined as in Theorem 1.5.
Proof (of Lemma 7.2). Set A 1 := B 1 (o) and A 0 := {q}. For t ∈ [0, 1] define
The lower bound on the Ricci curvature and Brunn-Minkowski's inequality give that, for all t ∈ [0, 1],
where D := sup y∈A 1 d(q, y) satisfies r ≤ D ≤ r + 1; see [19, Theorem 3.2] or [6, Proposition 1.4.11]. Let ε > 0 be small enough, to be chosen later. Setting t = ε/r in (26) yields
For R > 0, let B R (0) be the ball of radius R centered at 0 in R n ∼ = T q M . For ε < inj g (q), the rescaled exponential map χ ε := exp q (ε·) :
Moreover the locally Euclidean character of the Riemannian metric implies that ε −m χ * ε dvol → dvol Eucl as ε → 0. In particular, choosing ε small enough (depending on q) and definingÃ ε/r := χ −1 ε (A ε/r ), we have that
Moreover, by definition A ε/r ⊂ B ε(1+1/r) (q) \ B ε(1−1/r) (q), which in turn implies thatÃ ε/r ⊂ B (1+1/r) (0) \ B (1−1/r) (0). Let A s be the volume measure on ∂B s (0). By Fubini's theorem, we have that
Combining (27) and (28), we get that there exists s 0 ∈ [1 − 1/r, 1 + 1/r] such that
A further rescaling gives that the area of
By construction, for every V ∈Â it holds that exp q (sV ) ∈ B 1 (o) for some s ∈ [r − 1, r + 1]. Set
It remains only to prove that there exists Z ∈Â \ E τ . To this end, we compute
In particular
which means thatÂ \ E τ is nonempty.
Proof (of Theorem 1.5). We present the proof in case K > 0. The case K = 0 can be treated similarly. The result is trivial if X(q) = 0 or if q ∈ B 1 (o). Otherwise, an application of Lemma 7.2 with W =
gives that there exists Z ∈ S q M such that
and exp q (sZ) ∈ B 1 (o) for some s ∈ [r − 1, r + 1]. Applying Lemma 7.1 along the unit speed geodesic γ Z (t) := exp q (tZ), we get
This latter, together with (29), gives the aimed estimate with
1 , where C 1 is the constant of Lemma 7.2. 7.2. Existence of a gradient Ricci soliton structure.
Proof of Theorem 1.4. We follow the proof given in [7] for compact Ricci solitons, which adopts an "elliptic" approach. The additional difficulty here is due to the final integration by parts, which has to be justified in the noncompact case.
Let (M, g, X) be a complete shrinking Ricci soliton, i.e. (1) holds with λ S > 0. According to Theorem 1.1 and our assumptions there exists a smooth strictly positive functionṽ on the rescaled manifold (M, 2λ S g) satisfying 4∆ 2λ S g v − R 2λ S g v + 2v ln v + λ(M, 2λ S g)v = 0, with λ being the infimum of the Log Sobolev functional L(v, M, 2λ S g). By a conformal change, we get that To this end, we are going to apply a sort of Karp's version of Stokes theorem on complete manifolds with density; [17] . We start considering a sequence of Hessian cut-off {χ n } on M , whose existence is assured by Corollary 5.1. Recalling the expression for f , we have thus to check that
Beforehand, let us note for later purposes that by Theorem 1.5 and (3), fixed a reference point o ∈ M , there exists a positive constant b > 0 such that e bd(x,o) 2 |Xv|(x) → 0 as d(x, o) → ∞. In particular |Xv| ∈ L ∞ (M ) and, using also Bishop-Gromov theorem, |Xv| ∈ L 2 (M ). In the following, given g, h : M → R, g f means that there exists a positive constant C such that |f (x)| ≤ C|g(x)| for all x ∈ M . Moreover integrals are meant with respect to dvol unless otherwise specified.
To prove (32), we write the integral as a sum of four different terms, which will be dealt with separately in the following. a) Firstly, since (Ric − λ S g) is bounded,
as n → ∞, provided one can prove that Hess(v) ∈ L 2 (M ). According to a global Calderón-Zygmund inequality, [12, Theorem C] , this is verified if v ∈ L 2 (M ) and ∆v ∈ L 2 (M ). This latter is true since, by equation (30),
and, using also that | ln t| ≤ √ t + 1/t for all t > 0,
Let h be as in Proposition 1.3 and let α(n) ∈ [n − 1, n] be such that {h = α(n)} is a regular hypersurface. By (3), the coarea formula and Bishop-Gromov's inequality, Since ∇h is bounded, using again the coarea formula we can choose the α(n)'s so that {h=α(n)} |v∇v|dH m−1 e −n β ′ as n → ∞ for all β ′ < β, and in particular for some β ′ > 1. This latter estimate, (34) and the L 2 integrability of ∆v proved above imply where the integration by part can be justified using the equation as above. Moreover, since Hessχ n L ∞ → 0, we have that M ln vHess(χ n )(∇v, ∇v) dvol → 0 as n → ∞ provided that ln v|∇v| 2 ∈ L 1 (M ). This is true by (35) and the fact that, thanks to the exponential decay of v, | ln v| | ln v| 2 .
