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Abstract
It has been understood that the “local” existence of the Markowitz’ optimal portfolio or the
solution to the local-risk minimization problem is guaranteed by some specific mathematical struc-
tures on the underlying assets price processes known in the literature as “Structure Conditions”. In
this paper, we consider a semi-martingale market model, and an arbitrary random time that is not
adapted to the information flow of the market model. This random time may model the default
time of a firm, the death time of an insured, or any the occurrence time of an event that might
impact the market model somehow. By adding additional uncertainty to the market model, via
this random time, the structures conditions may fail and hence the Markowitz’s optimal portfolio
and other quadratic-optimal portfolios might fail to exist. Our aim is to investigate the impact of
this random time on the structures conditions from different perspectives. Our analysis allows us
to conclude that under some mild assumptions on the market model and the random time, these
structures conditions will remain valid on the one hand. Furthermore, we provide two examples
illustrating the importance of these assumptions. On the other hand, we describe the random time
models for which these structure conditions are preserved for any market model. These results are
elaborated separately for the two contexts of stopping with the random time and incorporating
totally a specific class of random times respectively.
1 Introduction
Since the seminal work of Markowitz on the optimal portfolio, the quadratic criterion for hedging
contingent claims becomes very popular and an important topic in mathematical finance, modern
finance, and insurance. In this context, two main competing quadratic approaches were suggested.
Precisely, the local risk minimization and the mean variance hedging. For more details about these
two methods and their relationship, we refer the reader to Health et al. [28], Cerny and Kallsen [20],
Duffie and Richardson [21], Delbaen and Schachermayer [26], Biagini et al. [16], Jeanblanc et al. [35],
Schweizer [41, 40], Choulli et al. [18], Laurent and Pham [37] and the references therein.
∗corresponding author, Email: tchoulli@ualberta.ca
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One important common feature for these method lies in the assumptions that the market model should
fulfill in order that the two methods admit solutions at least locally. These conditions are known by
the “Structure Conditions” (called SC hereafter) and sound to be the alternative to non-arbitrage
condition in this quadratic context. Indeed, for the case of continuous price processes, it is proved
that these conditions are equivalent to the non- arbitrage of the first kind (No-Unbounded-Profit-
with-Bounded-Risk, called NUPBR hereafter), or equivalently to the existence of a local martingale
deflator for the market model. For details about these equivalence, we refer the reader to Choulli and
Stricker [43]. However, in the general case, the two concepts (i.e. SC and NUPBR) differ tremendously.
Recently, there has been an upsurge interest in investigating the effect of different information levels
on arbitrage theory and utility maximization problem, see [4], [19], [27], [29], [7] and the references
therein. From the economic standpoint of view, information is a commodity that bears values; and
economic agents desire information because it helps them to make decision and maximize their state-
dependent utilities, especially when they are facing uncertainties. For more details about this economic
views we refer the reader to Allen [6] and Arrow [11, 12, 13] and the references therein.
In this paper, we study the impact of some extra information/uncertainty on the Structure Conditions.
This extra information comes from a random time τ that is not adapted to the public information
represented by a filtration F := (Ft)t≥0. There are two mainstreams to combine the information com-
ing from τ and F: The initial enlargement and progressive enlargement of the filtration F (see [36],
[34], [44] and the references therein). Herein, we restrict our attention to adding the information from
τ progressively to F, and the resulting larger filtration will be denoted throughout the paper by G. In
this paper, we are dedicated to investigate the following two questions:
For which pair (τ, S), does (S,G) satisfy SC? (Prob1)
and
For which model of τ , (X,G) fulfills SC as long as (X,F) does? (Prob2)
To answer the two problems (Prob1) and (Prob2), we split the time horizon [[0,+∞[[ into two dis-
joint intervals [[0, τ ]] and ]]τ,+∞[[. In other words, we investigate the impact of τ on the structures
conditions of S by studying (Sτ ,G) and (S − Sτ ,G) individually.
This paper contains four sections, including the current section, and an appendix where we recall
some useful results. Section 2 defines the mathematical model, while Section 3 addresses the structure
conditions for models stopped at τ . The last section, Section 4, deals with the “part-after-τ”.
2 The mathematical model and preliminaries
Our mathematical model starts with a stochastic basis (Ω,A,F = (Ft)t≥0,P), where F is a filtration
satisfying the usual conditions of right continuity and completeness and represents the flow of “public”
information over time. On this filtered probability space, we consider given S, a one-dimensional
special semimartingale such that
S = S0 +M +A, (2.1)
where M is a locally square integrable local martingale and A is predictable with finite variation. S
models the tradeable risky asset.The extension to multi-dimension case and/or to general semimartin-
gales is very doable at the expenses of some technicalities that we avoid herein for the sake of well
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illustrating the main ideas. Thus, (Ω,A,F, S,P) constitutes the initial market model. In addition to
this model, we consider an A-measurable random time τ : Ω → R+ that is fixed from the beginning
and for the entire paper. This random time can represent the agent’s death time, the sudden retire-
ment time, the bankruptcy time of a firm, the default time, or any time of occurrence of an event that
might affect the initial market and/or the agents. Mathematically, this random time is not a stopping
time with respect to F, and hence one can not confirm at time t whether this random time happened
or not yet. However, using the flow of information F, we can observe the survival probability of this
random time. To formulate this rigorously, we associate to τ the pair (D,G) given by
D := I[[τ,+∞[[, G = (Gt)t≥0 , where Gt =
⋂
s>t
(
Fs ∨ σ(Du, u ≤ s)
)
. (2.2)
The filtration G is the new flow of information where the occurrence of τ can be detected. Mathe-
matically, G is the smallest right-continuous filtration that contains F and makes τ being a stopping
time. In the probabilistic literature, G is called the progressive enlargement of F with τ . In addition
to G and D, we associate to τ two important F-supermartingales given by
Zt :=
o,F (I[[0,τ [[)t = P (τ > t | Ft) and Z˜t :=
o,F (I[[0,τ ]]) = P
(
τ ≥ t
∣∣∣ Ft) . (2.3)
The supermartingale Z (known as Aze´ma supermartingale) is right-continuous with left limits, while Z˜
admits right limits and left limits only. The decomposition of Z leads to another important martingale
m by
m := Z +Do,F, (2.4)
where Do,F is the F-dual optional projection of D = I[[τ,∞[[. Furthermore, we have Z˜+ = Z and
Z˜ = Z− +∆m.
Throughout the paper, the filtration H denotes an arbitrary filtration satisfying the usual conditions.
As usual, the set of H-martingales that are p-integrable (p ≥ 1) will be denoted by Mp(H) and
A+(H) denotes the set of increasing, right-continuous, H-adapted and integrable processes. If C(H)
is a class of processes for the filtration H, we denote by C1(H) the set of processes X ∈ C(H) with
X1 = 0, and by Cloc the set of processes X such that there exists a sequence of H-stopping times,
(Tn)n≥1, that increases to +∞ and the stopped process X
Tn belongs to C(H). We put C0,loc = C1∩Cloc.
From time to time, we need to calculate predictable projection and compensator under different fil-
trations. To distinguish the effect, we shall use p,H (V ) and (V )p,H to specify the filtration H. When
the quadratic variation process [•, •] is H-locally integrable, we denote 〈•, •〉H as its compensator.
For any H-locally square integrable local martingale X, we denote L2loc(X,H) the set of predictable
processes θ that are (X,H)-integrable (in the semimartingale sense) and the resulting integral θ •X is
H-locally square integrable local martingale.
Below,we recall the notion of structure conditions that we will address in this paper. It goes back to
Schweizer [41].
Definitions 2.1. Let X be an H-adapted process. We say that X satisfies the Structure Conditions
under H (or (X,H) satisfies SC), if there exist M ∈ M20,loc(P,H) and λ ∈ L
2
loc(M,H) such that
X = X0 +M + λ • 〈M,M〉
H. (2.5)
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For more details about structure conditions and other related properties, we refer the reader to
Schweizer [41, 40], Choulli and Stricker [17], and the references therein.
Below, we prove a simple but useful lemma for structure conditions.
Lemma 2.2. Let V be an H-predictable with finite variation process. Then, (V,H) satisfies SC if and
only if V is constant (i.e. Vt ≡ V0, t ≥ 0).
Proof. If (V,H) satisfies SC, then there exist an H-local martingale MV and an H-predictable process
λH ∈ L2loc(M,H) such that V = V0+M
V +λH • 〈MV ,MV 〉H. Therefore, MV is an H-predictable local
martingale with finite variation. Hence M is null, and V ≡ V0. This ends the proof of the lemma.
The following lemma explains why when dealing with the Structure Conditions for (S,G), one can
split the study into two separate cases. Precisely, (S,G) satisfies SC is equivalent to both (Sτ ,G) and
(S − Sτ ,G) fulfills SC.
Lemma 2.3. The following assertions hold.
(a) Let σ be an H-stopping time. Then (X,H) satisfies the Structure Conditions if and only if both
(Xσ ,H) and (X −Xσ,H) do.
(b) (X,H) satisfies the Structure Conditions if and only if there exists a sequence of H-stopping times
that increases to infinity, (σn)n≥1 such that (X
σn ,H) satisfies the Structure Conditions for any n ≥ 1.
Proof. The proof follows immediately from the definition, and will be omitted.
Definitions 2.4. Let M and N two H-local martingales with N being locally square integrable.
We say that M admits the Galtchouk-Kunita-Watanabe decomposition, called hereafter by GKW-
decomposition, with respect to N if there exist a ϕ ∈ L2loc(N,H) and an H-local martingale L such that
[L,N ] is a local martingale and
M =M0 + ϕ •N + L.
It is well known nowadays, that this decomposition always hold when both processes M and N are
locally square integrable local martingales. For more details about the GKW-decomposition, we refer
the reader to Ansel and Stricker [8, 9], and more about its applications to no-arbitrage conditions
and/or other market’s viability conditions we refer the reader to [17]. Thus, as a direct consequence of
this we state the following relationship between the SC and the no-arbitrage notion of No-Unbounded-
Profit-with-Bounded-Risk (NUPBR hereafter). NUPBR is the necessary and sufficient for the market’s
viability when financial agents have strictly concave utilities (the non-quadratic setting). In a series
of papers, this notion of NUPBR had been deeply investigated when the filtration F is enlarged
progressively with a random time. Furthermore, NUPBR and the SC notions coincide for the case
when S is a continuous process, while they might differ tremendously in the general case, as it is well
explained in Choulli et al. [17]. To recall this last point, we borrow the following example from [17].
Example 2.5. Let p be Poisson process win intensity one, N is the compensated Poisson process (i.e.
Nt := pt − t), and f be nonnegative element of L
1([0, 1], ds) \ L2([0, 1], ds) (i.e.
∫ 1
0 f(s)ds < +∞ =∫ 1
0 f(s)
2ds). Suppose that the filtration F is the augmented natural filtration of the Poisson process.
Then the following model
(S,F), where S := N −
∫ ·
0
f(s)ds,
satisfies NUPBR while it fails SC.
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Thus, this example clearly states that NUPBR does not imply SC in general. By using the same
framework and choosing S to be the Poisson process itself instead, we can easily conclude also that S
satisfies SC but fails NUPBR. However, the relationship between NUPBR and SC can be elaborated
via the GKW-decomposition as follows.
Theorem 2.6. Suppose that (X,H) satisfies the assumption (2.1) (i.e. sup0≤t≤.X
2
t ∈ A
+
loc(H)), and
there exists a positive H-local martingale Z such that ZX is a local martingale. If Z admits the GKW-
decomposition with respect to MX (the local martingale part of X), then (X,H) fulfills SC.
In particular, (X,H) fulfills SC as long as there exists a positive Z ∈ M2loc(F) such that ZX is a local
martingale.
Proof. On the one hand, by applying the GKW-decomposition of N with respect to M , which exists
by assumption, we obtain λ ∈ L2loc(M) such that 〈N,M〉 = λ  〈M〉. On the other hand, since X is a
special semimartingale, having the Doob-Meyer decomposition X +X0 +M +A, a direct application
of Itoˆ formula to E(N)X, we deduce that
X = X0 +M − 〈N,M〉
H = X0 +M − λ  〈M〉.
This ends the proof of the theorem.
3 Structure conditions under random horizon
This section investigates and quantifies the effect of stopping at τ on the structure conditions in two
different manners. On the one hand, we provide sufficient and necessary conditions on the pair (τ, S)
for which the Structure Conditions hold for (Sτ ,G). This answers partially the problem (Prob1).
On the other hand, we give necessary and sufficient conditions on τ for which (Xτ ,G) fulfills the
structure conditions as long as the model (X,F) does. This section contains four subsections. The
first subsection analyzes two classes of two G-local martingales and their properties. The second
subsection investigates the Galtchouk-Kunita-Watanabe decomposition for one of the classes of G-
local martingale of the first subsection. The third and fourth subsections addresses the structure
conditions for (Sτ ,G) for particular cases and general case respectively.
3.1 Three transformation operators on F-local martingales
Here, we recall three transformation operators on F-local martingales that play important and natural
roˆles when investigating structure conditions for (Sτ ,G). Then we discuss some of their properties
that will be useful throughout the rest of the section.
Proposition 3.1. Let X ∈ M0,loc(F). Then the process T0(X) given by
T0(X) := I{Z−>0} •X −
∑
∆XI{Z˜=0<Z−} +
(∑
∆XI{Z˜=0<Z−}
)p,F
, (3.6)
belongs to M0,loc(F), and the processes X̂
(b) and Tb(X) defined by
X̂(b) := Xτ − I]]0,τ ]]Z
−1
−
• 〈X,m〉F,
Tb(X) := X̂
(b) −
1
Z˜
I]]0,τ ]] • [X,m] +
1
Z−
I]]0,τ ]] •
(
I
{Z˜>0}
• [X,m]
)p,F
, (3.7)
= Xτ −
1
Z˜
I]]0,τ ]] • [X,m] + I]]0,τ ]] •
(∑
I{Z˜=0<Z−}∆X
)p,F
,
are G-local martingales. Furthermore, T0(X) ∈ M
2
loc(F) and X̂
(b) ∈ M2loc(G) when X ∈ M
2
loc(F).
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Proof. The proof for T0(X) ∈ M
2
0,loc(F) for any X ∈ M
2
0,loc(F) is obvious, and will be omitted. The
proof for X̂(b) being a G-local martingale can be found in Jeulin [36, Proposition (4.16)] and [24,
XX.76], while the proof of Tb(X) ∈ M0loc(G) is given by [5, Theorem 3]. Suppose that X ∈M
2
loc(F).
Then it is clear that the G-predictable process with finite variation I]]0,τ ]]Z
−1
−
• 〈X,m〉F is G-locally
bounded. Thus, the condition X̂(b) ∈ M2loc(F) reduces to the fact that sup
0≤s≤·
X2s∧τ ∈ A
+
loc(G). This is
always true when X ∈ M2loc(F), due to sup
0≤s≤·
X2s∧τ ≤ sup
0≤s≤·
X2s ∈ A
+
loc(F) ⊂ A
+
loc(G). This ends the
proof of the proposition.
The following describes the interplay between the three tranformations.
Proposition 3.2. Let X,Y ∈ M0,loc(F) and quasi-left-continuous. Then the following hold.
(a) We have
[X̂(b),Tb(Y )] = [Ŷ
(b),Tb(X)] =
Z−
Z˜
I]]0,τ ]] • [Y,X]. (3.8)
As a result, the process 〈X̂(b),Tb(Y )〉
G always exists when X,Y ∈ M20,loc(F), and is given by
〈X̂(b),Tb(Y )〉
G = I]]0,τ ]] • 〈T0(X), Y 〉
F = I]]0,τ ]] • 〈T0(Y ),T0(X)〉
F. (3.9)
(b) The following equalities hold
〈X̂(b), X̂(b)〉G = I]]0,τ ]]
1
Z−
•
(
Z˜ • [X,X]
)F
, (3.10)
Tb (T0(M)) = Tb(M), and T̂0(M)
(b)
= M̂ (b). (3.11)
Proof. Thanks to the quasi-left-continuity of X and Y , both processes I]]0,τ ]]Z
−1
−
•〈X,m〉F and 1Z− I]]0,τ ]]
•(
I
{Z˜>0}
• [Y,m]
)p,F
are continuous with finite variations. Thus, we derive
[X̂(b),Tb(Y )] =
[
Xτ − I]]0,τ ]]Z
−1
−
• 〈X,m〉F, Ŷ (b) −
1
Z˜
I]]0,τ ]] • [Y,m] +
1
Z−
I]]0,τ ]] •
(
I{Z˜>0}
• [Y,m]
)p,F]
=
[
Xτ , Y τ −
1
Z˜
I]]0,τ ]] • [Y,m]
]
=
Z−
Z˜
I]]0,τ ]] • [Y,X].
The symmetric role of X and Y leads to [Ŷ (b),Tb(X)] =
Z−
Z˜
I]]0,τ ]] • [Y,X]. This proves (3.8). To prove
the second statement of assertion (a), we combine equation (3.8) and Lemma A.2 and derive
〈X̂(b),Tb(Y )〉
G =
(
Z−
Z˜
I]]0,τ ]] • [X,Y ]
)p,G
= I]]0,τ ]] •
(
I
{Z˜>0}
• [X,Y ]
)p,F
= I]]0,τ ]] • 〈T0(X), Y 〉
F = I]]0,τ ]] • 〈T0(X),T0(Y )〉
F.
This ends the proof of assertion (a). Thanks again to the quasi-left-continuity of X, we have[
X̂(b), X̂(b)
]
=
[
Xτ − I]]0,τ ]]Z
−1
−
• 〈X,m〉F,Xτ − I]]0,τ ]]Z
−1
−
• 〈X,m〉F
]
= I]]0,τ ]] • [X,X].
Thus, from combining this with Lemma A.2, (4.49) follows immediately, while (3.11) is a direct
consequence of I{Z˜=0}I[[0,τ ]] ≡ 0. This ends the proof of the proposition.
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The following proposition connects the integrability with respect to (X̂(b),G) to that with respect to
(T0(X),F), for any quasi-left-continuous X ∈ Mloc(F).
Proposition 3.3. LetM ∈ M20,loc(F) be given by (2.1), and suppose thatM is quasi-left-continuous.Then
there exists a unique (P ⊗ d〈T0(M)〉
F-a.e.) F-predictable process ϕ˜ such that
I{Z−>0} •
(
Z˜ • [M,M ]
)p,F
= ϕ˜ • 〈T0(M)〉
F, and 0 ≤ ϕ˜ ≤ 1. (3.12)
Furthermore, the following assertions hold.
(a) It holds that I{ϕ˜=0} • M̂
(b) ≡ 0, and
θ√
ϕ˜
I{ϕ˜>0} ∈ L
2
loc(M̂
(b),G), for any θ ∈ L2loc(M,F).
(b) Let θG be a G-predictable process. Then θG ∈ L2loc(M̂
(b),G) if and only if there exists and F-
predictable process θ such that θG = θ on ]]0, τ ]], and θ
√
ϕ˜I{Z−≥δ} ∈ L
2
loc(T0(M),F) for any δ > 0.
Proof. To prove the existence of ϕ˜ satisfying (3.12), we consider
N := Z− •M + I{Z−>0} • [M,m]− I{Z−>0} • 〈M,m〉
F,
which is a locally square integrable and quasi-left-continuous F-local martingale and its jumps are
given by ∆N = Z˜∆M . Thus, a direct application of the GKW-decomposition leads to the existence
of a unique pair (ϕ˜, L) ∈ L2loc(T0(M),F) ×M
2
0,loc(F) such that
N = ϕ˜ • T0(M) + L, 〈T0(M), L〉
F ≡ 0.
From the definition of N , we easily derive
[N,T0(M)] = [N,M ] = Z˜I{Z−>0} • [M,M ].
Thus, by compensating above on both sides, the first equality in (3.12) follows immediately. Then due
to the fact that Z˜I{Z−>0} • [M,M ] is nondecreasing and is dominated by [T0(M),T0(M)], we deduce
that 0 ≤ ϕ˜ ≤ 1, and (3.12) is proved.
(a) To prove assertion (a), on the one hand, we remark that
〈I{ϕ˜=0} • M̂
(b)〉G = I{ϕ˜=0} • 〈M̂
(b)〉G =
ϕ˜
Z−
I{ϕ˜=0}I]]0,τ ]] • 〈T0(M)〉
F ≡ 0.
On the other hand, we calculate
〈
θ√
ϕ˜
I{ϕ˜>0} • M̂
(b)〉G =
θ2
ϕ˜
I{ϕ˜>0} • 〈M̂
(b)〉G =
θ2
Z−
I{ϕ˜>0}I]]0,τ ]] • 〈T0(M)〉
F.
Therefore, assertion (a) follows immediately from these equalities, .
(b) Notice the equality
(θG)2 • 〈M̂ (b)〉G =
θ2
Z−
I]]0,τ ]] •
(
Z˜ • [M,M ]
)p,F
=
(θ
√
ϕ˜)2
Z−
I]]0,τ ]] • 〈T0(M)〉
F.
Then assertion (b) follows from combining this equality with and Proposition A.1-(c). This ends the
proof of the proposition.
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3.2 Galtchouk-Kunita-Watanabe for a class of G-local martingales
This subsection investigates the GKW-decomposition of Tb(M) with respect to M̂
(b), whenM belongs
toM20,loc(F) . In fact, we prove that this decomposition always holds for
√
ϕ˜ •Tb(M) instead of Tb(M).
Theorem 3.4. Let M ∈ M20,loc(F) be given by (2.1), and T0(M) be given by (3.6). Suppose that M
is quasi-left-continuous, Then the following assertions hold.
(a) There exists L˜ ∈ M0,loc(G) such that [L˜, M̂
(b)] ∈M0,loc(G) and√
ϕ˜ • Tb(M) =
Z−√
ϕ˜
I{ϕ˜>0} • M̂
(b) +
√
ϕ˜ • L˜. (3.13)
(b) For any quasi-left-continuous N ∈ M20,loc(F), there exist unique pair (θN , LN ) that belongs to
L2loc(T0(M),F)×M0,loc(G) and satisfies√
ϕ˜ • Tb(N) =
Z−θN√
ϕ˜
I{ϕ˜>0} • M̂
(b) +
√
ϕ˜ • LN , [LN , M̂
(b)] ∈ M0,loc(G), (3.14)
with
θN :=
d〈N,T0(M)〉
F
d〈T0(M)〉F
. (3.15)
Proof. For any locally square integrable F-local martingale N , denote T(b,n)(N) as
T(b,n)(N) := N̂
(b) −
I]]0,τ ]]
Z−
• Tb(Nn),where Nn := I{Z˜≥n−1}
• [N,m]−
(
I
{Z˜≥n−1}
• [N,m]
)p,F
. (3.16)
It is clear that T(b,n)(N) converges inMloc(G) to Tb(N), Nn converges inM
2
loc(G), and 〈T(b,n)(N), M̂
(b)〉G
converges to 〈Tb(N), M̂
(b)〉G. Furthermore, a direct application of GKW-decomposition of T(b,n)(N)
with respect to ϕ˜−1/2 • M̂ (b), since both processes belong to M2loc(G), leads to
T(b,n)(N) =
θn√
ϕ˜
• M̂ (b) + Ln. (3.17)
Here θn is an F-predictable process such that θn ∈ L
2
loc(ϕ˜
−1/2 • M̂ (b),G) and Ln ∈ M
2
loc(G) with
〈Ln, M̂
(b)〉G ≡ 0. As a result, see Proposition 3.3-(b), we conclude that θnI{Z−≥δ} ∈ L
2
loc(T0(M),F),
for any δ ∈ (0, 1).
Now, we focus on proving that θn indeed converges to θ˜ in L
2
loc(M̂
(b),G), or equivalently θn • M̂
(b)
converges in the spaceM20,loc(G). To this end, we consider an F-predictable process η ∈ L
2
loc(M̂
(b),G),
which is equivalent to η
√
ϕ˜I{Z−≥δ} ∈ L
2
loc(T0(M),F) for any δ ∈ (0, 1), and derive
(θn+k − θn)η • 〈M̂
(b)〉G =
θn+k − θn√
ϕ˜
η
√
ϕ˜ • 〈M̂ (b)〉G
= 〈
θn+k − θn√
ϕ˜
I{ϕ˜>0} • M̂
(b), η
√
ϕ˜ • M̂ (b)〉G
= 〈T(b,n+k)(N)− T(b,n)(N),
̂
η
√
ϕ˜ •M 〉G
= 〈Tb(Nn+k −Nn),
̂
η
√
ϕ˜ • T0(M)〉
G
= I]]0,τ ]] • 〈Nn+k −Nn, η
√
ϕ˜ • T0(M)〉
F.
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Since η
√
ϕ˜ • T0(M) ∈ M
2
0,loc(F) and the sequence Nn converges in M
2
0,loc(F), we deduce that (θn)n is
a Cauchy sequence in L2loc(M̂
(b),G), and hence there exists a unique θ˜ ∈ L2loc(M̂
(b),G) such that θn
converges to θ˜ in L2loc(M̂
(b),G). Since T(b,n)(N) converges to Tb(N) in the spaceM0,loc(G), we deduce
that Ln converges in M0,loc(G) to L ∈ M0,loc(G). It is easy to check that [L, M̂
(b)] ∈ M0,loc(G), and√
ϕ˜ • Tb(N) = θ˜ • M̂
(b) +
√
ϕ˜ • L. (3.18)
Then by considering N =M and using Propositions 3.2 and 3.3, we derive
θ˜
ϕ˜
Z−
I]]0,τ ]] • 〈T0(M)〉
F = θ˜ • 〈M̂ (b)〉G = 〈
√
ϕ˜ • Tb(M), M̂
(b)〉G =
√
ϕ˜ • 〈Tb(M), M̂
(b)〉G =
√
ϕ˜I]]0,τ ]] • 〈T0(M)〉
F.
This proves that θ˜ coincides with Z−/
√
ϕ˜ on ]]0, τ ]], and hence (3.18) for N =M becomes√
ϕ˜ • Tb(N) =
Z−√
ϕ˜
• M̂ (b) +
√
ϕ˜ • L.
This proves assertion (a). To prove assertion (b), we consider N ∈ M2loc(F), and we apply the GKW-
decomposition for N with respect to T0(M). This implies the existence of unique pair (θN , L0) that
belongs to L2loc(T0(M),F) ×M
2
0,loc(F) and satisfies
N = θN • T0(M) + L0, 〈T0(M), L0〉
F ≡ 0.
Remark that we have Tb(N) = θN • Tb(T0(M)) + Tb(L0), Tb(T0(M)) = Tb(M), and
〈Tb(L0), M̂
(b)〉G = I]]0,τ ]] • 〈L0,T0(M)〉
F ≡ 0.
Thus, by putting LN := Tb(L0)+θN •L˜, we deduce that 〈LN , M̂
(b)〉G ≡ 0 and (4.55) follows immediately
from combining these with assertion (a). This ends the proof of the theorem.
Corollary 3.5. Let M be a quasi-left-continuous element of M0,loc(F) such that ∆M∆m ≡ 0. Then
Tb(M) = M̂
(b).
The proof of the corollary is immediate due to the fact that in this case ϕ˜ = Z−.
3.3 Particular cases and examples for the model (Sτ ,G)
We start this subsection by proving that the structure conditions hold whenever S or m is continuous.
Theorem 3.6. If (S,F) satisfies the SC, with its market’s price λ̂F, and either S or m is continuous,
then the model (Sτ ,G) fulfills the SC, and its market’s price of risk λ̂G is given by
λ̂G :=
(
λ̂F +
β(m)
Z−
)
I]]0,τ ]], with β
(m) :=
d〈m,MS〉F
d〈MS〉F
. (3.19)
Proof. Suppose (S,F) satisfies SC with the market price λ̂F and S = S0+M
S+ λ̂F •〈MS ,MS〉F, where
M ∈ M20,loc(F) and λ̂
F ∈ L2oc(M,F). For notational simplicity, we put M :=M
S and
M̂ := I]]0,τ ]] •M − (Z−)
−1 I]]0,τ ]] • 〈M,m〉
F, (3.20)
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which is a G-locally square integrable local martingale. Then the Doob-Meyer decomposition of Sτ
under G is given by
Sτ = S0 + M̂ + λ̂
FI]]0,τ ]] • 〈M,M〉
F + (Z−)
−1 I]]0,τ ]] • 〈M,m〉
F. (3.21)
Thus, the proof will follow as long as we find a G-predictable process λ̂G ∈ L2loc(M̂ ,G) such that
λ̂FI]]0,τ ]] • 〈M,M〉
F + (Z−)
−1 I]]0,τ ]] • 〈M,m〉
F = λ̂G • 〈M̂ 〉G. (3.22)
To this end, since m is locally bounded, the GKW-decomposition of m with respect to M (under F)
implies the existence of an F-predictable process β(m) ∈ L2loc(M,F) and a locally square integrable
F-local martingale m⊥ such that
m = m0 + β
(m)
•M +m⊥ and 〈M,m⊥〉F = 0. (3.23)
Therefore,
λ̂FI]]0,τ ]] • 〈M,M〉
F +
1
Z−
I]]0,τ ]] • 〈M,m〉
F =
(
λ̂F +
β(m)
Z−
)
I]]0,τ ]] • 〈M,M〉
F. (3.24)
The continuity of S or m leads to
∆〈M,m〉F = 0, Z˜ • [M ] = Z− • [M ],
and
〈M̂ 〉G =
(
[M̂ ]
)p,G
= ([M ]τ )p,G =
1
Z−
I]]0,τ ]] •
(
Z˜ • [M ]
)p,F
= I]]0,τ ]] • 〈M〉
F.
By inserting above equalities in (3.24), we get
Sτ = S0 + M̂ + λ̂
G
• 〈M̂〉G, with the market price of risk λ̂G :=
(
λ̂F +
β(m)
Z−
)
I]]0,τ ]]. (3.25)
It is clear that λ̂G ∈ L2loc(M̂ ,G) due to the local boundedness of (Z−)
−1 I]]0,τ ]]. This ends the proof of
theorem.
Corollary 3.7. Suppose that S is a local martingale (i.e. AS ≡ 0), and either S is a continuous or
m is continuous, then (Sτ ,G) satisfies SC, and its market’s price of risk is β(m)Z−1− I]]0,τ ]].
The rest of this subsection is devoted to show, via simple examples, that the SC might be violated for
some random times.
Proposition 3.8. Suppose that the stochastic basis (Ω,A,F = (Ft)t≥0, P ) supports a Poisson process
N with intensity λ, and the stock price –denoted by X– is given by
dXt = Xt−ψdKt, where, ψ > −1, and ψ 6= 0, Kt = Nt − λt.
Then the following assertions hold.
(a) If
τ = αT1 + (1− α)T2, where Ti = inf{t ≥ 0 : Nt ≥ i}, i ≥ 1, α ∈ (0, 1),
then Xτ does not satisfy SC(G).
(b) If τ = (αT2) ∧ T1, then (Y
τ ,G) satisfies SC, where Y := K.
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Proof. a) Here we prove assertion (a). To this end, we recall from Aksamit et al. [4] that the Aze´ma
supermartingale Z and m take the forms of:
Z = I[[0,T1[[ + φ
mI[[T1,T2[[, m = 1− φ
mI]]T1,T2]] •K, where φ
m
t = e
−λ
k0
k2
(t−T1). (3.26)
Then, it is easy to calculate that
1
Z−
I[[0,τ ]] • 〈X,m〉
F
t =
−1
Z−
I]]T1,τ ]]X−ψφ
m
• 〈K〉Ft
= −λ
∫ t
0
1
Zu−
I]]T1,τ ]]Xu−ψuφ
m
u du = −λ
∫ t
0
Xu−ψuI]]T1,τ ]]du
and 〈
X̂(b), X̂(b)
〉G
t
= I[[0,τ ]] • 〈X,X〉
F
t +
1
Z−
I[[0,τ ]] •
(∑
∆m(∆X)2
)p,F
t
= λ
∫ t
0
X2u−ψ
2
uI[[0,τ ]]du− λ
∫ t
0
1
Zu−
X2u−ψ
2
uφ
m
u I]]T1,τ ]]du
= λ
∫ t
0
X2u−ψ
2
uI[[0,T1]]du,
where X̂(b) is defined via (3.7). Hence, there is no G-predictable process λ̂ ∈ L2loc(X̂
(b)) satisfying
1
Z−
I[[0,τ ]] • 〈X,m〉
F = λ̂ •
〈
X̂(b), X̂(b)
〉G
, (3.27)
since ]]T1, τ ]] and [[0, T1]] are disjoint. This proves assertion (a).
b) This part proves assertion (b). Thanks to the calculations in [1, Example 2.12], in this case of τ ,
we have
Yt∧τ = Nt∧τ − τ ∧ t, Ŷ
(b)
t = Yt∧τ −
∫ τ∧t
0
βu
βu+ 1
du, β := α−1 − 1 > 0,
and Y τE(θ • Ŷ (b)) are G-local martingales, where E(θ • Ŷ (b)) is the stochastic exponential of θ • Ŷ and
θu := (1 + βu)/(1 + 2βu) − 1 = −(βu)/(1 + 2βu). Hence, since θ is locally bounded, we deduce that
E(θ • Ŷ (b)) ∈ M2loc(G). Thus, a direct application of Theorem 2.6 leads to conclude that Y
τ fulfills SC.
This ends the proof of the proposition.
3.4 The general case for (Sτ ,G)
The following is the first main result of this section, where we treat fully the problem (Prob1) for
the case when S is quasi-left-continuous.
Theorem 3.9. Suppose S is quasi-left-continuous. Then the following are equivalent.
(a) (Sτ ,G) satisfies SC.
(b) For any δ > 0, the model (I{Z−≥δ} •S
(0),F) satisfies SC, and its market’s price of risk λ(0,F) satisfies
(λ(0,F)Z− + β
(0,m))(ϕ˜)−1/2I{Z−≥δ, ϕ˜>0} ∈ L
2
loc(T0(M),F), where
S(0) := S−
∑
I
{Z˜=0<Z−}
∆MS =: S0+T0(M)+A
(0), A(0) := A−
(∑
I
{Z˜=0<Z−}
∆MS
)p,F
. (3.28)
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Furthermore, the market’s prices of risk λ˜G and λ˜(0,F), for (Sτ ,G) and (I{Z−≥δ} • S
(0),F) respectively,
are related by the following
λ˜G =
Z−λ˜
(0,F) + β(0,m)
ϕ˜
I{ϕ˜>0}I]]0,τ ]] and Z
2
−λ˜
(0,F) = p,F(λ˜GI]]0,τ ]])ϕ˜− β
(0,m)Z−, (3.29)
where β(0,m) :=
d〈m,T0(M)〉
F
d〈T0(M)〉F
, and ϕ˜ :=
d
(
Z˜ • [M,M ]
)p,F
d〈T0(M)〉F
. (3.30)
Proof. The proof of this theorem is achieved in two steps. The first step proves (b)=⇒ (a), while the
second step proves the converse.
Step 1. Here we prove (b)=⇒ (a). To this end, we assume that assertion (b) holds. Then the
quasi-left-continuity of S implies the quasi-left-continuity of M := MS . We start by recalling some
useful equalities from Proposition 3.2 and (3.11) in Proposition 3.3 as follows.
〈Tb(M), M̂
(b)〉G = I]]0,τ ]] • 〈T0(M)〉
F, and 〈Tb(m), M̂
(b)〉G = I]]0,τ ]] • 〈m,T0(M)〉
F,
Tb(T0(M)) = Tb(M), and T̂0(M)
(b)
= M̂ (b).
Let τδ be G-stopping time such that ]]0, τ ∧τδ]] ⊂ {Z− ≥ δ}, which is possible since Z
−1
− I]]0,τ is G-locally
bounded. Since Sτ = (S(0))τ and S(0) satisfies SC, we deduce the existence of an F-predictable process
λ˜(0,F) such that A(0) = λ˜(0,F) • 〈T0(M)〉
F. Hence, by combining all these with Theorem 3.4, we derive
Sτ = S0 + (T0(M))
τ + (A(0))τ = S0 + M̂
(b) +
1
Z−
I]]0,τ ]] • 〈m,T0(M)〉
F + λ˜(0,F)I]]0,τ ]] • 〈T0(M)〉
F
= S0 + M̂
(b) +
1
Z−
I]]0,τ ]] • 〈Tb(m), M̂
(b)〉G + λ˜(0,F)I]]0,τ ]] • 〈Tb(M), M̂
(b)〉G
= S0 + M̂
(b) +
β(0,m) + Z−λ˜
(0,F)
ϕ˜
I]]0,τ ]] • 〈M̂
(b)〉G.
Thus, assertion (e) of Proposition 3.3 implies I{Z−≥δ, ϕ˜>0}(λ
(0,F)Z−+β
(0,m))/
√
ϕ˜ belongs to L2loc(T0(M),F)
for any δ > 0 iff I]]0,τ ]]I{ϕ˜>0}(λ
(0,F)Z− + β
(0,m))/ϕ˜ ∈ L2loc(M̂
(b),G) and assertion (b) follows immedi-
ately. This ends the first step.
Step 2. Herein, we prove (a) =⇒ (b). Suppose that (Sτ ,G) satisfies SC, and denote its market’s
price by λ˜(G). Then due to Sτ = (S(0))τ = S0+ M̂
(b) + (A(0))τ +Z−1− I]]0,τ ]] • 〈m,T0(M)〉
F, and the fact
that there exists an F-predictable process λ that coincides with λ˜(G) on ]]0, τ ]], we obtain
(A(0))τ + Z−1− I]]0,τ ]] • 〈m,T0(M)〉
F = λ˜(G) • 〈M̂ (b)〉G = λ • 〈M̂ (b)〉G = λϕ˜Z−1− I]]0,τ ]] • 〈T0(M)〉
F.
Then by compensating under F on both sides of the above equality, we obtain
Z− •A
(0) = −〈m,T0(M)〉
F + λϕ˜ • 〈T0(M)〉
F =
(
−β(0,m) + λϕ˜
)
• 〈T0(M)〉
F.
and hence we conclude that
I{Z−≥δ} •A
(0) =
−β(0,m) + λϕ˜
Z−
I{Z−≥δ} • 〈T0(M)〉
F,
and (−β(0,m) + λϕ˜I{Z−≥δ})/Z− ∈ L
2
loc(T0(M),F). This proves that (I{Z−≥δ} • S
(0),F) satisfies SC for
any δ ∈ (0, 1), as well as the second equality in (3.29) since λ = p,F(λ˜GZ−1− I]]0,τ ]]). As a consequence,
the proof of (a) =⇒ (b) is completed. This ends the proof of the theorem.
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The next theorem drops the quasi-left-continuity assumption on S, and gives practical sufficient con-
ditions on S and τ such that the resulting model (Sτ ,G) fulfills the SC.
Theorem 3.10. Suppose (S,F) satisfies SC with market’s price of risk denoted by λ˜F, and satisfies
{∆MS 6= 0} ∩ {Z˜ = 0 < Z−} = ∅ and
(λ˜FZ− + β
(0,m))√
ϕ˜
I{ϕ˜>0} ∈ L
2
loc(M,F). (3.31)
Then (Sτ ,G) satisfies SC, and its market’s prices of risk denoted by λ˜G, is given by
λ˜G :=
Z−
p,F(I{Z˜>0})λ˜
F + β(0,m)
p,F(I
{Z˜>0}
)Z−ϕ˜
I{ϕ˜>0}I]]0,τ ]]. (3.32)
Proof. Let N be an F-local martingale. Then we calculate
[Tb(N), M̂
(b)] = [Tb(N),M
τ ] +G-local martingale
=
Z−
Z˜
I]]0,τ ]] • [N,M ] +
p,F(∆NI{Z˜=0<Z−})
•M τ +G-local martingale
=
Z−
Z˜
I]]0,τ ]] • [N,M ] +
p,F(∆NI{Z˜=0<Z−})
Z−
I]]0,τ ]] • 〈m,M〉
F +G-local martingale.
Then, we derive
〈Tb(N), M̂
(b)〉G = I]]0,τ ]] •
(
I{Z˜>0}
• [N,M ]+
)p,F
+
p,F(∆NI{Z˜=0<Z−})
Z−
I]]0,τ ]] • 〈m,M〉
F. (3.33)
By applying this to the cases N =M and N = m respectively, we obtain
〈Tb(M), M̂
(b)〉G = I]]0,τ ]] •
(
I{Z˜>0}
• [M,M ]
)p,F
+
p,F(∆MI
{Z˜=0<Z−}
)
Z−
I]]0,τ ]] • 〈m,M〉
F. (3.34)
〈Tb(m), M̂
(b)〉G = I]]0,τ ]]
p,F(I{Z˜>0})
• 〈m,M〉F + Z−I]]0,τ ]] •
(∑
∆MI{Z˜=0<Z−}
)p,F
. (3.35)
Thanks to {∆M 6= 0} ∩ {Z˜ = 0 < Z−} = ∅, we get
〈Tb(m), M̂
(b)〉G = I]]0,τ ]]
p,F(I
{Z˜>0}
) • 〈m,M〉F, 〈Tb(M), M̂
(b)〉G = I]]0,τ ]] • 〈M〉
F. (3.36)
Thus, under the assumption that S satisfies the SC(F) with its market’s price denoted by λ˜F, we get
Sτ = S0 +M
τ +Aτ = S0 +M
τ + λ˜FI]]0,τ ]] • 〈M〉
F
= S0 + M̂
(b) + Z−1− I]]0,τ ]] • 〈m,M〉
F + λ˜FI]]0,τ ]] • 〈M〉
F
= S0 + M̂
(b) + Z−1−
p,F(I
{Z˜>0}
)
−1
I]]0,τ ]] • 〈Tb(m), M̂
(b)〉G + λ˜FI]]0,τ ]] • 〈Tb(M), M̂
(b)〉G.
= S0 + M̂
(b) +
β(0,m)Z− +
p,F(I
{Z˜>0}
)λ˜F
p,F(I
{Z˜>0}
)Z−ϕ˜
I]]0,τ ]] • 〈M̂
(b)〉G.
The last equality is due to Theorem 3.4. Thus, we conclude that (Sτ ,G) satisfies SC and its market’s
price is given by (3.32) which belongs to L2loc(M̂,G), as this is equivalent to I{Z−≥δ}(λ
FZ−+β
(0,m))/
√
ϕ˜
belonging to L2loc(T0(M),F) for any δ > 0. This ends the proof of the theorem.
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Remark 3.11. (a) If either S or m is quasi-left-continuous (i.e. it does not jump at F-predictable
stopping times), then condition (3.31) is equivalent to
{∆S 6= 0} ∩ {Z˜ = 0 < Z−} = ∅.
Herein, we put A = AS and M = MS for the sake of simplicity. Indeed, since S is a special
semimartingale with Doob-Meyer decomposition S = S0 + M + A, we get ∆A =
p,F(∆S) ≡ 0,
and the claim is proved. This equivalent condition appeared already in the study of the No-Unbounded-
Profit-with-Bounded-Risk (NUPBR hereafter) concept under stopping with random time in [1]. For the
financial and mathematical interpretation of this condition, we refer the reader to this paper. Thus,
this connection –between the SC and the NUPBR via the above condition— enhances our focus on the
quasi-left-continuous case.
(b) The following process
Vt :=
∑
0<u≤t
I
{Z˜u=0<Zu−}
∆Mu, (3.37)
is well defined, and it is a ca`dla`g process with finite variation. In fact it is enough to remark that
there exists an F-stopping time, R̂, such that {Z˜u = 0 < Zu−} ⊂ [[R̂]], and V ar(V )t ≤ |∆MR̂|I[[R̂,+∞[[.
(c) It is important to mention that, in Theorem 4.9, we do not assume the SC property for S nor for
S(0), while the theorem gives a complete and precise characterization, in terms of F-processes only, for
the SC property to be valid for the model (Sτ ,G).
(b) The set {Z− ≥ δ} when δ varies in (0, 1) are intimately related to the transfer of the localization
property from G to the smallest filtration F. This stability property of the localization from the bigger
filtration to the smallest and vice versa was established in [1].
Our third main theorem of this section answers completely the problem (Prob2), and describes the
random time models for which the SC property is preserved after stopping with τ for any model.
Theorem 3.12. For any N ∈ M2(F), we associate the following F-predictable process ϕN given by
ϕN :=
d(Z˜ • [N ])p,F
d〈N〉F
. (3.38)
The following assertions are equivalent.
(a) {Z˜ = 0 < Z−} = ∅, and
1
ϕN
I{Z−≥δ, ϕN>0} is locally bounded for any N ∈ M
2(F) and any δ > 0.
(b) {Z˜ = 0 < Z−} = ∅ and
1
ϕN
I]]0,τ ]]I{ϕN>0} is G-locally bounded for any N ∈M
2
loc(F).
(c) For any model (X,F) satisfying SC, the resulting model (Xτ ,G) does also satisfy SC.
Proof. This proof will be achieved in three steps. The first step proves (a)⇐⇒ (b). The second step
deals with (a)=⇒ (c), while the third step addresses (c)=⇒ (a).
Step 1. Let N ∈ M20,loc(F). Since Z
−1
− I]]0,τ ]] is G-locally bounded, we deduce the existence of a family
of G-stopping times τδ that increases to infinity when δ goes to zero and
]]0, τ ∧ τδ]] ⊂ {Z− ≥ δ}.
This implies that, on the one hand,
1
ϕN
I]]0,τ ]]I{ϕN>0} isG-locally bounded if and only if
1
ϕN
I]]0,τδ∧τ ]]I{ϕN>0}
(or equivalently
1
ϕN
I]]0,τ ]]I{Z−≥δ, ϕN>0}) is G-locally bounded for any δ > 0. On the other hand, thanks
to Proposition A.1 -(c) (see also [1, Proposition B.2-(c)]), we conclude that
1
ϕN
I]]0,τ ]]I{Z−≥δ, ϕN>0} is
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G-locally bounded if and only if
1
ϕN
I{Z−≥δ, ϕN>0} is F-locally bounded. This ends the first step.
Step 2. Suppose that assertion (a) holds, and let (X,F) be a model satisfying SC, where X := N +B
with N ∈ M20,loc(F) and B an F-predictable process with finite variation. Remark that, thanks to
assertion (a), the assumptions (3.31) corresponding to the model (X,F) are fulfilled. Therefore, a
direct application of Theorem 3.10 implies that (Xτ ,G) satisfies SC. This ends the second step.
Step 3. Assume that assertion (c) holds, and remark that {Z˜ = 0 < Z−} ⊂ {∆m 6= 0} which is a
thin set (i.e. it is at most a union of countable graphs of F-stopping times). Consider an F-stopping
time T such that [[T ]] ⊂ {Z˜ = 0 < Z−}. Then X
τ satisfies SC(G), where
X = I[[T,+∞[[ −
(
I[[T,+∞[[
)p,F
∈ M0(F). (3.39)
Since τ < T, P − a.s. on {T < +∞} (due to Z˜T = 0 on {T < +∞}), we deduce that
Xτ = −I]]0,τ ]] •
(
I[[T,+∞[[
)p,F
is G-predictable and satisfies SC(G). (3.40)
Hence, thanks to Lemma 2.2, we conclude that M τ is a null process, or equivalently
0 = E (Xτ ) = E
(∫ +∞
0
Zs−d
(
I[[T,+∞[[
)p,F
s
)
= E
(
ZT−I{T<+∞}
)
. (3.41)
Since ZT− > 0 on {T < +∞}, we conclude that T = +∞, P − a.s., and the thin set {Z˜ = 0 < Z−}
is evanescent (see Proposition 2.18 on Page 20 in [33]). Thus, as a result, for any N ∈ M20,loc(F), we
deduce that
〈N̂ (b)〉F =
I]]0,τ ]]
Z−
•
(
Z˜ • [N,N ]
)p,F
=
ϕNI]]0,τ ]]
Z−
• 〈N〉F. (3.42)
Now we focus on proving the second claim of assertion (a). To this end, we consider N ∈ M2(F) and
δ > 0. Consider the following process
Xδ := I{Z−≥δ} •N +
θ − β(0,m)
Z−
I{Z−≥δ} • 〈N〉
F, where β(0,m) :=
d〈m,N〉F
d〈N〉F
, θ ∈ L2loc(N,F).
then it is clear that (Xδ ,F) satisfies SC, and hence ((Xδ)
τ ,G) satisfies SC also. As a result, by putting
Nδ := I{Z−≥δ} •N , we obtain
Xτδ = I{Z−≥δ} • N̂
(b) + Z−1− I]]0,τ ]] • 〈m,Nδ〉
F +
θ − β(0,m)
Z−
I]]0,τ ]]I{Z−≥δ} • 〈N〉
F
= I{Z−≥δ} • N̂
(b) +
θ
Z−
I]]0,τ ]]I{Z−≥δ} • 〈N〉
F
= I{Z−≥δ} • N̂
(b) +
θ
ϕNZ−
I]]0,τ ]]I{Z−≥δ} • 〈N̂
(b)〉G.
The last equality follows from (3.42). Hence, we conclude that θϕNZ− I]]0,τ ]]I{Z−≥δ} ∈ L
2
loc(N̂
(b),G) for
any θ ∈ L2loc(N,F). Thus, by combining (3.42), Proposition A.1 -(c) and [25, Chapter VIII 10-11]
(Lenglart’s result that claims that every predictable process H, such that sup0≤s≤· |Hs| has a finite
variation, is locally bounded), the claim θϕNZ− I]]0,τ ]]I{Z−≥δ} ∈ L
2
loc(N̂
(b),G) for any θ ∈ L2loc(N,F) is
equivalent to (
|λ|
ϕN
I{Z−≥δ} • 〈N〉
F
)
T
< +∞, P -a.s.,
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for any F-predictable process λ such that
(
|λ| • 〈N〉F
)
T
< +∞, P -a.s.. A combination of this with
[39, Theorem 2.7], we deduce that P -almost all ω ∈ Ω, the function 1ϕN (ω,s)I{Zs−(ω)≥δ}, s ∈ [0, T ]
belongs to the dual of L1([0, T ], d〈N〉Fs (ω)) (i.e. L
∞([0, T ], d〈N〉Fs (ω))). In fact, it is enough to apply
[39, Theorem 2.7] to
Λn(λ) :=
∫ T
0
λ(s)
ϕN (ω, s)
I{Zs−(ω)≥δ, ϕN (ω,s)≥n−1}d〈N〉
F
s (ω), n ≥ 1,
which converges to
∫ T
0
λ(s)
ϕN (ω,s)
I{Zs−(ω)≥δ, ϕN (ω,s)>0}d〈N〉
F
s (ω) for any λ ∈ L
1([0, T ], d〈N〉Fs (ω)). There-
fore, P -almost all ω ∈ Ω, there exists C(ω) ∈ (0,+∞) such that
1
ϕN (ω, s)
I{Zs−(ω)≥δ} ≤ C(ω), ∀ s ∈]0, T ].
This proves that sup
0≤s≤·
(ϕN (s))
−1I{Zs−≥δ, ϕN (s)>0} F-predictable with finite variation. Hence, it is
locally bounded due to Lenglart’s result in [25, Chapter VIII 10-11].This proves the theorem.
4 Structure conditions under a class of honest times
In this section, we focus on answering the two problems (Prob1) and (Prob2) when we totally
incorporate a random time. This can be achieved by splitting the whole half line into two stochastic
intervals ]]0, τ ]] and ]]τ,+∞[[. The first part, i.e. Sτ is already studied in the previous section. Thus,
this section will concentrate on studying the Structure Conditions of S on the stochastic interval
]]τ,+∞[[. Throughout this section, the random time τ will be assumed to be a honest time. Below,
we recall the definition of honest time and for more details we refer to Jeulin [36, Chapter 4].
Definitions 4.1. A random time τ is called an F-honest time, if for any t, there exists an Ft-
measurable random variable τt such that τI{τ<t} = τtI{τ<t}.
More precisely, throughout the rest of the paper, τ is supposed to satisfy
τ is a honest time, ZτI{τ<+∞} < 1, and τ < +∞ P -a.s.. (4.43)
Remark 4.2. This assumption is also crucial for the validity of No-Unbounded-Profit-with-Bounded-
Risk after an honest time. We refer to Choulli et al [19] for more details on this subject.
4.1 New G-local martingales for the part-after-τ and their properties
This subsection extends Subsections 3.1-3.2 to the part-after-τ . Thus, we start by introducing the
corresponding three transformation operators for the part-after-τ , their properties and their interplay.
This is the aim of the next two propositions.
Proposition 4.3. Let X ∈ M0,loc(F), and τ be an F-honest time. Then the process T1(X) defined by
T1(X) := (1− Z−) •X − I{Z˜=1}
• [X,m] +
(
I
{Z˜=1}
• [X,m]
)p,F
, (4.44)
is an F-local martingale, and the processes X̂(a) and Ta(X) given by
X̂(a) := I]]τ,+∞[[ •X + I]]τ,+∞[[ (1− Z−)
−1
• 〈X,m〉F, (4.45)
Ta(X) := I]]τ,+∞[[ • X̂
(a) +
I]]τ,+∞[[
1− Z˜
• [X,m] −
I]]τ,+∞[[
1− Z−
•
(
I
{Z˜<1}
• [X,m]
)p,F
= I]]τ,+∞[[ •X +
I]]τ,+∞[[
1− Z˜
• [X,m] +
I]]τ,+∞[[
1− Z−
•
(∑
I
{Z˜=1>Z−}
(1− Z−)∆X
)p,F
(4.46)
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are G-local martingales. Furthermore, X̂(a) ∈ M20,lc(G) and T1(X) ∈ M
2
0,loc(F) when X ∈ M
2
0,loc(F).
Proof. It is clear that T1(X) is an F-local martingale (respectively it belongs to M
2
0,loc(F)) as long as
X ∈ M0,loc(F) (respectively X ∈ M
2
0,loc(F)). Let X ∈ M0,loc(F). The proof of X̂
(a) ∈ M0,loc(G) can
be found in Jeulin [36] (see also Barlow [14]). Since the G-predictable process with finite variation
I]]τ,+∞[[ (1− Z−)
−1
• 〈X,m〉F is G-locally bounded, and sup0≤s≤·(Xs − Xs∧τ )
2 ≤ 4 sup0≤s≤·X
2
s , we
deduce that X̂(a) ∈ M20,loc(G) as soon as X ∈ M
2
0,loc(F). Thus, by combining X̂
(a) ∈ M0,loc(G) and
Lemma A.4-(b), we deduce that Ta(X) ∈ M0,loc(G). This ends the proof of the proposition.
The following proposition extends Propositions 3.3-3.2 to the part-after-τ .
Proposition 4.4. Let X,Y be a quasi-left-continuous elements of Mloc(F), and let M := M
S that
belongs to M2loc(F) and is defined in (2.1). Then the following assertions hold.
(a) It holds that
[X̂(a),Ta(Y )] = [Ŷ
(a),Ta(X)] =
1− Z−
1− Z˜
I]]τ,+∞[[ • [Y,X]. (4.47)
Hence, 〈X̂(a),Ta(Y )〉
G exists when X,Y ∈ M20,loc(F), and is given by
〈X̂(a),Ta(Y )〉
G =
I]]τ,+∞[[
(1− Z−)2
• 〈T1(Y ),T1(X)〉
F = I]]τ,+∞[[ •
(
I{Z˜<1}
• [Y,X]
)F
. (4.48)
(b) Suppose X ∈M20,loc(F). Then the following equalities hold
〈X̂(a), X̂(a)〉G =
I]]τ,+∞[[
1− Z−
•
(
(1− Z˜) • [X,X]
)F
, (4.49)
Ta (T1(X)) = Ta(X), and T̂1(X)
(a)
= X̂(a). (4.50)
(c) There exists a unique (P ⊗ d〈T1(M)〉
F-a.e.) F-predictable process ψ˜ such that
I{Z−<1} •
(
(1− Z˜) • [M,M ]
)p,F
= ψ˜ • 〈T1(M)〉
F, 0 ≤ ψ˜ ≤ (1− Z−)
−1I{Z−<1}, (4.51)
I
{ψ˜=0}
• M̂ (a) ≡ 0, and
θ√
ψ˜
I
{ψ˜>0}
∈ L2loc(M̂
(a),G), ∀ θ ∈ L2loc(M,F). (4.52)
(d) Let θG be a G-predictable process. Then θG ∈ L2loc(M̂
(a),G) if and only if there exists and F-
predictable process θ such that θG = θ on ]]τ,+∞[[, and θ
√
ψ˜ ∈ L2loc(T1(M),F).
Proof. (a) Thanks to the quasi-left-continuity of X and Y , the processes we derive
I]]τ,∞[[
1−Z−
• 〈X,m〉F,
I]]τ,∞[[
1−Z−
• 〈Y,m〉F and
1]]τ,∞[[
1−Z−
•
(
I
{Z˜<1}
• [Y,m]
)p,F
are continuous with finite variation. Hence, we derive
[X̂(a),Ta(Y )] =
[
X +
I]]τ,∞[[
1− Z−
• 〈X,m〉F, Ŷ (a) +
I]]τ,∞[[
1− Z˜
• [Y,m]−
1]]τ,∞[[
1− Z−
•
(
I{Z˜<1}
• [Y,m]
)p,F]
= I]]τ,∞[[ •
[
X,Y +
1
1− Z˜
I]]τ,∞[[ • [Y,m]
]
=
1− Z−
1− Z˜
I]]τ,∞[[ • [Y,X].
Therefore, (4.47) folows from this equality and the symmetry role of X and Y .
WhenX,Y ∈ M20,loc(F), by combining (4.47), Lemma A.4 , and 〈T1(X)〉
F = (1−Z−)
2•
(
I{Z˜<1}
• [X,X]
)p,F
,
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we easily derive (4.48).
(b) Again, thanks to the quasi-left-continuity of X, we get[
X̂(a), X̂(a)
]
= I]]τ,∞[[ • [X,X].
Thus, by applying Lemma A.4-(b) to this equality, we obtain (4.49). By combining (4.44), (4.45 ),
and the quasi-left-continuity of X, on the one hand, we deduce that
T̂1(X)
(a)
= I]]τ,∞[[ • T1(X) + I]]τ,∞[[(1− Z−)
−1
• 〈T1(X),m〉
F
= I]]τ,∞[[ •X + I]]τ,∞[[ •
(∑
∆XI
{Z˜=1>Z−}
)p,F
+
I]]τ,∞[[
1− Z−
• 〈X −
∑
∆XI
{Z˜=1>Z−}
,m〉F
= X̂(a) + I]]τ,∞[[ •
(∑
∆XI
{Z˜=1>Z−}
)p,F
−
I]]τ,∞[[
1− Z−
• 〈
∑
∆XI
{Z˜=1>Z−}
,m〉F
= X̂(a) + I]]τ,∞[[ •
(∑
∆MI{Z˜=1>Z−}
)p,F
−
I]]τ,∞[[
1− Z−
•
(∑
∆m∆XI{Z˜=1>Z−}
)p,F
= X̂(a).
On the other hand, we calculate
Ta(T1(X)) = T̂1(X)
(a)
+
1
1− Z˜
I]]τ,∞[[ • [T1(X),m] −
1
1− Z−
I]]τ,∞[[ •
(
I{Z˜<1}
• [T1(X),m]
)p,F
= X̂(a) +
1
1− Z˜
I]]τ,∞[[ •
[
X −
∑
∆XI
{Z˜=1>Z−}
+
(∑
∆XI
{Z˜=1>Z−}
)p,F
,m
]
−
1
1− Z−
I]]τ,∞[[ •
(
I{Z˜<1}
•
[
X −
∑
∆XI{Z˜=1>Z−} +
(∑
∆XI{Z˜=1>Z−}
)p,F
,m
])p,F
= X̂(a) +
1
1− Z˜
I]]τ,∞[[ • [X,m] −
I]]τ,∞[[
1− Z−
•
(
I
{Z˜<1}
• [X,m]
)p,F
= Ta(X).
These equalities prove (4.50).
(c) Consider the following quasi-left-continuous F-local martingale
N := (1− Z−) •M − [M,m] + 〈M,m〉
F,
which is locally square integrable with jumps ∆N = (1 − Z˜)∆M . Thus, a direct application of the
GKW-decomposition leads to the existence of a unique pair (ψ˜, L) ∈ L2loc(M0,F)×M
2
0,loc(F) satisfying
N = ψ˜ • T1(M) + L, 〈T1(M), L〉
F ≡ 0. (4.53)
From the definitions of N and T1(M), we derive
I{Z−<1} •
(
(1− Z˜) • [M,M ]
)p,F
= I{Z−<1} • 〈N,M〉
F = (1− Z−)
−1I{Z−<1} • 〈N,T1(M)〉
F
=
ψ˜
1− Z−
I{Z−<1} • 〈T1(M),T1(M)〉
F.
Since (1− Z˜)I{Z−<1} • [M,M ] is nondecreasing and dominated by
I{Z˜<1}I{Z−<1}
• [M,M ] = (1− Z−)
−2I{Z−<1} • [T1(M),T1(M)],
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we deduce that 0 ≤ ψ˜ ≤ (1 − Z−)
−1I{Z−<1}, and the proof of (4.51) is complete. Furthermore, by
using (4.49) and (4.51), on the other hand, we derive
〈I
{ψ˜=0}
• M̂ (a), I
{ψ˜=0}
• M̂ (a)〉G = I
{ψ˜=0}
• 〈M̂ (a), M̂ (a)〉G =
I]]τ,+∞[[
1− Z−
I
{ψ˜=0}
ψ˜ • 〈T1(M),T1(M)〉
F ≡ 0.
On the other hand, for any θ ∈ L2loc(M,F), we get
〈
θ√
ψ˜
I
{ψ˜>0}
• M̂ (a),
θ√
ψ˜
I
{ψ˜>0}
• M̂ (a)〉G =
θ2
ψ˜
I
{ψ˜>0}
• 〈M̂ (a), M̂ (a)〉G
=
θ2I
{ψ˜>0}
1− Z−
I]]τ,∞[[ • 〈T1(M),T1(M)〉
F ≤ θ2 • 〈M,M〉F.
This ends the proof of assertion (c). To prove assertion (d), we consider a G-predictable process θG.
Then there exists an F-predictable process θ that coincides with θG on ]]τ,∞[[. Then we derive
〈θG • M̂ (a), θG • M̂ (a)〉G = (θG)2 • 〈M̂ (a), M̂ (a)〉G =
θ2
1− Z−
I]]τ,∞[[ •
(
(1− Z˜) • [M,M ]
)p,F
=
(θ
√
ψ˜)2
1− Z−
I]]τ,∞[[〈T1(M),T1(M)〉
F.
Therefore, a combination of this equality and Lemma A.4-(b), assertion (d) follows immediately. This
ends the proof of the proposition.
The next theorem investigates the GKW-decomposition of Ta(M) with respect to M̂
(a), when M
belongs to M20,loc(F) . It extends Theorem 3.4 to the “part-after-τ”.
Theorem 4.5. Suppose that M , be given in (2.1), is quasi-left-continuous element of M20,loc(F), and
let T1(M) be given by (3.6). Then the following assertions hold.
(a) There exists L˜ ∈ M0,loc(G) such that [L˜, M̂
(a)] ∈ M0,loc(G) and√
ψ˜ • Ta(M) =
(1− Z−)
−1√
ψ˜
I
{ψ˜>0}
• M̂ (a) +
√
ψ˜ • L˜. (4.54)
(b) For any quasi-left-continuous N ∈ M20,loc(F), there exist unique pair (ϕN , LN ) that belongs to
L2loc(T1(M),F)×M0,loc(G) and satisfies√
ψ˜ • Ta(N) =
(1− Z−)
−1ϕN√
ψ˜
I
{ψ˜>0}
• M̂ (b) +
√
ψ˜ • LN , [LN , M̂
(a)] ∈ M0,loc(G), (4.55)
with
ϕN :=
d〈N,T1(M)〉
F
d〈T1(M)〉F
. (4.56)
Proof. The proof mimics exactly the proof of Theorem 3.4 by considering T(a,n)(N) given by
T(a,n)(N) := N̂
(a) +
I]]τ,+∞[[
1− Z−
• Ta(Nn),where Nn := I{1−Z˜≥n−1}
• [N,m]−
(
I
{1−Z˜≥n−1}
• [N,m]
)p,F
,
instead. Thus, we will omit the details of this proof herein.
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4.2 Particular cases and examples for the model (S − Sτ ,G)
This subsection treats some particular cases, such as the case when S is a continuous process, and an
example of (S, τ) for which the SC feature might fails for (S − Sτ ,G).
Theorem 4.6. Suppose that τ fulfills (4.43). If (S,F) satisfies the SC with its market’s price of risk
λ̂F, and either S or m is continuous, then the the model (S − Sτ ,G) fulfills the SC, and its market’s
price of risk, λ̂G, is given by
λ̂G :=
(
λ̂F +
β(m)
1− Z−
)
I]]τ,+∞[[, with β
(m) :=
d〈m,MS〉F
d〈MS〉F
. (4.57)
Proof. The proof is analogy to that of Theorem 3.6 and we omit the details.
Below, we present an example where structure condition may fail.
Example 4.7. Herein, we present an example that when {∆X 6= 0} ∩ {1 = Z˜ > Z−} 6= ∅, X −X
τ
fails to satisfy SC(G). We suppose given a Poisson process N , with intensity rate λ > 0, and F is the
natural augmented filtration of N . Suppose that the stock price process X is given by
dX = X−σdK, X0 = 1, Kt := Nt − λt,
or equivalently Xt = exp(−λσt+ln(1+σ)Nt), where σ > 0. In what follows, we introduce the notations
a := −
1
ln(1 + σ)
ln b, 0 < b < 1, µ :=
λσ
ln(1 + σ)
and Yt := µt−Nt.
We associate to the process Y its ruin probability, denoted by Ψ(x) given by, for x ≥ 0,
Ψ(x) = P (T x <∞), with T x = inf{t : x+ Yt < 0} . (4.58)
Proposition 4.8. Consider the model (X,F) of Example 4.7, and the following random time
τ := sup{t : Xt ≥ b} = sup{t : Yt ≤ a}. (4.59)
Then (X −Xτ ,G) fails to satisfy SC.
Proof. We recall from Aksamit et al. [4] that the supermartingale Z and m are given by
Zt = P (τ > t|Ft) = Ψ(Yt − a)I{Yt≥a} + I{Yt<a} = 1 + I{Yt≥a} (Ψ(Yt − a)− 1) ,
∆m :=
(
I{Y−>a+1}φ1 − I{Y−>a}φ2
)
∆N, φ1 := Ψ(Y− − a− 1)− 1, φ2 := Ψ(Y− − a)− 1
where Ψ is defined in (4.58). Then it is easy to calculate that
1
1− Z−
I]]τ,+∞[[ • 〈X,m〉t = −λσ
∫ t
1
Xu−
φ2(u)
{
I{Yu−>a+1}φ1(u)− I{Yu−>a}φ2(u)
}
I]]τ,+∞[[(u)du, and
I]]τ,+∞[[ •
〈
X̂(a), X̂(a)
〉G
t
= I]]τ,+∞[[
1
1− Z−
•
(
(1− Z˜) • [X,X]
)p,F
t
= λσ2
∫ t
1
φ1(u)X
2
u−
φ2(u)
I{Yu−>a+1}I]]τ,+∞[[(u)du,
where X̂(a) is defined via (4.46). Notice that on the interval {a+ 1 ≥ Y− > a},
1
1− Z−
I]]τ,+∞[[ • 〈X,m〉t = λσ
∫ t
1
Xu−I{Yu−>a}I]]τ,+∞[[du, while I]]τ,+∞[[ •
〈
X̂(a), X̂(a)
〉G
= 0.
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Hence, there is no G-predictable process λ̂ ∈ L2loc(X) such that
1
1− Z−
I]]τ,+∞[[ • 〈X,m〉 = I]]τ,+∞[[λ̂ •
〈
X̂(a), X̂(a)
〉G
.
Hence, X −Xτ fails to satisfy SC(G).
4.3 The main results for (S − Sτ ,G)
The following is the first main result of this section, where we treat fully the problem (Prob1) for
the case when S is quasi-left-continuous on the stochastic interval ]]τ,+∞[[.
Theorem 4.9. Suppose S is quasi-left-continuous. Then the following are equivalent.
(a) (S − Sτ ,G) satisfies SC with market’s prices of risk λ˜G.
(b) (S(1),F) satisfies SC, and its market’s price of risk λ(1,F) satisfies
λ(1,F)(1− Z−) + β
(1,m)√
ψ˜
I
{ψ˜>0}
belongs to L2loc(T1(M),F), where S
(1) = T1(M) +A
(1) given by
S(1) := (1−Z−) •S − I{Z˜=1>Z−}
• [MS ,m], A(1) := (1−Z−) •A−
(
I{Z˜=1>Z−}
• [MS ,m]
)p,F
. (4.60)
Furthermore, λ˜G and λ(1,F) are related via the following
λ˜G =
(1− Z−)λ
(1,F) + β(1,m)
ψ˜
I]]τ,+∞[[ and λ
(1,F) =
p,F(λ˜GI]]τ,+∞[[)ψ˜ − β
(1,m)(1− Z−)
(1− Z−)2
I{Z−<1}, (4.61)
where
β(1,m) :=
d〈m,T1(M)〉
F
d〈T1(M)〉F
, and ψ˜ :=
d
(
(1− Z˜) • [M,M ]
)p,F
d〈T1(M)〉F
. (4.62)
Proof. The proof of this theorem is achieved in two steps. The first step proves (b)=⇒ (a), while the
second step proves the converse.
Step 1. Here we prove (b)=⇒ (a). Then the quasi-left-continuity of S implies the quasi-left-continuity
of M :=MS . Thanks to Proposition 4.4, we write
〈Ta(M), M̂
(a)〉G =
I]]τ,+∞[[
(1− Z−)2
• 〈T1(M)〉
F, and 〈Ta(m), M̂
(a)〉G =
I]]τ,+∞[[
(1− Z−)2
• 〈m,T1(M)〉
F,
Ta(T1(M)) = (1− Z−) • Ta(M), and T̂1(M)
(a)
= (1− Z−) • M̂
(a).
Since (1 − Z−) • (S − S
τ ) = S(1) − (S(1))τ and S(1) satisfies SC, we deduce the existence of an F-
predictable process λ(1,F) such that A(1) = λ(1,F) • 〈T1(M)〉
F. Hence, by combining the above equalities
and Proposition 4.4 , we derive
(1− Z−) • (S − S
τ ) = (T1(M))
τ + (A(1))τ
= (1− Z−) • M̂
(a) −
1
1− Z−
I]]τ,+∞[[ • 〈m,T1(M)〉
F + λ(1,F)I]]τ,+∞[[ • 〈T1(M)〉
F
= (1− Z−) • M̂
(a) − (1− Z−) • 〈Ta(m), M̂
(a)〉G + (1 − Z−)
2λ(1,F) • 〈Ta(M), M̂
(a)〉G
= (1− Z−) • M̂
(a) +
β(1,m) + (1− Z−)λ
(1,F)
(1− Z−)2ψ˜
I]]τ,+∞[[ • 〈(1 − Z−) • M̂
(a)〉G.
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This combined with the facts that (1− Z−)
−2I]]τ,+∞[[ is G-locally bounded and
β(1,m) + (1− Z−)λ
(1,F)
(1− Z−)2ψ˜
I]]τ,+∞[[ ∈ L
2
loc(M̂
(a),G) iff
β(1,m) + (1− Z−)λ
(1,F)√
ψ˜
I
{ψ˜>0}
∈ L2loc(T1(M),F),
assertion (a) follows, and the proof of the first step is completed.
Step 2. Herein, we prove (a) =⇒ (b). Suppose that (S−Sτ ,G) satisfies SC , and denote its market’s
price by λ˜(G). Then due to
(1− Z−) • (S − S
τ ) = S(1) − (S(1))τ = T̂1(M)
(a)
+ I]]τ,+∞[[ •A
(1) − (1− Z−)
−1I]]τ,+∞[[ • 〈m,T1(M)〉
F,
and the existence of an F-predictable process λ that coincides with λ˜(G) on ]]τ,+∞[[, we obtain
I]]τ,+∞[[ •A
(1) − (1− Z−)
−1I]]τ,+∞[[ • 〈m,T1(M)〉
F = λ˜(G) • 〈M̂ (a)〉G = λ • 〈M̂ (a)〉G
= λψ˜(1− Z−)
−1I]]τ,+∞[[ • 〈T1(M),T1(M)〉
F.
Then by compensating under F on both sides of the above equality, we obtain
(1− Z−) •A
(1) = 〈m,T1(M)〉
F + λψ˜ • 〈T1(M)〉
F =
(
β(1,m) + λψ˜
)
• 〈T1(M),T1(M)〉
F.
and hence we conclude that
A(1) = I{Z−<1} •A
(1) =
β(1,m) + λψ˜
1− Z−
I{Z−<1} • 〈T1(M)〉
F,
and I{Z−<1}(β
(1,m) + λψ˜)/(1 − Z−) ∈ L
2
loc(T1(M),F) which is due to the F-local boundedness of
(1 − Z−)
−1I{Z−<1}. This proves that (S
(1),F) satisfies SC, as well as the second equality in (4.61)
since λ = p,F(λ˜G(1 − Z−)
−1I]]τ,+∞[[). As a consequence, the proof of (a) =⇒ (b) is completed. This
ends the proof of the theorem.
Remark 4.10. It is important to mention that (S(2),F), where S(2) := (1−Z−) •S− I{Z˜=1} • [M
S ,m],
might not satisfy SC in general. In fact, when (S(2),F) satisfies SC, the model (I{Z−=1} • S
(2),F)
also satisfies SC. However, I{Z−=1} • S
(2) = −I{Z˜=1=Z−}
• [MS ,m] is a continuous process with finite
variation. Thus, thanks to Lemma 2.2, this process should be null, which is equivalent to mc (the
continuous local martingale part of m) being orthogonal to I{Z−=1} •M
S. This latter fact might not be
fulfilled in general.
Now, we state the two main theorems in this section. This answers partially the problem (Prob1)
and completely the problem (Prob2).
Theorem 4.11. Suppose τ fulfills (4.43), S satisfies SC(F) with market’s price of risk λ˜F, and
{∆MS 6= 0}∩{Z˜ = 1 > Z−} = ∅, and I{ψ˜>0}
(
λ˜F(1− Z−)− β
(1,m)
)
/
√
ψ˜ ∈ L2loc(T1(M),F). (4.63)
Then (S − Sτ ,G) satisfies SC, and its market’s prices of risk λ˜G is given by
λ˜G =
λ˜F(1− Z−)− β
(1,m)
ψ˜(1− Z−)2
I]]τ,+∞[[, (4.64)
where β(1,m) is given by (4.62).
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Proof. Let N be an F-local martingale. Then we calculate
[Ta(N), M̂
(a)] = [Ta(N),M −M
τ ] +G-local martingale
=
1− Z−
1− Z˜
I]]τ,+∞[[ • [N,M ] +
I]]τ,+∞[[
1− Z−
•
[(
I{Z˜=1}
• [N,m]
)p,F
,M
]
+G-local martingale
=
1− Z−
1− Z˜
I]]τ,+∞[[ • [N,M ] + I]]τ,+∞[[∆M •
(∑
I
{Z˜=1>Z−}
∆N
)p,F
+G-local martingale.
Then, we derive
〈Ta(N), M̂
(a)〉G = I]]τ,+∞[[ •
(
I
{Z˜<1}
• [N,M ]
)p,F
+ p,F
(
∆MI{Z˜<1}
)
(1− Z−)
−1I]]τ,+∞[[ •
(∑
I{Z˜=1>Z−}∆N
)p,F
. (4.65)
Under the first condition in (4.63), equation (4.65) can be further simplified as
〈Ta(N), M̂
(a)〉G = I]]τ,+∞[[ • 〈N,M〉
F. (4.66)
By choosing N =M and N = m respectively in (4.66), we obtain
〈Ta(m), M̂
(a)〉G = I]]τ,+∞[[ • 〈m,M〉
F, and 〈Ta(M), M̂
(a)〉G = I]]τ,+∞[[ • 〈M,M〉
F. (4.67)
Thus, under the assumption that S satisfies the SC(F) with its market’s price λ˜F, we get
I]]τ,+∞[[ • S = I]]τ,+∞[[ •M + I]]τ,+∞[[ •A = I]]τ,+∞[[ •M + λ˜
FI]]τ,+∞[[ • 〈M〉
F
= M̂ (a) − (1− Z−)
−1I]]τ,+∞[[ • 〈m,M〉
F + λ˜FI]]τ,+∞[[ • 〈M〉
F
= M̂ (a) − (1− Z−)
−1I]]τ,+∞[[ • 〈Ta(m), M̂
(a)〉G + λ˜FI]]τ,+∞[[ • 〈Ta(M), M̂
(a)〉G.
= M̂ (a) + (λ˜F − (1− Z−)
−1β(1,m)) • I]]τ,+∞[[ • 〈Ta(M), M̂
(a)〉G,
= M̂ (a) +
λ˜F(1− Z−)− β
(1,m)
ψ˜(1− Z−)2
I]]τ,+∞[[ • 〈M̂
(a)〉G.
Thanks to Lemma A.4-(d), It is clear that
λ˜F(1− Z−)− β
(1,m)
ψ˜(1− Z−)2
I]]τ,+∞[[ ∈ L
2
loc(M̂
(a),G) iff I
{ψ˜>0}
λ˜F(1− Z−)− β
(1,m)√
ψ˜
∈ L2loc(T1(M),F).
This implies that (S−Sτ ,G) satisfies SC and its market’s price is given by (4.64), and hence the proof
of the theorem is completed.
The last main result of this section gives necessary and sufficient conditions on τ that guarantee the
preservation of SC for the part-after-τ for any model who posses this feature under F.
Theorem 4.12. Suppose that τ satisfies (4.43), and for any N ∈ M20,loc(F), we put
ψN :=
d
(
(1− Z˜) • [N,N ]
)p,F
d〈N〉F
= 1− ϕN , (4.68)
where ϕN is defined in (3.38). Then the following assertions are equivalent.
(a) {Z˜ = 1 > Z−} is evanescent and (ψN )
−1I{ψN>0} is locally bounded, for any N ∈ M
2
0,loc(F).
(b) (X −Xτ ,G) satisfies SC for any (X,F) satisfying SC.
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Proof. The proof of (a) =⇒ (b) is a direct consequence of Theorem 4.11. To prove the converse, we
assume that assertion (b) holds, and mimic the proof of Theorem 3.12. For the sake of completeness,
we give the full details. Since {Z˜ = 1}∩{Z− < 1} ⊂ {∆m 6= 0}, it is a thin set. Let T be any stopping
time such that [[T ]] ⊂ {Z˜ = 1} ∩ {Z− < 1}. Then, consider the following F-martingale,
M = V − V˜ ∈ M0(F), where V := I[[T,+∞[[ and V˜ := (V )
p,F. (4.69)
Since {t > τ} ⊂ {Z˜t < 1} (see Jeulin [36] or Choulli et al. [19]) and Z˜T = 1 on {T < +∞}, we deduce
that τ ≥ T, P − a.s., and
M −M τ = −I]]τ,+∞[[ • V˜ (4.70)
satisfies SC(G). By combining this with Lemma 2.2, we conclude that M −M τ must be null (i.e.
I]]τ,+∞[[ • V˜ = 0). Thus, we get
0 = E
(
I]]τ,+∞[[ • V˜∞
)
= E
(∫ +∞
1
(1− Zs−)dV˜s
)
= E
(
(1− ZT−)I{T<+∞}
)
, (4.71)
or equivalently (1− ZT−)I{T<+∞} = 0 which implies that T = +∞, P − a.s.. Therefore, the thin set
{Z˜ = 1} ∩ {Z− < 1} is evanescent (see Proposition 2.18 on Page 20 in [33]). Thus, as a result, for any
N ∈ M20,loc(F), we deduce that
〈N̂ (a)〉F =
I]]τ,+∞[[
1− Z−
•
(
(1− Z˜) • [N,N ]
)p,F
=
ψNI]]τ,+∞[[
1− Z−
• 〈N〉F. (4.72)
Therefore, the rest of this proof focus on the second statement of assertion (a), we consider N ∈ M2(F),
and defined the following processes
X := I{Z−<1} •N +
θ + β(N,m)
1− Z−
I{Z−<1} • 〈N〉
F, where β(N,m) :=
d〈m,N〉F
d〈N〉F
, θ ∈ L2loc(N,F).
Then it is clear that (X,F) satisfies SC, and hence (Xτ ,G) satisfies SC also. As a result, since
]]τ,+∞[[⊂ {Z− < 1}, we obtain
Xτ = N̂ (a) − (1− Z−)
−1I]]τ,+∞[[ • 〈m,N〉
F +
θ + β(N,m)
1− Z−
I]]τ,+∞[[ • 〈N〉
F
= N̂ (a) +
θ
1− Z−
I]]τ,+∞[[ • 〈N〉
F
= N̂ (a) +
θ
ψN
I{ψN>0} • 〈N̂
(b)〉G.
The last equality follows from (3.42). Hence, we conclude that θψN I{ψN>0} ∈ L
2
loc(N̂
(b),G) for any θ ∈
L2loc(N,F). Thus, by combining (3.42), Proposition A.1 -(c) and [25, Chapter VIII 10-11] (Lenglart’s
result that claims that every predictable process H, such that sup0≤s≤· |Hs| has a finite variation, is
locally bounded), the claim θψN I{ψN>0} ∈ L
2
loc(N̂
(b),G) for any θ ∈ L2loc(N,F) is equivalent to(
|λ|
ψN
I{ψN>0, Z−<1} • 〈N〉
F
)
T
< +∞, P -a.s.,
for any F-predictable process λ such that
(
|λ| • 〈N〉F
)
T
< +∞, P -a.s.. A combination of this with
[39, Theorem 2.7], we deduce that P -almost all ω ∈ Ω, the function 1ϕN (ω,s)I{ψN>0, Zs−(ω)<1}, s ∈ [0, T ]
24
belongs to the dual of L1([0, T ], d〈N〉Fs (ω)) (i.e. L
∞([0, T ], d〈N〉Fs (ω))). In fact, it is enough to apply
[39, Theorem 2.7] to
Λn(λ) :=
∫ T
0
λ(s)
ψN (ω, s)
I{Zs−(ω)<1, ψN (ω,s)≥n−1}d〈N〉
F
s (ω), n ≥ 1,
which converges to
∫ T
0
λ(s)
ψN (ω,s)
I{Zs−(ω)<1, ψN (ω,s)>0}d〈N〉
F
s (ω) for any λ ∈ L
1([0, T ], d〈N〉Fs (ω)). There-
fore, P -almost all ω ∈ Ω, there exists C(ω) ∈ (0,+∞) such that
1
ψN (ω, s)
I{ψN (ω,s)>0, Zs−(ω)<1} ≤ C(ω), ∀ s ∈]0, T ].
This proves that sup
0≤s≤·
(ψN (s))
−1I{Zs−<1, ψN (s)>0} F-predictable with finite variation. Hence, it is
locally bounded due to Lenglart’s result in [25, Chapter VIII 10-11].This proves assertion (a), and
completes the proof of the theorem.
Remark 4.13. (a) When m is continuous, we get Z˜ = Z− and ψN = 1−Z− for any N ∈ M
2
0,loc(F).
Hence in this case, (X −Xτ ,G) always satisfies SC whenever (X,F) does.
(b) It is clearly that the spirit of Example 2.5 appears naturally in Theorem SCapresdefault2.
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A Useful results
Proposition A.1. The following assertions hold.
(a) There exists a sequence of G-predictable stopping times, (τn)n≥1, that increases to +∞ and
]]0, τn ∧ τ ]] ⊂ {Z− ≥ n
−1}. (A.73)
(b) Let (σGn )n be a sequence of G-predictable stopping times that increases to +∞. Then, there exists
a non-decreasing sequence of F-predictable stopping times, (σFn)n≥1, satisfying the following properties
σGn ∧ τ = σ
F
n ∧ τ, σ
F
∞ := sup
n
σFn ≥ R P − a.s., (A.74)
and ZσF
∞
− = 0 P − a.s. on Σ ∩ (σ
F
∞ < +∞), (A.75)
where Σ :=
⋂
n≥1
(σFn < σ
F
∞) and R := inf{t ≥ 0 | Zt = 0}.
(c) Let V be an F-predictable and non-decreasing process with values in [0,+∞]. Then, V τ ∈ A+loc(G)
if and only if I{Z−≥δ} • V ∈ A
+
loc(F) for any δ > 0.
Lemma A.2 ([19]). The following assertions hold.
(b) For any F-adapted process V with locally integrable variation, we have
(V τ )p,G = (Z−)
−1I[[0,τ ]] • (Z˜ • V )
p,F. (A.76)
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(b) For any F-local martingale M , we have, on [[0, τ ]]
p,G
(
∆M
Z˜
)
=
p,F
(
∆MI
{Z˜>0}
)
Z−
, and p,G
(
1
Z˜
)
=
p,F
(
I
{Z˜>0}
)
Z−
. (A.77)
Lemma A.3. The following process
V (b) :=
(
p,F
(
I
{Z˜>0}
))−1
I[[0,τ ]] (A.78)
is G-predictable and locally bounded.
Proof. It is enough to notice that Z˜ ≤ I{Z˜>0} and the process (Z−)
−1I[[0,τ ]] is G-locally bounded.
Lemma A.4. Suppose that τ is a honest time. Then the following assertions hold.
(a)If ZτI{τ<+∞} < 1 P -a.s., then (1− Z−)
−1I]]τ,+∞[[ is a G-locally bounded and predictable process.
(b) For any F-adapted process with locally integrable variation, V , we have
I]]τ,+∞[[ • V
p,G = I]]τ,+∞[[ (1− Z−)
−1
•
(
(1− Z˜) • V
)p,F
. (A.79)
(c) Suppose τ is finite almost surely and Zτ < 1 P -a.s.. Then, I[[τ,+∞]] • V ∈ Aloc(G) if and only if
(1− Z˜) • V ∈ Aloc(F).
(d) Suppose τ is finite almost surely and Zτ < 1 P -a.s., and V is a nondecreasing and F-predictable
process. Then, for any F-predictable process ϕ ≥ 0,
ϕI]]τ,+∞[[ • V ∈ A
+
loc(G) iff (1− Z−)ϕ • V ∈ A
+
loc(F) iff ϕI{Z−<1} • V ∈ A
+
loc(F).
Lemma A.5. Suppose that τ is a honest time and ZτI{τ<+∞} < 1 P -a.s.. Then the process
V (b) :=
(
p,F
(
I
{Z˜<1}
))−1
I]]τ,+∞[[ (A.80)
is G-predictable and locally bounded.
Proof. It is enough to notice that 1 − Z˜ ≤ I{Z˜<1} and the process (1 − Z−)
−1I]]τ,+∞[[ is G-locally
bounded.
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