Generalized $q$-Gaussian von Neumann algebras with coefficients, I.
  Relative strong solidity by Junge, Marius & Udrea, Bogdan
ar
X
iv
:1
50
9.
07
06
9v
3 
 [m
ath
.O
A]
  1
9 S
ep
 20
18
GENERALIZED q-GAUSSIAN VON NEUMANN ALGEBRAS WITH
COEFFICIENTS, I. RELATIVE STRONG SOLIDITY
MARIUS JUNGE AND BOGDAN UDREA
Abstract. We define Γq(B,S ⊗ H), the generalized q-gaussian von Neumann algebras asso-
ciated to a sequence of symmetric independent copies (pij , B,A,D) and to a subset 1 ∈ S =
S∗ ⊂ A and, under certain assumptions, prove their strong solidity relative to B. We provide
many examples of strongly solid generalized q-gaussian von Neumann algebras. We also obtain
non-isomorphism and non-embedability results about some of these von Neumann algebras.
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1. Background and statement of results
1.1. Normalizers in von Neumann algebras. The study of normalizers in von Neumann
algebras is nowadays an intensely active area of research within the field of von Neuman algebras.
For a von Neumann algebra M , we denote by U(M) the group of unitaries in M . Recall that
for an inclusion A ⊂ M of von Neumann algebras, the normalizing group of A in M is defined
as NM(A) = {u ∈ U(M) | uAu∗ = A} and the normalizer of A is the von Neumann algebra
generated by the normalizing group, i.e. NM (A)′′ ⊂ M . When A is a maximal abelian von
Neumann subalgebra of a type II1 factor M , A is called a Cartan subalgebra if its normalizer is
the whole of M . While some results have been obtained in the early 80’s (see e.g. [12, 13, 27],
notably [12]), the first truly significant achievement in this area is Voiculescu’s ground-breaking
result about the absence of Cartan subalgebras in the free-group factors L(Fn) [66]. After this,
in their seminal work [38], Ozawa and Popa established the following result:
Theorem 1.1. Let Fn y B be a profinite trace-preserving action of a free group on an amenable
von Neumann algebra B. Then for every amenable von Neumann subalgebra A ⊂M = B ⋊Fn,
either A ≺M B, or the normalizer of A is amenable.
The notation A ≺M B reads ”a corner of A embeds into B insideM”, in the sense of Popa (see
[46], Thm. 2.1), and it roughly means that A can be conjugated into B by a partial isometry in
M . When B is the scalars, this shows that the normalizer of any amenable diffuse von Neumann
subalgebra of L(Fn) is itself amenable, not only reproving and strengthening Voiculescu’s result,
but also entailing a surprizingly far-reaching classification of normalizer algebras in the free group
factors. More than merely proving the above theorem, [38] introduced an array of innovative
ideas and techniques which remain all-pervasive and highly influential in the field to this day.
The results in [38] were then extended to profinite actions of weakly amenable groups having
proper 1-cocycles into (a multiple of) their left regular representations in [39]. Subsequent
generalizations to the case of profinite actions of groups having quasi-cocycles or direct products
of such have been obtained in [14] and [15]. Recently, Popa and Vaes obtained the definitive form
of these results, by completely removing any assumption on the action of the group. Specifically,
they proved the following results (see Thm. 1.6 in [48] and Thm. 1.4 in [49]):
Theorem 1.2. Let Γ be a weakly amenable group having either a proper 1-cocycle or a proper
1-quasi-cocycle into a (representation which is weakly contained into) a multiple of its left regular
representation. Let Γy B be any trace-preserving action of Γ on the finite von Neumann algebra
B, and let A ⊂M = B⋊Γ be a von Neumann subalgebra which is amenable relative to B inside
M . Then either A ≺M B, or the normalizer of A is amenable relative to B inside M .
Theorem 1.3. Let Γ y B be a p.m.p. free ergodic action, where B is abelian diffuse and Γ
is weakly amenable and admits an unbounded (rather than proper) 1-cocycle into a mixing
representation which is weakly contained into a multiple of the left regular representation of Γ.
Then M = B ⋊ Γ has a unique Cartan subalgebra, up to unitary conjugacy.
Popa and Vaes coined the phrase ”relative strong solidity” to describe the situation in which
the dichotomy in Thm. 1.2 holds. Namely, a von Neumann algebra M is strongly solid relative
to B, for B ⊂M a subalgebra, if for every von Neumann subalgebra A ⊂M which is amenable
relative to B inside M (see [38]), it is either the case that A ≺M B or that the normalizer of A
is amenable relative to B inside M . In the case of B abelian diffuse and of p.m.p. free ergodic
actions Γy B, the strong solidity of the von Neumann algebraM = B⋊Γ relative to B implies
its uniqueness of Cartan subalgebra, up to unitary conjugacy. Strong solidity relative to the
scalars is simply termed strong solidity. Strong solidity is in turn an enhancement of Ozawa’s
concept of solidity (see [37]). Ozawa called a von Neumann algebra M solid if for every diffuse
von Neumann subalgebra A ⊂ M one has that A′ ∩M is amenable. It’s easy to see that a
3non-amenable solid factor M is automatically prime, i.e. cannot be written as M = M1⊗¯M2,
with Mi an infinite dimensional factor for i = 1, 2.
Further results pertaining to the classification of normalizers and relative strong solidity have
been obtained by Sinclair ([56]), Ioana ([24]), Isono ([25, 26]), Avsec ([1]), Boutonnet, Houdayer
and Vaes ([3, 22]), Caspers ([10]).
1.2. Non-commutative probability. Voiculescu introduced his highly influential free prob-
ability theory in the early 80’s (see [64]), in order to tackle some problems related to the free
group factors. Since then, the free probability theory has grown into an immense industry
with far reaching ramifications. Very roughly speaking, in the realm of free probability classical
probability spaces are replaced by C∗ or W∗-algebras endowed with distinguished states (normal
in the W∗ case), classical random variables by operators in those algebras, classical indepen-
dence by Voiculescu’s free independence, and the classical distribution function by Voiculescu
non-commutative distribution of a non-commutative random variable, or joint distribution in
the case of a system of random variables. In particular, the normal (gaussian) distribution is
replaced by Wigner’s semicircular law.
1.2.1. Classical gaussian random variables. We briefly recall the construction in Section
1.1 of [42]. Let H a real Hilbert space and, for ξ ∈ H, let lξ be the creation operator on the
symmetric Fock space of HC = H ⊕ iH. Then s1(ξ) = 12 (lξ + l∗ξ ) is an unbounded self-adjoint
operator in the symmetric Fock space. The operators s1(ξ) and s1(η) commute for all ξ and η
and are independent with respect to the vacuum state whenever 〈ξ, η〉 = 0. Define Γ1(H) to be
the abelian von Neumann algebra generated by the spectral projections of all the s1(ξ), ξ ∈ H
(or equivalently by all the unitaries ω(ξ1, . . . , ξk) = exp(iπs(ξ1) · · · s(ξk))), equipped with the
trace given by the restriction of the vacuum state. For ‖ξ‖ = 1, we have the following moment
formula
τ(s(ξ)m) = δm∈2N
m!
2
m
2 (m2 )!
= |P2(m)| =
∑
σ∈P2(m)
1cr(σ),
where P2(m) is the collection of pair partitions on the set {1, . . . ,m}, and for σ ∈ P2(m), cr(σ)
denotes the number of crossings of σ. These are exactly the moments of a classical gaussian
random variable. By commutativity, independence and multi-linearity, the moment formula can
be extended to
τ(s1(ξ1) · · · s1(ξm)) =
∑
σ∈P2(m)
1cr(σ)
∏
{l,r}∈σ
〈ξl, ξr〉.
One also recalls
Theorem 1.4 (Classical central limit theorem). Let {Xn}n≥1 be a sequence of independent,
identically distributed random variables on a probability space (Ω,Σ, P ), all having mean equal
to zero and variance equal to 1. Then the averages Sn = n
− 1
2
∑n
j=1Xj converge in distribution
to a normal (gaussian) random variable with mean zero and variance 1.
If Xn are chosen such that supn≥1 ‖Sn‖∞ <∞, then one can restate the central limit theorem
by saying that the element S = (Sn)n ∈ (L∞(Ω, P )ω, τω) has a gaussian (normal) distribution,
where ω is a free ultrafilter on N and (L∞(Ω)ω, τω) is the ultraproduct von Neumann algebra.
In other words, one could ”simulate” gaussian elements using an ultraproduct model.
1.2.2. Voiculescu’s free semicircular random variables.
In [64], Voiculescu constructed a functor Φ from the category of real Hilbert spaces with contrac-
tions to the category of finite von Neumann algebras with completely positive maps. For h ∈ H,
the element Φ(h) = s0(h) is concretely realized as the real part of the creation operator on the
full Fock space of HC. Moreover, he proved that for an orthonormal set {h1, . . . , hm} ⊂ H,
the elements s0(h1), . . . , s0(hm) are freely independent, have semi-circular distributions given
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by dµ(t) = 1πχ(−1,1)(t)
√
1− t2dt, and generate a copy of the free group factor L(Fm). In par-
ticular, for a finite dimensional Hilbert space H, Φ(H) is *-isomorphic to the free group factor
L(Fdim(H)). It is well-known that the moments of a semi-circular variable are given by
τ(s0(h)
m) = δm∈2N
m!
(m2 + 1)((
m
2 )!)
2
=
∑
σ∈P2(m)
0cr(σ) =
∑
σ∈NCP2(m)
0cr(σ),
where we denote by NCP2(m) the collection of non-crossing pair partitions on the set {1, . . . ,m}
and with the convention 00 = 1. By direct computation, the above formula can be extended to
τ(s0(h1) · · · s0(hm)) =
∑
σ∈P2(m)
0cr(σ)
∏
{l,r}∈σ
〈hl, hr〉.
Let’s recall the Voiculescu’s central limit theorem in [64]:
Theorem 1.5 (Voiculescu’s central limit theorem). Let {an}n≥1 be a sequence of freely indepen-
dent self-adjoint random variables in a C∗-probability space (A,ϕ). Assume that ϕ(an) = 0 for
all n, supn≥1 ‖an‖ <∞ and limn→∞ n−1
∑n
j=1 ϕ(a
2
n) =
1
4 . Then the elements Sn = n
− 1
2
∑n
j=1 aj
converge in distribution to a semicircular element, i.e. their limit distribution is the semicircular
law.
In particular, this says that, beside the Fock space construction, one could create semicircular
random variables by taking elements of the form S = (Sn)n = (n
− 1
2
∑n
j=1 aj)n ∈ (Mω, τω),
with an as above in a finite W
∗-probability space (A,ϕ) = (M, τ) and satisfying the additional
condition supn≥1 ‖n−
1
2
∑n
j=1 aj‖∞ <∞. Let us also recall an informal statement of Voiculescu’s
matrix limit theorem (Theorem 2.2 in [65]):
Theorem 1.6 (Voiculescu’s matrix limit theorem). Any family of random matrices with size
going to infinity having independent normalized gaussian entries converges in distribution to a
free semicircular family.
Again, we could interpret this as saying that one can create free semicircular families using
elements of some suitable ultraproduct of matrix algebras over abelian von Neumann algebras.
1.2.3. q-gaussian von Neumann algebras.
The q-gaussian von Neumann algebras Γq(H), for H a real Hilbert space, were introduced by
Boz˙ejko and Speicher and further studied, among others, by Boz˙ejko, Speicher, Kummerer,
Ricard, Sniady, Krolak, Nou, Shlyakhtenko, Nica, Dykema, Avsec, Dabrowski [5, 6, 7, 8, 9, 51,
57, 58, 33, 34, 35, 36, 53, 54, 18, 1, 17]. For −1 < q < 1, Boz˙ejko and Speicher constructed a
functor Γq from the category of real Hilbert spaces with contractions to the category of finite
von Neumann algebras with completely positive maps. Γq(H) is called the q-gaussian von
Neumann algebra associated to H. The generators Γq(h) = sq(h), for h ∈ H, admit a concrete
representation as the real part of the creation operator by h on the q-Fock space of H (for details,
see e.g. Section 2 of [5]). When q = 0, the functor Γq coincides with Voiculescu’s functor Φ, so
Γ0(H) = L(FdimH). A direct computation using the concrete realization of the sq(h)’s gives the
moment formula
τ(sq(h1) · · · sq(hm)) =
∑
σ∈P2(m)
qcr(σ)
∏
{l,r}∈σ
〈hl, hr〉,
which is why, in view of the above, the sq(h)’s can be called q-semicircular elements. The central
limit theorem holds in the q-gaussian context as well, see e.g. Theorem 1 in [59], Theorem
1 and 2 in [60], [4] or Appendix A in [32], but its statement is very technical and we omit
it. Also, the q-gaussian von Neumann algebras admit random matrix models, see Thm. 3 in
[57]. We mention that, originally, the q-gaussian von Neumann algebras have been studied
5as concrete implementations of the canonical q-commutation relations, or as examples of non-
classical Brownian motions (see e.g. [5, 6, 7]), but we choose to downplay these aspects in the
present work. The central limit theorem suggests that the q-gaussians can be introduced via an
ultraproduct model. In fact, a concrete ultraproduct embedding which holds a great heuristic
value for us is given by
Γq(H) ∋ sq(h) 7→ (n−
1
2
n∑
j=1
sq(ej ⊗ h))n ∈ (Γq(ℓ2 ⊗H))ω,
where {ej}j∈N is the standard orthonormal basis of ℓ2 = ℓ2(N).
1.3. Generalized q-gaussian von Neumann algebras with coefficients. In this article we
introduce a new class of von Neumann algebras and prove some structural results about them.
Specifically, we introduce the generalized q-gaussian von Neumann algebras with coefficients
associated to a sequence of symmetric copies (πj, B,A,D). A 4-tuple (πj, B,A,D) is called a
sequence of symmetric copies (of A) if B,A,D are finite tracial von Neumann algebras such
that B ⊂ A ∩D and πj : A → D, j ∈ N are unital trace-preserving normal *-homomorphisms
satisfying
(1) πj|B = idB , for all j;
(2) EB(πj1(a1) . . . πjm(am)) = EB(πσ(j1)(a1) . . . πσ(jm)(am)), for all finite permutations σ on
N, all indices j1, . . . , jm in N and all a1, . . . , am in A, where EB : D → B is the canonical
trace-preserving conditional expectation.
We mention that our copies satisfy some additional independence conditions (see Definition 3.2).
Let −1 < q < 1 be fixed. For H an infinite dimensional (real) Hilbert space and S a self-adjoint
subset of A containing 1, the generalized q-gaussian von Neumann algebra
Γq(B,S ⊗H) ⊂ (Γq(ℓ2 ⊗H)⊗¯D)ω
with coefficients in B and associated to the symmetric copies (πj , B,A,D) is defined as the von
Neumann subalgebra generated by the elements
sq(a, h) = (n
− 1
2
n∑
j=1
sq(ej ⊗ h)⊗ πj(a))n, a ∈ BSB = {b1ab2 : b1, b2 ∈ B, a ∈ S}, h ∈ H.
Here ω is a free ultrafilter on the natural numbers and Γq(ℓ
2⊗H) is the q-gaussian von Neumann
algebra. When H is finite dimensional, one needs to further apply a ”closure operation” (see
Def.3.2 and Prop.3.14 for more details). The crucial observation here is that, since a Fock space
model is not available, we are forced to introduce our generalized gaussians via an ultraproduct
model. The generators sq(a, h) satisfy the following moment formula
τ(sq(a1, h1) · · · sq(am, hm)) = δm∈2N
∑
σ∈P2(m)
qcr(σ)
∏
{l,r}∈σ
〈hl, hr〉τD(πφσ(1)(a1) · · · πφσ(m)(am)),
as well as the B-valued moment formula
EB(sq(a1, h1) · · · sq(am, hm)) = δm∈2N
∑
σ∈P2(m)
qcr(σ)
∏
{l,r}∈σ
〈hl, hr〉EB(πφσ(1)(a1) · · · πφσ(m)(am)),
where for every pair partition σ = {{k′1, k′′1}, . . . , {k′p, k′′p}} ∈ P2(m), the function φσ : {1, . . . ,m} →
{1, . . . , p = m2 } is chosen so that φσ(k′1) = φσ(k′′1 ) = 1, . . . , φσ(k′p) = φσ(k′′p) = p. In view of
all of the above, the elements sq(a, h) could thus judiciously be called “B-valued q-semicircular
random variables having symmetric B-moments”.
When compared to pure q-gaussians, the generalized q-gaussian von Neumann algebras with
coefficients can be viewed as an analogue of the cross-product von Neumann algebras B ⋊ Γ as
opposed to pure group von Neumann algebras L(Γ). This analogy can be given some substance
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along the lines of [52]. However, in the present work we do not pursue this insight and use this
analogy merely as a guideline for the implementation of Popa’s deformation-rigidity strategy.
The main result we prove about our generalized q-gaussian algebras is
Theorem A. Let (πj , B,A,D) be a sequence of symmetric independent copies, H be a finite
dimensional Hilbert space and A ⊂ M = Γq(B,S ⊗ H) be a diffuse von Neumann subalgebra
which is amenable relative to B inside M . For every s ≥ 0, define Ds(S) to be the following
right B-submodule of L2(D):
span‖·‖2{EA{1,...,s}(πφσ(1)(x1) · · · πφσ(m)(xm)) : m ≥ 1, σ ∈ P1,2(m), xi ∈ BSB},
where m = s + 2p, P1,2(m) is the set of pair-singleton partitions of {1, . . . ,m}, σ runs over all
pair-singleton partitions in P1,2(m) having s singletons and p pairs and for such a partition σ =
{{k1}, . . . , {ks}, {k′1, k′′1}, . . . , {k′p, k′′p}}, the function φσ : {1, . . . ,m} → {1, . . . , s + p} satisfies
φσ(k1) = 1, . . . , φσ(ks) = s and φσ(k
′
1) = φσ(k
′′
1 ) = s+ 1, . . . , φσ(k
′
p) = φσ(k
′′
p) = s+ p. Assume
that there exist constants d,C > 0 such that dimB(Ds(S)) ≤ Cds for all s ≥ 1. Then at least
one of the following statements is true:
(1) A ≺M B, or
(2) the von Neumann algebra P = NM(A)′′ generated by the normalizer of A in M is
amenable relative to B inside M .
The technical condition on the dimension of the B-modules Dk(S) implies in particular that
the subspace of Wick words of length k is finitely generated over B, for all k ≥ 1 (see Thm. 3.16
and Prop. 3.20). This last condition in turn is the exact analogue of the group cocycle being
proper in the case of cross-product von Neumann algebras.
As a consequence of our Theorem A, we find a number of examples of generalized q-gaussians
which are strongly solid (when B = C or finite dimensional) or strongly solid relative to B,
for diffuse B. While the class of generalized q-gaussian von Neumann algebras with coefficients
is huge (roughly speaking such a von Neumann algebra can be constructed starting from any
action of the infinite symmetric group on another finite von Neumann algebra), the range of
examples to which our Theorem A applies is greatly restricted by the technical assumptions we
make. The examples in the corollary below are introduced in more detail in Section 4.
Corollary B. The following von Neumann algebras are strongly solid relative to B:
(1) (see 4.1) B⊗¯Γq(H), for H a finite dimensional Hilbert space;
(2) (see 4.3.2) Γq(B,S ⊗ H) associated to the symmetric independent copies (πj, B,A,D)
constructed in the following way: take a trace preserving action α of Z on a finite von
Neumann algebra N . Let H = 〈gj : j ≥ 0〉 be the Heisenberg group, take η : H → Z an
onto group homomorphism and define β : Hy N by
βg(x) = αη(g)(x), g ∈ H, x ∈ N.
Let H1 = 〈g0, g1〉 and take B = N ⋊ Z = N⊗¯L(Z), A = N ⋊H1 and S = {1, g1, g−11 }.
Define πj : A→ D by
πj(xug1) = αη(gj )(x)ugj , πj(xug0) = xug0 , x ∈ N, j, k ∈ N.
(3) (see 4.4.1) Γq(C, S⊗K) associated to the symmetric copies (πj , B = C, A = Γq0(H),D =
Γq(ℓ
2 ⊗H)), where πj(sq0(h)) = sq(ej ⊗ h) and K is a finite dimensional Hilbert space;
(4) (4.4.2) Γq(Bd, S ⊗H) associated to the symmetric copies (πj, Bd, Ad,Dd), where Bd =
L(Σ[−d,0]), Ad = L(Σ[−d,1]), Dd = L(Σ[−d,∞)) = {uσ : σ ∈ Σ[−d,∞)}′′ and S = {1, u(01)}
for a fixed d ∈ N \ {0}; here ΣZ is the group of finite permutations on Z and for a subset
F ⊂ Z, ΣF ⊂ ΣZ is the group of finite permutations on F naturally embedded into ΣZ;
the copies are defined by πj(a) = u(1j)au(1j), a ∈ Ad;
7(5) (see 4.2) Γq(C, S ⊗ H) associated to the symmetric copies (πj , B = C, A = L(Z) =
{u}′′,D = ∗NL(Z)), where u is a Haar unitary, the symmetric copies πj : A → D are
defined by the relations πj(u) = . . . ∗ 1 ∗ u ∗ 1 ∗ . . ., and S = {1, u, u∗}.
It follows that the examples in (3), (4) and (5) are strongly solid and hence solid non-amenable
von Neumann algebras. In particular, they are prime von Neumann algebras. Note that when
q = 0 and H is trivial, the example in (5) is *-isomorphic to L(F∞), thus reproving the strong
solidity of the free group factors.
Using Theorem A we also deduce the following
Corollary C. Let Mi = Γqi(Bi, Si ⊗ Hi) be associated with two sequences of symmetric inde-
pendent copies (πij, Bi, Ai,Di) and two subsets Si ⊂ Ai, and −1 < qi < 1, i = 1, 2. Assume that
2 ≤ dim(Hi) <∞, dimBi(Dk(Si)) ≤ Cdk for fixed constants d,C > 0 and Bi are amenable, for
i = 1, 2. If M1 ⊂M2, then B1 ≺M2 B2. Moreover, if M1 = M2 =M , it follows that B1 ≺M B2
and B2 ≺M B1.
This result can be regarded as an analogue of the ”uniqueness of Cartan subalgebra” results
in the group measure space construction setting. Note however, that even when B is abelian,
it is not a MASA in M = Γq(B,S ⊗ H). Indeed, B always commutes with a copy of Γq(H)
inside M = Γq(B,S ⊗H), hence it can never be maximally abelian. Thus, even when B1 and
B2 are both abelian diffuse, we cannot avail ourselves of Popa’s results about unitary conjugacy
of Cartan subalgebras ([45], Appendix, Thm. A.1) to conclude that B1 is unitarily conjugate
to B2, so this double intertwining result is optimal in our case. Finally, we deduce some non-
isomorphism and non-embedability results for generalized q-gaussians.
Corollary D. Under the assumptions of Corollary C, if we moreover assume that
(1) B1 is finite dimensional and B2 is amenable diffuse, or
(2) B1 is abelian and B2 is the hyperfinite II1 factor,
thenM2 = Γq2(B2, S2⊗H2) cannot be realized as a von Neumann subalgebra ofM1 = Γq1(B1, S1⊗
H1). In particular M1 and M2 are not *-isomorphic.
1.4. Comments on the proofs and structure of the article. Finally, a couple of words
about the main ideas behind the proof of Theorem A. We mention that actually Theorem A
will be derived from the technical theorem 7.2 much along the lines of Thm. 3.1 in [48], whose
statement and proof can be found in Section 7. We follow the approach of Popa and Vaes in
[48, 49], approach which in turn is a development of the original ground-breaking insight in
[38, 39]. Let A ⊂ M = Γq(B,S ⊗ H) a diffuse von Neumann subalgebra which is amenable
relative to B. The two main ingredients of the proof are, just as in [48]
(1) The fact that the embeddingA ⊂M is weakly compact relative to B. This is the existence
of a sequence of normal states viewed as unit vectors ξn ∈ L2(N ), where N ⊃ M
is a suitable (in general non-tracial) von Neumann algebra, which are asymptotically
invariant to the action of the ”tensor double” of the normalizer of A inM ; the existence of
these states is a consequence of the weak amenability (with Cowling-Haagerup constant
1) of the pure q-gaussian von Neumann algebras Γq(H);
(2) The existence of a 1-parameter group of *-automorphisms (αt) of a suitable dilation N˜
of N having good properties.
The proof proceeds by applying the deformation αt to the vectors ξn. Then either the deforma-
tion significantly displaces the vectors, or it does not. The first case yields the amenability of
P = NM (A)′′ relative to B, while the second implies that A ≺M B, via the fact that the maps
Tt (where t → Tt is the canonical semi-group of ucp maps on M) are compact over B, in the
terminology of Popa and Ozawa.
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While it’s true that conceptually we follow closely the approach of Popa and Vaes in [48], it
has to be strongly emphasized that the technical difficulties of our approach are vastly larger.
First of all, since our objects are much more elusive and complicated than cross-product von
Neumann algebras, being defined as subalgebras of an ultraproduct to begin with, the proof of
Theorem 5.1 (the existence of the invariant states), which is the key ingredient in the proof of
the technical theorem, is ridden with daunting difficulties. Among these, constructing the von
Neumann algebras involved in the deformation-rigidity argument (e.g. N and N˜ above) and the
spaces on which they act was a particularly challenging task. Also, the complete boundedness
of certain maps used in the proof turns out to be surprisingly non-trivial and requires the
use of delicate operator spaces techniques (in the pure Hilbert space setting, somewhat similar
techniques have been used in [1, 35, 36]). Second, and just as important, we cannot use the
reduction to the ”trivial action case” (i.e. the tensor product case), as Popa and Vaes do.
The reduction step plays a crucial role in their proof, because it is only in the tensor product
setting that they are able to prove the relative weak compactness property and subsequently
carry out the deformation-rigidity arguments. The reduction is essentially based on the use
of the co-multiplication map in the cross-product case. Since we have no good substitute for
the co-multiplication map, we cannot reduce to the tensor product case, and hence everything
becomes much more complicated and technically involved, including the standard forms of the
von Neumann algebras involved, which are in general non-tracial.
The article contains six sections beside the introduction, and is organized as follows: Section
2 contains some needed technical preliminaries. In Section 3 we introduce the generalized q-
gaussian von Neumann algebras and prove their basic properties; among other things, we exhibit
the canonical generators of Γq(B,S ⊗H) (the Wick words), prove that they actually belong to
the algebra and prove a very useful reduction result about them. Section 4 lists a rather wide
range of examples of generalized q-gaussian von Neumann algebras constructed from a variety of
symmetric independent copies. We devote Section 5 to the proof of the relative weak compactness
of the embedding A ⊂M ; the second half of this section contains some technical results about
the complete boundedness of certain multipliers used in the proof. In Section 6 we prove that
under the assumption of sub-exponential growth of the dimensions of the modules Dk(S) over
B, the natural deformation bimodules used in the technical theorem are weakly contained in
L2(M)⊗B L2(M), fact which will be further used in combination with the technical theorem to
derive Theorem A. The proof is based on a novel and ”non-deterministic” approach. Indeed, the
calculation of the deformation bimodules in the q-gaussian setting is a real challenge even in the
case of pure Γq(H) von Neumann algebras, see [1], and it becomes even more so when we allow
q-gaussians with coefficients. Section 7 contains the proof of the main technical theorem and
its applications. Beside many examples of strongly solid generalized q-gaussian von Neumann
algebras, we also obtain some non-isomorphism and non-embedability results.
92. Preliminaries
2.1. Popa’s intertwining techniques. We will briefly review the concept of intertwining two
subalgebras inside a finite von Neumann algebra, along with the main technical tools developed
by Popa in [45, 46]. Let (M, τ) be a finite von Neumann algebra, let f ∈ P(M) and Q ⊂
fMf,B ⊂M be two von Neumann subalgebras. We say that a corner of Q can be intertwined
into B inside M and denote it by Q ≺M B (or simply Q ≺ B) if there exist two non-zero
projections q ∈ Q, p ∈ B, a non-zero partial isometry v ∈ qMp, and a ∗-homomorphism
ψ : qQq → pBp such that vψ(x) = xv for all x ∈ qQq. The partial isometry v is called an
intertwiner between Q and B. Popa proved in [46] the following intertwining criterion:
Theorem 2.1 (Corollary 2.3 in [46]). Let M be a von Neumann algebra and let Q ⊂ fMf ,
B ⊂M be diffuse subalgebras for some projection f ∈M . Then the following are equivalent:
(1) Q ≺M B.
(2) There exists a finite set F ⊂ fMf and δ > 0 such that for every unitary v ∈ U(Q) we
have ∑
x,y∈F
‖EB(xvy∗)‖22 ≥ δ.
Let (M, τ) be a finite von Neumann algebra and Φ : M → M a normal, completely positive
map. We say that Φ is sub-tracial if τ ◦ Φ ≤ τ . If Φ is sub-tracial, then, due to the Schwartz
inequality, we automatically have
‖Φ(x)‖22 = τ(Φ(x)∗Φ(x)) ≤ τ(Φ(x∗x)) ≤ τ(x∗x) = ‖x‖22,
i.e. Φ is automatically ‖ · ‖2-contractive, and hence extends to a bounded operator on L2(M)
defined by
TΦ : L
2(M)→ L2(M), TΦ(xˆ) = Φ̂(x), x ∈M.
Let B ⊂ (M, τ) be an inclusion of finite von Neumann algebras. The basic construction (of M
with B) is defined by (see e.g. [45])
〈M,eB〉 = (M ∪ {eB})′′ = (JBJ)′ ⊂ B(L2(M)),
where L2(M) is the standard form of M and J : L2(M) → L2(M) the associated conjugation.
The definition of the compact ideal space of the basic construction (more generally of any semi-
finite von Neumann algebra) can be found in [45], 1.3.3.
Definition 2.2. Let (M, τ) be a finite von Neumann algebra, B ⊂M a von Neumann subalgebra
and Φ : M → M a normal, completely positive, B-bimodular, sub-unital, sub-tracial map. We
say that Φ is compact over B if the canonical operator TΦ : L
2(M) → L2(M) belongs to the
compact ideal space of the basic construction 〈M,eB〉.
The following result is Prop.2.7 in [38] (see also [45], 1.3.3.).
Proposition 2.3. Let (M, τ) be a finite von Neumann algebra and let B,P ⊂ M be two von
Neumann subalgebras. Let Φ : M →M be a normal, completely positive, sub-unital, sub-tracial
map which is compact over B and assume that
inf
u∈U(P )
‖Φ(u)‖2 > 0.
Then P ≺M B.
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2.2. Bimodules over von Neumann algebras and weak containment. Let M,Q be two
von Neumann algebras. An M −Q Hilbert bimodule K is simply a Hilbert space together with
a pair of normal *representations λ : M → B(K), ρ : Qop → B(K) with commuting ranges. To
these one can associate a *-representation π :M ⊗bin Qop → B(K) by
π(
∑
k
xk ⊗ yopk )ξ =
∑
k
λ(xk)ρ(y
op
k )ξ, xk ∈M,yk ∈ Q, ξ ∈ K.
Definition 2.4. Let M,Q be two von Neumann algebras and H,K be two M − Q bimodules.
We say that K is weakly contained in H and denote it by K ≺ H if ‖πK(x)‖ ≤ ‖πH(x)‖ for all
x ∈M⊗algQ, where πH, πK are the *-representations canonically associated to the left and right
actions on H,K respectively.
Give anM−Q bimodule K and an Q−N bimodule H we will denote by K⊗QH their Connes
tensor product, which is an M − N bimodule. For the definition and basic properties of the
Connes tensor product, see sections 2.3, 2.4 in [48]. The Connes tensor product is well behaved
with respect to weak containment (see idem).
Definition 2.5 (Def. 2.3 and Prop. 2.4 in [48]). Let (M, τM ) and (Q, τQ) be finite tracial von
Neumann algebras and P ⊂M a von Neumann subalgebra. We say that an M −Q bimodule K
is left P -amenable if one of the following equivalent conditions holds:
(1) There exists a P -central state Ω on B(K) ∩ (Qop)′ such that Ω|M = τM .
(2) L2(M) ≺ K ⊗Q K as M − P bimodules.
Definition 2.6. Let (M, τ) be a tracial von Neumann algebra, and let B,P ⊂ M be two von
Neumann algebras. We say that P is amenable relative to B inside M if one of the following
equivalent conditions holds:
(1) The M −B bimodule L2(M) is left P -amenable;
(2) L2(M) ≺ L2(M)⊗B L2(M) as M − P bimodules.
Remark 2.7. Let (M, τ) be a finite von Neumann algebra and B,P ⊂ M two von Neumann
subalgebras. Let K be a left P -amenable M −M bimodule such that K ≺ L2(M)⊗B H for some
B −M bimodule H. Then P is amenable relative to B inside M . Indeed, we have that, as
M − P bimodules
L2(M) ≺ K⊗M K ≺ (L2(M)⊗B H)⊗M (H¯ ⊗B L2(M)) ≺ L2(M)⊗B L2(M).
2.3. Standard forms of non-tracial von Neumann algebras. In some instances we will
have to consider non-tracial von Neumann algebras M and their standard forms. Let us recall
that a (hyper) standard form for a von Neumann algebra is given by (M,H, J, P ), where J :
H → H is an antilinear unitary, P ⊂ H is a self-dual cone such that
i) the map M ∋ x 7→ Jx∗J ∈M ′ is a *-anti-isomorphism acting trivially on Z(M);
ii) Jξ = ξ for ξ ∈ P ;
iii) xJxJ(P ) ⊂ P for x ∈M .
The standard form of M is unique up to *-isomorphism, see e.g. [19]. A particularly useful way
of describing the standard form of M is the abstract Haagerup L2(M) space, which we briefly
describe below. The reader can find more details in [20, 62, 21]. Let (M,ϕ) a von Neumann
algebra endowed with a normal semi-finite faithful (n.s.f.) weight. Consider M = M ⋊σϕ R
the cross-product von Neumann algebra of M with R by the modular automorphism group σϕt .
Then M is semi-finite and there exists a n.s.f. trace τ on M such that
(Dϕˆ : Dτ)t = λ(t), t ∈ R,
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where ϕˆ is the dual weight, (Dϕˆ : Dτ)t is the Connes cocycle and λ(t) is the group of translations
on R. Moreover, τ is the unique n.s.f. trace on M which satisfies
τ ◦ σˆϕt = e−tτ, t ∈ R.
Given another n.s.w. ψ on M , denote by hψ the Radon-Nikodym derivative of ψˆ with respect
to τ , i.e. the unique positive self-adjoint operator affiliated to M such that
ψˆ(x) = τ(h
1
2
ψxh
1
2
ψ), x ∈ M+.
Then the following condition holds:
σˆϕt (hψ) = e
−thψ, t ∈ R.
Moreover, the map ψ 7→ hψ is a bijection from the set of n.s. weights on M to the set of
positive self-adjoint operators affiliated to M which satisfy the above condition. Let L0(M, τ)
be the *-algebra consisting of all the operators on L2(R,H) which are measurable with respect
to (M, τ). For p > 0, the Haagerup Lp(M,ϕ) is defined by
Lp(M,ϕ) = {x ∈ L0(M, τ) : σˆϕt (x) = e−
t
px,∀t ∈ R}.
One can define a bi-continuous linear isomorphism from M∗ to L1(M,ϕ) as the linear extension
of the map
M+∗ ∋ ψ 7→ hψ ∈ L1(M,ϕ).
The norm ‖ · ‖1 on L1(M,ϕ) is defined by requiring that the above isomorphism be isometric.
One can define a norm one linear functional tr on L1(M,ϕ) by tr(hψ) = ψ(1), and thus ‖h‖1 =
tr(|h|), h ∈ L1(M,ϕ). This ”trace” is indeed tracial, i.e.
tr(xy) = tr(yx), for x, y ∈ L2(M).
Let x = u|x| be the polar decomposition of an element x ∈ L0(M, τ). Then we have
x ∈ Lp(M,ϕ)⇔ u ∈M and |x| ∈ Lp(M,ϕ)⇔ u ∈M and |x|p ∈ L1(M,ϕ).
This allows one to introduce the ‖ · ‖p-norm on Lp(M,ϕ), by ‖x‖p = ‖|x|p‖
1
p
1 for x ∈ Lp(M,ϕ).
Let’s also remark that the weight ϕ can be recovered from the trace. Define
Nϕ = {x ∈M : ϕ(x∗x) <∞}, Mϕ = N∗ϕNϕ = span{y∗x : x, y ∈ Nϕ}.
The dual weight ϕˆ has a Radon-Nikodym derivative with respect to τ , which will be denoted
dϕ. Then for every x ∈Mϕ the operator d
1
2
ϕxd
1
2
ϕ is closable, its closure belongs to L1(M,ϕ) and
we have the following relation
ϕ(x) = tr(d
1
2
ϕxd
1
2
ϕ), x ∈Mϕ.
If ϕ is a bounded functional, then dϕ ∈ L1(M,ϕ) and the above identity becomes
ϕ(x) = tr(d
1
2
ϕxd
1
2
ϕ) = tr(xdϕ), x ∈M.
The Haagerup space Lp(M,ϕ) does not depend on the choice of the n.s.f. weight ϕ up to
isomorphism, hence it can simply be denoted by Lp(M). It’s easy to see that M is naturally
represented in standard form on the Haagerup space L2(M) via the obvious left and right actions.
WhenM is finite and τ is a faithful trace onM , the Haagerup space L2(M) = L2(M, τ) coincides
with the usual one.
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2.4. W*-Hilbert modules. We also have to recall some facts about (right) Hilbert W ∗-
modules. According to [40, 41] (see also [31]) a right Hilbert C∗- module X over a von Neumann
algebra M is self-dual if and only if admits a module basis, i.e. a family {ξα} ⊂ X such that
X = span
∑
α
ξαM and 〈ξα, ξβ〉 = δαβeα ∈ P(M).
Here, 〈·, ·〉 denotes the M -valued inner product. In this situation, there exists an index set
I, a projection e ∈ B(ℓ2(I))⊗¯M , and a right module isomorphism u : X → e(ℓ2(I)c⊗¯M).
Indeed, for a basis ξα with 〈ξα, ξα〉 = eα the map u is given by u(
∑
α ξαmα) = [eαmα]. Here
ℓ2(I)
c⊗¯M denotes the space of strongly convergent columns indexed by I. Then it is easy to
see that the C∗-algebra L(X) of adjointable operators on X is indeed a von Neumann algebra,
and isomorphic to e(B(ℓ2(I))⊗¯M)e. Moreover, the M -compact operators K(X) spanned by the
maps Φξ,η(ζ) = ξ〈η, ζ〉 are weakly dense in L(X), because K(ℓ2(I)) ⊗min M is weakly dense in
B(ℓ2(I))⊗¯M . With the help of a normal faithful state, we can complete X to the Hilbert space
L2(X,φ) with inner product (ξ, η) = φ(〈ξ, η〉). Let ιφ : X → L2(X,φ) the inclusion map. Then
π : L(X)→ B(L2(X,φ)) , π(T )(ιφ(x)) = ιφ(Tx)
defines a normal faithful ∗-homomorphism such that
π(L(X)) = B(L2(X,φ)) ∩ (Mop)′ .
This is indeed very easy to check for L(X) = e(B(ℓ2(I))⊗¯M)e. See [40, 41, 31] for more details
and references.
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3. The generalized gaussian von Neumann algebras with coefficients -
definition and basic properties
Throughout this section we will freely use the basic properties of the pure Hilbert space q-
gaussian von Neumann algebras Γq(H), as they can be found in Section 4 of [29] (see also [1]).
The following result is due to Dykema, Nica and Voiculescu and can be found in [63].
Proposition 3.1. Let (M,ϕ) and (N,ψ) be two von Neumann algebras endowed with faithful
normal tracial states. Let (xi)
∞
i=1 and (yj)
∞
j=1 be countable systems of generators for M and N ,
respectively. Assume that for every m ≥ 1, every i1, . . . , im ∈ N and every εi ∈ {1, ∗} we have
ϕ(xε1i1 · · · xεmim ) = ψ(yε1i1 · · · yεmim ).
Then there exists a *-isomorphism π :M → N such that ψ ◦ π = ϕ and π(xi) = yi for all i ≥ 1.
Definition 3.2. Let A and D be two finite tracial von Neumann algebras and B a von Neumann
subalgebra of A ∩ D. Let πj : A → D, j ∈ N be a countable family of unital, normal, faithful,
trace-preserving *-homomorphisms. The 4-tuple (πj, B,A,D) is called a sequence of symmetric
independent copies of A if the following properties hold:
(1) πj|B = idB, for all j;
(2) EB(πj1(a1) . . . πjm(am)) = EB(πσ(j1)(a1) . . . πσ(jm)(am)), for all finite permutations σ on
N, all indices j1, . . . , jm in N and all a1, . . . , am in A, where EB : D → B is the canonical
trace-preserving conditional expectation;
(3) For i ∈ N denote by Ai = πi(A) ⊂ D and for I ⊂ N, denote by AI =
∨
i∈I πi(A) =∨
i∈I Ai ⊂ D (by convention, set A∅ = B); then, for any finite subsets I ⊂ J ⊂ N, j /∈ J ,
d ∈ AI and a, a′ ∈ A, we have
EAI (πj(a)dπj(a
′)) = EAJ (πj(a)dπj(a
′)),
where EAI : D → AI is the canonical conditional expectation;
(4) for any finite subsets I, J ⊂ N, we have EAIEAJ = EAI∩J . Note that this automatically
implies EAIEAJ = EAJEAI = EAI∩AJ and in particular AI ∩AJ = AI∩J .
(5) AN = D.
If the 4-tuple (πj , B,A,D) only satisfies axioms (1) and (2), we call it a sequence of symmetric
copies.
The role played by the copies πj(A) is analogous to that of tensor copies in a classical product
probability space, in fact such an infinite product probability space over a commutative or non-
commutative base constitutes the first obvious example of symmetric independent copies. To
be more precise, let (A, τ) a tracial von Neumann algebra and let D =
⊗
i∈N(Ai, τi), where
(Ai, τi) = (A, τ) for all i ∈ N, let πj be the obvious embedding of A in D as the j-th tensor
copy and B = C. Then all the axioms (1) to (5) are satisfied. In particular, one could take
(A, τ) = (L∞(X,µ),
∫
X dµ) for a probability measure space (X,µ). Axiom (2), while convenient
because it greatly simplifies some of our technical computations, doesn’t seem to be indispensable
to the development of a general theory of B-valued q-gaussian von Neumann algebras. Indeed,
the generalized q-gaussian von Neumann algebras can still be introduced in the presence of a
weaker ”sub-symmetry” assumption, but the technicalities become even more cumbersome, and
it is unclear whether some of our results can still be obtained. Axioms (3) and (4) can both be
viewed as describing some sort of independence of the copies over B, with (4) being the more
obvious one, since for example it entails that for I ∩ J = ∅, we have EAIEAJ = EB . In the case
of an abelian D and B = C, this amounts to classical probabilistic independence. Axiom (5),
while added for completeness, can always be made redundant by shrinking the algebra D.
In what follows, the expectations EAI will be denoted EI .
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Proposition 3.3. Let (πj , B,A,D) a sequence of symmetric copies. Let Σ = S(∞) be the group
of finite permutations on N \ {0}. Then for every σ ∈ Σ there exist a trace preserving automor-
phism ασ of D0 = AN\{0} ⊂ D such that ασ(πj1(x1) · · · πjm(xm)) = πσ(j1)(x1) · · · πσ(jm)(xm), for
all x1, . . . , xm ∈ A and j1, . . . , jm ∈ N. Moreover
Σ ∋ σ 7→ ασ ∈ Aut(D0, τ)
is an action of Σ on D0 by trace-preserving automorphisms. Moreover, if the symmetric copies
satisfy axiom 4, then the fixed points algebra of this action is B.
Proof. The map Vσ : L
2(D0)→ L2(D0) defined by∑
πj1(x1) · · · πjm(xm) 7→
∑
πσ(j1)(x1) · · · πσ(jm)(xm)
is easily seen to be a well-defined unitary because of axiom 2. Then ασ = Ad(Vσ)|D is a trace
preserving automorphism of D which satisfies the required condition. The verification of the
second statement is straightforward and we leave it to the reader.
Symmetric copies can also be introduced in the following alternative way, which is a converse
to the previous proposition: assume that α : Σ → Aut(D, τ) is a trace preserving action by
*-automorphism of the finite von Neumann algebra D, where Σ is now the finite permutation
group on N ∪ {0} instead of N. Denote by B = DΣ the fixed points algebra of this action.
Denote by Σ0 = StabΣ(0) = {σ ∈ Σ : σ(0) = 0}. Set A = DΣ0 = {d ∈ D : ασ(d) = d,∀σ ∈ Σ0}.
Note that Σ0 ⊂ Σ is a subgroup isomorphic to S(∞) and that B ⊂ A ⊂ D. For every j ≥ 1,
define πj : A → D by the formula πj(a) = α(0j)(a), a ∈ A, where (0j) ∈ Σ is the transposition
interchanging 0 and j. Then (πj , B,A,D) represents a sequence of symmetric copies. Indeed,
for any j ≥ 1 and b ∈ B we have πj(b) = α(0j)(b) = b because B is the fixed points algebra of the
action α, so (1) is true. Note that ασ(a) = a for every σ ∈ Σ0 and a ∈ A and EB ◦ ασ = EB for
all σ ∈ Σ, due to (1) and the facts that α is trace preserving and the trace preserving conditional
expectation EB : D → B is unique. Then for every σ ∈ Σ0 ∼= S(∞) and for all j1, . . . , jm ≥ 1
and a1, . . . , am ∈ A we have
EB(πσ(j1)(a1) · · · πσ(jm)(am)) = EB(α(0σ(j1))(a1) · · ·α(0σ(jm))(am)) =
EB(ασ(0j1)σ−1(a1) · · ·ασ(0jm)σ−1(am)) = EB((ασ ◦ α(0j1) ◦ ασ−1)(a1) · · · (ασ ◦ α(0jm) ◦ ασ−1)(am)) =
EB(ασ(α(0j1)(a1) · · ·α(0jm)(am))) = EB(α(0j1)(a1) · · ·α(0jm)(am)) = EB(πj1(a1) · · · πjm(am)),
so (2) is also true. As noted before, we can also assume without loss of generality that D =∨
j≥1 πj(A) =
∨
j≥1Aj, by simply replacing D with a von Neumann subalgebra.
Notation. Let (j1, . . . , jm) be an m-tuple with 1 ≤ jk ≤ n, 1 ≤ k ≤ m. We denote by P (m)
the set of partitions of {1, . . . ,m} and by 0˙, 1˙ the finest and the coarsest partition in P (m),
respectively. The notation P1,2(m) stands for the collection of all the partitions of {1, . . . ,m}
consisting only of singletons and pairs. For σ ∈ P (m), we say that
(1) (j1, . . . , jm) ≤ σ if ji = jk whenever i, k ∈ A ∈ σ;
(2) (j1, . . . , jm) ≥ σ if ji = jk implies that there exists an A ∈ σ with i, k ∈ A;
(3) (j1, . . . , jm) = σ if ji = jk exactly when there exists an A ∈ σ such that i, k ∈ A.
Given an m-tuple (j1, . . . , jm) = 0˙ with 1 ≤ jk ≤ n for 1 ≤ k ≤ m, we denote by αj1,...,jm =
ασj1,...,jm , where σj1,...,jm(i) = ji, 1 ≤ i ≤ m.
Definition 3.4. Let (πj, B,A,D) be a sequence of symmetric independent copies, S a subset of
A such that 1 ∈ S = S∗, H a Hilbert space and ω a free ultrafilter on N. Denote by {ej} the
canonical orthonormal basis of ℓ2 = ℓ2(N). Let −1 < q < 1. Define
Γ0q(B,S ⊗H) = (B ∪ {sq(a, h) : a ∈ S, h ∈ H})′′ ⊂ (Γq(ℓ2 ⊗H)⊗¯D)ω,
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where
sq(a, h) = (n
− 1
2
n∑
j=1
sq(ej ⊗ h)⊗ πj(a))n.
Finally define
Γq(B,S ⊗H) = (EΓq(ℓ2n⊗H) ⊗ id)n(Γ0q(B,S ⊗K)),
where K is an infinite dimensional Hilbert space containing H, ℓ2n =span{e1, . . . , en} and for
each n
EΓq(ℓ2n⊗H) : Γq(ℓ
2 ⊗K)→ Γq(ℓ2n ⊗H)
is the canonical conditional expectation.
As q will be fixed throughout this section, we will simply use the notation s(x, h) instead of
sq(x, h) from now on.
Remark 3.5. Due to functoriality, the definition of Γq(B,S ⊗ H) does not depend on the
particular choice of K ⊃ H. When H is infinite dimensional Γq(B,S ⊗H) = Γ0q(B,S ⊗H).
Remark 3.6. Γ0q(B,S ⊗H) = ({s(a, h) : a ∈ B ∪ S, h ∈ H})′′ ⊂ (Γq(ℓ2 ⊗H)⊗¯D)ω.
Remark 3.7. Γq(B,S ⊗H) is a von Neumann algebra. Indeed, since the map
E = (EΓq(ℓ2n⊗H) ⊗ id)n : (Γq(ℓ2 ⊗K)⊗¯D))ω → (Γq(ℓ2 ⊗H)⊗¯D)ω
is a normal linear projection (i.e. idempotent map) of norm one, it follows that Γq(B,S ⊗H)
is an ultraweakly closed, self-adjoint subspace of (Γq(ℓ
2 ⊗H)⊗¯D)ω containing the identity. It’s
straightforward to see that the map E has the following bimodularity property: E(x)E(y)E(z) =
E(E(x)yE(z)), for all x, y, z ∈ Γ0q(B,S⊗K). Thus, for x, y ∈ Γ0q(B,S⊗K) we have E(x)E(y) =
E(E(x)y) ∈ Γq(B,S ⊗H).
The canonical generators sq(a, h) are not easy to work with in a variety of situations. The
classical q-gaussians possess a system of generators, the so-called Wick words, whose linear span
is an ultraweakly dense *-subalgebra. Generalized q-gaussians also have such a well-behaved
system of linear generators, which will be called Wick words by analogy with the classical case.
In order to find these Wick words let us first define, for every n ∈ N, x ∈ A and h ∈ H,
un(x, h) = n
− 1
2 (
n∑
j=1
s(ej ⊗ h)⊗ πj(x)) ∈ Γq(ℓ2 ⊗H)⊗¯D.
It’s easy to see that s(x, h) = (un(x, h))n ∈ (Γq(ℓ2⊗H)⊗¯D)ω, for x ∈ A,h ∈ H. For x1, . . . , xm ∈
BSB = {b1ab2 : b1, b2 ∈ B, a ∈ S} and h1, . . . , hm ∈ H we will analyze the product
un(x1, h1) · · · un(xm, hm)
= n−
m
2
∑
1≤j1,...,jm≤n
s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)⊗ πj1(x1)πj2(x2) · · · πjm(xm)
=
∑
σ∈P (m)
(n−
m
2
∑
(j1,...,jm)=σ,1≤j1,...,jm≤n
s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)⊗ πj1(x1) · · · πjm(xm)) ,
For σ ∈ P (m) let’s define
xnσ(x1, h1, . . . , xm, hm) = n
−m/2 ∑
1≤j1,...,jm≤n,(j1,...,jm)=σ
s(ej1⊗h1) · · · s(ejm⊗hm)⊗πj1(x1) · · · πjm(xm) ,
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and xσ(x1, h1, . . . , xm, hm) = (x
n
σ(x1, h1, . . . , xm, hm))n ∈ (Γq(ℓ2 ⊗H)⊗¯D)ω. To keep the nota-
tion less cumbersome, we will omit the parameters xk, hk whenever they are clearly understood
from the context. Next we see that
un(x1, h1) . . . un(xm, hm) =
∑
σ∈P (m)
xnσ,
and also
s(x1, h1) . . . s(xm, hm) = (un(x1, h1) . . . un(xm, hm))n =
∑
σ∈P (m)
xσ.
Lemma 3.8. Let (πj, B,A,D) be a sequence of symmetric copies. Then
o) supn ‖xnσ‖∞ <∞ for all m ≥ 1 and σ ∈ P1,2(m);
i) If σ /∈ P1,2(m) and 0 < p <∞ then
lim
n
‖xnσ‖p = 0 .
In particular s(x1, h1) . . . s(xm, hm) =
∑
σ∈P1,2(m) xσ.
Proof. The proof is the same as that of Prop. 4.1. in [29].
Proposition 3.9. We have the following convolution formula for the multiplication of Wick
words:
xσ(x1, h1, . . . , xm, hm)xθ(y1, k1, . . . , ym′ , km′) =∑
γ∈P1,2(m+m′),γp|1...m=σp,γp|1...m′=θp
xγ(x1, h1, . . . , ym′ , km′).
Moreover, item i) in the lemma above shows that in the summation we can restrict ourselves to
pair-singleton partitions whose only additional pairings are between the singletons of σ and θ.
In particular, the linear span of the Wick words is a *-algebra.
Proof. We have
xσ(x1, h1, . . . , xm, hm)xθ(y1, k1, . . . , ym′ , km′) =
(n−
m+m′
2
∑
(j1,...,jm)=σ,(l1,...,lm′)=θ
s(ej1 ⊗ h1) · · · s(elm′ ⊗ km′)⊗ πj1(x1) · · · πlm′ (ym′)) =
∑
γ∈P1,2(m+m′),γp|{1,...,m}=σp,γp|{1,...,m′}=θp
(n−
m+m′
2
∑
(j1,...,lm′)=γ
s(ej1 ⊗ h1) · · · s(elm′ ⊗ km′)
⊗ πj1(x1) · · · πlm′ (ym′)) =∑
γ∈P1,2(m+m′),γp|{1,...,m}=σp,γp|{1,...,m′}=θp
xγ(x1, h1, . . . , ym′ , km′).
Now if γ ∈ P1,2(m +m′) connects a singleton in σ with a leg of a pair in θ or the leg of pair
in σ with either a singleton or a leg of a pair in θ, the resulting xγ is associated to a partition
containing a 3-set or a 4-set and hence vanishes according to Lemma 3.8. So in the above sum
we may only allow γ’s which preserve the pair sets of both σ and θ and can only additionally
pair singletons ”on different sides of the marker”, which ends the proof.
Our next result provides a reduction method for the Wick words.
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Lemma 3.10. Let πj : A → D be symmetric independent copies, and 1 ∈ S = S∗ ⊂ A. Let
x1, . . . , xm ∈ BSB, σ ∈ P1,2(m) having s singletons and p pairs and φ : {1, ...,m} → {1, ..., s+p}
which encodes σ, i.e. φ(kt) = t for every singleton {kt} ∈ σ, 1 ≤ t ≤ s and φ(k′t) = φ(k′′t ) = t+s,
for every pair {k′t, k′′t } ∈ σ, 1 ≤ t ≤ p. Consider (εk) a sequence of Rademacher variables, i.e.
Bernoulli independent random variables on a probability space (X,µ) satisfying εk : X → {±1},
E(εk = 1) = E(εk = −1) = 12 . Then
‖
∑
(l1,...,ls+p)=0˙
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm)− El1,...,ls(πlφ(1)(x1) · · · πlφ(m)(xm))‖2 ≤
C(m,xj)n
m−1
2 .
In particular we have
(n−
m
2
∑
(l1,...,ls,ls+1,...,ls+p)=0˙
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm))
= (n−
s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗El1,...,ls(πlφ(1)(x1) · · · πlφ(m)(xm)) =
(n−
s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ αl1,...,ls(Fσ(x1, . . . , xm))),
where Fσ(x1, . . . xm) = E1,...,s(πφ(1)(x1) · · · πφ(m)(xm)) and the last equality takes place in (L∞(X)⊗¯D)ω.
Proof. Throughout the proof we endow L∞(X)⊗¯D with the natural trace µ⊗ τ , where τ is the
faithful trace on D. The ‖ · ‖2 in the first statement is the one corresponding to µ ⊗ τ . The
approach we take is somewhat similar to the one in [32].
Step 1. Let x1, . . . , xm ∈ BSB and n be fixed. Consider
Ωn = {(C1, . . . , Cs+p) : C1 ⊔ . . . ⊔Cs+p = {1, . . . , n}, Ci 6= ∅,∀i}.
Make Ωn into a probability space with the normalized counting measure. For every s + p-
tuple (l1, . . . , ls+p) = 0˙, consider the indicator function δl1,...,ls+p : Ωn → {0, 1} which is 1 if
li ∈ Ci for all 1 ≤ i ≤ s + p and 0 otherwise. According to the proof of Lemma 3.6 in [32],
E(δl1,...,ls+p) = (s+ p)
−s−p = C. Put
F (l1, . . . , ls+p) = εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm)−El1,...,ls(πlφ(1)(x1) · · · πlφ(m)(xm)).
Then we have
‖
∑
(l1,...,ls+p)=0˙
F (l1, . . . , ls+p)‖2 = C−1‖C
∑
(l1,...,ls+p)=0˙
F (l1, . . . , ls+p)‖2 =
C−1‖
∑
(l1,...,ls+p)=0˙
CF (l1, . . . , ls+p)‖2 = C−1‖
∑
(l1,...,ls+p)=0˙
E(δl1,...,ls+p)F (l1, . . . , ls+p)‖2 =
C−1‖ 1|Ωn|
∑
(l1,...,ls+p)=0˙
∑
(C1,...,Cs+p)∈Ωn
δl1,...,ls+p((C1, . . . , Cs+p))F (l1, . . . , ls+p)‖2 =
C−1‖ 1|Ωn|
∑
(C1,...,Cs+p)∈Ωn
∑
l1∈C1,...,ls+p∈Cs+p
F (l1, . . . , ls+p)‖2 = C−1‖E(G)‖2
≤ C sup
(C1,...,Cs+p)∈Ωn
‖G((C1, . . . , Cs+p))‖2 = C sup
(C1,...,Cs+p)∈Ωn
‖
∑
l1∈C1,...,ls+p∈Cs+p
F (l1, . . . , ls+p)‖2,
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where we defineG : Ωn → L∞(X)⊗¯D by G((C1, . . . , Cs+p)) =
∑
l1∈C1,...,ls+p∈Cs+p F (l1, . . . , ls+p).
Step 2. It suffices thus to estimate ‖∑l1∈C1,...,ls+p∈Cs+p F (l1, . . . , ls+p)‖2, for a fixed non-
degenerate partition C1, . . . , Cs+p of {1, . . . , n}. Fix such an arbitrary partition. We define the
sets Il = C1 ∪ · · ·Cs+p−1 ∪ ({1, ..., l} ∩ Cs+p) and for l ∈ Cs+p
dl =
∑
l1∈C1,...,ls∈Cs,ls+1∈Cs+1,...,lp−1∈Cs+p−1
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πl(xk′p) · · · πl(xk′′p ) · · · πlφ(m)(xm))
− EIl−1((πlφ(1)(x1) · · · πl(xk′p) · · · πl(xk′′p ) · · · πlφ(m)(xm))) .
Note that Dl = L
∞(X)⊗¯AIl , l ∈ Cs+p, form an increasing finite sequence of von Neumann
subalgebras of L∞(X)⊗¯D. Now dl ∈ Dl and EDl−1(dl) = 0, for all l ∈ Cs+p. The orthogonality
together with the Cauchy-Schwartz inequality yields
‖
∑
l∈Cs+p
dl‖2 ≤ n
1
2 sup
l∈Cs+p
‖dl‖2.
On the other hand, since the products εl1 · · · εls are mutually orthogonal for different s-tuples
(l1, . . . , ls), we see that
‖dl‖2 = ‖
∑
l1∈C1,...,ls∈Cs,ls+1∈Cs+1,...,ls+p−1∈Cs+p−1
εl1 · · · εls⊗
(πlφ(1)(x1) · · · πl(xk′p) · · · πl(xk′′p ) · · · πlφ(m)(xm))−EIl−1((πlφ(1)(x1) · · · πl(xk′p) · · · πl(xk′′p ) · · · πlφ(m)(xm)))‖2
= ‖
∑
l1∈C1,...,ls∈Cs
εl1 · · · εls ⊗ (
∑
ls+1∈Cs+1,...,ls+p−1∈Cs+p−1
(πlφ(1)(x1) · · · πl(xk′p) · · · πl(xk′′p ) · · · πlφ(m)(xm))−EIl−1((πlφ(1)(x1) · · · πl(xk′p) · · · πl(xk′′p ) · · · πlφ(m)(xm)))‖2
≤ n s2‖
∑
ls+1∈Cs+1,...,ls+p−1∈Cs+p−1
(πlφ(1)(x1) · · · πlφ(m)(xm))− EIl−1((πlφ(1)(x1) · · · πlφ(m)(xm)))‖2 ≤
≤ n s2np−1‖πlφ(1)(x1) · · · πlφ(m)(xm)‖∞ ≤ n
m−2
2 ‖x1‖∞ · · · ‖xm‖∞.
According to axiom (3) we have
EIl−1((πlφ(1)(x1)..πl(xk′p)..πl(xk′′p )..πlφ(m)(xm)) = EC1,...,Cs+p−1((πlφ(1)(x1)..πl(xk′p)..πl(xk′′p )..πlφ(m)(xm)))
hence
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 ...εls ⊗ (πlφ(1)(x1)...πlφ(m)(xm))− EC1∪···∪Cs+p−1(πlφ(1)(x1)...πlφ(m)(xm)))‖2 =
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm))− EIl−1((πlφ(1)(x1) · · · πlφ(m)(xm)))‖2 = ‖
∑
l∈Cs+p
dl‖2
≤ ‖x1‖∞ · · · ‖xm‖∞n
m−1
2 = C ′(x1, . . . , xm)n
m−1
2 .
Steps 1 and 2 so far imply that
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 ...εls⊗(πlφ(1)(x1)...πlφ(m)(xm))−EC1∪···∪Cs+p−1(πlφ(1)(x1)...πlφ(m)(xm)))‖2 ≤ C ′n
m−1
2 .
Step 3. Now we may proceed inductively. Denote by y = πlφ(1)(x1) · · · πlφ(m)(xm). Then, using
axiom (4) and because the conditional expectations commute, we see that
y −EC1∪···∪Cs+p−2(y) = y − EC1∪···∪Cs+p−1(y) + EC1∪···∪Cs+p−1(y)− EC1∪···∪Cs+p−2(y)
= y − EC1∪···∪Cs+p−1(y) + EC1∪···∪Cs+p−1(y)− EC1∪···∪Cs+p−2∪Cs+p(EC1∪···∪Cs+p−1(y)) =
= y − EC1∪···∪Cs+p−1(y) + EC1∪···∪Cs+p−1(y − EC1∪···∪Cs+p−2∪Cs+p(y)).
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Using the previous steps and the fact that the conditional expectations are ‖ · ‖2-contractive, we
obtain
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm)− EC1∪···∪Cs+p−2(πlφ(1)(x1) · · · πlφ(m)(xm)))‖2 ≤
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm)− EC1∪···∪Cs+p−1(πlφ(1)(x1) · · · πlφ(m)(xm)))‖2+
+ ‖(id ⊗ EC1∪···∪Cs+p−1)(
∑
l1∈C1,...,ls+p∈Cs+p
εl1 · · · εls⊗
(πlφ(1)(x1) · · · πlφ(m)(xm)− EC1∪···∪Cs+p−2∪Cs+p(πlφ(1)(x1) · · · πlφ(m)(xm))))‖2 ≤
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm)− EC1∪···∪Cs+p−1(πlφ(1)(x1) · · · πlφ(m)(xm)))‖2+
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm)− EC1∪···∪Cs+p−2∪Cs+p(πlφ(1)(x1) · · · πlφ(m)(xm)))‖2 ≤
≤ 2C ′nm−12 .
After using the triangle inequality p times, we get
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 · · · εls ⊗ (πlφ(1)(x1) · · · πlφ(m)(xm)− EC1∪···∪Cs(πlφ(1)(x1) · · · πlφ(m)(xm)))‖2 ≤
≤ pC ′nm−12 = C ′′nm−12 .
Now we claim that
EC1∪···∪Cs(πlφ(1)(x1) · · · πlφ(m)(xm)) = E{l1,...,ls}(πlφ(1)(x1) · · · πlφ(m)(xm)) .
This can be established using axioms 3 and 4. Indeed, since ls+p /∈ C1 ∪ · · · ∪ Cs+p−1 ⊃
{l1, . . . , ls+p−1}, by applying axiom 3 we see that
E{l1,...,ls+p−1}(πlφ(1)(x1) · · · πlφ(m)(xm)) = πlφ(1)(x1) · · ·E{l1,...,ls+p−1}(πls+p(xk′p) · · · πls+p(xk′′p )) · · · πlφ(m)(xm)
= πlφ(1)(x1)..EC1∪ ···∪Cs+p−1(πls+p(xk′p) · · · πls+p(xk′′p ))..πlφ(m)(xm) = EC1∪···∪Cs+p−1(πlφ(1)(x1) · · · πlφ(m)(xm)),
and then
EC1∪···∪Cs(πlφ(1)(x1) · · · πlφ(m)(xm)) = EC1∪···∪Cs(EC1∪···∪Cs+p−1((πlφ(1)(x1) · · · πlφ(m)(xm)))) =
EC1∪···∪Cs(El1,...,ls+p−1(πlφ(1)(x1) · · · πlφ(m)(xm))) = E(C1∪···∪Cs)∩{l1,...,ls+p−1}(πlφ(1)(x1) · · · πlφ(m)(xm)) =
= E{l1,...,ls}(πlφ(1)(x1) · · · πlφ(m)(xm)),
which proves the claim. Now the claim together with the last inequality entail
‖
∑
l1∈C1,...,ls+p∈Cs+p
εl1 · · · εls⊗(πlφ(1)(x1) · · · πlφ(m)(xm)−E{l1,...,ls}(πlφ(1)(x1) · · · πlφ(m)(xm)))‖2 ≤ C ′′n
m−1
2 .
Step 1 now implies
‖
∑
(l1,...,ls+p)=0˙
εl1 · · · εls⊗(πlφ(1)(x1) · · · πlφ(m)(xm)−E{l1,...,ls}(πlφ(1)(x1) · · · πlφ(m)(xm)))‖2 ≤ CC ′′n
m−1
2 ,
which proves the first statement in the lemma. For the second statement, we first note that
E{l1,...,ls}(πlφ(1)(x1) · · · πlφ(m)(xm)) only depends on l1, . . . , ls, and not on ls+1, . . . , ls+p. Indeed,
let (l1, . . . , ls, l
′
s+1, . . . , l
′
s+p) = 0˙ another s + p-tuple with the same first s entries. Take a finite
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permutation σ such that σ(li) = li, i ≤ s and σ(ls+i) = l′s+i, i ≤ p. Then ασ is the identity on
Al1,...,ls , hence
E{l1,...,ls}(πlφ(1)(x1) · · · πls+i(xk′i) · · · πls+i(xk′′i ) · · · πlφ(m)(xm)) =
(E{l1,...,ls} ◦ ασ)(πlφ(1)(x1) · · · πls+i(xk′i) · · · πls+i(xk′′i ) · · · πlφ(m)(xm)) =
E{l1,...,ls}(πlφ(1)(x1) · · · πl′s+i(xk′i) · · · πl′s+i(xk′′i ) · · · πlφ(m)(xm)),
which proves the claim. Now the first statement of the lemma together with an easy counting
argument shows that
(n−
m
2
∑
(l1,...,ls+p)=0˙
εl1 · · · εls ⊗ πlφ(1)(x1) · · · πlφ(m)(xm)) =
= (n−
m
2
∑
(l1,...,ls+p)=0˙
εl1 · · · εls ⊗ E{l1,...,ls}(πlφ(1)(x1) · · · πlφ(m)(xm))) =
(n−
s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ E{l1,...,ls}(πlφ(1)(x1) · · · πlφ(m)(xm))).
Finally, let’s note that
El1,...,ls ◦ αl1,...,ls+p = αl1,...,ls ◦ E1,...,s,
which implies
El1,...,ls(πlφ(1)(x1) · · · πlφ(m)(xm)) = (El1,...,ls ◦ αl1,...,ls+p)(πφ(1)(x1) · · · πφ(m)(xm)) =
(αl1,...,ls ◦ E1,...,s)(πφ(1)(x1) · · · πφ(m)(xm)) = αl1,...,ls(Fσ(x1, . . . , xm)).
Theorem 3.11. Let (πj, B,A,D) be a sequence of symmetric independent copies, x1, . . . , xm ∈
A, σ ∈ P1,2(m) having s singletons and p pairs and φ : {1, . . . ,m} → {1, . . . , s + p} which
encodes σ. Then
xσ(x1, h1, . . . , xm, hm) = (n
−m
2
∑
(j1,...,jm)=σ
s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)⊗ πj1(x1) · · · πjm(xm)) =
fσ(h1, . . . , hm)(n
− s
2
∑
(l1,...,ls)=0˙
s(el1 ⊗ hk1) · · · s(els ⊗ hks)⊗ α{l1,...,ls}(Fσ(x1, . . . , xm))) =
= fσ(h1, . . . , hm)Wσ(x1, h1, . . . , xm, hm).
where Fσ(x1, . . . , xm) = E{1,...,s}(πφ(1)(x1) · · · πφ(m)(xm)), fσ(h1, . . . , hm) = qcr(σ)
∏
{k,l}∈σ〈hk, hl〉
and {k1, . . . , ks} are the singletons of σ. The elements
Wσ(x1, h1, . . . , xm, hm) = (n
− s
2
∑
(l1,...,ls)=0˙
s(el1 ⊗ hk1) · · · s(els ⊗ hks)⊗α{l1,...,ls}(Fσ(x1, . . . , xm)))
will be called reduced Wick words.
Proof. We will use the previous lemma. Let Bˆ = B, Aˆ = Γq(H)⊗¯A, Dˆ = Γq(ℓ2 ⊗H)⊗¯D and
πˆj : Aˆ→ Γq(ℓ2 ⊗H)⊗¯D be the *-homomorphisms given by
πˆj(s(h)⊗ x) = s(ej ⊗ h)⊗ πj(x) .
Then (πˆj , B, Aˆ, Dˆ) represents a sequence of independent symmetric copies. Moreover, it is easy
to see that AˆI = Γq(ℓ
2(I)⊗H)⊗¯AI . Now according to the previous lemma we have
(n−
m
2
∑
(j1,...,jm)=σ
εjk1 · · · εjks ⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)⊗ πj1(x1) · · · πjm(xm)) =
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(n−
m
2
∑
(l1,...,ls+p)=0˙
εl1 · · · εls ⊗ s(elφ(1) ⊗ h1) · · · s(elφ(m) ⊗ hm)⊗ πlφ(1)(x1) · · · πlφ(m)(xm)) =
(n−
m
2
∑
(l1,...,ls+p)=0˙
εl1 · · · εls ⊗ πˆlφ(1)(s(h1)⊗ x1) · · · πˆlφ(m)(s(hm)⊗ xm)) =
(n−
s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ αˆl1,...,ls(Fˆσ(s(h1)⊗ x1, . . . , s(hm)⊗ xm))) =
(n−
s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ αˆl1,...,ls(EAˆ1,...,s(πˆφ(1)(s(h1)⊗ x1) · · · πˆφ(m)(s(hm)⊗ xm))) =
(n−
s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ αˆl1,...,ls(EΓq(ℓ2s⊗H)⊗¯A1,...,s(s(eφ(1) ⊗ h1) · · · s(eφ(m) ⊗ hm)⊗ πφ(1)(x1) · · · πφ(m)(xm)))
= fσ(h1, . . . , hm)(n
− s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ αˆl1,...,ls(s(e1 ⊗ hk1) · · · s(es ⊗ hks)⊗E1,...,s(πφ(1)(x1) · · · πφ(m)(xm)))
= fσ(h1, . . . , hm)(n
− s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ (s(el1 ⊗ hk1) · · · s(els ⊗ hks)⊗ αl1,...,ls(E1,...,s(πφ(1)(x1) · · · πφ(m)(xm))))
= fσ(h1, . . . , hm)(n
− s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ s(el1 ⊗ hk1) · · · s(els ⊗ hks)⊗ αl1,...,ls(Fσ(x1, . . . , xm))).
To see why the equality on line 6 is true, note that
s(eφ(1)⊗h1) · · · s(eφ(m)⊗hm) =
∑
θ∈P1,2(m)
fθ(eφ(1)⊗h1⊗· · ·⊗eφ(m)⊗hm)W ((eφ(1)⊗h1⊗· · ·⊗eφ(m)⊗hm)θ),
where the notation ()θ means that the pair positions of θ have been removed. After the appli-
cation of EΓq(ℓ2s⊗H), we see that the only surviving partition is θ = σ and
EΓq(ℓ2s⊗H)(s(eφ(1) ⊗ h1) · · · s(eφ(m) ⊗ hm)) = fσ(h1, . . . , hm)W (e1 ⊗ hk1 · · · es ⊗ hks) =
fσ(h1, . . . , hm)s(e1 ⊗ hk1) · · · s(es ⊗ hks).
Now, let’s define
s˜(x, h) = (n−
1
2
n∑
j=1
εj ⊗ s(ej ⊗ h)⊗ πj(x)) ∈ (L∞(X)⊗¯Γq(ℓ2 ⊗H)⊗¯D)ω.
We claim that the new Wick words x˜σ associated to the variables s˜(x, h) have the same moments
as xσ and hence they generate an isomorphic von Neumann algebra. Indeed, fix σ ∈ P1,2(m).
Note that for (l1, . . . , ls) = 0˙, we have µ(εl1 · · · εls) = µ(εl1) · · · µ(εls) = δs=0, due to the fact
that εj are mean-zero, independent random variables. Then
τω(x˜σ(x1, h1, . . . , xm, hm)) =
τω((n
−m
2
∑
(l1,...,ls+p)=0˙
εl1 · · · εls ⊗ s(elφ(1) ⊗ h1) · · · s(elφ(m) ⊗ hm)⊗ πlφ(1)(x1) · · · πlφ(m)(xm)) =
lim
n
(n−
m
2
∑
(l1,...,ls+p)=0˙
µ(εl1 · · · εls)τ(s(elφ(1) ⊗ h1) · · · s(elφ(m) ⊗ hm))τD(πlφ(1)(x1) · · · πlφ(m)(xm)) =
δs=0 lim
n
(n−
m
2
∑
(l1,...,ls+p)=0˙
τ(s(elφ(1) ⊗ h1) · · · s(elφ(m) ⊗ hm))τD(πlφ(1)(x1) · · · πlφ(m)(xm)) =
δσ∈P2(m) limn (n
−m
2
∑
(l1,...,ls+p)=0˙
τ(s(elφ(1) ⊗ h1) · · · s(elφ(m) ⊗ hm))τD(πlφ(1)(x1) · · · πlφ(m)(xm)) =
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τω(xσ(x1, h1, . . . , xm, hm)).
DefineM⊂ (Γq(ℓ2⊗H)⊗¯D)ω to be the von Neumann algebra generated by all the Wick words
xσ. Also define M˜ ⊂ (L∞(X)⊗¯Γq(ℓ2 ⊗H)⊗¯D)ω to be the von Neumann algebra generated by
the elements x˜σ. Using the claim, the convolution formula and Proposition 3.1 we see that the
map
M ∋
∑
xσ 7→
∑
x˜σ ∈ M˜
is a *-isomorphism. Applying the inverse of this isomorphism to the equality
(n−
m
2
∑
(l1,...,ls+p)=0˙
εl1 · · · εls ⊗ s(elφ(1) ⊗ h1) · · · s(elφ(m) ⊗ hm)⊗ πlφ(1)(x1) · · · πlφ(m)(xm)) =
= fσ(h1, . . . , hm)(n
− s
2
∑
(l1,...,ls)=0˙
εl1 · · · εls ⊗ s(el1 ⊗ hk1) · · · s(els ⊗ hks)⊗ αl1,...,ls(Fσ(x1, . . . , xm))),
we obtain the desired identity.
Proposition 3.12. Let x1, ..., xm ∈ A, h1, . . . , hm ∈ H. Then we have the following moment
formula
τ(s(x1, h1) · · · s(xm, hm)) = δm∈2N
∑
σ∈P2(m)
qcr(σ)
∏
{l,r}∈σ
〈hl, hr〉τ(πjσ1 (x1) · · · πjσm(xm)),
as well as the B-valued moment formula
EB(s(x1, h1) · · · s(xm, hm)) = δm∈2N
∑
σ∈P2(m)
qcr(σ)
∏
{l,r}∈σ
〈hl, hr〉EB(πjσ1 (x1) · · · πjσm(xm)),
where for every σ ∈ P2(m), the jσ1 , . . . , jσm are chosen such that (jσ1 , . . . , jσm) = σ.
Proof. It’s a straightforward application of the reduction formula.
Remark 3.13. Proposition 3.1 shows that M = Γ0q(B,S ⊗H) could be introduced abstractly as
the tracial von Neumann algebra (M, τ) generated by elements s(x, h), x ∈ BSB, h ∈ H which
satisfy the above moment formula.
Proposition 3.14. Let K be infinite dimensional and x1, . . . , xm ∈ BSB, h1, . . . , hm ∈ K,
σ ∈ P1,2(m). Then xσ(x1, h1, . . . , xm, hm) ∈ Γ0q(B,S ⊗K). For every Hilbert space H, all the
Wick words xσ(x1, h1, . . . , xm, hm), xi ∈ BSB, hi ∈ H, are in M = Γq(B,S ⊗H). In particular,
M is the ultraweakly closed linear span of the (reduced) Wick words and L2(M) is the ‖·‖2-closed
span of the (reduced) Wick words.
Proof. We need a basic fact about infinite dimensional Hilbert spaces.
Fact. Let K be an infinite dimensional Hilbert space and λ1, . . . , λp ∈ C. Then there exist
norm bounded sequences ξkn, η
k
n ∈ K, for 1 ≤ k ≤ p such that ξkn → 0, ηkn → 0 weakly and
〈ξkn, ηkn〉 = λk, for all 1 ≤ k ≤ p, and moreover ξkn, ηkn ⊥ ξjn, ηjn for k 6= j. Indeed, let (en) be an
orthonormal infinite sequence in K. Define ξ1n = λ1en, η
1
n = en, ξ
2
n = λ2en+1, η
2
n = en+1, . . . , ξ
p
n =
λpen+p−1, η
p
n = en+p−1.
To prove the proposition we will use induction on s, the numbers of singletons in σ. For s = 0,
xσ(x1, h1, . . . , xm, hm) ∈ B due to the Wick word reduction formula, so the statement is trivial.
For a given σ with pairs B1, ..., Bp and B = {l, r} we use the Fact to find uniformly norm bounded
vectors hl,B(k), hr,B(k) ∈ K which converge to 0 weakly and such that 〈hl,B(k), hr,B(k)〉 =
〈hl, hr〉 for all pairs B = {l, r}, and such that the hl/r,B(k)’s are orthogonal for different pairs
23
B. Let us define h˜i(k) = hi for any singleton {i} ∈ σ and h˜i(k) = hl/r,B(k) if i ∈ B and i = l or
i = r. For every other Wick word x′σ′(y1, f1, . . . , ym′ , fm′), with yj ∈ BSB, fj ∈ K, we have
lim
k→∞
τ(s(x1, h˜1(k)) · · · s(xm, h˜m(k))x′σ′) = lim
k→∞
∑
θ∈P1,2(m)
τ(xθ(x1, h˜1(k), . . . , xm, h˜m(k))x
′
σ′) =
τ(xσx
′
σ′) + lim
k→∞
∑
θp⊃σp,|θs|<s
τ(xθ(x1, h˜1(k), . . . , xm, h˜m(k))x
′
σ′ ).
Indeed, for every θ ∈ P1,2(m) which does not contain all the pairs of σ, we use the convolution
and the moment formulas to obtain
τ(xθx
′
σ′) =
∑
ν∈P2(m+m′)
τ(xν(x1, h˜1(k), . . . , ym′ , fm′)) =
=
∑
ν∈P2(m+m′)
fν(h˜1(k), . . . , h˜m(k), f1, . . . , fm′)τ(Wν(x1, h˜1(k), . . . , ym′ , fm′)),
the sum being taken over all ν that preserve the pairs of θ and σ′ and additionally pair all the
singletons of θ and σ′. Now since θ does not contain all the pairs of σ there must be a leg l of a
pair {l, r} = B ∈ σ which is connected by θ to something else than its other leg in σ. There are
three possibilities:
(1) θ connects l to a leg l′ of another pair B′ = {l′, r′} ∈ σ. Then 〈h˜l(k), h˜l′(k)〉 = 0, hence
for every ν in the sum above we have fν(h1, . . . , fm′) = 0.
(2) θ connects l to a singleton {i} ∈ σ. Then, since h˜l(k)→ 0 weakly, we have 〈h˜l(k), hi〉 → 0,
hence for every ν we also have that fν(h1, . . . , fm′)→ 0 as k →∞.
(3) {l} is a singleton of θ. In this case, every ν ∈ P1,2(m + m′) which appears in the
sum has to connect l to a singleton j ∈ {1, . . . ,m′}. Thus, 〈h˜l(k), fj〉 → 0 and again
fν(h1, . . . , fm′)→ 0 as k →∞.
Summing up, we see that for every θ such that σp * θp, we have τ(xθ(k)x′σ′ ) → 0 as k → ∞.
Thus, when letting k →∞, only those θ’s containing the pairs of σ make a non-zero contribution.
Among them, there is exactly one which has s singletons, namely σ, all the others have more
pairs and hence less than s singletons. We deduce that
xσ = w − lim
k→∞
(s(x1, h˜1(k)) · · · s(xm, h˜m(k))−
∑
θp⊃σp,|θs|<s
xθ(x1, h˜1(k), . . . , xm, h˜m(k))).
Since by the induction hypothesis all the xθ’s, with |θs| < s, are in Γ0q(B,S⊗K), this proves the
statement. For the second statement, let H be any Hilbert space and K an infinite dimensional
Hilbert space containing H. Let xi ∈ BSB, hi ∈ H and σ ∈ P1,2(m). Then, by the first
part, xσ(x1, h1, . . . , xm, hm) ∈ Γ0q(B,S ⊗ K). But xσ = (EΓq(ℓ2n⊗H) ⊗ id)n(xσ), hence xσ ∈
Γq(B,S ⊗H).
Remark 3.15. The reader can now better appreciate why we needed the ”closure operation” in
the definition of Γq(B,S ⊗ H). Indeed, Definition 3.4 ensures that the Wick words belong to
M = Γq(B,S ⊗H) for every Hilbert space H, finite or infinite dimensional. Also, Prop. 3.14
shows that M = Γq(B,S ⊗ H) could have been defined as the ultra-weakly closed span of the
Wick words.
In the following we use the notation L2k(M) for the ‖ · ‖2-closed span of the Wick words of
degree k and Wk(M) for the linear span of the Wick words of degree k.
Theorem 3.16. Let (πj, B,A,D) be a sequence of symmetric independent copies, 1 ∈ S =
S∗ ⊂ A, H a Hilbert space and M = Γq(B,S ⊗H). Denote by H˜ = H ⊕H. Take an infinite
dimensional Hilbert space K ⊃ H and denote by K˜ = K ⊕K.
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(1) For every angle θ, let oθ be the canonical rotation on K˜. Then
θ 7→ αθ = (Γq(id ⊗ oθ)⊗ id)n ∈ Aut((Γq(ℓ2 ⊗ K˜)⊗¯D)ω)
defines by restriction a one parameter group of automorphisms of M˜ = Γq(B,S ⊗ H˜).
Moreover, for every Wick word xσ(x1, h˜1, . . . , xm, h˜m) ∈ M˜ we have
αθ(xσ(x1, h˜1, . . . , xm, h˜m)) = xσ(x1, oθ(h˜1), . . . , xm, oθ(h˜m)).
(2) For every Wick word xσ(x1, h1, . . . , xm, hm) ∈M , the following formula holds
(EM ◦ αθ)(xσ(x1, h1, . . . , xm, hm)) = (cos(θ))sxσ(x1, h1, . . . , xm, hm),
where EM : M˜ → M is the conditional expectation and s is the number of singletons of
σ.
(3) For every θ ∈ [0, π2 ), let t = −ln(cos(θ)). Then t 7→ Tt = EM ◦ αθ|M defines a one
parameter semi-group of normal, trace preserving, ucp maps on M . Moreover, for every
Wick word xσ ∈ M we have Tt(xσ) = e−tsxσ, where s is the number of singletons of σ.
Hence, when viewed as a contraction on L2(M), we have Tt =
∑
s≥0 e
−tsPs, where Ps
is the orthogonal projection of L2(M) on L2s(M) and the series is ‖ · ‖∞-convergent, for
every t > 0. In particular, if L2s(M) is finitely generated as a right B module for every
s, then Tt is compact over B for every t > 0.
(4) The generator N of Tt is a positive, self-adjoint, densely defined operator in L
2(M) =⊕∞
k=0 L
2
k(M), acting by
N(xσ(x1, h1, . . . , xm, hm)) = kxσ(x1, h1, . . . , xm, hm),
for every xσ(x1, h1, . . . , xm, hm) ∈ L2k(M). The spectrum of N is the set of non-negative
integers N, all of which are eigenvalues. N is called the number operator.
Proof. The formula αθ(xσ(x1, h˜1, . . . , xm, h˜m)) = xσ(x1, oθ(h˜1), . . . , xm, oθ(h˜m)), for xi ∈ BSB, h˜i ∈
H˜, is easily checked, due to entry-wise functoriality, and it shows that αθ restricts to a one -
parameter group of automorphisms on M˜ = Γq(B,S ⊗ H˜). This proves (1). Then, using the
reduction formula and the functoriality in each entry, we see that
(EM ◦ αθ)(xσ(x1, h1, . . . , xm, hm)) =
fσ(h1, . . . , hm)(EM ◦ αθ)((n−
s
2
∑
(l1,...,ls)=0˙
s(el1 ⊗ hk1) · · · s(els ⊗ hks)⊗ αl1,...,ls(Fσ(x1, . . . , xm))) =
fσ(h1, . . . , hm)(EM ◦ αθ)((n−
s
2
∑
(l1,...,ls)=0˙
W (el1 ⊗ hk1 · · · els ⊗ hks)⊗ αl1,...,ls(Fσ(x1, . . . , xm))) =
fσ(h1, . . . , hm)((n
− s
2
∑
(l1,...,ls)=0˙
W (el1 ⊗ PHαθ(hk1) · · · els ⊗ PHαθ(hks))⊗ αl1,...,ls(Fσ(x1, . . . , xm))) =
(cos(θ))sfσ(h1, . . . , hm)((n
− s
2
∑
(l1,...,ls)=0˙
s(el1 ⊗ hk1) · · · s(els ⊗ hks)⊗ αl1,...,ls(Fσ(x1, . . . , xm))) =
(cos(θ))sxσ(x1, h1, . . . , xm, hm),
which establishes (2). (3) is straightforward using (2). To obtain (4), we calculate
lim
t→0
1
t
(Tt(xσ)− xσ) = lim
t→0
e−st − 1
t
xσ = −sxσ,
for any Wick word xσ of degree s. The rest of the statements are straightforward.
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Remark 3.17. Due to (4), we have that for every x ∈M , the function
[0,
π
2
) ∋ θ 7→ ‖αθ(x)− x‖2
is increasing.
Definition 3.18. We denote by Dk(S) ⊂ L2(D) the ‖ · ‖2-closed linear span of the expressions
Fσ(x1, . . . , xm) = E1,...,k(πφ(1)(x1) · · · πφ(m)(xm)),
for all m ≥ 1, x1, . . . , xm ∈ BSB, σ ∈ P1,2(m) having k singletons and φ which encodes σ.
Lemma 3.19. Let y(j1, . . . , jk) ∈ Lp(D) be such that supj1,..,jk ‖y(j1, ..., jk)‖p <∞ and h1, . . . , hk ∈
H. Then
sup
n
‖n−k/2
∑
(l1,··· ,lk)=0˙
sl1(h1) · · · slk(hk)⊗ y(l1, ..., lk)‖p <∞ .
Proof. It suffices to consider
‖
∑
l1∈C1,...,lk∈Ck
sl1(h1) · · · slk(h1)⊗ y(l1, ..., lk)‖
with C1∪· · ·∪Ck = {1, ..., n}. Using the martingale decomposition from Lemma 3.10 we deduce
‖
∑
l1∈C1,...,lk∈Ck
sl1(h1) · · · slk(hk)⊗ y(l1, ..., lk)‖p ≤ c(p)
√
n sup
l∈Ck
‖
∑
l1,...,lk−1
sl1(h1) · · · slk(hk)⊗ y(l1, ..., lk)‖p .
Iterating this procedure we get
‖
∑
l1∈C1,...,lk∈Ck
sl1(h1) · · · slk(hk)⊗y(l1, ..., lk)‖p ≤ c(p)knk/2 sup
l1,...,lk
‖sl1(h1) · · · slk(hk)‖p‖y(l1, ..., lk)‖p .
Since the products sl1(h1) · · · slk(hk) are uniformly bounded in the p-norm, we obtain the asser-
tion.
Proposition 3.20. Let (πj , B,A,D) be a sequence of independent symmetric copies, H a finite
dimensional Hilbert space and 1 ∈ S = S∗ ⊂ A, and assume that Ds(S) is finitely generated as
a right B-module. Then L2s(M) is finitely generated as a right B-module. In particular, when
Ds(S) is finitely generated over B for every s, the maps Tt are compact over B, for every t > 0.
Proof. Let N be the dimension of Ds as a right B-module, and let {ξ1, . . . , ξN} be a basis of Ds
over B. Then, for every σ ∈ P1,2(m) having s singletons, and every x1, . . . , xm ∈ BSB, we can
find coefficients bk(σ, x1, . . . , xm) ∈ B such that
Fσ(x1, . . . , xm) =
N∑
k=1
ξkbk(σ, x1, . . . , xm).
For every (l1, . . . , ls) = 0˙ we have
αl1,...,ls(Fσ(x1, . . . , xm)) =
N∑
k=1
αl1,...,ls(ξk)bk(σ, x1, . . . , xm) .
Fix a finite basis B of H. Then, for every σ having s singletons, every x1, . . . , xm ∈ BSB and
every h1, . . . , hm ∈ B we have, due to the reduction formula
xσ(x1, h1, . . . , xm, hm) =
= (n−s/2
∑
(l1,...,ls)=0˙
sl1(hi1) · · · sls(his)⊗ αl1,...,ls(Fσ(x1, . . . , xm))) =
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N∑
k=1
(n−s/2
∑
(l1,...,ls)=0˙
sl1(hi1) · · · sls(his)⊗ αl1,...,ls(ξk))bk(σ, x1, . . . , xm).
Thus L2s(M) is spanned over B by at most N |B|s = N(dim(H))s elements, namely
(n−s/2
∑
(l1,...,ls)=0˙
sl1(hi1) · · · sls(his)⊗ αl1,...,ls(ξk)),
with hi ∈ B and 1 ≤ k ≤ N . These elements belong to L2s(M) by the previous lemma, and this
finishes the proof.
Remark 3.21. Since the dimension of Ds(S) over B is finite, the basis elements ξk ∈ Ds ⊂
L2(D) could be chosen in fact to be bounded, i.e. ξk ∈ D, due to [40, 41]. This implies that
L2s(M) admits a basis over B consisting of elements in M .
Corollary 3.22. Assume moreover that the dimension Ns of Ds(S) over B has sub-exponential
growth, i.e. there exist constants d,C > 0 such that Ns ≤ Cds for all s. Then the dimension of
L2s(M) over B is less then C(dim(H)d)
s for all s, i.e. the dimension of L2s(M) over B also has
sub-exponential growth.
The following argument is essentially due to Sniady (see [58]) and Krolak (see [34]).
Proposition 3.23. Let M = Γq(B,S⊗H). There exists d = d(q) such that for dim(H) ≥ d we
have Z(M) ⊂ Z(B). In particular, M is a factor whenever B is.
Proof. Let {ei}1≤i≤k be an orthonormal set inH. We consider the operator T : L2(M)→ L2(M)
given by
T =
k∑
i=1
(Ls(1,ei) −Rs(1,ei))2.
Here Lx and Rx, where x ∈M are the canonical left and right multiplication operators, respec-
tively, on L2(M). We see that
T − 2kid =
k∑
i=1
(Ls(1,ei)2−1 −Rs(1,ei)2−1)− 2
k∑
i=1
Ls(1,ei)Rs(1,ei).
Since s(1, ei)
2 − 1 is a mean zero element, we deduce from [35] that
‖
k∑
i=1
s(1, ei)
2 − 1‖∞ ≤ cq
√
k.
Let us denote by V =
∑k
i=1 Ls(1,ei)Rs(1,ei) and ι : L
2(M)→ (Fq(ℓ2 ⊗H)⊗ L2(D))ω the natural
embedding given by the definition. Then we see that
ι(V ξ) = (Vnι(ξ)n)n, ξ ∈ L2(M),
where
Vn =
1
n
∑
1≤i≤k,1≤j,j′≤n
Ls(1,ei⊗ej)Rs(1,ei⊗ej′ ).
Now we can easily modify the argument from [34] to show that
(1) ‖∑k,j,j′ l+(ei ⊗ ej)Rs(1,ei⊗ej′)‖ ≤ cq√kn2;
(2) ‖∑k,j,j′ r+(ei ⊗ ej)Ls(1,ei⊗ej′ )‖ ≤ cq√kn2;
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(3) ‖∑k,j 6=j′ l−(ei ⊗ ej)Rs(1,ei⊗ej′)‖ ≤ cq√kn2;
(4) ‖∑k,j l−(ei ⊗ ej)r+(ei ⊗ ej)|C⊥‖ ≤ q + cq√kn.
Here l+, l−, r+, r− are the left and right creation operators on the q-Fock space coming from the
decomposition Ls(h) = l
+(h)+ l−(h), Rs(h) = r+(h)+ r−(h). The main estimate is derived from
l−(h)r+(k)(ξ) = q|ξ|ξ + l−(h)(ξ) ⊗ k.
The second part can then be estimated via (2). This yields
‖(T − 2kid)((id − EB)(ξ))‖ ≤ 2qk‖(id −EB)(ξ)‖ + 2cq
√
k‖(id− EB)(ξ)‖.
Now take z ∈ Z(M) with EB(z) = 0. Thus T (z) = 0 and also
0 = ‖T (z)‖ = ‖2kz − (T (z)− 2kz)‖ ≥ 2k‖z‖ − 2qk‖z‖ − Cq
√
k‖z‖ = (2k(1 − q)− Cq
√
k)‖z‖.
Thus for 2k(1 − q)− Cq
√
k > 0, i.e. k >
√
Cq
2(1−q) , we have that z = 0. This implies z = EB(z),
for all z ∈ Z(M), hence Z(M) ⊂ B and also Z(M) ⊂ Z(B).
3.1. H-less generalized q-gaussians. Finally, let us mention that there is an H-less version
of the generalized q-gaussians, which can be described as follows: let (πj, B,A,D) a sequence
of symmetric independent copies. For 1 ∈ S = S∗ ⊂ A, define the von Neumann algebra
Γq(B,S) ⊂ (Γq(ℓ2)⊗¯D)ω as being generated by the elements sq(x) = (n− 12
∑n
j=1 sq(ej)⊗πj(x))n,
for x ∈ BSB. This is equivalent to taking H to be 1-dimensional in the Def. 3.4 above, hence
the H-less q-gaussians are a particular case of Def. 3.4. Surprisingly, the H generalized q-
gaussians can also be obtained as a particular case of this construction. Indeed, let H be a
(real) Hilbert space and (πj, B,A,D) a sequence of symmetric independent copies. Let (X,µ)
be a standard probability measure space and define a new sequence of symmetric independent
copies (π˜j , B˜, A˜, D˜) by taking B˜ = B, A˜ = A⊗¯L∞(X), D˜ = D⊗¯(
⊗∞
1 L
∞(X)) and π˜j : A˜ → D˜
by
π˜j(a⊗ f) = πj(a)⊗ (1⊗ 1⊗ · · · ⊗ f︸︷︷︸
j-th position
⊗ · · · ⊗ 1⊗ · · · ), a ∈ A, f ∈ L∞(X).
Using Rademacher variables, we see that there exists a dense subspace H0 ⊂ H and an isometric
embedding ι : H0 → L∞(X) ⊂ L2(X). Take S˜ = S ⊗ ι(H0) = {a ⊗ ι(h) : a ∈ S, h ∈ H0} ⊂ A˜.
The reader can check that
Γq(B,S ⊗H) = Γq(B˜, S˜).
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4. Examples
We will discuss several type of examples of generalized q-gaussian von Neumann algebras.
The underlying idea in all these cases is that whenever we have a finite von Neumann algebra on
which the symmetric group acts, we can construct a sequence of symmetric copies. In particular,
countable tensor or (amalgamated) free products von Neumann algebras or the pure q-gaussian
von Neumann algebras Γq(H), for an infinite dimensional H, constitute obvious candidates,
since the symmetric group acts naturally on them.
4.1. Tensor products. Let B and C be finite von Neumann algebras. Define A = B⊗¯C and
D = B⊗¯CN = B⊗¯(⊗NC). Define πj : A→ D by the formula
πj(b⊗ a) = b⊗ 1⊗ 1⊗ · · · ⊗ a︸︷︷︸
j-th position
⊗ · · · ⊗ 1⊗ · · · .
Then it’s easy to check that (πj , B,A,D) is a sequence of symmetric independent copies. It’s
likewise easy to see that
Γq(B,A⊗H) = B⊗¯Γq(L2sa(C)⊗H).
For any finite subset S ⊂ L2sa(C)⊗H, the space Dk(S) has finite dimension over B.
4.2. Free products with amalgamation. Let B ⊂ A be an inclusion of finite tracial von
Neumann algebras. Take D = ∗BAj the amalgamated free product of a countable number of
copies Aj , j ∈ N of A. Define πj : A→ D by the formula
πj(a) = 1 ∗ 1 ∗ · · · ∗ a︸︷︷︸
j-th position
∗ · · · ∗ 1 ∗ · · · .
Then (πj , B,A,D) represents a sequence of independent symmetric copies. To see why this is
true it suffices to consider elements ai such that EB(ai) = 0. Then we have to calculate
τσ(a1, ..., am) = τ(πj1(a1) · · · πjm(am))
such that (j1, ..., jm) = σ. If σ has no crossings, we can inductively replace neighboring pairs
by EB(πji(ai)πji(ai+1)) = EB(aiai+1) and finally find an element in B. For a non-crossing pair
partition we can also join all the pairs, but then we find an expression of the form
τ(b1πji1 (ai1)b2πji2 (ai2) · · · πjik (aik)) = 0 .
Thus in the moment formula we only have to expand over non-crossing pair partitions. Now
take S = {1, u, u∗}, for u ∈ A a Haar unitary such that EB(un) = 0, for all n 6= 0. It’s easy
to see that Dk(S) is the closed linear span of all the expressions b1π1(u
ǫ1)b2 . . . πk(u
ǫk)bk+1,
with bi ∈ B and ǫi ∈ {0, 1, ∗}. In particular, when B = C or is finite dimensional, we have
dimB(Dk(S)) ≤ C22k.
4.3. Group actions.
4.3.1. Second quantization. Let G yα C be a trace preserving action of the discrete group G
on the finite von Neumann algebra C. Also let ν : G→ O(HR) be an orthogonal representation
of G on a real Hilbert space HR. Let (Ω, µ) be the gaussian construction associated to ν
(see e.g. [42]) . We also denote the corresponding action G y L∞(Ω) by ν. Then define
B = C ⋊α G, A = (C⊗¯L∞(Ω)) ⋊ρ G, D = (C⊗¯L∞(ΩN)) ⋊ρ G where the action ρ is given by
ρg(d⊗ f) = αg(d)⊗ νg(f). Define the *-homomorphisms πj : A→ D by
πj((d⊗ f)ug) = (d⊗ 1⊗ 1⊗ · · · ⊗ f︸︷︷︸
j-th position
⊗ · · · ⊗ 1⊗ · · · )ug.
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Then it is easy to see that the fixpoint algebra is C ⋊α G. Again the moments only depend on
the inner product. Moreover, the gaussian functor yields a map Br : H → L2(Ω). Then we find
M = Γq(C ⋊G,Br(H)) = (C⊗¯Γq(H))⋊G .
The spaces Dk(S) are finite dimensional modules over B = C ⋊ G if L2k(H) ⋊ G has a finite
basis over G. For k = 1 this means that H is finite dimensional. In a forthcoming paper we will
also analyze the case of profinite actions and / or representations, i.e. when H can be written
as H =
⋃
iHi such that every Hi is a finite dimensional G-invariant Hilbert subspace. However,
discrete subgroups of On = O(Rn) provide a large class of non-trivial, non-amenable examples.
The examples in [29] are subalgebras of M .
4.3.2. Symmetric group action. Throughout this subsection Σ will denote the group of finite
permutations on N. Let us consider a countable discrete group G on which Σ acts by auto-
morphisms. Examples for such a symmetric action are given by the natural action of Σ on the
free group with countably many generators, or by the natural action of Σ on the direct product
groups
∏
n∈NG. More generally, let R ⊂ F∞ be a set of generators which is invariant under the
action of Σ, and assume that 〈R〉 ⊂ F∞ is a normal subgroup. Then G = F∞/〈R〉 is a group on
which Σ acts. A perfect example is given by an amalgamated free product ∗HGj where Gj = G.
To make things more concrete, we may consider the discrete Heisenberg group H = 〈Z,Z∞〉
with generators {gk}k≥0 such that Z = 〈g0〉, Z∞ = 〈gk, k ≥ 1〉 and the following relations hold
g−1k gjgk = g0gj , k 6= j .
Then Σ acts on H by permuting the generators gk for k ≥ 1, and leaving g0 fixed. Now we
assume that such a G, with action Σ yβ G, acts trace-preservingly on a finite von Neumann
algebra A and B is the fixed points algebra of this action α. Let g ∈ G be an arbitrary element
and gj = β(1j)(g). We can then construct a sequence of symmetric copies (πj , B,A,D) by
defining πj : A → A, via πj(x) = αgj (x). Working in the crossed product (A ⋊α G) ⋊β Σ it is
easy to see that the πj ’s are symmetric copies, and that B is the fixed points algebra for these
symmetric copies. In fact we may and will always assume that G is generated by the gj ’s and
then πj(x) = x for all j is exactly the fixed points algebra of the action. In general πj(A) = A
and hence we find an example of symmetric, but not necessarily independent copies. In general
independent copies are obtained from considering a suitable subalgebra B ⊂ A1 ⊂ A. More
generally for a subset S ⊂ A we may however consider the algebras
Aj(S) = {πj(x)|x ∈ S, j ∈ A} .
This is particularly interesting for a single selfadjoint x. Then independence depends on the
mixing properties of the sequence πj(x), and has to be analyzed on a case by case basis. A more
specific example can be constructed starting from a trace preserving action α of Z on a finite
von Neumann algebra N . Take D = N ⋊βH where the action β is obtained by lifting the action
of Z via the group homomorphism π : H → Z given by π(g0) = 0 and π(gj) = 1 for j ≥ 1. In
other words,
βg(x) = απ(g)(x), g ∈ H, x ∈ N.
Let H1 be the group generated by g0 and g1 and take B = N ⋊Z = N⊗¯L(Z) and A = N ⋊H1.
Define πj : A→ D by
πj(xug1) = απ(gj)(x)ugj , πj(xug0) = xug0 , x ∈ N, j, k ∈ N.
Then (πj , B,A,D) is a sequence of symmetric independent copies. In full generality the di-
mensions of the spaces Dk(S) or L
2
k(M), where M = Γq(B,A ⊗ H), cannot be controlled. If
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we restrict ourselves to a small set of generators, e.g. S = {1, g1, g−11 }, then we get a more
well-behaved example. The space Dk(S) is the closed linear span of the expressions of the form
πj1(ug1) · · · πjk(ugk)ul(σ)g0 αn(σ)(x).
Thus dimB(Dk(S)) ≤ (2 dim(H))2k. For more general group actions and S ⊂ L(G), we find
coefficients in B = L([G,G])⊗¯N and finite dimension over B as long as we have finite generating
sets. Note however, that L([G,G]) is in general not invariant under the action of Σ, and hence
a more detailed case by case analysis is required. Again a particularly nice class of examples
comes from one step nilpotent groups with commutators in the center, such as the Heisenberg
groups.
4.4. Colored Brownian motion.
4.4.1. Top up q-gaussians. Let H be a Hilbert space and q0 ∈ [−1, 1]. Symmetric independent
copies can be obtained from second quantization, or simply by defining π(sq0(h)) = sq0(ej ⊗ h).
This provides symmetric copies of A = Γq0(H) into D = Γq(ℓ2(H)). By looking at Wick words
it is easy to see that the fixpoint algebra is C. Moreover, independence follows from the moment
formula for q0-gaussian random variables. Let S = {x1, . . . , xp} be a finite, selfadjoint subset,
where xi = sq0(h1(i)) · · · sq0(hl(i)(i)), for 1 ≤ i ≤ p. Then we see that
τ(sq(k1, x1) · · · sq(km, xm)) =
∑
σ∈P2(m)
qcr(σ)fσ(k1, ..., km)τ(πjσ1 (x1) · · · πjσm(xm)) ,
where for every σ, we choose an m-tuple (jσ1 , .., j
σ
m) depending on σ such that (j
σ
1 , . . . , j
σ
m) = σ.
Now we may use the formula for q0-gaussians and find for L =
∑p
i=1 l(i) that
τ(πjσ1 (x1) · · · πjσm(xm)) =
∑
σ′∈P2(L),σ′≤φ(σ)
q
cr(σ′)
0 fσ′(h1(1), ...., hl(1)(1), ...., h1(m), ..., hl(m)(m))
Here φ(σ) is the block partition which gives the same color to the union of two blocks in σ
connected via pairs in σ′. This means
τ(sq(k1, x1) · · · sq(km, xm)) =
∑
σ∈P2(m),σ′≤φ(σ)
qcr(σ
′)q
cr(σ′)
0 fσ(k1, ..., km)fσ′(h1, ..., hL)
where σ′ runs over the partitions of {1, . . . , L} and {h1, . . . , hL} is a re-labeling of {hj(i) | 1 ≤ i ≤
p, 1 ≤ j ≤ l(i)}. Note that Γq(C,Γq0(H) ⊗K) contains both Γq(K) and Γq0(H) if sq0(H) ⊂ S.
Using a decomposition into minimal links, we deduce that the space Dk(S) is the closed linear
span of the elements
c(σ, x1, ..., xr)πji1 (xi1) · · · πjir (xir) ,
where c(σ, x1, ..., xr) is a scalar. This means for a finite set S of generators, the dimension of
Dk(S) over B = C is less than (|S|dim(K))2k. One could call these algebras “mixed” gaussian
algebras, but the reader should not mistake them for the mixed Q-gaussian algebras (introduced
in [32]) which we use in 6.3.
4.4.2. Actions of Σ by conjugation. Let us consider the finite permutations group ΣZ acting on
Z instead of N \ {0}. For every subset F ⊂ Z we can identify ΣF , the permutations group on
F , with a subgroup of ΣZ by viewing the elements of ΣF as acting non-trivially only on F and
acting as the identity on Z \ F . For convenience, we use interval notation for the subsets of
Z. In particular we have Σ = Σ[1,∞) ⊂ ΣZ in this way. Let Σ act on ΣZ by conjugation. This
gives rise to an action α of Σ on the von Neumann algebra L(ΣZ) (which is in fact isomorphic
to the hyperfinite factor). We denote the canonical unitaries generating L(ΣZ) by uσ, σ ∈ ΣZ.
The fixed points algebra of this action is B = L(Σ(−∞,0]). Take A = L(Σ(−∞,1]) = B ∨{u(01)}′′,
D = L(ΣZ) and define πj : A → D by πj(a) = α(j1)(a) for a ∈ A and j ≥ 2, where (j1) is the
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transposition interchanging j and 1, and π1 = id. Then (πj , B,A,D) is a sequence of symmetric
independent copies. Indeed, we recall that A is generated by transpositions (k1), k ≤ 0 and that
for j ≥ 2 we have
(j1)(k1)(j1) = (kj) .
This means Aj = B ∨ {u(0j)}′′ and A1,...,j = L(Σ(−∞,j]). In particular, we have a coset repre-
sentation σ = σ′(j1) with σ′ ∈ Σ(−∞,0]. The algebras AI are generated by ΣI , Σ(−∞,0] and one
generator (j1) for j ∈ I. This easily implies independence. We take S = {1, u(01)} ⊂ A and
defineM = Γq(B,S⊗H). Fix σ ∈ P12(m) having k singletons and p pairs, take φ : {1, . . . ,m} →
{1, . . . , k + p} which encodes σ. This means φ(jt) = t, where {jt}, 1 ≤ t ≤ k are the singletons
of σ, and φ(j′t) = φ(j′′t ) = k + t, where {j′t, j′′t }, 1 ≤ t ≤ p are the pairs of σ. Then Dk(S) is the
closed span of elements of the form
E1,...,k(u(φ(1)0)uγ1u(φ(2)0)uγ2 · · · uγmu(φ(m)0)uγm+1)
= E1,...,k(u(φ(1)0)ad(uγ1)(u(φ(2)0))...ad(uγ1...γm)(u(φ(m)0))uγ1···γm+1)
= E1,...,k(u(φ(1)γ1(0))u(φ(2)γ1γ2(0)) · · · u(φ(m)(γ1 ···γm)(0))uγ1···γm+1)
= E1,...,k(u(φ(1)s1)u(φ(2)s2) · · · u(φ(m)sm))uγ1···γm+1 ,
where γ1, . . . , γm+1 ∈ Σ(−∞,0] are arbitrary. Here s1 = γ1(0), s2 = γ1γ2(0), . . . , sm = γ1γ2 · · · γm(0)
in (−∞, 0] depend only the γi’s. In full generality the modules Dk(S) do not have finite dimen-
sions over B. If we however replace B by Bd = L(Σ[−d,0]) ∼= L(Sd+1), A by Ad = L(Σ[−d,1]) =
Bd ∨{u(01)}′′ and D by Dd = L(Σ[−d,∞)) for a fixed d ∈ N \ {0}, then we obtain a new sequence
of symmetric independent copies (πj , Bd, Ad,Dd) and in this case we have at most (d+ 1)
k dif-
ferent choices for the sj’s. After repeated conjugation with the unitaries on the pair positions,
the above expression becomes
u(s′j11)
· · · u(s′jkk)E1,...,k(u(s′jk+1k+1) · · · u(s′jk+pk+p)),
for some new indices s′i ∈ (−∞, 0] ∩ Z which in general depend on the γi’s and σ. Since for
an inclusions of groups H ⊂ G and g ∈ G we have EL(H)(ug) = δg∈Hug, and the product
(s′jk+1k + 1) · · · (s′jk+pk + p) belongs to Σ(−d,k] only if it’s equal to 1, we see that a spanning set
of Dk(S) over Bd is given by the elements
u(s′j11)
u(s′j22)
· · · u(s′jkk),
for all choices of −d ≤ s′i ≤ 0, 1 ≤ i ≤ k, which in particular implies that the dimension of
Dk(S) over Bd is at most (d+ 1)
2k. Note that Bd and Ad are finite dimensional von Neumann
algebras. Thus, for the von Neumann algebras M(d) = Γq(Bd, S ⊗H), the spaces Dk(S) have
sub-exponential growth of their dimensions over Bd. This remains true for any finite subset
1 ∈ S = S∗ ⊂ Ad.
4.5. Operator-valued gaussians. This example is motivated by Shlyahktenko’s A-valued
semicircular algebras and derived from the tensor product construction. Let xk ∈ N be selfad-
joint operators and X =
∑
k gkxk. We consider A1 = L
∞(R) and the independent symmetric
copies over N given by
πj(f) = f(
∑
k
gk,jxk) ,
where gk,j are i.i.d. gaussians (we could also work with q-gaussians). The copies are independent
over N . Let D be the von Neumann algebra generated by the πj(f)’s and B be the tail algebra
B =
⋂
m≥0
∨
j≥m
πj(L
∞(R)).
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One can show that the copies πj are independent symmetric in the sense of our definition
3.2. Note that N is invariant under the shift from tensor product construction and hence
B ⊂ N . Thus M = Γq(B,S ⊗ H) is a legitimate example where S =
∑
k gkxk is obtained by
approximating X with bounded functions. Since X ∈ ⋂1≤p<∞Lp(R) one can actually directly
work with one generator x. The dimension of the L2k(M) over B is in general hard to determine.
The case of N =Mm(C) and X =
∑
r,s grs(
ers+esr
2 ) has been considered by Avsec and Speicher.
Remark 4.1. The examples in 41., 4.2, 4.4.1, 4.4.2 for d = 0 and 4.4.3 are all factors if B is
a factor and dim(H) ≥ d(q).
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5. Weak amenability produces approximately invariant states
Let (π,B,A,D) a sequence of symmetric independent copies, 1 ∈ S = S∗ ⊂ A and assume
that Ds(S) is finitely generated over B for all s ≥ 1. Let M = Γq(B,S ⊗ H) for a finite
dimensional space H, A ⊂ M be a von Neumann subalgebra which is amenable relative to B
inside M , and let P = NM(A)′′. Define M = (Γq(ℓ2 ⊗H)⊗¯D)∨M ⊂ (Γq(ℓ2 ⊗H)⊗¯D)ω, where
Γq(ℓ
2 ⊗H)⊗¯D is embedded as constant sequences. Let
H ⊂ ((L2(M)⊗A L2(P ))⊗Fq(ℓ2 ⊗H))ω
be the ‖ · ‖-closed span of the sequences
(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)y ⊗A z)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)),
for all m ≥ 1, σ ∈ P1,2(m), xi ∈ BSB, y ∈ M,z ∈ P and h1, . . . , hm ∈ H. Define two
*-representations π : M → B(H), θ : P op → B(H) by
π(xσ′)(n
−m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)y ⊗A z)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)) =
(n−
m+m′
2
∑
(ik)=σ′,(jl)=σ
(πi1(y1) · · · πjm(xm)y ⊗A z)⊗ s(ei1 ⊗ k1) · · · s(ejm ⊗ hm))
and
θ(wop)(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)y ⊗A z)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)) =
(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)y ⊗A zw) ⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm))
where xσ′ = (n
−m′
2
∑
(i1,...,im′ )=σ
′ πi1(y1) · · · πim′ (ym′) ⊗ s(ei1 ⊗ k1) · · · s(eim′ ⊗ km′)) ∈ M is a
Wick word in M and w ∈ P . Define N = π(M) ∨ θ(P op) ⊂ B(H). Note that π(M) and θ(P op)
commute.
Theorem 5.1. There exists a sequence of normal states ωn ∈ N∗ satisfying the following prop-
erties
(1) ωn(π(x))→ τ(x), x ∈M .
(2) ωn(π(a)θ(a¯))→ 1, a ∈ U(A).
(3) ‖ωn ◦Ad(π(u)θ(u¯))− ωn‖ → 0, u ∈ NM (A).
Proof. Throughout the proof mn will be the completely contractive finite rank multipliers on
Γq(ℓ
2⊗H) given by multiplication with a positive finitely supported function fn constructed by
Avsec in [1] and ϕn := (mn ⊗ id) : M →M the corresponding cb map on M . Take
K ⊂ (L2(M)⊗D L2(M))ω
to be the ‖ · ‖-closed span of the sequences
(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm))⊗D y)) = (xnσ ⊗D y),
where xi ∈ BSB and y ∈M . Note that K is naturally an M −M bimodule with the actions
xσ′ · (n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm))⊗D y)) · z =
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(n−
m+m′
2
∑
(ik)=σ′,(jl)=σ
(πi1(y1) · · · πjm(xm)⊗ s(ei1 ⊗ k1) · · · s(ejm ⊗ hm))⊗D yz),
where xσ′ = xσ′(y1, k1, . . . , ym′ , km′) ∈M and z ∈M . Denote by SA = λ(M) ∨ ρ(Aop) ⊂ B(K),
where λ and ρ are the representations of M and Mop canonically associated to the left and right
actions on K, respectively.
Step 1. There exists a normal, unital, completely positive map E : N → SA such that
E(π(x)θ(yop)) = λ(x)ρ(EA(y)op), x ∈M,y ∈ P.
Indeed, define an isometry V : K → H by
(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm))⊗D y) 7→
(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)y ⊗A 1)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)).
Then E can be defined by E(z) = V ∗zV, z ∈ N .
Step 2. There exist normal functionals µAn : SA → C such that
µAn (λ(x)ρ(a
op)) = τ(ϕn(x)a), x ∈M,a ∈ A.
We need two lemmas. Recall the formulas for Wick words and reduced Wick words introduced
in Thm. 3.11.
Lemma 5.2. L2(M)⊗B L2(M) embeds as an M −M bimodule into K.
Proof. The map
L2(M)⊗B L2(M) ∋ (n−
m
2
∑
(j1,...,jm)=σ
πj1(x1) · · · πjm(xm)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm))⊗B y 7→
(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm))⊗D y) ∈ K,
or in other words (xnσ)⊗B y 7→ (xnσ ⊗D y), is an M −M bimodular isometry. The bimodularity
is obvious, so it remains to check that it preserves inner products, in other words that
〈(xn)⊗B y, (x′n)⊗B y′〉 = 〈(xn ⊗D y), (x′n ⊗D y′)〉.
Let’s denote by ED :M→ D and by ED⊗1 : Γq(ℓ2 ⊗H)⊗¯D → D⊗ 1 the canonical conditional
expectations. Since D = D ⊗ 1 ⊂ M ⊂ (Γq(ℓ2 ⊗H)⊗¯D)ω is embedded as constant sequences,
for every (xn) ∈ M we have
ED((xn)) = w − lim
n→ωED⊗1(xn).
We now claim that for any (xn) ∈ M ⊂ M we have EB((xn)) = ED((xn)). It suffices to prove
this for (xn) =Wσ ∈M a reduced Wick word. Let s be the number of singletons in σ. Let
Wσ = (n
− s
2
∑
(l1,...,ls)=0˙
αl1,...,ls(Fσ(x1, . . . , xm))⊗ s(el1 ⊗ hk1) · · · s(els ⊗ hks)).
We have two possibilities. If s = 0, then Wσ = Fσ(x1, . . . , xm) = EB(πφ(1)(x1) · · · πφ(m)(xm)) ∈
B, hence ED(Wσ) =Wσ = EB(Wσ). If s > 0, then EB(Wσ) = 0. On the other hand, according
to our previous remark, we have
ED(Wσ) = w − lim
n
ED⊗1(n−
s
2
∑
(l1,...,ls)=0˙
αl1,...,ls(Fσ(x1, . . . , xm))⊗ s(el1 ⊗ hk1) · · · s(els ⊗ hks))
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= w − lim
n
n−
s
2
∑
(l1,...,ls)=0˙
τ(s(el1 ⊗ hk1) · · · s(els ⊗ hks))αl1,...,ls(Fσ(x1, . . . , xm))
= w − lim
n
n−
s
2
∑
(l1,...,ls)=0˙
τ(W (el1 ⊗ hk1 · · · els ⊗ hks))αl1,...,ls(Fσ(x1, . . . , xm)) = 0.
This proves our claim. Now, for (xn), (x
′
n), y, y
′ ∈M we have
〈(xn)⊗B y, (x′n)⊗B y′〉 = τM (EB((x′∗n xn))yy′∗) = τM(ED((x′∗n xn))yy′∗) =
lim
n
τM(E1⊗D(x′∗n xn)yy
′∗) = lim
n
〈xn ⊗D y, x′n ⊗D y′〉 = 〈(xn ⊗D y), (x′n ⊗D y′)〉,
which finishes the proof of the lemma.
Lemma 5.3. There exists an orthonormal basis Yα of L
2(M) over B such that for every n,
fn(Yα) = 0 for all but finitely many α’s, where we denote somewhat abusively fn(Yα) = fn(s),
s= the degree of Yα.
Proof. Since Ds is finitely generated over B for all s, according to Proposition 3.20, for every
s ≥ 0 we can find a finite orthonormal basis (Y sβ ) of L2s(M) over B. The union (Yα) of all the
Y sβ ’s is a basis of L
2(M) over B. For a fixed n, there exists s = s(n) such that fn(ξ) = 0 for
all ξ ∈ H⊗k, for k > s(n). For any t ≥ 0 and Yα ∈ L2t (M) we have fn(Yα) = fn(t) and also
for every Yα ∈
⊕
k>s(n) L
2
k(M) we have fn(Yα) = 0, both due to the reduction formula. On the
other hand, the set of those Yα ∈
⊕s(n)
k=0 L
2
k(M) is finite, which finishes the proof.
Denote by ι the M -bimodular embedding in Lemma 5.2 and define
µAn (T ) =
∑
α
fn(Yα)〈T ι(1 ⊗B 1), ι(Y ∗α ⊗B Y ∗α )〉, T ∈ SA.
Then µAn ∈ (SA)∗ satisfies all the required properties.
Step 3. Set γn = µ
A
n ◦ E ∈ N∗, and ωn = ‖γn‖−1|γn|. We will prove that the ωn’s satisfy all
the required properties. First note that, by construction,
γn(π(x)θ(y
op)) = τ(ϕn(x)EA(y)), x ∈M,y ∈ P.
Toward proving the required properties of the ωn’s, we will first establish the following two
claims:
Claim 1. lim supn ‖µAn ‖ = 1;
Claim 2. limn ‖µAn ◦ Ad(λ(u)ρ(u¯))− µAn ‖ = 0, u ∈ NM(A).
proof of the first claim. Fix a von Neumann subalgebra Q ⊂ P which is amenable over B. Just
as in Step 2 above one can construct normal functionals µQn on SQ = λ(M) ∨ ρ(Qop) ⊂ B(K)
satisfying µQn (λ(x)ρ(yop)) = τ(ϕn(x)y), for x ∈ M,y ∈ Q. We will show that lim sup ‖µQn ‖ = 1,
and this will help us establish both claims. Since µQn is normal, it suffices to estimate its norm on
an ultraweakly dense C∗-subalgebra of SQ. Denote by SQ the ultraweakly dense C∗-subalgebra
of SQ generated by λ(xσ), for xσ ∈ M the Wick words and ρ(Qop). First we note that there
exist cb maps ϕ˜n : SQ → SQ such that
ϕ˜n(λ(xσ)ρ(y
op)) = λ(ϕn(xσ))ρ(y
op), xσ ∈M,y ∈ Q,
and ‖ϕ˜n‖cb = ‖ϕn‖cb. To prove this take K˜ ⊂ L2((M⊗¯Γq(ℓ2 ⊗ H))ω) to be the ‖ · ‖2-closed
linear span of the sequences
(n−
m
2
∑
(j1,...,jm)=σ
πj1(x1) · · · πjm(xm)y ⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)) = (xnσ(y ⊗ 1))
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for all xi ∈ BSB, hi ∈ H, y ∈M . Now define an unitary operator U : K → K˜ by
(xnσ ⊗D y) 7→ (xnσ(y ⊗ 1)).
We can then define
ϕ˜n(z) = U
∗(id ⊗mn)ω(UzU∗)U, z ∈ SQ.
Then the maps ϕ˜n satisfy all the required properties. The complete boundedness of the ϕ˜n is a
delicate matter and it will be addressed in the subsection 5.1 below. On the other hand, since
Q is amenable relative to B, we see that the M − Q bimodule L2(M) is weakly contained in
L2(M)⊗B L2(M), which in turn is contained in K. This produces a *-homomorphism Θ : SQ →
B(L2(M)) such that Θ(λ(x)ρ(yop)) = λM (x)ρM (y
op), where λM , ρM are the natural actions of
M on L2(M). But then
µQn (z) = 〈Θ(ϕ˜n(z))1, 1〉, z ∈ SQ,
and this implies that lim sup ‖µQn ‖ = 1. Then by taking Q = A we get lim sup ‖µAn ‖ = 1, which
finishes the proof of the first claim.
proof of the second claim. Fix a unitary u ∈ NM(A). The algebra Q = 〈A, u〉 ⊂ P is amenable
relative to B, so by the proof of Claim 1 lim sup ‖µQn ‖ = 1. Now since µQn (1) = τ(φn(1)) → 1
and µQn (λ(u)ρ(u¯)) = τ(φn(u)u
∗) → 1, we see that ‖µQn ◦ Ad(λ(u)ρ(u¯)) − µQn ‖ → 0, hence by
restricting to SA we get ‖µAn ◦Ad(λ(u)ρ(u¯))−µAn ‖ → 0. Using the fact that Ad(λ(u)ρ(u¯)) ◦ E =
E ◦Ad(π(u)θ(u¯)) and the fact that γn = µAn ◦E we see at once that ‖γn◦Ad(π(u)θ(u¯))−γn‖ → 0.
But since γn(1) = τ(φn(1)) → 1 and lim sup ‖γn‖ = 1 we see that ‖γn − ωn‖ → 0. This further
implies ‖ωn ◦ Ad(π(u)θ(u¯)) − ωn‖ → 0, which establishes the third required property, and the
other two follow easily.
5.1. CB-estimates for the multipliers. Here we will prove that some multipliers defined on
certain C∗-algebras or von Neumann algebras are completely bounded. The first case is that of
the maps ϕ˜n which were used in the proof of Thm. 5.1. above. In the second case we prove the
cb boundedness of some normal multipliers on the von Neumann algebra N introduced above,
which are needed to construct a concrete standard form for N . We recall some notation.
Notation: M = (Γq(ℓ2 ⊗ H)⊗¯D) ∨M ⊂ (Γq(ℓ2 ⊗ H)⊗¯D)ω, where we regard Γq(ℓ2 ⊗ H)
and D as constant sequences. Let K = L2(M) or K = L2(M) ⊗A L2(P ). We introduce the
subspace
L ⊂ (K ⊗Fq(ℓ2 ⊗H))ω
as the ‖ · ‖-closed linear span of the sequences
(n−
m
2
∑
(j1,...,jm)=σ
πj1(x1) · · · πjm(xm)y⊗s(ej1⊗h1) · · · s(ejm⊗hm)) = (xnσ(y⊗1)) ∈ (K⊗¯Γq(ℓ2⊗H))ω,
for m ≥ 1, σ ∈ P12(m), xi ∈ BSB, hi ∈ H, y ∈ M . Let’s define the extended Wick words
xσ = xσ(x1, h1, . . . , xm, hm, y
op) by
xσ = (n
−m
2
∑
(j1,...,jm)=σ
πj1(x1) · · · πjm(xm)yop ⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)),
where m ≥ 1, σ ∈ P1,2(m), xi ∈ BSB, hi ∈ H, y ∈ P , viewed as operators in B(K), i.e. acting
naturally on sequences in L. The reader can check that
a) L is invariant to the natural action of the extended Wick words;
b) L = span{λ(xσ)ρ(yop)(1⊗1), xσ ∈M,y ∈M} whenK = L2(M) and L = span{π(xσ)(1⊗
y)θ(zop)((1 ⊗A 1)⊗ 1), xσ ∈M,y ∈M,z ∈ P} when K = L2(M)⊗A L2(P );
c) L is invariant to the natural action by orthogonal transformations of H given by
O(H) ∋ o→ αo = (id⊗ Γq(id⊗ o)) ∈ Aut((M⊗ Γq(ℓ2 ⊗H))ω).
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Let C(H) ⊂ B(L) be the C∗-algebra generated by the elements
(n−
m
2
∑
(j1,...,jm)=σ
πj1(x1) · · · πjm(xm)yop ⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)) = (xnσ(yop ⊗ 1)),
where xi ∈ BSB, hi ∈ H, y ∈ M,σ ∈ P (m). Also let Cˆ(H) ⊂ (B(K)⊗min Γq(ℓ2 ⊗H))ω be the
C*-algebra generated by the elements
(n−
m
2
∑
(j1,...,jm)=σ
πj1(x1) · · · πjm(xm)yop ⊗ s(ej1 ⊗ h1) · · · s(ejm ⊗ hm)) = (xnσ(yop ⊗ 1)),
where xi ∈ BSB, y ∈M,hi ∈ H,σ ∈ P (m), the ultraproduct being the C∗-algebra ultraproduct.
Remark 5.4. Let mα be the multipliers on Γq(H) associated to the non-negative finite support
functions fα : N→ R.
(1) One may assume that for every k, fα(k) = 1 for α large enough and that lim supα ‖mα‖cb =
1;
(2) (id⊗mα) : Cˆ(H)→ (B(K)⊗minΓq(ℓ2⊗H))ω are completely bounded, and the restriction
of a normal map.
Lemma 5.5. Let Cˆ(H), C(H) and mα be defined as above.
(1) Let ρ : (B(K) ⊗min Γq(ℓ2 ⊗ H))ω → B((K ⊗ Fq(ℓ2 ⊗ H))ω) be the *-homomorphism
defined by ρ((Tn))(ξn) = (Tnξn). Then ρ(Cˆ(H))(L) ⊂ L, so [ρ(Cˆ(H)), PL] = 0.
(2) The map Φ : Cˆ(H)→ C(H) defined by Φ(T ) = ρ(T )PL is a surjective *-homomorphism.
(3) If σ /∈ P1,2(m), then Φ((xnσ(yop ⊗ 1)) = 0. In particular, C(H) = Φ(Cˆ(H)) is spanned
by the elements Φ((xnσ(y
op ⊗ 1))), for m ≥ 1, σ ∈ P1,2(m).
(4) If (xn) = (x
′
n) ∈ M , then Φ((xn(yop ⊗ 1))) = Φ((x′n(yop ⊗ 1))). In particular, C(H) is
spanned by the elements Φ((Wσ(y
op ⊗ 1))), where Wσ ∈M,σ ∈ P1,2(m) are the reduced
Wick words.
Proof. Take (xnσ(y
op ⊗ 1)) ∈ Cˆ(H), (xnσ′(z ⊗ 1)) ∈ L. Due to the convolution rule we have
Φ((xnσ(y
op ⊗ 1)))(xnσ′ (z ⊗ 1)) = (xnσxnσ′(zy ⊗ 1)) =
∑
γ∈P (m+m′)
(xnγ (zy ⊗ 1)),
the summation being taken over all those γ’s which preserve the connections of both σ and σ′,
i.e. if some indices are connected by σ or σ′, they will remain connected in γ. Now for all
γ /∈ P1,2(m+m′), the corresponding term vanishes, because ‖xnγ (zy ⊗ 1)‖2 ≤ ‖zy‖∞‖xnγ‖2 → 0.
Thus
Φ((xnσ(y
op ⊗ 1)))(xnσ′ (z ⊗ 1)) =
∑
γ∈P1,2(m+m′)
(xnγ (zy ⊗ 1)) ∈ L,
which proves 1. Also, if σ /∈ P1,2(m) to begin with, every γ in the sum will also not be in
P1,2(m +m
′), hence the whole sum vanishes, which proves 3. The second statement is trivial.
If (xn), (x
′
n) ∈ M such that lim ‖xn − x′n‖2 = 0, then for every (ynσ(z ⊗ 1)) ∈ K, we have
‖xnynσ(zy ⊗ 1) − x′nynσ(zy ⊗ 1)‖2 ≤ ‖ynσ‖∞‖zy‖∞‖xn − x′n‖2 → 0, i.e. Φ((xn(yop ⊗ 1))) =
Φ((x′n(yop ⊗ 1))). The last statement then follows from the reduction formula.
Our goal is to prove that under certain conditions the maps (id⊗mα) descend to a multiplier
on the quotient algebra, namely C(H). This is done via a careful analysis of Φ∗.
Lemma 5.6. There exists a complete contraction
ψ : (K ⊗ L2(Γq(ℓ2 ⊗H)))r ⊗h (K ⊗ L2(Γq(ℓ2 ⊗H))c → L1(B(K)⊗ Γq(ℓ2 ⊗H))
such that
ψ((h⊗ a)⊗ (k ⊗ b)) = (h⊗ k¯)⊗ ab∗
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and tr((S ⊗ T )(ψ((h ⊗ a) ⊗ (k ⊗ b))∗) = ((S ⊗ T )(k ⊗ b), h ⊗ a). Here (k ⊗ h) is the rank one
operator with entries (kihj) in a given basis and ⊗h denotes the Haagerup tensor product of
operator spaces.
Proof. We recall that for a semifinite von Neumann algebra M the space M = L1(M, tr)
∗
is the
antilinear dual with respect to trace 〈T, ρ〉 = tr(Tρ∗). Moreover, for M = B(H) one usually
considers linear duality with respect to the transposed ρt of a density ρ:
〈〈T, ρ〉〉B(H),S1(H) = tr(Tρt) = tr(Tρ∗) = 〈T, ρ¯〉B(H),S1(H) .
Using the description of S1(H) = H
r ⊗h Hc as a Haagerup tensor product, we find a natural
map ω : Hr ⊗h Hc → B(H)∗ given by
ω(h⊗ k)(T ) = tr(T (
∑
ij
hikjeij)
t) = tr(T (
∑
ij
hikjeji)) =
∑
ij
Tijhikj = (T (k), h¯) .
Let M be a semifinite von Neumann algebra and (ξj) be an orthonormal basis. Then we may
define the antilinear map v(a) =
∑
j〈ξj, a〉ξj and observe that
(b, v(a)) =
∑
j
〈b, ξj〉〈v(a), ξj〉 =
∑
j
〈b, ξj〉〈ξj , a〉 = τ(ba∗) .
Therefore m¯ = ω(v ⊗ id) : L2r(M)⊗h L2c(M)→ B(L2(M))∗ satisfies
m(a⊗ b)(T ) = (T (b), v(a)) = τ(Tba∗) = τ(T (ab∗)∗)) = 〈T, (ab∗)〉
for all T ∈M . This shows thatm(a⊗b) = ab∗ is a complete contraction from L2r(M)⊗hL2c(M)→
L1(M). Now we repeat the argument for H = K ⊗ L2(M) and V (h ⊗ b) = k¯ ⊗ v(b). Then we
obtain a complete contraction ψ = ω(V ⊗ id) : (K ⊗ L2(M))r⊗hK⊗L2(M)→ B(K⊗L2(M))∗
such that for S ∈ B(K) and T ∈M
ψ((h ⊗ a)⊗ (k ⊗ b))(S ⊗ T ))(S(k), h¯)τ(Tba∗) = (S(k), h)(Tb, a) = (S ⊗ T (k ⊗ b), h⊗ a)
= (tr ⊗ τ)((S ⊗ T )(k ⊗ h¯)
Here (α⊗β) = ∑ij eijαiβj is the density of the corresponding rank one operator. Therefore the
map ψ((k ⊗ a)⊗ (h⊗ b)) = (h⊗ k¯)⊗ ab∗ does the job.
Corollary 5.7. Let L ⊂ (K⊗L2(Γq(ℓ2⊗H))ω be defined as above. Then there exists a completely
contractive map
Ψ : Lr ⊗h Lc → (L1(B(K)⊗ Γq(ℓ2 ⊗H)))ω
and a complete contraction q : (L1(B(K)⊗ Γq(ℓ2 ⊗H))ω → [(B(K)⊗¯Γq(ℓ2 ⊗H)ω]∗ such that
(q ◦Ψ)(k ⊗ h)(T ) = 〈T (k), h〉 .
In particular Ψ∗|Cˆ(H) = Φ.
Proof. For ξ, η ∈ L given by ξ = (ξn)n, η = (ηn)n we may define
Ψ(ξ ⊗ η) = (ψ(ξn ⊗ ηn))n ,
where ψ is the map from Lemma 5.6. Now Ψ obviously extends by linearity, thanks to the defi-
nition of the Haagerup tensor product and the well-known fact that Mm((Xn)
ω) = (Mm(Xn))
ω
(see [44]). The map q is given by the limit
q((ζn)n)(Tn)n = lim
n→ω(tr ⊗ τ)(Tnζ
∗
n)
Now the assertion follows from Lemma 5.6 and the fact that the duality pairing is given by the
limit along the ultraproduct.
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Remark 5.8. Let H be an infinite Hilbert space and H ⊂ H ′. Thanks to the definition of the
C∗-algebra Cˆ(H) as a subalgebra of the ultraproduct, we clearly have an isometric inclusion
Cˆ(H) ⊂ Cˆ(H ′). The C∗-algebra C(H) ⊂ B(L(H)) depends on our minimalistic definition of
L(H). Certainly, L(H) ⊂ L(H ′) and hence the tautological map ι(xσ) = xσ, ι(yop) = y produces
a larger norm on L(H ′) than on L(H). Let us consider a noncommutative polynomial p in a
finite number of xσ’s and y
op’s, and we may assume that the xσ only contain vectors from a
finite dimensional subspace H0 ⊂ H. Then we can find norm attaining vectors ξ, η ∈ L(H ′) for
p. Then we write H ′ = H0 ⊕H⊥0 and may also assume that the ξ and η are linear combination
of elements in L(H0) and L(H1) where H1 ⊂ H⊥0 is a finite dimensional subspace. Using the
moment formula, we see that the inner product remains unchanged after applying an orthogonal
transformation o which sends H1 to a finite dimensional subspace of H orthogonal to H0 and
leaves H0 invariant. This implies that
‖p‖C(H′) = sup
‖ξ‖≤1,‖η‖≤1
|〈ξ, pη〉| = sup
‖ξ‖≤1,‖η‖≤1
|〈αo(ξ), pαo(η)〉| ≤ ‖p‖C(H) .
Let us denote by qH = Φ|Cˆ(H) : Cˆ(H)→ C(H) the quotient map. Then we obtain a commutative
diagram
Cˆ(H)
qH→ C(H)
↓ ↓
Cˆ(H ′)
qH′→ C(H ′)
,
where the left hand downward arrow is the natural ultraproduct inclusion and the right hand
downward arrow is the tautological inclusion (which is well-defined and injective). This allows
us to identify elements in the kernel of qH by considering qH′ .
We recall that thanks to Avsec’s result, the orthogonal projection Pk : Γq(H) → Γq(H)
onto Wick words of length k is a normal completely bounded map. We use the same notation
Pk : L
1(Γq(H)) → L1(Γq(H)) and id ⊗ Pk : L1(B(K)⊗ Γq(H)) → L1(B(K)⊗ Γq(H)). Let
us note that one can take Pωk :
∏
L1(B(K)⊗ Γq(H)), the extension to the ultraproduct of L1
spaces, which satisfies
〈(id⊗ Pk)((Tn)), (ξn)〉 = 〈(Tn), (id ⊗ Pk)((ξn))〉
with respect to the anti-linear bracket given by the ultraproduct trace (see also [50]).
Lemma 5.9. The kernel of Φ ◦ Pωk contains the kernel of qH .
Proof. The map Φ ◦ Pωk is normal. According to Remark (5.8) it therefore suffices to show that
for ξ, η ∈ L we have
(id⊗ Pωk )(Ψ(ξ ⊗ η)) ∈ Im(ψH′)
for some potentially larger Hilbert space H ′. Let us now consider Wick words (xnσ)n, x˜nσ, and
yop, y˜op. We have to consider
Ψ((x˜σ y˜
op)n ⊗ (xσyop)n) = (ψ(x˜nσyy˜op ⊗ xnσyop))n .
For fixed n ∈ N we see that
Ψ((x˜nσ˜y)⊗ (xnσyop)) = n−(m+m˜)/2
∑
(j˜k)=σ˜,(jk)=σ
(~π(a)yop ⊗ ~πj˜1(a˜)y˜op)⊗ ~sj˜(h˜)~s ∗j
=
∑
σ′∈P (m+m′)
Ψσ
′
(x˜σ˜ y˜
op ⊗ xσyop) ,
where
Ψσ
′
(x˜σ˜ y˜
op ⊗ xσyop) =
∑
(j˜1,...,j˜m˜,jm,...,j1)=σ′
(~π(a)yop ⊗ ~πj˜1(a˜)y˜op)⊗ ~sj˜(h˜)~s ∗j .
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Note also that σ′ has to be obtained by joining singletons from σ˜ and σ. In this context we
observe again that is enough to consider σ′ ∈ P1,2(m˜+m). In the following example we see that
‖
∑
j1
(πj1(a1)πj1(a2)y
op ⊗ πj1(a˜1)y˜op)⊗ s2j1sj1‖1
≤ ‖
∑
j1
πj1(a1)πj1(a2)y
op ⊗ s2j1 ⊗ e1,j1‖‖
∑
j1
πj1(a˜1)y˜
op ⊗ sj1ej1,1‖
≤ cq(a, a˜)n≪ n3/2
is much smaller than the predesigned n3/2 and hence vanishes in the limit. For more complicated
configurations, we may assume that σ and σ˜ are pair/singleton partitions, and that new links
in σ′ ∈ P1,2(m + m˜) are obtained from joining pairs or singletons in σ with pairs in σ˜ (or the
other way round). All the joint pairings can be estimated using the definition of the Haagerup
tensor product as above which yields the bound
‖
∑
(j˜k)=σ˜,(jk)=σ,(j˜k ,jk)=σ′
(~πj(a)yop ⊗ ~πj(a˜)y˜op)⊗ ~sj˜(h˜)∗~sj(h)‖
≤ cqnf(σ,σ˜,σ′) sup
j
‖aj‖ sup
j
‖a˜j‖‖yop‖‖y˜op‖ .
The function f is obtained as follows. Let α be the number of pairs in σ being linked to either
a pair or singleton in σ˜, and similarly β be the number of linked pairs. Then we find
f(σ, σ˜, σ′) =
|σs|
2
+ |σp| − α+ α/2 + |σ˜s|
2
+ |σ˜p| − β + β/2 = m+ m˜
2
− α+ β
2
using row and column vectors e1,i1,...,il, ei1,...,il,1 for the number l of links in σ
′. Thus for
α+β > 0 we obtain 0 in the limit and therefore only those σ′ which link singletons to singletons
give a contribution in the limit. Now we use Pisier’s version [43, Sublemma 3.3] of the Mo¨bius
transform. Let σ′ be a fixed partition with pairs {{l1, r1}, ..., {lp, rp}}. Then there are unitaries
λσ
′
j in a product of free group factors such that
Sj(h) = sj ⊗ λσ′j
satisfies
a(σ′) :=
∑
σ′′ ≥ σ′
Ψσ
′
(x˜σ˜ y˜
op ⊗ xσyop) =
∑
j˜k,jk
(~πj(a)yop ⊗ ~πj(a˜)y˜op)⊗ (id ⊗E)(~Sj(h˜)∗ ~S(h))
= (id⊗ E)ψ(X˜σ′σ˜ ⊗Xσ
′
σ ) .
Here
Xσ
′
σ = (n
−m/2 ∑
(j1,...,jm)≤σ
πj1(a1) · · · πjm(am)⊗ Sj1(h1) · · · Sjm(hm))
and the corresponding expression for X˜σ
′
σ˜ depends on σ
′. Moreover, there exists a Mo¨bius
function µ(·, ·) such that (see [43, Proposition 1])
Ψσ
′
(x˜σ˜ y˜
op ⊗ xσyop) =
∑
π ≥ σ′
µ(σ′, π)a(π) .
The advantage of this representation comes from the fact that we can actually calculate Pk for
such a fixed σ′. Recall that we may assume that σ′ is a pair/ singleton partition. For fixed
n ∈ N and an element ηn = S ⊗Wn, Wn a Wick word of length k we obtain
tr(S((~πj(a)yop ⊗ ~πj(a˜)y˜op))τ(Wnsj˜1 · · · sj˜m˜sjm · · · sj1)
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such that (j˜1, ..., j˜m˜, jm, ..., j1) = σ
′. Then we obtain a non-zero term only if |σ′s| = k has exactly
k singletons. Hence we find that
(id⊗ Pk)(ψ(ξ ⊗ η)) =
∑
|σ′s|=k
Ψσ
′
(x˜σ˜ y˜
op ⊗ xσyop) =
∑
|σ′s|=k
∑
π ≥ σ′
µ(σ, π)a(π) .
Therefore we are left to consider
a(π) = (id⊗ E)(Ψ(X˜πσ˜ ⊗Xπσ )) .
In order to use Remark 5.8 we have to modify the variables Xπσ . Indeed, for every pair p = {l, r}
in π we introduce a label ep and replace s(ejl ⊗ hl) by s(ejl ⊗ ep ⊗ hl), and s(ej˜r ⊗ h˜r) by
s(ej˜r ⊗ ep⊗hr). For the remaining singletons we replace s(ej ⊗ hj) by Sj = s(ej ⊗ e0) and work
in the Hilbert space H ′ = H ⊗ ℓ2. Using the so modified Xπσ ’s we still have
a(π) = (id ⊗ EΓq(ℓ2⊗H⊗e0))nΨ(X˜πσ˜ ⊗Xπσ ) = limj→∞Ψ(αoj (X˜
π
σ˜ )⊗ αoj (Xπσ ))
for any sequence (oj) of orthogonal transformations such that oj(e0) = e0, which converges
weakly to e⊥0 . For elements in Cˆ(H) the limit for j →∞ converges, and hence this remains true
for the norm closure. Thus for an element x ∈ Cˆ(H) in the kernel of qH we find qH′(x) = 0 and
hence
〈x, a(π)〉 = lim
j→∞
〈x,Ψ(αoj (X˜σ
′
σ˜ )⊗ αoj (Xσ
′
σ )〉 = 0 .
Using linear combinations we deduce indeed that 〈Pk(x),Ψ(x˜σ y˜op ⊗ xσyop)〉 = 0.
Corollary 5.10. Let mα be multipliers given by the cb-approximation property for Γq(H).
i) Then (id ⊗ mα)n extend to completely bounded maps on C(H) with lim supα ‖(id ⊗
mα)n‖cb = 1, and limα fα(k) = 1, where fα are the associated scalar finitely supported
functions. In particular, the maps ϕ˜n used in the proof of Thm. 5.1 above are completely
bounded with lim supn ‖ϕ˜n‖cb = 1.
ii) Let L(H) = C(H)
so ⊂ B(L) and note that L(H) is spanned by ”extended Wick words”
(i.e. images of extended Wick words through Φ) such that L2k(L(H)) (i.e. the ‖·‖2-closed
linear span of the extended Wick words of degree k) is finitely generated over B. Then
there exists a modified family fα(N)
∗ : L(H)∗ → L(H)∗ converging in the point norm
topology.
Proof. Since (id⊗mα)(T ) =
∑
k fα(k)Pk(T ), we see that ‖ΦH ◦ (id⊗mα)‖cb ≤ 1 + εα and also
ker(qH) ⊂ ker(ΦH◦(id⊗mα)). But that means that there is a unique map m˜α : Cˆ(H)/ ker(qH)→
B(K) such that
‖m˜α‖cb = ‖mα‖cb ≤ 1 + εα .
However, Cˆ(H)/ ker(qH) = C(H) completely isometrically, and hence m˜α = (id⊗mα) coincides
with the densely defined map (id⊗mα)W (σ, ξ, a, y) = fα(|σs|)W (σ, ξ, a, y). Let us now consider
a finite dimensional subspace H0 ⊂ H. Since L2k(L(H)) is finitely generated over B, we deduce
that the projection Pd is normal on L(H0). Hence the maps mα are also normal and restricted
to the weakly dense subspace C(H0) we know that
‖mα‖cb ≤ (1 + εα) .
Since a weakly dense subspace is norming for L(H0)∗ we deduce that ‖(mα)∗ : L(H0)∗ →
L(H0)∗‖cb ≤ (1 + εα). Hence the normal map mα coincides with the normal map ((mα)∗)∗ and
satisfies the same cb-norm estimate. Moreover, since we have normal conditional expectations
EH0 : L(H) → L(H0) so that ∪HiEHi(L(Hi))∗ is norm dense in L(H)∗, we deduce that (mα)∗
extends to a completely bounded map of cb-norm at most (1 + εα) and hence mα = ((mα)∗)∗
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is indeed a normal extension of the map mα : C(H)→ C(H) with the same cb-norm estimate.
This concludes the proof of ii).
The remainder of the subsection is devoted to proving some auxiliary results which will help
us construct a standard form for the von Neumann algebra N which was used in the proof of
Thm. 5.1. This standard form will be crucial in the proof of the main technical theorem.
Lemma 5.11. There exists an action by *-automorphisms α : O(H)→ Aut(N ) such that
αo(π(x)θ(y
op)) = π(αo(x))θ(y
op), o ∈ O(H), x ∈M,yop ∈ P op .
Moreover, let E0 be the orthogonal projection of L onto the closed linear span of the extended
Wick words of degree zero. For T ∈ N the condition
αo(T ) = T, ∀o ∈ O(H)
implies that [T,E0] = 0.
Proof. Let us recall that N acts on
H = span{π(xσ)(y ⊗ 1)θ(zop)((1 ⊗A 1)⊗ 1), xσ ∈M,y ∈M,z ∈ P}
⊂ ((L2(M)⊗A L2(P ))⊗ L2(Γq(ℓ2 ⊗H)))ω .
Recall here that H is infinite dimensional, and thanks to second quantization uo = (id⊗αo)n acts
on H as a unitary. By normality, we deduce that αo(x) = uoxu∗o extends to a *-automorphism of
N and moreover, αo(θ(yop)) = θ(yop). Let oi ∈ O(H) be a family of orthogonal transformations
ofH such that oi(h) goes to 0 weakly inH. Let ξ = π(xσ)(y⊗Az⊗1) and η = π(x′σ′)(y′⊗Az′⊗1).
Then we obtain
lim
i
(uoi(ξ), η) = lim
i
lim
n→ω n
−(m+m′)/2 ∑
(jk)=σ,(j
′
k′
)=σ′
(~πj(x)(y ⊗A z), ~πj′(x′)(y′ ⊗A z′)
τ(sj1(oi(h1)) · · · sjm(oi(hm))sj′
m′
(h′m′) · · · sj′1(h′1)) = 0
Indeed, we expand the sum into the summation over σ′′ ∈ P1,2(m +m′) and execute the limit
over n. Then we observe that the coefficients remain uniformly bounded. However, oi(hk) is
eventually orthogonal to every h′k′ and then the moment formula for q-gaussian yields 0 in the
limit. We have therefore shown that uoi converges weakly to E0, the projection onto words of
length 0 in the second component. By taking convex combinations we find a net such that
SOT − lim
s
∑
i
αsiuoi = E0 .
Thus for T ∈ N with αo(T ) = T for all o, we deduce that [uo, T ] = 0 and hence
E0(T (ξ)) = lim
s
∑
i
αsiuoiT (ξ)) = T (lims
∑
i
αsiuoi(ξ)) = T (E0(ξ)) .
This means E0T = TE0 as desired.
Lemma 5.12. Let B ∨ P op ⊂ B(L2(M)⊗A L2(P )). Then the natural inclusion map
π : B ∨ P op → N
is normal.
Proof. By density it suffices to consider ξn = π(x
n
σ)(y ⊗A z) and ηn = π(x˜nσ˜)(y˜ ⊗A z˜). We may
assume that xσ and x˜σ is a Wick word. Our goal is to analyze
φ(T ) = lim
n→ω〈Tξn, ηn〉 .
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Let us first fix n ∈ N. Then ωn(T ) = 〈Tξn, ηn〉 is normal, and hence it suffices to assume
T = bθ(pop). It turns out that we need |σ| = |σ˜| = k and then
ωn(T ) =
n · · · (n− k + 1)
nk
∑
γ∈Sk
qinv(γ)τ(z˜∗EA(y˜∗πγ(k)(x˜k) · · · πγ(1)(x˜1)bπ1(x1) · · · πk(xk)y)zp) .
Thanks to Lemma 5.2, we may replace L2(M) by L2(D)⊗B L2(M) in the definition of H. For
fixed γ we may now define
xγ = α1,...,k(x)⊗B y ⊗A z , x˜γ = αγ(1),...,γ(k)(x˜)⊗B ⊗y˜ ⊗A z˜ .
Since ωn is normal we deduce that
ωn(T ) =
∑
γ
qinv(γ)
n · · · (n− k + 1)
nk
〈T (xγ), x˜γ〉
for all T ∈ B ∨ P op. Since the summation is finite and the scalar coefficients converge the limit
exists for all T ∈ B ∨ P op and result in a normal functional φ(T ) given by the same sum but
with coefficient 1 instead of n···(n−k+1)
nk
.
Proposition 5.13. Assume that for every finite dimensional Hilbert space H, L2k(M(H)) is
finitely generated as a right B-module (note that in particular this is the case if dimB(Dk(S)) <
∞, for all k). Then
i) There exists a faithful normal conditional expectation E : N → BP = π(B) ∨ θ(P op);
ii) The action α is implemented by an sot-continuous family of unitary operators (Vo)o∈O(H)
on L2(N );
iii) L2(N ) = ⊕k≥0Wk(M)L2(BP ) and Vo(π(xσ)ξ) = π(αo(xσ))ξ for xσ ∈ M, ξ ∈ L2(BP ).
Moreover, E|π(M) = EB, where EB : π(M)→ π(B) is the conditional expectation.
Proof. For a subspace H ′ ⊂ H we use the notation
H(H ′) = {π(xσ)((y ⊗A z)⊗ 1)|y ∈M,z ∈ P, xσ = xσ(x1, ..., xm, h1, ..., hm), hi ∈ H ′}
for the subspace generated by H ′-Wick words. Let ιH′ : H(H ′) ⊂ H be the canonical inclu-
sion map and FH′(T ) = ι
∗
H′T ιH′ the induced completely positive map. Certainly, we have
FH′(θ(y
op)) = θ(yop) and
FH′(xσ) = EH′(xσ) .
Indeed, if a Wick word xσ contains a singleton hi ∈ (H ′)⊥, then FH′(xσ) = 0. Using hi ∈
H ′∪(H ′)⊥ we deduce the assertion by linearity. Thus FH′(N (H)) = N (Hi) ⊂ B(H(H ′)) defines
a normal surjective conditional expectation FH′ . Let eH′ be the support of FH′ . We observe that
π(M(H ′)) and θ(P op) belong to the multiplicative domain of FH′ . Let N˜(H ′) ⊂ N (H) be the
von Neumann algebra generated by π(M(H ′)) and θ(P op) inside NP (H). According to remark
5.8 and Kaplansky’s density theorem, we deduce that FH′ induces the same weak
∗ topology on
the unit ball of N˜(H ′). This means that the tautological embedding σH′H : N (Hi) → N (H)
given by σH′H(xσ) = xσ and σH′H(θ(y
op)) = θ(yop) satisfies FH′σ = idN (Hi) and FH′ is an
isomorphism when restricted to N˜(H ′). We denote by EH′ = σHiHFH′ : N → N the resulting,
not necessarily faithful, conditional expectation. LetHi be an increasing net of finite dimensional
spaces whose union is dense. Since
⋃
iH(Hi) is norm dense, we deduce that EˆHi(x) converges
weakly to x as i goes to infinity along the net of finite dimensional subspaces. Recall that the
multiplier maps mα are normal and commute with every EHi . Adding convex combination we
may find a new completely contractive net, still denoted bymα, converging in the strong, strong
∗
operator topology. Thus we may assume that
(5.1) lim
i
lim
α
(EˆHi(mαx)) = x
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converges strongly for all x ∈ N . In our next step we consider H ′ = 0, i.e. the map ι :
L2(M) ⊗A L2(P ) → H, given by ι(y ⊗A z) = (y ⊗A z) ⊗ 1. This yields a completely positive
map Φ(T ) = ι∗T ι such that Φ(θ(yop)) = θ(yop) and Φ(π(b)) = π(b). On the other hand for a
Wick word x =Wσ, we see that
〈π(x)ι(y⊗Az), ι(y′⊗Az′)〉 = lim
n→ωn
−m/2 ∑
(ij)=σ
〈~π(x)(y⊗Az), y′⊗Az′〉τ(sj1(h1) · · · sjm(hm)) = 0 .
By normality, we deduce that Φ(N ) = B ∨ P op ⊂ B(L2(M) ⊗A L2(P )). Let us denote by
BP = Φ(N ) the resulting von Neumann algebra and by eBP the support of E = Φ|NP . Since
the Wick words of order 0 are obviously invariant under αo for all o ∈ O(H) and
Eαo(x) = αo(E(x)) = E(x)
we must have αo(eBP ) = eBP for every o ∈ O(H). More precisely, 1 − eBP is the projection of
the ideal I = {x : E(x∗x) = 0} and we certainly have αo(I) = I. This implies αo(1 − eBP ) =
1−αo(eBP ). We deduce that for all α we have αo(mαeBP ) = mαeBP and hence, thanks to Lemma
5.11 we know that [E0,mα(eBP ))] = 0. Now, we fix α and consider xi,α = FHi(mα(eBP )) =
mαFHi(eBP ). This means
xi,α =
∑
k≤k(α)
xk ,
where xk = Pk(x). However, we have a finite basis ξk,s of L
2
k(M(H)) over B made of elements
in Wk(Hi) and hence for all z = π(xσ′)θ(y
op) we find
Pk(z) =
∑
s
π(ξk,s)EB(ξ
∗
sxσ′)θ(y
op) .
Since Pk is normal we deduce that there are coefficients as ∈ π(B) ∨ θ(P op) such that
xk =
∑
s
π(ξk,s)as,k ∈ N (Hi) .
Note here that we have rewrittenmα as normal map, because the maps Tk,s(x) = π(ξks)σ(E(ξ∗ksx))
are normal, thanks to Lemma 5.12. Note also that due to Lemma 5.12 σ(B ∨ P op) = π(B) ∨
θ(P op) ⊂ N . On the other hand the projection PHi onto the range of ιHi contains the range of
ι and hence
[E0, ι
∗
Himˆα(eBP )ιHi ] = ι
∗
Hi [E0, mˆα(eBP )]ιHi = 0 .
Thus we have [E0, xi,α] = 0. Let us consider η = (y ⊗A z)⊗ 1. We deduce that
xi,α(η) =
∑
k≤k(α)
∑
s
π(ξk,s)ak,s(η) .
Moreover, we see that
EB(ξ
∗
s,kxi,α(η)) = EB(ξ
∗
s,kξs,k)ak,s(η) .
We may assume that fk,s = EB(ξ
∗
s,kξs,k) is a projection in B and ak,s = fksaks. Since the
conditional expectation can be calculated using vectors in the Hilbert space, we deduce that
ak,s(η) = EB(ξ
∗
s,kxi,α(η)) = EB(ξ
∗
s,kE0(xi,α(η))) = 0
for all k > 0. Thus only the coefficient for k = 0 survives and hence xi,α ∈ σ(B ∨ P op). This
remains true for the limit along α, i.e. xi = FHi(eBP ) ∈ σ(B ∨P op). Since
⋃
i ιHi is norm dense
we find that
eBP = w
∗ − lim
i
FHi(eBP ) ∈ σ(B ∨ P op) .
The restriction of the normal map σ ◦ E to σ(B ∨ P op) is the identity. This implies
1− eBP = σ ◦ E(1− eBP ) = σ ◦ E((eBP (1− eBP )eBP ) = 0 .
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Thus eBP = 1 and E is indeed a faithful normal expectation. Now it is easy to conclude the proof
of the crucial assertion iii). Indeed, we may assume that π(B) and θ(P op) both admit weakly
dense separable sub C∗-algebras and hence fix a faithful normal state φ on BP . Then ψ = φ ◦ E
satisfies the Connes’s commutativity relation for the modular group E(σψt (x)) = σφt (E(x)). We
refer to [21] for the fact that we have a natural embedding of the Haagerup spaces Lp(BP ) →
Lp(N ) given by
ιp(xd
1/p
φ ) = xd
1/p
ψ
for the densities dφ ∈ L1(B ∨ P op), dψ ∈ L1(NP ) associated with the states. Moreover, the
support of dψ is 1. This implies that L
2(N ) = NL2(BP ). By approximation in the C∗-algebra
generated by π(M) and θ(P op) we see that span of elements of the form
π(xσ)θ(y
op)d
1/2
ψ
are dense in L2(N ). However, we have
tr((π(xσ)θ(y
op)d
1/2
ψ )
∗π(xν)θ(zop)d
1/2
ψ ) = tr(θ(y
op)∗π(xσ)∗π(xν)θ(zop)dψ)(5.2)
= tr(θ(yop)∗θ(zop)π(xσ)∗π(xν)dψ) = ψ(θ(yop)∗θ(zop)π(xσ)∗π(xν))
= φ(E(θ(yop)∗θ(zop)π(xσ)∗π(xν))) = φ(θ(yop)∗θ(zop)E(π(xσ)∗π(xν)))
= φ(θ(yop)∗θ(zop)EBπ(xσ)∗π(xν))) .
For the proof of the last equality, we may assume that xσ and xν are reduced Wick words. As
in Lemma 5.12, we see that
〈π(xξ)(y ⊗A z), π(xν)(y˜ ⊗A z˜〉 = lim
n
n−(|σ|+|ν|)/2
∑
(jk)=σ,(j˜k˜)=σ˜
τ(z˜∗EA(y˜∗~πj˜(x˜)
∗~πj(x)y)z) τ(sj˜m(h˜m) · · · sj˜1(h˜1)(sj1(h1) · · · sjm(hm))
= δ|σ|,|ν|
∑
γ∈Sk
qinv(σ)n−|σ|
∑
(j1,...,jk)
τ((αjγ(1),...,jγ(k)(x˜))
∗αj1,...,jk(x)yEA(zz˜
∗)y˜∗)
= δ|σ|,|ν|
∑
γ∈Sk
qinv(σ)τ(b(x, x˜, γ)yEA(zz˜∗)y˜∗)) .
The limit b(x, x˜, γ) ∈ B only depends on x and x˜ and the permutation γ, see Lemma 5.2.
Placing the summation inside we find indeed EB(x
∗
νxσ). Thus we have shown that E|π(M) = EB .
Together with (5.2), we deduce that the spacesWk(M)L2(BP ) are mutually orthogonal. Finally,
we have to discuss the action α : O(H) → Aut(N ). For an arbitrary *-automorphism α of N ,
we may define the action on L2(N ) via
α(xd
1/2
ψ ) = α(x)(dψ ◦ α−1)1/2 .
It is easy to show that this action is independent of the choice of a normal faithful density
d associated with state ψ. Here d ◦ α−1 is the density of ψ ◦ α−1. Thus we deduce from
αo(θ(y
op) = θ(yop) and the fact that ψ ◦ αo = ψ, that
αo(π(xσ)θ(y
op)d
1/2
ψ ) = αo(π(xσ))θ(y
op)d
1/2
ψ ,
as expected.
Remark 5.14. A posteriori, we deduce that under the assumptions above FH′ is faithful for
every subspace H ′ ⊂ H because E = EFH′ .
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6. The deformation bimodules are weakly contained in L2(M)⊗B L2(M) for
sub-exponential dimensions of Dk(S) over B
6.1. Norm estimates for decomposable maps. Let H be an M -N bimodule over finite von
Neumann algebras M and N . We will introduce some norms which will enable us to show that
the M −N bimodules associated to certain maps Φ : M → L1(N) = Nop∗ are weakly contained
in H. To be more precise define
‖Φ‖H = inf{
∑
j
‖ξj‖‖ηj‖ : τ(Φ(x)y) =
∑
j
〈(x⊗ yop)ξj , ηj〉} .
The infimum is taken over elements ξj, ηj ∈ H.
Lemma 6.1. Let K be an M -N bimodule such that for a total set of vectors ξ ∈ K the map
Φξ :M → L1(N) defined by
τ(Φξ(x)(y)) = 〈(x⊗ yop)ξ, ξ〉 = 〈xξy, ξ〉
satisfies ‖Φξ‖H <∞. Then K is weakly contained in H.
Proof. Let us recall that K ≺ H if and only if we have the relation between the kernels
ker(πH) ⊂ ker(πK) ,
where πH : M ⊗bin Nop → B(H), respectively πK : M ⊗bin Nop → B(K) are the canonical
representations. Let z = lim zj be a limit of norm one elementary tensors which converges to
an element z ∈ ker(πH) with respect to the max norm. Let ξ ∈ K such that ‖Φξ‖H <∞. This
means we may assume that
τ(Φξ(x)y) =
∑
l
αl〈ξl, xηly〉 , ‖ξl‖‖ηl‖ ≤ 1
and
∑
l |αl| is finite. Using ‖zj‖bin ≤ 1 and uniform convergence, we may interchange limits and
deduce
〈zξ, zξ〉 = lim
j
〈ξ, z∗j zjξ〉 =
∑
l
αl lim
j
〈ξl, z∗j zjηl〉 =
∑
l
αl〈zξl, zηl〉 = 0 .
Thus for any linear combination ξ =
∑
k ξk of elements such that the Φξk ’s have finite H norm,
we still have πK(z)ξ = 0. By density this holds for all ξ ∈ K.
As an illustration for the norm estimates let us prove the following result.
Lemma 6.2. Let HB = L2(M)⊗B L2(M), and assume that L2k(M) has dimension dk over B.
Let Pk : L
2(M)→ L2k(M) be the orthogonal projection. Then
‖Pk‖HB ≤ dk .
Proof. We recall that
(6.1) 〈x⊗ yop(c⊗ d), a⊗ b〉 = τ(b∗EB(a∗xc)dy) = τ(EB(a∗xc)EB(dyb∗)) .
Assuming that ξj is a basis with EB(ξ
∗
j ξi) = δijei, ei a projection, we see that
τ(yPk(x)) =
∑
j
τ(yξjEB(ξ
∗
jx)) =
∑
j
〈x⊗ yop(1⊗ 1), ξj ⊗ ξ∗j 〉 .
Since 〈ξj ⊗ ξ∗j , ξj ⊗ ξ∗j 〉 = τ(E(ξ∗j ξj)E(ξ∗j ξj)) ≤ τ(ej), we deduce the assertion.
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6.2. Configurations. Our main goal here is to analyze the operators Φξ,η : M → L1(M) given
by Φξ,η(x) = EM (ξxη), where ξ, η are elements in Γq(B,A ⊗ (H ⊕ H)). We will start with
monomials
ξ = s(x1, h1) · · · s(xm, hm) , η = s(x′m′ , h′m′) · · · s(x′1, h′1)
where hi, h
′
i′ ∈ H × {0} ∪ {0} ×H. Although our goal is to obtain estimates for arbitrary x, we
will first assume that x = ζ is a reduced Wick word from M and only contains singletons from
H × {0}. By considering the moment formula we can reorganize the trace using configurations
τ(ζ ′ξζη) =
∑
α configuration
τ(ζ ′Φα(ζ))
whenever ζ ′ is another reduced Wick. Here a configuration α = (σ0×H , σH×0, Iξ,ζ , Iζ,η) is given
by
i) A pair partition σ0×H of {1, ...,m}
·∪ {m′, ..., 1} so that all the pairs {l, r} have indices
in 0×H;
ii) A pair partition σH×0 of {1, ...,m}
·∪ {m′, ..., 1} so that all the pairs {l, r} have indices
from H × 0;
iii) Subsets Iξ,ζ ⊂ {1, ...,m}, Iζ,η ⊂ {m′, ..., 1} disjoint from the support ∪σ0×H ∪ ∪σH×0 of
the partitions above.
Indeed, using the moment formula for τ(ζ ′ξζη) we know that we have to take the sum over all
pair partitions of length m +m′ + k + k′, k = |ζ|, k′ = |ζ ′|. Every such pair partition has to
respect the pairs of 0×H and that defines our σ0×H . Some pairs can combine elements from ξ
and η with coefficients in H × 0. This defines σH×0. Some partitions connect ξ and ζ and some
ζ with η. The left hand sides of the pairs between ξ and η define the set Iξ,ζ and the right hand
sides of the pairs from ζ, η define Iζ,η. All the remaining pairs will connect ζ
′ and ζ. Since ζ
and ζ ′ are themselves Wick words, there are no pairs connecting elements from ζ (ζ ′) with itself.
We see that indeed, the sum over all partitions can be regrouped into first summing over all
configuration (which only depend on ξ and η), and then sum over all partitions supported by
these configurations. Let us note that once a configuration α is known we can determine exactly
how many crossings will be produced by pairs in 0×H. Indeed, we know that |Iξ,ζ |+ |Iζ,η| many
singletons will be removed from ζ. According to the position of the left legs in σ0×H some extra
crossing will be produced from the set Iξ,ζ . The same applies for Iξ,ζ . Here is an example
a1 a2 b1 a3 b3 c1 c2 a3 d1 c3 c4 d2 b3 d1 a1 b1
Here σ0×H are given by the positions of b1 and b3. The set Iξ,ζ is given by the position of a3
and σH×0 is given by the positions of a1. The b’s are responsible for 8 + 1 + 1 + 1 crossings,
8 crossing with c’s, one crossing among themselves, one crossings coming from a’s and b’s, one
crossing from the b and d’s. Thus k(α) = 2× (6− 2) + 1 + 2.
In our next step we replace the monomials ξ and η by Wick words. This means we only have
to sum over those configurations such that σ0×H and σH×0 connect ξ and η and no pairs ξ and
η with itself. In addition the reduction procedure produces scalars and new operator valued
expression αj1,..,jl(β) with β ∈ Dk(S). We have proved the following simple combinatorial fact:
Lemma 6.3. Let ξ and η be Wick words obtained by reduction and ζ ∈ M be a Wick word of
length k = |ζ|. For a fixed configuration α there is a number k(α) such that for all −1 ≤ q ≤ 1
Φα(ζ) = q
k(α)ζ˜ ,
where ζ˜ is a linear combination of reduces words with smaller length k−|Iξ,ζ |− |Iζ,η|. Moreover,
if k ≥ m+m′ is the length of ζ, and L is the cardinality of σ0×H , then
k(α) ≥ (k −m−m′)L .
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We will give more precise information about ζ˜ in the next paragraph.
6.3. Generalized Q-gaussians. As a tool we will use a slight generalization of the von Neu-
mann algebra Γq(B,A ⊗ H). This generalization is based on matrix models of the ordinary
q-gaussian von Neumann algebras. This approach was invented by Speicher ([59, 60]) and has
been applied in many situations, see e.g. [2, 28, 30, 32, 35, 36]. Let Br : H → ⋂p Lp(Ω,Σ, µ) the
standard brownian motion so that Br(h) is a normal random variable and and (Br(h), Br(h′)) =
(h, h′). The σ-algebra is chosen minimal. This construction is well-known as the gaussian mea-
sure space construction. Given a selfadjoint matrix εij with values {−1, 1} there are symmetries
vj ∈M2n(C) such that
vivj = εijvjvi .
Speicher’s important idea is to choose the matrix εij independently at random for all pairs.
We will work with double indices ε(j,t),(k,s), which are independent as functions of the pairs
{(j, t), (k, s)} whenever t 6= s or j 6= k and satisfy
P (ε(jt),(ks) = 1) =
1−Qs,t
2
as along as (j, t) 6= (ks) for a given matrix Qs,t. This allows us to construct matrix models
u(t, h) = (
1√
n
n∑
j=1
vj,t ⊗ gj(h))n ∈
∏
n,ω
(M2n(C)⊗ L∞(Ω))n
which satisfy
τ(u(t1, h1) · · · u(tm, hm)) =
∑
σ∈P2(m)
∏
{a,b}∈σ,{c,d}∈σ,a<c<b<d
Qtatc
∏
{a,b}∈σ
〈ha, hb〉 .
In other words the constant term qinv(σ) is replaced by the product of the crossing inversions
weighted according to Q. Indeed, by independence∏
{a,b}∈σ,{c,d}∈σ,a<c<b<d
Qtatc = Eτ(vj1,t1 · · · vjm,tm)
for (j1, ..., jm) ≤ σ. In particular for a fixed t and ‖h‖ = 1 the random variable u(t, h) is just
an ordinary q gaussian. This central limit theorem is well-known and goes back to [59, 60], see
also [28], [32].
We may easily generalize this to the A-valued situation by considering a sequence of symmetric
independent copies (πj , B,A,D) and defining
u(t, h, a) = (
1√
n
n∑
j=1
vj,t ⊗ gj(h)⊗ πj(a))n ∈
∏
n,ω
(M2n(C)⊗ L∞(Ω)⊗¯D)n .
For a subset 1 ∈ S = S∗ ⊂ A, we denote the von Neumann algebra generated by the elements
u(t, h, a), t ∈ Q,h ∈ H, a ∈ S by Γ0Q(B,S⊗H). Then define the von Neumann algebra ΓQ(B,S⊗
H) by the same procedure as in Def. 3.4. A look at the moment formula allows us to state the
following fact.
Lemma 6.4. Let T0 ⊂ T be a non-empty subset such that Qst = q for all s, t ∈ T0. Then
Γq(B,S ⊗H) embeds into ΓQ(B,S ⊗H) in a trace preserving way.
Remark 6.5. As observed in [32] the reduction procedure still works in the generalized Q-
gaussian setting.
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Let us return to a configuration α as in 6.2. above. We replace the Wick words Wq(~a,~h)
and Wq(~a′, ~h′) by new Wick words WQ(~a,~h) WQ(~a′, ~h′) as follows. For a configuration α with a
partition σ0×H of the indices labeled with 0×H, we define a new matrix
Qst(q˜) =
{
q˜ if hs and ks are both in 0×H
q else.
Note that the matrix only depends on the first component σ0×H of a configuration. For every
pair p = {l, r} ∈ σ0×H we introduce a label ep and replace hl and h′r by hl ⊗ ep and h′r ⊗ ep to
avoid over-counting. We denote by Hs, H
′
t the modified vectors. Starting from
ξQ(q˜) = sQ(q˜)(H1, a1) · · · sQ(q˜)(Hm) , ηQ(q˜) = sQ(q˜)(H ′m′ , a′m′) · · · sQ(q˜)(H ′1, a′1)
we apply the same reduction procedure (eliminating all the pairs from the non-reduced words
Xσ(~h,~a)) for the Wq’s and obtain the reduced Wick words WQ(q˜)( ~H,~a), WQ(q˜)( ~H ′, ~a′).
Lemma 6.6. Fix σ0×H . The function
F (q˜) =
∑
α,α1=σ0×H
EM (WQ(q˜)( ~H,~a)ζWQ(q˜)( ~H ′, ~a′))
is a polynomial in q˜ with lowest degree at least (|ζ| − m + m′)L and largest degree at most
(|ζ|+m+m′)L.
Proof. Let α be a configuration which contains σ0×H . Comparing the terms in the moment
formula for
τ(ζ ′Wq(~h,~a)ζWq(~h′, ~a′)) and τ(ζ ′WQ(q˜)(~h,~a)ζWQ(q˜)(~h′, ~a′))
we see that they differ by the factor ( q˜q )
k(α) number of pairs. Note however, that k(α) only
depends on α. This implies the assertion.
6.4. Weak containment. We need a simple fact about polynomials:
Lemma 6.7. Let [a, b] be an interval, Pd(a, b) the set of polynomials of degree d,and a < t0 <
t1 < · · · < td < b distinct points. Then the map Φ : Pd(a, b) → Cd+1, φ(f) = f(tj) is injective.
Moreover, there exists a matrix ai,j such that for every polynomial
p(t) =
∑
0≤k≤d
αkt
k
of degree ≤ d we have
αk =
∑
j
ak,jf(tj) .
Proof. For 0 ≤ j ≤ d we define the polynomial pj(t) = (
∏
i 6=j(tj − ti))−1
∏
i 6=j(t− ti) which has
degree d. Then we see that pj(tj) = 1 and pj(ti) = 0 for i 6= j. In particular, the polynomials
(pj)0≤j≤d are linearly independent and hence Pd(a, b) = span{pj|0 ≤ j ≤ d}. This implies
p(t) =
∑
0≤j≤d
p(tj)pj(t)
and in particular Φ is injective. Since moreover, the monomials are linearly independent in
C∞(a, b), we see that the linear map Ψ(α0, ..., αd) = Φ(
∑
k αkt
k
j ) is invertible and can be repre-
sented by the matrix Cj,k = t
k
j , the well known Vandermonde matrix. Then A = C
−1 does the
job.
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From now on we fix σ = σ0×H , Wick words ξ =Wq( ~H,~a), η =Wq( ~H ′, ~a′) which are obtained
after reduction from possible longer terms sq(h1, a1) · · · sq(hm, am) and sq(h′m′ , a′m′) · · · sq(h′1, a′1).
This allows us to define
Fσ(t) = EM (WQ(t)( ~H,~a)ζWQ(t)( ~H,~a))
As in section 6.2. we assume that at least L labels of ξ and η are of the form (0, hi).
Corollary 6.8. Fix m,m′ and L. Then there exists a degree D = D(m,m′, L) such that for
q ∈ [a, b] and a ≤ t1 < · · · tD ≤ b < 1 there are coefficients γl such that
EM (ξζη) =
∑
σ
∑
l
(
q
tl
)(k−m−m
′)LγlFσ(tl)
holds for k = |ζ| ≥ 2(m+m′). Moreover, for some possibly different coefficients γ˜l
EM (ξζη) =
∑
σ
∑
l
γ˜lFσ(tl)
holds for |ζ| ≤ 2(m+m′).
Proof. We fix σ and k ≥ m+m′. Let [a, b] ⊂ (−1, 1) be an interval and a = q. The ti’s are all
chosen bigger than a. We define the polynomial pk(t) = t
−(k−m−m′)LF (t) which has degree at
most (k +m′ +m− (k −m−m′))L ≤ (2m+ 2m′)L and hence
pk(t) =
∑
0≤j≤(2m+2m′)L
ajt
j and aj =
∑
i
cijpk(ti)
holds for mutually different points a ≤ t1, ..., td ≤ b where d ≤ (2m+2m′)L+1 are independent
of k. Hence we get
Fσ(q) = q
(k−m−m′)Lpk(q) = q(k−m−m
′)L
∑
j,i
cijq
jpk(ti)
= q(k−m−m
′)L
∑
j,i
cijq
jt
−(k−m−m′)L
i Fσ(ti) =
∑
i
(
∑
j
cijq
j)(
q
ti
)(k−m−m
′)LFσ(ti) .
This defines the coefficients γi. For k ≤ 2(m +m′) we work directly with the polynomial F (t)
of degree at most 2(m+m′)L.
Let M = Γq(B,S⊗H), M˜ = Γq(B,S⊗ (H⊕H)). Define the M −M bimodule Fm ⊂ L2(M˜)
as the ‖·‖2-closed linear span of the reduced Wick wordsWσ(x1, . . . , xt, h1, . . . , hN ), N ≥ 1 such
that hi ∈ H × {0} ∪ {0} ×H for all i and at least m of the vectors hi belong to {0} ×H. This
bimodule will play a crucial role in our deformation-rigidity arguments in the next section.
Theorem 6.9. Let M = Γq(B,S ⊗ H) and let C > 0, d > 0 be two constants such that the
dimension of L2k(M) over B is smaller than Cd
k for all k. Let |q| < 1. Then there exists an
L0 ∈ N and a B-M bimodule K such that Fl is weakly contained in L2(M)⊗B K for all l ≥ L0.
Proof. Let us recall that
〈ζ ⊗ (ζ ′)op(a⊗B b), α ⊗B β〉 = τ(β∗EB(α∗ζa)bζ ′) = τ(EB(α∗ζa)EB(bζ ′β∗)) .
Now we may assume that (ξi)i∈Ik is a basis of dimension dk over B so that
Pk(ζ) =
∑
i∈Ik
ξiEB(ξ
∗
i ζ) and EB(ξ
∗
i ξ) ≤ 1 .
This implies
τ(ζ ′ξζη) =
∑
i∈Ik
τ(ζ ′ξξiEB(ξ∗i ζ)η) =
∑
i∈Ik
τ(ξiEB(ξ
∗
i ζ)ηζ
′)
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=
∑
i∈Ik
〈ζ ⊗ (ζ ′)op(1⊗B η), ξi ⊗B (ξξi)∗〉 .
Let q0 < 1 so that q/q0 < 1. Then we define the B −M bimodule
K =
⊕
q/q0≤t<1
L2(ΓQ(t)(B,S ⊗H))
with the natural left and right actions. For fixed ξ, η we choose a = ±q and |q|/q0 ≤ t0 <
· · · tD < b for some b < 1. This allows us to define WQ(ti)(~h,~a) and WQ(ti)(~h′, ~a′) in K. With
the help of Corollary 6.8 we deduce that the map Φ+(ζ) =
∑
k ≥ 2(m+m′)EM (ξPk(ζ)η) satisfies
‖Φ+‖L2(M)⊗BK ≤∑
σ
∑
l
|γl|
∑
k ≥ 2(m+m′)
q
(k−m−m′)L
0
∑
i∈Ik
‖1⊗B WQ(tl)( ~H ′, ~a′)‖‖ξi ⊗B ((WQ(tl)( ~H,~a)ξi)∗‖ .
Now we note that
‖1⊗B WQ(tl)( ~H ′, ~a′)‖ = ‖WQ(tl)( ~H ′, ~a′)‖L2(ΓQ(tl)) ≤ c(tl)
and
‖ξi ⊗B (WQ(tl)( ~H,~a)ξi)∗‖ = τ(WQ(tl)( ~H,~a)ξiEB(ξ∗i ξi)(WQ(tl)( ~H,~a)ξi)∗)
≤ τ(ξiξ∗iWQ(tl)( ~H,~a)∗WQ(tl)( ~H,~a)) ≤ ‖WQ(tl)( ~H,~a)‖2ΓQ(tl) ≤ c(tl) .
Thus it suffices to know that
∑
k q
(k−m−m′)L
0 Cd
k is finite. Note here that m and m′ depend
on the Wick word and that we may assume l ≥ L0. Thus qL00 d < 1 and b < 1 is enough to
achieve summability . Using the second part of Corollary (6.8) we also have summability for
k ≤ 2(m+m′). Lemma 6.1 then yields the assertion.
Corollary 6.10. LetM = Γq(B,S⊗H) and assume that H is finite dimensional and dimB(Dk(S)) ≤
Cdk for some constants C, d > 0. Then there exists an B −M bimodule K such that for m ≥ 1
large enough we have Fm ≺ L2(M) ⊗B K. In particular, for m large enough, Fm is weakly
contained into L2(M)⊗B L2(M).
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7. The proof of the main theorem and its applications
We first need some preliminaries. Throughout this section we use the notationsM =M(H) =
Γq(B,S ⊗H), M˜ = Γq(B,S ⊗ (H ⊕H)) =M(H ⊕H). Let
M = (D⊗¯Γq(ℓ2 ⊗H)) ∨M ⊂ (D⊗¯Γq(ℓ2 ⊗H))ω.
As in Section 5, let
H ⊂ ((L2(M)⊗A L2(P ))⊗Fq(ℓ2 ⊗H))ω
be the norm closed linear span of the sequences
(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)y ⊗A z)⊗ sj1(h1) · · · sjm(hm)),
for m ≥ 1, σ ∈ P1,2(m), xi ∈ BSB, hi ∈ H, y ∈M,z ∈ P . Take the representations
π : M → B(H), θ : P op → B(H)
introduced in Section 5 and define N = π(M)∨ θ(P op) ⊂ B(H). As seen is Section 5, we choose
a normal faithful state φ on BP = π(B)∨θ(P op) ⊂ B(H) and then define a normal faithful state
ψ on N by ψ = φ ◦ EBP , where EBP : N → BP is the normal faithful conditional expectation.
Let dψ ∈ L1(N ) be the density of ψ and ξ0 = d
1
2
ψ . Then L
2(N ) is the norm closed span of
the elements π(xσ)θ(y
op)ξ0, for xσ ∈ M a Wick word and y ∈ P . Let Wk(M) be the linear
span of the Wick words of degree k in M and L2(BP ) = L
2(BP , φ) be the standard form for
BP ⊂ B(H). Then N is standardly represented on
L2(N ) =
⊕
k≥0
Wk(M)L2(BP )
by the formulas
π(xσ)θ(y
op)(π(xν)θ(z
op)ξ0) = π(xσxν)θ((zy)
op)ξ0, xσ, xν ∈M,y, z ∈ P.
The conjugation J : L2(N ) → L2(N ) associated to the standard representation of N is given
by
J (π(xσ)θ(yop)ξ0) = σψ− i
2
(π(x∗σ)θ(y¯))ξ0, xσ ∈M,y ∈ P,
where σψt is the modular group on N associated to ψ. We will also consider N˜ = N (H˜)
constructed in the same way as N by using H˜ = H ⊕H instead of H. Thus take
H˜ ⊂ ((L2(M)⊗A L2(P ))⊗Fq(ℓ2 ⊗ H˜))ω
to be the norm closed linear span of the sequences
(n−
m
2
∑
(j1,...,jm)=σ
(πj1(x1) · · · πjm(xm)y ⊗A z)⊗ sj1(h˜1) · · · sjm(h˜m)),
for m ≥ 1, σ ∈ P1,2(m), xi ∈ BSB, h˜i ∈ H˜. Exactly as in Section 5, define the *-representations
π : M˜ → B(H˜), θ : P op → B(H˜)
and then define N˜ = π(M˜) ∨ θ(P op). Then N˜ is standardly represented on
L2(N˜ ) =
⊕
k≥0
Wk(M˜)L2(BP ),
and the associated conjugation J˜ : L2(N˜ )→ L2(N˜ ) is given by the formula
J˜ (π(xσ)θ(yop)ξ0) = σψ− i
2
(π(x∗σ)θ(y¯))ξ0, xσ ∈ M˜, y ∈ P,
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where σψt is the modular automorphisms group on N˜ associated to ψ. For every angle t define
the unitary Vt on L
2(N˜ ) by
π(xσ(x1, h˜1, . . . , xm, h˜m))θ(y
op)ξ0 7→ π(xσ(x1, ot(h˜1), . . . , xm, ot(h˜m)))θ(yop)ξ0.
Then the one parameter group of *-automorphisms Ad(Vt) of B(L
2(N˜ )) restricts to a group αt
of *-automorphisms of N˜ , acting according to the formula
αt(π(xσ(x1, h˜1, . . . , xm, h˜m)θ(y
op)) = π(xσ(x1, ot(h˜1), . . . , xm, ot(h˜m)))θ(y
op).
When further restricted to M˜ = Γq(B,S⊗ H˜) this group of *-automorphisms coincides with the
one introduced in Theorem 3.16 and we have the following identity
Tt(x) = EM (αs(x)), x ∈M, 0 ≤ s < π
2
,
where Tt is the heat semigroup introduced in Theorem 3.16 and t = −ln(cos(s)). We finally
introduce the bimodules needed in the deformation argument. To do this, recall that M˜ =
M(H ⊕ H) is the generalized q-gaussian algebra generated by B, sq(a, h, 0) and sq(a, 0, h),
where a ∈ S runs through the generating set and h ∈ H are unit vectors. Let F ⊂ H be an
orthonormal basis. Then we define an M −M bimodule F=m ⊂ L2(M˜) by
F=m = span‖·‖2{Wσ(k1, ..., kN , a1, ...., aN ′ )|ki ∈ F × {0} ∪ {0} × F,#{i|ki ∈ {0} × F} = m} .
Note that we use reduced Wick words. This means N = |σs| and the vectors (k1, ..., kN ) are
the ones obtained after contracting the pairs. Here σ ∈ P1,2(N ′) and a1, .., aN ′ are the original
coefficients from S. One can see that F=m is exactly the eigenspace of vectors ξ ∈ L2(M˜ ) such
that EM(0⊕H)(αt(ξ)) = e−tmξ for all (some) t > 0. Likewise we define the M −M bimodule
FP=m ⊂ L2(N˜ ) as the ‖ · ‖2-closed span of the elements
π(Wσ(x1, h1, . . . , xm, hm))θ(y
op)ξ0, xi ∈ BSB, hi ∈ F × {0} ∪ {0} × F,
such that exactly m of the vectors hi belong to {0} × F . It’s easy to see that FP=m can be
described by
FP=m = {ξ ∈ L2(N˜ )|EN (0⊕H)(αt(ξ)) = e−tmξ,∀t > 0} .
Finally, we set
Fm =
⊕
m′ ≥ m
F=m′ ⊂ L2(M˜) , FPm =
⊕
m′ ≥ m
FP=m′ ⊂ L2(N˜ ) .
Let’s remark that we have the following transversality property, whose proof is virtually the
same as that of Prop. 5.1. in [1].
Lemma 7.1. There exists a constant C = C(m) > 0 such that for 0 < t < 2−m−1 we have
‖Vtm+1(ξ)− ξ‖ ≤ C‖e⊥Vt(ξ)‖ for all ξ ∈
⊕
k≥m+1
L2k(N ) ⊂ L2(N˜ ).
Theorem 7.2. Let M = Γq(B,S⊗H) associated to a sequence of symmetric independent copies
(πj , B,A,D) and assume that the dimension of Dk(S) over B is finite for every k and that H
is finite dimensional. Let A ⊂ M be a von Neumann subalgebra which is amenable relative to
B and denote P = NM(A)′′. Let m ≥ 1 be fixed. Then at least one of the following statements
holds:
(1) The M −M bimodule Fm is left P -amenable;
(2) there exist t, δ > 0 such that infa∈U(A) ‖Tt(a)‖2 ≥ δ,
Proof. The approximately invariant states ωn ∈ N∗ constructed in Thm. 5.1 are implemented
by unit vectors ξn ∈ L2(N ) ⊂ L2(N˜ ). Using the Powers-Stormer inequalities we see that the
vectors ξn have the following properties
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(1) 〈π(x)ξn, ξn〉 → τ(x), x ∈M ;
(2) ‖π(a)θ(a¯)ξn − ξn‖ → 0, a ∈ U(A);
(3) ‖π(u)θ(u¯)J π(u)θ(u¯)J ξn − ξn‖ → 0, u ∈ NM (A).
Let e⊥ : L2(N˜ )→ FPm be the orthogonal projection. We have the following alternative:
Case 1. For every non-zero projection p ∈ Z(P ) and for every t > 0 we have
lim sup
n
‖e⊥Vtπ(p)ξn‖ > ‖p‖2
8C
.
We will prove that in this case the M −M bimodule Fm is left P -amenable.
Lemma 7.3. Let X be the the strong operator topology completion of Fm as a right M -module
with respect to the M -valued inner product 〈x, y〉 = EM (x∗y), x, y ∈ Fm. Let L(X) be the von
Neumann algebra of adjointable operators on X. Then there exists a normal ∗-homomorphism
Ψ : L(X)→ B(L2(FPm)) such that Ψ(L(X)) ⊂ B(L2(FPm)) ∩ (N op)′ ∩ (θ(P op))′.
Proof. The condition (5.13)iii) implies that FPm = X ⊗M L2(N ), where the left action on N is
that of π(M). Therefore the map Ψ : L(X)→ B(FPm) given by
L(X) ∋ T 7→ T ⊗M id ∈ B(FPm)
is a well-defined normal ∗-homomorphism. Let us consider a rank one operator ξ ⊗ η¯ ∈ L(X)
with ξ, η Wick words in M˜ . Then we calculate
Ψ(ξ ⊗ η¯)(π(xσ)θ(yop)ξ0) = π(ξ)π(EM (η∗xσ))θ(yop)ξ0 .
Let eN be the orthogonal projection of N˜ onto the closure of N ξ0, which exists thanks to the
fact that EN˜BP is faithful, see Remark 5.14. Then we note that for x˜σ˜ ∈M we have
〈π(EM (η∗xσ)θ(yop)ξ0, x˜σ˜ y˜opξ0〉 = ψ(θ(y˜op)∗θ(yop)EN˜BP (x˜∗σ˜xσ))
= ψ(θ(y˜op)∗θ(yop)(Eπ(M)π(B) ◦EN˜π(M))(x˜∗σ˜xσ)) = 〈π(EM (η∗xσ))θ(yop)ξ0, π(x˜σ˜)θ(y˜op)ξ0〉 .
This shows that
π(EM (η
∗xσ))θ(yop)ξ0 = eN (π(η∗xσ)θ(yop)ξ0) .
Thus we deduce that for all the rank one operators ξ ⊗ η¯ ∈ L(X)
Ψ(ξ ⊗ η¯) = Lπ(ξ)eNLπ(η∗)
is a right N -module map, hence belongs to B(L2(FPm)) ∩ (N op)′. It’s also trivial to check that
Ψ(ξ⊗η¯) commutes with the operators Lθ(yop), for all y ∈ P . Since Ψ is normal and the linear span
of the rank one operators is so-dense in L(X) we have Ψ(L(X)) ⊂ B(L2(FPm))∩(N op)′∩(θ(P op))′,
as desired.
The lemma provides a normal *-homomorphism
Ψ : B(Fm) ∩ (Mop)′ → B(FPm) ∩ (θ(P op) ∨ J˜ π(M)J˜ ∨ J˜ θ(P op)J˜ )′
such that Ψ(λ(x)) = π(x) for x ∈ M , where λ is the natural left action of M on L2(M˜). From
this point on, the proof proceeds verbatim as in [48], proof of Case 1 in Thm. 3.1.
Case 2. There exist a non-zero central projection p ∈ Z(P ) and t > 0 such that
lim sup
n
‖e⊥Vtπ(p)ξn‖ ≤ ‖p‖2
8C
.
In this case we prove that there exist s, δ > 0 such ‖Ts(a)‖2 ≥ δ for all a ∈ U(A). Write
π(p)ξn = ζn+ηn, where ζn ∈
⊕
k≤m L
2
k(N ), ηn ∈
⊕
k≥m+1 L
2
k(N ). Note that ‖ζn‖ ≤ 1, ‖ηn‖ ≤ 1.
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Since Vt converges uniformly on (
⊕
k≤m L
2
k(N ))1, there exists a t0 > 0 such that for 0 < s < t0
we have
‖Vsξ − ξ‖ ≤ min{‖p‖2
8
,
‖p‖2
8C
} for ξ ∈ (
⊕
k≤m
L2k(N ))1.
Fix 0 < s <min{tm+1, t0, tm+10 , 2−(m+1)
2}. For every n ≥ 1 we have the following estimate:
‖Vsπ(p)ξn − π(p)ξn‖ ≤ ‖Vsζn − ζn‖+ ‖Vsηn − ηn‖ ≤ ‖p‖2
8
+ ‖Vsηn − ηn‖ ≤
‖p‖2
8
+ C‖e⊥V m+1√sηn‖ ≤
‖p‖2
8
+ C‖e⊥V m+1√sπ(p)ξn‖+ C‖e⊥V m+1√sζn‖ ≤
‖p‖2
8
+ C‖e⊥V m+1√sπ(p)ξn‖+ C‖e⊥(V m+1√sζn − ζn)‖+ C‖e⊥ζn‖ ≤
‖p‖2
8
+ C‖e⊥V m+1√sπ(p)ξn‖+ C‖V m+1√sζn − ζn‖ ≤
‖p‖2
4
+ C‖e⊥Vtπ(p)ξn‖.
Taking limsup with respect to n we obtain
lim sup
n
‖Vsπ(p)ξn − π(p)ξn‖ ≤ 3‖p‖2
8
.
From this point on, the proof proceeds verbatim as in [48], proof of Case 2 in Thm. 3.1.
Proof of Theorem A. For the first alternative, we use (2) in Theorem 7.2, Proposition 3.20
and Proposition 2.3. For the second alternative, we use (1) in Theorem 7.2, Corollary 6.10 and
Remark 2.7. 
Proof of Corollaries B, C, D. Immediate from Theorem A. 
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