We propose a new approach to the numerical solution of radiative transfer equations with certified a posteriori error bounds. A key role is played by stable Petrov-Galerkin type variational formulations of parametric transport equations and corresponding radiative transfer equations. This allows us to formulate an iteration in a suitable, infinite dimensional function space that is guaranteed to converge with a fixed error reduction per step. The numerical scheme is then based on approximately realizing this iteration within dynamically updated accuracy tolerances that still ensure convergence to the exact solution. To advance this iteration two operations need to be performed within suitably tightened accuracy tolerances. First, the global scattering operator needs to be approximately applied to the current iterate within a tolerance comparable to the current accuracy level. Second, parameter dependent linear transport equations need to be solved, again at the required accuracy of the iteration. To ensure that the stage dependent error tolerances are met, one has to employ rigorous a posteriori error bounds which, in our case, rest on a Discontinuous Petrov-Galerkin (DPG) scheme. These a posteriori bounds are not only crucial for guaranteeing the convergence of the perturbed iteration but are also used to generate adapted parameter dependent spatial meshes. This turns out to significantly reduce overall computational complexity. Since the global operator is only applied, we avoid the need to solve linear systems with densely populated matrices. Moreover, the approximate application of the global scatterer accelerated through low-rank approximation and matrix compression techniques. The theoretical findings are illustrated and complemented by numerical experiments with non-trivial scattering kernels.
Introduction

Problem Formulation
In this work we consider certain kinetic models describing the propagation of particles in a collisional medium modeling, e. g., heat transfer phenomena, neutron transport or medical imaging processes. We confine the subsequent discussion to simple monoenergetic radiative transfer models which nevertheless exhibit the main obstructions to the design of efficient numerical methods for this problem class. Let D ⊂ R d be a bounded convex domain with piecewise C 1 boundary ∂D, where d ≥ 1. Hence, for almost all x ∈ ∂D the outward normal n = n(x) is well defined.
Furthermore, let S ⊂ R d denote the unit (d − 1)-sphere representing the directions in which particles propagate. Since we focus on the monoenergetic case, the particles have all the same kinetic energy (which we assume to be equal to 1) but note that more general compact sets describing the admissible transport velocity field are possible and the subsequent developments generalize to a correspondingly wider scope of setups. In what follows, for s ∈ S Γ − ( s) := {x ∈ ∂D | s · n(x) < 0} ⊂ ∂D, (1.1)
denotes the "inflow-boundary" for the given direction s while In the following, it will be useful to view the angular direction as a parameter and introduce the abbreviations There is extensive literature addressing the solvability of (1.3) depending on the interrelation of the pair (σ, K) usually known as the optical parameters, see e. g. [14, 15, 4, 24] . One may roughly distinguish two ends of the problem scope, namely the case of dominating scattering near the diffusive limit (see e. g. [18] ), and the case of dominating transport. Here we restrict the subsequent considerations to the latter regime that is governed by at least weakly dominating transport and possibly anisotropic scattering. The precise conditions on corresponding pairs of optical parameters are discussed in the next section. We highlight next some of the intrinsic obstructions to an efficient and accuracy controlled numerical solution of such problems.
1. The solution u of (1.3) is a function of 2d − 1 variables (or even more in non-stationary cases and realistic models involving energy levels). Hence, the problem is high-dimensional and standard schemes become possibly prohibitively inefficient.
2. A nontrivial scattering kernel K would give rise to densely populated very large system matrices when using standard discretizations based on localization only.
3. These obstructions are aggravated by the fact that solutions exhibit in general only a low degree of regularity, in particular, when dealing with highly concentrated and nonsmooth boundary data. Standard a priori error estimates involving classical isotropic Sobolev regularity scales, often derived under unrealistic assumptions, are therefore not very helpful. 4 . One faces enormous computational challenges in the regime of strong scattering but near the diffusive limit one can to some extent draw on concepts developed for diffusion problems, see e. g. [22] . However, when transport is dominant the structural features of elliptic problems are missing, in particular, those that usually help contriving rigorous a posteriori error bounds. The crucial role of such bounds will be explained later.
There are at least two major groups of numerical strategies for approximately solving (1.3), namely the method of moments and the discrete ordinates method (DOM), see e. g. [23] and [21, 3, 16, 25] respectively. The method of moments builds on (low order) polynomial projections in the parameter domain and can be viewed as a model reduction. It seems to be rather difficult though to quantify the incurred model bias and develop rigorous error bounds for the deviation of the approximate solution from the exact one. Also, the accuracy of polynomial expansions suffers severely from low regularity. DOM hinges on transport solves for sufficiently many direction parameters. These can serve as quadrature nodes for the approximate application of the integral operator in combination with Jacobi type iterations to approximately solve the very large densely populated linear systems. However, the convergence of this iteration in the discrete setting typically degrades with increasing dominance of the scatterer [21] .
The common approach-it sounds almost trivial to mention-is to first discretize the (continuous) problem and then address the two-at first unrelated-issues: 1) how to solve the discrete problem efficiently; 2) how to assess the accuracy attained by the solution of the discrete problem. Modern strategies to face the complexity issues posed by 1) are sparse tensor methods based on sparse grid or hyperbolic cross approximations. Answering 2) is then based on suitable a priori regularity assumptions such as the validity of a certain order of mixed smoothness, see e. g. [20, 1, 2, 16] .
In summary, items 1 and 2 explain perhaps why the primary focus in developing numerical schemes has been on step 1), namely the efficiency of solvers. Then accuracy considerations focus primarily on errors incurred in approximately solving a discrete problem stemming from a given (fixed) discretization of the underlying continuous problem. It is fair to say that, because of 3 and 4, a rigorous error control with respect to the exact continuous solution is by far less understood.
In what follows, by "accuracy controlled" we mean a conceptual numerical framework in which an approximate solution comes with a rigorous bound for its deviation from the exact solution of the original continuous problem. The primary objective of this paper is to develop such error controlled schemes. This requires, in particular, to identify first a suitable function space setting for which the continuous problem is well-posed. In this regard, a key role is played by certain stable Petrov-Galerkin type variational formulations for transport equations. These formulations will be seen to turn dominating transport into an advantage. Implicit time stepping schemes for time-dependent variants of (1.3) ameliorate the effect of scattering. Therefore, we focus here on the (more challenging) stationary case. What will be said would carry over directly to unsteady problems when using space-time analogs to the variational formulations used in this paper.
Conceptual Constituents and Layout
The approach proposed in this paper to address the above issues 1-4 is based on the following constituents which, to the best of our knowledge, are new in this field of research.
(c1) Stable Variational Formulations: As pointed out before, the solutions u to (1.3) can be viewed as functions of the spatial variable x and the parametric variable s marking the transport direction. Our approach hinges crucially on a suitable Petrov-Galerkin-type variational formulation of (1.3) which induces an operator B acting on functions of (x, s) ∈ D × S and identifies the precise mapping properties of this operator. In particular, we exhibit pairs (U, V ) of infinite dimensional trial and test spaces such that B is an isomorphism from U onto V , the normed dual of V . That is (1.3) is well-posed in this variational sense. This hinges on contriving first uniformly stable variational formulations of the fiber transport problems T s w = g for each direction parameter s ∈ S. These prerequisites are collected in Section 2 which, in particular, guarantee convergence of the idealized iteration independently of any regularity assumptions on the solution.
(c2) An "Ideal Outer" Iteration in the Infinite-Dimensional Setting: Rather than fixing any discretization beforehand we first contrive an iteration in the continuous setting of the form 4) making essential use of the above variational formulation. Here P : V → U is a "preconditioner" involving the inversion of pure linear transport problems. In particular, we show that it can be arranged to entail convergence in U with a fixed error reduction rate without any assumption of particular regularity properties of the solution. As indicated, each step in this iteration (1.4) requires only solving linear transport equations while the global scattering operator is only applied. Moreover, we show that in this framework one can mitigate the effect of dominant scattering which can be viewed as a preconditioning on the infinite dimensional level, see Section 3.
(c3) Perturbed outer Iteration: The ideal iteration is, of course, not computationally feasible. Although in a completely different context but very much in the spirit of adaptive wavelet methods [9] , the numerical scheme to be presented can be viewed as a perturbation of the ideal outer iteration, where each step is carried out only approximately within suitable dynamically updated error tolerances. One then faces two essential tasks:
(I) identify suitable error tolerances that guarantee a quantifiable convergence of the perturbed iterates to the exact solution of (1.3) (in the sense of the underlying variational formulation);
(II) to ensure that in the course of the perturbed outer iteration the required error tolerances are met.
(I) is addressed in Section 3.2. Issue (II) marks perhaps the most essential distinction from previous works, namely the ability to rigorously assess the accuracy achieved at a current iteration step and to control its cost. This in turn hinges on two main ingredients, namely an a posteriori error control for linear transport equations and the efficient and error controlled approximate application of the scattering operator.
(c4) A posteriori Error Control: A critical ingredient of advancing the perturbed outer iteration is the frequent solution of linear transport equations and controlling the accuracy of the resulting approximations. Again, this cannot be based on a priori regularity assumptions but requires a posteriori error bounds. Such a posteriori bounds are best understood for elliptic problems and their close neighbors in the sense that the relevant function spaces are isotropic in nature and diffusion plays a central role. This is no longer the case in the present context. Nevertheless, recently developed Discontinuous Petrov-Galerkin (DPG) schemes for pure transport problems, [6, 13] are shown to be uniformly inf-sup stable and come with efficient and reliable a posteriori error bounds and error reduction guarantees. For the convenience of the reader the relevant facts are collected and adapted to the present needs in Section 5.
(c5) Approximate Application of the Scatterer: The application of the scatterer to the output of the preceding outer iteration step enters the right hand side of the transport problems.
As indicated earlier, we wish to cover non-trivial scattering kernels. Thus, the efficient error controlled application of global operators becomes an issue. This is the central theme of Section 4. Again we do not employ a fixed a priori chosen kernel approximation as in the method of moments but employ dynamically updated approximations adapted to the accuracy needs of the current outer iteration stage. A simple way to provide such approximations is to employ Alpert wavelet representations. Because of their vanishing moments truncations of such representations preserve the kernel energy. Moreover, such representations are often seen to be nearly sparse and can be exploited towards a fast approximate application. In addition Hilbert-Schmidt type low-rank approximations can be derived from such representations. Of course, a fast decay of the corresponding singular values greatly benefits the application of relatively few separable terms in the integration routines. The presented theoretical findings are illustrated for a class of kernels covering two regimes, namely a rapid decay of singular values (a highly diffusive regime) and their slow decay where, however, the underlying directional focusing works in favor of waveletbased matrix compression. Corresponding first experiments are presented in Section 6. A full development of this issue would be beyond the space constraints of this paper and are therefore left to forthcoming work.
(c6) Non-Smooth Boundary Data: Here we concentrate for both scattering regimes on the treatment of non-smooth boundary data. Satisfying the accuracy requirements on the transport solver to advance the outer iteration, just using uniform spatial meshes, would increase the computational cost enormously because of the expected very low regularity. Since the frequent transport solves are the dominating task and keeping in mind that the parameter dimension is lower than the spatial dimension, we will demonstrate that using highly direction dependent locally refined meshes becomes an enabling advantage although these meshes need to be merged in each outer iteration step once for evaluation purposes. However, this does not influence the size of the many linear problems to be solved.
We shall frequently employ the notation a b to express that a is bounded by a fixed constant multiple of b independent of all parameters a and b may depend on, that are not explicitly mentioned.
Variational formulations
Our approach relies on appropriate variational formulations of (1.3) which allow us to interpret (1.3) as an operator equation
where B is induced by this variational formulation as a linear mapping from an infinite dimensional trial space U to the dual V of some (infinite-dimensional) test space V (see (c1) in Section 1.2). Here the spaces U , V host functions of both the spatial variables x and the parametric variables s.
Denoting by L(X, Y ) the space of all bounded linear operators from X to Y , the objective is then to establish well-posedness of (2.1) which means bounded invertibility of B or, more precisely, boundedness of the condition number
Specifying the precise mapping properties is therefore the central objective of this section. The choice of the (Hilbert-) spaces U , V tells us under which assumptions of the data a unique weak solution exists and in which norm the accuracy of approximate solutions is measured.
Our first step is to identify stable variational formulations for pure transport problems (see Sections 2.1 and 2.2)
where, in the following,
Stable variational formulations for the full radiative transfer problem (2.1) are then derived from those for pure transport (Section 2.3). We will see that both (2.1) and (2.2) are well-posed for more than just one pair of spaces U , V and indicate some consequences for a subsequent numerical treatment.
A well-known tool to be used in this context is the following result by Banach-Nečas-Babuška.
Theorem 2.1. Assume that q(·, ·) : X × Y → R is a bilinear form on the Hilbert spaces X, Y (with norms · X , · Y ). The validity of the following properties:
1. q(·, ·) is continuous, i. e., there exists aC < ∞ such that
2. there exists a c > 0 such that
3. for each z ∈ Y \ {0} there exists a w ∈ X such that q(w, z) = 0;
is equivalent to the solvability of the problem: given f ∈ Y find u ∈ X such that
Moreover, one has the stability relation
Note that condition 3 can be replaced by a second inf-sup condition (2.4) with the roles of X and Y interchanged.
Denoting by Q the operator from X to Y induced by q(·, ·), the above theorem says in particular that κ X,Y (Q) ≤C c .
Variational Formulations of the Pure Transport problem (2.2)
The derivation of a suitable weak formulation for the pure transport equation (2.2), defined on the phase space D × S, rests on considering first corresponding fiber problems obtained by freezing the transport direction s ∈ S. Following [12] , we consider a variational formulation of (2.2) that requires very little regularity of the solution u. Fixing s, multiplying both sides of (2.2) by test functions (in the variable x) and integrating over D, Green's identity yields
for test functions v from a suitable space yet to be determined. In fact, observe that the left hand side is now well-defined for u ∈ L 2 (D) and v ∈ H( s; D), where
is a Hilbert space endowed with the norm
However, for u ∈ L 2 (D) the trace on ∂D is not well-defined. Introducing the closed subspaces
and restricting the test functions to H 0,Γ + ( s) ( s; D), the boundary integral on the right hand side of (2.5) extends only over Γ − ( s). Thus, prescribing inflow boundary data g ∈ L 2 (Γ − ( s), n · s), the weighted L 2 space on Γ − ( s) with weight |n · s|, a weak formulation of (2.2) is to seek for
Here v, f = v, f V,V stands for the dual pairing between V and V . In particular, Dirichlet boundary conditions become natural boundary conditions which is an advantage when the domain of the inflow boundary portion varies with s because they need not be incorporated in U . In this setting, at least formally, the trial space U is independent of s while the test space V = V ( s) depends essentially on s. The operator T s induced by a(u, v; s) through
Before addressing the invertibility of the operator T s we consider the "lifted" versions viewed as functions of x and s. The role of H( s; D) (see (2.6) ) is now played by the space which becomes a Hilbert space under the norm
Likewise the counterparts to the spaces (2.7) are given by the closed subspaces
The "lifted" bilinear form a(w, v) := S a(w, v; s) d s allows us to define, in analogy to the above fiber versions, T by
where
Thus, the variational problem: find u ∈ U such that for any
is equivalent to the operator equation
where T is viewed as a mapping from U into V . The invertibility of the fiber operators T s and the lifted version T will be seen to be an immediate consequence of the following norm-equivalences whose proof is deferred to the next section (see also [12] ). 
where the constants in the first line are independent of s ∈ S and depend only on σ min , σ max andˆ = diam(D).
We are now prepared to establish the following results.
Theorem 2.3. Assume that (2.3) holds. Then there exist constants 0 < c,C < ∞ such that for
i. e., the variational problems (2.9), (2.11), respectively, have unique solutions that depend continuously on the data. Using the graph norms in (2.13) the operators have a condition number equal to one.
Proof. First note that Theorem 2.2 implies that
V with these norms, observe that
Since by (2.12), T is injective, and hence T * is surjective, we obtain
which says that c =C = 1 and hence, by Theorem 2.1,
for U , V as in (2.10). The treatment of the fiber operators T s is completely analogous. Hence, with the choice (2.13) of norms (2.9) and (2.11) are perfectly conditioned, i. e., the operators T s , T are even isometries between the respective pairs of spaces. This completes the proof.
Remark 2.4. Later, both the fact that the fiber operators T s as well as the lifted versions T have bounded condition numbers will be used in the envisaged numerical scheme.
It will be useful to clearly distinguish the two above variational formulations
Variational formulation (F1): determined by the combination of the bilinear form a(·, ·) from (2.9) with the pair of spaces U , V it is supposed to act on, namely
Variational formulation (F2): determined by
Endowing U = H 0,− (D × S) with the norm~w~T := T w L 2 (D×S) , the same type of argument as in the proof of Theorem 2.3 again combined with Theorem 2.2 yields the following result, see also [12] . 14) have unique solutions in U ( s), U , defined by (F2), respectively, which depend continuously on the data. 
Norm Equivalences
We establish next the norm equivalences in Theorem 2.2. We use similar arguments as in [15] (see also [12] for related discussions). Let the time of escape of free moving particles from D be
is the length of the longest line segment through x in direction s completely contained in D and
is the maximum time of escape. For a given s ∈ S, we can express any x ∈ D in terms of characteristic coordinates as follows. Denoting x − (x, s) ∈ Γ − ( s) the intersection of the line x + t s, t ∈ R, with Γ − ( s), we can write
In these terms, define for v ∈ L 2 (D × S) and almost every
One readily verifies that w as well as
where C 1 depends on σ max , where we abbreviate
We first derive a bound on
Defining the formal adjoint of T , by 
where we have used that
dt ≤ˆ for all (x − , s) ∈ Γ − to derive the last bound. This yields the first bound for
The second bound follows directly from the fact thatˆ (1 − e −2ˆ σ min )/(2σ min ) ≤ min ˆ 2 ,ˆ /(2σ min ) since 1 − e −x ≤ min{1, x} for any x ≥ 0. The argument for T * is the same.
Proof of Theorem 2.2. The inequality (2.16) says that
Integrating (2.17) only over x ∈ D leads to analogous statements for the fibers
We infer from (2.18) that, for instance,
Conversely, one has
The remaining assertions of Theorem 2.2 are derived analogously.
is small or when σ min is large relative toˆ .
Variational Formulation of the Radiative Transfer Problem (1.3)
Throughout this section we let g ≡ 0, i. e., we treat homogeneous inflow boundary conditions. Also, we assume that the kernel K satisfies
Following the same lines as before for the pure transport operator T we can define the operator B by
where k(w, v) = Kw, v , and the spaces U , V are chosen according to the formulations (F1), (F2), respectively. A key property in what follows is accretivity of B. In the present context this means that there exists some positive α such that
We postpone for a moment listing conditions on the optical parameters which imply (2.22) but present first the central result in this section.
Theorem 2.9. Assume that (2.19) and (2.22) hold. Then, for either one of the two formulations (F1), (F2) and any f ∈ V the problem: find u ∈ U such that
has a unique solution satisfying
with constants depending only on the optical parameters. The operator B, defined by (2.21) is in either setting a linear norm-isomorphism from U onto V , i. e., has a finite condition κ U,V (B) < ∞.
The proof makes use of the following norm equivalences. Lemma 2.10. Let T , B denote the formal adjoints of T , B, respectively. Then, under the assumptions (2.26), (2.19) on σ and K one has
where the constants depend on the optical parameters.
Proof of Lemma 2.10. By (2.20), we have for some constant C 1
where we have used (2.18) in the last step. Conversely, again by (2.20), (2.22) , and using Young's inequality yields
where C 2 = min ˆ , ˆ /σ min is the constant from (2.18). Choosing δ small enough to ensure that
follows. The first line in (2.24) follows then from Theorem 2.2 proving the assertion for B. The argument for B is analogous.
We are now in position of proving Theorem 2.9.
Proof of Theorem 2.9. First, under the given assumptions we clearly have for either formulation (F1) or (F2) with respective pairs
Then, it follows from Theorem 2.1 and (2.22) that under the above assumptions
To prove the last statement of the theorem note that in view of (2.24), injectivity of T and T implies injectivity of B and B . Suppose B were not surjective. Then there exists a w 0 = 0 in L 2 (Ω) such that Bw, w 0 = 0 for all w ∈ H 0,− (Ω). By boundedness of B and denseness of
, this leads to a contradiction to (2.22) . We can argue in the same way for B to conclude that B and B are bijections for their respective pairs of spaces. This holds by duality, since (B ) * agrees with B as a mapping from L 2 (Ω) to (H 0,− (Ω)) . In view of Lemma 2.10, the proof of Theorem 2.9 can now be completed with the aid of Theorem 2.1 in exactly the same way as the proof of Theorem 2.3.
When the specific choice of the settings (F1) or (F2) is clear from the context, we view (2.23) as an operator equation Bu = f with data f in the respective dual space V . We discuss next two general conditions on the optical parameters that entail (2.22) . Defining the kernel averages
a first frequently studied general class of optical parameters is signified by the fact that there
Note that this implies that the absorption coefficient σ is not allowed to vanish in D. 
, where the constant α is the one appearing in (2.26).
For the convenience of the reader we sketch the simple argument. It follows from conditions (2.26), (2.19) 
, which, combined with the accre-
We emphasize that condition (2.26) is not necessary for (2.22) to hold as can be seen from the following class of frequently used kernels with slightly more specified structure. Consider
(2.28)
Once the integral over one argument is a constant, this latter relation can always be realized by rescaling κ. Assuming always that d s is the Haar measure, it also follows that
where σ a ≥ 0 is the so-called absorption coefficient.
On the other hand, let C + ⊂ L 2 (D × S) the cone of non-negative functions in L 2 (D × S) (in the weak sense) and define
Under the above conditions the largest eigenvalue of K 0 is one, it is simple and has the constant as the corresponding eigenfunction. Therefore,
Thus, the accretivity condition (2.22) holds with
which is strictly larger than zero even if the absorption coefficient vanishes in D.
In principle, one could base a numerical method on both formulations (F1), (F2), where the latter one would seek approximations in a stronger norm. However, in what follows we focus on the setting (F1) where the solution is sought in U = L 2 (D × S) and where boundary conditions are natural ones.
Contractivity of T −1 K
After establishing well-posedness of the operator equation Bu = f in an appropriate function space setting a further crucial ingredient of our approach is to bound, for later purposes, the quantities 
where M a , M a are the constants from (2.26). Moreover,
The following Lemma gives a bound for the operator norm T −1 K L(U,U ) and can be used to establish sufficient conditions for contractivity. For this, we introduce the quantities
Lemma 2.13. Under assumptions (2.26) on the optical parameters,
Proof. Combining (2.29) and (2.16) yields that
where we have used Cauchy-Schwarz' inequality. Combining this with (2.32) yields the desired inequality
It follows from (2.31) that having
is a sufficient condition for T −1 K to be a contraction. From this we can distinguish two different "physical regimes" that ensure contractivity:
• having ζ < 1 or (σ max − α)/σ min < 1 can be interpreted as quantifying the dominance of transport with respect to scattering with σ(x, s) not varying too much in its arguments. This condition is a quantification of the well-known fact that DOM converges at a slower rate when collisions become more and more significant with respect to transport.
• having (M a M a ) 1/2 min ˆ , ˆ /2σ min < 1 happens whenˆ = diam(D) is sufficiently small or σ min /M a M a sufficiently large, which is another expression to quantify how much transport effects dominate with respect to the scattering.
Of course, these conditions cannot be expected to hold in all relevant application scenarios. However, they are going to play a crucial role in what we call preconditioning on the continuous level, ensuring convergence in the infinite dimensional continuous case.
Solution Strategy
In this section, we formulate an iterative strategy for the approximate solution of (2.1) in the infinite dimensional case for the pair of trial and test spaces U, V , given in (F1), that is
This (idealized) iteration is of the following Richardson type: for a given initial guess u 0 ∈ U the iterates u n ∈ U are given by
where the operator P ∈ L(V , U ) is a preconditioner to be chosen in such a way that
Of course, this holds when
Theorem 2.9 specified to the variational formulation (F1) says that B is well-defined as a boundedly invertible mapping acting on L 2 (D × S) so that one can consider, in particular, convergence of (3.1) in this space.
Remark 3.1. The convergence of (3.1) relies on the mapping properties of B. Incorporating essential boundary conditions could be treated by taking any function w in the domain of B that satisfies the required boundary conditions and subtract f b := Bw from f reducing the problem to homogeneous conditions.
The central idea in what follows is to base a numerical scheme on realizing the iteration (3.1) approximately within suitable dynamically updated error tolerances η n that still ensure convergence to the solution u. The identification of a viable preconditioner P depends on the quantity T −1 K L(U,U ) . We discuss first the case when T −1 K is a contraction.
The Ideal Scenario
If we have the contraction
then P = T −1 is an admissible preconditioner. In fact, iteration (3.1) becomes
and obviously satisfies (3.2), ensuring convergence in U to the solution u of the radiative transfer problem
In particular, it follows that for any initial guess u 0
We refer to (3.3) as the transport dominated regime.
For an approximate realization of (3.4) it is crucial to control the accuracy of the arising numerical approximations in each step of the perturbed outer iteration. For this, rigorous a posteriori error bounds are an essential ingredient of our approach and will ensure, in particular, the accuracy of the terminating approximation.
Of course, condition (3.3) excludes a wide regime of interest. The reason for discussing first the transport dominated regime in detail is that we will later construct viable preconditioners for the complementary regime T −1 K L(U,U ) ≥ 1 by reduction to the transport dominated case.
Before proceeding we stress two important points: First, the target accuracy η n to be realized at the nth step of the perturbed iteration will be crude for small n and, as will be seen, will be reduced in each step by a fixed factor. This means that, at an early stage of the outer iteration (3.4), only coarse discretizations will be needed which will then be gradually refined as n increases. Hence the procedure can be viewed as an instance of nested iteration in the infinite dimensional trial space U working from coarse to fine. Second, in (3.4) the integral operator K is only applied but does not enter in the inversion of an operator. Instead, advancing the iteration hinges solely on approximately inverting the pure transport part T within a suitable target accuracy. This in turn, will be reduced to approximately inverting the fiber operators T s . While this is an apparent point of contact with DOM, the fully adaptive error controlled transport solvers mark essential distinctions.
The main algorithm and its core ingredients
As mentioned before, our envisaged numerical scheme will result from an approximate realization of an ideal iteration (3.1) which for P = T −1 takes the form
To explain the approximate realization, we use the following notational convention: Given an operator G ∈ L(U, Y ), we denote for any
We postpone the discussion of how to realize such approximations numerically to Sections 4 and 5.
Throughout this section we assume the validity of (3.3). To execute (3.4) approximately any non-trivial scatterer requires to provide a routine
Likewise the source is generally not given exactly and has to be approximated
The approximation [f ; η] of f depends on how the data are given. Typically, it involves a projection into a space of piecewise polynomials but could be known exactly in which case one can use its accuracy budget on other parts of the solver. Given a right hand side g ∈ V , we have to provide a transport solver
where, as before, T is viewed as a mapping from
We analyze next the effect of replacing the exact iteration by a perturbed one using the above routines. As mentioned earlier if we use the norms
In practice other equivalent norms may be preferable in which case we need an estimate
As explained in the previous section we need in addition an estimate for ρ, which we take as the upper bound of (2.31), as well as a computable quantity to bound the initial error u − u 0 U . Since such bounds may be overly pessimistic we opt for taking below u 0 = 0 and then generate in the course of the iteration increasingly sharper a posteriori bounds u U ≤ b n (u) that approach u U from above as n increases, see (3.11) below. It requires an intial bound b 0 (u). Specifically, from (2.22) or (2.25), a (possibly very pessimistic) initial guess b 0 (u) is
Finally, we choose fixed parameters κ 1 , κ 2 , κ 3 ≥ 0 such that
With these preparations, we can formulate the following adaptive source iteration algorithm.
Proposition 3.2. Algorithm 1 terminates and the output
produced by Algorithm 1 satisfies
where u denotes again the exact solution of (1.3) with respect to the given variational formulation.
Proof. Let u n denote the exact iterates of (3.4) . By the definition of the respective routines we have for given tolerances 
13:
n ← n + 1 14: end while 15: u ε ←ū n By (3.6), the properties of the routines, (3.3), and triangle inequality, we obtain
where we have used (3.8), the choice η K := κ 1 η n , η f := κ 2 η n and η T := κ 3 η n . Forū 0 = u 0 , this yields
Specifically, taking
for some fixed β > 1 (β = 1.5 in later experiments), we obtain
where ζ(β) := j∈N j −β is the ζ-function. Hence, by triangle inequality
Thus, whenever at the nth stage of the algorithm u U ≤ b n (u), we conclude that
is as least as good a bound for u U which converges to u U . This yields the computable error bound
which completes the proof.
Remark 3.3. The recursion (3.11) successively mitigates a possibly over-pessimistic initial bound b 0 (u). It can be further improved by using the a posteriori bound u − u n U ≤ ρ 1−ρ u n − u n−1 U . We also have (for n ≥ 2)
which is a computable bound replacing u − u n U . However, the calculation of the first two a posteriori quantities would require storing two consecutive outer iterates.
The
Regime T −1 K L(U,U ) ≥ 1
A Preconditioner
Throughout this section we continue to assume that (2.22) holds with some α > 0.
To find a substitute for the preconditioner P = T −1 in the transport dominated regime, consider for some fixed a > 0 aT =T := T + a id,B :=T − K and take P :=B −1 in (3.1). This leads to the (ideal) iteration
Thus, we need to ensure that a(
we have by Proposition 2.11 that (Bv, v) ≥ α + a which by Theorem 2.9 gives 14) so (3.13) converges in U = L 2 (D × S) to the true solution u with the error reduction rate a/(a + α) for any fixed a > 0.
The idea is to choose the parameter a in such a way that the operatorB is now transport dominated and hence can be inverted approximately by Algorithm 1. Specifically, this means that, in addition to (3.14), a should be chosen so as to ensure also that
, we use the quantities γ, ζ from (2.30) to bound T −1 K L(U,U ) which we denote for clarity in this case byγ,ζ. Since the quantitiesσ,σ are not affected by the parameter a, we havê
Thus by taking a as the unique solution to the equation
we simultaneously ensure contractivity of aB −1 andT −1 K in L(U, U ) so that the iteration (3.13) converges with a fixed error reduction per step andB is transport dominated.
Remark 3.4. Notice that P =B −1 can be derived from a different perspective. Consider the time dependent initial-boundary value problem
(where f , T , K are still independent of t). Denoting by u n the approximation of u(t n ), t n = nτ , its backward-Euler semi-discretization in time reads
This coincides with (3.13) for a = τ −1 .
Perturbed Iteration
An approximate realization of the ideal outer iteration (3.13) then takes the form
where the stage dependent tolerances will be fixed in a moment and
Denoting by u n the exact iterates
we readily obtain
Hence,
Taking for simplicity η f,n = η n and settingâ := a + 1, we obtain as earlier withū 0 = u 0
Specifically, taking η n from (3.9) we get, on account of (3.5), 16) and hence the same type of bound as in (3.10) for the transport dominated case. Clearly, according to (3.15) , the work horse in this scheme is Algorithm 1 which acts as a preconditioner in each step of the outer iteration. Let us briefly discuss the computational cost cost B −1 (ε) that such a scheme requires to solve (1.3) within a target accuracy ε > 0 when T −1 K L(U,U ) ≥ 1 in comparison to the cost of the preconditioner. First, we have a computable bound n(ε) for the number of iterations that guarantees u −ū n(ε) U ≤ ε as
Clearly, cost B −1 (ε) is dominated by the sum of the costs cost P (η n ) of realizing [P,ū n +a −1 f ; η n ] for n = 1, . . . , n(ε), (e. g. P =B −1 ), i. e.,
Assuming that cost P (η) η −ϑ holds for some positive ϑ (which is actually realistic as will be seen later), this yields
where C = C(β, ϑ, ρ, u) is a constant depending on β, ϑ, ρ and a bound b(u) for u − u 0 U . As a result, the cost of approximately inverting B is, up to a logarithmic factor, of the order of the one for the application of the preconditioner with the same accuracy, that is
This can be made a little more precise. When applying the preconditioner at the nth outer iteration step, it is in this case reasonable to take as an initial guess the current approximation u n for which we already have an error bound (3.16) of the order of ρ n . To reduce this accuracy level to η n+1 ∼ (n+ 2) −β ρ n+1 takes only the order of | ln ρ| −1 ln n ∼ | ln ρ| −1 | ln(ln η n+1 )| steps in Algorithm 1, see (3.17) . Moreover, one can simplify in this case the Algorithm 1 by dispensing with a posteriori updates of b 0 (w n ), i. e., one can skip steps 5: and 12:. In view of the central role of Algorithm 1, the remainder of the paper is devoted to the numerical realization and analysis of its main ingredients, namely steps 8: and 10: corresponding to the routines [K,ū n ; κ 1 η n ] and [T −1 , w + g; κ 3 η n ] of Algorithm 1.
The routine [K, v; η]
The scheme ASTI requires the application of the global operator K within dynamically updated accuracy tolerances. Therefore, rather than using a fixed discrete approximation of K, the approximate application of K will be based on sparsified projections of K based on an ideally exact representation of K in terms of the so called Alpert wavelet basis of the same polynomial degree M used in the preceding section for the parametric approximation. Since K is in general a global operator a naive application based on quadrature would entail quadratic cost. It is therefore important to employ accuracy controlled but possibly efficient application routines. The proposed representation actually offers several ways of exploiting sparsity. In this paper we present first basic ideas and focus on some simple variants. A more in depth treatment will be given in forthcoming work.
Preliminaries
The subsequent discussion of an efficient application of the scatterer will focus on kernels of the form (2.27) K(x, s, s ) = κ(x)G( s, s ), G( s, s ) = G( s , s), G( s, s ) ≥ 0, s, s ∈ S, κ ≥ κ 0 > 0, with the normalization
As already mentioned in (2.28) this can always be realized by rescaling κ. We adhere to the notation
The simplest example concerns isotropic scattering
is referred to as Rayleigh type scattering. In our numerical scheme we focus mainly on HenyeyGreenstein type scattering represented by
(4.1)
Here d S = d − 1 denotes the dimension of the parameter domain. The latter model for scattering was introduced in [19] to describe anisotropic effects via the parameter −1 ≤ γ ≤ 1. It is very widely used by physicists as a simple and relatively accurate approximation of the so-called Mie scattering theory. When γ ≥ 0, the scattering is called forward peaked and K is positive semi-definite. Moreover, for d S = 2 one has the expansion
where P n is the Legendre polynomial of degree n. Note that the closer γ comes to one, the slower is the decay and the larger is the model error when replacing G by a truncated expansion in favor of an efficient application of the scatterer to a given input. Our focus on Henyey-Greenstein type scattering is mainly motivated by the fact that varying the parameter γ allows us to quantitatively investigate different scattering regimes guiding the search for possibly different ways of exploiting sparsity.
Another variant of interest, used in [21] , is given in terms of the similar expansion
with a n ≥ 0 and T n being the n-th Chebyshev polynomial of the first kind, T n (x) := cos (n arccos(x)) , ∀|x| ≤ 1.
It is shown in [21, Lemmata 2 and 3] that K is positive semi-definite with this type of kernel. The scattering is again said to be forward dominant when G is of the above form (4.2).
A representation format for [K, ·; ·]
All subsequent strategies for an efficient error controlled approximate application of K are based on piecewise polynomial multiscale expansions of G and a corresponding representation of the input. In this section we collect the relevant prerequisites. Let
be a hierarchy of partitions of S, i. e., every cell C in S n is the (essentially disjoint) union of cells in C(C) ⊂ S n+1 , called children of C. Clearly, a finite number of such local cell-refinements give rise to (possibly non-uniform) partitions S of S and S = n≥0 S ∩ S n . Let P M (C) denote the space of polynomials of (total) degree at most M over C. We call a partition of S admissible if it is generated by successive (possibly local) refinements. Given such an admissible partition S of S, let
denote the space of piecewise polynomials of degree at most M , subordinate to the partition S.
A canonical basis for P M (S) is obtained by associating with each cell C ∈ S an orthonormal basis
which gives rise to what is sometimes referred to as the orthonormal scaling function basis in wavelet jargon
Orthonormality is always to be understood with respect to the uniform Haar measure on S induced by a convenient parametrization, i. e., S d s = 1 and (v, w) S = S vw d s. It is sometimes convenient to employ the following compact notation
We can now describe the inputū in [K,ū; η]. Let P h be a current partition of the spatial domain D. Thenū has the formū (x, s) = 6) where the ϕ T,i , i ∈ I T are an orthonormal basis for P m (T ) and each parameter dependent coefficient v T,i is an element of P M (S). Thus
The simplest realization of [K, ·; ·] rests on computing η-accurate approximations w
where S = S η is a partition of S that guarantees w
Output of [K,ū, η]: Given the target accuracy η and an inputū of the form (4.6), the output of [K,ū; η] consists of a partition S = S K,η of S and a piecewise polynomial in x and s w(x, s) =
Specifically, we will construct an approximate kernel G η that preserves energy in the sense that
where the integration is exact whenever v T,i ∈ P M (S ) for some partition S .
The subsequent sections are devoted to the realization of [K 0 , ·; ·], i. e., of generating approximate kernels G η .
A wavelet representation of G(·, ·)
The approximate application of K 0 for scalable accuracy tolerances is based on matrix representations of the kernel G using a tensor product basis of L 2 (S × S). The basis Φ S from (4.5) would just represent a fixed truncation. Therefore we employ a multi-scale basis that (ideally) provides an exact representation of G which can then be compressed to facilitate approximate applications.
In fact, given a hierarchy of nested partitions S = {S n } n∈N 0 , it is easy to construct the Alpert wavelet basis of degree M for L 2 (S). Since P M (C) ⊂ P M (C(C)) one can determine an orthonormal set of piecewise polynomials in P M (C(C))
spanning the orthogonal complement
between two successive levels of piecewise polynomials. Denoting by Ψ(S 0 ) an orthonormal basis for P M (S 0 ), the collection
is for any n ∈ N 0 an orthonormal basis for P M (S n ), the so called Alpert wavelet basis of degree M associated with the hierarchy S. Obviously, letting n tend to infinity, yields an orthonormal basis Ψ = Ψ ∞ for all of L 2 (S). For notational convenience we index Ψ by
i. e., G Ψ is an exact representation of the kernel G and the associated operator. By orthonormality of Ψ we have
A further important property of the Alpert basis is the fact that the ψ λ have vanishing moments of degree M (order M + 1), i. e., whenever, |λ| > 0, namely
(4.10)
In fact, denoting for any two finite index sets Λ , Λ ⊂ Λ, by G Ψ Λ ,Λ the finite matrix obtained by setting all G Ψ λ ,λ zero whenever λ / ∈ Λ , λ / ∈ Λ , and denoting by G Λ ,Λ the corresponding kernel, it follows immediately from (4.10) that for both Λ , Λ containing all indices λ with |λ| = 0, one has
which is the property claimed in the second part of (4.8).
In summary, we will make essential use of the following facts:
(a) Retaining only finitely many expansion coefficients in the (exact) representation (4.9) while replacing all the others by zero gives rise to finite approximations to G and hence to K 0 whose accuracy can be controlled through decay properties of the G Ψ λ,λ , see Section 4.7.
(b) Truncating the expansion (4.9) by discarding only entries G Ψ λ,λ with |λ|, |λ | > 0, preserves energy in the sense of (4.11).
Change of bases
The basis Φ S spans a subspace of L 2 (S) which is also spanned by a finite subset of the (infinite) wavelet basis Ψ. Efficiently changing representations of functions and kernels with respect to either basis is facilitated by the wavelet transform which is briefly recalled next. To that end, we view the cells in ≥0 S as nodes of an infinite tree T whose edges represent the parentchildren relations between a cell C and its children in C(C). We say that a subset Θ ⊆ Λ has tree-structure if the collection of cells C = supp ψ λ , λ ∈ Θ is a subtree of T. Then, the set of leaf nodes of Θ forms a partition S = S Θ of S. Conversely, every partition S of S generated by successive (local) refinements of nodes in T, determines a unique subtree T S which in turn induces the tree-structured index set
By construction, for any such partition S, the collections Φ S and Ψ S := {ψ λ |λ ∈ Λ S } are orthonormal bases for the same space P M (S), see (4.3), (4.4) .
Any two admissible partitions S, S of S uniquely determine an approximate kernel G S,S through truncation of the wavelet representation to ensure (4.11). That kernel has however different matrix representations induced by either basis. Let Ξ S ∈ {Ψ S , Φ S } with index set ∇ S , be either one of the two bases, then G S,S ( s, s ) = G Λ S ,Λ S can be written as
with matrix representations G Ξ S,S . In the special case of uniform partitions S = S k we use the condensed notation
Depending on the structure of the kernel G of K 0 , the vanishing moment property (4.10) can be used to show that many entries in G Ψ are very small. This decay of entries allows one to contrive fully adaptive error controlled approximate applications of K 0 to a given input v ∈ P M (S), say. We note that such an adaptive application depends on the input v. We briefly indicate some conceptual ingredients of the underlying wavelet compression in Section 4.7 and refer the reader for details on such schemes to [11] in the context of boundary integral equations. We postpone analogous developments for the present context to forthcoming work and confine the subsequent discussion to conceptually simpler linear application schemes that also use the scaling function representation G Φ S,S . Remark 4.1. Given a (variable) target accuracy η > 0, we use the compression estimates (4.21) (in the spirit of [10] ) in combination with compactness of K 0 in order to identify a compressed finite tree-structured index set Λ Sη such that G
and denoting by K 0,η the approximation to K with the compressed kernel
we have
Remark 4.2. We will encounter cases where wavelet compression is very efficient and we can take
We will detail in Section 4.5 how to apply K 0,η exactly. In a second regime further acceleration can be achieved by combining wavelet compression with low-rank approximation of K 0,η , see Section 4.6.
Either variant requires efficient changes of representations of truncated kernels. We end this section by fixing some notation concerning the fast wavelet transform, needed in subsequent discussions. Due to the complete locality of the basis functions, these transforms operates cellwise. Viewing the bases formally lined up as column vectors with respect to a fixed ordering, let W S denote the fast wavelet transform
taking the scaling function basis Φ S into the wavelet basis Ψ S . Then, since W S is unitary we have the relations
needed later. By the same token, we obtain mixed representations
requiring only a one sided transform.
Remark 4.3. Note that the transform matrices need not be assembled. They are merely applied in a cascadic fashion so that the cost remains uniformly proportional to the dimension of the underlying space of piecewise polynomials.
To simplify further discussions we adopt the following working assumption:
Assumption 4.4. Given a "final" accuracy τ > 0, sufficient for current practical concerns, a finite compressed tree-structured index set Λ Sτ has been identified in such a way that the deviation of the "compressed" operator from the full operator in the spectral norm is at most τ . This is possible since the operator K is compact. Such a truncation can be based on singular value decompositions and compression estimates for wavelet representations discussed in Section 4.7, see also Figure 1 . The truncated finite index set henceforth replaces the infinite Λ and is for simplicity also denoted by Λ. Accordingly, we will briefly write in what follows
which is computed in a preprocessing phase. The corresponding truncated integral operators are also simply denoted by K, K 0 and considered as the "truth-operators".
Application of K 0 -First Variant
Now, for a current target accuracy η, an η-compressed representation G .12)), and any cell C ∈ S, we observe first that by orthogonality and the tree-structure of the involved index sets,
Hence, we have
To exploit orthonormality of Φ S , we compute next (see (4.15))
once and note that then
On account of (4.13), these findings can be summarized as follows.
Corollary 4.5. We adhere to the above notation. Given an input v( s)
where q ν is defined by (4.17). Then one has
Remark 4.6. Note that S η determines the discretization level for S that has to be used (at least) in the DPG solutions. It is mandated by the accuracy requirement on the kernel compression, see e. g. (4.13). The wavelet representation (4.17) of q ν would also permit a further a posteriori compression at the expense of a corresponding increased error. A simple alternative would be to work with
The numerical cost of determining the q ν is in essence the one-sided wavelet transform (4.16).
A second variant -Hilbert-Schmidt expansion of G
As shown later, near-sparsity of the wavelet representation of K is very pronounced in the example of the Henyey-Greenstein kernel for the regime of focused scattering, i. e., γ close to one. There is an alternative way of efficiently applying the scattering operator when γ stays bounded away from one. It uses the fact that, by our assumptions, the kernel G possesses a Hilbert-Schmidt decomposition of the form
Adhering to the convention from Assumption 4.4 the Hilbert-Schmidt decomposition of G results of course from the SVD of either one of both matrix representations G Ξ , Ξ ∈ {Ψ, Φ}, and the wavelet transform (4.14) allows us to transform one into the other one if needed.
The singular value decomposition then yields vectors g Ξ k such that (since by Assumption 4.4 G has some finite rank N τ )
where g k = g Ξ k is the vector of expansion coefficients of g k with respect to the underlying orthonormal basis Ξ of P M (S τ ), i. e.,
We can then consider low-rank approximations by further truncating (4.18)
This yields
The application of the truncated operator K r 0 for coarser accuracy tolerances, however, requires further reduction compressing the arrays g k . One option would be to take a compressed version as in (4.12) and recompute an SVD of the compressed matrix. However, the calculation of SVDs is expensive and should therefore be reserved to the preprocessing phase. We defer the discussion of a fully nonlinear adaptive application of K r 0 to a forthcoming paper and discuss here only the following simple linear version tailored to the format (4.6).
To that end, when using (4.18) for Ξ = Ψ the coefficient vectors g k can easily be compressed by thresholding providing best n-term approximations of desired accuracy. In particular, notice that g −g 2 ≤ δ implies that
Thus, thresholding for a given tolerance η the basis vectors g k = g Ψ k so as to obtain approximations g k,η satisfying
with positive weights k γ k ≤ 1, one can verify that for the truncated kernel G
As a consequence one obtains for the corresponding operator approximation K r,η 0 and a given v( s) = ν∈Γ S v ν φ ν ( s)
This strategy is particularly efficient when the singular values σ k decay rapidly. As illustrated in the following section (see Figure 4) , this is the more the case for the Henyey-Greenstein kernel G γ the larger 1 − γ.
Compression of G
Ψ
In this section we indicate why the representation G Ψ can be well approximated by sparse matrices. As a guiding example, let us consider the case d = 2 (two spatial variables) such that S is the unit circle and has dimension d S = d − 1 = 1. Note that the Henyey-Greenstein kernel is then of the form
Proposition 4.7. In the above terms one has
Proof. Recall that for λ = (C, r) one has S λ := supp ψ λ = C. Let us denote then by θ λ the center of gravity of S λ . Without loss of generality we can assume that |λ| ≤ |λ |. Taylor expansion of G γ at θ λ , using a (M + 1)st order vanishing moments of ψ λ , yields for integration with respect to θ
(θ λ − θ ) at θ λ ∈ S λ , yields upon integrating now first with respect to θ and using again (M + 1)st order vanishing moments,
and since by Leibniz' rule
the assertion follows.
Of course, for α < 1 the terms
are finite. The closer α (and hence γ) gets to one the larger one expects the second factor to become for small dist(S λ , S λ ). On the other hand, for larger dist(S λ , S λ ) the second factor turns out to be very small. In summary C(M, α, λ, λ ) is bounded by a constant that possibly grows when γ tends to one but for fixed γ decreases when |λ|, |λ | grow regardless of the distance between the respective supports. C(M, α, λ, λ ) in turn becomes very small when dist(S λ , S λ ) > c γ where c γ decreases when γ tends to one. This is illustrated in Figure 1 reflecting the strong near-sparsity of the representation. Moreover, defining 
and keeping in mind that dist(S λ , S λ ) remains uniformly bounded because of the boundedness of S, one trivially has d(λ, λ ) 2 min{|λ|,|λ |} . Therefore, (4.19) yields the bounds
Treating the term C(M, α, λ, λ ) as a constant, this format allows us to directly invoke results on wavelet based matrix compression and corresponding adaptive approximate application tools, see e. g. [8] . In particular, defining s * := (M + 1)/d S = M + 1, (4.20) ensures that for each s < s * there exist positive summable sequences (α j ) j∈N 0 , (β j ) j∈N 0 and compressed versions G J of G γ = G, defined by concrete rules for replacing entries of G γ by zero, such that
Here · = · L( 2 , 2 ) denotes the spectral norm. Such estimates can then be used to identify for a given target accuracy η > 0, a compressed finite tree-structured index set Λ Sη such that
used in the previous sections, see (4.13) .
The routine
The numerical realization of the routine [T −1 , ·; ·] is based on solving fiber problems
for properly selected parameters s ∈ S where F ∈ L 2 (D × S) is given. Achieving a given target accuracy depends on solving each fiber problem with sufficient accuracy and also on solving sufficiently many of them. The approximate solution of (5.1) will be based on the Discontinuous Petrov-Galerkin (DPG) scheme developed and analyzed in [6, 13] whose main features we briefly recall for the convenience of the reader in Sections 5.1 and 5.2. In Section 5.3, we explain how to use the set of solutions to the fiber problems in order to adaptively build an approximation to u in L 2 (D × S) which will be the output of [T −1 , F ; η].
A DPG Transport Solver for the fiber problems
We start by denoting P h , h > 0 a family of uniformly shape regular partitions of the spatial domain D. More specifically, in what follows we always assume that all spatial partitions P h are (possibly local) refinements of a hierarchy of dyadic partitions of D. These partitions therefore induce dyadic partitions of the boundary ∂D as well.
While typically h stands for a mesh size parameter in a quasi-uniform mesh, here h is a locally varying mesh size function covering local refinements of the above dyadic hierarchy. With a given P h we associate the skeleton ∂P h , which however depends strictly speaking on an associated convective direction s ∈ S. In fact, in analogy to (1.1), for a given s ∈ S we define ∂T ± ( s) for any given cell T ∈ P h and set
suppressing at times the dependence of ∂P h on s. Note that for polyhedral domains Γ − ( s) remains the same on certain neighborhoods in S.
Following [6] , the envisaged DPG scheme is based on an infinite dimensional mesh-dependent variational formulation over the trial space
Here H 0,Γ − ( s) ( s; ∂P h ) is comprised of those functions living on the skeleton ∂P h possessing an extension to H 0,Γ − ( s) ( s; D) and accordingly endowed with the norm
Recall from [6] that the introduction of the additional unknown field θ ∈ H 0,Γ − ( s) ( s; ∂P h ) is necessary because the trace terms encountered in the usual derivation of DG bilinear forms may not exist for general elements in L 2 (D). The test space is taken as the "broken" space
endowed with the norm
Remark 5.1. The s-dependent spaces U s , V s are still infinite dimensional. They differ from those appearing in the variational setting (F1) through their dependence on the partitions D h . Their sole purpose is to serve as a foundation for the DPG scheme described below. The first component of the DPG output belongs to the space U from (F1).
Defining
and given
3)
The following result as well as the subsequent discussion are taken from [6] , see in particular [6, Theorem 3.1] . In addition we make the following use of the norm equivalences in Theorem 2.2. To ease distinction letT s denote the transport operator induced by the formulation (F2). Abbreviating T − * s
By our assumptions on the optical parameter σ, the constantsC( s) are bounded uniformly in s ∈ S from above and below.
that is, the infinite-dimensional DPG problem (5.3) is well-posed.
Remark 5.3. This result says, in particular that (5.3) is inf-sup stable uniformly in h, i. e.,
where the inf-sup constant β satisfies The discretization of (5.3) requires two hierarchies of partitions P h , P h where the P h is a refinement of (locally) constant depth) of P h , i. e., P h ≺ P h . (In fact, practical experiments usually indicate that depth-0 suffices, i. e., h = h.) In that sense we can write h = h(h) and h = h(h). Given P h , P h , we fix a polynomial degree m ∈ N and consider the finite dimensional trial spaces U
Note that the second component consists of traces of globally continuous piecewise polynomials of one degree higher than for the discontinuous bulk-component but evaluated on the skeleton of the (possibly) finer mesh D h . Given the finite dimensional trial space U h s , it is critical to construct a suitable test space that renders also the finite dimensional corresponding Petrov-Galerkin problem inf-sup stable, ideally with inf-sup constants independent of the trial and test space dimensions. It is well known from DPG theory that the ideal test space (preserving the infinite dimensional inf-sup constant β in (5.4)), is given by
In other words, when [u, θ] runs through a basis for U h s , the elements v(u, θ), defined by
form a basis for the associated ideal test space. Since the computation of this test space requires solving for each basis element in U h s a variational problem (which is V s -elliptic) in V s is practically not feasible. To obtain a practical scheme, one relaxes the requirement of preserving the infinite dimensional inf-sup constant exactly by solving (5.5) not in all of V s but instead in a possibly small yet sufficiently large test search space. It turns out that in the present case a viable test search space can be taken simply as discontinuous piecewise polynomials of slightly higher degree on a subgrid P h of P h , namelyV
Thus, the test search space is the space of piecewise polynomials of one degree higher than the skeleton space and subordinate to the refinement P h of P h . The actual test space V h s is then defined as the H( s; P h )-projection of the ideal test space V h s,id to the test search spaceV h
The following result from [6, Theorem 4.8] (specialized to the current setting of constant-withrespect-to-x transport direction which in particular entails that | s| = 1) says that this choice warrants uniform in h and s stability of the Petrov-Galerkin formulation:
for V h s defined by (5.6). Here and below we sometimes use the shorthand notations u h = u P h , b h = b P h , U h = U P h . Before stating the corresponding result precisely we mention a variant where the skeleton component θ h ( s) is replaced by the globally conforming piecewise polynomial
Using [u h , w h ] as unknowns one obviously has
We will adopt this variant in what follows where it is now understood to use the norm
On account of (5.4), the following facts are immediate consequences of the results in [6, 13] .
Theorem 5.5. For a fixed but sufficiently large subgrid-depth h/h, (depending on the shape parameters of the involved partitions) the scheme (5.7) is uniformly in h ≥ 0, s ∈ S, inf-sup stable, i. e., 8) whereβ depends on the shape parameters of the underlying partitions
and on σ L∞(S,W 1 (L∞(D))) .
It is well known that the system matrices arising in (5.7) are always symmetric positive definite despite the asymmetric nature of transport equations.
While the conforming formulation (F1) does not require incorporating boundary conditions on Γ − into the trial space, the skeleton component requires an adjustment in the DPG formulation. To that end, following [6, Remark 3.6] , let w 0 ( s) ∈ H( s; D) satisfy w 0 ( s) = g( s) on Γ − ( s). Then, the (infinite-dimensional) DPG formulation of the problem
is given by
(5.9)
Now one hasw
i. e., it suffices to discretize (5.9).
A Posteriori Error Estimates
As an immediate consequence of the fact that the DPG-induced transport operators T s,h are norm isomorphisms, uniformly in h ≥ 0, s ∈ S, see Theorem 5.2, errors in · U s are equivalent to residuals in · V s , i. e.,
holds with uniform constants. Thus, as soon as one can tightly estimate the dual norm
V s of the residual, one obtains efficient and reliable a posteriori error bounds. Such tight bounds are established in [13] which we briefly recall. Define for T ∈ P h the Riesz liftsȒ T (u h , w h ,F ( s)) of the local residuals by
whereF ( s)| T ∈ P m is a piecewise polynomial approximation to F ( s) and whereV h s is the same test search space as used before for the Petrov-Galerkin scheme. Thus, the computational cost per cell T is uniformly bounded. Defining then 
The above DPG scheme and the associated a posteriori error bounds form the core constituent of the routine [T −1 , ·; ·]. (5.10) can be used to assess the accuracy provided by uniform mesh refinements. Alternatively, and this will be seen to be essential under certain circumstances, based on these a posteriori error bounds one can contrive adaptive mesh refinement strategies, using for instance so called "Dörfler marking" or "bulk chasing". This means one marks those cells for subsequent refinement whose combined energy exceeds a fixed portion of the total lifted residual. It is shown in [13] that this entails a fixed error reduction for each refinement sweep and associated complexity estimates.
In the present context it is particularly important to control the dependence of a posteriori bounds on the direction parameter s ∈ S. In this regard, the following further result from [13, Proposition 4.4] is relevant: there exist a constant c 0 > 0 such that the Petrov-Galerkin solution satisfies for each
(5.11) For d = 2, i. e., S is the circle we can identify s = (cos t, sin t) and the space P M (S) consists for a given admissible partition S of S of 2π-periodic piecewise polynomials in t ∈ (−π, π]. Hence, the above error indicators are nearly piecewise polynomial in t when the components u h , w h are of the form (4.6) with s-dependent coefficients in P M (S), see (4.3).
Remark 5.7. Convergence to zero of either one of the above residual error bounds guarantees convergence of errors in the spaces U s . The DPG-output has two components, namely a piecewise polynomial u h of degree m on the underlying mesh P h as well as a skeleton component which can be identified with the trace of a conforming piecewise polynomial of degree m + 1. As shown in [6] 
An Adaptive Solver in
We describe next how [T −1 , ·; η] is realized based on approximately solving, with the aid of the DPG scheme described above, fiber problems T sū = F for the elements s from a stage-dependent discrete subset Q η of the parameter domain S. Both Q η as well as the meshes for each fiber solution are generated adaptively.
The data: The data F = F (x, s) required by each call of [T −1 , F ; η] have a piecewise polynomial representation of the type (4.7). Specifically, they are of the form
where w is the output of the routine [K, ·; ·] and g is a stage-dependent approximation to the source term. More precisely, in the case of inhomogeneous boundary conditions g consists of two parts, namely g = g 0 + g 1 where g 0 stands for the " lifted boundary data" needed to correct the right hand side so as to reduce the problem to the homogeneous case, see (5.9). Both w and g need to be computed within the currently given accuracy tolerance. We omit the details concerning the computation of g.
Output format: The output of [T −1 , ·; η] is a piecewise polynomial of degree m of the form (see (4.6))ū
where the ϕ T,i are polynomial basis functions of degree m supported in T ∈ P η and P η is a partition of the spatial domain D. The parameter dependent coefficients v T,i ( s) are elements of a space P M (S η ) of piecewise polynomials of degree M subordinate to a partition S η of S. We describe next how to compute the v T,i ( s) as well as the partition P η .
Computation of fiber solutions:
The realization of [T −1 , F ; η] is based on approximately solving fiber transport problems T s u s = F (·, s) for parameters s in a suitable finite subset of S, Specifically, given a partition S of the parameter domain S, we associate with each cell C ∈ S a set of "quadrature points" Q C whose union
is the discrete set of parameters for which we first compute error controlled approximate fiber solutions. Before describing this in more detail, a few preparatory comments are in order. The realization of [K, ·, ·] is reduced to a frequent but efficient approximate application of a global operator acting in functions in d − 1 variables. The bulk of computation therefore lies in #(Q S ) approximate inversions of transport boundary value problems in d variables. It is therefore of primary importance to keep the size of each fiber transport problem as small as possible. In view of the inherently low regularity of the transport solutions (especially in the presence of rough boundary and source data) we opt for employing an adaptive DPG scheme for each fiber problem. The price to be paid is that then each fiber solutionū S (·, s), s ∈ Q S , comes with its own adaptive partition P s , see Figure 2 . We refer to [6, 13] for the details on an adaptive fiber transport solver
It consists in repeating the standard cycle Mark → Refine → Solve until the sum of squared indicators (in either (5.10) or (5.11)) is below the current threshold η 2 . Here one needs for each C ∈ S a good initial guess. If C ∈ S was already obtained in the representation of the final DPG solution of the previous outer iteration we choose this one. Otherwise one can take the merge of those fiber meshes associated with those parameter cells from the preceding outer iteration that intersect the current parameter cell.
For Mark we use a simple bulk criterion identifying a possibly small set of cells in the current partition such that the sum of the squared indicators However, the approximate application of the scattering kernel in [K, ·; ·] requires an aggregated approximate solutionū(x, s) as a function of the spatial and parametric variables which needs to be represented on a single mesh that is obtained by merging the parameter-dependent fiber meshes. Note that even the merged mesh involves a total number of degrees of freedom which is significantly smaller than that corresponding to a uniform mesh with the highest required resolution, see the rightmost picture in Figure 2 .
A more detailed algorithmic description is beyond the present scope and will be given elsewhere.
Aggregating fiber Solutions: We discuss first how to generate an approximate solution u S ∈ L 2 (D × S) which is only based on approximate fiber solutions for s ∈ Q S where at this point S is a given partition of S, e. g. generated by an error controlled approximate application of K. This can be formulated as a (preparatory) routine
that outputs a mesh P S and a piecewise polynomial u S (x, s) in x subordinate to P S with parameter dependent coefficients v T,i ∈ P M (S) and a spatial mesh P S such that
The workhorse called by [T −1 , F, S, η] is therefore the following subroutine providing a parameter dependent approximate transport solution over a given cell C in the current parameter partition S:
C2: generate the mesh P C by merging the meshes P s , s ∈ Q C to obtain merged representations u s (x) = T ∈P C ,i∈I Tc T,i, s ϕ T,i (x); where D S is obtained by merging the cell-dependent meshes P C , C ∈ S produced by [C, F, η].
Finding S η : The accuracy requirement in [T −1 , F ; η] requires a mean square control over the parameter domain S. The output of the routine [T −1 , F, S; η] for a given parameter partition S guarantees that the residual bounds satisfy the required accuracy η only at the quadrature points Q S but a priori not necessarily for all parameter values in S. Our current approach is therefore to adaptively generate also a further refinement S η (if necessary) of some initial partition of S (dictated solely by the accuracy in the application of K). We then apply quadrature with respect to Q Sη to estimate the error in L 2 (D×S). Here we use that by (5.11), the true errors are rigorously sandwiched by error indicators that are piecewise defined as products of polynomials and trigonometric functions. Specifically, we apply the following steps: S1: Take the partition S = S K,κ K η generated by [K,ū; κ K η] as initial guess; S2: given a partition S of S computeū S = [T −1 , F, S; η];
S3: subdivide each cell in S to obtain a refined partition S r ; S4: evaluate the residual bounds (e. g. (5.11)) for the current approximationū S (·, s) at the new quadrature points s ∈ Q Sr \ Q S and mark all cells C ∈ S r containing a quadrature point for which a fixed threshold ωη (ω ≤ 1 fixed) is exceeded. If no cell is marked stop and set S → S η ; S5: the parents in S of the marked cells are refined to generate a refined partition S new of S; S6: replace S by S new and go to S2.
Numerical Experiments
The proposed approach closely intertwines the analysis of the underlying continuous model and the actual computation that attempts to do at every stage just what is necessary to advance a perturbed outer iteration under tight accuracy control. The realization of this inherent adaptivity comes at the price of highly sophisticated dynamic data structures that allow one to map the "mathematical gains" into performant implementation. This by itself to a full extent is a project of its own. Therefore we present here only very first and preliminary experiments which are to bring out primarily the pivotal role of the fully adaptive fiber transport solutions to keep the complexity feasible while satisfying given error tolerances. In the current implementation, the approximate application of the scattering kernel uses the advantages of wavelet expansions and low-rank approximation but is still linear and far from optimal. Likewise the error control of the transport solves need to be further refined. Nevertheless, already the present versions exhibits the key features of the approach as discussed next. Specifically, we consider the radiative transfer problem (1.2) on the unit square domain D = [0, 1] 2 with homogeneous boundary conditions. The structure of the source term f and absorption coefficient σ is illustrated by Figure 3 . More precisely, we take f = 0 in the white and gray areas whereas f = 1 in the black area. Similarly, we set σ = 10 in the gray areas and σ = 2 everywhere else. Such checkerboard structure serves as classical benchmarks in the literature of radiative transfer and can be found in other works, see e. g., [7] .
The scattering is of Henyey-Greenstein type (see formula (4.1))
K(x, s, s ) = G( s, s ) = 1 2π Figure 1 reveals that the wavelet representation is nevertheless extremely sparse. We defer a detailed discussion of a fully adaptive operator application based on wavelet compression in the spirit of [11] to forthcoming work. Here we confine the subsequent discussion to moderately isotropic scattering γ = 0.5. The singular values still decay rapidly (see Figure 4) which allows us to apply the method outlined in Section 4.6 based on Hilbert-Schmidt decompositions. We present results with Alpert wavelets of degree 2.
We set ε = 1.1 · 5.10 −3 as the final target accuracy in Algorithm 1. As already explained, the algorithm requires the knowledge of (or at least bounds for) the constants C T , ρ. We derive them from (2.16) and (2.31) respectively. The estimated values for the current example are given on Table 1 . In addition, we need to specify η j according to (3.9) and of b 0 (u) according to (3.7) . Finally, the parameters κ 1 , κ 2 and κ 3 have to be chosen so as to satisfy (3.8). We take κ 2 = 0 due to the fact that we can evaluate the source term exactly. The remaining two parameters κ 1 and κ 3 balance the accuracy tolerances for the approximate application of the scattering operator and the approximate inversion of T . Specifically, κ 1 determines on the one hand the number of quadrature points and hence the number of fiber transport problems to be solved and, on the other hand, κ 3 affects the spatial discretizations of these fiber problems. These values are also given on Table 1 .
C T ρ b 0 (u) κ 1 κ 2 κ 3 0.594604 0.594604 1/7 0.2/C T 0 0.8 Table 1 : Values of the constants required to run Algorithm 1. Figure 5 , displays the convergence history and degrees of freedom for the above choice of parameters. The left plot gives an approximation error of the scattering application ||K(ū n ) − [K,ū n ; κ 1 η n ]|| L 2 (D×S) (dark blue curve), the a posteriori error of the transport solves ||u n − u n || L 2 (D×S) (light blue curve), and a bound for the global error ||u −ū n || L 2 (D×S) (purple curve) based on (3.12) . Recall that it is composed of the bounds for ρ n u U and the the above two error tolerances. By the definition (3.9) of the tolerances η n , the interior solution accuracies need to be somewhat finer which explains the gradual divergence between the global error bound and the interior error tolerances. To avoid this would require total a posteriori bounds based on the bilinear form b(w, v) = ((T − K)(w))(v) in combination with coarsening strategies, which is the subject of future work. The shaded blue regions in the right plot indicate statistics about the number of degrees of freedom that are associated for each selected angular direction. The table below gives the precise values of the a posteriori error and the total degrees of freedom: Figure 6 shows solutionsū n (·, s) with their corresponding grids for the final iterate once the accuracy ε has been reached. Finally, Figure 7 shows the final averaged densities Sū n (•, s) d s. They are computed on the merged grids.
Remark 6.1. The code to reproduce the numerical part of this article is available online at:
https://gitlab.dune-project.org/felix.gruber/dune-dpg
The implementation makes use of Dune-DPG, a C++ based library which is built upon the multi-purpose finite element package DUNE [5] . Details of the library can be found in [17] . 
