We improve the results of Osilike [Implicit iteration process for common fixed points of a finite family of strictly pseudocontractive maps, J. Math. Anal. Appl., 294 (2004), 73-81] by suggesting another condition.
Introduction
Let K be a nonempty subset of a real normed space E and E * be its dual space. We denote by J the normalized duality mapping from E to 2 E * defined by
Let T : K → K be a mapping. for all x, y ∈ K. If L = 1, then T is called nonexpansive and if 0 ≤ L < 1, then T is called contraction.
Definition 1.2. The mapping T is said to be pseudocontractive if x − y ≤ x − y + t((I − T )x − (I − T )y (1.2)
for all x, y ∈ K and t > 0. As a consequence of a result of Kato [5] it follows from the inequality (1. for all x, y ∈ K. This class of mappings was introduced by Browder and Petryshyn [1] , who actually defined it in a Hilbert space as follows. Definition 1.4. Let K be nonempty subset of real Hilbert space. A mapping T : K → K is said to be strictly pseudocontractive if
Definition 1.3. A mapping T : K → E is said to be strictly pseducontractive if

T x − T y, j(x −
for all x, y ∈ K and some k < 1.
Clearly, nonexpansive mappings satisfy (1.5) and it is also easy to see that in real Hilbert spaces inequalities (1.5) and (1.4) are equivalent. The class of strictly pseudocontractive mappings is a subclass of the class of pseudocontractive mappings and a superclass of the class of nonexpansive mappings.
We shall denote the class of mappings which are strictly pseudocontractive in the sense of Browder and Petrayshyn [1] . They proved the following theorem. Theorem 1.5. Let K be a bounded closed convex subset of a real Hilbert space H and T : K → K be a strictly pseudocontractive mapping. Then, for any x 0 ∈ Kand any fixed γ such that 1 − k < γ < 1, the sequence {x n } defined by
Numerous papers have been written on the approximation of fixed points of strictly pseudocontractive in the sense of Browder and Petrayshyn (see [4] , [7] , [8] and the references contained therein).
Let K be a nonempty subset of a real normed space E and T : K → K be a mapping. For fixed x 0 ∈ K, define the sequence {x n } by
This iteration method is referred to as the Mann iteration method [6] and has been studied extensively by various authors and for various classes of mappings ( [4] , [7] ).
In 2001, Xu and Ori [11] introduced the following implicit iterative process for a finite family of nonexpansive mappings {T i : i ∈ I} (here I = {1, 2, . . . , N}), with {α n } a real sequence in (0, 1), and an initial point x 0 ∈ K,
. . .
. . . which can written in the following compact form:
where T n = T n (mod N ) (here the mod N function takes values in I). Xu and Ori proved the weak convergence of this process to a common fixed point of the finite family defined in a Hilbert space. They further remarked that it is yet unclear what assumptions on the mappings and/or the parameters {α n } are sufficient to guarantee the strong convergence of the sequence {x n }.
In [12] , Zhou and Chang studied the weak and strong convergence of this implicit process to a common fixed point for a finite family of nonexpansive mappings. More precisely, they proved the following result.
Theorem 1.6. Let E be a uniformly convex Banach space and K be a nonempty closed convex subset of
. Then the sequence {x n } defined by the implicit iterative process (XO) converges strongly to a common fixed point in F .
In [3] , Chidume and Shahzad studied the strong convergence of the implicit process (XO) to a common fixed point for a finite family of nonexpansive mappings. They proved the following result.
Theorem 1.7. Let E be a uniformly convex Banach space and K be a nonempty closed convex subset of E. Let {T
From arbitrary x 0 ∈ K, define the sequence {x n } by the implicit iterative process (XO). Then {x n } converges strongly to a common fixed point of the mappings
In [9] , Osilike proved the following theorem. Theorem 1.8. Let E be a real Banach space and K be a nonempty closed convex subset of E. 
Hence the result of Osilike [9] is not applicable for a given control condition.
In this paper, we improve the results of Osilike [9] by suggesting another condition.
Preliminaries
In the sequel we shall make use of the following lemmas.
Lemma 2.1. ([2]) Let E be a real normed linear space. Then for all x, y ∈ E and j(x + y) ∈ J(x + y), we have
x + y 2 ≤ x 2 + 2 y, j(x + y) .
Lemma 2.2. ([10]) Let {σ n } and {δ n } be sequences of nonnegative real numbers satisfying
σ n+1 ≤ σ n + δ n , n ≥ 1. If ∞ n=1 δ n < ∞, then lim n→∞ σ n exists.
Main Results
Now we prove our main results.
Lemma 3.1. Let E be a real Banach space and K be a nonempty closed and convex subset of E. Let
Proof. Since each T i , 1 ≤ i ≤ N, is strictly pseudocontractive in the sense of Browder and Petryshyn, then
which implies that
Therefore we have
If x n = T n x n for all n ≥ 1, then we have done. Let n 0 be the smallest positive integer such that x n 0 = T n 0 x n 0 . Let
so that we have
To prove lim inf n→∞ x n − T n x n = 0, we first show that the sequence {x n } is bounded.
Assume, for contradiction, that lim inf
To prove {x n } is bounded, it is sufficient to prove that x n − x * ≤ a 0 for all n ≥ n 0 . We will use induction. It is clear that this holds for n = n 0 . Assume it is true for some n − 1 > N := max{n 0 , n 0 }, i.e., x n−1 − x * ≤ a 0 for some n − 1 ≥ N.
Then we have
and
Using the recursion formula (XO) and Lemma 2.1, we obtain that
where
and consequently from (3.2), we get
which implies that x n − x * ≤ x n−1 − x * ≤ a 0 , further implies that the lim n→∞ x n − x * exists and the sequence {x n } is bounded. This implies that
Finally from (3.3),
and this implies, for some m > N, . Now for all n, m ≥ n 0 and m ≥ 1, we have
This shows that {x n } is a Cauchy sequence and so is convergent since E is complete. Let lim n→∞ x n = w * , then w * ∈ K. Observe that if T : K → K is strictly pseudocontractive and {w n } is a sequence in F (T ) which converges strongly to some w, then w − T w ≤ w − w n + w n − T w = w − w n + T w n − T w ≤ (1 + L) w − w n → 0 as n → ∞.
Thus w ∈ F (T ), so that F (T ) is closed. It follows that F (T i ) is closed for all i ∈ I, so that F is closed. Since lim n→∞ d(x n , F ) = 0, we must have that w * ∈ F = N i=1 F (T i ). This completes the proof.
