Abstract-Wireless content caching in small cell networks (SCNs) has recently been considered as an efficient way to reduce the data traffic and the energy consumption of the backhaul in emerging heterogeneous cellular networks. In this paper, we consider a cluster-centric SCN with combined design of cooperative caching and transmission policy. Small base stations (SBSs) are grouped into disjoint clusters, in which in-cluster cache space is utilized as an entity. We propose a combined caching scheme, where part of the cache space in each cluster is reserved for caching the most popular content in every SBS, while the remaining is used for cooperatively caching different partitions of the less popular content in different SBSs, as a means to increase local content diversity. Depending on the availability and placement of the requested content, coordinated multi-point technique with either joint transmission or parallel transmission is used to deliver content to the served user. Using Poisson point process for the SBS location distribution and a hexagonal grid model for the clusters, we provide analytical results on the successful content delivery probability of both transmission schemes for a user located at the cluster center. Our analysis shows an inherent tradeoff between transmission diversity and content diversity in our cooperation design. We also study the optimal cache space assignment for two objective functions: maximization of the cache service performance and the energy efficiency. Simulation results show that the proposed scheme achieves performance gain by leveraging cache-level and signal-level cooperation and adapting to the network environment and user quality-of-service requirements.
I. INTRODUCTION

C
URRENT cellular networks are under continuously increasing pressure mainly due to the exponentially growing wireless data traffic and the pressing demand for capacity boosting and enhanced uniform coverage. Network densification through deployment of heterogeneous infrastructure, e.g., pico base stations and Femto Access Points (FAPs), is envisioned as a promising solution to improve area spectral efficiency and network coverage. Nevertheless, in dense Small Cell Networks (SCNs), backhaul availability and capacity may become the performance and cost bottleneck. Cache-enabled SCNs have been proposed as a potential solution for the backhaul bottleneck by introducing cache capabilities at Small Base Stations (SBSs) and then prefetching content during offpeak hours before being requested locally by the users [2] - [5] .
Different from existing cache replacement algorithms in Internet caching, proactive caching in wireless networks requires caching content closer to potential users so as to increase the hit rate and the probability of successful delivery. In the literature of proactive caching in SCN, the selection of content to be cached is usually based on some known popularity information on the content. Most prior work consider "homogeneous" caching strategies, meaning that different SBSs either cache the same popular content or cache with the same probabilistic placement policy. The conventional "cache the most popular content everywhere" strategy, which corresponds to the Least Frequently Used (LFU) replacement policy in Internet caching, gives optimal performance with non-overlapping SBS coverage or with isolated caches. When SBSs have overlapping coverage areas, users have more than one potential serving SBSs. The cache hit ratio can be improved by adopting an optimal probabilistic placement policy to increase content diversity in the caches of potential serving SBSs [6] - [8] . Nevertheless, when users can simultaneously be served by multiple SBSs, with cooperation enabled not only in cache space (i.e., cache-level cooperation), but also in the physical layer for content delivery (i.e., signal-level cooperation), the optimal cache placement design is expected to be different from the single serving SBS case.
A. Related Work
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interference when spectrum resources are shared [9] , [10] . Coordinated Multi-Point (CoMP) techniques have been proposed to mitigate inter-cell interference and increase network coverage and cell-edge throughput by allowing geographically separated BSs to communicate cooperatively [11] . CoMP joint transmission for downlink heterogeneous cellular networks with randomly located users is studied in [12] , where analytical expressions for the coverage probability and the diversity gain are derived using tools from stochastic geometry. Recent studies in wireless caching with CoMP techniques provide new perspectives on the benefits of caching to achieve physical layer (PHY) cooperation gain. A PHY caching scheme called cache-induced dual-layer CoMP was proposed in [13] , providing asymptotic scaling laws of wireless ad hoc network with such scheme. Considering cooperative transmission via caching helpers, [14] investigates the optimal caching placement as a means to balance diversity and cooperation gain. In addition to signal-level cooperative transmission, cache-level cooperation in SCNs can be realized by considering the cache space of multiple SBSs as an entity and selectively store more diverse contents in different SBSs to improve the cache hit probability. However, the cache probability of a certain file is no longer identical for every SBS, requiring locally centralized control for cache placement decisions. The idea of cache-level cooperation has been discussed in the literature in different scenarios. In [15] , small cell cooperation with threshold-based caching method is proposed to combine the advantages of distributed caching and PHY layer cooperative transmission. Backhaul-aware caching placement strategy for a group of cooperative BSs is studied in [16] by solving an optimization problem to minimize the average download delay. Nevertheless, none of the existing works provide efficient solutions for the cache utilization policy in cooperative SCNs without relying on iterative algorithms.
B. Contributions
This paper proposes a cluster-centric SCN with combined design of the caching and transmission policy in order to balance the transmission and content diversity. The overall cache space within a cluster is arranged by central controllers so as to either distribute the same most popular content in every SBS or store different partitions of the less popular content in different SBSs, ensuring that all partitions of cached content can be found inside the cluster. Within a certain cluster, every SBS has the same proportion of cache space assigned for the Most Popular Content (MPC), while the remaining is used to achieve Largest Content Diversity (LCD). When a cache hit happens, depending on whether the file is cached using MPC or LCD strategy, we use two transmission (delivery) schemes accordingly, namely coordinated Joint Transmission (JT) and Parallel Transmission (PT). We show an inherent tradeoff between transmission diversity and content diversity with our proposed scheme. We then solve two optimization problems for the optimal MPC caching proportion considering the two following objective functions: maximization of the cache service probability and of the energy efficiency. The optimal solutions can be applied directly at the central controllers, adapting to the network environment, user Quality-of-Service (QoS) requirement and content popularity information. This paper is organized as follows. We present the network model and cooperation schemes in Section II. In Section III, we define the Successful Content Delivery Probability (SCDP) as the main performance metric and give analytical results for JT and PT transmission schemes. In Section IV, we pose two optimization problems for the optimal cache space assignment using our proposed scheme. Simulation results are presented in Section V and Section VI concludes the paper.
II. NETWORK MODEL
A. Small Cell Clustering
We consider a cache-enabled SCN where SBSs are distributed according to a homogeneous Poisson Point Process (PPP) b = {b i ∈ R 2 , ∀i ∈ N + } with intensity λ b . Nearby SBSs are grouped into disjoint clusters modeled using a hexagonal grid with inter-cluster center distance equal to 2R h [17] , as shown in Fig. 1 . SBSs belonging to the same cluster can cooperate to serve users inside the cluster. The total cache (storage) capacity in a cluster is considered as an entity and cache placement decisions are performed at the central controllers, which are located at the center of each cluster, denoted by H = {y j ∈ R 2 , ∀ j ∈ N + }. The area of each cluster is given by A = 2 √ 3R 2 h . For a random cluster, the probability mass function (pmf) of the number n of SBSs inside, which follows a Poisson distribution with mean λ b A, is given by
In clusters with no SBS inside, i.e., n = 0, users connect to the nearest SBS to download the requested content. For simplicity, we do not consider the case of empty clusters. 1 Conditioning on having K SBSs in the cluster of interest with cluster center y 0 at the origin, the in-cluster SBS distribution follows a Binomial Point Process (BPP), which consists of K uniformly and independently distributed SBSs in the hexagonal cluster. The distance distribution between randomly distributed nodes and the cell center for hexagonal cell can be found in [18] . For analytical convenience, we approximate the cluster area to a circle with the same area, i.e., with radius R = R h 2 √ 3 π , as shown in Fig. 1 . The set of cooperative SBSs inside the cluster of interest is thus defined as C = {b i ∈ b ∩ B(y 0 , R)}, where B(y 0 , R) denotes the ball centered at y 0 with radius R. This approximation turns out to have negligible impact on the performance of the network under study [18] . Consider a user located at the cluster center, the distances from the cooperative SBSs to the user are denoted by r = [r 1 , r 2 , . . . , r K ]. The K cooperative SBSs can be approximately seen as the K closest SBSs to the cluster-center user.
B. Cache Placement Strategies
We consider a finite content library
where N is the library size and f m is the m-th most popular file with normalized size equal to 1. Each user makes independent request for a file with some probability according to a given popularity pattern, e.g., Zipf distribution, which is commonly used to model the video popularity [2] - [4] , [6] , [19] . Suppose we have the request probability of each file in F denoted by p = {p 1 , . . . , p N }. With Zipf distribution, the request probability of the m-th most popular file is given as 2
where γ is the shape parameter, representing the popularity skewness [20] . Due to finite caching capacity, each SBS can store up to M files. In a cluster with K cooperating SBSs, the total available storage capacity is K M. Each file is divided into K equal-size partitions [21] . In our cluster-centric SCN model, we consider a combined "Most Popular Content" (MPC) and "Largest Content Diversity" (LCD) caching strategy with partitionbased caching to distribute partitions of content to the SBSs in the same cluster. Specifically, a proportion ρ of cache space in every SBS is used for caching the most popular files, and the rest 1 − ρ proportion is reserved for disjointly placing different partitions of the less popular files in different SBSs to increase the content diversity. 3 Hence, files f m with popularity order 1 ≤ m ≤ ρ M are cached in every SBS inside the cluster (i.e., MPC-based caching). For files f m with For a random request within the content library F , the cache hit probability, i.e., the probability to find the requested file stored in the local cache, is given by
Obviously, the cache hit probability is a monotonically decreasing function of ρ. To increase the chance of cache hit, more cache space should be reserved for the LCD-based caching.
C. Transmission Schemes
In this work, we assume single antenna at both SBSs and user devices. Hence, in each frequency/time block, only one user in each cluster can be served. If simultaneous content requests arrive at the SBSs inside the same cluster, these requests can be handled using orthogonal multiple access methods, such as TDMA and FDMA.
In the cluster of interest with K SBSs, when a user requests for a file, the availability and placement of the requested file enables different transmission schemes, depending on whether the requested file is in the MPC or the LCD range. We study here two transmission schemes, which are designed according to the cache scheme related to the requested file, namely Joint Transmission (JT) and Parallel Transmission (PT), as described below.
1) Joint Transmission:
If the requested file f m is in the MPC range, i.e., the popularity order is between 1 ≤ m ≤ ρ M , K SBSs in the cluster have the same entire file. Hence, the requested file is jointly transmitted to the user as a means to enhance the content delivery reliability, i.e., increase the received signal-to-interference-plus-noise ratio (SINR), as shown in Fig. 2(a) . We denote this case as JT cooperation scheme.
2) Parallel Transmission: If the requested file f m is in the LCD range, i.e., the popularity order is between ρ M < m ≤ ρ M + K (M − ρ M ), cooperating SBSs inside the same cluster have disjoint partitions of the requested file, thus joint transmission is not possible in this case. The different partitions need to be transmitted to the user at the same time by parallel (multiple) streams, one from each cooperating SBS, as shown in Fig. 2(b) . We denote this case as PT cooperation scheme. There are two ways of frequency allocation: i) PT with Orthogonal Spectrum assignment (PT-OS) case, each SBS uses 1 K of the overall available spectrum to transmit the stored partition of the requested file to the user; and ii) PT with successive decoding based Spectrum Sharing (PT-SS) case, K SBSs concurrently transmit K streams containing different partitions of the requested file to the user using the same available spectrum. In the PT-SS case, at the receiver, Successive decoding with (multi-stream) Interference Cancellation (SIC) is used to decode the signal according to the received signal power order [22] , [23] . More explicitly, the strongest signal is decoded first and extracted from the received signal, then proceed to the next decoding layer for the next strongest signal, and so on. To make clear the abbreviations used in this paper, we present the definition of every acronym in Table I. 3) Transmission for Cache Miss Case: If the requested file is not cached in local cluster, a cache miss event occurs. In this case, all SBSs fetch the requested file from the core network through backhaul links and jointly transmit the file to the user to reduce the transmission delay. The power consumption consists of the required power for fetching content from the core network to the cooperative SBSs and the transmission power for delivering content from the SBSs to the user. The backhauling process increases not only end-to-end delivery delay but also energy consumption, compared to the case of serving user requests by local caches [24] , [25] . By considering those impacts, the energy efficiency is investigated in Section IV-C.
III. SUCCESSFUL CONTENT DELIVERY PROBABILITY (SCDP) ANALYSIS
In this section, we study a key metric for the performance evaluation of our considered cluster-centric SCN, namely the Successful Content Delivery Probability (SCDP). We give analytical results on the SCDPs of JT, PT-SS and PT-OS cases for a user located at the cluster center. Note that taking the cluster-center user as a reference is mainly done for analytical tractability, but it can be seen as an upper bound on the SCDP for randomly located users inside the cluster.
A. SCDP Definition
Assuming that each file contains S bits, the successful delivery of a file is defined by the event that S bits are successfully delivered using bandwidth W and time T . Note that in the JT and PT cases, the number of bits delivered from each SBS is different. In the JT case, each SBS sends S bits to the user using the same bandwidth. Hence, at the receiver, the received signals from K SBSs are superimposed and considered as a single stream. The SCDP is defined as a function of the received signal-to-interference-plus-noise ratio (SINR), given as 4
In the PT-SS case, each SBS sends S K bits to the user employing SIC by sharing the same W bandwidth. The decodability of the received streams depends on the SINR of each stream and rate requirement. Decoding K streams using SIC is theoretically feasible if all K streams achieves higher rate than the target rate for successful transmission [22] . Hence, we have
where SINR i is the received SINR of the stream containing the i -th partition of the requested file. In the PT-OS case, each SBS sends S K bits by using W K bandwidth each. The delivery rate is bounded by the stream with the lowest rate, so the SCDP is defined as
We denote R d = S T (bit/s) as the target rate for successful content delivery. In terms of SINR requirement, the SCDP can be rewritten as
4 The SCDP represents the probability of guaranteeing the required content delivery rate S W T bit/s/Hz, which in turn is defined from the QoS requirements of users. This is similar to the successful transmission probability [26] , i.e., complementary outage probability, which is also used in [15] .
B. SCDP of MPC-JT Strategy
For a typical cluster-center user located at y 0 , when it requests for file f m with 1 ≤ m ≤ ρ M , which is in the MPC range, coordinated joint transmission is used to combine noncoherently the received signals from cooperating SBSs [12] . Hence, over each symbol duration time, the cooperating SBSs transmit the same symbol s. Assuming equal transmit power P t for every SBS and a standard distance-dependent power law pathloss attenuation, i.e., r −α , where α > 2 is the pathloss exponent, the channel output at the user is (10) where h l denotes the small-scale Rayleigh fading from the l-th SBS to the user, which follows h l ∼ CN (0, 1); r l denotes the distance from the l-th SBS to the user; s l denotes the transmitted symbol of the l-th SBS; and n denotes the background thermal noise.
Considering an interference-limited network and neglecting the background thermal noise, the signal-to-interference ratio (SIR) of received signal is given by
Using (7) and (11), we can obtain the SCDP of JT case as follows.
Lemma 1: For the cluster-center user with target SIR
where
s) is the Laplace transform of the interference coming from SBSs located outside of B(0, x), given by
Proof: See Appendix A.
C. SCDP of LCD-PT Strategy
When the cluster-center user requests for file f m with
, which is in the LCD range, parallel streams containing different partitions of the requested file are simultaneously sent to the user. Considering different spectrum usages, we study SCDPs for PT-SS and PT-OS cases separately in this section.
1) PT-SS:
In the PT-SS case, over each symbol duration time, K SBSs transmit K different symbols (one symbol in each partition) [s 1 , s 2 , . . . , s K ] to the user at the origin. If all SBSs use the same transmit power P t as in the JT case, the channel output at the receiver is
In order to decode multiple streams simultaneously, we use SIC with respect to a certain order of received signal. The detailed analysis of SIC based on power ordering statistics is out of the scope of this paper and has been studied in [23] . For the ease of analysis, we consider here the case where the user decodes different information streams based on the distance order [27] . After approximating the cluster area by the circle B(0, R), the decoding order will be from the nearest SBS to the K -th nearest SBS to the cluster-center user. We define r = [ r 1 , . . . , r K ] the distance vector with increasing distance order, where r k , k ∈ [1, K ] is the distance from the k-th nearest SBS to the cluster-center user.
When decoding the information from the k-th nearest SBS, all signals coming from closer SBSs {b 1 , . . . , b k−1 } need to be successfully decoded and canceled. In this case, the interference comes from K − k remaining SBSs inside the cluster and PPP-distributed SBSs outside the cluster. Due to the conditioned number K , the interference distribution is different from the case with PPP-distributed SBSs. For the tractability analysis, we assume that at the k-th decoding step with k ∈ [1, K −1], the distribution of interfering SBSs outside B(0, r k ) still follows a homogeneous PPP. The SIR of the k-th stream with SIC is thus given as
At the last decoding step, all in-cluster interfering signals are canceled. Out-of-cluster SBSs have minimum distance R to the user. Hence, for the last decoded stream, we have
Using (8), (15) , and (16), we now obtain the SCDP of PT-SS case as follows.
Lemma 2: For the cluster-center user with target SIR
θ 2 = 2 R d K W − 1
, the SCDP of PT-SS case with K cooperating SBSs is given by
where L I |x (s) is defined in (13) .
Proof: See Appendix B.
2) PT-OS:
In the PT-OS case, different SBSs transmit different partitions of the requested content through orthogonal frequency bandwidth. For the information stream transmitted from the i -th SBS, we have the channel output as
Then the received SIR of the i -th stream is
Using (9) and (19), we obtain the SCDP of PT-OS case as follows. 
Proof: See Appendix C.
IV. OPTIMIZATION DESIGN OF CACHE UTILIZATION STRATEGY
In this section, we first show the inherent tradeoff between transmission diversity and content diversity based on our analysis in Section III. We then define two optimization problems in order to provide the optimal cache space assignment for the proposed combined caching strategy.
A. Transmission Diversity vs. Content Diversity
In Fig. 3(a) , we present the SCDPs of the three transmission schemes discussed in Section III. The theoretical values are obtained from (12) , (17) and (20) for the JT, PT-SS, and PT-OS cases, respectively. For the simulation results, the parameter values are given in Table II of Section V. The number of cooperative SBSs is chosen as K = 3, which is close to the average number of SBSs per cluster. Fig. 3(b) shows the cache hit probability given in (3) as a function of the percentage of cache space assigned for MPC caching in each SBS, ρ.
From Fig. 3(a) , we see that the simulated SCDPs match well with numerical results. We also observe that JT always achieves higher SCDP than PT cases, evincing the benefit of JT in terms of higher transmission reliability. In addition, PT-SS always results in higher SCDP than PT-OS, because spectrum sharing with SIC gives better reuse of communication resources for the parallel transmission. Therefore, in the following, we only consider PT-SS as the transmission scheme when the requested content falls in LCD range. Hence, when we refer to PT transmission scheme, it means PT-SS scheme.
From Fig. 3(b) , we observe that lower ρ gives higher cache hit ratio as a result of higher content diversity achieved by assigning more space for LCD caching. From those two figures, we see that higher ρ increases the chance for joint transmission, which helps to improve the transmission reliability. With lower ρ, more different files will be cached in the cluster, thus offering higher cache hit probability. In other words, there is a tradeoff between transmission diversity and content diversity. The cluster-centric cache utilization design should be able to leverage both diversity gains and adapt to the network environment and requirements. For instance, when the transmission rate requirement is high, caching the same most popular files in every SBS is preferable. Alternatively, increasing content diversity brings more opportunities to handle local requests by the cache. 
B. Optimal Design for Cache Service Performance
Based on the observed tradeoff, we seek here the optimal ρ that maximizes the percentage of requests successfully served by local caches, namely the cache service probability. A user request is successfully served by local caches when: 1) the requested file is cached in the cluster, 2) the content transmission from the SBSs to the user is successful. We then define the cache service probability as follows.
Definition 1: In the cluster-centric SCN with proposed combined caching strategy, the average cache service probability is given as
where f (ρ|K ) is the cache service probability conditioning on having K SBSs inside the cluster, given by (12) and (17) 
Since each cluster performs cooperative caching independent of other clusters, for a cluster with K SBSs, the objective is to find ρ which maximizes f (ρ|K ). When γ < 1 and
Using this approximation, p CH, M (ρ) and p CH, L (ρ) can be approximated by two continuous functions of ρ, given by
Then, the cache service probability in (22) is simplified as
Using (28), we can obtain the optimal ρ as follows. 
1, ρ * 0, then increasing the content diversity becomes more beneficial. Inside each cluster, based on its knowledge about the number of in-cluster SBSs and the out-of-cluster SBS density, the central controllers will be able to compute the optimal percentage of cache space for MPC caching and assist the cache placement in each cooperative SBS.
C. Optimal Design for Energy Efficiency (EE)
When a user requests for a file that is not in local caches, the SBSs serving the user needs to download the file from the core network throughout backhaul. In that case, extra energy is consumed at the backhaul and there is additional delay of downloading from the core network to the SBSs. As a result, the energy consumption and the content delivery rate are determined according to our cache utilization design, more explicitly, they depend on ρ in the combined caching scheme. In our network model, the energy efficiency can be defined as the effective delivery rate per unit power consumption, where the effective delivery rate is the number of successfully delivered bits per second, similar to [29] .
When the requested file is stored inside the cluster (i.e., cache hit case), the effective delivery rate is defined as When the requested file is not cached in the cluster (i.e., cache miss case), we need to consider the backhaul delay T bh (< T ) to define the effective delivery rate. For delivering the requested file within the time slot T , the maximum transmission time should be T = T − T bh = βT , where
T is the fraction of reduced transmission time due to backhaul delay. As mentioned in Section II-C, here the requested file is downloaded from the core network to every in-cluster SBS and joint transmission will be used to serve the user. Hence, the effective delivery rate in this case becomes
βW − 1. Considering the aforementioned three cases, the average effective date rate can be given as
where p CH, M (ρ) and p CH, L (ρ) are defined in (23) and (24), respectively, p CM (ρ) is the probability of not having the request file cached in the cluster (i.e., cache miss probability), given by
For the cache hit case, the consumed power for content delivery contains only the transmit power of the K SBSs if we ignore other static power consumption for the baseband processing, caching files in SBSs, etc. For the cache miss case, the requested file is fetched from the core network through backhaul, and then transmitted from the K SBSs to the user.
Denote P b the power consumption of an optic-fiber backhaul to handle a user request at a single SBS [30] - [32] . We have the average power consumption to serve a user request in a cluster of K SBSs as 5
which is averaged over the three cases. From (30) and (32), we can define the EE as follows. (24) , and (31), respectively. Inside a cluster with K cooperative SBSs, the optimal cache utilization strategy that maximizes the EE is to find ρ * = arg max ρ∈ [0, 1] η(ρ|K ). Similarly, with the help of the approximation in (25) for the case when γ < 1 and M N, we get
Definition 2: In a cluster-centric SCN with proposed combined caching strategy, the average EE is given as
Putting (26), (27) and (35) into (34) , as shown at the bottom of this page, we obtain the approximated EE η(ρ|K ) as a continuous function of ρ, given as (36), as shown at the bottom of this page. Due to the above involved expression, we cannot have a closed-form solution for ρ * = arg max ρ∈ [0, 1] η(ρ|K ) directly. However, with the help of existing standard optimization methods, we can still have numerical values for the optimal ρ that maximizes η(ρ|K ). Note that the accuracy of the optimal ρ obtained using the approximated EE is verified in Section V.
V. SIMULATION RESULTS
In this section, we validate the performance analysis of our cooperative caching and transmission design in cluster-centric SCNs using simulations. The performance is compared with that of cases using only MPC and LCD type caching schemes. Simulations are performed in a square area of 1 × 1 km 2 . The hexagonal cluster of interest has its cluster center at the origin with distance between two cluster centers equal to 2R h = 200 m. The approximated circle for the cluster area has
105 m. SBSs are distributed according to a homogeneous PPP. All the channel fading follows Rayleigh fading with |h i | 2 ∼ exp (1) . The values of parameters used for simulation are given in Table II . 6 Simulation results are obtained by averaging over 40000 realizations.
Remind that we do not consider the case when there is no SBS in a reference cluster. With our network settings, from (1) we have P(n = 0) = e −2 √ 3λ b R 2 h = 0.03, meaning that only for 3% of realizations we have empty reference cluster. Therefore, excluding empty clusters does not have much impact on the overall network performance. Fig. 4 shows the theoretical and simulation results of SCDP of JT and PT (PT-SS) transmission schemes when assuming to have K = {2, 3, 4} SBSs inside the cluster of interest. It first validates the accuracy of our analysis in (12) and (17), especially when K is the close to the average number of SBSs per cluster, i.e., K = 3. It also proves that the circular approximation of the cluster area has negligible impact on the SCDP analysis. We notice that the error gap in the PT case becomes slightly larger when the conditioned number K is further from the average value
A. Successful Content Delivery Probability
. This is mainly due to the PPP approximation that we use for the interference distribution in (15) . When the density of 6 The amount of power consumption on backhauling in a SBS can be different according to the backhaul deployment in practice. However, note that changing the backhaul power does not affect the general remarks and the conclusions of the work.
η(ρ|K ) SBSs inside the cluster conditioning on having K SBSs is comparable to the density of PPP distributed out-of-cluster SBSs, the approximation in (15) is reasonable. Otherwise the mismatch between the conditioned SBS density inside the cluster and the density of out-of-cluster SBSs causes approximation error in the SIR analysis.
We also observe that, in the JT case, higher K yields higher SCDP, but for PT cases, SCDP is lower when K is larger. This is because in the JT case, more cooperative SBSs gives stronger received signal, thus higher SIR value. In the PT case, the SCDP is defined as the product of success probabilities of multiple streams. When the number of parallel transmitting streams increases, the SCDP will become relatively lower.
B. Optimization Study of the Combined Caching Strategy
In the cluster-centric network, each cluster makes caching decisions independently based on its knowledge about network status inside and outside the cluster, so the optimal percentage for MPC caching, ρ * , is computed in each cluster according to the number of cooperative SBSs K . In this section all the theoretical and simulation results are obtained conditioning on having a certain number K of SBSs inside the cluster of interest.
1) Cache Service Probability Maximization:
In Fig. 5 , we plot the optimal ρ obtained in (29) , which maximizes the cache service probability, as a function of the target data rate. The number of in-cluster SBSs is chosen as K = 3. The theoretical optimal values are compared with the real optimum values obtained from the exhaustive search of ρ that maximizes the cache service probability defined in (22) . We see that ρ * in (29) gives accurate estimation of the real optimum result. We can also see that as expected, ρ * increases with the target rate, because for higher SIR requirement, the transmission reliability is more important for the cache service performance, thus MPC type caching is more favorable. The content popularity skewness also affects the optimal MPC cache percentage. When the content popularity is more concentrated, i.e., γ = 0.9, the potential benefit from caching more different files is limited, and in this case, the optimal ρ is expected to be higher, as also shown in Fig. 5 . In Fig. 6 , we plot the theoretical and simulated values of the optimal ρ conditioning on having K = {2, 3, 4} SBSs inside the cluster of interest. The results are obtained with γ = 0.5. Beside the accuracy of the theoretical results, we also notice that for larger K , the optimal MPC cache percentage, ρ * , is smaller. It shows the potential of improved cooperation gain by reserving more cache space for partition-based LCD caching when the number of cooperative SBSs is larger. Fig. 7 shows the average cache service probability of our proposed cooperative caching and transmission design. The results are obtained by averaging over different values of K , as given in (21) . For practical reasons, we choose K ∈ [1, 10] to get numerical results in the finite range. We see that our proposed caching scheme with optimal ρ derived in (29) always gives better performance than the cases when only either MPC or LCD scheme is applied. As expected, the performance of the proposed caching scheme converges to the performance of LCD and MPC schemes in the extreme cases.
2) Energy Efficiency Maximization: In Fig. 8 , we plot the optimal ρ obtained by the EE maximization for different given in (36). The real optimal values which maximize the EE defined in (34) are obtained in simulations by exhaustive searching. We can see that the theoretical ρ * matches well the result obtained in simulation, validating the accuracy of EE maximization with the approximated expression. We also observe the same trend of ρ * as in Fig. 5 . When the SIR target increases, the optimal value of ρ is higher, meaning that more space will be assigned for MPC caching. In terms of the impact of backhaul delay on the value of ρ * , we see that for higher backhaul delay, i.e., β = 0.3, ρ * is lower, meaning that more space will be assigned for LCD caching in order to avoid fetching the requested content through the backhaul. We also observe that, when the target rate is relatively high, the optimal ρ obtained with higher γ is much smaller than the one obtained with lower γ . This is because when the popularity is highly concentrated, i.e., γ = 0.9, the benefit of having more space for MPC caching in terms of average rate improvement becomes limited by the growth trend of the power consumption. It shows the necessity of reserving more space for LCD caching when taking into account the backhaul energy consumption and delay, which coincides with the rationale behind caching in SCNs for improved energy efficiency. Fig. 9 shows the average EE defined in (33) when using the optimal ρ obtained by the EE maximization. The results are compared to the case with only MPC or LCD caching and the baseline result without cache capacity at SBSs. Similar to the case with cache service probability maximization, we observe that our proposed scheme combines the advantage of MPC and LCD caching, thus outperforms the cases where either MPC or LCD caching is applied and the case without caching.
C. Potential Improvement of Power Control for SIC
An important remark from the presented results is that the potential benefit of cooperative caching using PT-SS scheme is strongly limited by the lack of transmission reliability when high transmission rate is required. It is well known that the performance of SIC can be improved by properly assigning different transmit powers such that users experience the same SIR at each decoding time [33] , [34] .
We consider a simple power control for PT-SS scheme assuming Channel State Information (CSI) is available within a cluster for every cooperative SBS inside, i.e., the transmit power of the k-th SBS is chosen as
k is the channel gain of the k-th SBS, and θ is the SIR threshold for successful interference cancellation. P t,k is a normalized value such that K k=1 P t,k = K P t to ensure the same power consumption as the case without power control. We plot the SCDP of PT-SS in the case with and without power control in Fig. 10 , showing the improvement of SIC performance using power control method. Due to the difficulty of analyzing the interference distribution in this case, the SIR analysis is not discussed in this work. Intuitively, when using power control for SIC, the improved SCDP of PT-SS scheme will result in smaller ρ * than the case without power control, implying that more different files can be cached within the cluster.
D. Cluster-Center User vs. Randomly Located User
Remind that we evaluate the performance of our proposed cooperative caching and transmission design based on clustercenter user assumption. As presented in Section IV-B, the optimal MPC cache percentage, ρ * , depends on the ratio
.
The optimal solution for randomly located users in the general case requires analytical results on the SCDP of JT and PT schemes for arbitrary users, which are difficult to obtain in a simple or neat form. Fig. 11 shows the simulated SCDPs of JT, PT-SS and PT-OS schemes with randomly distributed user inside each cluster. Compared to the SCDPs with cluster-center user, despite the difference of simulated values, we observe the same trend of SCDP for the three transmission schemes, i.e., JT > PT-SS > PT-OS.
In Fig. 12 , we present the simulated average cache service probability when users are randomly distributed in each cluster. The simulation results are provided for 4 cases: 1) MPC-JT only; 2) LCD-PT only; 3) proposed caching scheme with ρ * , obtained with theoretical SCDPs based on the cluster-center user assumption; and 4) proposed caching scheme with ρ * , obtained with simulated SCDPs based on randomly distributed users. From this figure, we see that the proposed caching scheme achieves higher performance than the cases of MPC-JT only and LCD-PT only, even when the users are randomly distributed. Furthermore, although the theoretical SCDPs obtained with cluster-center user assumption do not provide accurate estimation of the SCDPs of randomly distributed users (as shown in Fig. 11 ), the cache service performance of our proposed caching scheme with the theoretical ρ * is very close to the one obtained with the simulated SCDPs for randomly distributed users.
In order to validate the performance gain of cooperative transmission, we compare the average cache service probability of the proposed scheme to that of the non-cooperative transmission with MPC, where users are randomly distributed on the 2-dimensional Euclidean plane. In the non-cooperative transmission case, each user receives a file from a single nearest SBS. From Fig. 12 , it is shown that the cooperative caching and cooperative transmission improve the cache service performance compared to the case with no cooperation.
VI. CONCLUSIONS
In this work, we studied the potential of using cooperative caching and transmission schemes in cluster-centric cacheenabled SCNs. We proposed a combined MPC and LCD caching strategy with joint and parallel cooperative transmission, respectively. We provided analytical results on the successful content delivery probability of both transmission schemes for a user located at the cluster center. Our analysis revealed an inherent tradeoff between transmission diversity and content diversity. Motivated by this tradeoff, we studied two optimization problems, namely maximizing the cache service probability and the energy efficiency, respectively. The optimal solutions were given as a function of network parameters and content popularity characteristics. The performance gain of the proposed cooperative caching and transmission design was validated by simulations and compared with simple MPC and LCD caching policies. Our results showed that when physical layer cooperation is enabled among SBSs, the performance of content caching can be significantly improved if the caching strategy is duly designed. The main takeaway of this work is that base station cooperation can turn bandwidth into cache memory. 
where 
Out-of-cluster interference comes from PPP distributed interfering SBSs with minimum distance R to the clustercenter user. We have the Laplace transform of interference from SBSs located out of B(0, x), given by
Here, (a) follows from the probability generating functional (PGFL) of PPP, and (b) is obtained by the change of variable w = 
Here the link distance vector r = [ r 1 , . . . , r K ] is with increasing distance order, where r k denotes the distance from the k-th nearest SBS to the cluster-center user. With the approximation of cluster area as a circle B(0, R), using the results on the distance distribution of BPP distributed points in a circular area [35] , we have the pdf of the distance from the furthest in-cluster SBS to the cluster center given as
The conditional distribution of the distance r k−1 from the (k − 1)-th nearest SBS to the cluster center knowing the distance r k = x k from the k-th nearest SBS is given by
where B(a, b) is the Beta function. Knowing that
property of a BPP, we obtain the joint pdf of the distances from the k-th nearest SBS to the cluster center for k = 1, . . . , K given as
At the k-th SIC step with k ∈ [1, K − 1], since we approximately consider the distribution of interfering SBS as a homogeneous PPP, then we have
For the last decoded stream, we have
Combining (45) and (46) with the joint pdf in (44), (41) becomes
where L I |x (s) is given in (40).
APPENDIX C PROOF OF LEMMA 3
In the PT-OS case, due to the orthogonal spectrum usage among in-cluster SBSs, interference only comes from out-ofcluster SBSs. Under the circular approximation B(0, R) of the cluster area, the interfering SBSs have minimum distance R to the cluster-center user. For each received stream i , with target SIR θ 1 = 2 R d W − 1, we have the CCDF of SIR, given by
Since the instantaneous SIR i of each stream is independent of each other, min{SIR i } > θ 1 is equivalent to the event that all K streams satisfy SIR i > θ 1 
APPENDIX D PROOF OF LEMMA 4
For simplicity, we use f (ρ) = f (ρ|K ) when K ∈ [2, ∞] is a fixed value. We exclude the case with K = 1 because it does not require any cache space assignment. The simplified cache service probability f (ρ) in (28) Press, 2017) . His main research interests are the application of mathematical, optimization, and statistical theories to communication, networking, signal processing, and resource allocation problems, heterogeneous networks, green communications, wireless security, internet-of-things, and big data processing. 
