Introduction Quantum entanglement plays an important role in quantum computation and quantum information. A fundamental question is to consider the distinguishability of entangled states [1] . In the bipartite case, Alice and Bob share a quantum system which is chosen from one of a known set of mutually orthogonal quantum states. Their goal is to determine the state using only local operations and classical communication(LOCC). Walgate et.al. showed that any two orthogonal pure states can be distinguishable by LOCC [2] . In [3] , it showed that in C 3 ⊗ C 3 , any three mutually orthogonal maximally entangled states can be distinguishable by LOCC. It's observed in [3] [4] [5] that not more than d maximally entangled states in C d ⊗C d can be perfectly distinguishable. In 2009, S. Bandyopadhyay conjecture the existence of d or d − 1 indistinguishable LOCC maximally entangled states by presented some sets which are one-way LOCC indistinguishable [6] .
So it's interesting to ask whether there is any N ≤ d orthogonal maximally entangled state are indistinguishable or not. As it's difficult to describe of the LOCC by mathematical language, insteadly, we can use the partialpositive transpose (PPT) measurements to study this problem [7] [8] [9] [10] [11] . In [7] , Yu presented four maximally entangled states which are PPT indistinguishable. More recently, Ref. [10] gave a construction of d = 2 n PPTindistinguishable states in C d ⊗ C d . Moreover, in [11] , the author gave N < d PPT-indistinguishable states in
n with n > 3. In this letter, we further use the semidefinite program to study the PPT-indistinguishable problem. We give a construction of d PPT-indistinguishable maximally entangled states in
This gives an answer to the conjecture proposed by S. Bandyopadhyay in [6] . And this letter is organized as follows: First we use the method in [10] to transfer the PPT-distinguishable problem to a semidefinite program problem. Then we give a sufficient and necessary condition for the semidefinite program having a feasible solution of special form. At last, we apply the theorem to construct d-states set satisfying this condition. Preparation Let A and B be the complex Euclidean spaces corresponding to Alice and Bobs systems with the same dimension d. We write Herm (A ⊗ B) , Pos (A ⊗ B) to denote the sets of all Hermitian operators and positivesemidefinite operators on A ⊗ B respectively. For two Hermitian operators M 1 and M 2 , we denote In this letter, we are mainly dealing with d orthogonal maximally entangled states
|ii , and U i are unitary matrices. Then the orthogonal conditions ψ i |ψ j = δ ij are equivalent with T r(
Because there is an one-one correspondence between the maximally entangled state and the unitary matrix, we call the unitary matrices
the defining unitary matrices of the maximally entangled states
. In this paper we use ρ i to denote the density matrix of the pure state ψ i , that is ρ i = |ψ i ψ i |.
We call a set of states
is PPT-indistinguishable. Our task is to find the maximal probability of success of distinguishing the set
with a PPT measurement. According to the paper [10] , this is equivalent with the following semidefinite program.
Primal problem maximize:
As it has been pointed out in [10] that its dual problem is as follows:
But the dual problem is still difficult to tackle with. If we further constrain the dual problem by imposing equality instead of inequality constraints in the above program, we get the following program:
As [10] has pointed out that any feasible solution of program (3) provides an upper bound of program (1) . In this letter, we mainly study the program (3) and give an sufficient and necessary condition for program (3) has a feasible solution of a special form. And our main results state as the following theorem. Theorem 1. For any d ≥ 4, there exists d PPTindistinguishable mutually orthogonal maximally entangled states in
After an easy calculation, we can find that the eigenvalues of
respectively. Theorem 2. Suppose |ψ i = (I ⊗ U i )|ψ 1 , where
|ii and U i are unitary matrices. Then
, if and only if there is a feasible solution of semidefinite program (3) satisfying
Proof: 
So we have
, hence γ is a feasible solution of semidefinite program (3) which satisfies γ ≤ 
.., K and at least one strictly positive (suppose µ 1 > 0). Because γ is a feasible solution, we have the following inequalities for all i = 1, ..., d:
These imply
For each 1 ≤ i ≤ d, T A (ρ i ) has the following singular value decomposition
where {|v
So we have the following identity:
By (4), (5), (6) we have
We must have |v
. By the singular value decomposition equation (5), we know that span{|v
is just the set of the eigenvectors of T A (ρ i
). This gives a complete proof of the theorem.
The converse is straight forward.
So all the matrices I ⊗ U † i should transfer the same
) to some eigenvector of T A (ρ 1 ) with eigenvalue − 1 d . Lemma 2 has given a precise description of the set T A (ρ 1 ), so it is helpful for us to find the unitary matrices satisfying the above conditions. Because we can not find an unified set of d PPTindistinguishable states, we separate it in the following four parts: d = 4n, d = 2n, d = 2n + 1 and some exceptional cases d = 5, 7, 11. Case I: d=4n. First, we present the four PPT indistinguishable states in C 4 ⊗ C 4 which has been found by Yu. [7] . The corresponding defined unitary matrices are as follows:
It's not difficult to check the following identities:
By lemma 2, we notice that all the vectors on the right hand side of the equalities belong to V − 1 4 (T A (ρ 1 )). Hence we have
By Corollary 1, we can conclude that the above four states are PPT-indistinguishable just the same as the proof in [10] .
Base on the above four states, we give a construction of 4n PPT-indistinguishable states in
. We define
Clearly we have
for i = 1, 2, ..., n. So we have
Moreover, we can check that |4k + 1, 4k + 3 − |4k + 3, 4k + 1 + |4k + 4, 4k
Then by Corollary 1, we conclude that the 4n states defined by
Case II: d=2n. We present a construction which is different with the Case I. That is, even n = 2m for some m, the 4m states constructed below do not coincide with the 4m states constructed in Case I. Set w = e 2π √ −1 n . We construct the 2n orthogonal unitary matrices as follows:
In fact, the above unitary matrices can be defined as the first 2n matrices of the following n 2 orthogonal unitary matrices {U kn+l }. Under the computational base {|m } 2n m=1 , U kn+l express as:
where k = 0, ..., n − 1, l = 1, ..., n and k ⊕ m means the number p ≡ k + m mod n with 1 ≤ p ≤ n. And we can calculate that
By lemma 2, we notice that the right hand side of the above equality is also in
Particularly, we obtain
Then we can conclude that the 2n states
are PPT-indistinguishable. We notice that the observation of (7) are very helpful when we consider the case d = 2n + 1 which might be a bit difficult to construct. Case III: d=2n+1. Now we give a construction of 2n+1 PPT-indistinguishable states. We need to separate the odd numbers case into two classes: Case (i) d = 4n+1 and Case (ii) d = 4n + 3.
Case (i): we construct U j to be block unitary matrix of the form
matrix and W j are (2n−1)×(2n−1) matrix. Suppose V j are chosen from the (n + 1) 2 matrices define above in the case d = 2(n + 1). And W j are chosen from the (2n − 1) 2 generalized Pauli matrices of (2n−1)×(2n−1). If n ≥ 2, we have (n + 1) 2 ≥ 4n + 1 and (2n − 1) 2 ≥ 4n + 1. So we can really construct 4n + 1 orthogonal unitary matrices {U j }.
Case (ii): Similarly with the above construction, we block U j into the form V j 0 0 W j where V j are (2n + 2) × (2n + 2) matrix and W j are (2n + 1) × (2n + 1) matrix. Suppose V j are chosen from the (n+1) 2 matrices define above in the case d = 2(n + 1). And W j are chosen from the (2n + 1)
2 generalized Pauli matrices of (2n + 1) × (2n + 1). If n ≥ 3, we have (n + 1) 2 ≥ 4n + 3 and (2n + 1) 2 ≥ 4n + 3. Then we can construct 4n + 3 orthogonal unitary matrices {U j }.
In these two cases, the orthogonality of {U j } derived from the orthogonality of {V j } and the orthogonality of the generalized Pauli matrices {V j }. If we let |v = n+1 k=1 (|k |n + 1 + k − |n + 1 + k |k ), then we can easily check that
So we conclude that when n ≥ 2,
are PPT-indistinguishable. We notice that the exceptional case of the odd numbers are just 5, 7, 11. Case IV: d=5,7,11. First, when d = 5, Cosentine had presented 5 PPT indistinguishable states [10] .
are the matrices defined in Case I and Easily, U 7 is orthogonal with the above six unitary matrices {U i } 6 i=1 , we define |ψ 7 = (I ⊗ U 7 )|ψ 1 . After some annoying calculations, we obtain |v = Unfortunately, we can't find a feasible solution of programm (3) with the form given by theorem 2. Insteadly, we find a feasible solution of program (3) with the form γ = After an easy calculation, we obtain that inequality (8) is equivalent with
