Equation (14) is plotted in Fig. 1 
III. RESULTS
Equation (14) is plotted in Fig. 1 for several values of the word length M. Each set of curves approaches a limiting curve for large N in accordance with (I12) for a = 2. In addition, successive sets of curves for progressively larger word lengths can be seen to approach the limiting exponential 2-1 in accordance with (13) .
It can be shown that, except for the single case N = M = 2, the maximum negative overshoot of the word autocorrelation function for any word length M is given by the value r(M) for N = M, as can be seen in Fig 
N=M---Equations (I16) and (17) are plotted in Fig. 2 as a function M. As can be seen, the largest overshoot occurs for M = 3 and for M > 4; the asymptotic behavior of (16) closely follows the limiting expression (17) .
IV. CONCLUSIONS
In this correspondence, a closed-form expression has been obtained for the autocorrelation function of successive M-bit digital words taken from a single PN sequence of length L = 2N-1. This function Ry(l) specifies the correlation between words separated in time by 1 clock cycles. For any given values of I and M, this expression can be used to find the value of N which will minimize the correlation between words.
Alternatively, a word length M can be specified such that successive words separated by 1 > M clock cycles will be correlated to less than a specified amount.
I. INTRODUCTION
Many systems in the field today perform critical functions which require extremely high availability (for example, computers in airplanes, hospitals, etc.). One [22] , and Su [11] , while discrete-time models have been used by Kamal [6] , [7] , Koren [ 10] , and Savir [ 15] - [20] . The testing strategies can be categorized as either deterministic or probabilistic in nature. Kamal [6] , [7] and Koren [10] describe properties of deterministic test procedures, while Savir [15] - [20] describes random test procedures for detecting IF's.
When dealing with random testing, it is useful to distinguish between time-variant random testing and time-invariant random testing [ 16] . Time-invariant random testing refers to testing for which input vectors are applied with a cofistant probability distribution during the entire test procedure, while time-variant random testing refers to a strategy which allows the probability distribution to change as the test proceeds. Only time-invariant random testing will be considered in this paper.
This paper presents an optimal algorithm to detect IF's in combinational circuits. It is optimal in the sense that the algorithm suggested maximizes the probability of fault detection. Optimal detection is achieved by applying input vectors according to an optimal probability distribution. It is shown that the set of input vectors used for optimal detection of the IF's is not necessarily a minimal solid fault detection experiment for the corresponding permanent faults.
Manuscript received August 8, 1977 ; revised October 15, 1979 In practice, the testing of a combinational circuit will be done by a fast clocked machine where one test will be applied per each clock cycle. As suggested in Definition 3, we can measure the error latency by the number of clock cycles elapsed until the first error is observed rather than by the time elapsed. Hence, the error latency is a discrete random variable taking on values in the set of positive integers.
The following are assumed to hold for the circuit under test. Assumption 1: The faults are well behaved, namely, during an application of an input vector, the circuit behaves as if it is fault free or else a certain intermittent fault is active [2] .
Assumption 2: The application of input vectors is random and independent of the activity times of the IF's [15] . An optimal assignment ofinput probabilities is an input probability distribution which maximizes the probability of fault detection, with the constraint that no more than n input vectors are applied.
Clearly, the optimal assignment of input probabilities is not unique because different tests from the same affected subset might be used to detect a certain fault. For example, in the case of only one fault with AF = ltl, t2j, all the distributions of the form Pr It } = u, Pr It2j = 1 -u, 0 < u < 1 are valid optimal assignments. In these cases, we agree to use either u = 0 or u = I for the optimal distribution. As implied in Definition 4, the optimal assignment will, in general, depend on n. Definition 7: An optimal generating set S* is a generating set for which an optimal assignment of probabilities exists which assigns zero probability to every test not in S*.
Because every IF detection experiment must have finite length, there is no guarantee that at the end of any experiment, a definite conclusion regarding the state of the circuit (faulty or fault free) could be drawn. When enough consecutive correct outputs are observed, it is necessary to stop and decide with a certain confidence that the circuit is fault free. Such a stopping decision rule should be based on the confidence that the circuit possesses no IF's, which is a monotonically increasing function of the number of consecutive correct outputs that are observed. The testing quality and hence the decision rule for stopping the experiment, is based on the escape probability defined below.
Definition 8: The escape probability P, of a fault set F is the conditional probability that the fault (which is a member of F) will go undetected during an application of n randomly selected input vectors, given that the circuit is faulty [16] .
In order to carry out the optimization procedure, we need an expression for the cumulative distribution function (cdf) of (4) pi is called the probability ofactivity [16] .
Note that the probabilities of activity do not form a probability distribution. In fact, the following inequality holds:
where the equality sign holds for the case of solid faults.
(5) In [ 16] , the cdf of the error latency of a specific faultfj is derived to be FELj(n) = Pr fELj < nlfj is present) = 1 -(1 -bj)n (6) where bj = aj -pj. The problem can now be specified in more exact terms: we are looking for an optimal assignment that maximizes FEL(n) (or equivalently minimizes P,) for a given n.
Lemma 1: In a combinational circuit with F = tfl,f2i and conjoint affected subsets AF1 and AF2, an optimal generating set is the one consisting of a single test t e AF1 n AF2.
Proof: See [17] . Lemma 1 indicates what would be an optimal generating set in the most general case. The members of the optimal generating set should be selected out of the minimal intersections of the affected subsets generated by Procedure 1.
Procedure 1:
Step Step 2: Delete all the marked sets. If two or more intersections are identical, delete all but one copy of that intersection.
Step 3: Rename the remaining sets jAFI, AF2, -) and go to Step 1. Fig. 1 shows an example of generating the minimal intersections.
Let q be the number of minimal intersections generated by Procedure 1, and denote them by IT1, T2. , Tq . An optimal generating set will be S* = Iti, t2, *,tql; ti E Ti, i = 1, 2, *** q. (I11)
Note that at most there exists one minimal intersection for each two affected subsets; hence, the following inequality holds: 
and (17) L xj = 1.
1=1
Lemma 2: The escape probability is a convex function of the probability assignment to the input vectors. Proof: Let n > 1 (for n = 1, the optimal assignment is always on the boundary, and therefore is not an interesting case). We (14) x = (xI, X2, , xq), (15) and xtr denotes x-transposed.
Notice that, in general, Z1=ai 2 
J=1~~~~~~Ñ
ote that since the function z* is a sum of Ps and linear terms in x, the stationary solution of z* is also the global minimum.
The optimization procedure can be carried out by defining two sets of indices So and S1 where the members of So are those indices k of tests tk E S* for which Xk = 0, and the members of Si are those forwhich Xk > 0. The following procedure describes the algorithm of deriving the optimal assignment of input probabilities.
Procedure 2:
Step 1: Let S0= and let SI = 1, 2,, q.
Step Step 3: If xj < 0, transfer the index j from SI to So. Go to Step 2.
Step 4: If xj > 0 for all je SI, then the current probability assignment is the optimal one.
The solution to (21) (22) In most practical circuits, the length of the experiment will be quite large. Note that 1 s of testing time with a 100 ns/instruction machine is equivalent to n = 107. Since testing for permanent faults in a real size circuit takes at least few seconds of computer time, it is evident that testing for intermittent faults will take at least as much (in order to achieve a reasonable escape probability). Thus, for most practical applications, the actual optimal assignment of input vector probabilities will be very close to the asymptotic one derived below. Q.E.D. Letting n be arbitrarily large, an asymptotic expression for the cdf of the error latency is obtained: FOL (n)_1 p (1ePef (25) The escape probability achieved under optimal probability assignment for the affected subsets asymptotically approaches Pr lescapelcircuit is faulty)
Hence, the least upper bound (lub) to the experiment len.th needed to gain an escape probability of P, is given by N ln (Pef -Ps) (27) An important conclusion of the above treatment is that the optimal generating set is not necessarily the generating set used to form a minimal permanent fault detection experiment for F (see Example 1) . In general, if a test set designed to detect permanent faults. is used to detect intermittent faults, it will result in a poor testing quality unless this test set happens to also be an optimal generating set.
IV. THE ALGORITHM
Assuming that the test designer has the following data at hand: F, lwi:i = 1,2, , ml,1pi:i = 1, 2, , ml, and Ps, he can design the optimal IF detection experiment according to the following steps.
Procedure 3:
Step 1: Find the optimal generating set S*, the optimal assignment XOPT, and the lub of the experiment length Ns by jointly solving (16) with Procedure 2.
Step 2: Set counter to N = 1.
Step 3: Apply input vectors from S* generated by the optimal assignment xOPT. If an output error is observed, go to Step 6; otherwise, continue.
Step 4: If N = Ns, go to Step 7; otherwise, continue.
Step 5: Increase counter to N + 1. Go to Step 3.
Step 6: Conclude circuit is faulty and stop.
Step 7: Conclude circuit is fault free and stop. The gain in test quality achieved by using S* over Sm (the ratio of the two escape probabilities which result from the two generating sets) for p = l/2 and various values of n is shown in Table I .
The gain increases very fast, asymptotically approaching 2/3 (9/8) n.
This example emphasizes the importance of using an optimal generating set rather than some other arbitrary generating set in the detection procedure.
Example 2: Consider the combinational circuit of Fig. 2 with the intermittent stuck-at-faults (we denote byf/0 faultf stuck-at 0 and byf/I faultf stuck-at 1). Procedure 2 yields the following optimal assignment:
The asymptotic optimal assignment is (4h; 3/7). Table II shows the optimal assignment as a function of the experiment length.
Notice that the optimal assignment for n = 501 is only 0.1 percent different from the asymptotic value. From (16), we find that the lub of the experiment length needed to achieve an escape probability of Ps= 2.6 X 10-4 is N, = 50. The assumption of single faults is a first-order approximation to the situation for real circuits. T-his assumption is often used by authors because it makes the mathematics tractable and leads to satisfactory results.
The optimal solution is achieved in two steps. In the first step, the optimal generating set is found. This optimal generating set depends on the circuit structure and fault set. In the second step, the optimal distribution for the members of the optimal generating set is calculated. The optimal distribution depends on the optimal generating set and fault parameters.
The proposed algorithm for the optimal detection procedure is relatively easy to implement and provides the shortest experiment for achieving a given test quality. No When trying to estimate any sort of parameters, the estimation procedure should be the "best" in some sense; thus, the "maximum likelihood estimator" procedure is used to estimate the fault parameters [14] .
Maximum Likelihood Estimation of the Probabilities of Presence
Let Ni be the random variable describing the number of times fault fi was present out of a total of n* observations. The observed value of N1 will be denoted by ni. 
