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Resumen 
Se analizó sí sistemas de redes neuraies entrenadas en el reconocimiento de 
patrones de respuestas de tiempos de reacción en tareas de facilitación 
esquemática, son capaces de discriminar apropiadamente entre aquellos 
individuos que integraron nuevo conocimiento de un curso de los que no lo 
integraron. Estudio de naturaleza descriptiva, simulación computacional y diseño 
cuasi experimental, que consta de tres partes. El primero, redes semánticas 
naturales para el análisis cualitativo de organización de información en la memoria 
a largo plazo. El segundo, permitió la selección de estímulos para el 
reconocimiento de palabras y explorar el fenómeno de facilitación esquemática 
usando decisión lexical. El tercer, simulación computacional consiste en un 
análisis conexionista que permite simular esquemas emergentes de (as redes 
semánticas, y la implementación de un sistema neurocomputacional que permitió 
clasificar a individuos que poseen un esquema. Participaron 10 estudiantes de 
primer semestre de la licenciatura en psicología. Los resultados indican que una 
red neural sólo puede reconocer a sujetos poseedores de un esquema de 
conocimiento si estos pertenecen al grupo de sujetos con los que la red fue 
entrenada. Se discutirán las implicaaones de este resultado, así como las ventajas 
y desventajas de la evaluación del aprendizaje significativo a través de redes 
semánticas. 
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CAPÍTULO I INTRODUCCIÓN 
En 1984 la Americans Society For Curriculum Delopmnet (ASCD) convocó a 
una magna conferencia a los expertos más reconocidos en su área que 
tuvieran que ver con cognición y educación. El objetivo era resumir estrategias 
y metas que pudieran ser usadas para el desarrollo curricular, el desarrollo de 
estrategias de enseñanza y programas de aprendizaje dentro de la orientación 
cognitiva. Formulaciones cognitivas derivadas de este encuentro se resumen 
en seis postulados que se desglosan como dimensiones del pensamiento 
relacionadas a la instrucción cognitiva. Estos principios son los siguientes 
(Jones & Aidol, 1990): 
1) El uso de procesos metacognitivos. 
2) La inclusión de procesos cognitivos (conceptualización, procesos de 
formación conceptual, comprensión, composición, discurso oral, 
cuestionamiento científico, solución de problemas y toma de decisiones). 
3) Habilidades de pensamiento como la representación, habilidades de 
resumen y elaboración. 
4) Pensamiento crítico. 
5) Pensamiento creativo. 
6) La especificación del rol de la información que se manipula. 
De este marco de referencia para la construcción de programas cognitivos, se 
han creado al menos 300 propuestas que se encuentran en uso en la 
actualidad. Cada una de estas propuestas de instrucción cognitiva varía 
dependiendo de su propósito y para quién van dirigidas. Algunos programas 
son muy rígidos y no pueden ser combinados con otros, pero por otra parte, 
algunos son muy flexibles y pueden ser incluidos o combinados a disposición 
de un usuario (Costa, 1991). Varios de estos programas son sólo para adultos 
o para niños, e incluso algunos no proveen métodos de evaluación. Solshet y 
Watanabe, (1991) mencionan que todos estos programas pueden ser 
clasificados en tres grandes categorías: 
• Programas ACERCA de las habilidades de un estudiante. Estos programas 
tienen como objetivo el conscientizar a un estudiante de las habilidades 
cognitivas que posee y que puede usar en una actividad de aprendizaje. 
Normalmente se encuentran dentro de esta categoría inventarios de estilos de 
aprendizaje y cognitivos, así como estrategias e inventarios que resaltan 
habilidades metacognitivas. 
• Programas DE desarrollo de habilidades del pensamiento y aprendizaje. En 
esta categoría se encuentran programas cognitivos sofisticados que pretenden 
optimizar la adquisición, integración y refinamiento del conocimiento, (Marzano, 
Pickering & Brandt, 1990; Marzano, Pickering, Arredondo, Blackburn, Brandt & 
Moffett, 1992) así como programas para el desarrollo de habilidades del 
pensamiento, para la toma de decisiones, solución de problemas y emisión de 
juicios de valor (De Sánchez, 1985). 
• Programas PARA el desarrollo de habilidades de pensamiento y 
aprendizaje. Esta categoría se refiere a los contextos escolares más 
apropiados para la aplicación de programas de las dos categorías anteriores 
(Edgen & Kauchak, 1996). Aquí, teorías como el constructivismo, 
socioconstructivismo, etc., se usan como facilitadores de los programas 
cognitivos de instrucción. 
Central a estos programas es la medición o evaluación del aprendizaje, o del 
desarrollo de habilidades del pensamiento. Este aspecto de poder medir lo que 
se propone por un programa de ias categorías descritas, es un problema 
multifactorial que ha sido atacado desde investigación básica y aplicada. Por 
ejemplo, la integración de conocimiento declarativo en la memoria y el 
refinamiento del mismo, puede ser visto desde un aspecto cognitivo educativo 
en la segunda y tercera dimensión del modelo de dimensiones de aprendizaje 
de Marzano (Marzano, Pickering, Arredondo, Blackburn, Brandt & Moffett, 
1992) (ver figura 1.1). 
DIMENSIONES DEL APRENDIZAJE 
Uso Significativo del 
Conocimiento 
Profundización y Refinamiento 
del Conocimiento 
Adquisición e Integración del 
Conocimiento ^ 
Hábitos Mentales 
Actitudes y Percepciones 
Figuran. Se ilustra el modelo de enseñanza y aprendizaje de las dimensiones 
del aprendizaje de Marzano (Marzano & Pickering, 1991). Primero se 
soluciona el problema de las actitudes. Posteriormente se integra 
nuevo conocimiento ya sea procedural o declarativo, se refina y se 
hace uso significativo del mismo. Todo lo anterior con el propósito de 
generar hábitos mentales de aprendizaje. 
Tomando el caso del uso de la segunda dimensión del programa de Marzano 
se propone que es importante que un estudiante adquiera conocimiento 
declarativo o procedural sobre una temática de interés. Para este propósito 
dicho estudiante puede usar un formato como el que se ilustra en la figura 1.2. 
De relevancia es el hecho de que este formato permite la integración de varias 
estrategias de adquisición de conocimiento. 
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Figura 1.2. Hoja de Marzano. Segunda dimensión: integración del 
conocimiento. 
En específico, el cuadrante superior a la derecha permite incluir herramientas 
de organización visual de información, como lo es el caso de los mapas 
conceptuales. Esto abre la puerta a la teoría conectivista de represtación del 
conocimiento, la cual permite el uso de tres familias diferentes de mapas 
conceptuales: 
• Los mapas mentales de generación creativa (Buzan, 1996). Estos mapas 
tienen por objetivo la generación de ideas y la organización de estas en un 
espacio visual con el uso de colores, imágenes o cualquier recurso visual que 
permita su fácil almacenamiento y recuperación. Un ejemplo se ilustra en la 
figura 1.3. 
J 3 Acto de confianza, 
COMUNICACION sinceridad y 
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Figura 1.3. Mapa mental de generación creativa. 
• Mapas organizadores de información. Tienen como objetivo indicar como es 
que cierta información debe ser manejada durante la adquisición de una 
temática nueva. En psicología de la educación existe una gran variedad de este 
tipo de mapas. Una instancia sería un organizador anticipado de una lección en 
donde se señala no solo el conocimiento que se cree que trae un lector, sino 
los nuevos esquemas por adquirir y el momento en que se asume emergen 
durante la lección. Tengamos el caso de un estudiante de opera en el que se le 
señala un mapa organizado de información de tres instancias: la obertura, el 
climax y la conclusión, de una obra en tiempos específicos de la misrriq. 
• Mapas conceptuales para el desarrollo de habilidades del pensamiento. 
Estos mapas tratan de inducir en el usuario del uso de habilidades cognitivas 
como la identificación, categorización, contrastadón, jerarquización del 
conocimiento y procesos de inferencia. La figura 1.4 muestra un mapa burbuja 
siendo usado para facilitar el proceso cognitivo de contrastación de dos 
objetos. Primero se señala en la figura 1.4a lo qué es un mapa de burbuja o 
representación de conocimiento visual de lo que es un perro conceptual mente 
hablando. La figura 1.4b señala las diferencias y similitudes entre las 
representaciones mentales de perro y gato, estas representaciones son 
excelentes cuando se quieren contrastar dos elementos. Nótese, que esta 
ventaja se pierde cuando se trata de comparar una gran cantidad de 
elementos. Si por otra parte se quiere inducir el uso de habilidades de 
pensamiento más complejo, entonces se puede pensar en un mapa conceptual 
jerárquico. En estos mapas ios niveles de jerarquía y el tipo de relación son 
esenciales para representar grados de abstracción. El concepto de hasta arriba 
sería el más general, y el de abajo o último representa al concepto menos 
general. 
a) 
b) 
Figura 1.4. Mapa conceptual para el desarrollo de habilidades de pensamiento. 
Todas estas capacidades permitidas por la teoría conectivista en la hoja de 
evaluación tipo Marzano, son complementadas con al menos dos de los niveles 
cognitivos de la taxonomía de Bloom para el diseño instruccional (Marzano, 
Brandt, Huges, Jones, Presseisen, Ranking & Suhor, 1988), siendo estos la 
síntesis y el resumen. Esto es, la hoja Marzano, si así se quiere, puede incluir 
más elementos cognitivos de Bloom. En realidad la integración y refinamiento 
del nuevo conocimiento a través de la hoja Marzano es un diseño muy flexible, 
dado que puede mezclar diferentes estrategias cognitivas para visualizar y a su 
vez calificar la adquisición del conocimiento. 
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los roles que juegan la atención y la memoria en la adquisición de 
conocimiento. Más aún, no es claro si técnicas como las de mapas 
conceptuales o escritos de síntesis y resumen, miden directamente el grado de 
acomodación cognitiva dado un nuevo conocimiento. Esto es, un mapa 
conceptual puede ser solamente una herramienta que refleja aspectos de 
integración de conocimiento, pero no es un indicador directo de la acomodación 
de esta información en la memoria (tai y como se señalara en la sección del 
problema a investigar). 
Por su parte Holley y Dansereau (1984) señalan una serie de investigaciones 
en donde se usaron mapas conceptuales como la herramienta principal de 
adquisición de conocimiento. Estos autores señalan que cuando se usan 
técnicas de mapas, no sólo como herramientas de enseñanza sino como una 
forma de evaluar el aprendizaje, la evidencia empírica señala déficit en ambos 
aspectos. En términos de aprendizaje, la herramienta de un mapa conceptual 
demanda mucha preparación y como estrategia no es compatible con todas las 
demás estrategias de éxito promovidas con un ambiente académico. Más que 
ayudar, interfiere si se usa como única estrategia de aprendizaje. Por otra 
parte, como ya se señaló un mapa conceptual no posee las capacidades de 
reflejar diferentes aspectos de la acomodación de nuevo conocimiento. En 
específico aspectos de organización asociativa, categórica y de relación de 
esquema son representados de forma completamente diferente a un mapa 
conceptual (ver por ejemplo Lindsay & Norman, 1997; Brachmán, 1977; 
Friendly, 1979). 
Dado lo anterior, la evaluación cognitiva de un aprendizaje se encuentra en una 
etapa de cambio en donde están en demanda estrategias alternativas, 
sensibles y precisas de observar acomodación cognitiva y aprendizaje 
significativo. A este respecto la investigación básica en cognición presenta una 
serie de métodos que aún no han alcanzado una implementación práctica 
dentro del aula escolar, y que pueden ser la alternativa o complemento 
deseado sobre los métodos tradicionales de evaluación de aprendizaje en 
comparación a las pruebas de desempeño y estrategias de evaluación 
cognitiva con mapas conceptuales. 
Evaluación Cognitiva v Construcionismo 
El problema de evaluar cognitivamente la adquisición de nuevo conocimiento 
en un estudiante se convierte en algo más complejo conforme la tecnología 
educativa avanza. Casos específicos como lo es la educación a distancia a 
través de medios virtuales (Internet), tienden a repetir métodos tradicionales de 
evaluación de desempeño, ya que no existen alternativas que se desarrollen a 
la velocidad de la tecnología educativa dejando así al margen una gama de 
posibilidades que ofrece la nueva tecnología. Esto ha ocasionado diferentes 
esfuerzos académicos que pretenden tomar el desafío de proponer nuevas 
alternativas de instrucción y evaluación dentro de un marco de desarrollo 
tecnológico. Tómese como instancia la propuesta constructivista. 
Existe en la actualidad una señe de modelos teóricos del aprendizaje bajo el 
titulo de teoría constructivista (Díaz Barriga & Hernández, 2002). Básicamente 
dichos modelos asumen que para se dé el logro de un aprendizaje, es 
necesario interactuar con el medio ambiente de una forma activa, significativa y 
participativa para que un individuo pueda construir su propio conocimiento 
(Brooks & Brooks, 1993). Una modalidad particular de esta teoría es aquel tipo 
de constructivismo que implica el uso de tecnología educativa como 
herramienta para la construcción activa del conocimiento. Por ejemplo Papert 
(1991) señala que ciertos aprendizajes se ven enriquecidos por el uso de 
tecnología educativa ya que la experiencia que el uso de dicha tecnología 
provee a un aprendiz puede ser realzada, amplificada e incluso puede proveer 
experiencias que de otra forma no serían posibles. Este es el caso de uso de 
simuladores de vuelo en los que situaciones de crisis o extrema urgencia 
pueden ser simuladas para proveer de forma consciente a un piloto estrategias 
de atontamiento. Ejemplos de la robòtica pedagógica también pueden ser 
traídos a colación en donde robots submarinos capaces de estar en planicies 
inaccesibles permiten al usuario del robot el conocer y tener experiencias de 
medios ambientes de interés a sus metas de aprendizaje. 
En el caso del aprendizaje en medios virtuales es de relevancia ei uso de las 
computadoras para facilitar el aprendizaje y ampliar la experiencia de adquirir 
cierto conocimiento. Dentro de la tradición de sistemas computacionales 
diseñados para lograr este propósito se encuentran los denominados sistemas 
de instrucción por computadora (SIC), los sistemas inteligentes de instrucción 
por computadora (SMC), y los sistemas que emulan ambientes virtuale? para el 
aprendizaje. Todos estos con la capacidad del uso de sistemas multimedia e 
hipertexto que amplían la negociación del conocimiento en una actividad 
constructivista (Jonassen, 1982). 
Estos sistemas han evolucionado en prototipos o familias a través del tiempo. 
Siendo cada familia distinguida por el diseño instruccional, el uso de 
inteligencia artificial y la forma de evaluación automatizada. Es sin embargo en 
las formas de evaluación automatizada en donde al parecer dicha tecnología 
encuentra su mayor atraso ya que es común encontrar después de una 
instrucción multimedia los sistemas tradicionales del uso de cuestionarios o 
realización de ejercicios. Nuevas alternativas en esta dirección están en 
demanda y es el interés principal de la presente investigación presentar 
propuestas de evaluación automatizada, pero sobre todo si estas están 
relacionadas a evaluaciones cognitivas del aprendizaje significativo. 
PROBLEMA DE INVESTIGACIÓN 
Central al concepto de almacenar información en la memoria es el modelo que 
postula que dicha información se almacena en forma de redes de conceptos. 
Estas redes son denominadas redes semánticas porque es a través de la 
activación de los conceptos de la red que un individuo obtiene el significado de 
un evento (Lindsay & Norman, 1977). La teoría de redes semánticas asume por 
su parte que al activar un concepto de una red, este concepto activado difunde 
su actividad preactivando a otros conceptos cercanos en la red. De esta forma 
los modelos de redes semánticas que asumen transmisión excitatoria 
introducen el concepto de facilitación semántica, en donde se propone que 
conceptos en memoria a largo plazo (MLP) pueden ser activados más 
fácilmente dada la previa activación de otros conceptos semánticamente 
relacionados a ellos. Esto se ilustra de forma grafica en la figura 1.5. 
Figura 1.5. Se describe el fenómeno de facilitación semántica en donde 
conceptos como Enfermera y Salud pueden ser preactivados por 
transmisión excitatoria de un concepto semánticamente 
relacionado: Doctor. 
Una técnica experimental para estudiar la veracidad de dichos postulados es 
denominada "Estudios de reconocimiento de palabras con tareas de decisión 
lexical". Un ejemplo típico de esta técnica se describe en la figura 1.6. 
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Figura 1.6 Secuencia de eventos en experimentos de reconocimiento de 
palabras con tareas de decisión lexical para observar si existe 
facilitación semántica. El primer estimulo sirve para centrar la mirada. 
El segundo estímulo es una palabra presentada momentáneamente 
en el lugar de centración y que el participante tiene que leer en 
silencio. El tercer estímulo puede ser una palabra bien escrita (por 
ejemplo ENFERMERA), o una palabra mal escrita (ENHERMERA). 
La tarea del individuo es decidir si el tercer estímulo es una palabra 
bien escrita o no (Decisión lexical). 
En el caso de la relación DOCTOR-ENFERMERA un participante reconocerá 
de forma más rápida que enfermera (palabra objetivo) esta bien escrita que en 
el caso de CALCETIN-ENFERMERA. Esto es así dado que el concepto de 
doctor (facilitador) preactiva enfermera dada la cercanía semántica entre los 
conceptos. La literatura de más de 30 años reporta que dependiendo del tipo 
de relación que exista entre pares de palabras (faci litad o r-objetivo) el 
reconocimiento será más rápido o lento. En específico, conceptos que guardan 
una relación asociativa como MANTEQUILLA-PAN producen tiempos de 
reconocimiento más cortos de la palabra PAN que el reconocimiento de la 
palabra TOMATE en pares de palabras que guardan una relación de categoría 
como lo es LECHUGA-TOMATE (ambas pertenecen a la categoría de 
legumbres). Resultados típicos de este tipo de estudios se muestran en la 
figura 1.7. 
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Figura 1.7. Latencias para un experimento de facilitación semántica usando 
una tarea de decisión lexical (López & Theios, 1996). Palabras 
relacionadas por una factor de asociación, una categoría y palabras 
que no guardan relación entre si. 
Estos estudios de facilitación semántica pueden ser utilizados para evaluar si 
un individuo ha adquirido un nuevo conocimiento sobre una temática ya que si 
un nuevo concepto que se aprende a través de una experiencia educativa no 
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se integra en memoria a largo plazo de una forma que sea semánticamente 
apropiada, entonces no es posible obtener efecto de facilitación semántica 
sobre este nuevo tipo de conceptos. En otras palabras, sin efecto de facilitación 
semántica es muy probable que no exista lo que Ausubel denomina 
aprendizaje significativo. Sin embargo, hay que hacer notar que los estudios en 
redes semánticas contradicen en gran medida los supuestos de Ausubel. 
Uno de los primeros modelos de redes semánticas fue el que proponía que la 
información era organizada por categorías y de forma jerárquica (Collins & 
Quillian, 1969). La figura 1.8 ilustra de forma gráfica esta ¡dea. Dichos modelos 
iniciales podían dar cuenta de evidencia experimental que señalaba que 
participantes de estudios de reacción tardaban más en contestar 
afirmativamente a la proposición UN CANARIO TIENE PIEL que a la 
proposición UN CANARIO PUEDE CANTAR. En otras palabras, tal y como se 
muestra en la figura 1.8 las personas tardaban más en procesar proposiciones 
acerca de propiedades generales de la categoría (jerarquía alta) que las más 
específicas (bajas en jerarquía). Trabajo experimental subsecuente (ver por 
ejemplo Rogers & McClelland, 2004), ha mostrado que la organización de la 
información en una categoría no es explicable solo por ordenación de jerarquía. 
Miembros de una categoría pueden estar acomodados por la correlación que 
guardan con otros miembros de otras categorías, por la experiencia del 
individuo, por relaciones causales entre los miembros intermedios de la 
categoría, su factor de tipicalidad, etc. Lo que es peor, frecuentamente el 
comportamiento de los miembros de una categoría tiende a violar predicciones 
de jerarquía. Por ejemplo, Rips, Shoben y Smith (1973) presentaron evidencia 
de que las personas verifican más rápidamente que una gallina es un animal 
que un ave. 
Figura 1.8. Modelos iniciales en Psicología Cognitiva asumían que el 
conocimiento en memoria a largo plazo esta organizado en 
categorías. 
Ciertamente los modelos de organización de información en categorías son a la 
luz de la psicología moderna muy limitados y en ciertos contextos no son de 
fiar. El problema a considerar aquí es que una de las teorías centrales del 
aprendizaje en ambientes educativos actuales, esto es, la teoría del 
aprendizaje significativo de Ausubel señala como necesario la integración de 
nuevo conocimiento en MLP a través del uso de categorías. (Pozo, 1993). En 
específico, la adquisición de nuevo conocimiento implica ya sea la inserción de 
información conceptual a nivel supraordinal o subordinal de una categoría (ver 
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figura 1.9). Todos los problemas señalados a los modelos de categorías del 
conocimiento son aplicables al modelo de Ausubel. 
De esta forma si en realidad se ha de lograr nuevos avances en la teoría del 
aprendizaje significativo, sobre todo en la forma de evaluar dicho aprendizaje, 
entonces es necesario considerar nuevos avances de la ciencia cognitiva 
dentro del contexto del aula escolar. Por ejemplo el concepto de esquema de 
conocimiento promovido dentro de la psicología cognitiva inicialmente por 
Piaget en Europa y consolidado por Bartlet en America (López, 2001) fue 
usado como una explicación alternativa en donde los modelos de categoría 
pierden poder explicativo. Por ejemplo, teorías causales de la representación 
del conocimiento asumen que información en una categoría es organizada no 
solo por las propiedades que cada concepto tiene como miembro de la 
categoría, sino por una relación causal que une la información dada una 
experiencia. Por ejemplo, un ave puede volar porque tiene alas. Esta 
información causal puede explicar porque en estudios de categorización las 
personas tienden a poner el atributo de color en una jerarquía más alta, cuando 
se incluye en una categoría de comida de carne que de legumbres. Así, el color 
en la carne o en la bebida es un indicador de mayor gusto. 
Idea supiaordmada 
T T \ -/ 
/ \ \ 
/ \ \ 
/ I \ \ v * 
, ^ Inclusión 
d e r i v a t i v a 
supraordinada 
iiuevH 
/ 
TA A ) 
/ I \ \ Ideas ya 
/ I v \ CMttb¡CCÍÚt£> I \ \ / a, 1 fa. 
IS) 
ApremTfs.ii j? 
s u p r a o r d i n a d o 
Figura 1.9 Ausubel postula que la información se adquiere y organiza de una 
forma jerárquica. En dicha jerarquía los conceptos subordinados son 
conceptos de niveles inferiores a conceptos más generales o 
supraordinados. 
Por su parte un esquema de conocimiento provee de la suficiente flexibilidad no 
sólo para incluir comportamiento categórico sino también aspectos de 
causalidad. Por ejemplo, ia figura 1.10 muestra la representación conceptual de 
un esquema que señala el movimiento de un libro por un agente. 
Libro 
es un 
José • objeto * • < > agente 
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Figura 1.10. Los esquemas de conocimiento tienden a describir eventos o 
situaciones. En este caso se representa el evento de "José 
acomodando un libro". 
En realidad el constructo de esquema ha sido utilizado como una alternativa 
teórica a la organización del conocimiento en MLP (Alba & Hacer, 1983, 
Rumelhart & Ortony 1977). Un interés renovado sobre este concepto se obtuvo 
en 1986 por Rumelhart y colaboradores, su forma básica sería aún el eje 
central de teorización en la representación del conocimiento. En particular, lo 
que estos autores y otros han señalado es la imposibilidad de que nuestro 
cerebro posea estructuras fijas en formas de esquema. Más bien dichas 
estructuras conceptuales emergen de la dinámica de activación de información 
cada vez que son necesitadas. Aunque dicha afirmación no niega !a existencia 
de esquemata en nuestro cerebro, si es cierto que impuso una nueva forma de 
entender y analizar la forma en como se adquiere y organiza el nuevo 
conocimiento. En particular el modelo tradicional de máquinas Von Newman, 
que postulan una máquina serial como modelo explicativo de la conducta 
cognitiva, y que ha tenido que dar paso a modelos neurocomputacionales que 
permiten emular conducta cerebral, en especial el comportamiento de 
esquemas emergentes. 
Por su parte López y Theios (1992, 1996) y López (1996) señalan que es 
posible detectar y analizar el comportamiento de estos esquemas emergentes. 
En particular, estudios de reconocimiento de palabras con tareas de decisión 
lexical pueden ser implementados para detectar la existencia de un esquema 
que emerge. Detallando este concepto, es posible obtener de estudiantes que 
inician una materia, redes semánticas asociadas por un esquema de la 
temática por aprender. Después, conceptos que estén relacionadas por el 
esquema pueden ser elegidos para formar pares de palabras y comparar si 
estos pares son reconocidos de forma diferente que pares de palabras que no 
guardan ninguna relación. Dado que al inicio del curso el esquema de interés 
no ha sido adquirido se asume que los pares de palabras asociados por dicho 
esquema no tienen significado alguno para el estudiante y los tiempos de 
reconocimiento de estos pares deben ser iguales a las latencias de pares de 
palabras sin relación alguna. Sin embargo, al final del curso una vez que los 
estudiantes integraron nueva información en su memoria, las palabras 
relacionadas por el esquema deben mostrar latencias significativamente 
diferentes de las palabras no relacionadas. Este fenómeno es nombrado 
facilitación esquemática y al parecer ya existe alguna evidencia experimental al 
respecto (Leyva, 2006; Padilla, López & Rodríguez, 2006). La figura 1.11 
muestra los resultados de un estudio de reconocimiento de palabras con tareas 
de decisión lexical con más de 100 estudiantes de psicología antes y después 
de un curso de la teoría de Piaget. Nótese en especial la condición FE 
(Facilitador-Esquema: palabras relacionadas por esquema) antes y después 
del curso. Sus latencias son significativamente diferentes. Además FE después 
del curso resulto también ser significativamente diferente de los pares de 
palabras no relacionadas NRPG después dei curso. En otros términos, existe la 
sugestiva posibilidad de tener un indicador de que el conocimiento de una 
temática se ha incorporado en la MLP de los estudiantes. Dicha integración se 
asume es integrada en esquemas dinámicos tal y como proponen las teorías 
conexionistas de memoria. 
De esta forma es necesario reconceptualizar los postulados tradicionales del 
aprendizaje significativo. En particular un estudiante puede pasar un examen 
sin que en realidad haya integrado información en MLP. Por otra parte la 
evaluación de un esquema en MLP puede ser difícil de evaluar dado su 
carácter emergente y dinámico. Por lo mismo, un examen tradicional puede 
aumentar su poder evaluativo complementándose con un indicador de tiempos 
de reacción como los descritos para certificar que la información evaluada 
exista en MLP. Es muy probable que el efecto obtenido en estos estudios de 
reacción esté fuera del control consciente del estudiante ya que los diseños de 
los estudios están intencional mente programados para elicitar procesos 
automáticos de la memoria. La probabilidad de que un estudiante haga trampa 
con respecto a su desempeño en estos estudios es prácticamente nula. 
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Figura 1.11. Se ilustran las latencias para un estudio de reconocimientos de 
palabras con tareas de decisión lexical. FE: palabras relacionadas 
por un esquema de la teoría de Piaget (antes y después de un curso 
de este autor); NRPG pares de palabras no relacionadas. Otras 
relaciones fueron exploradas (Padilla, López & Leyva, 2005). 
Por demás interesante es el hecho de que estas técnicas cognitivas de 
evaluación pueden ser automatizadas e introducidas en ambientes educativos 
en donde los medios de evaluación tienen que realizarse por sistemas 
computacionales, como lo son algunos medios de aprendizaje en línea. Esta 
posibilidad, claro esta, implica una unión apropiada entre el propósito 
evaluativo y la selección apropiada de tecnología computacional. 
Los computadores han evolucionado en generaciones. Cada generación tipifica 
propiedades diferentes de las otras. De particular importancia para la propuesta 
cognitiva de evaluación que se describirá en el presente trabajo (y quizás para 
el futuro de la educación por medios virtuales) son las máquinas de sexta 
generación caracterizadas por una arquitectura de procesamiento paralelo de 
la información. Tres grandes familias de computadores pueden ser distinguidas 
en esta generación: las paracomputadoras, los transputadores y las redes 
neurales. Estos computadores incrementan día con día su importancia dado 
que tienden a resolver problemas computacionales que las maquinas seriales 
son incapaces de solucionar (por ejemplo varios problemas no polinomiales). 
En especial las redes neurales (inspiradas en el funcionamiento del cerebro) 
son de interés porque tienden a ser excelentes soluciones computacionales en 
el área del reconocimiento de patrones de información. Son excelentes 
sistemas para clasificar patrones en condiciones de alto ruido de fondo o con 
información incompleta. 
De particular interés es la posibilidad de que una red neural pueda ser 
entrenada con los tiempos de reacción de pares de palabras de un esquema 
obtenidos de estudiantes que se sabe ya integraron dicho esquema en MLP. El 
propósito es el de obtener un sistema que pueda clasificar a posteriores 
estudiantes como poseedores o no poseedores dei esquema basado en los 
tiempos de reacción de los estudiantes en un estudio de decisión lexical del 
tipo de facilitación esquemática antes señalado. La figura 1.12 señala de forma 
gráfica un prototipo de esta idea. 
Figura 1.12. Se ilustra una red neurai que tiene como propósito clasificar si se 
adquiere un esquema basado en la presentación de pares de 
conceptos y un tiempo de reacción relacionado a dichos par. 
Descrito lo anterior es posible describir de forma más clara el interés de la 
presente investigación por elaborar sistemas automáticos que estén a 
disposición de un usuario, que pretenda evaluar la adquisición de nuevo 
conocimiento desde una perspectiva del aprendizaje significativo, no como lo 
propone Ausubel (Driscol!, 1994), si no mas bien dentro de una teoría moderna 
cognitiva del aprendizaje denominada conexionismo. Desde esta perspectiva la 
idea de aprendizaje significativo es reinterpretada. En específico, nuevo 
conocimiento es integrado y distribuido dentro de la conectivídad. de aparatos 
neuraies en nuestro cerebro. Aquí identificar si se adquirió un conocimiento no 
depende de si se integro en categorías, si no mas bien, si el comportamiento 
esquemático distribuido cambio de forma significativa después de un curso con 
respecto al inicio de este. El indicador que se propone para identificar dicho 
cambio esta basado en tiempos de reacción de un paradigma denominado 
facilitación esquemática. Este interés de implementar un sistema evaluador de 
adquisición de esquemas a través de redes neurales queda mejor expresado a 
través de la siguiente pregunta de investigación: 
¿Sistemas de redes neurales entrenadas en el reconocimiento de patrones de 
respuestas de tiempos de reacción en tareas de facilitación esquemática son 
capaces de discriminar apropiadamente entre aquellos individuos que 
integraron nuevo conocimiento de un curso de los que no? 
De obvio interés en este estudio es el saber exactamente el por que la red 
neural evaluadora cognitiva es capaz de discernir entre alguien que integró un 
esquema de alguien que no fue capaz de aprenderlo o que lo aprendió 
equivocadamente. La tecnología cognitiva que se encuentra a disposición para 
estos propósitos es variada pero se relaciona al análisis de redes semánticas 
de información (Friendly, 1979). En particular es de interés a la presente 
investigación el poder analizar las redes semánticas de una temática de los 
sujetos que son evaluados por el neurocomputador, ya que estas pueden 
permitir el análisis cualitativo de la organización de información del esquema 
que se integra. Desde una perspectiva conexionista esta organización debe ser 
además emergente, dinámica, y no fija. Para lo que se especula que modelos 
conexionistas como el que presenta Rumelhart y el grupo PDP éo 1986 son 
ideales para el análisis de los esquemas que se asumen integran los 
estudiantes durante un curso. Este interés también se refleja de mejor forma en 
la siguiente pregunta de investigación: 
¿Es posible analizar de forma cualitativa la organización de información de los 
esquemas que analiza un evaluador neurocomputacional? 
OBJETIVO GENERAL 
Implementar tecnología educativa que sea capaz de evaluar aprendizaje 
significativo en la memoria a largo plazo. 
OBJETIVOS ESPECÍFICOS 
1. Determinar si una red neural estilo genético es capaz de reconocer y 
clasificar individuos que poseen un nuevo esquema de conocimiento 
usando tiempos de reacción en tareas de reconocimiento de palabras. 
2. implementar un sistema conexionista simulador de esquemas que permita 
identificar conceptos centrales para la organización de información de redes 
semánticas generadas por sujetos sobre un tema. 
3. Obtener redes semánticas naturales de individuos que han leído sobre un 
tema. 
HIPÓTESIS 
1. Si un individuo integra información nueva en su memoria a largo plazo 
entonces las latencias en el reconocimiento de palabras relacionadas por 
esquema de este tema permitirá a una red neural reconocer que dicho 
individuo ha integrado nueva información sobre el tema. 
2. Si un individuo ha sido clasificado como poseedor de nueva información 
sobre un tema, entonces un análisis cualitativo de cómo organiza la nueva 
información usando técnicas de redes semánticas reflejará conceptos 
relevantes en la integración y asimilación de esa temática. 
3. Cuando un nuevo conocimiento es adquirido este podrá analizarse a través 
de redes semánticas naturales de información después de que se ha 
estudiado una temática. 
En general lo que se propone es una forma de evaluación cognitiva de 
aprendizaje usando tanto indicadores cualitativos como lo son simulaciones 
computacionales de nuevo conocimiento que se adquiere, así como 
indicadores cuantitativos que permitan clasificar a un estudiante como 
perteneciente a la categoría de poseedor de nuevo conocimiento. Dichos 
indicadores serán teóricamente contextualizados de forma mas detallada en la 
siguiente sección de marco teórico. 
CAPÍTULO II MARCO TEÓRICO 
A continuación se presenta una serie de contenidos teóricos que pretenden 
contextual izar ei tipo de indicadores de relevancia a la presente investigación. En 
particular se introducirá teoría del procesamiento humano de información para 
señalar cómo es que estudios de reconocimiento de palabras basados en diseños 
cuasi experimentales con tareas de tiempos de reacción han permitido estudiar la 
forma en cómo los humanos tienden a organizar y almacenar información dentro 
de la memoria a largo plazo. Además dentro del rubro teórico de la representación 
del conocimiento en la memoria se analizarán los nuevos modelos conexionistas 
que postulan formas dinámicas y emergentes de organizar información en la 
memoria. Este marco teórico dará paso a la consideración del tema del 
aprendizaje significativo. Aquí se contrastarán teorías centrales de la psicología 
educativa como lo es Ausubel con teorías del aprendizaje basado en esquemas y 
redes semánticas propuestas por la teoría cognitiva del procesamiento humano de 
información. Todo lo anterior permitirá fatalmente retomar el problema de 
investigación así como los indicadores incluidos para contestar las preguntas de 
investigación dentro de una aproximación de la representación del conocimiento. 
2.1 Sobre la Teoría del Procesamiento Humano de Información 
La teoría del procesamiento humano de información (PHI), tiene como postulados 
teórico central el de entender al humano como un procesador de información 
simbólica. Desde esta perspectiva, se entiende el funcionamiento de nuestra 
mente y sus habilidades intelectuales como un tipo de computadora en donde se 
archiva y manipula información simbólica de una forma programada. Esto tiene 
como propósito el traer toda una metodología de rigor matemático en la medición 
de los procesos de manipulación de información. Sin embargo, debe estar claro 
que esta analogía es sólo una herramienta conceptual y que no se sugiere que 
nuestra mente es en sí una computadora. 
En su forma más ortodoxa, el PHI propone que nuestro aparato cognitivo se 
constituye como un sistema serial en donde ta información es procesada por 
etapas y en donde el procesamiento de la información en cada etapa se 
encuentran regulado por un procesador central (Massaro, 1993). 
Los supuestos básicos del PHI postulan que: 1) los componentes mentales y 
procesos, que se representan de manera interna por el tiempo y el espacio en que 
ocurren la entrada y la salida de la información, son importantes para la 
comprensión de los procesos de aprendizaje. 2) El número de procesos que 
explican las actividades cognitivas es pequeño. 3) Los procesos trabajan en 
conjunto y se combinan para facilitar el desempeño de las tareas. 4) El desarrollo 
cognitivo depende de sistemas de automodificadón, para la resolución de tareas 
de forma más eficiente. 
La mente humana trabaja al aplicar procesos básicos a las estructuras simbólicas 
que representan el contenido de nuestros pensamientos, es decir, 
representaciones mentales, utilizadas para codificar nuestra experiencia, 
procesarla y almacenarla. El objetivo final de esta postura es la construcción de 
una representación teórica de la secuencia de eventos que ocurre mientras la 
información estímulo se transforma a través de operaciones preceptúales y 
cognitivas, en formas codificadas que pueden preservarse en memorias 
organizadas (Klingler & Vadilk), 2000). 
De acuerdo a los teóricos del PHI desde la infancia comenzamos a formar 
representaciones simbólicas de nuestro medio ambiente y de nuestra conducta 
como individuos en dicho ambiente. Estas representaciones mentales permiten la 
organización de la información de acuerdo a las propiedades del objeto 
representado (Rumelhart & Ortony, 1977). 
Con respecto a estas representaciones mentales existen al menos tres diferentes 
formatos para representar la información en nuestro sistema cognrtivo (Rumelhart 
& Ortony, 1977): 
1. el conocimiento procedimental, 
2. el conocimiento declarativo, 
3. el conocimiento de imágenes. 
El conocimiento procedimental es aquel tipo de conocimiento que nos señala o 
índica el procedimiento (¿cómo se hace?) para realizar alguna tarea. Por ejemplo, 
el tipo de conocimiento que nos permite conducir un carro o una bicicleta, 
desplazamos de un lugar a otro sin perdemos, etc. El conocimiento procedimental 
también se relaciona a lo que algunos autores conocen como conocimiento 
condicional, el cual supone un conjunto de reglas condicionales como: "SI... ESTO 
SUCEDE... ENTONCES PROCEDE CON...". Dicho conocimiento procedimental 
forma la base de mucha de nuestra conducta. 
El conocimiento declarativo (Rumelhart & Norman, 1985; Undsay & Norman, 
1977), nos describe y explica las características y significado de algo (responde a 
la pregunta ¿qué es un objeto? Por ejemplo, algo que tiene cuatro patas, que tiene 
cola y ladra ¿qué es? Este conocimiento también se organiza proposicionalmente 
en la memoria y se le conoce como redes semánticas de conocimiento ya que el 
significado de un objeto se construye al recorrer la red de conceptos que se 
asocian y describen las propiedades del objeto. 
2.2 PHI y la Representación de Conocimiento en Memoria 
La información de nuestro medio ambiente es primero procesada a través de un 
almacén sensorial en donde la información es codificada en un símbolo que puede 
ser almacenado de forma temporal en un Memoria a Corto Plazo (MCP). Si la 
información no es de relevancia la activación de dicho símbolo decaerá hasta que 
este es perdido de forma permanente. Por el contrario si el concepto es de 
relevancia para el individuo, entonces este podrá ya sea ser reactivado y seguir 
permaneciendo en MCP o si se desea así, este pasará a formar parte'de una red 
de conceptos almacenados permanentemente en la Memoria a Largo Plazo 
(MLP). El procesador central se supone influye de una forma automática e 
inconsciente, pero en la actualidad también se le atribuye participación de la 
autorregulación consciente y a la metacognición, estos es, al conocimiento 
consciente de nuestras capacidades cognitivas (Mayor, Suengas & Marqués, 
1995). 
Los estudios de los procesos de asociación compleja en forma de red conceptual 
en la MLP se denominan análisis de redes semánticas. Dichas redes se conocen 
como semánticas porque es a través del recorrido y activación de los conceptos 
de la red el como obtenemos el significado de algo. Estos modelos reticulares 
encuentran su inicio con Collins y Quillian (1969), y encuentran a sus modelos 
mas representativos con Anderson (1976), Anderson y Bower (1973), Brachman 
(1977), Collins y Loftus (1975), Norman, Rumelhart y el grupo de investigación 
LNR (1977), Lindsay y Norman (1977), y mas recientemente con Fekiman (1988), 
y Rumelhart (1990). 
Dichas redes semánticas, tienen sin embargo el propósito de formar la base de 
organizaciones de conocimiento más complejo llamados esquemas. Este concepto 
de esquema de conocimiento, se encuentra en el centro de la generación de teoría 
en la psicología cognitiva moderna. Aún y cuando no existe una definición 
definitiva, el concepto de esquema (esquemata para el plural), es frecuentemente 
usado para representar estructuras de datos que contienen grupos de conceptos 
que constituyen conocimiento genérico acerca de eventos, escenarios, V acciones 
que han sido adquiridos de experiencias pasadas. Kant (citado en Kintsch & 
Mross, 1985), originalmente propuso la idea de esquemata como el de estructuras 
innatas para organizar nuestra percepción del mundo. Sin embargo, la inclusión de 
esta noción mentalística en psicología vino primero de Europa con Piaget en 1926 
para explicar cómo es que los niños desarrollan el pensamiento a través de la 
edad. También Bartíet en 1932 (citado en Neisser, 1967) uso el concepto de 
esquema para explicar cómo los individuos tendían a reconstruir historias basadas 
en su conocimiento previo. En Estados Unidos el concepto de esquema fue 
retomado principalmente por investigadores del área de la Inteligencia Artificial 
para desarrollar y mejorar simulaciones computa rizadas de las capacidades 
cognitivas humanas (Minsky, 1975; Schank & Abelson, 1977) 
El nacimiento del concepto de esquema de conocimiento en psicología como una 
herramienta exploratoria sobre cómo los humanos procesamos y organizamos el 
conocimiento fue difícil debido al ambiente conductista que predominaba en la 
época. Esta noción mentalistica era considerada como extremadamente vaga, 
subjetiva, y no observable. 
En la época de los setenta, con el creciente interés en las representaciones 
mentales, el concepto de esquema se consolidó debido a que desde entonces se 
ha encontrado evidencia experimental que apoyaba su validez psicológica 
(Brandsford & Johnson, 1973; Anderson & Pichert, 1978), y además versiones 
modernas como el modelo de "esquemas - etiqueta" (Graesser & Nakamura, 
1982), o el modelo de esquemata de procesamiento paralelo distribuido 
(Rumelhart, Smolensky, McClelland, & Hinton, 1986; Schvanevfdt. 1990). juegan 
un papel central y determinante en las teorías actuales de memoria humana en la 
psicologia cognitiva (para una revisión completa véase Alba y Hasher, 1983). 
Rumelhart y Ortony (1977) listan las siguientes características como las más 
importantes propiedades de un esquema: 
1. Los esquemas tienen variables. 
2. Los esquemas pueden ser embebidos en otros. 
3. Los esquemas representan conocimiento a todos los niveles de abstracción. 
4. Los esquemas representan conocimientos más que definiciones. 
5. Los esquemas son mecanismos de reconocimiento que son usados para la 
evaluación de información que esta siendo procesado. 
La tercera característica, esto es, que los esquemas pueden representar niveles a 
todos los niveles de abstracción, desde ideologías y aspectos culturales (por 
ejemplo Anderson, 1991), hasta el simple significado de una palabra, es lo que 
permite a los investigadores el explorar una gran variedad de campos de 
conocimientos. Por ejemplo, en un nivel molar de abstracción, y entendiendo los 
esquemas como procesos cognrtivos activos (característica No. 5), Schartk y 
Abelson (1977) extendieron la idea de esquemata para explicar cómo 
conocimiento de secuencias de eventos complejos como lo es el comer en un 
restaurant (lo que envuelve acciones dirigidas a metas, actores y objetos), puede 
ser representado en estructuras de conocimientos llamados "scrípts". AT igual que 
la esquemata los scrípts pueden ser divididos en escenas organizadas 
jerárquicamente y subscrípts. Los elementos de los scrípts funcionan como valores 
de default y nos permiten inferir lo que no está explícitamente establecido. 
Estos esquemas se suponen son usados por los individuos para toda actividad 
cognitiva, inclusive en aspectos como es la conducta emocional y atribuciones 
emocionales a otros individuos. Desde esta perspectiva existen estudios que 
analizan el rol de esquemas de conocimiento como desencadenad ores de la 
emoción. Una instancia de esto es la teoría de Mandler, en donde la disrupción de 
una expectativa impide la aplicación de esquemas personales o la consecución de 
una meta. Estas disrupciones pueden crear estados emocionales positivos o 
negativos. 
Los esquemas de conocimiento a su vez pueden ser usados como estructuras de 
datos que manejan tres tipos de conocimiento declarativo. De acuerdo a Smith y 
Medin (1981), dichos tipos de información esquemática puede ser clasificado al 
menos en tres categorías: 
a. Esquemata Semántica Clásica. 
En este tipo de esquema los conceptos involucrados deben ser necesarios y 
suficientes para lograr una definición única Así por ejemplo la representación 
conceptual de un "cuadrado" debe contener conceptos definidores como: figura 
cerrada, cuatro lados, longitudes iguales en sus lados, y ángulos iguáles de 90 
grados. En resumen los esquemas semánticos clásicos deben contener 
1. Un esquema único de representación tipo resumen. 
2. Conceptos necesarios y suficientes. 
3. Los conceptos definidores deben asociarse unos con otros para formar 
conjuntos y subconjuntos. 
b. Esquemata Semántica Probabilística. 
En muchas ocasiones las representaciones unitarias no se ajustan como una 
buena explicación de un evento u objeto, sino más bien como una probable 
explicación. Por ejemplo, la representación unitaria de una taza puede ser: (1) 
objeto concreto, (2) cóncavo, (3) puede guardar liquido, (4) tiene una agarradera, 
(5) sirve para contener líquidos calientes. Aún y cuando estos definidores pueden 
presentarse como una definición unitaria es cuestionable si esta representación es 
valida para todos los tipos de tasas. Las propiedades de la 1 a la 3 parecen ser 
una descripción valida para todos los miembros de la clase, pero no así las 
propiedades 4 y 5. Por ejemplo, las tasas en restaurantes chinos no tienen 
agarradera y no pueden ser usadas para tomar líquidos calientes. De esta forma 
descripciones unitarias como la de un cuadrado, son validas en todos lugares 
mientras que la descripción de una tasa es una representación probable. 
c. Esquemata Semántica por Ejemplificación 
Existen eventos u objetos que no se someten a una representación conceptual 
unitaria o probabilística. Por ejemplo, la representación esquemática de lo que es 
un suicida ha sido difícil de lograr en un ambiente clínico. La clase de gente con 
tendencias suicidas no puede ser representada por una sola descripción, sino más 
bien por un conjunto de descripciones, esto es, es necesario conocer las 
características de diferentes suicidas para poder conocer b que es un suicida. 
Este tipo de esquemas se llaman de ejemplificación ya que la tipificación de los 
miembros determinados de unas clases requiere un conjunto separado de 
descripciones. 
El conocimiento eidètico o de imágenes, por su parte y como su nombre lo indica, 
es el almacenamiento y manipulación de imágenes (Paivio & Csapo, 1973). Por 
ejemplo, la gráfica de un libro, la cara de un pariente, etc. Dicha capacidad 
eidètica nos permite llevar operaciones mentales para la solución de problemas o 
tareas que requieren el análisis espacial de objetos, o de un espacio bidimensional 
o tridimensional. 
Todos estos postulados acerca de la organización y almacenamiento de la 
información en la memoria han sido sujetos a una constante verificación 
experimental. Dicha forma de verificar estos constructos teóricos han tipificado a la 
psicología cognitiva como un área científica. 
2.3 Representación del Conocimiento y Desarrollo Cognitivo según Piaget 
Piaget (1968,1970), fue un biólogo cuyas postulaciones cognitivas señalan que el 
humano se desarrolla en etapas desde su nacimiento hasta su madurez. Cada 
una de estas es cualitativamente diferente de las otras y es secuencial. Observe la 
figura 2.1. 
Tipos de esquema Logros cognitivos Limitaciones 
Estado 
Sensonomotor 
Motor Permanencia de objeto Pensamiento basado en hacer 
cosas. 
Estado 
Pre-o pe racional 
Motor 
Simbólico 
Imitación diferida 
Juego simbólico 
Lengua 
Dominado por aspectos 
preceptúales. 
Carencia de conciencia de la 
perspectiva de otros. 
Carencia de reversibilidad 
Carencia de compensación. 
Estado 
Opera cional 
Motor 
Simbólico 
Operacional-Concreto 
Inclusión de dase 
Seriadón 
Conservación 
Pensamiento sólo en términos 
concretos. 
Puede pensaren un máximo de dos 
atributos a la vez. 
Estado 
Opera cional 
Formal 
Motor 
Simbólico 
Operacional-Concreto y 
Formal 
Pensamiento en posibilidades 
Anticipación 
Pensamiento en forma de 
hipótesis 
Figura 2.1. Descripción de las diferentes etapas de desarrollo cognitivo de un 
individuo. 
Algunos individuos superan los estados cognitivos más rápido que otros, y otros 
no son capaces de llegar a la etapa de operaciones formales. En la primera etapa, 
a través de la acción motora, el niño genera esquemas motores. Estos esquemas 
le permiten al pequeño interactuar con su medio ambiente, lo cual eventualmente, 
lo lleva a concluir que los objetos existen independientemente de si éste puede 
verlos o tocarlos (permanencia de objetos). 
En el estado preoperacional, el niño desarrolla estructuras cognitivas llamadas 
esquemas simbólicos que le permiten representar tipos de conocimiento, 
declarativo, procedimental o de imágenes así como el desarrollo de la lengua. Aún 
y cuando en esta etapa carecen de la capacidad de generar esquemas 
operacionales, los infantes son capaces de entender que algunas operaciones son 
reversibles (reversibilidad) y de que al afectar la dimensión de un objeto también 
se afecta otra dimensión de ellos mismos (compensación). En el estado 
operacional los niños pueden aplicar operaciones sobre problemas que involucren 
objetos concretos y no a objetos abstractos. Esto último requeriría de pensamiento 
hipotético el cual se relaciona al pensamiento de operaciones formales. 
Para poder cambiar de un estado cognrtivo a otro (maduración), un individuo debe 
ser capaz de asimilar y acomodar información de su medio ambiente en sus 
esquemas de conocimiento. Asimilar implica solamente adherir nueva información 
a un esquema ya existente, mientras que acomodación implica reestructurar un 
esquema de conocimiento previo. Observe cuan central es la existencia de un 
esquema de conocimiento para sostener una de la teorías mas importantes en 
cognición sobre desarrollo cognitivo. Sin la existencia de dicho concepto esta 
teoría prácticamente es insostenible. 
La teoría de Piaget da significado a las etapas de desarrollo. Postula una 
continuidad y una organización que dirige una serie de conductas que en 
apariencia no tiene relación. Por lo que debemos suponer que existe un 
paralelismo entre el aprendizaje temprano y las formas más compras de 
aprendizaje del adulto. Podemos hipotetizar que ciertas secuencias del desarrollo 
son universales y que una estructura biológica subyace a ellas (Kiinger & Vadillo, 
2000). 
2.4 Sobre el efecto de Facilitación Semántica 
Del estudio de (os diferentes índices de organización y estructura del recuerdo se 
ha podido establecer una gran cantidad de avances teóricos en el área de la 
memoria humana. Se revisa a continuación un modelo clásico del procesamiento 
humano de información relacionados a esta línea de estudio de la memoria 
humana. 
En 1981 Raijmaker y Shfffrin (citado en Lachman & Lachman, 1979) presentaron 
un modelo de memoria episódica denominado "Search of Associative Memory" 
(SAM) para explicar entre otras cosas la forma en como cognitivamente se da el 
recuerdo. En este modelo, la memoria a largo plazo esta constituida de imágenes 
que constituyen unidades interconectadas con propiedades permanentes. 
De acuerdo a este modelo, cuando un individuo participa en una tarea de recuerdo 
este construye una serie de claves en la MCP que le permitirá el recuperar 
información posteriormente. Estas claves se refieren q el tipo de información a 
recordar (palabras, imágenes, frases completas), posbles categorías (frutas, 
animales, etc.) y claves contextúales (por ejemplo se trata sobre una lista que 
acabo de repasar, de una clase de ayer, de un programa de radio que escuche la 
semana pasada, etc.). 
Durante el proceso de recuerdo las claves activan las imágenes de una forma 
diferencial, esto es, las imágenes se activan según su fuerza de asociación a 
dichas claves (aquí se supone que se activan sólo las imágenes involucradas en la 
lista a recordar). Esta interacción entre clave e imagen en memoria puede ser 
entendida como una matriz de interacción en donde cada celda de la matriz 
representa un valor de asociación entre un clave determinada y una imagen. Esta 
matriz de asociación es también denominada estructura de recuperación de 
información. 
El modelo SAM se encuentra entre los primeros modelos formales que intentan 
proponer mecanismos cognitivos del recuerdo. Extensiones del modelo pueden 
ser observados para explicar otro tipo de procesos de memoria como lo es el caso 
de memoria de reconocimiento. 
Con especto al tema de la memoria humana no es sino hasta inicios de los 70s 
que los tiempos de reacción empezaron a ser usados como un método de estudio 
en la investigación de la memoria humana dentro de la psicología cognitiva. Con el 
advenimiento de las computadoras como instrumentos de medición de alta 
precisión dentro de los laboratorios de psicología que fue posible el consolidar el 
uso de tiempos de reacción como un estándar dentro del estudio de la memoria 
humana (véase también Kliegl, Mayr & Krampe, 1994). Desde entonces se han 
diseñado una serie de ingeniosos métodos experimentales de tiempos efe reacción 
que permiten determinar la forma de procesamiento y capacidad mnemónica. 
Sternberg (1969) exploró mecanismos de procesamiento de la MCP en tareas de 
reconocimiento usando una tarea experimental de tiempos de reacción en la que 
los participantes tenían que decir si un estimulo que se les presentaba 
visualmente se encontraba en una lista que recién se les había presentado. Lo 
que importaba en esta tarea de reconocimiento no era analizar tanto la 
organización o contenido del material a reconocer, sino más bien la capacidad del 
sistema para procesar la información (Solso 1998). 
Sternberg proponía que una vez que la lista de estímulos era almacenada en la 
memoria a corto plazo, entonces el decidir si un estímulo posterior pertenecía o no 
a esta, establece un proceso de comparación que inicia una búsqueda serial en la 
lista. Sin embargo, no era claro si dicha búsqueda terminaba una vez identificado 
el estímulo en la lista (auto-terminación), o era necesaria una búsqueda 
exhaustiva. 
En general no debe sorprender que a mayor número de elementos en la lista de 
búsqueda se obtenga un mayor tiempo de reacción para tomar la decisión de 
pertenencia de un elemento a la lista. Lo que sería sorprendente es el hecho de 
que la hipótesis de exhaustividad se mantuviera ya que esto implica un gasto 
adicional de recurso de información en el acceso de información (Solso, 1998). 
Un primer aspecto sobresaliente obtenido por Sternberg es el hechó de que 
incrementos de elementos en la bsta ocasionan un efecto acumulativo en los 
tiempos de reacción de tal forma que cada elemento añadido ocasiona un 
incremento de igual proporción en tiempo de reacción. Este proceso de adición es 
importante porque es visto como evidencia empírica de la idea de Donders (López, 
2002) de un efecto sumatrvo de etapas de procesamiento. Sin embargo, más 
sorprendente es el hecho de que la hipótesis de auto-terminación es rechazada, 
sugiriendo de esta forma un sistema de acceso de información en MCP no tan 
efectivo. Esto es por supuesto una limitación de procesamiento que tipifica a las 
personas y permite delinear aspectos estructurales de la MCP. 
Los resultados de estudios cronológicos como el paradigma de Stemberg siguen 
teniendo en la actualidad validez aún y cuando la idea de una búsqueda serial en 
MCP ha sido criticada. Independientemente de estas criticas lo que se pretende 
ilustrar es la forma experimental de probar la hipótesis de que la actividad mental 
conlleva un tiempo real (Lachman, Lachman & Butterfield, 1979), y la creencia 
inicial en psicología cognitiva de que dicho tiempo se daba en etapas de 
procesamiento serial donde cada etapa consumía un tiempo que puede ser 
inferido por métodos de substracción. 
El fenómeno cogrütivo de facilitación semántica es generalmente visto como uno 
de los procesos más reveladores de las características de acceso y recuperación 
de la memoria humana. Este se refiere al hecho de que, si por ejemplo, en una 
situación experimental dos elementos (palabras, imágenes, etc.) son presentados 
uno tras otro en sucesión cercana a un observador y una respuesta es requerida 
sobre el segundo elemento, entonces, la respuesta requerida será más rápida 
cuando los dos elementos presentados están relacionados que cuando no lo 
están. De esta forma, el tiempo que le lleva decidir a un individuo que la palabra 
"silla" (objetivo) es una palabra bien escrita, toma menos tiempo cuando la palabra 
"mesa" (facilitador relacionado) le antecede, que cuando la palabra "viento" 
(facilitador no relacionado) le antecede (Meyer & Schvaneveldt, 1971). 
Existen al menos dos grandes categorías de modelos teóricos que pretenden 
explicar los efectos de facilitación semántica: 
1. Modelos mecanicistas: estos modelos basan sus explicaciones en términos de 
la organización de componentes de trabajo. Un ejemplo de estos modelos es el de 
estilo de carpeta de almacenamiento (Wyer & Srulls, 1980), en donde constructos 
(palabras, frases, o párrafos) en cada carpeta son almacenados en capas en el 
orden en el que estos son activados. De esta forma cuando un constructo es 
frecuentemente activado, la probabilidad de que este sea usado aumenta y por lo 
mismo es más probable que este permanezca en una capa superior. Dado que 
elementos asociados son activados con la misma frecuencia entonces estos se 
encuentran en capas cercanas y al acceder a una capa determinada permite 
acceder a capas cercanas a esta en menos tiempo dando así un efecto de 
facilitación de acceso de información. Un modelo mas reciente es el modelo de 
"clave compuesta" (Ratcliff & Mckoon, 1988; Dosher & Roseadle, 1989). En este 
modelo la información en la memoria es accedida a través de la información que 
posee una clave sobre el elemento a buscar y sobre el contexto en el qué ocurre. 
El fenómeno de facilitación semántica identifica al elemento facilitador (palabra, 
imagen, etc), como la clave que acciona una arta de acceso de información. 
2. Modelos de transmisión excitatoria: este tipo de modelos explica el fenómeno 
de facilitación semántica como la consecuencia de la activación de niveles de 
energía de elementos asociados a un facilitador (Higgins, Barg, & Lombardi, 
1985). La idea central a estos modelos es el de difusión de activación en donde al 
activar un elemento en la memoria (por ejemplo un concepto) este esparcirá 
activación residual a elementos semánticamente cercanos. Este concepto de 
difusión de energía excitatoria fue primeramente propuesta por Quillian (1969), 
elaborado por Collinns y Loftus (1975), e incorporado en modelos generales de 
pensamiento humano como el ACT (Anderson, 1976,1983) y de memoria humana 
(Anderson & Bower, 1973). 
Existe un gran debate sobre cual tipo de modelos (mecanicistas vs. transmisión de 
activación) son mejores para explicar el fenómeno de facilitación semántica 
(McNamara, 1992, 1994; McKoon & Rtclrff, 1992). Dada la relevancia en la 
literatura cognitiva de los modelos difusión de energía y su relación a modelos 
conexionistas modernos, se expondrá sobre estos modelos observando técnicas 
experimentales implementadas para la obtención de evidencia empírica que los 
apoye. Esto tiene también el propósito de detallar el cuidado que se tiene en este 
tipo de estudios en los procedimientos así como el de resaltar problemáticas 
experimentales que un investigador en el estudio de memoria huraña puede 
encontrar al incursionar en el área. 
Los modelos de memoria semántica (redes semánticas) asumen que la 
información en la memoria se almacena en forma de nodos conceptuales 
interconectados. Los nodos conceptuales se conectan entre ellos si se encuentran 
relacionados (por ejemplo Mamá-Bebe). Además de acuerdo a la teoría de 
difusión de activación un nodo inicialmente activado esparce activación a dichos 
nodos relacionados dejando un camino de nodos activados que conlleva a la 
creación de un significado. Postulados adicionales de este tipo de modelos son los 
siguientes: 
1. El proceso de activación toma unidades de tiempo medibies (Collins & Loftus, 
1975; Anderson, 1976). 
2. Ocurre fuera de la consciencia cuando el nivel de activación es iniciado sin 
intención. 
3. No interfiere con el procesamiento de información que se este llevando acabo 
(Posner & Snyder, 1975). 
Una técnica experimental para estudiar la veracidad de dichos postulados es 
denominada "tarea de decisión lexicar. Aunque existe una variedad de formas en 
las cuales es usada la técnica, en la actualidad es frecuente encontrara que en 
este tipo de estudios se le presentan a un individuo tres estímulos consecutivos a 
través de un monitor de computadora. El primer estímulo sirve para centrar la 
mirada del observador en el lugar donde lo o+rns dos estímulo van a aparecer, 
aparece por un breve periodo y desaparece. El segundo estímulo es una palabra 
que es presentada momentáneamente en el lugar de centración y que el 
participante tiene que leer en silencio. Al desaparecer el segundo estímulo se 
presenta el tercer estímulo en el lugar de centración. Este tercer estímulo puede 
ser una palabra bien escrita (por ejemplo PERRO), o una palabra mal escrita 
(PHERRO). La tarea del individuo es decidir si el tercer estímulo es una palabra 
bien escrita o no, y para esto el participante tendrá a su disposición en el teclado 
de la computadora una tecla para la respuesta "si" y otra para la respuesta "no". 
Dentro de la literatura de estudios de decisión lexical es normal que se reporten 
los tiempos usados para la los diferentes eventos experimentales. En específico, 
existen dos valores de importancia a reportar. El primero se refiere al tiempo que 
transcurre desde el inicio del estímulo facilitador hasta el inicio del estímulo 
objetivo. Este valor se le conoce como SOA (Stimulus Onset Asynchrony), y dado 
que las siglas se han convertido un estándar no es común verlas traducidas al 
español. Este es también el caso del valor temporal que existe entre la terminación 
del primer estímulo y el inicio del segundo estímulo, y que se denomina ISI (Inter 
Stimulus interval). 
A través de la manipulación del SOA es posible tener diferentes efectos en el 
procesamiento del estímulo objetivo. Por ejemplo, y como veremos en una sección 
posterior dicha manipulación puede ser usada para el estudio de información 
inconsciente. Sin embrago, antes de proceder en este sentido es necesario 
señalar los controles tan minuciosos que se tienen en la selección de estímulos en 
este tipo de investigación psicológica. 
Nótese primero que algo importante en la selección de estímulos es el tipo de 
relación que guardan los estímulos entre sL Dos de estas son la relación 
asociativa entre conceptos, así como la relación categórica. Por ejemplo, la 
relación MANTEQUILLA-PAN se da por la frecuente asociación que se tiene de 
untar la mantequilla en el pan. Por su parte ANIMAL-PERRO señala el concepto 
de perro como una instancia de una categoría general que es la de los animales. 
También existe la combinación de ambos tipos de relación como por ejemplo el 
caso de LECHUGA-TOMATE en donde ambas legumbres se asocian y 
pertenecen a (a misma categoría (Lupker, 1984). 
Consistente con la literatura de facilitación semántica (para un repaso de la 
literatura léase Neely, 1991), los tiempos de reacción para relaciones asociativas 
producen mayor facilitación semántica que las relaciones categóricas. Por sus 
parte, los pares de palabras relacionados generan latericias significativamente 
menores que aquellos pares de palabras no relacionados. Los tiempos de 
reacción de palabras no relacionadas constituyen la línea base con la que se 
comparan los demás tiempos de reacción. Cuando se compara pares relacionados 
con pares no relacionados se dice que se busca por un efecto de facilitación 
semántica global. Cuando se compara los pares de palabras relacionados contra 
un control en donde el prime no es una palabra (xxxx-palabra) o no existe se dice 
que se observa si existe facilitación simple. Finalmente, cuando se comparan 
palabras no relacionadas con un control se dice que se busca el efecto de 
inhibición. Sin embargo para propósitos de practkadad solo tomaremos la 
aproximación de la facilitación semántica global. 
Otros fectores de relevancia a tomar en cuenta en la selección de los estímulos, 
es el tamaño de las palabras a usar y la frecuencia con la que estas son usadas 
en un determinado idioma. Para cerciorarse de su similitud es necesario contar el 
número de letras de cada palabra. Después se someten a un análisis estadístico 
de prueba T de estudiante de tal forma que (os valores de longitud de las palabras 
facilitadores se contrastan con respecto a los valores de longitud de las palabras 
objetivo esperando que no se de una diferencia significativa entre ambos grupos. 
Con respecto a la frecuencia de uso de palabra es necesario consultar libros de 
normas de palabras en las que se pueda observar la frecuencia de asociación que 
existen entre ciertas palabras (Carroll, Davies, & Richman, 1971) así como para la 
correcta elección de pares de palabras de relación categórica (Battig & Montague, 
1969). 
Finalmente, hay que tomar en cuenta que valores de SOA mayores a 500 ms 
pueden permitir que un individuo use alguna estrategia consciente para tratar de 
anticipar la posible relación de la palabra (Becker, 1980,1985). 
Si estos cuidados son tomados y si un número adecuado de participantes son 
tomados en cuenta (alrededor de 30 individuos) es posible obtener el efecto de 
facilitación semántica. 
En los estudios de reconocimiento de palabras como lo es el caso de estudios de 
decisión lexical, es necesario tener en cuenta la distinción conceptual entre los 
términos "acceso lexical" y el de "identificación lexical". Por su parte el término de 
acceso lexical implica que la representación conceptual que permite la elaboración 
de su significado también es activada. En contraste el término de identificación 
lexical sólo se refiere a las propiedades de la palabra sin que esto tenga que ver 
con la obtención de su significado. De esta forma en los estudios de decisión 
lexical el estímulo facilitador se supone se refiere al acceso de palabras, ya que se 
supone este provee el contexto semántico (Schvaneveldt & Meyer, 1973), en el 
cual se dará solamente la identificación lexical de la palabra objetivo (Balota, 
Ferrara & Connor, 1991). 
Un modelo cognitivo clásico de reconocimiento de palabras es propuesto por John 
Morton en 1969 (Glass & Holyoak, 1986). De acuerdo a este modelo cuando una 
palabra es procesada se lleva a cabo primero un análisis visual de las 
características de esta. Este análisis es usado para escoger un logogen en la 
memoria (derivado del latín logo que significa "palabra" y genús "nacimiento"). El 
análisis visual es sometido al mismo tiempo a un análisis fonológico de tai forma 
que el resultado de dicho análisis también este a disposición para la posible 
elección del logogen. 
En el modelo de Morton el contexto funge como el marco semántico que cada 
logogen posee, esto es su representación conceptual. Implícito en el sistema esta 
la idea de que tanto en la identificación lexical como en el acceso lexical el 
individuo es consciente de la identificación y del significado de una palabra. Dicha 
suposición teórica se mantuvo por un buen tiempo hasta que Maree! (1980,1983a, 
1983b) presentó una serie de estudios donde presenta evidencia de que es 
posible tener el acceso e identificación lexical sin intervención consciente. Usemos 
esta postura teórica para ilustrar una variación de los procedimientos de decisión 
lexical. 
Básicamente la idea de los estudios de Marcel es la de impedir que el estímulo 
facilitador en estudios de reconocimientos de palabras tuviera la oportunidad de 
alcanzar la conciencia. El realizó esto presentando un estímulo posterior al 
facilitador que interfiriera en el transcurso temporal que le toma al facilitador el 
alcanzar procesamiento consciente. Este estímulo se le denomina estímulo 
enmascardor y a la técnica de interferencia se le denomina técnica de 
enmascaramiento. Si el estímulo enmascarador es presentado después del 
estímulo facilitador, entonces este tipo se le denomina enmascaramiento 
retroactivo. En contraste, si el estímulo enmascarador es presentado antes del 
facilitador entonces la interferencia se denomina enmascaramiento proactivo. 
Marcel observó que decrementando el SOA entre la palabra facilitadora y el 
estímulo enmascarador, la detección e identificación del estímulo facilitador 
decrementa. Este autor postulaba que si la percepción de una palabra puede 
ocurrir sin conciencia, entonces un enmascaramiento efectivo del estímulo 
facilitador no debe eliminar el efecto de facilitación semántica. 
Los resultados de Marcel muestran que el enmascaramiento del estímulo 
facilitador no eliminaba el efecto de facilitación semántica, lo cual lo conllevo a 
concluir lo siguiente (Marcel, 1983b): 
1. El significado de una palabra puede ser percibido sin consciencia. 
2. La información sensorial es analizada y transformada automáticamente todo el 
camino hasta que se da el análisis semántico. 
3. El efecto del enmascaramiento retroactivo no es el de hacer el análisis de 
procesamiento visual imposible, sino mas bien tiene el objetivo de afectar la 
recuperación y verificación del registro dejado por el estímulo. 
4. Los procesos cognitivos activados por palabras procesadas conscientemente 
difieren cuantitativamente, cualitativamente o ambos de los procesos elicitados 
por palabras procesadas inconscientemente. 
Variaciones de esta técnica de enmascaramiento en el estudio de procesamiento 
inconsciente incluyen la participación de enmascaramiento tanto proactivo como 
retroactivo en donde el propósito del enmascaramiento proactivo es asegurar un 
estado de procesamiento visual previo al estímulo facilitador (ver también 
Marmolejo, 1994). Más variaciones en este tipo de estudios pueden ser 
encontrados en la literatura cognitiva (Fowler, Woldford, Slade, & Tassinay, 1981; 
Carr, McCauley, Sperber, & Pamallee, 1982; Hiñes, Czewinski, Sawyer, & Dwyer, 
1986), así como críticas a la metodología y propuestas de mejora (Merickle, & 
Reingold, 1990; Merickle,1993; Marmolejo, 1988; Marmolejo & Theios, 1988). 
Lo importante a señalar aquí es la utilidad de las técnicas de enmascaramiento 
para intervenir en la identificación y reconocimiento de información lexical. 
Además, un hecho de relevancia es el fenómeno de que procesamiento complejo 
se puede dar sin intervención compleja. Como veremos a continuación estas 
formas de procesamiento automático pueden ser la causa de muchas patologías 
emocionales. 
2.5 La aproximación Conexionista al estudio de la Representación del 
Conocimiento 
Desde una perspectiva experimental cognrtiva surgieron una serie de evidencias 
empíricas que parecía contradecir supuestos o afirmaciones que se consideraban 
consolidadas dentro del estudio de la representación del conocimiento. Por 
ejemplo se asume que en estudios de facilitación semántica la activación de un 
concepto facilita la preactivación de conceptos semánticamente cercanos. Esto 
era así dado al fenómeno de difusión de activación. Es por eso que DOCTOR 
facilita el reconocimiento de ENFERMERA mucho más rápido que el de PERRO. 
El problema era tratar de explicar por que cuando en estudios de facilitación 
semántica con tareas de decisión lexical en donde se usaba como facilitador 
DOCTOR seguido por otro segundo estímulo PERRO para así reconocer la 
palabra ENFERMERA el efecto de facilitación semántica de DOCTOR a 
ENFERMERA desaparece (Gough, Afford, & Holley, 1981; Masón, 1989). Esto no 
debería ser así ya que semánticamente el concepto de perro esta alejado de los 
otros dos conceptos. La activación de dicho concepto solo debería interferir 
siempre y cuando este compartiera la misma estructura física que los otros dos 
conceptos ya que compiten por el derecho de activación sobre esta estructura. 
Esto contraviene la idea de distancia semántica como un factor de distancia real 
entre conceptos y sugiere que cuando se estén considerando eventos cognrtivos 
es necesario tomar en cuenta la estructura física sobre la que se desempeñan. En 
el presente caso tendría que explicarse como la misma estructura física es capaz 
de almacenar información de diferente naturaleza semántica en el mismo espacio 
físico. Es aquí donde los modelos de procesamiento paralelo distribuido vienen a 
aclarar esta posibilidad. Estos modelos sugieren que si el modelo serial Von 
Newman (citado en Lachman & Lachman, 1979) es abandonado por uno de 
procesamiento en paralelo que se inspire en la forma neurocomputacional del 
cerebro humano es posible explicar como una memoria es superpuesta sobre otra 
en el mismo espacio físico y como es posible que por mecanismos de 
competencia cierta información que se activa tienda a inhibir la activación de otro 
tipo de información aunque esta no sea de semántica cercana. 
Como analogía de la distribución y superposición de la información en una 
arquitectura neuro computaciona! considere el ejemplo de la mantequilla en un 
pastel. Ésta no se encuentra en un lugar en específico, sino distribuida en todo el 
pastel. Ahora bien, supongamos que añadimos vainilla y azúcar, estos 
ingredientes se distribuirán y se mezclarán en el pastel dándole un sabor diferente. 
De igual forma se asume que la información en nuestra memoria se superpone de 
forma distribuida en una misma estructura neural en el cerebro teniendo como 
consecuencia significados diferentes dependiendo de la experiencia del individuo 
a través de su vida. 
Como ya se ha implicado, para estudiar dichas propiedades de superposición y 
distribución de la información, investigadores en ciencia cognitiva utilizan una 
ciase de computadores denominados redes neurales. La figura 2.2 ilustra una 
arquitectura típica de esta clase de máquinas: 
Figura 2.2. Ejemplo de una arquitectura típica de una red neural de tres capas. 
Nótese que existen tres capas. Las unidades de entrada reciben la información del 
medio ambiente. Si la red neural se encuentra en fase de aprendizaje entonces 
esta información de entrada es almacenada de una forma distribuida en las 
conexiones entre los nodos. Dicho "aprendizaje" se logra a través de la 
modificación de pesos de conexión entre nodos de las diferentes capas de 
procesamiento. 
Un ejemplo del funcionamiento de una red neural es el sistema asociador de 
patrones ilustrado en la figura 2.3: 
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Figura 2.3 Red neural asociadora de patrones (Adaptado de Rumelhart, 
MacCIelland y el grupo PDP 1986). 
Nótese de la figura 2.3 que existen dos patrones de información entrante, una 
auditiva y otra visual. Cuando la estimulación coocurre frecuentemente, la red 
neural empieza a modificar sus valores de asociación entre nodos de tal forma 
que, una vez que ha aprendido a asociar ambos patrones, sólo es necesario que 
en la fase de recuerdo se presente una fuente de estimulación (por ejemplo la 
auditiva) para activar ios nodos correspondientes al otro patrón (visual). Además 
de estos asociadores, existen una amplia gama de arquitecturas de redes 
neurales que sirven a diferentes propósitos. 
Con respecto a la distribución de información en una red neural esta información 
puede estar distribuida en las conexiones de la red o puede ser representada de 
forma local por nodos de la red. Tal y como se ilustra en la figura 2.4 (McClelland 
& Rumelhard, 1988). Los nodos de la red representan los nombres de grupos de 
pandilleros en un barrio peligroso, sus edades, su estado civil, el nombre de la 
pandilla a la que pertenecen, el tipo de actividad criminal y su nivel académico. 
Figura 2.4. Una red neural con información sobre características específicas de 
una pandilla localizada en nodos. La información sobre la forma en que 
se relacionan los nodos se distribuye en las conexiones de la red 
(Adaptado de Rumelhart, y cois., 1986). 
En esta red neural el esquema que une los conceptos locales esta implicado en la 
conectividad de la red. De esta forma al activar un nodo como ladrón, otros 
nodos se activaran de acuerdo al esquema de lo que es un "ladrón" ejemplificando 
dicho esquema con la activación de nodos conceptuales como "sharks" y *20s". 
La teoría coriexionista ha impactado en gran cantidad de postulados centrales de 
la psicología cognitiva. Por ejemplo, uno de los postulados centrales que ha tenido 
que ser reconsiderado es el postulado de la teoría del PHI, que afirma que los 
humanos somos procesadores de información simbólica. En la teoría ortodoxa del 
PHI se asevera que la información que entra a través de nuestros sentidos es 
codificada en símbolos para que esta pueda ser manipulada, almacenada o 
transformada. Sin embargo, la teoría conexionista postula en su forma más radical 
que los procesos de codificación, y decodificación no son necesarios ya que lo que 
se procesa no es un símbolo, sino patrones de activaciones que equivalen a la 
microestructura de un símbolo. Esto se ilustra en la figura 2.5 en donde la tarea es 
nombrar un elemento visual. 
Figura 2.5. La teoría ortodoxa del procesamiento humano de información (a) 
asume que es necesario codificar la información entrante en símbolos y 
luego decodificar nuestros conceptos en conducta motora, que en este 
caso corresponde a la verbalización de un objeto visual. Sin embargo, la 
Concepción tradicional Teoría conexionista 
teoría conexionista (b) postula que dichos procesos de codificación son 
innecesarios en sistemas que emulen el funcionamiento neurofisiológico 
cerebral (basado en López, 2000). 
2.6 La aproximación de Ausubel al aprendizaje Significativo 
La teoría de Ausubel se centra principalmente en el aprendizaje significativo, es 
decir, en la adquisición y retención de conocimiento, en oposición a la 
memorización de los contenidos de asignaturas escolares. Cabe distinguir el 
aprendizaje significativo, del aprendizaje de contenidos significativos (aprendizaje 
con sentido). Ya que en el primero los contenidos tienen sentido potencia (mente y 
pueden ser aprendidos significativamente o no. La segunda, de la cual se ocupa 
Ausbel, hace referencia al mecanismo humano para adquirir y guardar ideas que 
existen en los contenidos escolares (Araujo & Chadwick, 1993). 
A este aprendizaje, de asignaturas escolares, Ausubel lo denomina aprendizaje 
receptivo, ya que ios contenidos y la estructura se aprenden de lo que establece 
un profesor o instructor, lo cual ahorra tiempo ai alumno y hace que los 
conocimientos sean más organizados, a diferencia de ios que se aprenden por 
descubrimiento o sin instrucción. 
Para Ausubel el término aprendizaje significativo hace referencia a un contenido 
con estructura lógica propia, y al material que potencialmente puede ser 
aprendido; lo cual depende de que el sujeto relacione el nuevo conocimiento con 
otros conocimientos previamente existentes en su estructura mental, y de que este 
aprendizaje se lleve a cabo con un objetivo o bajo algún criterio. En este 
aprendizaje de contenido con sentido, se distinguen el sentido lógico, que es 
propio de los contenidos, y hace referencia a la no arbitrariedad, la claridad y 
verosimilitud de los contenidos. Aunado a esto, el sentido psicológico se refiere a 
la comprensión del sujeto del material, apropiándose del sentido lógico; que se 
busca sea uniforme para los individuos de una misma cultura, a lo que Ausubel 
denomina comunidad de sentido. 
La teoría de Ausubel distingue dos variables que intervienen en el proceso de 
aprendizaje significativo: constructos y procesos, a partir de los cuales podemos 
distinguir variables de entrada o estímulos (contenidos con sentido, ciaros, 
estables relevantes) y variables de salida o respuestas (Araujo & Chadwick, 1993). 
Los constructos se refieren a la estructura cognitiva o conjunto organizado de 
ideas preexistentes al nuevo aprendizaje. El funcionamiento de esta estructura 
depende de tres variables: la inclusión por subsunción, la disponibilidad de 
subsuntores y la discriminabtlidad. La subsunción se refiere a las estrategias 
cognitivas que permite, a través de aprendizajes anteriores ya estables, abarcar 
nuevos conocimientos que sean específicos o subordinables a los anteriores, con 
la subsiguiente discríminabilidad entre los nuevos conocimientos y los 
conocimientos subsuntores, ya sea para sustituirlos o unirlos. 
Los procesos intervienen en la fase de aprendizaje y en la retención del 
aprendizaje de contenido verbal con sentido. Estos procesos que Ausubel 
describe son: reconciliación integrativa, subsunción, asimilación, diferenciación 
progresiva y consolidación. 
Ausubel tuvo un gran impacto en educación cognitiva al proponer su propia 
versión del aprendizaje dentro del ambiente escolar. Este autor opinaba que la 
adquisición del conocimiento se daba de una forma receptiva o por 
descubrimiento. La primera opción (receptiva) se refería al hecho de que el 
conocimiento se adquiría en su forma final sin ningún esfuerzo por parte del 
estudiante por construirlo. El aprendizaje por exploración (o descubrimiento) 
requería una participación activa del estudiante en la construcción de su propio 
conocimiento. Además Ausubel proponía que para cada tipo de aprendizaje existía 
la posibilidad de adquirir el conocimiento de la repetición o a través de un 
aprendizaje significativo. Para aclarar más esta posición obsérvese la Figura 2.6. 
Figura 2.6. Las diferentes formas de aprendizaje de acuerdo a Ausubel. 
El aprendizaje significativo es aquel que permite una adecuada integración de un 
conocimiento nuevo con previas estructuras de conocimiento en el individuo. Aún 
y cuando los postulados de Ausubel también fueron considerados por otros 
modelos del PHI (Procesamiento Humano de Información), lo cierto es que la 
escuela de este autor generó una línea de desarrollo que se mantuvo al margen 
de muchos de los desarrollos computacionalistas del PHI. De esta forma no es 
raro el observar a teóricos cognitivos de ambas áreas hablando de lo mismo pero 
entendiendo cosas muy diferentes. Por ejemplo, conceptos como el aspecto 
constructrvista del aprendizaje, es entendido dentro de la psicología cognitiva 
como una forma explicativa sobre cómo se elabora el conocimiento en el aparato 
cognitivo de un individuo, con la integración de nueva información en esquemas 
previos de una forma distribuida y paralela. Pero en psicología cognitiva educativa 
se refiere a la forma en cómo un individuo participa de manera activa en el aula 
escolar para la construcción de una experiencia significativa. 
Central al estudio del aprendizaje significativo es la forma de evaluarlo. Sobre todo 
no es claro cómo la integración de nueva información dentro de los esquemas de 
conocimiento, en los esquemas de memoria a largo plazo, puede ser identificado y 
evaluado. Por ejemplo, una forma alternativa a las pruebas de desempeño que se 
asume pueden evaluar asmiitación e integración de nueva información en el 
conocimiento previo de un estudiante, son los mapas mentales tan como lo 
propuso Novak (López, 2000). Sin embargo, HoUey y Danseratf (1984) señalan 
que el uso de mapas conceptuales para la enseñaza y para la evaluación del 
aprendizaje, ha sido una herramienta imitada y que puede ser superada por otras 
estrategias de aprendizaje y de evaluación. Por ejemplo, organizar visualmente la 
información que se aprende, en redes de conceptos organizados en jerarquía y 
por asociaciones causales de agrupación, etc., requiere mucho entrenamiento. 
Aún y cuando pueden imitan la forma en cómo se asume que se organiza la 
información en la memoria a largo plazo, en realidad representan una forma 
idealizada de organización de información por parte de un sujeto, mas que el 
hecho de que así es como se organiza la información en su memoria. Puff (1979) 
señala que hay que identificar que organización y estructura no es lo mismo 
cuando uno se refiere a la memoria a largo plazo. Por su parte Rumelhart y cois. 
(1986) señalan que en realidad dichas estructuras de conocimiento de la memoria 
a largo plazo, no existen, sino que emergen espontáneamente por la 
neurodinámica de la organización de información, en la que se involucra el 
comportamiento cerebral en un momento dado. Estas características del 
comportamiento del cerebro no pueden ser reflejados por un mapa conceptual. 
El estudio que aqu! se presenta contextúa liza tres temáticas que se interceptan 
con el propósito de poder definir las variables y sus indicadores de la enseñanza, 
a través de instrucción computa rizada, así como del área del aprendizaje 
significativo. En específico, se señala cómo sistemas ya existentes de tecnología 
educativa denominados sistemas de instrucción computa rizada, pueden ser 
usados para resaltar los esquemas de conocimiento de una temática por aprender. 
Por su parte, sistemas de evaluación cognitiva propuestos de la teoría de 
psicología cognitiva pueden ser roplementados dentro de dicha tecnología 
educativa, para fungir como una evaluación cognitiva que sea complemento a las 
pruebas de desempeño tradicional. Todo lo anterior estará siempre 
contextualizado con sistemas de inteligencia artificial denominados redes 
neurales. Esta tecnología se especializa en el reconocimiento de patrones 
visuales, aritméticos y en general cualquier patrón de estímulos que pueda 
enclaustrarse en categorías. Estas temáticas nos permitirán retomar nuevamente 
el problema a investigar de una forma contextualizada. 
2.7 El Aprendizaje Significativo desde la perspectiva del PHI 
La psicología cognitiva educativa se diferencia de la psicología cognitiva 
experimental en la forma metodológica en que aproximan la misma pregunta. Por 
ejemplo, ya ilustramos que desde una perspectiva educativa la teoría del 
aprendizaje significativo es interpretada como una organización de la información 
en jerarquías y categorías. Se dice que es significativa dado que al acomodar y 
asimilar nueva información en estructuras de datos en la memoria a largo plazo 
solo se puede lograr siempre y cuando se integre nueva información. Esto es al 
integrar nueva información, no importa si esta bien ubicada o no dentro de esta 
forma de organizar la información ya que el hecho de que haya sido colocado 
supra o subordinal en una estructura de datos le da significado propio a la nueva 
información. Un significado de la persona que integra a un y cuando haya sido 
integrado de forma equivocada. Desde una perspectiva de PHI el significado de un 
evento de la realidad se construye recorriendo la red de información que se 
relaciona de forma semántica al evento no importa si esta organizada en forma de 
categorías o de modelos mentales dinámicos de esa realidad que representan. En 
otras palabras lo que es significativo depende de la dinámica de activación de 
redes conceptuales desde esta perspectiva el aprendizaje significativo no es fijo 
sino algo constructivista y dinámico. Finalmente hay que entender que lo que se 
trata de evaluar con el término de aprendizaje significativo en la presente 
investigación es en si el proceso de integración de nueva información más que el 
hecho de sugerir que se evalúa (a estructura y organización de (a información. 
Este interés descarta la posibilidad de que existan evaluaciones deterministas de 
lo que es el aprendizaje significativo. Más bien se sugiere la posibilidad de 
encontrar indicadores de la dinámica de asimilación y acomodación de nueva 
información en las bases de conocimiento que un individuo trae de una temática 
en específico. 
De esta forma un indicador de toda una dinámica de activación de conocimiento 
puede ser el tiempo de reacción ante tareas experimentales ya que este indicador 
es un valor global del estado del conocimiento y dinámica del mismo dentro de la 
memoria a largo plazo. En particular es un indicador de la forma en cómo emergen 
las relaciones que son requeridas para significar un evento sea este una relación 
por asociación, categoría, o por esquema. Retomar el interés de poder evaluar si 
dicha dinámica conceptual refleja la integración de un nuevo conocimiento en un 
indicador temporal va de acuerdo a los postulados ortodoxos del PHI de que todo 
evento mental transcurre en un intervalo temporal que tipifica el tipo de recurso 
cognitivo usado para interpretar un evento (Lachman, Lachmah & Butterfield, 
1979). 
En la presente investigación la naturaleza del evento temporal que se quiere 
tipificar es aquel que identifica que un nuevo conocimiento ha sido integrado 
dentro de un esquema previo de información en memoria a largo plazo. Para 
lograr profundizar de una forma académica a este respecto se procedió a la 
siguiente metodología. 
CAPÍTULO III MÉTODO 
La presente investigación se constituye como un estudio de ciencia cognitiva 
del aprendizaje humano. Esta se constituye de estudios de naturaleza 
descriptiva, simulación computacional y diseño cuasi experimental. En 
particular se realizaron tres estudios. El primero es un estudio de redes 
semánticas naturales que permite el análisis cualitativo de organización de 
información en la memoria a largo plazo de estudiantes que adquirieron un 
esquema de la teoría de Piaget, en base a la lectura de esta. El análisis de este 
esquema permitió la selección de estímulos necesarios en la elaboración de un 
estudio cuasi experimental de reconocimiento de palabras para explorar el 
fenómeno de facilitación esquemática usando una tarea de decisión lexical, lo 
cual constituye el segundo estudio. El tercer estudio es de naturaleza de 
simulación computacional y esta conformado a su vez de dos partes. La 
primera parte usa un análisis conexionista que permite simular esquemas 
emergentes de las redes semánticas obtenidas de sujetos de la teoría de 
Piaget. La segunda parte simulacional se refiere a la implementación de un 
sistema neurocomputacional que permitió clasificar a individuos que poseen un 
esquema de Piaget de aquellos individuos que no lo poseen, basado en el 
desempeño que estos participantes tuvieron en el estudio de facilitación 
esquemática. 
Primer Estudio: Obtención de Redes Semánticas Naturales de la Teoría de 
Piaget 
Sujetos del Primer Estudio 
Para el presente estudio se utilizó un grupo de 10 participantes voluntarios; 
cuyas edades oscilan entre 17 y 20 años, mitad de ellos hombres y la otra parte 
mujeres, estudiantes de la Facultad de Psicología, U. A. N. L., que cursaban el 
primer semestre de la licenciatura. Es un muestreo por conveniencia y 
aleatorio. 
Instrumentos v Materiales del Primer Estudio 
Para este estudio se obtuvieron 10 conceptos centrales para el entendimiento 
de la teoría de Piaget. En particular se utilizaron conceptos que ya se han 
usado en estudios de redes semánticas naturales en estudiantes de 
licenciatura (Padilla, Villarreal, López, & Rodríguez, 2005; Villarreal, 2006). 
Procedimiento del Primer Estudio 
Para el caso del grupo experimental primero se procedió a pedirles que leyeran 
un texto sobre la teoría de Piaget. Este texto incluía los conceptos relevantes 
sobre dicha teoría y que además eran conceptos que serian Usados en el 
estudio de facilitación esquemática en la condición de pares de palabras de la 
teoría de Piaget. En específico se le cito al grupo experimental, para que en 
grupo leyeran el texto bajo la supervisión de un asesor. Dicho asesor les 
explicó que deberían tratar de comprender la teoría de Piaget y que si quedaba 
alguna duda eran libres de preguntar al respecto. La sesión fue planeada para 
que durara un intervalo de 30 minutos. Después de que el grupo experimental 
leyó el texto, se procedió a obtener redes semánticas naturales del grupo 
experimental. 
Dicha técnica de redes semánticas naturales permite obtener conceptos 
definidores para cada concepto objetivo (diez conceptos). Esta técnica, esta 
basada en un análisis de redes semánticas naturales propuesto por Figueroa et 
al. (1975, 1981), y consiste en lo siguiente: 
a) A los participantes del estudio se les pidió que definieran diez conceptos 
objetivo (conceptos de la teoría de Piaget como Esquema, Asimilación, 
Acomodación, etc.) usando otros conceptos como definidores. Por ejemplo 
para el concepto objetivo "Esquema" se pueden usar conceptos como 
"conocimiento", "conceptos", "memoria", etc. Los conceptos objetivos se 
presentan de uno en uno en hojas separadas. En esta tarea de definición, se le 
aclara al participante que no es valido usar artículos (el, las, los), pronombres, 
(por, para, etc.), ni conjuntivos (y, o), además se le instruye que debe de 
escribir palabras y no frases. Esto fuerza a la persona a abstraer. Se les 
proporciona un tiempo de 90 segundos por cada concepto a definir. Esto es así 
debido a que en tiempo mayor los participantes tienden a proporcionar 
asociaciones libres más que definiciones. 
c) El siguiente paso es ponderar cada uno de los definidores escritos de 
acuerdo a la importancia como concepto definidor del concepto a definir; se 
pondera con 10 al definidor que mejor describe el concepto y con 1 al que 
menos lo describe. 
d) Cuando los participantes del estudio terminan de escribir los definidores de 
cada concepto y su ponderación, se recogen los materiales y se procede a 
tabular índices de organización de información. 
La tabulación tiene como objetivo obtener los índices de información semántica 
sobre cada uno de los conceptos como se muestra en la figura 3.1. 
^ A s i m i l a c i ó n ) 10 9 8 7 6 5 4 3 2 1 M 
C o n o c i m i e n t o 5 1 1 4 8 7 
I g u a l d a d 2 1 1 2 4 7 
S e m e j a n t e 2 2 4 5 8 
E q u i l i b r i o 2 1 2 5 
A n a l i z a r 3 1 1 2 5 6 
A d a p t a c i ó n 1 1 1 1 1 3 8 
P r o c e s a r 2 2 1 2 0 
C o m p r e n d e r 1 1 1 17 
A c e p t a c i ó n 1 1 10 
E n t e n d i m i e n t o 9 1 / GRUPO SAM 
6 
7 
15 
O b t e n c i ó n 1 3 8 
/• \ 
1. Entendimiento 9 
2. Conocmiento 8 
r > 
J = 85 
G = 6.5 
3. Semejante 58 
4 Analizar 56 
V 
5. Igualdad 47 
6. Adaptación 38 
7. Equilibro 25 
8. Procesar 20 
9. Obtención 18 
10 Comprender 17 
y 
v y 
Figura 3.1 - Cómputo de índices de valores de organización semántica 
1. Valor J: Es el número total de definidores. Esta es una medida de la riqueza 
de red asociada al concepto a definir. 
2. Valor M: Es la suma de las ponderaciones asignadas para cada uno de los 
definidores de cada uno de los conceptos. Esta es una medida de la relevancia 
de cada concepto como un definidor del concepto meta. Por ejemplo, el valor M 
del definidor ANIMAL se computa multiplicando: 
(5x10)+ (1x9) + (1x8) + (4x5) = 87 
3. Grupo SAM: Es el grupo de los 10 definidores con los valores M más altos 
para cada concepto a definir. Este es el grupo de los 10 definidores que mejor 
construyen el significado del concepto meta en una red. 
Segundo Estudio: Facilitación Esquemática 
Este estudio es de carácter cuasi experimental el cual incluye como variable 
independiente el factor de relación entre pares de palabras. Esta relación tiene 
cinco opciones: 
a) Pares de conceptos con una relación asociativa. 
b) Pares de conceptos sin ninguna relación entre ellos. 
c) Pares de conceptos con una relación de esquema de la Teoría de Piaget. 
d) Pares de conceptos relacionados por un esquema de cuarto (con el 
propósito de control). 
e) Conceptos que no poseen un facilitador. 
La variable dependiente es el tiempo de reacción para realizar la tarea 
cognitiva en el reconocimiento de palabras. En particular el tiempo que le 
conlleva a un sujeto el reconocer si una palabra esta bien escrita o no (tarea de 
decisión lexical). 
Sujetos del Segundo Estudio 
Aquí participaron los mismos sujetos que llevaron la tarea del primer estudio de 
generación de redes semánticas. 
Instrumentos v Materiales del Segundo Estudio 
Para la implementación del estudio de facilitación esquemática se usó un 
software generador de experimentos de tiempos de reacción, denominado 
Super Lab Pro. Dicho software permite la presentación de estímulos visuales a 
gran velocidad y el registro de respuestas ante dichos estímulos en tiempos de 
milésimas de segundos. Los estímulos usados para detectar el efecto de 
facilitación esquemática se constituyeron de seis categorías tal y como se 
menciono anteriormente. La figura 3.2 presenta los estímulos considerados 
para cada categoría. 
R e l a c i ó n E s q u e m a R e l a c i ó n A s o c i a t i v a E s q u e m a R u m e l h a r t N o R e l a c i o n a d a s C o n c r e t a s 
Estadio - Edad Abeja - Picar Homo - Tostador trigonometría - Giro 
Reflejo - Succión Avión - Piloto Escritorio - Libros Soldado - Abolida 
Asimilación - Equilibrio Dentista - Diente Sofá - Lámpara Alcoholismo - Materiales 
Piaget - Niño Día - Noche Cama-Puerta Pulque - idea 
Reacción - Circular Guante - Mano Televisión - Teléfono Universo - Nerviosa 
Esquema - Aprendizaje Invierno - Frió Alfombra - Cortinas Carbono - Presidencia 
Adaptación - Acomodación Cebolla - Lagrimas Computadora - Cafó Regulación - Sincretismo 
Permanencia - Objeto Queso - Ratón Ventana - Chimenea Celebración - Lengua 
Etapa - Operación al Tela - Araña Pared - Librero Pecho - Oligofrenia 
inteligencia - Desarrollo Tenis - Pelota Refrigerador - Fregadero Espectáculo - Necesidad 
No Fac i l i t ado r A s o c i a t i v o No Fac i l i t ado r E s q u e m a No F a c i l i t a d o r R u m e l h a r t 
XXX - Picar XXX - Edad XXX - tostador 
XXX - Piloto XXX - Succión XXX - Libros 
XXX - Diente XXX - Equilibrio XXX - Lámpara 
XXX - Noche XXX - Nifto XXX - Puerta 
XXX - Mano XXX - Circular XXX - Teléfono 
XXX - Frió XXX - Aprendizaje XXX-Cortinas 
XXX - Lagrimas XXX - Acomodación XXX-Café 
XXX - Ratón XXX - Objeto XXX-Chimenea 
XXX - Araña XXX - Operacional XXX - Librero 
XXX - Pelota XXX - Desarrollo XXX - Fregadero 
Figura 3.2. Estímulos usados para el estudio de facilitación esquemática. Los 
estímulos relacionados por un esquema se tomaron de la teoría de 
piaget. Los estímulos antecedidos por XXX tenían por objeto ser 
presentados sin ninguna relación que les antecediera. Las no palabras 
para cada par se realizaron modificando una de las letras del estímulo 
objetivo o añadiéndole o quitándole una letra. 
Procedimiento del Segundo Estudio 
A los participantes se les sentó enfrente de una computadora. Después se 
procedió a tres etapas del estudio. En la primera etapa se le dio instrucciones 
al participante sobre la tarea que tiene que desempeñar. La segunda etapa se 
constituyó como fase de entrenamiento. Aquí el participante procedió a realizar 
la tarea experimental a través de 10 ensayos que al final de los mismos se le 
preguntaba si había entendido la tarea a realizar. En caso de una respuesta 
afirmativa se procedía a la tercera etapa del estudio. En caso de una respuesta 
negativa se procedía a repetir la etapa de práctica. 
La tercera etapa se constituyó a su vez de cuatro partes. En la primera de 
estas se presentó un estímulo al centro de la pantalla de la computadora con el 
propósito de centrar la mirada del participante en donde van a aparecer los 
otros dos estímulos. En la segunda parte se presenta un concepto verbal el 
cual el participante tuvo que leer lo mas rápido que pudiera y en silencio. Cada 
uno de estos estímulos duró un espacio de 250 ms. En la tercera etapa se 
presenta un blanco de 50 ms para que este seguido por una cuarta parte en la 
que se presenta otro concepto verbal el cual podía estar bien escrito o mal 
escrito. Este concepto puede estar relacionado o no al concepto previo. Aquí la 
tarea del participante era decidir usando teclas de la computadora si dicho 
concepto estaba bien escrito o no (tarea de decisión lexical). Estas tres últimas 
partes constituyen un ensayo experimental. Existieron en total 149 ensayos y 
les tomó un promedio de 10 minutos el proceder a través de ellos. La figura 3.3 
muestra de forma gráfica la secuencia de eventos del ensayo experimental. 
Centración 
Facilitador 
(250 ms) 
Blanco 
(50 ms) 
Objetivo 
(Hasta que el sujeto 
responda) 
Figura 3.3. Un ensayo experimental del estudio de facilitación esquemática. 
Tercer Estudio: Simulaciones Computacionales del Esquema de Piaget 
El propósito de este tercer estudio fue el simular el comportamiento emergente 
de un esquema de la teoría de Piaget basado en las definiciones conceptuales 
obtenidas a través de la técnica de redes semánticas naturales anteriormente 
especificada. Para esto se requirió usar un software que simula redes neurales 
conexionistas diseñadas para simular esquemata y que esta basado en el 
modelo de Satisfacción de Hipótesis presentado por Rumelhart y colaboradores 
(1986). 
Esquwna 
Ptnget 
En el modelo de simulación de esquemata de estos autores la conexión entre 
dos conceptos en una red semántica se calcula a través de la siguiente formula 
Bayesiana: 
wij=-ln{[p(X = 0 + Y=1)p(X=1 + Y = 0)]x[p(X=1 + Y=1)p(X = 0 + 
Y = 0)J-1} 
Aquí los grupos SAM proveen los conceptos de la red. 
En la formula UX" representa uno de los conceptos del par de conceptos que 
se asocian y "Y" es el otro concepto. La formula sugiere calcular la 
probabilidad de que ambos conceptos concurran o no de forma apareada o 
independiente. 
En las simulaciones de esquemata se activará un concepto en la red neural y 
se observará qué otros conceptos se activan que tengan una relación de 
esquema con el concepto activado. Estos pares de palabras se usarán como 
estímulos en el estudio de reconocimiento de palabras con tareas de decisión 
lexical, para comparar sus latencias con pares de palabras relacionadas por 
asociación y no relacionadas. 
Procedimiento del Tercer Estudio 
Se procedió a simular el comportamiento del esquema de Piaget dé la siguiente 
forma: se activo a su máximo un concepto dentro de la teoría de Piaget tal y 
como se ilustra en la figura 3.4. 
e s : 
d i s p / e x a m / 
r e s e t r u n 
g e t / 
t e s t 
s a u e / s e t / c l e a r c y c l e do i n p u t l o g n e u s t a r t q u i t 
0 SUIZO 0 0 CONCEPT 0 0 ADAPTAC 0 0 AMBIENT 1 0 0 0 I GUALDA 1 0 0 
0 TEORIA 0 0 RAZONAM 0 0 DEFINID 0 0 PREOPER 0 0 BALANCE 1 0 0 
0 NIDOS 0 0 CONOCIM 0 0 E S P E C I F 0 0 ETAPA 0 0 ESTABIL 1 0 0 
0 C I E N T I F 0 0 ETIQUET 0 0 EUOLUCI 1 0 0 0 MOU IMI E 0 0 PROCESA 0 
0 RESUMEN 0 0 OPERACI 0 0 PRECISO 0 0 SENSORI 0 0 COMPREN 0 
0 IDEAS 0 0 PIAGET 0 0 ASIMILA 1 0 0 0 CONCRET 0 0 ACEPTAC 0 
0 CLAUES 0 0 E Q U I L I B 9 9 * * ACOMODA 1 0 0 0 ENTENDE 0 0 REFLEJO 0 
0 CUADRO 0 0 ORDEN 0 0 INTEGRA 1 0 0 0 ANALISI 1 0 0 0 LOGICA 0 
e y e l e ñ o 5 0 g o o d n e s s 1 9 8 . 9 0 3 t e n p e r a t u r e 0 . 0 0 0 0 
Figura 3.4. Se ilustra el resultado de una simulación cuando se activa al 
máximo el concepto acomodación (valor a la izquierda de la 
columna). Los conceptos resultantes muestran su valor de activación 
a la derecha de la columna. En este caso se activaron análisis, 
ambiente, etc. 
Este mismo procedimiento se realizó para los 40 conceptos: Suizo, teoría, 
niños, científico, resumen, ideas, claves, cuadro, concepto, razonamiento, 
conocimiento, etiqueta, operaciones, Piaget, equilibrio, orden, adaptación, 
definición, específico, evolución, preciso, asimilación, acomodación, 
integración, ambiente, preoperatorio, etapa, movimiento, sensoriomotor, 
concreto, entendimiento, análisis, igualdad, balance, estabilidad, 
procesamiento, comprensión, aceptación, reflejo, lógica. Obtenidos en los 
grupos SAM de la técnica de redes semánticas. 
Cuarto Estudio: Implementación del Evaluador Computacional 
Instrumentos y Materiales para la Construcción del Evaluador 
Neurocomputacional 
Para la implementación de la red neural evaluadora de desempeño de los 
estudios de facilitación esquemática se usó un software generador de redes 
neurales denominado Neurosolutions (versión 5). Este software permite a 
través de componentes visuales determinar diversas arquitecturas que 
contienen una gran cantidad de parámetros para el entrenamiento ante una 
tarea. Los estímulos que la red usó para ser entrenada se presentan 
parcialmente en la figura 3.5. 
•=Sj ¿rchrvo Edición Ver Insertar Formato Herramientas 
í ¿ - * -J. -i .4- ^ ¿¿ i 
| Anal » 1 0 » M A ' S g s S Ñ g 
Al ~ fi, SUJETOS 
A I B C 0 
1 I SUJETOS I ; ; ' . : : :>•. T E M P O S FASE 
2 Sujeto! FA 712 ANTES 
3 Sujeto! FA 1075 ANTES 
4 —i Sujeto! FA 543 ANTES 
Sujeto! FA 1267 ANTES 
6 Sujeto! FA 583 ANTES 
7 Sujeto 1 FA 627 ANTES 
8 Sujeto 1 FA 551 ANTES 
9 Sujeto! FA 640 ANTES 
10 Suietol FA 489 ANTES 
11 Sujeto! FA 617 ANTES 
12 Sujeto 1 FE 668 ANTES 
13; Sujeto! FE 651 ANTES 
14 Sujeto 1 FE 683 ANTES 
15 Su|etol FE 1752 ANTES 
16 Sujeto! FE 651 ANTES 
J 7 j Sujeto! FE 792 ANTES 
J T Sujeto 1 FE 1161 ANTES 
19 Sujeto 1 FE 684 ANTES 
20 Sujeto! FE 1096 ANTES 
n c c A»rrec 
Figura 3.5 Estímulos usados para entrenar a la red neural <g clasificar 
estudiantes como poseedores o como no poseedores del esquema 
de la teoría de Piaget. 
De los 4 tipos de estímulos señalados sólo se usaron 3: a) la condición 
experimental, b) el tiempo de reacción y c) la condición de aprendizaje. Esto 
fue asi por que son las categorías suficientes y necesarias para que se 
clasifique a un estudiante. Los dos primeros tipos se usaron como estímulos de 
entrada mientras que el tercer tipo se usó como respuesta deseada ante los 
estímulos. Este último tiene como propósito el señalar el estado de 
conocimiento del estudiantes como ANTES del curso o como DESPUÉS del 
curso sobre la teoría de PIAGET. En total se contó con 3530 estímulos para el 
entrenamiento de la red. 
Los estímulos que se usaron para que la red hiciera categorías del tipo de 
estudiantes contuvieron solamente dos categorías, esto es: condición 
experimental y tiempo de reacción ya que el propósito de la simulación era 
observar si la respuesta de la red corresponde a una correcta clasificación 
dadas estas dos condiciones. Los estímulos para esta fase de evaluación 
fueron obtenidos de participantes de un estudio de facilitación esquemática que 
habían estudiado un texto sobre la teoría de Piaget. 
Procedimiento del Estudio de Evaluación Neurocomputacional. 
La arquitectura de la red neural usada en el presente estudio tuvo el propósito 
de lograr un sistema que cumpliera tareas de clasificación de patrones de 
estímulos. Para este propósito se usó la opción WIZARD denominada 
NEURALEXPERT. En esta opción se siguió el siguiente procedimiento para la 
construcción de la arquitectura de la red neural. 
1) La elección del tipo de problema a tratar por la arquitectura neural en 
cuestión (ver figura 3.6). 
NeuralExpert - Step t 
What type of problem do you want to solve? 
a « * the "Hefp" buSon on I t» bottom-.«« c o m « of Bus safe! for 
descrpoons and examples of each problem type. 
Classification 
Crtsnne a da« or yOLP fer ee«r TOrtOettern 
f Function Approximation 
Cetarwe a connnn value far each «p»jt pattern 
' Predict ion 
Cetemne a tme-ser« -.»ue 'jsng n'ornaoon ion tie o«t 
' Clustering Group o- .isualie data without kno/«dge of the dewed 704x191 
[f ihe •Segrvier levd" dm* bo* betov u d*dred, aoeortl mrm b« sM»«d. 
(v Begmerlevd 
Figura 3.6. Se selecciona primero el tipo de problema al cual se va a enfrentar 
la red neural. En el presente caso la tarea a resolver es de 
clasificación tal y como se ilustra en la figura. 
2) Posteriormente se le indica al sistema de donde va a obtener los estímulos 
con los cuales se va a entrenar. No hay que olvidar que los únicos estímulos 
que se usaran para propósitos de clasificación son los tiempos de reacciona 
ante las categorías de las condiciones experimentales como se muestra en la 
figura 3.7. 
NeuralExpert - Step 2 
1 
"rabien Type 
Sàecir. 
Input Fie 
Sttocxn 
rajlngut 
Cotmns 
Where is your input file located? 
I Oüoo«ra **! Setttp'fiurtMM Mí-«lea 
NOTE: The NeuralExpsn can only b« usatí with ASCII 
text fi es with column latxls-
<a»J ¡ rio-> 
Figura 3.7. Hay que indicar en donde se encuentra localizado el archivo de 
datos. 
La red neural manejada por Neuro Solutions utiliza tanto información categórica 
como numérica para su sistema de entrada. Pero hay que indicar que 
columnas contienen que tipo de información tal y como se indica en la figura 
3.8. 
NeuralExpert - Step 4 
I , 
"roblen "»pe 
Srecton 
Which columns represent symbolic or categorical 
data (e.g. text instead of numeric)? 
tnpurFAf 
Seectai 
0CVCÍC3»! 
3 
Tsflihout 
Cduww 
4 
-*}Sint¡oK 
Inputs v 
SeferíA» ¡ UnxxctV 1 
H* | C«x® | <6«» Hext > j| 
Figura 3.8. En la presente arquitectura se tendrán como variables de entrada 
una columna numérica y una categórica (condición). 
3) Algo importante en el entrenamiento de una red neural es el indicar cual es 
la respuesta deseada para cada entrada. En nuestro caso la respuesta 
deseada es el asociar la categoría antes y después a cada entrada que 
corresponde (ver figura 3.9). 
NeuralExpert - Step 5 m 
Sflteccor 
T Choose the file containing the data to model 
(e.g. Desired File). 
LncutRe 
Sfitectrar 
• J » m e . . . 1, 
UselncutWefixOtsredHe 1 VtewFfc 
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Tag Irput 
Columns Randomizing the File Order 
4 
~»SS>mbolK 
Irpjfis 
z: 
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al of das; Ifblov^dbvalofdais^.CkithíbuttonbelmvtDaíateTewflesthatare 
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H * | Canori | < Badt | f Uext > !| 
Figura 3.9. Esta opción permite indicar cuales son las respuestas deseadas 
para cada estimulo de entrada. 
Nótese de la figura que existe una opción para obtener al azar la presentación 
de los estímulos a la red. Esta es una condición que optimiza el aprendizaje en 
sistemas clasificadores. En el presente caso se usó esta opción. 
4) Al igual que los estímulos de entrada, a la red se le indica cual es la columna 
de los datos que contiene las respuestas deseadas, así como si dicha 
información es categórica o numérica. Posteriormente a esto es necesario 
indicar si la arquitectura que se va a usar es de baja, mediana a alta 
complejidad. El problema de usar arquitecturas complejas es que no se puede 
identificar de una forma deterministica que es lo que hace exactamente la red 
para clasificar los patrones de entrada. Por otra parte, el tener una arquitectura 
compleja permite garantizar el que si hay una solución para la tarea de 
clasificación esta será encontrada tarde o temprano dado la gran cantidad de 
parámetros computacionales que se le permite tener a la arquitectura neural. 
En la presente investigación no estamos interesados en conocer el mecanismo 
exacto por el cual puede clasificar a un alumno de otro, por que realmente 
interesa es saber si existe la posibilidad de que una máquina de este tipo 
puede realizar la tarea no importa cuan compleja sea, por eso se utilizó la 
opción de alta complejidad (ver figura 3.10). 
« NeuralExpert - Step 8 
J 
Desredfi« 
Sdectar 
6 
A Choose a level of neural network complexity. 
Simple networks w i l train faster and produce better results if they are 
sufioenay powerful to solve tfie problem. Since most people 
underestimate the power of neural networks, we suggest that you start 
with "Low" complexity and increase if perfbrmace is poor. 
Ccfcimrs 
<~ Lot 
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TjgS.nfccfc 
8 
Set Network 
Comptewty V 
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Figura 3.10. La red neural utilizada en la presente investigación se constituyó 
de una arquitectura neural de alta complejidad. 
5) De todos estímulos que se utilizan el sistema simulador neural puede usar 
un porcentaje de ellos para ir probando la correcta clasificación de los 
estímulos en cuestión. En el presente caso se usó un 20% de todos los 
estímulos para este propósito. Una vez que esto ha sido señalado es posible 
que el simulador creé la arquitectura necesaria para realizar la tarea. La figura 
3.11 muestra de forma gráfica la arquitectura final que se crea una vez que se 
dieron los parámetros tal como lo indicamos. 
Exempteis: 0 
Figura 3.11. Se ilustra la arquitectura resultante para el problema de 
clasificación de tipo de estudiante. Abajo a la derecha existe un 
cuadrante que permite dar seguimiento al error de clasificación 
durante la etapa de aprendizaje. Abajo a la izquierda se ilustra un 
cuadrante que indica la cantidad de veces que se presentaron los 
estímulos durante la etapa de entrenamiento. 
La arquitectura neural resultante se constituyó de 10 neuronas de entrada, 21 
neuronas de capa intermedia y de 10 neuronas de salida. También de 4 
neuronas con propósitos de comparación entre lo deseado y lo resultante. En 
si, la red neural es de procesamiento hacia delante con retro propagación del 
error hacia atrás para la modificación sináptica. Dicho proceso de modificación 
sináptica se logró usando algoritmos genéticos, que en la figura se denominan 
MOM. 
CAPÍTULO IV RESULTADOS 
El uso de la técnica de redes semánticas naturales para la obtención del 
esquema de la teoría de Piaget permitió obtener definiciones conceptuales para 
diez conceptos del esquema. Estos se muestran en la figura 4.1. 
P i a g e t E s q u e m a F o r m a l e s A c o m o d a c i ó n 
Concretas 17 Entender 15 Aceptable 10 Estable 10 
Psicología 18 Estudio 17 Establecido 10 Acción 10 
Estudio 18 Orden 19 Centrado 10 Asimilación 10 
Inteligente 18 Sintesis 20 Inteligencia 10 Poner 10 
Psicólogo 20 Importante 24 Lógica 15 Concepto 10 
Sensoriomotor 25 Resumen 28 Razonamiento 17 Agrupar 10 
Suizo 29 Ideas 28 Conocimiento 17 Piaget 19 
Teoría 41 Claves 28 Etiquetado 19 Equilibrio 29 
Niños 44' Cuadro 33 Operaciones 20 Orden 30 
Científico 80 Conceptos 36 Serio 21 Adaptación 37 
C o n c r e t a s A d a p t a c i ó n S e n s o r i o m o t o r E s t a d i o 
Ciaras 10 Sobrevivir 10 Niños 14 Energía 10 
Entendible 15 Participe 10 Bebes 15 Butacas 10 
Serio 17 Evolución 10 Reflejo 15 Fútbol 10 
Objetiva 17 Piaget 11 Primaria 15 Permanencia 10 
Básico 18 Conducta 18 0 a 24 meses 17 División 16 
Preoperatorias 19 Equilibrio 19 Estadio 18 Gritos 17 
Definidas 20 Asimilación 30 Piaaet 37 Sensonomotriz 19 
Especifica 27 Acomodación 32 Teoría 39 Concretas 19 
Etapa 28 Integración 34 Etapa 46 Piaget 20 
P red so 29 
Medio 
ambiente 43 Movimiento 49 Etapas 31 
Equ i l i b r io A s im i l ac ión 
Centrado 10 Conocimiento 10 
Sostener 10 igual 10 
Natural 10 Semejante 10 
Paz 10 Equilibrio 18 
Asimilación 16 Analizar 18 
Ambiente 17 Adaptación 18 
Adaptación 18 Procesar 19 
Igualdad 27 Comprender 28 
Balance 37 Aceptación 34 
EstabiKdad 41 Entendimiento 36 
Figura 4.1. Definiciones conceptuales obtenidas para el esquema de la teoría 
de Piaget. 
Las definiciones conceptuales obtenidas permitieron la imple mentación del 
simulador conexionista de esquemata de Piaget. En dicho simulador se analizó 
el comportamiento de activación de 40 conceptos de los grupos de definiciones 
conceptuales, estos conceptos ya fueron señalados en la sección de método. 
En las simulaciones se fue activando concepto por concepto y se iba 
observando cuales otros conceptos del esquema se coactivaban. A este 
respecto la figura 4.2, señala que cuando se activa un concepto por ejemplo 
"suizo", los conceptos a lo largo del renglón señalados por un color fueron 
activados. En este caso al activar "suizo" se activo también teoría, niños, 
científico, etc. Lo mismo sucedió para el resto de los conceptos por renglón. 
Figura 4.2. Conceptos activados cada vez que un nodo conceptual por renglón 
es activado. 
En general se observa que cuando los conceptos que más activación lograban 
de otros conceptos del esquema fueron "integración" y "análisis". Estos 
conceptos son entonces centrales en términos de la activación de un esquema 
de Piaget para los participantes a ser evaluados por el sistema 
neurocomputacional. Sin embargo hay que hacer notar que los conceptos más 
importantes de la teoría de Piaget pertenecientes a los sujetos con los que se 
entreno a la red difieren de los conceptos de integración y análisis. En el caso 
del grupo de entrenamiento los conceptos centrales fueron: reflejos, estadios, 
Piaget, inteligencia, desarrollo, reacción - circular, adaptación, esquema, 
sensoriomotor, niño, psicogenética, permanencia - objeto, recién - nacido, 
nacimiento, etapas, asimilación, subestadios, acomodación, nacimiento -
inteligencia, aprendizaje (Villarreal, 2006). 
Esto puede sugerir que el esquema adquirido por el grupo a ser evaluado sea 
reconocido como estudiantes que no poseen el esquema. Por otra parte, 
cuando se realizó una ANOVA de 2X6 de medidas repetidas sobre las 
respuestas correctas en el estudio de facilitación esquemática no se encontró 
efecto principal de RELACIÓN * GRUPO F (6,90) =1.5365, p= .17, tal y como 
se señala en la figura 4.3. Esto es un indicador de que aún y cuando los 
participantes de este estudio leyeron sobre la teoría de Piaget no existió 
integración en memoria a largo plazo sobre los conceptos relevantes de dicha 
teoría. De hecho al parecer este grupo de participantes no presentó efectos tan 
robustos como el de facilitación semántica asociativa. Esto se puede deber a la 
baja N considerada en el estudio, sin embargo se puede observar que existe 
una tendencia a un efecto de facilitación esquemática, ya que existe una 
diferencia de 66 ms que podría ampliarse dado una mayor participación de 
sujetos. Sin embargo cabe cuestionarse si la red neural puede tipificar el patrón 
de respuesta de cada uno de los participantes dada su experiencia con los 
patrones de respuesta de los estudiantes con los que fue entrenado. 
Obsérvese por ejemplo que cuando se hace un análisis descriptivo de los 
patrones de respuesta sujeto por sujeto es posible observar que algunos de 
ellos presentan el efecto de facilitación esquemática. 
GRUPO DE EVALUACION 
Efecto: F(6, 90)=1.5365, p=.17533 
FR NRPG XA 
RELACION 
- GRUPO 
CONTROL 
- GRUPO 
EXPERIMENTAL 
Figura 4.3. Desempeño de los estudiantes en las diferentes condiciones 
experimentales del estudio de facilitación esquemática. Los 
resultados señalan que aunque el grupo experimental presentó 
latencias mayores con respecto al grupo control, las diferencias no 
fueron significativas. Por otra parte no existió efecto principal del tipo 
de relación para ninguno de los dos grupos y que no existieron 
diferencias en desempeño entre los dos grupos. 
La figura 4.4 muestra un patrón de respuesta de un estudiante del grupo de 
evaluación que puede ser candidato a ser catalogado como poseedor del 
esquema de la teoría de Piaget. 
Sujeto 13 
Figura 4.4. Ejemplo de desempeño en latencias del estudio de facilitación 
esquemática de un candidato poseedor del esquema de la teoría de 
Piaget. 
Desempeños adicionales en el estudio de facilitación esquemática en 
individuos que leyeron el texto de la teoría de Piaget se muestran en la figura 
4.5. 
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Figura 4.5 Se ilustra el desempeño en el estudio de facilitación esquemática de 
9 de los 17 participantes. 
Otro punto a considerar es el hecho de que si bien la activación de integración 
y análisis fueron los conceptos que mas activaban otros conceptos del 
esquema de Piaget hay que hacer notar que son los conceptos de 
razonamiento, lógica y operaciones los que mayor peso de asociación 
obtuvieron cuando se computaron los valores de asociación usando el 
algoritmo del modelo conexionista de Rumelhart. La figura 4.6 muestra una 
gráfica de superficie para los valores de asociación entre conceptos donde se 
observa el alto valor de asociación entre razonamiento, lógica y operaciones. 
MATRIZ DE PESOS DE ASOCIACIÓN 
ESQUEMA DE PIA GE T 
30 
20 
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-40 
Figura 4.6 Se ilustra una gráfica de superficie de los pesos de asociación entre 
los conceptos del esquema de la teoría de Piaget. Nótese el alto pico 
que señala altos valores de asociación entre los conceptos de lógica, 
razonamiento y operaciones. 
Por su parte la red neural evaluadora después de 30, 000 intentos en la etapa 
de entrenamiento convergió a un error mínimo de .04 en unidades de 
cuadrados mínimos sobre el 80% del total de los casos de entrenamiento. La 
figura 4.7 señala el desempeño en reconocimiento a través de la etapa de 
entrenamiento de la red. Varias manipulaciones fueron realizadas sobre la 
arquitectura de la red neural y sobre la naturaleza de los estímulos de entrada 
para observar si la red neural convergía a un mejor reconocimiento de los 
patrones de desempeño de los estudios de facilitación esquemática. En el caso 
de la arquitectura neural se varió en tres categorías: complejidad sencilla, 
complejidad mediana y complejidad alta. Esto permitió que dependiendo de 
cada categoría se permitían un mayor parámetro de unidades de 
procesamiento y un mayor número de algoritmos de modificación de los pesos 
de asociación entre unidades (numero de cromosomas) dependiendo de la 
complejidad de la red. En ninguna de las posibles combinaciones de estas 
variaciones la red convergió a un rango menor que 0.04% de error. Por otra 
parte en cuanto a variar la naturaleza del estímulo se procedió de la siguiente 
forma. Se quitó la mitad de las categorías de estímulos. En particular se 
quitaron los pares que eran conformados por xxx así como los pares de 
palabras PA y PE. Esto fue así dado que se quiso realmente que la red neural 
pudiera categorizar solamente en base a los tiempos de reacción que 
permitieran comparar la facilitación esquemática con respecto a la facilitación 
asociativa y las palabras neutras. Aún así la red no convergió a un mejor 
desempeño del ya señalado. 
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Figura 4.7. La red convergió a un porcentaje de reconocimiento del .04 % de 
error sobre el total. La figura muestra el proceso de convergencia 
después de 30,000 intentos. 
Una vez que la red fue entrenada se le presentó el archivo de tiempos de 
reacción del grupo a evaluar para observar el porcentaje de aciertos en 
términos de categorización del estudiante como poseedor o no poseedor del 
esquema. A este respecto la red neural no catalogó a ninguno de los sujetos 
como correcto, ni como poseedor del esquema. 
CAPÍTULO V DISCUSIÓN Y CONCLUSIONES 
La presente investigación arroja una variedad de datos que sugieren 
respuestas parciales a los diferentes objetivos y pregunta de investigación. En 
partícula obsérvese que es posible construir una red neural que sea capaz de 
converger a un reconocimiento de los patrones de tiempos de reacción del 
grupo con el cual se le entrenó (datos del estudio de facilitación esquemática 
de Padilla, López & Leyva, 2005). Esto es así, por que cuando se entrena la 
red a clasificar los patrones de entrenamiento como poseedores de un 
esquema o como no poseedores de un esquema la red, sólo falla en un 4 % del 
total de los casos. Esto sugiere que los datos en si poseen una estructura 
implícita que les permite clasificarlos en esta categorías con bastante precisión. 
En otras palabras la red convergió en una solución clasificatoria. El problema a 
enfrentar por dicha red es el saber si la experiencia adquirida con las latencias 
con las que fue entrenada, le permite generalizar su capacidad de clasificación 
a otros desempeños de latencias en estudios de facilitación esquemática con 
sujetos que han leído o no un texto sobre la teoría de Piaget, pero que son 
desconocidos a la red neural. Los resultados a este respecto señalan que tiene 
poca capacidad de generalización. Esto es, a la pregunta de investigación de si 
sistemas de redes neurales entrenadas en el reconocimiento de patrones de 
respuestas de tiempos de reacción en tareas de facilitación esquemática, son 
capaces de discriminar apropiadamente entre aquellos individuos que 
integraron nuevo conocimiento de un curso de los que no, se puedé*contestar 
de forma positiva, ya que fue capaz no solo de realizar clasificaciones correctas 
sobre los datos sobre los que se le entreno, sino que clasificó a los sujetos de 
evaluación en un 100%. El estudio de facilitación esquemática en el grupo de 
lectura de un texto de Piaget señaló que no existió efecto de facilitación. Esto 
quiere decir que desde una perspectiva de integración de información en la 
memoria a largo plazo no existe evidencia de que dicho grupo de lectura haya 
integrado en un esquema la información textual. De esta forma la red neural 
debió clasificar a todo el grupo de evaluación (experimental y control) como NO 
poseedores de un esquema. Esto sucedió así. Claro está que esta primera 
interpretación de los resultados debe ser tomada con cuidado. Hay que notar 
que los sujetos que participaron en el entrenamiento de la red neural provienen 
de un curso completo sobre la teoría de Piaget, mientras que los sujetos 
evaluados solo leyeron en 30 minutos un texto sobre la misma. Esto abre la 
puerta a la posibilidad de que estos últimos participantes del estudio realmente 
no hayan tenido el espacio de aprendizaje necesario para integrar la 
información. Esto permite en si aceptar la primera hipótesis de investigación. 
Aquí lo interesante sería obtener las latencias de desempeño de un estudio de 
facilitación esquemática en estudiantes desconocidos a la red neural pero que 
hayan tomado todo un curso sobre la teoría de Piaget. 
También hay que hacer notar que sí bien estos resultados sugieren más 
investigación al respecto de un posible clasificador neural, es importante 
señalar que el objetivo general de obtener un evaluador clasificador poseedor 
de esquemas se logró al menos parcialmente sobre los datos de entrenamiento 
y los datos del grupo de evaluación. Interesante a este respecto es que antes 
de que se sometiera a prueba el evaluador sobre el grupo de lectura del texto, 
ya se sugería la posibilidad de que este grupo no sería clasificado como 
poseedor de un esquema de la teoría de Piaget. Ya que el sistema 
conexionista utilizado para generar el esquema de interés señaló que los 
conceptos que participaban en la formación de un esquema (por ejemplo 
Integración y Análisis) fueron cualitativamente diferentes en importancia de los 
esquemas generados por los sujetos con los que se entrenó a la red neural 
(por ejemplo Inteligencia y Adaptación; ver redes semánticas del grupo de 
teoría de Piaget en Villarreal, 2006). En otras palabras ya existía una forma de 
saber el comportamiento de la red neural dado el análisis cualitativo del 
comportamiento del esquema en el simulador conexionista del modelo de 
Rumelhart. Lo cual nos permite cumplir con el segundo objetivo particular de la 
tesis y aceptar la segunda hipótesis de investigación. Obviamente dicha 
capacidad de análisis simulacional sólo fue posible una vez que se aplicó la 
técnica de redes semánticas naturales de la teoría de Piaget en el grupo lector 
del texto lo cual nos permitió cumplir con el tercer objetivo particular de esta 
tesis y aceptar la tercera hipótesis de investigación. Todos estos datos en 
general nos permiten observar ciertas implicaciones dentro del área de la 
evaluación educativa que a continuación se desglosan. 
Implicaciones del estudio 
En la actualidad, la evaluación del conocimiento que los alumnos adquieren en 
de los contenidos curriculares se realiza en base a exámenes, que de acuerdo 
a algunos autores (Marzano et al, 1988) más que evaluar e l nuevo 
conocimiento integrado a esquemas de conocimiento previos, evalúan cuánto 
es lo que el alumno pudo memorizar, muchas veces algunas horas antes del 
examen. 
Estos conocimientos memorizados con el paso del tiempo se olvidan, por lo 
que asumimos que el alumno realmente no aprendió el contenido de las 
asignaturas, ya que cuando adquirimos un nuevo conocimiento este es 
integrado a los esquemas ya existentes. 
Este estudio podría ser la base de una nueva forma de evaluación de 
conocimiento adquirido a través de los esquemas de los sujetos. Por ser una 
forma de evaluación en la que el sujeto no es consciente del proceso que esta 
realizando, es más confiable que un examen, ya que la tarea se vuelve 
automática, y hace imposible la falseación de los resultados o el uso de 
estrategias de éxito no relacionadas al conocimiento de un curso. 
Al ser una forma automática de evaluación, gracias a la utilización de la 
tecnología computacional tiene algunas ventajas. Como por ejemplo, los 
profesores podrían destinar el tiempo de elaboración y revisión de exámenes, a 
actividades que fomenten la adquisición de nuevos conocimientos para los 
alumnos. 
Otra de las aplicaciones prácticas que este nuevo sistema de evaluación podría 
tener, con el creciente número de cursos en línea a través de Internet, es el 
proceso de evaluación de los alumnos que toman estos cursos, el cual sería 
más sencillo. 
Tal vez la implicación más importante es el hecho de que este tipo de estudios 
permiten la implementación de una nueva línea de investigación científica en el 
área de la evaluación cognitiva del aprendizaje que permite conjuntar los 
avances de vanguardia en el área de la ciencia cognitiva y su metodología 
experimental con tecnología educativa innovadora que hace uso de modelos 
computacionales de sexta generación las cuales en su momento dado 
sustituirán los modelos existentes Von Newman seriales de cuarta generación. 
Esta convergencia teórica y metodológica permitirá puntos de unión entre 
grupos de investigación que típicamente se consideran de laboratorio y grupos 
de investigación aplicada en áreas educativas. De esta forma los sistemas de 
Instrucción Inteligente por Computadora (110) pueden encontrar una nueva 
evolución en la dirección que la presente tesis señala. 
Conclusión 
El problema de clasificar el tipo de conocimiento que un individuo posee antes 
y después de un curso parece ser aproximable de una forma satisfactoria. Al 
parecer este problema no parece pertenecer al tipo de problemas NP (no 
polinomiales) los cuales requieren una gran cantidad de recurso computacional 
conforme el número de casos que se aprende incrementa o el problema de 
clasificación se vuelve más complejo. En particular la red se desempeña igual 
de bien tanto en términos de aprendizaje como en términos de clasificador ya 
sea que se usen todas las condiciones experimentales de un estudio de 
facilitación esquemática o sólo las latencias de tres condiciones. En otras 
palabras el problema de clasificación no es hipercomplejo. Si bien la 
arquitectura neural incluye un gran número de parámetros (varias capas 
intermedias) estos pueden ser reducidos en un gran porcentaje sin afectar más 
de 2 unidades porcentuales en error de clasificación. 
Finalmente hay que considerar que el hecho de que la red pueda discriminar 
correctamente entre sujetos poseedores de un conocimiento de los que no lo 
poseen solamente por la comparación de las latencias de FE con respecto a 
las latencias de FA y NRPG, puede considerarse como una forma de validación 
convergente al fenómeno de facilitación esquemática. 
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