We study singularly perturbed linear programs. These are parametric linear programs whose constraints become linearly dependent when the perturbation parameter goes to zero. Problems like that were studied by Jeroslow in 1970's. He proposed simplex-like method, which works over the field of rational functions. Here we develop an alternative asymptotic simplex method based on Laurent series expansions. This approach appears t o be more computationally efficient. In addition, we point out several possible generalizations of our method and provide new simple updating formulae for the perturbed solution.
INTRODUCTION
This paper studies parametric linear programs with coefficient matrices that depend parameter E : m${ .(E).} subject to : is m x 1 -vector and A(&) is m x n -matrix. The parameter E will be called a perturbation parameter.
A(&)
In this paper we are interested in the determination of an asymptotically optimal solution. Namely,
The effect of perturbations (for small values of E ) can be either small or large. The mathematical reasons for this difference underlie the classification of problems into either regular or singular perturbation problems. More precisely, we say that the perturbation is regular, if for any basis set B the inverse of basis matrix A i l ( 0 ) exists whenever AB1(&) exists for E > 0 and sufficiently small. Otherwise, the perturbation is said to be singular.
It was shown [19] that an a-optimal solution of the regularly perturbed LP is always the optimal solution of the original unperturbed LP. However, in the case of singular perturbations it is often not true. Let us demonstrate this phenomenon with the help of the following elegant example [19] subject to It is obvious that the system of constraints (3) has the unique feasible solution z ; ( E ) = l,z;(e) = 0, when E > 0. Of course, this is also an optimal solution if E is not equal to zero. However, the optimal solution of the original (E = 0) problem is 2; = 0 ,~; = 1, which is not anywhere near the previous solution. Thus we can see that in the singularly perturbed linear programs the gap between the solution of the original problem and lime+o x* ( E ) may arise.
Note that most papers on sensitivity analysis and parametric programming (e.g. see [4, 7, 81) concern the perturbation of the objective function and the right hand side. Past researches on the perturbation of the entire coefficient matrix are quite limited. Finally, we would like to note that this paper represents an extended abstract for IDC'99 symposium. For all detailed proofs and extensive discussions an interested reader is referred to the full version [5] of the present paper.
PRELIMINARIES
The asymptotic simplex method is based on power series expansions and the concept of lexicographical ordering. Therefore we first review some basic results on those topics.
Lemma 1 Let analytic functions a ( € ) and b(E) be represented by the power series
respectively. Then the division of these analytic functions can be also expressed as a power series (for sufficiently small E ) ( 
6) whose coeficients are calculated by the recurrent formula
k-1 ~( k ) = [,(t+k) -b(q+k-i) c (i) ] / b ( q ) , k = 0 , 1 , 2 ,... .
Suppose that we have an analytic functions g(E)
which can be expanded as a Laurent series at E = 0 with the finite singular part Then we construct from the coefficients of the above series the infinite vector It is easy to see that g(E) > 0 for E sufficiently small and positive w y + 0. Moreover, if g(E) is a rational function then only a finite number of elements in y needs to be checked. In this section we present the asymptotic simplex method for obtaining an a-optimal solution to the perturbed linear program (4),(5).
Lemma 2 Suppose C ( E ) = a(E)/b(E) is
First we introduce some rather mild assumptions.
Let M ( E ) denote the feasible region of (4),(5) and realise that the analogous matrix AB1 ( E ) is a Laurent series whose structure and coefficients determine the asymptotic behaviour, as E + 0. In particular, M ( 0 ) be the feasible region of the unperturbed prob- 
The asymptotic simplex method:
Let the initial set of basis indices B be given.
Step 1: Obtain or update only the singular and the first regular coefficients of the Laurent series expansion (8) for the inverse basis matrix AB1 ( E ) . The implementation of this step is discussed at the end of this section.
Step 2: In asymptotic simplex method we have to decide which column enters the basis. Namely, among the non-basic elements of reduced cost vector
where
A(&) := C B ( E ) A ;~( E ) ,
we need to find such k that Substituting (8) into (13), we obtain the next asymptotic expansion Let us construct the following (infinite) matrix and denote its i-th column by pi.
As mentioned above, the lexicographical ordering can be used to compare functions in the "small" neibourhood near zero. In particular, it is easy to see that
where "lex-max" is a maximum with respect to the lexicographical ordering and "arg lex-max" is an index at which "lex-ma" is attained. Note that to compare two reduced cost coefficients ri ( E ) and rj ( (3) for sufficiently small E we need only to check a finite number of elements of the vectors pi and p j . This follows from the fact that T~( E ) and T~( E ) are rational functions (see Lemma 2) . A practical implementation of the lexicographical entering rule is as follows: is not empty. Increment the index i and return to
Step 2a to consider the higher order approximati'on of TA? ( E ) .
Remark 1 Lemma 2 ensures that if index
is reached in Step 2c and N(m+l) is still non-empty, then T~( E ) E 0 for j E N(m+l) and E suficiently small. The latter implies that T N ( E ) 5 0 for all E suficiently small, that is, the current solution is aoptimal.
Step 3: Now, as in the revised simplex method, we have to find out which elements of the vector Y k ( E ) = Remark 2 From Assumption 1 we deduce that the feasible region for the perturbed problem is bounded. The latter implies that in our setting the set P is always non-empty.
Ail(E)uk(E)
Step 4: Now we have to choose a basic variable which exits the basis, namely we have to find 
YP(E) YP(E) YP(E)'
Y P ( E ) . '*-.' YP(E) 1 1
Consequently, the coefficients B'(k), k = -S I , -s' + Finally, we would like to present a practical modification of the asymptotic simplex method. Note that the main computational difficulties can arise in Step 2 and Step 3, if the functions rj(E) and Y~( E ) are identically zero, namely, if rj(E) = O,yl(e) = 0 for any E. In this case we are forced to calculate all terms in corresponding expansions up to the ( m + 1)-st term.
Of course, we are interested in identifying such identically zero elements by an efficient method.
One simple heuristic solution for the above problem is proposed here. Note that if r j (~) = 0 or Y I ( E ) = 0 for E E (O,E] then these equalities hold for any E E R. This fact follows from that r j (~) and Y~ ( E ) are rational functions of E and every rational function has either no zero or isolated zeros or it is identically zero. Therefore we can detect elements that are identically zero not only in the neighbourhood of E = 0 but also at any point E E R. If we obtain some zero elements, then we should add to E* arbitrary small variation and check whether this is a local zero or an identical zero. Of course, E* and its small variation (if necessary) are chosen according to the features of the specific p r o b lem.
Finally, we propose a new precise updating formula for the a-optimal solution of the perturbed linear program (4),(5).
x;3(&) = xg) +&[I -E D~I -~~; ) , (19) where E < min{Z, 1/11D211} and 0 2 as in Remark 4.
Note that the above updating formula is computationally stable even in the case of singular perturbations, since one needs to invert the matrix which is close to the identity.
