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Abstract
We study quantum spin systems with quenched Gaussian disorder. We prove
that the variance of all physical quantities in a certain class vanishes in the infi-
nite volume limit. We study also replica symmetry breaking phenomena, where the
variance of an overlap operator in the other class does not vanish in the replica
symmetric Gibbs state. On the other hand, it vanishes in a spontaneous replica
symmetry breaking Gibbs state defined by applying an infinitesimal replica sym-
metry breaking field. We prove also that the finite variance of the overlap operator
in the replica symmetric Gibbs state implies the existence of a spontaneous replica
symmetry breaking.
1 Introduction
Coupling constants in a system with quenched disorder are given by i.i.d. random vari-
ables. We can regard a given disordered sample as a system obtained by a random
sampling of these variables. All physical quantities in such systems are functions of these
random variables. In statistical physics, a physical quantity is said to be self-averaging,
if its observed value is equal to its expectation value in a disordered sample. In other
words, self-averaging quantities obey the law of large numbers. In several disordered spin
systems, the free energy density is known to be self-averaging. To be specific, first we
consider disordered Ising systems. Let ΛL := [1, L]
d ∩ Zd be a lattice whose volume is
|ΛL| = Ld. We define a collection CL of interaction ranges X ⊂ ΛL For an arbitrary
X ∈ CL, we denote
SX =
∏
x∈X
Sx.
For coupling constants J1, J0, h ∈ R. we define Hamiltonian by
H(S, g) := −
∑
X∈CL
(J1gX + J0)SX − h
∑
x∈ΛL
Sx
as a function of the spin configuration and i.i.d. standard Gaussian random variables
g = (gX)X∈CL. If the Hamiltonian is invariant under the following transformation
H(−S, g) = H(S, g).
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for h = 0, this symmetry is called Z2 symmetry. In such systems, the magnetization
density
mL :=
1
|ΛL|
∑
x∈ΛL
Sx,
of spin variable Sx = ±1 is an order parameter which is a random variable satisfying
the Gibbs distribution depending on the quenched disorder g = (gX)X∈CL . Griffiths’
theorem [17] for the system without disorder J1 = 0 shows that the long range order
limL↑∞ limh↓0〈δm2L〉 6= 0 should imply the spontaneous symmetry breaking limh↓0 limL↑∞〈mL〉 6=
0, where 〈· · · 〉 is expectation in the Gibbs state and a deviation is defined by δmL :=
mL − 〈mL〉. This is believed for the spontaneous Z2 symmetry breaking also in disor-
dered systems. Define another deviation ∆mL := mL−E〈mL〉, and consider the following
variance
E〈∆m2L〉 := E〈(mL − E〈mL〉)2〉,
where E is the sample expectation with respect to the quenched disorder. By the Cheby-
shev inequality, the variance gives an upper bound of the probability that a difference
between the observed value mL and its expectation value E〈mL〉 becomes larger than a
positive number c,
P (|mL − E〈mL〉| > c) ≤ E〈∆m
2
L〉
c2
.
If the variance vanishes in the infinite volume limit
lim
L→∞
E〈∆m2L〉 = 0,
the observed value of the magnetization density mL differs from its expectation value
rarely. In this case, mL is self-averaging.
Next, we consider replica symmetry breaking phenomena which apparently violate
self-averaging of the overlap between two replicated quantities in a replica symmetric
expectation. Let Sα(α = 1, · · · , n) be n replicated copies of a spin configuration, and we
consider the following Hamiltonian
H(S1, · · · , Sn, g) :=
n∑
a=1
H(Sα, g),
where replicated spin configurations share the same quenched disorder g. This Hamilto-
nian is invariant under an arbitrary permutation σ ∈ Sn.
H(S1, · · · , Sng) = H(Sσ1, · · · , Sσn, g)
This permutation symmetry is the replica symmetry. The spin overlap R1,2 between
two replicated spin configurations is defined by
R1,2 :=
1
|C|
∑
X∈CL
S1XS
2
X .
The covariance of the Hamiltonian is written in terms of the overlap
EH(S1, g)H(S2, g)− EH(S1, g)EH(S2, g) = |C|J21R1,2.
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When the replica symmetry breaking occurs, broadening of the overlap distribution with a
finite variance is observed. This phenomenon is well-known in several disordered systems,
such as the Sherrington-Kirkpatrick model [24, 27, 28]. In the present paper, we define
replica symmetry breaking by the finite variance calculated in the replica symmetric
expectation in the infinite volume limit
lim
L→∞
E〈∆R21,2〉 = lim
L→∞
[E〈R21,2〉 − (E〈R1,2〉)2] 6= 0,
where ∆R1,2 := R1,2 − E〈R1,2〉. This definition of the replica symmetry breaking is given
by Chatterjee [4]. Although the replica symmetry breaking is believed to be a spontaneous
symmetry breaking, there are not many studies of the replica symmetry breaking regarded
as spontaneous symmetry breaking [18, 19, 23]. There are lots of important studies for
spontaneous symmetry breaking for spin systems without disorder. Griffiths’ theorem
shows that the spontaneous symmetry breaking in ferromagnetic systems can be detected
by the finite variance of the order parameter calculated in the symmetric Gibbs state [17].
Namely, the long range order implies a finite spontaneous magnetization. In a certain
sample with a quenched disorder g, we are interested in another variance
lim
L→∞
〈δR21,2〉,
calculated in the replica symmetric Gibbs state, where δR1,2 := R1,2 − 〈R1,2〉. If this
variance does not vanish, this phenomenon can be regarded as a long range order. The
following finite variance in a sample expectation
lim
L→∞
E〈δR21,2〉 = lim
L→∞
[E〈R21,2〉 − E〈R1,2〉2] 6= 0,
implies that the long range order is not a rare event. In this case, one can expect an
instability of symmetric Gibbs state because of the strong fluctuation and also spontaneous
replica symmetry breaking.
Next, we discuss a possibility of replica symmetry breaking without long range order.
Since
lim
L→∞
E〈∆R21,2〉 = lim
L→∞
E〈δR21,2〉+ lim
L→∞
E〈∆R1,2〉2,
the replica symmetry breaking occurs, if limL→∞ E〈∆R1,2〉2 > 0 even in the case limL→∞ E〈δR21,2〉 =
0. At least in principle, replica symmetry breaking may occur even though long range
order is a rare event. For the disordered Ising systems, however, this possibility is ruled
out by
2E〈∆R21,2〉 = 3E〈δR21,2〉 = 6E〈∆R1,2〉2 (1)
as follows from the Aizenman-Contucci [1, 7] and the Ghirlanda-Guerra identities [4, 5, 8,
9, 14]. Therefore, the replica symmetry breaking cannot occur without long range order
in the disordered Ising systems. To extend this argument to quantum spin systems with
quenched disorder, however, the quantum mechanically extended Ghirlanda-Guerra iden-
tities do not yield the simple identities (1) because of the non-commutativity of the spin
operators [21]. In the present paper, we prove that the finite variance of the overlap in the
replica symmetric calculation implies spontaneous replica symmetry breaking. Namely,
we show that only spontaneous symmetry breaking Gibbs state causes replica symmetry
breaking.
3
2 Definitions
Let ΛL be a d dimensional cubic lattice with a linear size L. A spin operator S
i
x(i = 1, 2, 3)
at a site x ∈ ΛL acting on the Hilbert space H :=
⊗
x∈ΛL
Hx is defined by a tensor
product of the 2S + 1 dimensional self-adjoint matrix Si acting on Hx ≃ C2S+1 and
2S + 1 dimensional identity matrices. Spin operators (Six)x∈ΛL,i=1,2,3 satisfy the following
commutation relation
[Six, S
j
y] = iδx,y
3∑
k=1
ǫi,j,kS
k
x .
The magnitude of each spin operator (S1x, S
2
x, S
3
x) is fixed by
3∑
i=1
(Six)
2 = S(S + 1)~1,
where ~1 is the identity operator on the Hilbert space H. We denote a product of the spin
operators
SiX =
∏
x∈X
Six.
To define models, let A := {a ∈ Z|1 ≤ a ≤ l} be a finite set and (CaL)a∈A be a collection
of interaction ranges, where each X ∈ CaL is a subset X ⊂ ΛL and |X| = na is a positive
integer. We assume that there exists an interaction range Y ∈ CaL such that any interac-
tion range X ∈ CaL can be represented in a translation X = x+Y with a suitable x ∈ ΛL.
The Hamiltonian consists of m terms
H(S, g) :=
∑
a∈A
∑
X∈Ca
L
(Ja1 g
a
X + J
a
0 )S
i(a)
X , (2)
where a mapping i : A → {1, 2, 3} defines a model and (gaX)X∈CaL,a∈A are i.i.d. standard
Gaussian random variables or several ga can be identified to each other.
Examples
1. Random field Heisenberg model
ΛL = Z
d∩ [1, L]d is a cubic lattice, A = {1, 2}, C1L = ΛL, C2L = {{x, y}|x, y ∈ ΛL, |x−y| =
1} is a collection of bonds and J10 = 0, J21 = 0. The Hamiltonian is given by
H(S, g) = −J11
∑
x∈ΛL
gxS
z
x −
∑
X∈C2
L
3∑
i=1
J20S
i
X . (3)
2. Random bond Heisenberg model
For a cubic lattice ΛL = Z
d ∩ [1, L]d and a collection of bonds C1 = {{x, y}|x, y ∈
ΛL, |x− y| = 1}
H(S, g) = −
∑
X∈C1
L
3∑
i=1
(J i1g
i
X + J
i
0)S
i
X . (4)
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If g1X = g
2
X = g
3
Xand J
1
r = J
2
r = J
3
r are identified for all X ∈ C1L and for r = 0, 1, the
Hamiltonian is invariant under SU(2) transformation.
3. Other models
The Hamiltonian (2) contains some other physically interesting models, such as Heisen-
berg model with random next nearest neighbor interactions, and with random plaquette
interactions.
Here, we define Gibbs state for the Hamiltonian. For a positive β and a real number
J , the partition function is defined by
ZL(β, J, g) := Tre
−βH(S,g), (5)
where the trace is taken over the Hilbert space H. The probability Pk that an energy
eigenstate φk with its eigenvalue Ek appears is given by
Pk :=
e−βEk
ZL(β, J, g)
.
Let f be an arbitrary function of spin operators. If ψi is an eigenstate with its eigenvalue
λi of f , the probability that observed value of f is the eigenvalue λi is given by
P (f = λi) =
∑
k
|(ψi, φk)|2Pk.
Therefore, the expectation of f in the Gibbs state is given by
〈f(S)〉 =
∑
i
λiP (λi) =
1
ZL(β, J, g)
Trf(S)e−βH(S,g). (6)
We define the following functions of (β, J) ∈ [0,∞)×R2|A| and randomness g = (gaX)X∈CaL,a∈A
ψLβ, J, g) :=
1
|ΛL| logZL(β, J, g), (7)
−L
β
ψL(β, J, g) is called free energy in statistical physics. We define a function pL : [0,∞)×
R2|A| → R by
pL(β, J) := EψL(β, J, g), (8)
where E stands for the expectation of the random variables (gaX)X∈CaL,a∈A. Here, we
introduce a fictitious time t ∈ [0, 1] and define a time evolution of operators with the
Hamiltonian. Let O be an arbitrary self-adjoint operator, and we define an operator
valued function O(t) of t ∈ [0, 1] by
O(t) := e−tHOetH . (9)
Furthermore, we define the Duhamel expectation of time depending operatorsO1(t1), · · · , Ok(tk)
by
(O1, O2, · · · , Ok)D :=
∫
[0,1]k
dt1 · · · dtk〈T[O1(t1)O2(t2) · · ·Ok(tk)]〉,
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where the symbol T is a multilinear mapping of the chronological ordering. If we define a
partition function with arbitrary self adjoint operators O0, O1, · · · , Ok and real numbers
x1, · · · , xk
Z(x1, · · · , xk) := Tr exp β
[
O0 +
k∑
i=1
xiOi
]
,
the Duhamel expectation of k operators represents the k-th order derivative of the parti-
tion function [12, 15, 25]
βk(O1, · · · , Ok)D = 1
Z
∂kZ
∂x1 · · ·∂xk .
To study replica symmetry, we define n replicated spin operators (Si,αx )α=1,··· ,n at each
site x ∈ ΛL and a replica symmetric Hamiltonian
H(S1, · · · , Sn, g) :=
n∑
α=1
H(Sα, g), (10)
which is invariant under an arbitrary permutation σ ∈ Sn
H(S1, · · · , Sng) = H(Sσ1, · · · , Sσn, g),
as well as the Ising systems. The covariance of these operators with the expectation in g
for a ∈ A
EHaL(S
i(a),α)HaL(S
i(a),β)− E(HaL(Si(a),α)EHaL(Si(a),β) = |CaL|Raα,β (11)
where the overlap Raα,β is defined by
Raα,β :=
1
|CaL|
∑
X∈Ca
L
S
i(a),α
X S
i(a),β
X .
For example, in the random field Heisenberg model, this becomes the site overlap operator
Riα,β =
1
|ΛL|
∑
x∈ΛL
Si,αx S
i,β
x ,
where we have identified the index a to i(a) for simpler notation. In the random bond
Heisenberg model, it becomes the bond overlap operator
Riα,β =
1
|B|
∑
X∈B
S
i,α
X S
i,β
X =
1
|B|
∑
{x,y}∈B
Si,αx S
i,α
y S
i,β
x S
i,β
y .
In short range spin glass models, such as the Edwards-Anderson model [13] the bond
overlap is independent of the site overlap unlike the Sherrington-Kirkpatrick (SK) model
[26], where the bond overlap is identical to the square of the site overlap. In calculation of
thermodynamic quantities of quantum systems, the following self overlap operator appears
quite frequently
Ra1,1 :=
1
|CaL|
∑
X∈Ca
L
S
i(a),1
X (t1)S
i(a),1
X (t2)
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for (t1, t2) ∈ [0, 1]2. We denote
(Ra1,1)D =
1
|CaL|
∑
X∈Ca
L
(S
i(a),1
X , S
i(a),1
X )D.
Note that Ra1,1 → 1 In the classical limit. As we will see later, the expectation values of
overlap operators satisfy the quantum mechanically extended Ghirlanda-Guerra identities
and Aizenman-Contucci identities (1) which depend on self-overlap operators.
3 Self-averaging observables
Here, we discuss the self-averaging observables in quantum systems. Let O1, · · · , ON be
a sequence of self-adjoint operators on H, and we define their mean by
mN :=
1
N
N∑
n=1
On.
Let µ be an eigenvalue of mN for arbitrary fixed (g
a
X)X∈CaL,a∈A. The probability that the
deviation between the observed value µ of mN between the expectation 〈mN〉in the Gibbs
state is larger than an arbitrary positive number c is bounded by the variance of mN
P (|µ− 〈mN〉| > c) ≤ 〈δm
2
N 〉
c2
where δmN := mN − 〈mN〉. If the variance 〈δm2N〉 vanishes in the infinite volume limit,
then the observed value differs from the expectation 〈mN 〉 rarely. This implies that mN
obeys the law of large numbers. Next, we consider events in a synthesized quantum spin
system with quenched disorder. A disordered sample synthesizing corresponds to a fixing
of random variables (gaX)X∈CaL,a∈A generated by a random sampling. We can evaluate the
probability that deviation between the observed value µ and the sample and the Gibbs
expectation E〈mN〉 is larger than c > 0 as follows
P (|µ− E〈mN〉| > c) ≤ E〈∆m
2
N 〉
c2
,
where ∆mN := mN − E〈mN 〉. If the variance E〈∆m2N 〉 vanishes in the infinite volume
limit, then mN obeys the law of large numbers. In this case, we can say that mN is
self-averaging.
Through out this section, we assume the following general form of the Hamiltonian
H(O, g) :=
∑
a∈A
∑
X∈Ca
L
(Ja1 g
a
X + J
a
0 )O
a
X ,
where each self-adjoint operators (OaX)X∈CaL,a∈A are confined in X ∈ CaL with |X| = na
for each X ∈ CaL. If X ∩ Y = φ, the commutator between two operators satisfies
[OaX , O
b
Y ] = 0.
Each OaX (a ∈ A,X ∈ CaL) and the commutator among any of them are bounded by con-
stants independent of the system size N . We denote
Ka := sup
φ∈H
|(φ,OaXφ)|
(φ, φ)
.
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Here we define a density of a term in the Hamiltonian with the randomness by
haL :=
1
|CaL|
∑
X∈Ca
L
gaXO
a
X , (12)
and a deterministic term in the Hamiltonian by
maL :=
1
|CaL|
∑
X∈Ca
L
OaX . (13)
Here, we define two types of deviations of an arbitrary operator O by
δO := O − 〈O〉, ∆O := O − E〈O〉.
We prove the following two lemmas for these deviations of
maL =
1
|CaL|
∑
X∈Ca
L
OaX .
We assume the existence of the following infinite volume limit independent of boundary
conditions
p(β, J) = lim
L→∞
pL(β, J), ψL(β, J) = lim
L→∞
ψL(β, J),
as proved in [2, 10, 11, 21].
Hereafter, we use a lighter notation ψL(g) for ψL(β, J, g). Here we define square
root interpolating random variables G(~u) = (GaX(~u))X∈CaL,a∈A for an arbitrary vector
~u = (ua)a∈A ∈ [0, 1]|A|by
GaX(~u) :=
√
uagaX +
√
1− uagaX ′, (14)
where (gaX
′)a∈Ca
L
,a∈A are i.i.d. standard Gaussian random variables. Then, we define a
generating function γL(~u) of a parameter ~u ∈ [0, 1]|A| by
γL(~u) = E[E
′ψL(G(~u))]
2, (15)
where E and E′ denote expectation in g and g′, respectively. This generating function γL
is a generalization of a function introduced by Chatterjee [6].
First, we present useful lemmas proved in Ref.[21] as Lemma 3.1-3.6 in the following.
Lemma 3.1 For any (β, J) ∈ [0,∞)×R2|A|, any positive integer L, any positive integer
k and any ~u0 ∈ [0, 1]|A| whose a-th component is ua = u0 < 1, an upper bound on the k-th
order partial derivative of the function γL is given by
∂kγL
∂uak
(~u0) ≤ (k − 1)!
(1− u0)k−1
(βJa1K
a)2na
|ΛL| . (16)
The k-th order derivative of γL is represented in the following
∂kγL
∂uak
(~u) =
∑
X1∈CaL
· · ·
∑
Xk∈C
a
L
E
(
E
′ ∂
kψL
∂gaXk · · ·∂gaX1
(G(~u))
)2
. (17)
for an arbitrary ~u ∈ [0, 1]|A|.
If we define a function χL : [0, 1] → R by χL(s) := γL(s, s, · · · , s) for s ∈ [0, 1], then
Lemma 3.1 gives the following
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Lemma 3.2 The variance of ψL is bounded from the above as follows
E(ψL − pL)2 = χL(1)− χL(0) ≤ (βJ
a
1K
a)2na|A|
|ΛL| .
Lemma 3.3 For any a ∈ A and for βJa1 6= 0, the following quantity is bounded from the
above,
E(δmaL, δm
a
L)D ≤
Ka
βJa1
√
1
na|ΛL| . (18)
Lemma 3.4 For any a ∈ A and any βJa1 6= 0, we have
E(δhaL, δh
a
L)D ≤
Ka
βJa1
(√ 6
na|ΛL| +
1
na|ΛL|
)
. (19)
Note The functions p(β, J), pL(β, J) and ψL(β, J, g) are convex with respect to β and
Jar (a ∈ A, r = 0, 1) each. This implies that these functions are differentiable almost
everywhere in the coupling constant space [0,∞)× R2|A|.
Notation Let D be the measure zero subset of the coupling constant space [0,∞)×R2|A|
where p(β, J) is not differentiable with respect to β or some Jar .
Lemma 3.5 In the infinite volume limit, the following is valid
lim
L→∞
E
(∂ψL
∂Jar
− ∂p
∂Jar
)2
= 0. (20)
on Dc ⊂ [0,∞)× R2|A|.
Lemma 3.6 In Dc ⊂ [0,∞)× R2|A|, we have
∂p
∂Jar
= lim
L→∞
E
∂ψL
∂Jar
. (21)
Next, we prove upper bound on variances of several quantities.
Lemma 3.7 For any a ∈ A and for βJa1 6= 0, there exists a positive constant K ′ inde-
pendent of L, such that
E〈δmaL2〉 ≤
Ka
βJa1
√
1
na|ΛL| +
βK ′
12|ΛL| . (22)
Proof. We use Harris’ Bogolyubov type inequality between the Duhamel product and the
Gibbs expectation of the square of arbitrary self-adjoint operator O [20]
(O,O)D ≤ 〈O2〉 ≤ (O,O)D + β
12
〈[O, [H,O]]〉, (23)
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for the above inequality. We use an indicator I defined by I[true] = 1 and I[false] =
0. Using the Cauchy-Schwalz inequality and boundedness of operators OaX and their
commutatotrs, we have the following
E〈δmaL2〉 ≤ E(δmaL, δmaL)D +
β
12|CaL|2
∑
X,Y ∈Ca
L
∑
b∈A
∑
Z∈Cb
L
EgbZ〈[OaX , [ObZ , OaY ]]〉
≤ E(δmaL, δmaL)D +
β
12|CaL|2
∑
b∈A
∑
Z∈Cb
L
∑
X,Y ∈Ca
L
√
E(gbZ)
2E〈[OaX , [ObZ , OaY ]]〉2
≤ E(δmaL, δmaL)D +
β
12|CaL|2
∑
b∈A
∑
Z∈Cb
L
∑
X,Y ∈Ca
L
I[X ∩ (Y ∪ Z) 6= φ]I[Y ∩ Z 6= φ]K
≤ E(δmaL, δmaL)D +
βK ′
12|ΛL| , (24)
whereK and K ′ are positive constant independent of L. Therefore, this and (18) complete
the proof. 
Lemma 3.8 For any a ∈ A and any βJa1 6= 0, there exists a positive number K ′ we have
E〈δhaL2〉 ≤
Ka
βJa1
(√ 6
na|ΛL| +
1
na|ΛL|
)
+
βK ′
12|ΛL| . (25)
Proof. As well as in the proof of Lemma 3.7, we use the inequality (23) and the Cauchy-
Schwalz inequality
E〈haL2〉 ≤ E(haL, haL)D +
β
12|CaL|2
∑
X,Y ∈Ca
L
∑
b∈A
∑
Z∈Cb
L
EgaXg
a
Y g
b
Z〈[OaX , [ObZ , OaY ]]〉
≤ E(haL, haL)D +
β
12|CaL|2
∑
b∈A
∑
Z∈Cb
L
∑
X,Y ∈Ca
L
√
E(gaXg
a
Y g
b
Z)
2E〈[OaX , [ObZ , OaY ]]〉2
≤ E(haL, haL)D +
β
12|CaL|2
∑
b∈A
∑
Z∈Cb
L
∑
X,Y ∈Ca
L
I[X ∩ (Y ∪ Z) 6= φ]I[Y ∩ Z 6= φ]K
≤ E(haL, haL)D +
βK ′
12|ΛL| , (26)
Therefore, this and (19) complete the proof. 
Aizenman, Greenbatt and Lebowitz proved the rounding effect of disordered interac-
tions which means that p is differentiable with respect to Ja0 for J
a
1 6= 0 in d ≤ 2 for a
system with discrete symmetry and in d ≤ 4 for a system with a continuous symmetry
[2, 16]. Their proof is an extension of the differentiability of the free energy density for
classical systems proved by Aizenman and Wehr [3] to the quantum systems. In dimen-
sions d larger than the critical dimensions, there is a possibility that the function p is not
differentiable on a measure zero subset of the coupling constant space, where the order
parameter can be discontinuous and the first order phase transition occurs. In this case,
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the Gibbs state is not unique. The discontinuity appears at Ja0 = 0 most likely.
Note the relations
β〈maL〉 =
∂ψL
∂Ja0
, β〈haL〉 =
∂ψL
∂Ja1
, βE〈maL〉 =
∂pL
∂Ja0
, βE〈haL〉 =
∂pL
∂Ja1
.
If ∂p
∂Jar
has a discontinuity at Jar
′, differentiability of p almost every where around Jar
′
gives
lim
x↓Ja
0
′
∂p
∂Ja0
(x) = lim
x↓Ja
0
′
lim
L↑∞
βE〈maL〉(x), lim
x↑Ja
0
′
∂p
∂Ja0
(x) = lim
x↑Ja
0
′
lim
L↑∞
βE〈maL〉(x).
Also integration by parts enables us to calculate the following
lim
x↓Ja
1
′
∂p
∂Ja1
(x) = lim
x↓Ja
1
′
lim
L↑∞
β
∑
X∈Ca
L
EgaX〈OaX〉(x) = lim
x↓Ja
1
′
lim
L↑∞
β2Ja1
∑
X∈Ca
L
E[(OaX , O
a
X)D(x)−〈OaX〉(x)2],
lim
x↑Ja
1
′
∂p
∂Ja1
(x) = lim
x↑Ja
1
′
lim
L↑∞
β
∑
X∈Ca
L
EgaX〈OaX〉(x) = lim
x↑Ja
1
′
lim
L↑∞
β2Ja1
∑
X∈Ca
L
E[(OaX , O
a
X)D(x)−〈OaX〉(x)2].
These identities imply that the order parameter becomes discontinuous at the non-differentiable
point of p.
Now, we prove that ma∞ and h
a
∞ are self-averaging on D
c.
Theorem 3.9 For βJa1 6= 0, variances of the density defined by maL := 1|Ca
L
|
∑
X∈CL
OaX
and that of density of the Hamiltonian with randomness haL :=
1
|Ca
L
|
∑
X∈CL
gaXO
a
X for an
arbitrary a ∈ A vanish in the infinite volume limit
lim
L→∞
E〈(maL − E〈maL〉)2〉 = 0, (27)
lim
L→∞
E〈(haL − E〈haL〉)2〉 = 0, (28)
on Dc ⊂ [0,∞)× R2|A|.
Proof We calculate the following variance of maL,
lim
L→∞
[E〈maL2〉 − (E〈maL〉)2] = lim
L→∞
[E〈maL2〉 − E〈maL〉2] + lim
L→∞
[E〈maL〉2 − (E〈maL〉〉)2]
= lim
L→∞
E〈(maL − 〈maL〉)2〉+ lim
L→∞
E(〈maL〉 − E〈maL〉)2 = 0. (29)
We have used Lemma 3.7 for the first term and Lemma 3.5 for the second term in the
last line. We calculate the following variance of haL, as well.
lim
L→∞
[E〈haL2〉 − (E〈haL〉)2] = lim
L→∞
[E〈haL2〉 − E〈haL〉2] + lim
L→∞
[E〈haL〉2 − (E〈haL〉〉)2]
= lim
L→∞
E〈(haL − 〈haL〉)2〉+ lim
L→∞
E(〈haL〉 − E〈haL〉)2 = 0. (30)
We have used Lemma 3.8 for the first term and Lemma 3.5 for the second term in the
last line. Therefore, maL and h
a
L are self-averaging. 
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Theorem 3.10 The following conditions (I) and (II) are equivalent for almost all se-
quences of random variables (gaX).
(I) There exists b ∈ A, such that
lim
L→∞
〈(mbL − 〈mbL〉)2〉 6= 0, (31)
at (J b0, J
b
1) = (0, 0).
(II) There exists b ∈ A, such that
lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
〈(maL − 〈mbL〉)2〉 6= lim
L→∞
lim
Jb
0
→0
lim
Jb
1
→0
〈(mbL − 〈mbL〉)2〉. (32)
Proof. Lebesgue’s dominated convergence theorem guarantees a commutativity between
any limit operations and the sample expectation E, since 〈(mbL)k〉 is bounded by a constant
independent of L for any positive k. Therefore, we evaluate the variance of mbL
E lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
〈(mbL − 〈mbL〉)2〉 = lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
E〈(mbL − 〈mbL〉)2〉 = 0.
The final term vanishes in the coupling constant space [0,∞)×R2|A| by Lemma 3.7. The
positive semi-definiteness of (mbL − 〈mbL〉)2 gives that the left hand side in (32) vanishes
lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
〈(mbL − 〈mbL〉)2〉 = 0,
for almost all (gaX). The continuity of the function of (J
b
0 , J
b
1) for an arbitrary finite L
guarantees the equivalence between positive variance and non-commutativity of limits for
almost all (gaX). This completes the proof. 
Here, we apply Theorem 3.10 to the symmetry breaking phenomena in quantum sys-
tems with Gaussian disorder. Assume that the Hamiltonian has a certain symmetry at
(Ja0 , J
a
1 ) = (0, 0), and order parameter m
a
L breaks this symmetry. Theorem 3.10 claims the
equivalence between the finite variance (I) in symmetric Gibbs state and the spontaneous
symmetry breaking (II). As in quantum spin systems without disorder, the existence of
spontaneous symmetry breaking can be detected by the variance of the corresponding
order parameter calculated in the symmetric Gibbs state. The Koma-Tasaki theorem is
important for the Heisenberg quantum spin model with SU(2) symmetry. This theorem
claims that the finite long range order
lim
L→∞
〈miL2〉 6= 0,
for the order parameter miL :=
1
|ΛL|
∑
x∈ΛL
Six in the symmetric Gibbs state guarantees a
finite spontaneous magnetization with an infinitesimal symmetry breaking field [22]. This
is a quantum mechanical extension of Griffiths’ theorem [17]. Since 〈miL〉 = 0 in the sym-
metric Gibbs state in this case, the finite variance implies the long range order. Although
the finite variance of the order parameter seems to violate the law of large numbers, this
is just apparent. In this case, one of the symmetry breaking Gibbs states obtained by
applying the infinitesimal symmetry breaking field realizes instead of the unstable sym-
metric one. Theorem 3.10 claims the same conclusion for spontaneous symmetry breaking
12
phenomena in disordered quantum spin systems as that of the Koma-Tasaki theorem. If
the variance of mbL becomes finite in the symmetric Gibbs state, one of the symmetry
breaking Gibbs states should realize actually instead of the unstable symmetric one and
the order parameter mbL obeys the law of large numbers.
Next, we present equivalence between non-self-averaging order parameter in symmetric
Gibbs state and non-commutativity of the infinite volume limit and the symmetric limit.
Therefore, this implies that a violation of the self-averaging in the symmetric calculation
should be raised by a spontaneous symmetry breaking.
Theorem 3.11 The following conditions (III) and (IV) are equivalent for almost all se-
quence of random variables (gaX) on D
c ⊂ [0,∞)× R2|A|.
(III) There exists b ∈ A, such that
lim
L→∞
〈(mbL − E〈mbL〉)2〉 6= 0, (33)
at (J b0, J
b
1) = (0, 0).
(IV) There exists b ∈ A, such that
lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
〈(mbL − E〈mbL〉)2〉 6= lim
L→∞
lim
Jb
0
→0
lim
Jb
1
→0
〈(mbL − E〈mbL〉)2〉. (34)
Proof. As in the proof of Theorem 3.10, we have the commutativity between any limit
operations and the sample expectation E. If we use Lemma 3.9, we obtain
E lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
〈(mbL − E〈mbL〉)2〉 = lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
E〈(mbL − E〈mbL〉)2〉 = 0,
on Dc. The positive semi-definiteness of (mbL − E〈mbL〉)2 gives
lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
〈(mbL − E〈mbL〉)2〉 = 0,
for almost all (gaX). Therefore, the violation of the self-averaging
lim
L→∞
〈(mbL − E〈mbL〉)2〉 6= 0
at (J b0 , J
b
1) = (0, 0) is equivalent to the following non-commutativity
lim
L→∞
lim
Jb
0
→0
lim
Jb
1
→0
〈(mbL − E〈mbL〉)2〉 6= lim
Jb
0
→0
lim
Jb
1
→0
lim
L→∞
〈(mbL − E〈mbL〉)2〉,
for almost all (gaX) on D
c. This completes the proof. 
4 The Ghirlanda-Guerra type identities for quantum
systems
The following limit given in Theorem 3.9
lim
L→∞
E〈∆haL2〉 = 0,
13
enables us to derive quantum mechanically extended identities of the Ghirlanda-Guerra
type which differ from those obtained in Ref.[21] by the limit
lim
L→∞
E(∆haL,∆h
a
L)D = 0.
Theorem 4.1 For βJa1 6= 0, on Dc ⊂ [0,∞) × R2|A|, for an arbitrary bounded function
f of n replicated spin operators, the following identity is valid
lim
L→∞
[ 1
|CaL|
∑
X∈Ca
L
n∑
α=1
E(S
i(a),α
X , S
i(a),1
X f)D − nE〈Ra1,n+1f〉
+ E〈Ra1,2〉E〈f〉 − E(Ra1,1)DE〈f〉
]
= 0 (35)
Proof. Theorem 3.9 gives
lim
L→∞
E〈∆haL2〉 = 0. (36)
The Cauchy-Schwarz inequality and the boundedness of f impliy
|E〈∆haLf〉| ≤
√
E〈∆haL2〉E〈f 2〉 → 0,
in the infinite volume limit. The left hand side can be calculated using integration by
parts.
1
|CaL|
∑
X∈Ca
L
EgaX〈Si(a)X f〉 =
1
|CaL|
∑
X∈Ca
L
E
∂
∂gaX
〈Si(a)X f〉
=
βJa1
|CaL|
∑
X∈Ca
L
[
n∑
α=1
E(S
i(a),1
X , S
i(a),α
X f)D − nE〈Si(a)X 〉〈Si(a),1X f〉]
= βJa1
[ 1
|CaL|
∑
X∈Ca
L
n∑
α=1
E(S
i(a),α
X , S
i(a),1
X f)D − nE〈Ra1,n+1f〉
]
(37)
Substituting f = 1 to the above, we have
1
|CaL|
∑
X∈Ca
L
EgaX〈Si(a)X 〉
= βJa1
[ 1
|CaL|
∑
X∈Ca
L
E(S
i(a),1
X , S
i(a),1
X )D +
n∑
α=2
E〈R1,α〉 − nE〈Ra1,n+1〉
]
= βJa1 [E(R
a
1,1)D − E〈Ra1,2〉] (38)
From the above two identities, we have
E〈∆haLf〉 = βJa1
[ 1
|CaL|
∑
X∈Ca
L
n∑
α=1
E(S
i(a),α
X , S
i(a),1
X f)D − nE〈Ra1,n+1f〉
−(E(Ra1,1)D − E〈Ra1,2〉)E〈f〉
]
, (39)
Therefore, we obtain the given identity (35) 
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Now, we derive the relation between two kinds of variance E〈∆Ra1,22〉 and E〈δRa1,22〉,
where ∆Ra1,2 := R
a
1,2 − E〈Ra1,2〉 and δRa1,2 := Ra1,2 − 〈Ra1,2〉.
For n = 2, f = Ra1,2 Theorem 4.1 gives
lim
L→∞
[ 1
|CaL|
∑
X∈Ca
L
E(S
i(a),2
X , S
i(a),1
X R
a
1,2)D − 2E〈Ra1,3Ra1,2〉+ (E〈Ra1,2〉)2
+
1
|CaL|
∑
X∈Ca
L
E(S
i(a),1
X , S
i(a),1
X ∆R
a
1,2)D
]
= 0. (40)
For n = 3, f = Ra2,3, Theorem 4.1 gives
lim
L→∞
[
2E(Ra1,2R
a
2,3)D − 3E〈Ra1,4Ra2,3〉 +E〈Ra1,2〉E〈Ra2,3〉
+E(Ra1,1)D〈∆Ra2,3〉
]
= 0. (41)
We have used the replica symmetry, since we calculate above terms in the replica sym-
metric expectation The identities (40) and (41) give
lim
L→∞
[
2(E〈Ra1,2〉)2 − 3E〈Ra1,2〉2 +
1
|CaL|
∑
X∈Ca
L
E(S
i(a),2
X , S
i(a),1
X R
a
1,2)D (42)
+
1
|CaL|
∑
X∈Ca
L
E(S
i(a),1
X , S
i(a),1
X ∆R
a
1,2)D + E(R
a
1,1)D〈∆R1,2〉+ 2E(Ra1,2Ra1,3)D − 2E〈Ra1,2Ra1,3〉
]
= 0.
This identity has not been very useful so far. In the classical limit, four terms in the
second line vanish, and we obtain
lim
L→∞
[
2(E〈Ra1,2〉)2 − 3E〈Ra1,2〉2 + E〈Ra1,22〉
]
= 0,
which yields
2 lim
L→∞
E〈∆Ra1,22〉 = 3 lim
L→∞
E〈δRa1,22〉.
If the right hand side vanishes, then the left hand side vanishes. In quantum systems how-
ever, we cannot judge whether or not limL→∞E〈∆Ra1,22〉 vanishes even if limL→∞ E〈δRa1,22〉 =
0.
Note that another relation (27) in Theorem 3.9 yields the following identity for an
arbitrary bounded function f of spin operators
E〈∆maLf〉 = 0.
This should be useful some times.
5 Spontaneous replica symmetry breaking
Here, we study replica symmetry breaking phenomena applying Theorem 3.10 and 3.11
to the overlap operator
Rc1,2 :=
1
|CcL|
∑
X∈Cc
L
S
i(c),1
X S
i(c),2
X ,
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for an arbitrary fixed c ∈ A. We extend the coupling constant space [0,∞) × R2|A| to
[0,∞)×R2(|A|+1) with new coupling constants (J00 , J01 ) to introduce inter replica coupling.
We define a total Hamiltonian by
Htot(S
1, · · · , Sn, g, g0) := H(S1, · · · , Sn, g) +Hint(S1, S2, g0), (43)
where
H(S1, · · · , Sn, g) =
n∑
α=1
∑
a∈A
∑
X∈Ca
L
(Ja1 g
a
X + J
a
0 )S
i(a),α
X ,
Hint(S
1, S2, g0) =
∑
X∈C0
L
(J01g
0
X + J
0
0 )S
i(0),1
X S
i(0),2
X , (44)
with C0L = C
c
L and i(c) = i(0). Note that the inter replica coupling breaks the replica
symmetry of the Hamiltonian. We can apply all obtained theorems to this system, since
the operators
OaX := S
i(a)
X
for a ∈ A and
O0X := S
i(c),1
X S
i(c),2
X
for c ∈ A and X ∈ C0L are bounded by
sup
φ∈H
|(φ, Si(a)X φ)|
(φ, φ)
= Sna , sup
φ∈H⊗H
|(φ, Si(b),1X Si(b),2X φ)|
(φ, φ)
= S2nb.
Note The density m0L is identical to the overlap
m0L = R
c
1,2, (45)
and the replica symmetry at (J00 , J
0
1 ) = (0, 0) dose not imply 〈m0L〉 = 0, but implies
〈Rc1,2〉 = 〈Rck,l〉 for 1 ≤ k < l ≤ n.
Here we employ the definition of replica symmetry breaking for disordered Ising sys-
tems given by Chatterjee [4] also for quantum systems. For an arbitrary sequence of
(gaX)of random variables, we say that a replica symmetry breaking occurs, if
lim
L→∞
〈(Ra1,2 − E〈Ra1,2〉)2〉 6= 0, (46)
for ∃a ∈ A and for (J00 , J01 ) = (0, 0).
Next, we remark the nature of spontaneous replica symmetry breaking. For an arbi-
trary sequence (gaX) of random variables we can say that a spontaneous replica symmetry
breaking occurs, if
lim
J0
0
→0
lim
J0
1
→0
lim
L→∞
〈Ra1,2k〉 6= lim
L→∞
lim
J0
0
→0
lim
J0
1
→0
〈Ra1,2k〉, (47)
for ∃r ∈ {0, 1}, for ∃a ∈ A and for ∃k > 0.
Now, we apply Theorem 3.10 and 3.11 to m0L = R
c
1,2. If (I) in Theorem 3.10 occurs in
some samples, namely
lim
L→∞
〈(Rc1,2 − 〈Rc1,2〉)2〉 6= 0,
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at (J00 , J
0
1 ) = (0, 0), then (II) the limit operations are non-commutative and the sponta-
neous replica symmetry breaking occurs in such samples. This result corresponds to the
Koma-Tasaki theorem which shows the detection of the spontaneous symmetry breaking
by the long range order in symmetric Gibbs state in deterministic quantum systems.
Theorem 3.11 for m0L = R
c
1,2 implies that the replica symmetry breaking should be
spontaneous replica symmetry breaking. If (III) in Theorem 3.11 occurs in some samples,
namely
lim
L→∞
〈(Rc1,2 − E〈Rc1,2〉)2〉 6= 0,
in the replica symmetric calculation, then (IV) and the spontaneous replica symmetry
breaking occurs in such samples for almost everywhere in the coupling constant space. In
each sample, one of the replica symmetry breaking Gibbs states realizes, and the over-
lap operator becomes self-averaging. Theorem 3.11 implies also that if the spontaneous
replica symmetry breaking is a rare event, then the replica symmetry breaking rarely
occurs, namely Rc1,2 is self-averaging even in the replica symmetric expectation.
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