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We study theoretically a chain of precessing classical magnetic impurities in an s-wave super-
conductor. Utilizing a rotating wave description, we derive an effective Hamiltonian that describes
the emergent Shiba band. We find that this Hamiltonian shows non-trivial topological properties,
and we obtain the corresponding topological phase diagrams both numerically and analytically. We
show that changing precession frequency offers a control over topological phase transitions and the
emergence of Majorana bound states. We propose driving the magnetic impurities or magnetic tex-
ture into precession by means of spin-transfer torque in a spin-Hall setup, and manipulate it using
spin superfluidity in the case of planar magnetic order.
Introduction. The search for topological phases of mat-
ter during the last decade has led to remarkable ad-
vancements in engineering systems with preassigned ex-
otic excitations such as the Dirac, Weyl, or Majorana
fermions. The latter have been pursued in numerous con-
densed matter setups [1], as they have been suggested as
promising candidates for fault-tolerant topological quan-
tum computing [2].
Ubiquitous and destructive by its nature for other phe-
nomena, disorder has become one of the most interest-
ing and reliable tools to build the sought-for topological
systems. Discovered more than half a century ago [3–6]
impurity-induced bound states in superconductors have
been recently brought to life in the experiments [7, 8].
The latter, along with the rise of topological phases of
matter, initiated a series of works, both theoretical [9–
26] and experimental [27–30], proposing to use Shiba
states as promising building blocks for desired Majorana-
supporting systems. The underlying mechanism is rem-
iniscent of that of electronic bands appearing in solids:
being brought together discrete Shiba levels originating
from different impurities hybridize and form Shiba bands,
with electrons filling them according to the Pauli prin-
ciple. The resulting band structure corresponds to that
of a p-wave, or topological superconductor, that can ex-
hibit Majorana edge modes depending on the parameters
of the system under consideration. The drawback of such
an implementation, however, is that system parameters
are typically fixed, and one cannot explore easily the full
phase diagram.
In this Letter, motivated by the recent progress in
the so called dynamical, or Floquet topological insula-
tors [31, 32], we present a new promising setup not only
for engineering a topological superconducting phase, but
most remarkably for controlling topological phase tran-
sition by means of magnetization texture dynamics. We
consider theoretically a “dynamical Shiba chain”, that
pertains to a set of classical magnetic impurities with
precessing spins deposited on top of a 2D s-wave super-
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FIG. 1. Sketch of the precessing spin helix in a two dimen-
sional s-wave superconductor (the blue plane). The classical
spins (red arrows) are separated by a distance a and precess
around the z axis with a frequency ω0 at a polar angle θ. The
precession azimuthal angle φj(t) = ω0t + khja, with kh the
step of the helix and j the position of the spin in the chain.
In green it is shown the local dynamical Shiba states wave-
functions which overlap to give eventually a dynamical Shiba
band.
conductor (see Fig. 1). We find that such a dynami-
cal magnetic texture can give rise to a non-trivial Shiba
band which can be controlled by tuning the precession
frequency. Such features are different from previous time-
dependent Floquet superconducting systems see, for ex-
ample, Refs. [33], in that the band is not manipulated
directly by external fields, but indirectly, by the dynam-
ics of the magnetic texture that stirs the underneath su-
perconductor and cause the appearance of such a band.
This is inherently a strong coupling regime, as the mag-
netic texture is the reason for such band to occur in the
first place.
Model. The Hamiltonian describing our dynamical sys-
tems reads [10]
Htot(t) = H0 +Himp(t) , (1)
where
H0 = ξkτz + ∆sτx , (2)
Himp(t) =
∑
j
Jj(t) · σ δ(r − rj) (3)
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2being the sum of the Bogoliubov-DeGennes Hamilto-
nian for the superconductor and its coupling to the
magnetic impurities, respectively. Here, H0 is writ-
ten in the Nambu basis
{
ck↑, ck↓, c
†
−k↓,−c†−k↑
}T
, with
σ = (σx, σy, σz) and τ = (τx, τy, τz) matrices acting in
spin and particle-hole subspaces respectively. The super-
conducting order parameter is denoted by ∆s, the spec-
trum of free electrons is defined as ξk ≡ k2/2m − εF ,
where εF is the Fermi energy. Below we also set ~ to
unity. For the periodically driven magnetic chain we as-
sume that the impurities are localized at positions rj ,
and have precessing spins that are defined as Jj(t) ≡
J [sin θ cos(ω0t+ φj), sin θ sin(ω0t+ φj), cos θ] with pre-
cession frequency ω0, polar angle θ as shown in Fig. 1,
and equidistant individual phase shifts φj ≡ khaj, j ∈ Z.
In the latter a denotes the spacing between impurities,
and kh is the so-called helix step.
The time-dependent Schro¨dinger equation reads
i∂tΨ (r, t) = HtotΨ (r, t) . This Hamiltonian is periodic,
Htot(t + T ) = Htot(t), with T = 2pi/ω0 and, moreover,
the symmetry of the problem allows us to perform a time-
dependent unitary transformation that makes the prob-
lem fully static. We can write Ψ (r, t) = U(t)Φ (r) e−iEt,
with U(t) = e−iω0tσz/2 so that we obtain the stationary
Schro¨dinger equation:
[Htot(0)−Bσz] Φ (r) = EΦ (r) , (4)
where the fictitious magnetic field B ≡ ω0/2 is perpen-
dicular to the plane of the superconductor, which will be
referred to as ‘driving frequency’ hereinafter, and E is
the quasi-energy defined modulo ω0/2. Let us make now
a more concise connection with the usual stroboscopic, or
Floquet description of periodically driven systems. The
full evolution operator for the driven chain can be written
as:
Utot(t) = e
−iBσzte−iHF t , (5)
with HF ≡ Htot(0)− Bσz. After one period T , the evo-
lution operator can be written Utot(T ) = exp (−iHFT )
(up to a sign), with HF identifying as the Floquet Hamil-
tonian describing the evolution of the system at t = nT ,
with n ∈ N (stroboscopically). The Hamiltonian HF
gives rise to a quasi-energy spectrum defined up to inte-
ger multiples of 2B and, as in the static case, can result in
non-trivial topological properties which in an open sys-
tem are identified with the appearance of edge states.
However, it does not fully characterize the topological
structure and the entire spectrum of edge states of the
driven system. Such a complete description was devel-
oped recently in several works, where they showed that
in order to fully describe that, one needs the evolution
operator at all times t, not only at t = T . However, for
our situation of circular spin texture precession, it turns
out that HF describes fully the topological structure of
the driven system, and thus we focus on that aspect only
in the following.
As discussed in Ref. [34] a single magnetic impurity
with a periodically driven spin gives rise to a pair of
Shiba states residing in the effective gap ∆effs = ∆s −B,
provided the driving frequency B is smaller than the su-
perconducting gap ∆s. This condition is essential to have
a gapful system and well-defined impurity-induced sub-
gap states. The energies of these states in the deep-dilute
regime (α ∼ 1) are given by ±0(B), where
0(B) ≡
[(
1− 1
α
)
∆s −B cos θ
]
, (6)
and α ≡ piν0J is the dimensionless impurity strength
parameter written in terms of normal-phase density of
states ν0. It has been shown in Refs. [13, 14] that a
static helical chain of magnetic impurities produces a 4×4
Shiba band structure with non-trivial topological prop-
erties. Moreover, for α ≈ 1 one can project the resulting
4× 4 Hamiltonian onto an effective 2× 2 that fully char-
acterize the low-energy spectrum (the energy separation
between the bands is of order ∆s).
Hereafter we use Eq. (4) and, following the procedure
described in Ref. [13], we derive the effective 2×2 Hamil-
tonian for the emerging Shiba band. The details of this
derivation are given in the Supplementary Material (SM)
[35].
Effective band structure.—The effective Hamiltonian
describing the Shiba band in the rotating frame in both
aforementioned cases can be written exploiting the d-
vector notation as
HS(k) = d0(k) + d(k) ·Σ , (7)
with
d0(k) =
[
∆s cos θ −B(1− α sin2 θ)
]
F0(B, ka, kFa) ,
dx(k) = (∆s − αB cos θ)Fx(B, ka, kFa) sin θ ,
dz(k) = −0(B) + (∆s −B cos θ)Fz(B, ka, kFa) , (8)
and dy(k) ≡ 0. Eqs (8) represent one of our main results.
Here Σ = (Σx,Σy,Σz) represents a resulting Nambu
space which, however, is a complicated admixture of σ
and τ . The form of the functions F0,x,z(B, ka, kFa) is
in general too complicated to be displayed. However,
there are various limiting cases where analytical progress
is possible. In this paper we focus on two limiting cases
that can be studied both analytically and numerically,
i.e. the short and the long coherence length, respectively.
The first case corresponds to a chain with only nearest
neighbor hopping, in other words, the case of a small co-
herence length ξ  a, where ξ ≡ vF /
√
∆2s −B2. In this
limit, we need to set in Eq. (8) the following functions:
F0,x(B, ka, kFa) ≡ X˜0,1(a) sin kha
2
sin ka , (9)
Fz(B, ka, kFa) ≡ X˜0(a) cos kha
2
cos ka,
3where
X˜0(1)(a) = − 2
pi
Im(Re) K0
[
−i
(
1 + i
1
kF ξ
)
kFa
]
,
with kF being the Fermi momentum and K0 denoting
the zeroth modified Bessel function of the second kind
(for further details see [35] as well as [36]). Note that the
functions X˜0,1 depend at least quadratically on the ficti-
tious magnetic field B, and for B  ∆s we can neglect
such dependence in leading order .
The second limiting case describes a chain with very
extended Shiba states, i.e. with large coherence length
compared to the impurity spacing, ξ  a. Contrary to
the small coherence length regime, here all the higher or-
der hopping processes become possible. In this regime
we obtain the following expressions for the functions
F0,x,z in Eq. (7) F0,x ≡
[
F−0,1(k)− F+0,1(k)
]
/2 and Fz ≡[
F−0 (k) + F
+
0 (k)
]
/2, where we defined
F s0(1)(k) ≡
√
2
pikFa
Im(Re) fs(k),
with s = ± and
fs(k) = e
−ipi4
[
Li 1
2
(
ei(k+skh/2−kF )a
)
+Li 1
2
(
e−i(k+skh/2+kF )a
)]
, (10)
expressed in terms of the polylogarithm function Li(x).
Note that dx(k) in the expressions given above plays
the role of the gap parameter ∆k from Ref. [13], which, in
the limit of B  ∆s is only slightly reduced by the ficti-
tious field. On the other hand, dz(k) is strongly affected
by the driving, as it results in a shift of the alignment of
the Shiba bands, and eventually their topology. While
d0(k) does not change the topology of the bands, it does
affect their overlap (the absolute gap), and it can also de-
pend strongly on B for θ → pi/2 (planar helix). In fact, in
such a case, the entire dependence on the magnetic field
arises through this term in leading order which, however,
is small for α ∼ 1.
Quasi-spectrum and topology. In what follows we study
the topological properties of the Hamiltonian in Eq. (7) in
the short and long coherence length regimes introduced
above. The spectrum can be found easily as E(k) =
d0(k) ±
√
d2z(k) + d
2
x(k) which, because of the periodic
drive, is uniquely defined only up to an integer multiple
of B. Thus, we need to fold the resulting spectrum into
the first quasi-energy Brillouin zone, E(k) ∈ [−B,B).
The resulting one-dimensional Hamiltonian is real, and
thus it belongs to the BDI symmetry class [37]. In this
case the number of Majorana states emerging at one end
in the case of open boundary conditions is given not by
a Z2, but by a Z invariant [38], which reads:
W = 1
2pi
∫ pi
−pi
dθ(k) , (11)
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FIG. 2. (color online) The gap around quasienergy E = 0 and
the winding number of the Shiba band for the small and large
coherence length regimes (first and second rows respectively),
plotted as functions of the driving frequency B and the Fermi
momentum kF (precession angle θ) in the left (right) column.
The continuos black lines separate regions with different wind-
ing numbers W which are well defined even for the gapless
regions. The vertical red lines highlight the existence of local-
ized Majorana end states in an open system [see Fig. 3 for de-
tails]. We set kh = pi/4, vF = 0.2,∆s = 1, a = 1, α = 0.9999.
The polar angle θ = pi/3 and kF = 159 in the left and right
columns correspondingly.
with θ(k) = Arg[dx(k) + idz(k)]. This winding num-
ber characterizes the number of edge states. However,
it does not indicate the presence of an absolute gap in
the system, meaning that it can be well defined even if
the system is gapless. We depict such surprising features
in Fig. 2, where we plot the absolute gap between the
Shiba bands, as well as the corresponding winding num-
ber, as functions of the driving frequency B against the
Fermi momentum kF (angle θ) in the left (right) column.
Both the driving frequency and the precession angles are
tunable parameters and, most strikingly, this shows that
the system can undergo a topological phase transition by
changing the driving frequency.
We note that for the small coherence length regime
(top row) the winding number can be calculated analyt-
ically (see [35]), whereas for the large coherence length
(bottom row) we restrict ourselves to computing the in-
tegral in Eq. (11) only numerically [39]. A few more com-
ments are in order. As expected for θ = 0 (corresponding
to a ferromagnetic arrangement of the impurity spins) the
gap is absent and the system is in a gapless trivial phase
with zero winding number. Conversely, when θ = pi/2
the spin helix is planar. This in turn means that the fic-
titious magnetic field B appearing in the rotating frame
[see Eq. (4)] does not couple to the chain, which explains
why no change of phase occurs while changing the driv-
4FIG. 3. (color online) The quasi-spectrum (normalized by
the driving B) for an open Shiba chain, in the regime of small
coherence length as function of the driving frequency B. The
horizontal red line stands for the zero quasi-energy Majorana
end mode, while W defines the bulk winding number (see
main text). A region with two gaps, at E = 0 and E =
B exist, but the latter is trivial as we find no Majoranas
emerging. We set kF = 159, kh = pi/4, vF = 0.2,∆s = 1, a =
1, θ = pi/3, α = 0.9999.
ing frequency for θ = pi/2. Therefore, the system always
enters a topological superconducting phase.
One of the most important signatures of topological
systems are topological edge states. In Fig. 3 we show
the quasi-spectrum for a dynamical chain with open
boundary conditions and for the case of a short coher-
ence length. We see that Majorana bound states (MBS)
emerges at zero energy (red line), and that their existence
range is in perfect agreement with the bulk winding num-
ber calculation. Moreover, we found that the MBS even
exist in regions where the system is gapless, albeit they
are not protected anymore by the gap and any impurities
could easily mix them with the bulk (extended) states.
While for a region of the parameter space we found gaps
at both E = 0 and E = B (see Fig. 3), only the modes at
the former are emerging for the circular driving utilized
in this paper. However, such a conclusion should not
hold for more general drivings of the magnetic texture.
Detection and physical implementations. The dynam-
ically generated MBS described above could be detected
in transport measurements by nearby voltage biased
STM tip [40]. Alternatively, one could utilize a recent
scheme that relies on the pumped charge by the precess-
ing texture into the STM tip at different position in the
chain in the absence of any applied voltage [34, 41]. In or-
der to generate the dynamics, we envision several imple-
mentations, depending on the way the magnetic texture
emerges in the first place. In the case of a pre-formed he-
lix, either due to the the RKKY interaction mediated by
electrons in the superconductor [12], or due to the SOI in
the substrate [42], the precession of the helix corresponds
simply to global rotations. The traditional way to excite
such a mode is by driving the helix with microwaves that
excite the ferromagnetic resonance associated with such
a rotation mode. However, in recent years there have
been tremendous progress in exciting magnetic devices
in transport setup by means of the spin Hall effect [43].
Such a setup would allow for an all-electrical implemen-
tation of a dynamical magnetic texture - superconductor
hybrid, with a controllable frequency (see [35] for details
on the implementation). Both these methods can give
rise to rotations of the helix, but do not result in changes
of the pitch. However, when the impurities form a pla-
nar ferromagnet (with exchange interaction keeping the
spins in a plane), it becomes possible to control the pitch
kh, the frequency ω0, and the cone angle θ by means of
spin biases, as showed recently in several works [44]. This
goes by the name of spin superfluidity, as there is a di-
rect mapping between a superfluid flow (such as in He4)
and the magnetization flow in such a planar spin con-
figuration. As detailed in [35], such manipulations are
possible simply by changing the spin biases induced by
the spin Hall effect applied over the planar spin configura-
tion, with a pitch in one-to-one correspondence with the
spin super-current flowing through the magnetic system,
and an adjustable frequency depending on the relative
biases [44].
Discussions and perspectives. The setup proposed in
this work can be generalized to a chain of precessing mag-
netic impurities deposited on top of a 3D superconductor.
Despite a modification in the Shiba wavefunction coher-
ence length, we expect no qualitative difference in our
main argument concerning a controlled topological phase
transition. Moreover, a 3D superconductor is expected
to reflect the short coherence length regime, whereas a
2D one – the long coherence length regime. As a future
extension of this work we propose to consider more com-
plicated networks of driven magnetic impurities, e.g. a
2D array. Also, generalizations to more complicated tex-
tures and precessions is in order, as our perfect rotation
wave description would break down, and a fully Floquet
approach would be required. The same arguments should
apply when the substrate (superconductor) posses spin-
orbit interaction.
In conclusion, in this paper we proposed a way to engi-
neer a controllable topological phase transition by means
of magnetization texture dynamics. We have shown that
a chain of precessing classical spins deposited on top of an
s-wave superconductor gives rise to a topologically non-
trivial Shiba band, and we have demonstrated that topo-
logical phase transitions in such a band can be controlled
by changing the driving frequency, a tunable parameter
in the spin transport experiments.
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6Supplementary Material
A. DERIVATION OF THE EFFECTIVE TWO-BAND MODEL
In this section we show how to derive the effective two-band Hamiltonian given by Eq. (5) from the main text.
We start by writing the Bogoliubov-de Gennes Hamiltonian for a 2D s-wave superconductor in the Nambu basis{
ck↑, ck↓, c
†
−k↓,−c†−k↑
}T
H0 = ξkτz + ∆sτx,
with τ = (τx, τy, τz) matrices acting in particle-hole subspace. The superconducting order parameter is denoted by
∆s, the spectrum of free electrons is defined as ξk ≡ k22m − εF , where εF is the Fermi energy. A chain of magnetic
impurities with precessing spins deposited on top of the superconductor is given by
Himp(t) =
∑
j
Jj(t) · σ δ(r − rj),
where σ = (σx, σy, σz) matrices acting in spin subspace. We assume that the impurities are localized at positions rj ,
and have precessing spins that are defined as Jj(t) ≡ J [sin θ cos(ω0t+ φj), sin θ sin(ω0t+ φj), cos θ] with precession
frequency ω0, polar angle θ as shown in Fig.1 in the main text, and equidistant individual phase shifts φj ≡ khaj, j ∈ Z.
In the latter a denotes the spacing between impurities, and kh is the so-called helix step. Thus the full time-dependent
Schro¨dinger equation of the problem reads:
i∂tΨ (r, t) = HtotΨ (r, t) , (12)
where Htot(t) ≡ H0 +Himp(t). Since the Hamiltonian is periodic, Htot(t+T ) = Htot(t), with T = 2pi/ω0 we can make
use of the Floquet theorem in order to find the resulting (time-dependent) eigenstates and quasi-energy spectrum.
However, below we follow a more elegant path employing a rotating wave transformation.
1. Rotating wave transformation
The symmetry of the problem allows us to perform a time-dependent unitary transformation that makes the
problem fully static. We can write Ψ (r, t) = U(t)Φ (r) e−iEt, with U(t) = e−iω0tσz/2 so that we obtain the stationary
Schro¨dinger equation
[Htot(0)−Bσz] Φ (r) = EΦ (r) , (13)
where the fictitious magnetic field B ≡ ω0/2 is perpendicular to the plane of the superconductor, which will be referred
to as ‘driving frequency’ hereinafter, and E is the quasi-energy defined modulo ω0. Below we rewrite Eq. (13) as
Φ(r) =
∑
j
Geff0 (E, r − rj)V effj Φ(rj), (14)
where
V effj ≡ J
(
cos θ sin θe−iϕj
sin θeiϕj − cos θ
)
⊗ τ0
and Geff0 ≡
[
E −Heff0
]−1
with Heff0 ≡ H0 − Bσz ⊗ τ0. We write the coordinate dependence of the Green’s in the
following form:
Geff0 (E, r) =

(E +B)X+0 +X
+
1 0 ∆sX
+
0 0
0 (E −B)X−0 +X−1 0 ∆sX−0
∆sX
+
0 0 (E +B)X
+
0 −X+1 0
0 ∆sX
−
0 0 (E −B)X−0 −X−1
 .
7Depending on whether r 6= 0 or r = 0 we give the expressions for X±0 below:
X±0 (r) = −2ν ·
1
ω±
ImK0 [−i (1 + iΩ±) pF r] , X±0 (0) = −piν
1
ω±
,
X±1 (r) = −2ν · ReK0 [−i (1 + iΩ±) pF r] , X±1 (0) = 0,
where ω± = Ω±vF pF ≡
√
∆2s − (E ±B)2.
It is worth noting that the system has two different regimes of driving: gapful when B < ∆s and gapless when
B > ∆s. Below we consider the case of a gapful system, and moreover we discuss the case of weak driving B  ∆s.
2. Effective Hamiltonian for the chain in momentum space
We follow the procedure described in the article by Pientka, Glazman and von Oppen [13] and we start with
rewriting Eq. (14) for r = ri, i.e. for the points where the impurities are localised:[
I−Geff0 (E,0)V effi
]
Φ(ri) =
∑
j 6=i
Geff0 (E, ri − rj)V effj Φ(rj). (15)
We consider the so-called deep-dilute regime in which the energies of the impurity-induced states are very close to
zero. Therefore, we use an approximation for both left and right side of the equation above, leaving in the left side
the diagonal term, linear in E. The equation takes form:[
I− G˜eff0 (E,0)V effi
]
Φ(ri) ≈
∑
j 6=i
Geff0 (0, ri − rj)V effj Φ(rj), (16)
where on the left side we make a Taylor expansion up to terms linear in E:
G˜eff0 (E,0) = −
piν
ω


B 0 ∆s 0
0 −B 0 ∆s
∆s 0 B 0
0 ∆s 0 −B
+ ∆2sω2

E 0 B∆sE 0
0 E 0 B∆sE
B
∆s
E 0 E 0
0 B∆sE 0 E

 (17)
with ω ≡ √∆2s −B2. Below we will keep only the diagonal terms of the second matrix in Eq. (17), since B  ∆s.
On the right side of Eq. (16) we have
Geff0 (0, rij) =
piν
ω

BX˜0 + ωX˜1 0 ∆sX˜0 0
0 −BX˜0 + ωX˜1 0 ∆sX˜0
∆sX˜0 0 BX˜0 − ωX˜1 0
0 ∆sX˜0 0 −BX˜0 − ωX˜1
 ,
where
X˜0(rij) = − 2
pi
Im K0
[
−i
(
1 + i
ω
vF pF
)
pF rij
]
, (18)
X˜1(rij) = − 2
pi
Re K0
[
−i
(
1 + i
ω
vF pF
)
pF rij
]
, (19)
and rij ≡ |ri − rj | = |i − j|a. Our goal is to write Eq. (16) as a Shro¨dinger equation, to achieve that we use the
following unitary transformation:
Ui = diag
{
eiϕi/2, e−iϕi/2, eiϕi/2, e−iϕi/2
}
, Φ˜(ri) = UiΦ(ri).
Thus we get [
I− G˜eff0 (E,0) · V
]
Φ˜(ri) =
∑
j 6=i
Geff0 (0, rij) ·
(
ei(ϕi−ϕj)/2 0
0 e−i(ϕi−ϕj)/2
)
⊗ τ0 · V · Φ˜(rj) (20)
8with
V ≡ UiV effi U†i = JR(θ), where R(θ) =
(
cos θ sin θ
sin θ − cos θ
)
⊗ τ0
Eq. (20) then takes form:
∑
j
HijΦ˜(rj) = EΦ˜(ri), i, j ∈ 1, N, with Hij =
{
h0, j = i
hij , j 6= i
, (21)
where
h0 = − ω
2
∆2s
[ω
α
R(θ) +BR(2θ) + ∆sσ0τx
]
hij = +
ω2
∆2s
R(θ) ·
{
[Bσzτ0 + ∆sσ0τx] X˜0(rij) + ωσ0τzX˜1(rij)
}
·
(
ei(ϕi−ϕj)/2 0
0 e−i(ϕi−ϕj)/2
)
⊗ τ0 ·R(θ).
The phases can be expressed in terms of the helix step kh and spacing a, ϕj = khxj = kha · j. The system described
by Eq. (21) is translational-invariant and therefore we can perform a FT to obtain the Hamiltonian in the momentum
space, namely:
H(k) =
∑
j
Hije
ikrij = h0 +
∑
j 6=i
hije
ikrij (22)
The 4 × 4 form of the Hamiltonian (22) is not convenient for studying the Shiba band since it takes into account
the bands that are very close to the edge of the superconducting gap. Therefore, we perform a unitary transformation
U ≡ exp
{
i
θ + α B∆s sin θ
2
σy
}
⊗ exp
{
i
pi
4
τy
}
, (23)
that in the leading order in B diagonalises h0, namely:
[Uh0U†]11 = − [(1 + 1α
)
∆s +B cos θ
]
[Uh0U†]22 = − [(1− 1α
)
∆s −B cos θ
]
[Uh0U†]33 = + [(1− 1α
)
∆s −B cos θ
]
[Uh0U†]44 = + [(1 + 1α
)
∆s +B cos θ
]
The 22 and 33 elements correspond to the sought-for Shiba band, therefore, we can perform the same transformation
for the hij and extract only the terms 22, 23, 32, 33, in other words, project our Hamiltonian. Thus below we deal
with effective 2× 2 Hamiltonians.
Two limiting cases are important for understanding: coherence length ξ ≡ vF /ω must be compared to the impurity
spacing a. The case of ξ  a takes into account only the nearest neighbour hopping, therefore in Eq. (22) we consider
only |j − i| 6 1, whereas in the case of ξ  a we should take into account all the possible hoppings. In both regimes
the Hamiltonian is written in the following form
H(k) = d0(k) + d(k) ·Σ,
where Σ = (Σx,Σy,Σz) are Pauli matrices acting in a mixed space defined by the unitary transformation of the initial
Nambu basis (see Eq. (23)). The components of the d-vector are defined below.
9Short coherence length, ξ a
In this regime we keep only the terms responsible for the nearest neighbour hopping, and we get:
d0(k) ≡ X˜0(a)
[
∆s cos θ −B(1− α sin2 θ)
]
sin
kha
2
sin ka
dx(k) ≡ X˜1(a) (∆s − αB cos θ) sin θ sin kha
2
sin ka
dy(k) ≡ 0
dz(k) ≡ −
[(
1− 1
α
)
∆s −B cos θ
]
+ X˜0(a) (∆s −B cos θ) cos kha
2
cos ka
Long coherence length, ξ a
In this case one needs to take into account all the possible hopping terms, therefore we perform the summation in
Eq. (22) up to infinity:
F0,1(k, s) ≡ 2
∞∑
m=1
cos
[
(k + s
kh
2
)a ·m
]
X˜0,1(a ·m) (24)
Since it is known that kFa  1, we can use the asymptotic form of the modified Bessel function of the second kind
and perform the summations to obtain a closed analytical form for the momentum-space Hamiltonian. It is known
that
X˜0(a ·m) ∼ −
√
2
pi
· sin(kFa ·m+ pi/4)√
kFa ·m
e−kSa·m
X˜1(a ·m) ∼ −
√
2
pi
· cos(kFa ·m+ pi/4)√
kFa ·m
e−kSa·m,
where kS ≡ ω/vF . We perform the summations in Eq. (24) using the asymptotic forms above and we get:
F0(k, s) = +
√
2
pikFa
Im f(k, s), F1(k, s) = −
√
2
pikFa
Re f(k, s),
with
f(k, s) = e−i
pi
4
[
Li 1
2
(
e−kSa+i(k+skh/2−kF )a
)
+ Li 1
2
(
e−kSa−i(k+skh/2+kF )a
)]
,
where we define the polylogarithm function in a standard way: Lin(z) =
∞∑
m=1
zm/mn. Finally, the Hamiltonian in the
long coherence length regime is defined by:
d0(k) ≡
[
∆s cos θ −B(1− α sin2 θ)
] F0(k,−)− F0(k,+)
2
dx(k) ≡ (∆s − αB cos θ) sin θ F1(k,−)− F1(k,+)
2
dy(k) ≡ 0
dz(k) ≡ −
[(
1− 1
α
)
∆s −B cos θ
]
+ (∆s −B cos θ) F0(k,−) + F0(k,+)
2
Note that the coefficients before the combinations of polylogarithm functions are the same as for the short coherence
length regime. It is also worth mentioning that in the functions F0,1(k, s) we can set the factor e
−kSa to unity since
ξ  a.
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B. WINDING NUMBER CALCULATION
The d0 component of the Hamiltonian does not affect its topological properties. The winding number can be
computed employing a standard formula
W =
1
2pi
pi∫
−pi
dk
dx(k)d
′
z(k)− d′x(k)dz(k)
d2x(k) + d
2
z(k)
.
The results are plotted in Figure 4 for short and long coherence length regimes as functions of driving B versus either
Fermi momentum kF and polar angle θ. The black lines defining where the winding number changes were utilized in
Fig.2 in the main text to facilitate distinguishing between different phases.
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FIG. 4. The winding number of the Shiba band for the small and long coherence length regimes (upper and lower rows
correspondingly), plotted as functions of the driving frequency B (vertical axis) versus the Fermi momentum kF (left column,
θ = pi/3) and polar angle θ (right column, kF = 159). We set kh = pi/4, vF = 0.2,∆s = 1, a = 1, α = 0.9999.
C. FREQUENCY DOMAIN DESCRIPTION OF THE SHIBA BANDS
In this section we describe the dynamical situation in the frequency domain, and the resulting Floquet band
structure. Given a periodic Hamilton H(t + T ) = H(t), with some period T = 2pi/ω0, one can write the time
dependent Schroedinger equation:
i
∂ψ(t)
∂t
= H(t)ψ(t) , (25)
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FIG. 5. We plot Shiba bands as functions of energy on the left panel and quasi-energy on the right, versus quasi-momentum
in the first Brillouin zone. We set θ = pi/3, kh = pi/4, kF = 159.3, vF = 0.2,∆s = 1, a = 1, α = 0.9999 for both panels. On the
left B = 0, whereas on the right B = −0.15 · 10−3.
and one can utilize the Floquet theorem to subsequently write:
ψ(t) = e−iEt
∞∑
m=−∞
φme
imω0t , (26)
with φm depending on various system parameters, but not t. These coefficients (or wave functions) satisfy the following
time-independent eigenvalue equation: ∑
m′
Hmm′φm′ = Eφm , (27)
where
Hmm′ = ω0δmm′ +
1
T
∫ T
0
dtei(m−m
′)ω0tH(t) . (28)
We see that the above equation has solutions has solutions for −∞ < E < ∞. However, if E is an eigenvalue
of (28) corresponding to the eigenstate m with amplitudes φm, then E˜ = E + sω0, where s is any integer, is also
an eigenvalue corresponding to an φ˜m+s eigenstate with amplitudes given by φ˜m+s = φm. This means that all of
these solutions correspond to the same time-dependent solution of the Schrodinger equation. Therefore, the Floquet
states are uniquely described by quasi-energies in the “first quasi-energy Brillouin zone” (FBZ), −pi/T < E < pi/T .
Equation (28) is the temporal analogue of a repeated zone scheme for usual band structure calculations. Let us
consider our model of a driven spin helix coupled to a superconductor. To ease the discussion, it is instructive to
write this Hamiltonian as follows:
Htot(t) = H0 +
N∑
j=1
[
Jzj σz + J
+
j σ−e
−iω0t + J−j σ+e
iω0t
]
δ(r − rj) , (29)
where Jzj = J0 cos θ, and J
±
j = J0 sin θe
±iφj , and H0 is the superconducting Hamiltonian that was defined before.
Note that [H0, σz] = 0, and that we can identify the J
+(−)
j processes with emission (absorption of a photon, or any
bosonic quanta). Note also that the functions φm depend, among other things, on the spin degree of freedom. With
that identification, we immediately can establish that the resulting Hamiltonian in Eq. (28) can be decomposed in
blocks of 2× 2 in the spin⊗photon space, or {φm↓, φm+1↑} constitute a closed basis (does not couple to other bands).
More specifically, we obtain the following matrix:
Hmm−1 =
(
H0 +mω0 −
∑
j J
z
j δ(r − rj)
∑
j J
+
j δ(r − rj)∑
j J
−
j δ(r − rj) H0 + (m− 1)ω0 +
∑
j J
z
j δ(r − rj)
)
, (30)
which can be casted in terms of a “pseudospin” σ˜ as follows:
Hm−1,↑m,↓ = (m+ 1/2)ω0 +H0 − (ω0/2)σ˜z +
∑
j
Jj · σ˜ δ(r − rj) . (31)
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Note that from the perspective of the superconductor, σ and σ˜ act exactly in the same fashion. We can now easily
interpret our results: in the extended zone scheme, the initial bands only couple the same m′s in the absence of
driving. However, once the driving is tuned on, the bands with adjacent m’s and opposite spins get mixed. Moreover,
each pair of such bands are shifted in energy by ω0(m+ 1/2). To highlight this behavior, it worth doing the following
comparison: the static spectrum, in the absence of driving, but presented in the extended zone scheme for a given
frequency ω0 (copies of the spectrum shifted by ω0(m+1/2), but not interacting with each other for different m’s), and
the Floquet spectrum for the driven system, presented again in the extended zone scheme. We see that indeed, in the
driven case, there is level crossing between adjacent m’s, with a splitting that can be evaluated from solving Eq (30).
Since the spectrum is composed of separated blocks that emulate the static Hamiltonian, indifferent of the periodic or
open boundary conditions, the entire edge structure and topology is given by these (shifted, but equivalent) blocks.
On the left panel in Figure 5 we plot the Shiba band energies versus quasi-momentum in the absence of driving,
showing also the Floquet-like band structure (bands are replicated artificially, using the value of driving for the right
panel, since there is no driving on the left one). When we turn on the driving we see that the crossings of the left
panel become the anticrossings on the right panel, where we plot quasi-energies (Floquet bands) of Shiba band versus
quasi-momentum. This qualitative analysis is analogous to that carried out by M. Rudner et al. (see Fig. 5 of PRX
3, 031005), and allows to see how the topological phase transition occurs in this system subject to periodic driving.
D. SHIBA BAND GAP AT E = B
In Fig.2 in the main text we presented only the gap value of the Shiba band taken at quasi-energy E = 0. For
completeness we present also in Figure 6 the gap at quasi-energy E = B. As discussed in the main text, no Majorana
fermions emerge at the latter quasi-energy value.
FIG. 6. The gap around quasienergy E = B of the Shiba band for the small and large coherence length regimes (first and
second rows respectively), plotted as functions of the driving frequency B and the Fermi momentum kF (precession angle θ)
in the left (right) column. We set kh = pi/4, vF = 0.2,∆s = 1, a = 1, α = 0.9999. The Fermi momentum kF = 159 in the left
column and the polar angle θ = pi/3 in the right column.
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FIG. 7. Normal-metal—Magnetic Texture—normal-metal heterostructure that can be used to excite in a controlled fashion
the precession of the chain of magnetic impurities inserted in an s-wave superconductor. A charge current JLc in the left lead
(red) gives rise to a spin accumulation ~µLs ≡ ~ezµLs at the interface via the spin Hall effect, and the spin current pumped into
the right reservoir, ~JRS , generates a transverse charge current J
R
c through the inverse spin Hall effect. The spin current from
the left ( ~JLs ) to the right lead ( ~J
R
s ) is established dynamically via the precession of the magnetic (helical) texture.
E. CIRCUIT IMPLEMENTATION OF A PRECESSING HELICAL TEXTURE
In this section we present a simplified version of the implementation of a controlled dynamical helical texture in
a circuit model. In Fig. 7 we present a sketch of our proposal: a chain of magnetic impurities on top of an s-wave
superconductor forming spin helix (texture) of pitch kh and an angle θ is being sandwiched between to metallic leads
with strong spin-orbit interaction. Passing a charge current JLc through the left metal gives rise to a spin accumulation
µLs = ezµ
L
s at the edge via the spin Hall effect [43]. This spin bias, being non-collinear with the local magnetization
on the left, gives rise to a local torque that brings the texture into precession. Below we describe a simplified version
of the model that describes quantitatively the induced precession of the texture, assuming the texture is rigid and
that the entire spin is carried by the texture only. Moreover, for simplicity, we assume no bulk Gilbert damping of
the (precessing) magnetic texture, although such a component is easily accommodated in our theory. Our theoretical
modeling follows closely the ideas developed in Ref. [44] for describing superfluid spin flow in planar ferromagnets.
Following Ref. [? ], the spin current exchanged with the lead r = L,R by the helix can be expressed as:
Jrs =
1
4pi
[Rgr↑↓m×+Igr↑↓] (µ˜rs ×m) , (32)
where gr↑↓ ≡ Rgr↑↓+ iIgr↑↓ is the so called spin mixing conductance, which quantifies the interface r = L,R and which
can be in general complex [? ], and m ≡ S/S0. Also, µ˜rs ≡ µrs − ~m× m˙, namely in the dynamical case the applied
spin bias (or spin torque) is reduced effectively by the spin pumping contribution [? ]. Next we note that the spin
texture posses U(1) symmetry, namely it is invariant with respect to rotations around the z axis. That implies that
the spin current along this direction is conserved, and thus we focus on the z component only. Also, we assume that
for a rigid texture (helix) the spin precession satisfies:
m ≡m(t) = [cos (ω0t+ φ) sin θ, sin (ω0t+ φ) sin θ, cos θ] , (33)
with φ arbitrary. With this, the spin currents along z at each end (lead) is found as follows:
JL,Rs,z = ±
RgL,R↑↓
4pi
(µL,Rs − ω0) sin2 θ , (34)
where we used the − sign for the right spin current to emphasize that this is the current injected into the lead and
not the flow into the texture (which is just the opposite). Since we assume no dissipation mechanisms in the bulk we
have that JLs,z = J
R
s,z, which gives for the precession frequency the following expression:
ω0 =
RgL↑↓µLs +RgR↑↓µRs
RgL↑↓ +RgR↑↓
. (35)
We thus see that by controlling the spin biases on the two ends, via the spin Hall, effect the precession frequency can
be tuned at will. Moreover, by tuning the biases such that RgL↑↓µLs = −RgR↑↓µRs , the precession frequency vanishes.
More complicated models (including, for example, dissipation, change in the cone angle, electrons, magnons, etc)
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will alter this conclusion, but the general picture should still hold true. For completeness, we also provide with the
resulting expression for the spin current at either of the ends:
JLs,z =
1
4pi
RgL↑↓RgR↑↓(µLs − µRs )
RgL↑↓ +RgR↑↓
sin2 θ , (36)
which vanishes any time one of the leads is disconnected. However, it does not necessary vanish in the case when
ω0 vanishes (see condition above). We note in passing that relaxing the condition of a rigid texture should allow, as
stressed in the main text, to control non only the frequency, but also the pitch kh. For example, if the initial impurity
spins are lying in-plane, but forming no helix in the absence of the leads, once subjected to spin biases will give rise
to a dynamical texture such that the spin current is transported from the left to right lead. In a long wavelength
description, the Hamiltonian describing such a setup reads [44]:
HF =
∫
dx[A(∇m(x))2 +Km2z]/2 , (37)
where A and K stand for the exchange stiffness and the anisotropy, respectively, where m =
(
√
1−m2z cosφ,
√
1−m2z sinφ,mz). For mz  1, it was shown that the spin current (along z) at some position
x in the chain between the two leads reads:
Js,z(x) = −A∇φ(x) , (38)
which, in the absence of dissipation, should coincide with the spin currents at the left lead JLs,z. In such a case, we
can readily see that φ(x, t) = φ(0, t)− (JLs,z/A)x, with φ(0, t) = ω0t. The resulting pitch of the texture (assuming, in
the lattice model a = 1) can be read as
kh = 2piA/J
L
s,z . (39)
By inspecting the above conditions for the precession frequency and for the spin current, we see that by tuning the
spin biases we can tune independently the frequency ω0 and the pitch kh (we can even reduce the chain to the static
case). Thus, such an implementation is extremely versatile for implementing our proposed dynamical model.
