Abstract. Let L = −∆ − W be a Schrödinger operator with a potential W ∈ L n+1 2 (R n ), n ≥ 2. We prove that there is no positive eigenvalue. The main tool is an L p − L p ′ Carleman type estimate, which implies that eigenfunctions to positive eigenvalues must be compactly supported. The Carleman estimate builds on delicate dispersive estimates established in [7] . We also consider extensions of the result to variable coefficient operators with long range and short range potentials and gradient potentials.
Introduction
Let n ≥ 2. Suppose W is a potential in R n which decays at infinity. Then the Schrödinger operator −∆ R n − W has continuous spectrum [0, ∞). In addition its spectrum may contain eigenvalues which could be positive, negative of zero. Positive eigenvalues in the continuous spectrum are undesirable. They are very unstable since they are destroyed even by weak interactions between the continuous spectrum and the eigenvalue (see [9] ). Physically they correspond to trapped states in the continuous spectrum, and they are difficult to handle analytically. Moreover, excluding eigenvalues in the continuous spectrum is often a first step toward scattering. There is an extensive theory dealing with the absence of positive eigenvalues. It is well known that under weak assumptions like with u ∈ L 2 , where the eigenvalue is normalized to 1 by scaling. Then one proves that:
(1) The eigenfunction u decays faster than polynomially at infinity.
(2) If u vanishes faster than polynomially at infinity that u has compact support. (3) If u has compact support then it must vanish. These arguments work for many Schrödinger operators. However they do not cover Schrödinger operators for several particles (which are studied in [2] and [1] ), neither do the standard arguments apply to the absence of bound states (i.e. L 2 solutions) in nonlinear optics modeled by problems of the type −∆u = ωu + a(x)|u| σ u with a bounded function a, because it is not clear how the assumption u ∈ L 2 (R n ) is related to pointwise decay. On the other hand the assumption (1) on pointwise decay is sharp: There is the famous Wigner-Von Neumann example of a positive eigenvalue and a potential decaying like 1/|x| but not better, see [12, 8] .
Motivated by the above questions and by other potential applications one seeks to replace the pointwise bound (1) by an L p bound. In terms of scaling any such bound must necessarily be weaker than (1) due to counterexamples by Jerison and Ionescu ([3] ) with potentials concentrated close to n−1 dimensional planes. Jerison and Ionescu [3] have recently obtained absence of embedded eigenvalues for W ∈ L n/2 . In this paper we obtain the same result for a larger class of potentials which includes (2) W ∈ L n+1 2 . We note that a higher index is better since it allows for potentials with less decay at infinity. Another way to look at this is that such a condition is mostly relevant for the low frequency part of W . The counterexample of Jerison and Ionescu ([3] ) shows that this is the highest possible exponent.
Our method is robust enough so that it also allows us to add a long range potential, and also to replace the Laplacian with a (mildly) asymptotically flat second order elliptic operator. The latter generalization is more technical and less self-contained, so it is discussed only in the last section.
Thus we consider potentials which are the sum of weakly decaying long range potentials V and short range potentials W . We even include the eigenvalue λ > 0 into the long range potential and study the problem (3) (−∆ − V )u = W u.
To describe the long range potential we define the space C 
The bound from below on V corresponds to the condition λ > 0 while the last bound in (4) says that for large |x| the function |x| 2 is strictly convex along the null Hamilton flow for −∆ − V , and thus guarantees nontrapping outside a compact set.
To describe the short range potential we define the space Definition 2. X is the space of W
loc functions for which the following norm is finite:
Then we introduce
Assumption A 2 (The short range potential). W belongs to X loc and can be decomposed as W = W 1 + W 2 where norm is taken with respect to a partition of R n into unit cubes. Our main result is Theorem 3. Assume that V and W satisfy Assumptions A1 and A2, let τ 1 > τ 0 and assume that δ is sufficiently small. Let u ∈ H 1 loc (R n ) satisfy (3) and (1 + |x| 2 )
By comparison, the result of Jerison and Ionescu [3] applies to the case V = 1 and W ∈ L n 2 , n ≥ 3. We note that the exponent p = n/2 is critical for weak unique continuation; for smaller exponents there are examples of compactly supported eigenfunctions, see [6] .
The conditions (5) and (6) have a different scaling behavior. Nevertheless both are sharp, which can be seen by the Wigner-Von Neumann example and the non radial counter example of Jerison and Ionescu.
The proof uses Carleman estimates, following the same three steps indicated above. A combined L 2 -L p Carleman inequality replaces the previous L 2 Carleman inequalities. Proving such inequalities is a highly nontrivial task and
relies on the bounds established in [7] . Conjugation of the operator −∆ − V with the weight of the Carleman inequality leads to a non-selfadjoint partial differential equation. A pseudo-convexity type condition is satisfied, but it degenerates for large x. This is related to the fact that the anti-selfadjoint part of the conjugated operator decays for large x in relevant coordinates. Compared to earlier work and to the steps outlined above, we also consider a different family of weights in the Carleman estimates. Precisely, we begin with weights of the form h(x) = e τ √ |x| for part 2 of the argument, which we then flatten at infinity for part 1. This yields a more robust argument, and also better results in the variable coefficient case.
The paper is organized as follows. In the next section we state all the L p Carleman estimates and show how they lead to the result on the absence of the embedded eigenvalues. There are two main ingredients in the proof of the L p Carleman estimates. The first is the L 2 Carleman estimates, which are proved in Section 3. The second is a dispersive estimate for second order operators which is obtained in Section 4 using an earlier result of the authors, namely Theorem 3 of [7] . This is of independent interest so we state it in more generality than needed here.
The L p estimates are proved Section 5. The L 2 bounds obtained earlier are used to localize the L p bounds to small spatial scales. Then we can rescale to a setting where the general dispersive estimates of Theorem 7 apply.
Finally, in the last two sections we discuss the extension of the results to second order elliptic operators with variable but asymptotically flat coefficients as well as unbounded gradient potentials. This goes along the same lines.
Carleman estimates and embedded eigenvalues
As explained above the proof depends on Carleman inequalities. In this section we explain the Carleman inequalities and their application whereas most of the proofs are postponed to the remaining sections.
Let 1 ≤ p ≤ ∞ and s ∈ R. We define the Sobolev space
through its norm which is the infimum of the norm of extensions. Given a measurable function f and the Sobolev space W s,q we define the norm
with the obvious modification for p = ∞.
Our Carleman estimates have the form
4 where ρ is given by The two terms in ρ have different origins. The second one simply measures the effect of the convexity of the function h. The first one, on the other hand, is due to the presence of the long range potential, which provides some extra pseudoconvexity for large |x|.
A simplifying assumption consistent with the choices of weights in this paper is to strengthen (c) to (c)' h ′′ (ln(|x|)) ≈ h ′ (ln(|x|)) for as long as h ′ (ln(|x|)) |x|. This allows us to simplify the expression of ρ to
Our Carleman estimates use weights which grow exponentially, but also allow for the possibility of leveling off the weight for large enough |x|. 
holds with h = h ǫ for all |ε| ≤ ε 0 , v supported in |x| > 1 and satisfying |x|
, uniformly with respect to τ large enough.
The coefficient 1 2 in the exponent is chosen somewhat arbitrarily. However, it must be smaller than 1 in order for stage (c) above to be reached. This is necessary if we are to be able to taper off the weight at infinity. We continue with a short discussion of the weight h ǫ .
For small t it is uniformly convex in the sense that h
The first interesting threshold for it is t 0 defined by
In the range [0, t 0 ] the last factor in (10) is largely irrelevant, and h ′ ǫ behaves like an exponential. In this region, the pseudoconvexity in the Carleman estimates is produced by the convexity of h.
After t 0 h ǫ is still convex, roughly up to t 1 defined by
The region t 1 + O(1) contains both the inflexion point t 1 and the maximum point for h ′ ǫ . In between t 0 and t 1 the pseudo-convexity comes from the potential term, while the contribution from the convexity of h ǫ is still positive but smaller.
Beyond
Between t 1 and t 2 there is still convexity coming from the potential V , which suffices in order to control the lack of convexity of h ǫ . Finally, after t 2 the pseudoconvexity in the classical sense is lost, but there remains an Airy type gain to push the estimates through.
Proof of Theorem 3.
Here we show that Proposition 4 implies Theorem 3. STEP 1: We prove that u decays at infinity faster than e −τ √ |x| . We choose R large enough so that (see Assumption A2) (11) sup
Choose φ ∈ C ∞ be identically 1 for |x| ≥ 2R and 0 for |x| ≤ R. We set v = φu.
For τ 1 as in Theorem 3 we have |x|
, therefore we can apply Proposition 4 with ǫ > 0 to v to obtain
By (11), (12) if δ is small enough then we can absorb the last two right hand side terms on the left to obtain
Then letting ǫ → 0 in the definition of h yields
which shows that v and therefore u is rapidly decaying at infinity.
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STEP 2: We prove that u vanishes outside a compact set. This is done using (13) (which can also be derived directly from Proposition 4 as above). From (13) we obtain
Letting τ → ∞ shows that v = 0 outside B 2R . Then the same holds for u. STEP 3: We prove that u is identically 0. Assume by contradiction that this is not the case, and choose r minimal so that u is supported in B(0, r). Our problem is scale invariant, so without any restriction in generality we can assume that r > 1. Take x 0 ∈ supp u with |x 0 | = r. The problem is also invariant with respect to translations so we can assume instead that supp u ∈ B(x 0 , r) and 2x 0 ∈ supp u.
To reach a contradiction we prove that there is α > 0 so that u is supported in B(0, 2r − α). This follows as in STEP 2 provided we know that for every δ > 0 we can find ρ > 0 such that
Then α is chosen so that
Due to our choice of W this is a somewhat technical matter which is left for Proposition 14 in the appendix. This step can be approached alternatively by the unique continuation results of [7] .
The L 2 Carleman estimates
In this section we obtain the L 2 Carleman inequalities.
Proposition 5. Suppose that V satisfies Assumption A1. Let h be as in (10) and ρ as in (8) . Then for all u satisfying |x|
uniformly with respect to τ sufficiently large and 0 < ε ≤ ε 0 .
Proof. We use a conformal change of coordinates
Denote ∆u = g and set v(t, y) = e (n−2)t/2 u(e t y), f (t, y) = e (n+2)t/2 g(e t y)
A routine computation shows that
therefore v solves the equation
We also note that part of Assumption A1 in the new coordinates we get (4) we slightly readjust τ 0 and choose t 0 so that
For any exponential weight h we have
Hence, in the new coordinates the bound (14) becomes
where ∇v is the gradient of v with respect to y and t and, by (9),
To prove the above bound one would like to follow a standard strategy. This means conjugating the operator with respect to the exponential weight, and producing a commutator estimate for the self-adjoint and the skew-adjoint part of the conjugated operator. There are two small problems with this approach, both of which occur in the region where h ′ (t) is small. First we want to incorporate the weight ρ −1 1 on the right, which would require an additional conjugation. Where h ′ is small this cannot be treated as a small perturbation, so we really have to include ρ −1 in the exponential weight.
This leads to a second difficulty. After including ρ −1 in the exponential weight the commutator between the self-adjoint and the skew-adjoint part of the conjugated operator is no longer fully positive definite and we need a slightly modified argument.
To handle both issues we prove a slightly more general result and then we obtain (19) as a special case of it. Precisely, we consider an exponential weight φ as follows:
, and φ ′ (0) is large. (ii) 1 + φ ′ is slowly varying on the unit scale, i.e.
(iii) φ ′ can only have a limited exponential growth rate, φ
(1 + φ ′ ).
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Together with (i) this yields the existence of a unique t 0 so that φ ′ (t 0 ) = e t 0 . Our last assumption asks for uniform convexity up to t 0 :
(iv) φ ′′ (t) ≈ φ ′ (t) for 0 ≤ t ≤ t 0 + C for some large parameter C. We summarize the bound for the weight e φ :
Lemma 6. Consider a weight function φ satisfying the conditions (i)-(iv) above. Then for all v which are supported in t > 0 and with e φ(t)+t v ∈ L 2 we have
Proof. First we conjugate with respect to the exponential weight. If we set w = e φ(t) v then w solves the equation
We decompose L h into a selfadjoint and a skewadjoint part,
The bound to prove is
The proof of this inequality is based on several integrations by parts. In a standard manner one verifies that the integrations by parts below are valid if e φ+t v ∈ L 2 . We multiply P φ w by − 1 2 w t and integrate by parts to obtain
This computation is essentially like taking the commutator of L -the first term can be negative where φ ′ < 0 -the φ ′ φ ′′ term can also be negative, but only for t > t 0 + C where it is controlled by the V term.
-the φ ′′′ term is controlled either by the V term or by the φ ′ φ ′′ term. To correct the first term in the region where φ ′ is negative we consider a cutoff function χ which equals δ in {φ ′ > 2} and which equals 1 in {φ ′ < 1}. Here δ is a small universal parameter which we shall choose below. Since φ ′ +1 is slowly varying we can assume that χ has uniformly bounded derivatives.
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Multiplying P φ w by χ 2 (t)w and integrating gives
We multiply this by µ and add to the previous relation. This yields
To ensure that the left hand side is positive definite we recall that for large t
then the first three terms are positive definite.
For the fourth term we consider two possibilities. If t < t 0 + C then χ = δ while φ ′′ ≈ φ ′ so it yields a positive contribution. We choose the universal constant δ so that 1 2
For larger t this fourth integrand may be negative but then it is controlled by the third. The first term on the right hand side is controlled by the left hand side and we obtain
The proof is completed by an application of the Cauchy-Schwarz to the right hand side.
Proof of Proposition 5, continued.
We obtain (19) from Lemma 6. For this we need to associate to each weight h a function φ satisfying (i)-(iv) with the property that
The natural choice for φ is
. This is clear when h ′ ≫ 1 which corresponds to ǫe t 2 ≪ τ 3 . For larger t we have
so the desired bound is again verified. We note that what happens when h ′ is small is not so important anyway; in this region we can simply choose φ(t) = h(t) − t 2 .
A general dispersive estimate for second order operators
In this section we study the second order operator
in the unit ball B ⊂ R n , n ≥ 2 with real coefficients a ij and complex coefficients b j and c. Here µ is sufficiently large and plays the role of a semiclassical parameter. Concerning the type and regularity of the coefficients we assume that (REG) the matrix (a ij (x)) is real, symmetric and positive definite the functions a ij , b i and c are of class C
2
We define the symbol
The real part of l is a second degree polynomial in ξ with characteristic set char x ℜl(x, ξ) = {ξ ∈ R n ; ℜl(x, ξ) = 0}
The geometric assumption on the operator L is (GEOM) for each x the characteristic set char x ℜl(x, ξ) is an ellipsoid of size ≈ 1.
Our third hypothesis is concerned with the size of the Poisson bracket of the real and imaginary part of L. We are interested in a principal normality type condition of the form
where the relevant range for δ is µ −1 < δ ≪ 1. This would suffice for our purposes if in addition we knew that all the coefficients of l are of class C 3 . In general for technical reasons we need to replace the inequality with a decomposition
Thus our last assumption has the form
the Poisson bracket {ℜl, ℑl} admits a representation (26) where
For L in the class of operators described above we are interested in constructing a parametrix T which has good L p ′ → L p and L 2 → L p mapping properties, while the errors are always measured in L 2 . A dual form of this also allows us to estimate the L p norm of a function u in terms of the L 2 norms of u and Lu.
In the context of the Carleman estimates such parametrices allow us to
Such estimates are dispersive in nature and are strongly related to the spreading of singularities in the parametrix T . This in turn is determined by the nonvanishing curvatures of the characteristic set char x ℜl(x, ξ).
If L has constant coefficients and real symbol then the theorem below is nothing but a reformulation of the restriction theorem. If L has real symbol but variable coefficients then we are close to the spectral projection estimates of C. Sogge [10] . In the case when L has constant coefficients but complex symbol some bounds of this type were obtained in [4] .
In the more general case considered here we rely on bounds and parametrix constructions in the author's earlier paper [7] . These apply to principally normal operators. The operator L µ is principally normal on the unit spatial scale only if δ ≈ µ −1 . Otherwise, we use a better spatial localization to the (δµ) − 1 2 scale. On one hand L µ is principally normal on this scale, while on 12 the other hand this localization is compatible with the L 2 estimates and this allows us to easily put the pieces back together.
All Sobolev norms in the theorem below are flattened at frequency µ instead of frequency 1 as usual. Hence we introduce the notation
with the corresponding norm. We note that the operator L is elliptic at frequencies larger than µ so all the estimates are trivial in that case. All the interesting action takes place at frequency µ, where we can identify all Sobolev norms with L p norms.
Theorem 7. Suppose that the operator L µ satisfies the conditions (REG), (GEOM) and (PN) for some
There exists an operator T such that
and
C) Suppose that in addition the problem is pseudoconvex in the sense that
Then for all functions u with compact support in B 2 (0) we have
The difficult part of this theorem is the existence of the rough parametrix in Part A. This existence will be derived from Theorem 3 in [7] . The arguments repeat partially those of Section 3, 7 and 8 of [7] .
Proof. Part A. (i) Localization. We first reduce the problem to the case when δ = µ −1 . This is done by localization to a small spatial scale and then by rescaling. The appropriate spatial scale is r = (µδ) The bound (27) for T follows directly by square summing the similar bounds for T j . For (28) we compute
For the first term we use (28) for T j while for the second we estimate the commutators using (27) for T j .
In order to obtain the localized parametrices T j we rescale B j to the unit scale. Then the problem reduces to the original one but with δ = µ −1 . (ii) The elliptic high frequency parametrix. For each x the zero set of ℜl is an ellipse contained in a ball of radius B Rµ (0) with R ∼ 1. Let ψ ∈ C ∞ (R n ) be a nonnegative radial radially decreasing function supported in B 2 (0) and identically 1 in B 1 (0). Let φ be as in the statement of the theorem. We fix a nonnegative function φ 0 ∈ C ∞ (B 2 (0)), identically 1 on the support of φ. We define T high by its Weyl symbol
Then the following L 2 bounds are immediate:
This estimates are the elliptic versions of the parametrix bounds. By Sobolev embeddings they imply bounds of the type of Theorem 4.
(iii) The low frequency parametrix. We first mollify the coefficients of L µ on a scale µ −1/2 and note that this does not affect the hypothesis of the Theorem. We also modify its symbol for large ξ and extend it to R 2n so that it is of size µ 2 and so that it satisfies
By Theorem 3 of [7] there exists a parametrix T low forl µ satisfying
14 and the error estimate
(iv) The complete parametrix In the final step we combine the low and high frequency parametrices. We set
The estimate (27) follows easily from the similar bounds for T high and T low . It remains to consider the error estimate. We have
For the first two terms we use the error estimates for T high , respectively T low . In the third term the commutator has size µ in L 2 so we can use the
2 since the original coefficients differ from the mollified ones by µ −1 . This complete the proof of the inequality (28).
Part B. We prove (29) by duality as in Section 3 of [7] . Let g ∈ W
where T is the operator of Theorem 7 constructed for the formal adjoint operator L * . By part A of the theorem we have
Therefore we can write
This implies the estimate (29).
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Part C. We begin with an L 2 estimate. The principal symbol of
A short calculation shows that
and hence, by Corollary II.14 of [11] , we obtain the bound
If δµ ≫ 1 then the norm of u on the right hand side can be hidden on the left hand side. Applying this to w = (µ 2 + |D| 2 ) 1/2 v we obtain
For u as in the theorem we write
The bounds for the second term come from part A. On the other hand,
for which we can use the error estimate (28) to obtain
Then we successively apply (34) and (29) to v, concluding the proof.
The L p Carleman inequality
In this section we prove Proposition 4. We first conjugate with respect to the exponential weight. If we set w = e h(ln(|x|)) v then we can rewrite (7) in the form
where
We want to apply Theorem 7 on dyadic annuli
The rescaling y = 2 −j x transforms this set to A 0 and the operator L h to
We verify that we can apply Theorem 7 to L j h . Since h ′ varies slowly on the unit scale we can take the corresponding value for µ to be
The coefficients b and c are given by
and are clearly of class C 2 and size O(1). We have
Then we can apply Theorem 7 with δ comparable to the size of the third term.
For our choice of h we have |h ′′ | h ′ and also
Hence we can choose
and let φ j (x) = φ(ln |x| − j). After rescaling, part A of Theorem 7 yields a parametrix T j for L h in A j with the property that
.
We define a parametrix for L h by
Summing up the bounds on T j we obtain a bound for T ,
We also compute the error
we can bound the error by
. Now, after the construction of the parametrix the assertion of Proposition 4 follows exactly as the corresponding part of Theorem 7. We repeat the argument. Split w into w = v + T Lw
Then the second term satisfies the desired bounds while for the first we know that
Lemma 5 allows us to also estimate
On the other hand by Theorem 7, B rescaled and applied to v in A j we get
and after summation in j,
thereby concluding the proof.
Equations with gradient potentials
In this section we discuss the corresponding results which are obtained when short range gradient potentials are added. Thus we consider equations of the form
with V and W as before. The gradient potential Z = (Z l , Z r ) is subject to the following conditions:
In addition for some R ≫ V L ∞ the low frequency part S <R Z of Z satisfies the conditions in Assumption A2.
The L n assumption is natural due to scaling. The low frequency condition is also natural, since on the characteristic set of −∆ − V the frequency has size O(1), and at frequency one there is no difference between the potential and the gradient potential. Under these conditions we have 
By scaling we obtain the following result on the absence of embedded eigenvalues: 
The problem of introducing gradient potentials has long been considered in the context of the unique continuation and the strong unique continuation problems for the same operators as here. There the key breakthrough came in Wolff's work [13] who proved that Z ∈ L n suffices for the unique continuation property. He also obtained the same result for strong unique continuation but only in low dimension. Later his ideas were used by the authors in [5] to complete the picture for strong unique continuation in high dimension, working with gradient potentials Z ∈ l 1 L n . This latter paper is more relevant to the present context as it provides Carleman estimates in largely the same format as here.
Ideally, one would like to include matching gradient estimates to our L Z = Z <R + Z >R and the gradient also,
Using the L n+1 2 bound on Z <R/2 we can directly estimate the contribution of Z <R ∇ <R/2 which is located at low frequency.
The contribution of Z >R ∇ <R/2 lies at high frequency, so it suffices to bound it in H −1 . We can actually bound it in L 2 ,
For Z∇ >R/2 we can use the H 1 bound to write
and conclude by Sobolev embeddings.
Asymptotically flat metrics
In this section we describe how the results on the absence of embedded eigenvalues extend to variable coefficient asymptotically flat metrics. We replace the Laplacian with a second order elliptic selfadjoint operator
where the coefficients a, b, c are real. We assume that P is flat at infinity in the sense that (see Definition 1) :
We also slightly strenghten the assumption A3 to make it stable with respect to changes of variable:
In addition D −N Z satisfies the conditions in Assumption A2 for some N sufficiently large. 
Then we have
The assumption of Theorem 11 are not scale invariant. For the following straightforward consequence we rescale the operator.
Corollary 12.
Assume that the coefficients of the operator P satisfy (40) with δ 0 sufficiently small. Let W , Z be as in Assumptions A2, A4 with δ = 0. Then there exists C > 0 so that P + W has no eigenvalues λ > Cδ 1 .
The proof follows the same outline as in the constant coefficient case. We describe the steps in what follows, and discuss the necessary modifications.
First one needs to augment (40) to gain also the relation This is achieved using a change of coordinates somewhat similar to the one introduced in [5] . Due to (40), within each spatial dyadic region this can be achieved with a linear change of coordinates. But from one dyadic region to the next these linear maps differ by O(δ). Hence gluing them together yields a nonlinear function χ which achieves (43) and has the regularity |∂ α χ(x)| δ 1 |x|
It is easy to verify that such a change of coordinates does not affect δ 1 by more than a fixed factor. If χ were linear then the Assumption A1 on V would rest unchanged. As it is, we have to modify τ 1 by O(δ 0 ), which is suitably small.
Finally, the operator L is still L 2 selfadjoint in the new coordinates but with respect to the measure given by the Jacobian J of the change of coordinates. This implies that JL is selfadjoint with respect to the Lebesque measure. This requires replacing V and W by JV and JW , which has no significant effect on our assumptions.
Once (43) is gained the Carleman estimates (7) in Proposition 4 remain valid with essentially no change. The only minor modification that is needed is concerned with what happens within a compact set, where we have no control over the geometry of the coefficients a ij in the principal part. But this can be easily addressed by adding some additional convexity to the exponential weight within this compact set. Precisely, a weight of the form h(t) = τ e λt would suffice for bounded t provided λ is large enough.
The L 2 Carleman estimates are established using integration by parts, and do not require any bounds on the second derivatives of a ij . The L p Carleman estimates are derived from the L 2 ones exactly as in Section 5. For comparison purposes, we recall that the L p estimates proved in [7] and [5] only require bounds on the first derivatives of a ij . This is because the spatial localization which is allowed by the Carleman estimates is on a scale on which one is allowed to freeze the a ij modulo negligible errors. The same applies here for |x| τ 2 (which corresponds to e t τ 2 ). However, beyond this threshold the rescaled skewadjoint part becomes very small and the problem is close to the spectral projection estimates respectively the Strichartz estimates for wave equations with C 2 coefficients. The spatial localization scale is h ′ (ln(|x|)) − 1 2 |x| while the frequency, instead of decaying, remains O(1) due to the long range potential V . Hence the difference between P and its frozen coefficient version is O(h ′ (ln(|x|))
2 ), which is more than the constant ρ 2 in the L 2 estimates. This is why we need also bounds on the second derivatives of a ij , as required by pTheorem 7. Finally, the gradient potential can be added in as explained in the previous section.
