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ABSTRAKT
V této práci je představena nová metoda pro určení přítomnosti hledaného objektu v pro-
zkoumávaném obrazu. Tato metoda je postavena na analýze klíčových bodů obrazu
a výpočtu jejich parametrů. Získané parametry jsou potom použity pro vytvoření rozho-
dovacího modelu s využitím metod strojového učení. Model dokáže na základě vstupních
dat určit, zda se hledaný objekt v obrazu nachází a také jak moc je nalezený objekt po-
dobný vybranému vzoru. Nová metoda je zde podrobně popsána, je vyhodnocena její
přesnost a porovnána s již existujícími detektory. Oproti těmto detektorům, mezi které
patří například SURF, je úspěšnost detekce nové metody o více než 40% vyšší. Pro po-
chopení problematiky detekce objektu v obrazu je zde shrnut a popsán postup detekce
včetně nejpoužívanějších algoritmů provádějících funkci daného kroku detekce.
KLÍČOVÁ SLOVA
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ABSTRACT
This paper presents a new object detection method. The method is based on keypoints
analysis and their parameters. Computed parameters are used for building a decision
model using machine learning methods. The model is able to detect object in the picture
based on input data and compares its similarity to the chosen example. The new method
is described in detail, its accuracy is evaluated and this accuracy is compared to other
existing detectors. The new method’s detection ability is by more than 40% better than
detection ability of detectors like SURF. In order to understand the object detection
this paper describes the process step by step including popular algorithms designed for
specific roles in each step.
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ÚVOD
Digitální obraz je důležitou součástí mnoha dnešních technologií. Slouží pro repre-
zentaci obrazu našeho okolí v dvourozměrné digitální formě, která je vhodná pro
počítačové zpracování. Mezi jeho základní funkce patří ukládání fotografií, videa či
obrazů vytvořených přímo pomocí grafického softwaru. Pomocí této digitální repre-
zentace je možné s obrazem snadno pracovat, různě jej upravovat a lze jej využít
pro mnoho rozličných funkcí.
Velkého významu nabývá možnost zpracování obrazu za účelem detekce objektu.
Jedná se o postup, pomocí nějž lze v prohledávaném obrazu detekovat námi hledaný
objekt. Problémem detekce objektu v obrazu se odborníci zabývají již desítky let
a neustále jsou vyvíjeny přesnější a výkonnější metody pro tuto detekci. Naprostá
většina vytvořených detektorů ale slouží výhradně k určení, zda se objekt v obrazu
nachází či ne. Nepopisují, jak moc se nalezený objekt podobá námi hledanému ob-
jektu a předpokládá, že pokud byl schopen objekt detekovat, je to přesně ten, který
hledáme. Některé objekty si ale mohou být značně podobné a přesto půjde např.
o starší verzi téhož výrobku nebo verzi od jiného výrobce.
Úkolem této práce je proto vytvořit metodu, která by byla schopna detekovat
přítomnost objektu v prohledávaném obrazu a navíc by dokázala určit míru po-
dobnosti nalezeného objektu. Aby bylo možné takovou metodu vytvořit, je nutné
se nejprve podrobně seznámit s problematikou detekce objektu v obrazu. Z toho
důvodu je zde podrobně prozkoumán proces detekce objektu z hlediska jednotlivých
kroků i používaných algoritmů.
Hlavním přínosem této práce je vytvoření nové metody pro určení přítomnosti
objektu v obrazu. Na základě dat získaných z již existujících detektorů byly defino-
vány parametry, pomocí kterých je možné přítomnost objektu určit. Pro zpracování
dat vytvářených novou metodou byly zvoleny metody strojového učení, které jsou
schopné na základě analyzovaných dat vytvořit rozhodovací model. Tento model pak
pomocí hodnot parametrů nové metody dokáže určit, zda se ve zkoumaném obrazu
hledaný objekt nachází a jak moc je tento objekt podobný hledanému. Model byl
vytvořen pomocí tří různých metod strojového učení a pro každou z těchto metod
byla vyhodnocena jeho přesnost. Pro nejpřesnější z těchto metod pak byl model apli-
kován na databází snímků 30ti různých objektů a byla vyhodnocena jeho úspěšnost
detekce. K určení míry podobnosti objektu se vzorem byl použit parametr jistota
(confidence). K získání dat pro definici parametrů byla použita kombinace detektoru
SURF a popisovače FREAK a pro výsledný model byla zvolena metoda rozhodo-
vacího stromu. Vytvořený model dosáhl oproti běžným detektorům výrazně vyšší
úspěšnosti detekce, konkrétně kombinaci detektoru SURF a popisovače FREAK
překonal dokonce o celých 53,3%.
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Celá práce je rozdělena do tří hlavních částí. První kapitola nabízí stručný úvod
do problematiky, základní postup detekce či její využití. Druhá kapitola se podrobně
věnuje detekci objektu krok za krokem a u každé fáze procesu popisuje nejvýznam-
nější algoritmy pro vykonání potřebných funkcí. Také je zde zmíněno strojové učení
a jeho principy. Třetí kapitola se pak věnuje samotné realizaci detektoru využívají-
cího nově vytvořenou metodu. Metoda a její parametry jsou zde podrobně popsány
a je provedeno vyhodnocení získaného modelu pro detekci objektu.
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1 DETEKCE OBJEKTU
Jedním ze základních lidských smyslů je zrak a schopnost člověka pomocí něj roz-
poznávat jednotlivé objekty a odlišovat je od sebe. Toto rozpoznávání probíhá na
základě charakteristik pozorovaného objektu jako je jeho tvar, velikost, barva a další.
Podobným způsobem lze rozpoznávání objektů realizovat i pomocí počítačových al-
goritmů, které v obraze vyhledají tzv. body zájmu, což jsou významné body vysky-
tující se v prohledávaném obraze a související s hledaným objektem. Těmito body
se podrobně zabývá druhá kapitola. Člověk identifikuje hledaný objekt v trojroz-
měrném prostoru svého okolí, počítač je většinou omezen na výseč tohoto prostoru,
často převedenou do dvojrozměrného prostoru digitálního obrazu. Jedná se napří-
klad o jednotlivé snímky ze záznamu kamery, fotografii či obrazy vytvořené pomocí
grafického software.
Pokud v získaném obrazu chceme vyhledat námi zvolený objekt, musíme mít
nejprve v databázi uložen obraz daného objektu. Ideální je, pokud objekt zabírá
většinu prostoru vzorového obrazu. Díky tomu vyhledávací algoritmus identifikuje
body zájmu na samotném objektu a ne na jeho okolí. Pro nalezení objektu se po-
rovnává vzorový obraz zachycující hledaný objekt a prohledávaný obraz zachycující
konkrétní scénu, v níž se má objekt nacházet. Prvním krokem pro detekci objektu je
již zmíněná detekce bodů zájmu. Tyto body se vyhledají pomocí algoritmů speciálně
určených pro tuto funkci, jako je např. Hessian či LoG detektor. Dále jsou pomocí
detektorů příznaků (features) identifikovány oblasti, které popisují blízké okolí nale-
zených bodů zájmu. Tyto oblasti jsou poté popsány pomocí vektorů, které jsou pak
přiřazeny daným bodům zájmu. Všechny tyto operace probíhají v obou obrazech.
Následně jsou příznaky v obou obrazech porovnány, vyhledají se dvojice příznaků,
které si svým popisem nejvíce odpovídají a tyto příznaky jsou spojeny. Tímto postu-
pem vznikne sada spojení, která znázorňují, kde se v prohledávaném obraze daný
objekt nachází. Poté je možné získat matici homografie, která vyjadřuje, jakým
způsobem byly body objektu ze vzorového obrazu promítnuty do prohledávaného
obrazu. V případě nalezení objektu lze zvýraznit oblast prohledávaného obrazu, ve
které byl objekt identifikován, což lze vidět na obr. 1.1.
Využití detekce objektu je poměrně široké. Námi zkoumaný model, kdy je vytvo-
řena databáze objektů a ty jsou následně hledány v získaných obrazech, lze využít
např. pro mobilní aplikaci. V rámci takové aplikace bude databáze obsahovat sadu
obrázků konkrétních výrobků a při vyfocení uživatelem zvoleného výrobku dojde
k porovnání a v případě nalezení shody získá uživatel základní informace o ob-
jektu, například jeho cenu či kde lze výrobek zakoupit. Dále lze tento model využít
v dopravní kontrole, kdy kamery umístěné u silničních komunikací snímají projíž-
dějící auta. Při správném umístění kamery a dostatečné kvalitě získaných snímků
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Obr. 1.1: Detekce hledaného objektu v prohledávaném obraze
lze porovnat zachycenou státní poznávací značku s databází programu, která může
obsahovat např. státní poznávací značky kradených aut. Detekci objektu lze ale vy-
užít i bez předem připravené databáze. Pomocí algoritmů lze například identifikovat
lidskou tvář v jednotlivém obraze i v probíhajícím video přenosu. Dalším využitím
je spojení dvou fotografií, např. při focení velmi širokých objektů, kdy oblast v pravé
části první fotografie je totožná nebo velmi podobná oblasti v levé části druhé foto-
grafie. Pomocí výše popsaného postupu je pak v daných oblastech nalezena shoda
a na jejím základě jsou fotografie spojeny do jedné.
V současnosti jsou velmi často využívaným prostředkem pro detekci objektu
již zmíněné body zájmu. Neustále ale dochází k vylepšování současných a vyvíjení
nových metod detekce objektu. Mezi tyto metody patří např. segmentace, kdy se
prohledávaný obraz rozdělí do několika menších částí, ve kterých je pak objekt vyhle-
dán např. s využitím detektoru hran [10]. Často jsou využívány metody strojového
učení, které vytváří učící se model a ten na základě konkrétních parametrů dokáže
určit přítomnost hledaného objektu v daném obraze. Mezi tyto metody patří mimo
jiné metoda podpůrných vektorů (SVM) či neuronové sítě. [33]
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2 VÝZNAMNÉ BODY OBRAZU
Aby mohl být objekt identifikován v prohledávaném obrazu, je potřeba nejprve určit
oblasti, ve kterých by se mohl nacházet. Tyto oblasti se určují na základě význam-
ných bodů obrazu. Jedná se o body v obrazu, které se výrazně odlišují od svého
blízkého okolí. Může se jednat například o intenzitu jasu daného bodu, jeho zabar-
vení nebo tvar, který dává dohromady více sousedících významných bodů. Často
jsou označovány jako body zájmu, případně jako klíčové body. Jakmile jsou nale-
zeny, je třeba popsat jejich nejbližší okolí, aby byla získána stabilní definice daných
bodů. K tomu slouží detektory a popisovače příznaků, kde příznaky jsou malé oblasti
v okolí nalezených bodů zájmu. Algoritmy vytyčí a definují konkrétní oblast a tyto
definice jsou následně použity pro spojení odpovídajících si příznaků ze vzorového
a prohledávaného obrazu. V ideálním případě je pak v prohledávaném obrazu přesně
určena a zvýrazněna pozice hledaného objektu. [36]
2.1 Body zájmu
Jak již bylo zmíněno, body zájmu jsou body v obrazu, které svými vlastnostmi vy-
čnívají nad okolními body. Co přesně jsou tyto vlastnosti záleží na přístupu, kterým
jsou body vyhledávány. Většina přístupů detekce má ale společných několik základ-
ních parametrů:
• body zájmu tvoří jen velmi malou část všech bodů obrazu,
• vzhledem k tomu, že jediný bod obrazu neobsahuje mnoho informací, je třeba
při detekci uvažovat i nejbližší okolí daného bodu, a proto je bod zájmu brán
jako střed malé oblasti obrazu,
• díky tomuto přístupu jsou body zájmu mnohem význačnější než ostatní body
obrazu a často jsou pro usnadnění dalšího postupu detekce objektu propojeny
s popisem jejich nejbližšího okolí. [11]
Algoritmy pro identifikaci bodů zájmu lze rozdělit na detektory hran, detektory
rohů a detektory kapek. Každý z nich se zabývá poněkud odlišným způsobem detekce
bodu zájmu. Detektory hran vychází ze skutečnosti, že hrany vytváří v obrazu jasně
viditelný přechod mezi nízkofrekvenční a vysokofrekvenční oblastí, nebo-li místo
s výraznou změnou intenzity jasu. Tato místa jsou velmi důležitá pro vnímání obsahu
obrazu, dokonce při zanedbání ostatních míst obrazu by nedošlo k výrazné změně
chápání jeho obsahu. Body, kde dochází k této výrazné změně jasu, jsou slučovány
do křivek. Jejich výhodou je, že bývají invariantní vůči pozici pozorovatele. Snahou
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detektorů rohů je nalézt několik výrazných oblastí v obrazu, které definují hledaný
objekt a tím snížit objem zpracovávaných dat. Pokud jsou například detekovány rohy
stejného objektu ve vzorovém i prohledávaném obrazu, lze pomocí těchto několika
oblastí určit, jakým způsobem byl objekt např. zvětšen či zmenšen a z toho určit
i jakým způsobem se změnily zbývající body objektu. Jedním ze způsobů detekce
rohů je využít detekci hran, kdy roh je definován jako místo, kde se stýkají dvě
odlišné hrany. V takovém případě se nejprve provede detekce hran a následně detekce
rohů ze získaných dat. Detektory kapek (blob) se zaměřují na identifikaci oblastí,
které se od svého okolí odlišují určitými vlastnostmi, jako je jas či barva. Zahrnují
oblasti bodů, které mají tyto vlastnosti přibližně stejné nebo se mírně odlišují podle
stanoveného kritéria. [35]
2.1.1 Způsoby detekce
Detektory hran lze obecně rozdělit do dvou hlavních skupin:
• detektory gradientní, které nejprve vypočtou první derivaci obrazu a v ní pak
hledají gradient jasové funkce s co nejvyšší hodnotou, směr hrany je pak kolmý
na směr gradientu, který je dán směrem největšího nárůstu jasu,
• detektory využívající druhou derivaci obrazu, které vyhledávají místa, kde do-
chází ve vypočtené druhé derivaci obrazu k průchodu nulou a takové místo
pak označí jako hranu.
Detektory gradientní využívají různé operátory, mezi které patří Robertsův křížový
operátor, Prewittové operátor a Sobelův operátor. [34] Robertsův křížový operátor
patří mezi nejstarší operátory pro detekci hran. Využívá pixely přilehlé na diagonále,
kdy pomocí součtu druhých mocnin jejich rozdílu aproximuje detekovaný gradient.








Značnou nevýhodou tohoto operátoru je citlivost na šum, která je daná využitím
pouze nejbližších pixelů v okolí zkoumaného bodu. [12] Operátor Prewittové je stejně
jako Robertsův použit pro aproximaci gradientu. K tomuto účelu používá v horizon-
tálním a vertikálním směru konvoluci podle svých konvolučních jader. Díky vlastnos-
tem operátoru je pak v každém bodu obrazu výsledkem vektor odpovídající směru
vektoru gradientu nebo vektor na něj kolmý. Takto získaná aproximace ovšem není
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Sobelův operátor používá podobně jako operátor Prewittové konvoluci v horizontál-
ním a vertikálním směru podle svých konvolučních jader a vypočte tak aproximaci
gradientu. Pro výpočet využívá hodnoty jasové intenzity bodů v oblasti 3x3 ko-
lem zkoumaného bodu. Jeho výpočet je sice pomalejší, než u Robertsova operátoru,
ale díky větším konvolučním jádrům není tolik citlivý na šum v okolí zkoumaného












Detektory využívající druhou derivaci se snaží určit velikost změny gradientu, k če-
muž používají Laplaceův operátor aplikovaný na obraz upravený Gaussovým filtrem.
Tento způsob detekce ovšem často identifikoval nesprávné a obtížně detekoval za-
hnuté hrany a z těchto důvodů se příliš nevyužívá.
Pravděpodobně nejznámějším detektorem hran je Cannyho detektor. Snahou zde
bylo definovat optimální způsob detekce hran:
• co nejnižší chybovost detekce, tedy co nejvyšší počet detekovaných hran a co
nejmenší počet nesprávně detekovaných hran,
• přesné určení polohy hran, kdy hrany měly být detekovány co nejblíže jejich
skutečné poloze,
• jednoznačná detekce hrany, tedy každá hrana má být identifikována nejvýše
jedenkrát, aby se zabránilo zdvojené detekci hrany.
Detektor využívá Gaussova filtru, kterým upraví obraz a následně použije jeden
z operátorů pro aproximaci gradientů získaných pomocí první derivace obrazu. Poté
jsou odebrány gradienty, které nejsou lokálním maximem. Následuje prahování a tím
i získání finální množiny gradientů. [8] [18]
Dalším typem detektorů jsou detektory rohů. Někdy bývají zaměňovány s detek-
tory příznaků, protože podobně jako ony analyzují oblast v okolí bodu zájmu. Jejich
nevýhodou bývá, že kromě skutečných rohů často identifikují i jiné oblasti, ve kte-
rých se ale hledané rohy nenachází. Mezi tyto detektory patří především Moravcův
detektor a Harisův detektor. Moravcův detektor patří mezi nejstarší a nejjednodušší
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detektory rohů. Rohy detekuje na základě nepodobnosti zkoumaného bodu s jeho
okolím. Definuje totiž roh jako místo, které se významným způsobem odlišuje od
svého okolí. Zkoumá vlastnosti bodu v rámci malého prostoru, který poté v různých
směrech posouvá a porovnává podobnost jednotlivých prostorů. Aby byl bod určen
jako roh, musí se prostory v jeho okolí lišit od prostoru těsně kolem zkoumaného
bodu. Nevýhodou tohoto detektoru je vysoká citlivost na šum. Harrisův detektor
vychází z Moravcova a vylepšuje jej. S využitím Gaussova filtru snižuje citlivost na
šum. Dokáže přesouvat zkoumané oblasti všemi směry, na rozdíl od Moravcova de-
tektoru, kde se oblasti mohly posouvat pouze pod úhlem, který byl dán násobkem
úhlu 45°. [6] [18] Poměrně oblíbeným detektorem rohů je detektor FAST. Využívá
k detekci rohu okruh 16-ti pixelů kolem zkoumaného bodu. Pixely jsou očíslované
dle směru hodinových ručiček a pokud 𝑁 za sebou jdoucích pixelů má intenzitu jasu
o stejnou hodnotu vyšší či nižší než zkoumaný bod, pak je zkoumaný bod označen
jako roh. Tento detektor je velmi rychlý, i když ne tak přesný jako detektory pří-
znaků. Tuto nevýhodu lze ale částečně odstranit využitím technik strojového učení,
kde se vysoká rychlost detektoru významně projeví. [20]
Detektory kapek se zaměřují na popis okolí zkoumaného bodu a na jeho základě
pak tento bod vyhodnocují. Tímto přístupem jsou velmi blízké detektorům příznaků.
Jejich úkolem je detekce hledaného bodu či oblastí i přesto, že se tato oblast může
různě zvětšit či zmenšit oproti původní. Jedním z nejpoužívanějších je Laplacián-
Gauss detektor (LoG). Ten nejprve vypočte konvoluci daného obrazu podle Gaus-
sova jádra s použitím měřítka 𝑠 a následně je obraz propočítán pomocí Laplaceova
operátoru. Tím jsou získány silné signály pro tmavé a světlé kapky o rozsahu
√
2𝑠.
Problémem tohoto přístupu je silná závislost velikosti detekovaných kapek na mě-
řítku Gaussova jádra. Řešením je normalizovat Laplaceův operátor pomocí měřítka.
Mějme vstupní obraz 𝑝(𝑥, 𝑦) a Gaussovo jádro tvaru:
𝑐(𝑥, 𝑦; 𝑠) = 12𝜋𝑠2 𝑒
−𝑥2+𝑦22𝑠2 . (2.4)
Potom měřítkový prostor reprezentující obraz bude 𝐿(𝑥, 𝑦; 𝑠) = 𝑐(𝑥, 𝑦; 𝑠) * 𝑝(𝑥, 𝑦).
Výsledek získáme použitím Laplaceova operátoru ▽2𝐿 = 𝐿𝑥𝑥 + 𝐿𝑦𝑦. Vhodné je
provést měřítkovou normalizaci pomocí ▽2𝑛𝑜𝑟𝑚𝐿(𝑥, 𝑦; 𝑠) = 𝑠(𝐿𝑥𝑥 + 𝐿𝑦𝑦). [39]
2.2 Příznaky
Příznaky jsou specifické oblasti obrazu, které se významně odlišují od svého okolí
a v jejichž středu leží bod zájmu. Jedná se o různé okraje, rohy či specifické útvary
nacházející se v obrazu. Společně s body zájmu jsou základním kamenem pro detekci
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objektu, protože právě porovnáváním příznaků daných obrazů dochází k hledání ob-
jektu. Detektory příznaků patří mezi nejpoužívanější způsoby získání a popisu bodů
zájmu a jejich následného využití pro detekci hledaného objektu v prozkoumáva-
ném obrazu. Nejprve jsou detekovány body zájmu a po jejich nalezení je pomocí
popisovače (descriptor) příznaků popsáno jejich nejbližší okolí. Díky tomu je vy-
tvořena stabilní definice bodu zájmu, kterou lze dále použít pro spojení příznaků
porovnávaných obrazů a nalezení hledaného objektu. Některé detektory příznaků
jsou zaměřeny pouze na samotné nalezení příznaků a další kroky detekce objektu
přenechávají jiným algoritmům. Takovými detektory jsou např. Harrisův detektor
a Hessian detektor. Vyspělejší detektory jsou ale schopné jak samotného nalezení pří-
znaků, tak i jejich popisu, čímž spojují funkci detektoru a popisovače. Mezi takové
patří např. detektory příznaků SURF, SIFT či ORB. [35]
2.2.1 Detektory příznaků
Harrisův detektor je schopný nalézt mezi dvěma obrazy podobné oblasti spojené
pomocí affinní transformace a to i při odlišném osvětlení. Affinní transformace zna-
mená, že směr čar v oblasti vzorového obrazu je shodný se směrem čar v oblasti
zkoumaného obrazu, tedy je např. zachována rovnoběžnost čar, ovšem může se mě-
nit jejich vzájemná vzdálenost. Díky tomu dokáže detektor zachytit podobné oblasti
i pod jiným úhlem pohledu nebo se změněnými rozměry. Pro samotnou detekci ob-
lastí využívá Harrisův-Laplaceův detektor, což je kombinace již zmíněného Harrisova
detektoru rohů a Gaussova prostoru měřítek, který vznikne konvolucí Gaussova já-
dra různých měřítek s obrazem. Oblasti získané detektorem rohů jsou odolné vůči
změně osvícení a úhlu pohledu, ale ne vůči změně měřítka. Proto je potřeba využít
vlastností tzv. autokorelační matice, čímž získáme matici měřítkově upravených ob-
lastí O:
𝑂(𝑥, 𝑦; 𝑠𝑑, 𝑠𝑖) = 𝑐(𝑥, 𝑦; 𝑠𝑖) *
⎡⎣ 𝐷2𝑥(𝑥, 𝑦; 𝑠𝑑) 𝐷𝑥𝐷𝑦(𝑥, 𝑦; 𝑠𝑑)
𝐷𝑥𝐷𝑦(𝑥, 𝑦; 𝑠𝑑) 𝐷2𝑦(𝑥, 𝑦; 𝑠𝑑)
⎤⎦ , (2.5)
kde 𝑠𝑖 je měřítko Gaussova jádra ovlivňující měřítko samotné detekce, 𝑠𝑑 je mě-
řítko Gausova jádra použitého k vyhlazení obrazu pro derivace v příslušných smě-
rech, 𝑐(𝑥, 𝑦; 𝑠𝑖) je Gaussovo jádro, * je operátor konvoluce a 𝐷𝑥 a 𝐷𝑦 jsou derivace
obrazu v příslušných směrech po konvoluci obrazu s Gaussovým jádrem. [16]
Hessian detektor je svým principem fungování podobný Harrisovu detektoru.
K nalezení bodů zájmu také používá Harrisův detektor rohů a podobně používá
i affinní transformaci a různá měřítka pro detekci hledaných oblastí. Na rozdíl od
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Harrisova detektoru ale pro vyhledání bodů zájmu na každém měřítku používá Hes-
sovu matici M tvaru:
M =
⎡⎣𝐷𝑥𝑥(𝑥, 𝑦; 𝑠) 𝐷𝑥𝑦(𝑥, 𝑦; 𝑠)
𝐷𝑥𝑦(𝑥, 𝑦; 𝑠) 𝐷𝑦𝑦(𝑥, 𝑦; 𝑠)
⎤⎦ , (2.6)
kde 𝐷𝑥𝑥 je druhá parciální derivace v příslušném směru a 𝑠 je právě používané
měřítko. Body zájmu jsou pak určeny jako lokální maxima determinantu a součtu
na diagonále pro dané měřítko. [4]
2.2.2 Detektory a popisovače příznaků
Jedním z nejznámějších a nejpoužívanějších detektorů příznaků je SIFT detektor.
Myšlenku měřítkově nezávislé metody detekce představil David G. Lowe v roce 1999
a v roce 2004 ve své práci publikoval samotný SIFT detektor. Tento detektor dokáže
příznaky najít a následně je i popsat, čímž je připraví pro závěrečnou fázi detekce
objektu. Základní postup pro získání příznaků obrazu lze rozdělit do čtyř kroků:
• vyhledání extrémů v měřítkovém prostoru - v této fázi je prohledáván celý
obraz ve všech měřítkách a pro vyhledání bodů zájmu je použit algoritmus
rozdílu Gaussů (DoG),
• určení klíčových bodů - u každého detekovaného bodu zájmu se provede přes-
nější výpočet pro určení polohy a měřítka, na základě stability jsou pak vyho-
vující body zájmu označeny jako klíčové body
• přiřazení orientace - na základě směru lokálních gradientů je klíčovému bodu
přiřazena orientace, všechny další operace pak transformují data na základě
polohy, měřítka a této přiřazené orientace
• popis klíčových bodů - na základě měřítka v okolí klíčového bodu jsou vypoč-
teny lokální gradienty a následně převedeny na popis klíčového bodu, pomocí
kterého jsou pak mezi sebou porovnávány klíčové body jednotlivých obrazů.
Velkou výhodou tohoto detektoru je, že jeho výstupní příznaky, zde označované jako
klíčové body, jsou nezávislé na měřítku, posunu, otočení a změně osvětlení. [15]
V roce 2006 představili Herbert Bay, Tinne Tuytelaars a Luc Van Gool detektor
SURF. Tento detektor, stejně jako SIFT, dokáže příznaky obrazu nejen nalézt, ale
taky popsat. V základním principu funkce vychází z detektoru SIFT, ovšem s někte-
rými významnými odlišnostmi. Cílem autorů bylo analyzovat již existující detektory
a vytvořit vlastní, který by fungoval na podobném principu, ale byl významně rych-
lejší při zachování přesnosti výsledků. Tak jako u SIFT i zde je prvním krokem
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nalezení extrému ve vytvořeném měřítkovém prostoru. Oproti SIFT je pro nalezení
umístění a měřítka příznaků, zde také označovaných jako klíčové body, použita výše
zmíněná Hessova matice M(𝑥, 𝑦; 𝑠) pro polohu 𝑥, 𝑦 a měřítko 𝑠, opět využívající
druhou parciální derivaci obrazu v příslušném směru po konvoluci obrazu s Gausso-
vým jádrem. Gaussovo jádro je vhodné pro vytvoření měřítkového prostoru, ovšem
postupné konvoluce obrazu s Gaussovým jádrem různého měřítka byly ohodnoceny
jako příliš pomalé, a proto SURF místo nich používá čtvercové filtry (box filters)
pro aproximaci druhých parciálních derivací Gaussova jádra. Pro snadnou aplikaci
čtvercových konvolučních filtrů je využit integrální obraz. Integrální obraz 𝑂(𝑥, 𝑦)
je součtem všech pixelů vstupního obrazu v pravoúhlé oblasti dané počátkem a sou-
řadnicemi 𝑥, 𝑦:





Po výpočtu integrálního obrazu pak stačí jen čtyři další kroky pro získání sumy in-
tenzit v jakékoliv vertikálně orientované, pravoúhlé oblasti nezávisle na velikosti této
oblasti. Díky využití čtvercových filtrů a integrálních obrazů není třeba iterativně
používat Gaussův filtr na předchozí filtrovanou úroveň měřítkového prostoru. Místo
toho se využije postupného zvětšování filtru, který se použije na původní obraz. Pro
zajištění odolnosti vůči rotaci je popis klíčového bodu založen na výpočtu odezvy
Haarových vlnek ve směru 𝑥 a 𝑦 v kruhové oblasti kolem klíčového bodu o poloměru
6𝑠, kde 𝑠 je měřítko detekovaného bodu. Odezvy jsou pak váhovány pomocí Gaus-
sovy funkce se středem ve zkoumaném bodu a takto získané odezvy jsou použity
pro výpočet orientace klíčového bodu. Pro získání konečného popisovače je pou-
žita čtvercová oblast kolem detekovaného bodu o rozměru 20𝑠. Ta je rozdělena na
podoblasti o rozměru 4x4, na kterých jsou opět spočteny odezvy Haarových vlnek.
Odezvy ve směru 𝑥 a 𝑦 a jejich absolutní hodnoty pak vytváří pro každou podob-
last výsledný vektor 𝑣. Sumou těchto vektorů pak vzniká výsledný popis klíčového
bodu. Díky těmto metodám si detektor SURF zachovává výhody detektoru SIFT
a poskytuje vyšší rychlost detekce. [2]
Zatímco SIFT nabízel v rámci existujících detektorů nejvyšší přesnost a spolehli-
vost, detektor FAST ve spojení s popisovačem BRIEF poskytovaly nejvyšší rychlost,
díky čemuž byly vhodné pro real–time aplikace, ovšem za cenu značné náchylnosti
na natočení či osvícení objektu, čímž se razantně snižovala spolehlivost detekce. Rov-
nováhu mezi těmito dvěma přístupy se v roce 2011 pokusil vnést Stefan Leutenegger
s kolegy se svým detektorem BRISK. Základní dva body fungování detektoru jsou:
• detekce klíčových bodu v měřítkovém prostoru - klíčové body jsou detekovány
20
na základě kritéria význačnosti a to jak v oktávových vrstvách pyramidového
měřítkového prostoru tak i v mezilehlých vrstvách,
• popis klíčových bodů - pomocí kruhů škálovaných podle daného měřítka se
středem ve zkoumaném bodě jsou získány hodnoty šedých bodů v okolí klíčo-
vého bodu, následně je na základě intenzit lokálních gradientů určena charak-
teristická orientace bodu a nakonec jsou orientované vzory použity pro získání
výsledných párových porovnání světlosti, která jsou sloučena do binárního po-
pisu klíčového bodu.
Jakmile jsou popisy vytvořeny, lze je efektivně porovnávat a spojovat díky jejich
binární podstatě, což vede k dalšímu zrychlení samotného procesu. [14]
Dalším detektorem, který se snažil při alespoň částečném zachování přesnosti
výsledků detektoru SIFT významně snížit výpočtovou náročnost detekce a popisu
a tím snížit potřebný čas těchto procesů byl detektor ORB. Autorem tohoto detek-
toru z roku 2011 je Ethan Rublee a kolektiv. Jejich detektor je založen na využití
detektoru bodů zájmu FAST a popisovači bodů zájmu BRIEF. Využití těchto algo-
ritmů vede ke značnému zvýšení rychlosti výpočtů, ale k velkému poklesu přesnosti
a spolehlivosti detekce. Proto byly pro funkci detektoru ORB vylepšeny:
• k detektoru FAST byl přiřazen rychlý a přesný výpočet orientace,
• zaveden efektivní výpočet orientace příznaků pro BRIEF,
• k orientaci příznaků přidána analýza rozptylu a korelace,
• využita metoda strojového učení pro dekorelaci příznaků při nezávislosti na
rotaci.
Nejprve FAST detekuje body zájmu pomocí výpočtu rozdílu intenzity jasu mezi
zkoumaným bodem a jeho okolím, které je vymezené kruhem o poloměru 9 pixelů.
Poté je vytvořena měřítková pyramida, na jejíž každé úrovni jsou detekované klíčové
body filtrovány pomocí výpočtu Harrisova detektoru rohů. Pro výpočet orientace je
použito tzv. těžiště intenzity, které předpokládá, že intenzita rohu je dána jeho
odstupem od středu. Tím je získán vektor, který je použit pro výpočet orientace
klíčového bodu. Velkou nevýhodou popisovače BRIEF je vysoká citlivost na rotaci
objektu. Proto je nejprve vypočtena orientace klíčového bodu a na základě zjištěného
úhlu je BRIEF této orientaci přizpůsoben. [29]
Jedním z běžně používaných detektorů je robustní real-time detektor tváře , který
již v roce 2001 vytvořili Paul Viola a Michael J. Jones. Jak napovídá sám název,
jedná se o detektor zaměřený na velmi rychlé zpracování příznaků za účelem detekce
lidské tváře v obrazu v reálné čase. Lze jej ale použít i pro detekci jiných objektů.
V rámci této metody byla poprvé představena technika integrálního obrazu, zmíněná
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u detektoru SURF. Místo hodnot intenzit obrazu pracuje detektor se sadou příznaků
připomínajících Haarovy základní funkce. Pro velmi rychlý výpočet získaných pří-
znaků je pak použit integrální obraz. Integrální obraz je reprezentací skutečného
obrazu, z něhož se spočítá pomocí několika málo operací na každý pixel obrazu.
Jakmile je integrální obraz hotov, jakýkoliv z příznaků lze zpracovat v konstantním
čase bez ohledu na jeho měřítko či umístění v obrazu. K dalšímu zrychlení slouží
jednoduchý a efektivní klasifikátor založený na výběru malého množství důležitých
příznaků z velké množiny potenciálních příznaků za využití algoritmu AdaBoost [9].
V kterékoliv podoblasti obrazu je celkový počet příznaků velmi vysoký, mnohem
vyšší než počet pixelů. Pro zajištění rychlé klasifikace je proto nutné vyřadit velkou
většinu dostupných příznaků a zaměřit se na malou skupinu kritických příznaků.
Výběr příznaků je založen na algoritmu AdaBoost, kdy dochází k omezení každého
slabého klasifikátoru tak, aby závisel na jediném příznaku. Díky tomu lze pohlížet
na každý krok zrychlení procesu, kdy je vybírán nový slabý klasifikátor, jako na
proces výběru příznaku. K dalšímu zrychlení je použito spojení stále složitějších
klasifikátorů do kaskádovité struktury, což významně zrychluje detekci díky tomu,
že se zaměřuje na slibnější oblasti obrazu. Díky tomuto přístupu lze často velmi
rychle určit oblast obrazu, ve které se může nacházet obličej člověka. Komplexnější
analýza a zpracování je pak provedena pouze na slibných oblastech obrazu. Klíčo-
vým měřítkem pro tento přístup jsou tzv. špatná negativní určení, což je případ,
kdy oblast je zamítnuta jako nevyhovující i přesto, že ve skutečnosti se právě v této
oblasti nachází hledaná tvář. Požadavkem je pochopitelně minimalizovat četnost to-
hoto jevu. Proces detekce tváře rozděluje obrazy na základě hodnot jednoduchých
příznaků. Jedním z důvodů použití příznaků místo pixelů je skutečnost, že systémy
založené na příznacích pracují mnohem rychleji než systémy založené na pixelech.
Zde jsou použity celkem tři typy jednoduchých příznaků. U dvou-obdélníkového
příznaku je jeho hodnota dána jako rozdíl mezi součty pixelů v obou obdélnících.
Obě oblasti mají stejnou velikost a tvar a jsou horizontálně nebo vertikálně spojeny.
U troj-obdélníkového příznaku je vypočten rozdíl mezi součtem pixelů ve středové
oblasti a součtem pixelů v obou krajních oblastech. U čtyř-obdélníkového příznaku
jsou od sebe odečteny součty pixelů v diagonálních oblastech. Jednotlivé příznaky
jsou znázorněny na obr. 2.1. [38]
S velkým rozmachem chytrých mobilních telefonů a tabletů vyvstala potřeba al-
goritmů pro detekci vhodných pro real-time aplikace, energeticky nenáročných a vy-
žadujících málo paměti. Mezi takové algoritmy lze zařadit již zmíněné detektory
BRISK a ORB. Problémem ale zůstával efektivní výběr ideálních párů klíčových
bodů v dané oblasti a jejich spojení. Proto Alexandre Alahi a kolektiv vytvořili
v roce 2012 popisovač FREAK. Je inspirován fungováním sítnice lidského zrakového
systému (Human Visual System) kdy provádí výpočet kaskády binárních řetězců po-
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Obr. 2.1: Typy jednoduchých příznaků
mocí porovnávání intenzit párů bodů obrazu přes sítnicové schéma. Pro výběr páru
intenzit k porovnání používá FREAK kruhovou sítnicovou vzorkovací mřížku, která
má na rozdíl od kruhové mřížky detektoru BRISK větší hustotu bodů kolem středu
a s rostoucí vzdáleností od středu hustota bodů exponenciálně klesá. Zkoumané
body je nejprve třeba zbavit šumu, k čemuž je stejně jako u předchozích používáno
Gaussovo jádro. Podobně jako u BRISKu jsou použita jádra různého měřítka pro
různě velké klíčové body, ovšem měřítko jádra a tím i velikost prohledávané ob-
lasti se mění exponenciálně tak jako exponenciálně klesá hustota bodů ve zkoumané
mřížce. Díky tomuto přístupu a také díky překrývání se prohledávaných oblastí bylo
dosaženo lepšího výkonu popisovače. FREAK vytváří binární popis 𝑃 prahováním
rozdílu intenzit párů z daných oblastí pomocí jim příslušejícím Gaussovým jádrům.





kde 𝑂𝑎 je pár oblastí detekce, 𝑁 je hledaná velikost popisu a 𝑅(𝑂𝑎) je definováno
jako:
𝑅(𝑂𝑎) =
⎧⎨⎩ 1 pokud 𝐼(𝑂𝑑1𝑎 )− 𝐼(𝑂𝑑2𝑎 ) > 0,0 v ostatních případech, (2.9)
kde 𝐼(𝑂𝑑1𝑎 ) je intenzita po vyhlazení Gaussovým jádrem z první oblasti detekce páru
𝑂𝑎. Tímto postupem lze pomocí pár desítek oblastí detekce získat mnoho tisíc párů.
Mnoho z nich ale není vhodných pro vytvoření efektivního popisu, proto musí být
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filtrovány. Proto FREAK používá následující postup:
• vytvoří matici M obsahující až desítky tisíc klíčových bodů, každý řádek odpo-
vídá jednomu klíčovému bodu a jeho obsáhlému popisu, který je tvořen všemi
porovnávanými páry intenzit pro daný bod,
• vypočítá průměr každého sloupce, přičemž vyhledává největší rozptyl binární
distribuce, který se vyznačuje hodnotou průměru sloupce 0,5,
• seřadí sloupce podle hodnoty rozptylu od nejvyšší po nejnižší,
• uloží si nejlepší sloupec (s průměrem 0,5) a iterativně k němu přičítá ostatní
sloupce.
Pro filtrování takto získaných klíčových bodů je použita metoda kmitavého hledání
(saccadic search). Vychází z fungování lidského zraku, kdy člověk nehledí nehybně
na danou scénu, ale jeho oči kmitají z jednoho bodu scény do druhého a tímto způ-
sobem ji analyzují. FREAK napodobuje tento princip analýzy v několika krocích
filtrace popisu. Nejprve prohledá prvních 16 bytů vytvořeného popisu, což repre-
zentuje hrubá data. Pokud je vzdálenost prohledaných oblastí menší než stanovený
práh, pokračuje v jejím porovnávání s následujícími byty dat pro získání přesněj-
ších informací. Výsledkem je kaskádovité porovnávání, které dále zrychluje spojování
nalezených klíčových bodů. [1]
Dalším z popisovačů příznaků je popisovač histogramů orientovaných gradientů,
zkráceně HoG, zaměřený na detekci lidí ve statických obrazech. Tento algoritmus
vytvořili Navneet Dalal a Bill Triggs a byl představen v roce 2005. Detekce lidí v ob-
razu je náročný úkol z důvodu jejich velmi rozdílného vzhledu i široké škály poloh,
ve kterých se mohou nacházet. Základem je proto robustní soubor příznaků, který
umožňuje jasné rozpoznání lidského těla, a to i s různorodým pozadím a při rozlič-
ném osvětlení. Metoda je založena na vyhodnocení dobře normalizovaných lokálních
histogramů v husté mřížce obrazu. Využívá histogramy orientací gradientů. Základní
myšlenkou je, že vzhled a tvar objektů v obrazu lze dobře určit z rozložení lokálních
gradientů intenzity nebo orientace hran i bez znalosti přesné polohy daných gradi-
entů a hran. V praxi se toto používá jako rozdělení obrazu do malých oblastí (buněk)
a následného získání jednorozměrného histogramu orientace gradientů nebo hran v
rámci dané buňky. Kombinace histogramů jednotlivých buněk pak vytváří celkovou
reprezentaci obrazu. Z důvodů nezávislosti na osvětlení, stínech a dalších efektech
světla je vhodné aplikovat normalizaci kontrastu na jednotlivé histogramy ještě před
jejich dalším použitím. K tomuto účelu jsou buňky sdružovány do větších bloků, kde
se měří „energie“ histogramu celého bloku a výsledek je použit k normalizaci všech
buněk daného bloku. Popis těchto bloků je pak označen jako popis histogramů orien-
tovaných gradientů (HoG). Rozdělení prohledávaného obrazu hustou sítí HoG popisů
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a použití získaného vektoru popisu příznaků pro lineární SVM klasifikátor vytváří
celkový řetězec metody pro detekci člověka v obrazu (obr. 2.2). [5]
Obr. 2.2: Postup metody HoG
2.2.3 Spojovače příznaků
Nyní jsou body zájmu spolehlivě detekovány a spojením s popisem jejich okolí jsou
vytvořeny příznaky nazývané také klíčovými body. Posledním krokem pro určení
polohy hledaného objektu v prozkoumávaném obrazu je spojit dvojice odpovídajících
si popisů ze vzorového a zkoumaného obrazu. V praxi se velmi často používají dva
spojovače: FLANN a BRUTEFORCE.
FLANN je programová knihovna psaná v jazyce C++, která obsahuje algoritmy
pro efektivní vyhledání nejbližších sousedů a systém pro výběr nejlepších parametrů
ze zkoumané množiny. Ve své práci z roku 2009 Marius Muja a David G. Lowe
shrnují a porovnávají existující algoritmy pro rychlé vyhledání nejbližších sousedů
a zároveň algoritmy vylepšují z hlediska výkonu. Problém s nalezením nejbližších
sousedů spočívá v tom, že pokud máme danou množinu bodů 𝐵 = {𝑏1, . . . , 𝑏𝑛} ve
vektorovém prostoru 𝑃 , musí být tyto body upraveny tak, aby při zadání bodu
𝑑 ∈ 𝑃 bylo možné efektivně nalézt body z 𝐵, které leží nejblíže 𝑑. Pro zachování
efektivity výpočtu je předpokládán prostor 𝑃 jako Eukleidovský vektorový prostor.
V rámci svého výzkumu zjistili, že nejlepších výsledků dosahují algoritmy používající
𝑘-množinové stromy (𝑘-means trees) a 𝑘-d stromy. 𝐾-d strom je klasický binární
strom, ovšem s tím rozdílem, že každý jeho uzel je tvořen bodem s 𝑘 rozměry.
Algoritmus využívající klasického 𝑘-d stromu je efektivní pro nízko-rozměrová data,
ale jeho výkon rychle klesá s nárůstem rozměrů dat. Proto je využito přibližného
hledání nejbližšího souseda, které sice v některých případech nenalezne toho úplně
nejbližšího souseda, ale na druhou stranu vede ke značnému zrychlení algoritmu.
𝐾-množinový strom rozděluje zkoumaná data na každé úrovni stromu do 𝑘 množin
a to tak, že data s hodnotou, která je nejblíže dané množině, jsou do příslušné
množiny zařazena. Stejný proces poté proběhne rekurzivně pro každou množinu.
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Ke zrychlení algoritmu bylo použito omezení tohoto rekurzivního procesu, kdy je
tento proces zastaven v okamžiku, kdy zpracovávaná množina obsahuje méně než
𝑘 hodnot. [17]
BRUTEFORCE spojovač je velice jednoduchým algoritmem pro spojování klí-
čových bodů. Jeho princip spočívá v tom, že z první množiny vybere jeden bod
a ten pak porovnává se všemi body z množiny druhé. Na základě výsledků všech
porovnání pak vybere bod z druhé množiny, který leží nejblíže bodu z první mno-
žiny a spojí je. Tento jednoduchý princip dosahuje vysoké přesnosti, ale z logických
důvodů je výrazně výpočtově náročnější než FLANN spojovač. [21]
2.2.4 Homografie
Homografie nebo-li projektivní transformace je ve své podstatě mapováním bodu
či přímky z jedné roviny do druhé. Homogenní reprezentace dvojrozměrného bodu
o souřadnicích (𝑥, 𝑦) ležícího v rovině 𝑅2 je definováním tohoto bodu v trojrozměr-
ném prostoru pomocí vektoru 𝑣 = (𝑣1, 𝑣2, 𝑣3), kde 𝑥 = 𝑣1𝑣3 a 𝑦 =
𝑣2
𝑣3 . Pro mapování
bodu 𝑥𝑖 jedné roviny na bod 𝑥′𝑖 druhé roviny je třeba vypočítat matici homografie
H. Tato matice má rozměry 3x3, obsahuje jednu konstantu o hodnotě 1 a 8 pro-
měnných, které jsou vypočteny. Průběh projektivní transformace lze definovat jako:
x′ = Hx, (2.10)







kde 𝑠𝑥 a 𝑠𝑦 jsou měřítkové faktory, které udávají zvětšení či zmenšení rozměrů oproti
původnímu rozměru, 𝑟𝑥 a 𝑟𝑦 jsou faktory otočení, udávající úhel natočení přímky
podle osy 𝑥 a 𝑦 oproti přímce na původním obrazu, 𝑡𝑥 a 𝑡𝑦 jsou faktory posunutí
bodu udávající vzdálenost přesunu bodu oproti původní poloze a 𝑣1 a 𝑣2 jsou faktory
nelinearity udávající míru nelinearity vzniklé v důsledku dané projekce. Vypočtená
matice homografie nám tak přesně definuje, jakým způsobem se promítnuly body
hledaného objektu do prozkoumávaného obrazu, nebo-li jakým způsobem se objekt
nalezený v prohledávaném obrazu liší od vzorového (z hlediska rozměrů, úhlu otočení
či umístění v obrazu). Díky těmto údajům pak lze poměrně snadno určit malou




Strojové učení patří do oblasti vědeckého výzkumu zabývajícího se umělou inteli-
gencí. Je zaměřeno na zkoumání a vytváření algoritmů, které umožňují strojům učit
se a následně provádět predikce na základě analýzy souboru dat. Tyto algoritmy
slouží pro vytvoření rozhodovacího modelu pomocí množiny trénovacích dat, který
na základě naučených pravidel či pouček provede analýzu vstupních dat a přísluš-
nou predikci. Strojové učení úzce souvisí se statistickými metodami predikce či s tzv.
dolováním dat (data mining). Trénovací data jsou množinou vstupních dat, u nichž
známe i jim náležící výstupní hodnotu. Model tedy zpracováním této množiny získá
přehled o vztahu parametrů vstupních dat a výsledné hodnoty, kterou predikuje.
Testovací množina je množinou vstupních dat modelu, která by měla být pokud
možno disjunktní s množinou trénovacích dat. Díky tomu se jedná o data modelu
dosud neznámá a slouží tak ověření skutečné schopnosti vytvořeného modelu správně
predikovat výstupní hodnotu na základě analýzy vstupních dat.
Metody strojového učení lze rozdělit do tří hlavních skupin na základě dostup-
ných informací ohledně vztahu vstupních a výstupních hodnot:
• učení s učitelem - v tomto případě byly stroji poskytnuty „učitelem“ vstupní
data i s požadovanými výstupy, stroj pak už jen provede spojení vstupů s kon-
krétními výstupy a získá tak obecné vztahy a zásady platící mezi vstupem
a požadovaným výstupem,
• učení bez učitele - zde má stroj k dispozici pouze trénovací množinu vstupních
dat bez jakýchkoliv údajů o výstupu, sám si vytváří obecné postupy a pravidla,
o kterých si myslí, že by mohla vést k cíli, tímto způsobem lze odhalit i vztahy
v množině dat, které nejsou na první pohled zjevné,
• postup odvozený z kombinace předchozích dvou - v některých případech může
být časově či finančně náročné vytvářet množinu trénovacích dat spojenou
s odpovídajícími výstupy, proto se výstupy označí pouze malá část množiny
a většina zůstane neoznačená, stroj se nejprve pokusí nalézt vztah mezi vstu-
pem a výstupem u označených dat a poté tyto vztahy použít na zbývající
většinu neoznačených dat a rozšířit je o vztahy získané analýzou samotných
neoznačených dat.
Samotné rozpoznávání lze pak rozdělit na příznakové a vztahové. Příznakové roz-
poznávání se zaměřuje na hodnoty jednotlivých atributů, které popisují daný ob-
jekt/situaci (jedna z položek vstupní množiny dat). Vztahové rozpoznávání se nao-
pak zaměřuje na propojení a souvislosti mezi jednotlivými atributy objektu. [26] [3]
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2.3.1 Dolování dat
Jak již bylo zmíněno, dolování dat nebo-li data mining se velmi prolíná se strojo-
vým učením. Úkolem je opět analýza vstupní množiny dat, nalezení vzorců a pravidel
vztahů mezi vstupem a žádaným výstupem a především výsledné provádění predikce
výstupu na základě dosud neznámého vstupu. Dolování dat se orientuje převážně na
velké databáze a jiná obrovská množství dat, z nichž se snaží získat užitečné údaje.
Dolování dat se hojně využívá např. v komerční sféře, především pro analýzu cho-
vání zákazníků různých velkých společností, kupříkladu počet provolaných minut či
zaslaných SMS zpráv dané věkové skupiny zákazníků telefonního operátora, obvyklá
hodnota nákupu rodin v obchodním středisku a mnohé další.
Proces dolování dat lze obecně rozdělit do čtyř kroků:
• definice problému - základem každého procesu je pochopitelně stanovení cíle
projektu a požadavků, které je nutné splnit, v komerční sféře například již
zmíněná analýza chování konkrétní věkové skupiny zákazníků telefonního ope-
rátora za účelem vytvoření nového tarifu, který by byl pro danou skupinu
atraktivní,
• získání a příprava dat - získání dat většinou není problém, obzvláště v ko-
merční sféře, ať už běžné sledování provozu v telefonních sítích nebo údaje
ze zákaznických karet v obchodních řetězcích, klíčový je ale vhodný výběr
a úprava dat určených k analýze, odstraněním nerelevantních dat a vhodnou
úpravou formátu vybraných dat lze velmi výrazně urychlit následný proces
vytváření a vyhodnocování modelu,
• sestavení a vyhodnocení modelu - nejdůležitější fází celého procesu je sesta-
vení vhodného rozhodovacího modelu, který se snaží nalézt vztah mezi vstup-
ními daty a definovanými výstupy trénovací množiny, tyto zjištěné vzory poté
aplikovat na skutečná data a vyvodit příslušné závěry, vhodné je v této fázi
vyhodnotit, zda model splňuje požadavky stanovené v zadání projektu a lze
jej použít, nebo je třeba dalších úprav,
• použití získaných poznatků - poslední fází je nasazení vytvořeného modelu do
požadovaného prostředí a vyhodnocení výsledků, které jsou z tohoto prostředí
získány, tyto výsledky jsou poté použity pro splnění úkolu celého projektu,
např. již zmíněné vytvoření atraktivního tarifu vhodného pro danou skupinu
zákazníků.
Mezi metody tvorby modelu dolování dat a potažmo strojového učení patří např.
křížová validace, rozhodovací strom nebo metoda podpůrných vektorů (SVM), které
jsou použity i v rámci této práce a jsou popsány níže. [25]
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3 REALIZACE DETEKTORU
V předchozí části práce byla shrnuta teorie detekce objektu v obrazu, která je nutná
pro pochopení fungování vytvořené aplikace. Samotnou aplikací a novou metodou
se zabývá tato část práce. K jejímu vytvoření byl použit programovací jazyk Java
a knihovna OpenCV. Jejími hlavními funkcemi je detekce bodů zájmu, na jejich
základě pak vypočtení parametrů nové metody, následně popis příznaků bodů zájmu,
spojení příznaků, vypočtení matice homografie a nakonec nalezení detekovaného
objektu v prohledávaném obrazu a určení míry jeho podobnosti se vzorem.
Java je programovací jazyk, který je součástí softwarové platformy Java. Ta byla
vytvořena společností Sun Microsystems, která v roce 2010 přešla pod společnost
Oracle. [24] Jedná se o objektově orientovaný programovací jazyk, který ve světě
patří k nejpoužívanějším. Vyskytuje jak na počítačích v rámci platformy Java SE,
tak i na mobilních telefonech nebo čipových kartách. Platforma Java je otevřená a
volně stažitelná, pouze pro některé případy je omezeno její použití pomocí licence bi-
nárního kódu (Binary Code License). Knihovna OpenCV je volně dostupná (licence
BSD) knihovna obsahující metody pro úpravu a zpracování obrazu. Mimo jiné ob-
sahuje v teorii zmíněné metody pro detekci, popis a spojení bodů zájmu, mezi které
patří např. SIFT, SURF, FREAK či BRUTEFORCE. [22]
Součástí vyhodnocení přítomnosti objektu v obrazu je i model vytvořený me-
todami strojového učení v rámci softwaru Rapidminer. Tyto metody na základě
analýzy dat získaných z vytvořené aplikace sestaví model pro určení přítomnosti
objektu v prohledávaném obrazu pomocí parametrů nové metody. Kromě detekce
objektu dokáže tento model určit i míru podobnosti detekovaného objektu se vzo-
rem. [28]
3.1 Struktura aplikace
Aby mohla aplikace fungovat, potřebuje ke své činnosti dodatečné adresáře a sou-
bory. Mezi tyto patří adresář Database, Taken a Rapidminer5. V adresáři Database
je celkem 30 fotografií, z nichž každá zachycuje odlišný objekt. Jedná se o různo-
rodou směs objektů, od knih přes zářivky či ovladač až po slané brambůrky nebo
počítačové hry. Fotografie jsou ve většině případů pořízeny s bílým pozadím, aby tak
byl usnadněn průběh detekce. Dohromady tedy databázi aplikace tvoří 30 odlišných
objektů. V adresáři Taken je uloženo 5 fotografií objektu v reálném prostředí. Jedná
se o set fotografií objektu z různých úhlů pohledu a s různým pozadím. Těchto setů
bylo vytvořeno 30, jeden set fotografií pro každý objekt z databáze. Všechny sety
jsou uloženy v adresáři Taken_Pictures zahrnutém v Příloze. Adresář Rapidminer5
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obsahuje soubory programu Rapidminer, který byl použit pro vytvoření rozhodova-
cího modelu aplikace a jehož data jsou potřebná pro správnou funkci modelu. Ve
zde použité základní verzi se jedná o volně dostupný open source program. Pro fun-
gování modelu jsou také nezbytné soubory data.aml, data.dat, ModelData.dat
a Testing.rmp. Soubor .aml definuje formát vstupních dat, do souborů .dat se
ukládají data pro zpracování modelem a soubor .rmp definuje strukturu samotného
rozhodovacího modelu.
3.1.1 Rozdělení do tříd
Základem aplikace je samotný kód v jazyce Java. Ten je rozdělen celkem do šesti tříd.
Jedná se o třídy Calculations, Data_Mining, Homography_output, Image_Loader,
Keypoints a Main.
Nejvýznamnější je třída Main. Tato třída slouží ke spuštění samotné aplikace.
Jsou v ní načteny potřebné knihovny, inicializovány základní proměnné a spuštěna
základní funkce celé aplikace – funkce main. Zde jsou volány ostatní třídy za účelem
splnění úkonů jednotlivých kroků aplikace. Tyto kroky jsou popsány v následující
podkapitole.
Třída Image_Loader slouží k načtení dat fotografie z matice, do které byla ulo-
žena. Takto načtenou fotografii převede do odstínů šedi, což je vyžadováno pro
správné fungování metod knihovny OpenCV. Obsahuje také funkci pro snížení roz-
lišení dané fotografie a to z důvodů jak přehledného zobrazení na monitoru, tak
i časových. Čím větší rozlišení totiž fotografie má, tím déle trvá její analýza a vyhod-
nocení. Toto snížení rozlišení ovšem způsobí i snížení počtu detekovaných klíčových
bodů, proto je potřeba zvolit vhodný kompromis.
Třída Keypoints je hlavní výkonnou složkou aplikace, provádí totiž téměř všechny
úkony související s detekcí, popisem a spojením klíčových bodů. Obsahuje také funkci
pro speciální případ zápisu do datového souboru rozhodovacího modelu.
Třída Homography_output pracuje s daty ze třídy Keypoints. Na základě těchto
dat vytváří matici homografie, pomocí té provádí transformaci mezi porovnávanými
obrazy a díky tomu dokáže v prohledávaném obrazu nalézt a zvýraznit oblast, v níž
se nachází detekovaný objekt. Pomocí hodnot matice homografie jsou vypočteny
dva z parametrů použitých k vytvoření rozhodovacího modelu aplikace. Třída také
obsahuje funkci pro standadní zápis do datového souboru rozhodovacího modelu.
Třída Data_Mining je jádrem operací souvisejících s rozhodovacím modelem apli-
kace. Provádí inicializaci dat potřebných pro fungování modelu, následně načítá sa-
motný model a spouští jej. Model pak analyzuje a vyhodnotí dostupná data, uloží
výsledek a vymaže obsah datového souboru pro příští použití.
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Třída Calculations slouží výhradně pro výpočet parametrů, na jejichž základě
je vytvořen rozhodovací model aplikace. K tomu používá data třídy Keypoints. Hod-
noty těchto parametrů jsou poté třídou Homography_output zapsány do datového
souboru rozhodovacího modelu.
Obr. 3.1: Vývojový diagram aplikace
3.1.2 Průběh aplikace
Činnost aplikace lze rozdělit do dvou fází. V první fázi je jeden obraz ze setu vyfoce-
ného objektu porovnán s databází aplikace za účelem nalezení vzoru, který odpovídá
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vyfocenému objektu. Po nalezení nejlepšího vzoru je tento uložen a použit pro dru-
hou fázi. Ve druhé fázi aplikace použije získaný vzor a postupně jej porovnává se
všemi fotografiemi objektu (v setu je 5 fotografií). Získaná data vyhodnotí a zobrazí
fotografii objektu, na které nejvíce odpovídá nalezenému vzoru.
Po spuštění ze třídy Main začne aplikace vykonávat funkci main. Dochází k na-
čtení potřebných knihoven a inicializaci proměnných, především matic, do kterých
budou ukládána data jednotlivých fotografií. Poté začíná první fáze aplikace. Zavo-
láním metody ze třídy Image_Loader jsou do matice načtena data jedné fotografie ze
získaného setu a převedena do odstínů šedi. Tento obraz je pak postupně porovnáván
s obrazy databáze.
Porovnání je provedeno 30krát, jednou pro každý vzor v databázi, a vždy má
stejný průběh. Nejprve jsou načtena data daného vzoru do matice. Funkcí ze třídy
Image_Loader je poté provedeno snížení rozlišení porovnávaného obrazu i vzoru.
Následuje zavolání metody ze třídy Keypoints, která provede následující operace
nutné pro detekci objektu.
Základem je detekce bodů zájmu v obou obrazech. K tomu je využit detektor
SURF, jehož výhodou je velmi dobrá přesnost při vysoké výpočtové rychlosti. Je sice
méně přesný než detektor SIFT, ale je významně rychlejší. SURF tedy určí body
zájmu v obou obrazech a uloží je do matice klíčových bodů příslušných danému
obrazu. U detektoru lze ovlivnit počet získaných bodů zájmu nastavením hodnoty
prahování, pro kterou platí, že čím je hodnota vyšší, tím méně podrobné je vy-
hledávání. To vede ke zrychlení procesu hledání, ale sníží se tím počet nalezených
bodů zájmu. V důsledku toho může dojít k nenalezení hledaného objektu i přesto,
že při menší hodnotě prahování a tudíž většímu počtu bodů zájmu by ve stejném
obrazu byl objekt nalezen. Proto je nutné zvolit vhodný kompromis mezi počtem
detekovaných klíčových bodů a dobou výpočtu.
Následuje vytvoření popisovače klíčových bodů. K tomu je využit popisovač
FREAK, který je pro svou velkou výpočetní rychlost vhodný pro další zrychlení
detekce. Přitom si ovšem zachovává dostatečnou kvalitu popisu, aby se přesností
blížil pomalejšímu popisovači metody SURF (obr. 3.2).
Ve třetím kroku jsou získané klíčové body obou obrazů spojeny na základě podob-
nosti svých popisů pomocí metody BRUTEFORCE. Tato metoda je sice výpočtově
náročnější, než metoda FLANN, ale i tak si zachovává slušnou výpočetní rychlost
a její vyšší přesnost vyvažuje poněkud menší přesnost popisů vytvořených popiso-
vačem FREAK (obr. 3.3). Z množiny vytvořených spojení je pak zjištěna minimální
vzdálenost klíčových bodů. Tato vzdálenost je použita pro podmínku zařazení da-
ného spojení do množiny dobrých spojení, se kterou se dále pracuje. Filtrace je
potřebná, protože mnoho klíčových bodů bývá detekováno mimo hledaný objekt
a pomocí minimální vzdálenosti lze omezit počet spojení, která poté budou vyhod-
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Obr. 3.2: Detekované a popsané klíčové body obou obrazů
Obr. 3.3: Všechna vytvořená spojení klíčových bodů
nocována a zvětšit tak pravděpodobnost určení správné polohy objektu (obr. 3.4).
Pro vyznačení polohy objektu v prohledávaném obrazu je třeba na základě mno-
žiny dobrých spojení vypočítat matici homografie. Za tímto účelem je ze třídy Main
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Obr. 3.4: Filtrovaná spojení klíčových bodů
zavolána funkce třídy Homography_output. Toto volání je ovšem omezeno podmín-
kou, že v předchozích krocích musí být nalezeny alespoň 4 dobrá spojení. Pokud by
jich totiž bylo méně, nebylo by možné matici homografie vypočítat. V případě spl-
nění podmínky je vypočtena matice homografie na základě údajů získaných třídou
Keypoints. Následuje volání třídy Calculations, která provede výpočet většiny
parametrů, které slouží pro vytvoření rozhodovacího modelu. Tyto parametry jsou
popsány v podkapitole věnující se nové metodě. Pomocí získaných údajů a hodnot
matice homografie pak metoda třídy Homography_output vypočte dva zbývající pa-
rametry a hodnoty všech parametrů uloží do příslušných proměnných, ze kterých
pak budou jinou metodou zapsány do datového souboru. Nakonec je pomocí matice
homografie provedena transformace porovnávaného obrazu směrem ke vzorovému.
Pokud byl objekt detekován s dostatečnou přesností, je výsledkem zvýraznění ob-
lasti prohledávaného obrazu, ve kterém se nachází hledaný objekt (obr. 3.5). Poté
jsou ještě hodnoty vypočtených parametrů zapsány do datového souboru modelu.
Všechny tyto operace probíhají na pozadí aplikace. V případě nesplnění podmínky
o nalezení alespoň 4 dobrých spojení neproběhne žádná z výše zmíněných operací.
Místo toho je zavolána funkce třídy Keypoints pro speciální zápis do datového sou-
boru modelu, což zajišťuje strukturální integritu výsledného datasetu.
Po porovnání prohledávaného obrazu se všemi vzory databáze přichází na řadu
rozhodovací model aplikace. Zavoláním funkce třídy Data_Mining jsou inicializovány
soubory potřebné pro fungování modelu a poté je spuštěn samotný model. Ten
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Obr. 3.5: Objekt nalezen a vyznačen v prohledávaném obraze
provede analýzu hodnot vypočtených parametrů, tato data vyhodnotí a na jejich
základě provede predikci přítomnosti objektu v prohledávaném obrazu s určitou
mírou jistoty (confidence). Pokud je míra jistoty dostatečně vysoká, je daný vzor
uložen do pomocné matice. Po zpracování všech dostupných dat je příslušný datový
soubor vymazán a připraven k dalšímu použití.
Posledním krokem první fáze aplikace je načtení pomocné matice, do které byl
v předchozím kroku v případě úspěšné detekce uložen příslušný vzor. Pokud matice
skutečně obsahuje data některého ze vzorů databáze, jsou tato data načtena meto-
dou třídy Image_Loader a zobrazena v novém okně ve formě příslušné fotografie.
V opačném případě je aplikace ukončena a k druhé fázi nedojde.
V druhé fázi aplikace jsou data z pomocné matice uložena do matice vzorového
obrazu. Aplikace poté postupně načítá data jednotlivých obrazů ze setu vyfoceného
objektu a porovnává je se vzorem. Tento postup je totožný s postupem v první
fázi s tím rozdílem, že nyní je jediný vzor porovnáván s pěti fotografiemi stejného
objektu za účelem nalezení nejpodobnější fotografie. Podobnost objektu na fotografii
se vzorem je určena parametrem jistota (confidence). Nejlépe vyhovující fotografie ze
setu je pak vybrána a zobrazena v novém okně pomocí metody třídy Image_Loader.
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3.2 Nová metoda
Většina současných algoritmů pro detekci objektu je poměrně složitých. Velmi často
používají konvoluci obrazu s maticemi parciálních derivací, vytváří měřítkové pyra-
midy a podobně. Popisovače nalezených bodů také nepatří mezi jednoduché, počítají
lokální gradienty a jejich orientaci či odezvy na Haarovy vlnky. Cílem této práce bylo
vytvořit metodu pro rozpoznání přítomnosti objektu v prohledávaném obrazu a ur-
čení míry podobnosti nalezeného objektu s využitím klíčových bodů.
3.2.1 Princip fungování
Obr. 3.6: Schéma fungování celé aplikace
36
Fungování celé aplikace může být poněkud matoucí, proto je zde stručně a pře-
hledně shrnut celý cyklus aplikace. Jak lze vidět na obr. 3.6, základem je databáze,
ve které je 30 fotografií odlišných objektů, vyfocených na bílém pozadí (část data-
báze zachycuje obr. 3.7). Vstupními daty je pak 5 fotografií (Foto1 až Foto5), na
nichž je zachycen objekt (např. zářivka) v reálném prostředí. Foto1 je pak porov-
nána s každým obrazem v databázi. Následuje detekce přítomnosti objektu, nebo-li
nalezení správného vzoru z databáze. Detektor SURF používá k nalezení objektu pa-
rametr dobrá spojení, rozhodovací model používá níže zmíněné parametry analyzo-
vané metodami strojového učení. Touto analýzou získá hodnotu jistoty (confidence),
na jejímž základě zvolí konkrétní vzor a ve druhé fázi rozhodne o míře podobnosti
fotografií se vzorem. Vzor vybraný rozhodovacím modelem je brán jako správný a
je porovnán se všemi fotografiemi setu (Foto1 až Foto5). Rozhodovací model poté
vybere fotografii ze setu, která se nejvíce podobá vzoru. Zmíněných setů (set = 5
fotografií jednoho objektu z různých úhlů a s různým pozadím, např. obr. 3.8) bylo
pořízeno celkem 30, v každém setu byl zachycen odlišný objekt. Podrobný popis
fungování aplikace lze nalézt v podkapitole 3.1.2.
Obr. 3.7: Část databáze 30ti objektů
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Pro vytvoření rozhodovacího modelu byla použita trénovací množina dat a pro
vyhodnocení schopnosti detekce byla použita množina testovacích dat. Pro množinu
trénovacích dat byla použita jedna náhodně zvolená fotografie daného setu z rozmezí
Foto2 až Foto5. Tato fotografie (např. Foto4) byla porovnána s databází a získané
údaje byly použity pro vytvoření trénovací množiny dat. Tento postup byl zopa-
kován pro všech 30 setů. Pro vytvoření dat testovací množiny byla z každého setu
vybrána Foto1 a ta porovnána s databází. Pro trénovací množinu tedy byly použity
fotografie z rozsahu Foto2 až Foto5, pro testovací množinu vždy pouze Foto1. Díky
tomu jsou trénovací a testovací množina disjunktní.
Obr. 3.8: Set fotografií jednoho objektu (Foto1 až Foto5)
3.2.2 Parametry
Metoda využívá výhradně klíčové body a s nimi související hodnoty, jako je jejich
pozice v obrazu, jejich vzdálenost nebo počet vytvořených spojení. Pro získání klíčo-
vých bodů využívá existující detektory, v tomto případě detektor SURF. Díky němu
získá množinu klíčových bodů v obou obrazech a na základě jejich parametrů spo-
čítá potřebné hodnoty. Pro vytvoření rozhodovacího modelu pro samotnou detekci
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objektu jsou použity parametry definované v této podkapitole. Pro určení míry po-
dobnosti nalezeného a vzorového objektu slouží parametr jistota (confidence), který
je ale součástí až vytvořeného rozhodovacího modelu a proto bude popsán v násle-
dující podkapitole.
Prvním parametrem je již výše zmíněný počet dobrých spojení. Jedná se o počet
spojení klíčových bodů, která prošla jako vyhovující filtrací na základě minimální
vzdálenosti klíčových bodů jednoho spojení. Pomocí dobrých spojení je v klasických
detektorech určena oblast, ve které se nachází hledaný objekt a velká část těchto
spojení ukazuje právě přímo na hledaný objekt. Díky tomu je jejich počet poměrně
dobrým parametrem pro určení přítomnosti objektu v obrazu. Pokud totiž hledaný
objekt v obrazu není, bývá počet nalezených dobrých spojení velmi malý, protože
jsou spojeny klíčové body ležící v naprosto si neodpovídajících místech a většina
spojení je tak pomocí prahování odfiltrována.
Poměr vzdáleností klíčových bodů využívá jejich polohy v kartézské soustavě
souřadnic. Pro obě množiny klíčových bodů jsou pomocí Pythagorovy věty [19] spo-
čítány vzdálenosti mezi jednotlivými klíčovými body v dané množině. Vzdálenost
mezi dvojicí klíčových bodů vzorového obrazu je pak vydělena vzdáleností odpoví-
dajících dvojic klíčových bodů prohledávaného obrazu. To je provedeno pro celou
množinu klíčových bodů. Hodnoty jsou zaznamenávány, seřazeny a následně je vy-
počítán medián, jehož hodnota je použita pro vytvoření rozpoznávacího modelu.
Tento parametr lze použít i k určení míry podobnosti nalezeného objektu se vzoro-
vým. Jeho hodnota se blíží 1 pro velikost detekovaného obrazu přibližně odpovídající





(𝑘x)2 + (𝑘y)2, 𝑘x =| 𝑥1 − 𝑥2 |, (3.1)
kde 𝑃 je hodnota poměru vzdálenosti jedné dvojice klíčových bodů, medián se určí
z celé množiny těchto hodnot. Dále 𝑣1 a 𝑣2 jsou vzdálenosti dvojic klíčových bodů
vzorového a prohledávaného obrazu, 𝑘x a 𝑘y jsou odvěsny trojúhelníku, jehož pře-
pona tvoří hledanou vzdálenost a 𝑥1 a 𝑥2 je poloha prvního a následujícího klíčového
bodu v kartézské soustavě souřadnic obrazu. Hodnota 𝑣2 je vypočtena stejně jako
𝑣1, pouze jsou použity souřadnice prohledávaného obrazu a 𝑘y je spočteno stejně
jako 𝑘x, pouze jsou použity souřadnice osy 𝑦.
Rozdíl vzdáleností klíčových bodů vychází ze stejného principu jako předchozí
parametr. Výpočet vzdáleností provádí stejným způsobem s tím rozdílem, že na závěr
od vzdálenosti dvojic klíčových bodů vzorového obrazu odečte vzdálenosti odpoví-
dajících dvojic klíčových bodů prohledávaného obrazu. Stejně jako u předchozího je
to provedeno pro celou množinu hodnot. Opět je vypočten medián, jehož hodnota
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se tím více blíží 0, čím více je porovnávaný obraz podobný vzorovému. Pokud je
porovnávaný obraz velmi podobný, ale rozdílného měřítka, bude výsledná hodnota
výrazně odlišná od nuly. Tento problém řeší jeden z následujících parametrů. Výpo-
čet je následující:
𝑅 = 𝑣1 − 𝑣2, 𝑣1 =
√︁
(𝑘x)2 + (𝑘y)2, 𝑘x =| 𝑥1 − 𝑥2 |, (3.2)
kde 𝑅 je hodnota rozdílu vzdálenosti jedné dvojice klíčových bodů, medián se určí
z celé množiny těchto hodnot. Ve všem ostatním je výpočet totožný v výpočtem
předchozího parametru.
Počet přibližně stejných vzdáleností klíčových bodů vychází ze skutečnosti, že
pokud je objekt v prohledávaném obrazu nalezen, pak velká část spojení míří do
jedné oblasti prohledávaného obrazu. Díky tomu je mnoho těchto spojení přibližně
stejně dlouhých. Pokud objekt nalezen není, míří vytvořená spojení náhodně všemi
směry do celé oblasti prohledávaného obrazu a jejich délka se výrazně liší. Čím více je
tedy přibližně stejně dlouhých spojení klíčových bodů, tím větší je pravděpodobnost,
že se v obrazu hledaný objekt nachází. Vzdálenost spojení se opět vypočítá pomocí
Pythagorovy věty jako vzdálenost mezi odpovídajícími si klíčovými body množiny
vzorového a prohledávaného obrazu. Z těchto vzdáleností je opět spočítán medián
a pro stanovení rozsahu přijatých hodnot byla určena hranice +-10 % mediánu.
Dalším parametrem je rozdíl mediánů vzdáleností jednotlivých klíčových bodů.
Tento parametr se snaží vykompenzovat problém rozdílného měřítka detekovaného
a vzorového objektu. Jsou zde opět využity vypočítané vzdálenosti mezi klíčovými
body daných množin. Z těchto vzdáleností je spočítán medián. Medián množiny
klíčových bodů vzorového obrazu je vynásoben měřítkovým faktorem matice homo-
grafie a je od něj odečten medián množiny prohledávaného obrazu. Měřítkový faktor
je využit pro zohlednění změny rozměru nalezeného objektu oproti vzorovému. Vý-
sledná hodnota by tak měla při nalezení objektu být blízká nule. V praxi jsou ovšem
vyhodnoceny všechny klíčové body prohledávaného obrazu a ne pouze ty, které patří
hledanému objektu. Proto se výsledná hodnota může od nuly značně lišit.
Rozdíl vzdáleností klíčových bodů s transformačním faktorem je podobný pa-
rametru rozdíl vzdáleností klíčových bodů. Také vychází ze vzdáleností dvojic klí-
čových bodů a pro vzorový obraz je počítá stejným způsobem. U prohledávaného
obrazu jsou ale pro výpočet použity hodnoty transformačního faktoru matice homo-
grafie, které vyjadřují posunutí matice klíčových bodů podle os kartézské soustavy
souřadnic. Tato matice definuje oblast, ve které se nachází objekt ve vzorovém obrazu
a při identifikaci podobné matice v prohledávaném objektu vyjadřuje transformační
faktor její posunutí. Teoreticky by tak při stejném rozměru objektu ale jeho posunutí
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v obrazu měla být výsledná hodnota blízká nule. V praxi ovšem detekovaná matice
zahrnuje i klíčové body mimo detekovaný objekt a objekt mívá ne vždy stejný roz-
měr jako vzor. Výpočet je následující:
𝑅T = 𝑣1 − 𝑣2, 𝑣1 =
√︁
(𝑘x)2 + (𝑘y)2, 𝑣2 =
√︁
(0− 𝑡x)2 + (0− 𝑡y)2, (3.3)
kde 𝑅T je hodnota rozdílu vzdálenosti jedné dvojice klíčových bodů s transformač-
ním faktorem, 𝑣1 je vzdálenost mezi dvěma klíčovými body dané dvojice vzorového
obrazu, 𝑣2 vyjadřuje posun této dvojice na souřadnicích kartézské soustavy v pro-
hledávaném obrazu oproti vzorovému obrazu, 𝑡x je hodnota transformačního faktoru
osy x a 𝑡y je hodnota transformačního faktoru osy y.
Medián všech spojení je velmi jednoduchý parametr pro hrubý odhad, zda se
objekt v obrazu nachází či nikoliv. Zahrnuje množinu spojení všech klíčových bodů
mezi vzorovým a prohledávaným obrazem, tedy i ta spojení, která neukazují na
případný detekovaný objekt. U každého tohoto spojení je zjištěna jeho délka a z
množiny všech těchto vzdáleností je vytvořen medián. Základní myšlenka je ta, že
pokud většina spojení ukazuje do oblasti, ve které se nachází detekovaný objekt,
bude medián všech délek blízký hodnotě součtu šířky obou obrazů podělené dvěma.
Pokud se totiž v prohledávaném obrazu nachází objekt v podobném umístění, jako
ve vzorovém obrazu, bude mít délka mnoha spojení hodnotu blízkou právě této
zmíněné hodnotě.
Medián všech dobrých spojení pracuje v podstatě stejně, jako předchozí para-
metr. Na rozdíl od něj ale vyhodnocuje délky všech dobrých spojení a díky tomu
dává mnohem přesnější odhad přítomnosti objektu. Pokud se totiž většina dobrých
spojení soustředí do jedné oblasti prohledávaného obrazu, znamená to ve většině
případů, že se v té oblasti nachází hledaný objekt a dobrá spojení pak mají velmi
podobnou délku často se blížící součtu šířky obou obrazů podělené dvěma. Pokud
naopak dobrá spojení směřují do různých koutů prohledávaného obrazu, nedaří se
většinou objekt detekovat a délka jednotlivých dobrých spojení se značně liší.
Parametr kvadranty pracuje s polohou jednotlivých klíčových bodů v kartézské
soustavě souřadnic obrazu. Vzorový i prohledávaný obraz jsou rozděleny na 4 stejně
velké kvadranty a v každém z nich je zjištěn počet klíčových bodů (obr. 3.9). Počet
klíčových bodů v kvadrantu vzorového obrazu je podělen počtem klíčových bodů v
odpovídajícím kvadrantu prohledávaného obrazu. Tím je získán poměr počtu klí-
čových bodů v každém kvadrantu. Nakonec jsou tyto poměry sečteny a vyděleny
4. Tím získáme výsledek, který udává průměrnou hodnotu poměru počtu klíčových
bodů v jednotlivých kvadrantech obrazu.
Parametr střední oblast je stejně jako předchozí založen na zjištění a porovnání
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Obr. 3.9: Rozdělení obrazů do kvadrantů
počtu klíčových bodů v dané oblasti obrazu. Vychází ovšem také z předpokladu, že
objekt v prohledávaném obrazu bude vyfocen tak, aby zabíral střední část fotografie,
což odpovídá běžným zvyklostem pořizování fotografie určitého objektu. Ve vzoro-
vém i prohledávaném obrazu je proto vytyčena obdélníková oblast, jejíž střed leží
ve středu každého obrazu, její šířka je polovinou celkové šířky obrazu a její výška je
opět polovinou výšky celého obrazu. Počet klíčových bodů v této oblasti vzorového
obrazu je pak vydělen počtem klíčových bodů stejné oblasti prohledávaného obrazu
a výsledek tak dává poměr těchto dvou hodnot.
3.2.3 Rozhodovací model
Pro samotnou detekci přítomnosti objektu v prohledávaném obrazu je použit rozho-
dovací model. Jedná se o model, který je vytvořen pomocí technik strojového učení.
Tyto techniky umožňují vytvořit model na základě analýzy a vyhodnocení množiny
dat, který pak díky získaným údajům sám dokáže rozhodnout o přítomnosti hle-
daného objektu. Kromě samotné detekce ale dokáže i zhodnotit míru podobnosti
nalezeného objektu se vzorovým objektem. Toto zhodnocení prování pomocí para-
metru jistota (confidence).
Na základě analýzy a vyhodnocení dat, na kterých byl model postaven, zhodnotí
vstupní data, určí, zda je objekt přítomen a pomocí confidence vyjádří, jak moc
si je svým rozhodnutím jistý. Čím víc se hodnota confidence blíží 1, tím více si je
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model svým rozhodnutím jistý a tím více je v případě kladné detekce objekt podob-
nější vzorovému. V ideálním případě, na kterém je objekt totožný se vzorovým a
ve velmi podobném měřítku a poloze, je hodnota confidence 1. Model pak u dalších
porovnávaným obrazů zhodnotí, jak moc se od tohoto ideálního případu odlišují.
Pokud je detekovaný objekt různě natočen, změněn v měřítku nebo s různorodým
pozadím, začíná hodnota confidence klesat a tím vyjadřovat míru odlišnosti deteko-
vaného a vzorového objektu. Pokud je pak detekován objekt podobný, ale rozdílný
od vzorového, klesá hodnota confidence až k úrovni 0,5 a méně.
Kromě určení míry podobnosti detekovaného objektu je důležitá i samotná schop-
nost modelu detekovat přítomnost hledaného objektu. Ta je nejprve vyhodnocena
pro množinu trénovacích dat, tedy pro teoretický model. Množina trénovacích dat v
tomto případě zahrnovala 300 položek, z nichž 150 patřilo do podmnožiny „ANO“
(objekt se nacházel v prohledávaném obrazu) a 150 do podmnožiny „NE“ (objekt
se nenacházel v prohledávaném obrazu). Každá položka pak obsahovala údaje para-
metrů zmíněných v podkapitole 3.2.2, na jejichž základě pak byly položky pomocí
modelu rozřazeny do výsledných množin „ANO“ a „NE“. Tato data ovšem slouží pro
vytvoření a vyhodnocení teoretického modelu aplikovaného na trénovací množinu.
Vytvoření trénovací množiny dat pro praktický model bude podrobněji rozebráno
níže. Pro vytvoření množiny vstupních dat pro teoretický model byl použit každý
obraz ze všech 30 vyfocených setů, dohromady tedy 150 fotografií. Tyto fotografie
pak byly nejprve porovnány s odpovídajícími objekty v databázi, čímž vzniklo 150
položek „ANO“. Dále byly tyto fotografie porovnány s náhodně vybranými odliš-
nými objekty z databáze a tím bylo vytvořeno 150 položek „NE“. Celá množina 300
položek pak byla použita pro vyhodnocení přesnosti teoretického modelu.
Přesnost teoretického modelu je v tomto případě vyjádřena konkrétním číslem,
které je ovšem kombinací několika dalších přesnějších parametrů. V tabulce výsled-
ných hodnot (tab. ??) je tedy uvedena nejen přesnost (accuracy), ale i další para-
metry ovlivňující tuto přesnost. Prvním z nich je parametr kappa, který vyjadřuje
shodu mezi získanou a očekávanou přesností. Čím vyšší hodnota(v rozsahu od 0 do
1), tím více odpovídá získaná přesnost očekávané. Následuje parametr AUC(Area
Under the Curve), který lze využít především k vizualizaci a následnému roztří-
dění vyhodnocovaných parametrů podle jejich užitečnosti. Preciznost(precision) vy-
jadřuje míru správného určení pozitivního výsledku(objekt se v obrazu nachází)
v množině správných i špatných pozitivních určení označené jako množina všech





kde 𝑝 je preciznost, 𝑁TP jsou správná pozitivní určení a 𝑁PP všechna předpovězená
pozitiva. Úplnost(recall) udává míru správného určení pozitivního výsledku vztaže-




kde 𝑟 je úplnost, 𝑁TP jsou správná pozitivní určení a 𝑁RP počet skutečných po-
zitiv. Lift znázorňuje, jak moc je námi vytvořený model lepší než model pracující
na systému náhodného výběru. Parametr F-measure vzniká kombinací parametrů
preciznost a úplnost:
𝑓 = 2𝑝𝑟
𝑝+ 𝑟 , (3.6)
kde 𝑓 představuje parametr F-measure. Parametr youden je vytvořen sumou para-
metru citlivost (sensitivity), který je shodný s parametrem úplnost, parametru spe-
cifičnost (specificity), který představuje míru přesnosti určení negativního výsledku




kde s je specifičnost, 𝑁TN jsou správná negativní určení a 𝑁RN počet skutečných
negativ,
𝑦 = 𝑐+ 𝑠− 1, (3.8)
kde 𝑦 je youden a 𝑐 je citlivost. 𝑁PPV (pozitivní predikční hodnota) vyjadřuje po-
díl správných pozitivních určení v rámci všech pozitivních určení, tedy odpovídá
parametru preciznost. 𝑁NPV (negativní predikční hodnota) udává podíl správných





kde 𝑁TN jsou správná negativní určení a 𝑁PN všechna předpovězená negativa. [27]
K vyhodnocení teoretického modelu byla použita křížová validace typu vynech je-
den (leave-one-out), která byla postupně propojena s každou ze tří metod strojového
učení. Jedná se o metody 𝑘-NN (𝑘 nejbližších sousedů), SVM (metoda podpůrných
vektorů) a rozhodovací strom (decision tree). Křížová validace typu vynech jeden
spočívá v rozdělení vstupní množiny dat na 𝑁 disjunktních množin přibližně stejné
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velikosti, z nichž jedna je vybrána jako testovací množina a zbylé jako trénovací
množiny. Na základě trénovacích množin je sestaven model, který je následně otes-
tován na množině testovací. Poté se vybere jiná množina jako testovací a opět je
proveden stejný postup. Tento cyklus je prováděn, dokud není získáno 𝑁 odhadů
přesnosti modelu, na jejichž základě je pak model vyhodnocen. [13] V součinnosti
s touto technikou byla jako první využita metoda 𝑘-NN, u které se postupně měnil
parametr 𝑘 udávající počet nejbližších sousedů, na jejichž základě jsou data zařazena
do odpovídající výsledné množiny. Metoda funguje tak, že v okolí zkoumaných dat
nalezne 𝑘 nejbližších sousedů a podle toho, do které výsledné množiny patří většina
sousedů, určí příslušnost zkoumaných dat k dané množině. [31]
Dále byla využita metoda podpůrných vektorů SVM. Tato metoda funguje na
principu vytvoření nadroviny, v níž jsou trénovací data rozdělená do dvou polorovin
oddělených od sebe hranicí, jejíž šířku lze částečně měnit nastavením parametrů
SVM. Čím jsou nejbližší data obou polorovin vzdálenější, tím spolehlivější je jejich
zařazení do dané poloroviny a tím do výsledné množiny dat. Nastavovaným para-
metrem je u SVM parametr 𝐶 a 𝜀. 𝐶 ovlivňuje, jak velký vzájemný odstup dat
bude model brát jako hraniční. Při vysokých hodnotách 𝐶 bude hranice mezi po-
lorovinami užší a naopak širší při nízkých hodnotách 𝐶. 𝜀 pak určuje maximální
vzdálenost od hledané hodnoty, kdy je ještě nalezená hodnota považována za správ-








kde 𝑤 je normálový vektor nadroviny. [32]
Poslední metodou byl rozhodovací strom. Tato metoda, jak už název napovídá,
vytvoří model na bázi rozhodovacího stromu, kde v každém uzlu stromu jsou zkou-
maná data porovnávána s konkrétním parametrem a na základě tohoto srovnání
buďto zařazena do jedné z výsledných množin nebo poslána na následující uzel
stromu. U této metody byly měněny parametry minimální informační zisk (mini-
mal gain) a spolehlivost (confidence). Minimální informační zisk nastavuje hodnotu,
kterou musí data překročit, aby mohla být zařazena do jedné z výsledných množin.
Pro informační zisk atributu 𝐴 v množině příkladů 𝑃 platí:




kde 𝑧 je minimální informační zisk a entropie atributu nabývajícího 𝑛 různých hod-






kde 𝐻(𝐴) je množina všech hodnot atributu 𝐴 a 𝑃𝑐 je podmnožina 𝑃 , pro kterou
𝐴 nabývá hodnoty 𝑐. Spolehlivost vyjadřuje pravděpodobnost předpokládaného vý-
sledku při splnění určitých pravidel. Pro spolehlivost 𝑆 platí vztah:
𝑆(𝑋|𝑌 ) = 𝑃 (𝑋 ∩ 𝑌 )
𝑃 (𝑋) , (3.13)
kde 𝑋 jsou vstupní data, 𝑌 předpokládaný výsledek , 𝑃 (𝑋∩𝑌 ) značí pravděpodob-
nost výskytu 𝑋 i 𝑌 a 𝑃 (𝑋) pravděpodobnost výskytu vstupních dat, která splňují
námi definovaná pravidla. [23] [30] [27]
Tímto postupem byl vytvořen i základ praktického modelu. Pro vytvoření tré-
novací množiny byly opět použity sety vyfocených objektů a jejich porovnání s da-
tabází. Tentokrát ale nebyla porovnána každá fotografie setu s jedním obrazem da-
tabáze. Místo toho byla náhodně vybrána jedna fotografie setu z rozmezí Foto2 až
Foto5 a ta byla porovnána s celou databází. Tímto postupem byla vytvořena mno-
žina trénovacích dat, která obsahovala 30 položek „ANO“ a 870 položek „NE“. Zde
je vidět výrazný rozdíl oproti trénovací množině teoretického modelu. Zdroje dat
jsou stejné, mnohé položky a jejich hodnoty jsou přímo totožné, ale celkový počet
je u praktického modelu výrazně vyšší. Nižší počet položek „ANO“ je vhodnější,
protože pro konečné vyhodnocení modelu je porovnáno 30 fotografií s databází. Pří
výrazně vyšším počtu položek „ANO“ pak docházelo k identifikaci objektu v ne-
správném obrazu databáze, což snižovalo přesnost modelu. Naopak u položek „NE“
je vhodné mít co nejvíce údajů. Čím více případů je zamítnutých jako nevyhovují-
cích při trénování, tím menší je šance, že v praxi bude objekt detekován tam, kde ve
skutečnosti není. Původně byla použita množina 150 „ANO“ a 150 „NE“, ale ta do-
sahovala na testovací množině úspěšnosti detekce pouze 20%. Při použití 90 „ANO“
a 300 „NE“ již úspěšnost stoupla na 36,7% a pro výslednou trénovací množinu 30
„ANO“ a 870 „NE“ byla úspěšnost detekce na testovací množině 83,3%.
Nevýhodou metody je, že pro rozsáhlejší databáze pak výrazným tempem na-
růstá velikost množiny trénovacích dat, obzvláště v počtu položek „NE“, což vede
k obrovskému nárůstu času potřebného pro vyhodnocení pomocí křížové validace.
Pro získání základu praktického modelu proto byly použity výše zmíněné techniky
ovšem bez křížové validace, čímž se z vyhodnocení trvajícího déle než jeden den stala
otázka několika sekund. Tím sice získáme nepříliš přesný odhad přesnosti modelu,
ale skutečnou přesnost stejně získáme až jeho aplikováním na testovací množinu,
tudíž hodnoty provedeného vyhodnocení nehrají významnou roli. Takto vytvořený
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základ modelu pak zapíše svou strukturu a pravidla rozhodovacího stromu do sou-
boru ModelData.dat. Konečný praktický model Testing.rmp pak načte z tohoto
souboru svou strukturu, ze souboru data.aml formát vstupních dat a z data.dat
samotná testovací data. Takto je pak vyhodnocena přesnost detekce praktického
modelu. Z metod strojového učení je v modelu použit rozhodovací strom, jelikož
dosahoval nejlepších výsledků, jak je uvedeno níže.
3.2.4 Vyhodnocení
Nejprve je vyhodnocen teoretický model. Tento model je dobrý pro určení přibližné
přesnosti modelu, který bude aplikován na reálná data. Dobrým příkladem může
být hod kostkou se šesti různými hodnotami. Pokud bychom chtěli znát pravděpo-
dobnost hodu konkrétní hodnoty, např. 6, použili bychom teorii pravděpodobnosti a
zjistili, že šance je přibližně 16,7%. Teoretický model by tedy dával pravděpodobnost
16,7%. Pokud bychom ovšem ověřovali tento přípda v praxi např. na 100 hodech,
snadno by mohlo dojít k tomu, že pravděpodobnost hodu 6 bude odlišná a bude se
pohybovat někde v rozmezí 10 až 20%. Model použitý v praxi by tak dal jiný vý-
sledek než teoretický. Pokud bychom hod provedli 10000krát, výsledek by se velmi
přiblížil oněm 16,7%. Takový počet pokusů s modelem této práce je ovšem v přiděle-
ném čase neproveditelný, proto je vyhodnocena schopnost detekce jak teoretického,
tak i aplikovaného modelu.
Výsledky vyhodnocení schopnosti detekce modelu jsou shrnuty v tab. 3.1. Pro
metodu 𝑘-NN byla dosažena nejvyšší přesnost 73 % a to pro 10 nejbližších sousedů.
Jak již bylo zmíněno, ostatní parametry v tabulce dávají dohromady výslednou přes-
nost a jejich hodnota se tedy odvíjí od hodnoty celkové přesnosti. Z tabulky lze vidět,
že při zvyšování počtu sousedů pomalu vzrůstá i přesnost modelu. Tento trend byl
očekáván, protože malý počet sousedů logicky poskytuje menší jistotu správného
zařazení než velký počet sousedů. Je totiž nepravděpodobné, že by zkoumaná data
patřila do množiny „NE“, když 10 nejbližších sousedů patří do množiny „ANO“.
Nárůst je zde ovšem velmi pomalý, což může být dáno různorodostí trénovací mno-
žiny, kdy zkoumaný bod je obklopen podobným počtem bodů „ANO“ i „NE“ a není
tedy jednoduché určit, kam skutečně patří.
Pro metodu SVM byla nejvyšší dosažená přesnost 80,33 % pro hodnoty 𝐶/𝜀
100,0/0,1. V tabulce lze vidět, že nejvyšší přesnosti bylo ve většině případů dosaženo
při vyšších hodnotách 𝐶 a to pro všechny použité hodnoty 𝜀. Při porovnání přesností,
které odpovídají konkrétním hodnotám 𝐶 v jednotlivých rozsazích 𝜀, si lze všimnout,
že se tyto přesnosti liší pouze o jednotky procent. Přesnosti 81,5 % bylo pak jako
nejvyšší dosaženo u metody rozhodovacího stromu. Při pohledu do tabulky si lze na
první pohled všimnout, že při změně parametru minimální zisk se pro dané hodnoty
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Tab. 3.1: Výsledky teoretického modelu pro jednotlivé metody
jistoty hodnoty přesnosti přímo opakují nebo jsou si velmi blízké.
Z výsledků jednotlivých metod je patrné, že pro teoretický model vychází jako
nejlepší metoda rozhodovacího stromu s přesností 81,5 %, za kterou následuje me-
toda SVM s hodnotou 80,33 % a nakonec metoda 𝑘-NN se 73,0 %. Tyto výsledky
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platí pro teoretický model a na grafu lze vidět jejich srovnání s metodou náhod-
ného hádání. Jedná se o jednoduchý postup, kdy u dvojice porovnávaných obrazů
bez jakýchkoliv podkladů pouze hádáme, zda se v obrazu objekt nachází či niko-
liv. Teoretická úspěšnost je pak dle teorie pravděpodobnosti 50 %. Zde je použita
pro ilustraci schopností detekce vytvořeného modelu oproti situaci bez jakéhokoliv
modelu (obr. 3.10).
Obr. 3.10: Teoretická úspěšnost detekce jednotlivých metod
Jednu z částí rozhodovacího stromu teoretického modelu lze vidět na obr. 3.11,
kde 𝑅t je rozdíl vzdáleností klíčových bodů s transformačním faktorem, 𝑁sv značí
počet přibližně stejných vzdáleností a 𝑆m je medián všech spojení. Každý uzel tohoto
stromu představuje parametr, na jehož základě jsou data rozdělována do výsledných
množin. Větve stromu jsou označeny hodnotami, které model vyhodnotil jako hra-
niční pro zařazení dat do jedné či druhé skupiny. Modrá barva označuje data správně
patřící do množiny „ANO“ a červená barva značí data správně patřící do množiny
„NE“. Na této části stromu lze vidět, že za rozdílných hodnot nadřazeného para-
metru může stejná hodnota následujícího parametru znamenat zařazení do rozdílné
výsledné skupiny. Např. při hodnotě 110 parametru 𝑁sv je výsledná množina „NE“
pro 𝑅t > 250,7, ale pro 𝑅t > 250,7 a zároveň 𝑆m < 477 je výsledná množina „ANO“.
Praktický model byl vytvořen pomocí metody rozhodovacího stromu, která dosa-
hovala u teoretického modelu nejvyšší úspěšnosti detekce. Pro vyhodnocení praktic-
kého modelu ale bylo použito přímo srovnání jednotlivých fotografií setů s databází.
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Obr. 3.11: Část rozhodovacího stromu teoretického modelu
Postupně byla brána první fotografie každého setu a ta byla porovnána s data-
bází za účelem nalezení odpovídajícího vzoru. To bylo provedeno celkem 30krát a
bylo dosaženo úspěšnosti detekce 83,3 %. Průměrná hodnota jistoty (confidence)
detekovaných objektů byla 88,3 %. Úspěšnou detekci lze vidět na obr. ??, neúspěš-
nou na obr. 3.14. Dále bylo provedeno vyhodnocení úspěšnosti detekce pro detektor
SURF, SIFT a kombinaci detektoru SURF a popisovače FREAK. Pro vyhodnocení
úspěšné detekce v těchto případech byl použit parametr dobrá spojení, přičemž vzor
z databáze mající nejvíce dobrých spojení s fotografií ze setu byl vyhodnocen jako
správný. Parametr dobrá spojení je použit, protože je jedním z klíčových a snadno
zjistitelných parametrů pro detekci objektu standardním způsobem. Při nedostatku
dobrých spojení nelze ani vypočítat matici homografie, která určuje polohu dete-
kovaného objektu. Navíc také u těchto detektorů obecně platí, že pokud se objekt
v obrazu nenachází, bývá počet dobrých spojení zpravidla velmi nízký a naopak,
počet rychle roste v případě, že se objekt v obrazu nachází. Proto je parametr dobrá
spojení jednou z nejvhodnějších hodnot získaných z provedené detekce pro vyhod-
nocení přítomnosti objektu. Pro kombinaci SURF/FREAK byla dosažena úspěšnost
detekce 30 %, pro SIFT 36,67 % a pro samotný SURF pak 40 % (viz obr. 3.12).
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Obr. 3.12: Skutečná úspěšnost detekce jednotlivých metod
V druhé fázi aplikace pak již pouze vezme získaný vzor z databáze a porovnává
jej postupně se všemi fotografiemi daného setu (Foto1 až Foto5). Pro každou foto-
grafii jsou provedeny stejné operace detekce jako v první fázi aplikace a rozhodovací
model pak na závěr vybere fotografii, která je vybranému vzoru nejpodobnější. Tuto
fotografii pak aplikace zobrazí. Podobnost fotografie a vzoru je dána parametrem
confidence, jak již bylo zmíněno výše. Pro většinu setů byla hodnota confidence vý-
sledné fotografie rovna 1, což značí, že objekt na této fotografii je téměř totožný se
vzorem z databáze. Průměrná hodnota confidence pak byla 95,6 %.
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Obr. 3.13: Úspěšná detekce (vlevo Foto1, vpravo vzor z databáze)
Obr. 3.14: Neúspěšná detekce (vlevo Foto1, vpravo vzor z databáze)
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4 ZÁVĚR
V této práci byla v prvních dvou kapitolách shrnuta problematika detekce objektu
v obrazu a strojového učení. Byl zde podrobně popsán postup detekce a to krok za
krokem, přičemž u každého kroku byly uvedeny nejpoužívanější algoritmy pro danou
funkci a jejich základní princip. Dále byla vytvořena aplikace využívající získaných
teoretických poznatků, která dokáže pomocí existujících metod detekovat hledaný
objekt v prohledávaném obrazu.
Hlavním přínosem této práce je ovšem vytvoření nové metody pro určení pří-
tomnosti hledaného objektu v obrazu a pro zhodnocení míry podobnosti nalezeného
a vzorového objektu. Tato metoda, její parametry a zabudování do aplikace je po-
drobně popsána ve třetí kapitole. Na základě dat získaných pomocí této nové me-
tody pak byl vytvořen rozhodovací model pomocí metod strojového učení. Model
byl vytvořen díky trénovací množině o 300 položkách. Sama trénovací množina byla
vytvořena porovnáváním setů fotografií reálných objektů s databází vzorů, která ob-
sahuje 30 fotografií navzájem odlišných objektů. Nejvyšší úspěšnost detekce takto
vytvořeného teoretického modelu byla pro metodu 𝑘-NN 73 %, pro metodu SVN
80,33 % a pro metodu rozhodovacího stromu 81,5 %. Tyto hodnoty udávají teo-
retickou schopnost detekce modelu, což je vysvětleno v podkapitole Vyhodnocení.
Vytvoření praktického modelu proběhlo obdobným způsobem, ale jeho vyhodnocení
pak proběhlo reálným použitím modelu. Model byl aplikován na zmíněnou databázi
30ti objektů a bylo sledováno, v kolika případech a s jakou mírou jistoty detekuje
hledaný objekt. Úspěšnost detekce nové metody dosáhla vysoké hodnoty 83,3 %, což
výrazně překonává detektor SIFT s úspěšností 36,67 %, detektor SURF s 40 % a
kombinaci detektoru SURF a popisovače FREAK s 30 %. Průměrná hodnota jistoty
(confidence) detekovaných objektů pak byla 88,3 %. Z toho lze usoudit, že detekované
objekty byly velmi podobné vzorovým. Kromě nalezení správného vzoru z databáze
pak ještě aplikace znovu použije rozhodovací model pro porovnání daného vzoru
s celým setem objektu a vybere fotografii nejvíce podobnou vzoru. Hodnota jistoty
u takto vybraných fotografií dosahovala průměrně 95,6 %.
Výhodou této nové metody je tedy výrazně vyšší úspěšnost detekce objektu
a schopnost určit míru podobnosti se vzorem. Nevýhodou je velikost potřebné mno-
žiny dat, časová náročnost vyhodnocení teoretického modelu a výpočetní náročnost
samotných procesů detekce. Pro vyřešení výpočetních problémů by bylo možné po-
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AUC oblast pod křivkou – Area Under the Curve
BRIEF popisovač BRIEF – Binary Robust Independent Elementary Features
BRISK detektor BRISK – Binary Robust Invariant Scalable Keypoints
BSD licence pro volně šiřitelný software – Berkeley Software Distribution
license
DoG rozdíl Gaussů – Difference of Gaussians
FAST detektor rohů FAST – Features from Accelerated Segment Test
FLANN algoritmy FLANN – Fast Library for Approximate Nearest Neighbors
FREAK popisovač FREAK – Fast Retina Keypoint
HoG popisovač histogramů orientovaných gradientů – Histograms of
oriented Gradient
𝑘-NN 𝑘 nejbližšíh sousedů – 𝑘 Nearest Neighbours
LoG Laplacinán-Gauss detektor – The Laplacian of Gaussian detector
ORB detektor ORB – Oriented FAST and Rotated BRIEF
SIFT detektor SIFT – Scale-Invariant Feature Transform
SURF detektor SURF – Speeded Up Robust Features
SVM Metoda podpůrných vektorů – Support Vector Machine
58
SEZNAM PŘÍLOH
A Obsah přiloženého CD 60
59
A OBSAH PŘILOŽENÉHO CD
• Aplikace (adresář)
– Aplikace_JAR (adresář souborů pro spuštění aplikace bez Eclipse)
– SURF_Pictures.zip (archiv obsahující soubory pro export projektu do
prostředí Eclipse)
– Příslušenství aplikace (popis souborů nutných pro fungování aplikace)
• Diplomova_prace (elektronická verze práce)
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