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Resumen
El fraude con tarjetas de cre´dito es uno de los problemas ma´s importantes a
los que se enfrentan actualmente las entidades financieras. Si bien la tecnolog´ıa ha
permitido aumentar la seguridad en las tarjetas de cre´dito con el uso de claves PIN,
la introduccio´n de chips en las tarjetas, el uso de claves adicionales como tokens y
mejoras en la reglamentacio´n de su uso, tambie´n es una necesidad para las entidades
bancarias, actuar de manera preventiva frente a este crimen. Para actuar de manera
preventiva es necesario monitorear en tiempo real las operaciones que se realizan y
tener la capacidad de reaccionar oportunamente frente a alguna operacio´n dudosa
que se realice.
La te´cnica de Clustering frente a esta problema´tica es un me´todo muy utiliza-
do puesto que permite la agrupacio´n de datos lo que permitira´ clasificarlos por su
similitud de acuerdo a alguna me´trica, esta medida de similaridad esta´ basada en
los atributos que describen a los objetos. Adema´s e´sta te´cnica es muy sensible a la
herramienta Outlier que se caracteriza por el impacto que causa sobre el estad´ıstico
cuando va a analizar los datos.
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Abstract
The credit card fraud is one of the most important problems currently facing fi-
nancial institutions. While technology has enhanced security in credit cards with the
use of PINs, the introduction of chips on the cards, the use of additional keys as
tokens and improvements in the regulation of their use, is also a need for banks, act
preemptively against this crime. To act proactively need real-time monitoring opera-
tions are carried out and have the ability to react promptly against any questionable
transaction that takes place.
Clustering technique tackle this problem is a common method since it allows
the grouping of data allowing classifying them by their similarity according to some
metric, this measure of similarity is based on the attributes that describe the objects.
Moreover, this technique is very sensitive to Outlier tool that is characterized by the
impact they cause on the statistic when going to analyze the data.
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Cap´ıtulo 1
Introduccio´n
1.1. Fraudes en el uso de tarjetas de cre´dito
El fraude con tarjetas de cre´dito es uno de los problemas ma´s importantes a los que
se enfrentan actualmente las entidades financieras. Algunas publicaciones calculan un
aproximado de $2,5 mil millones de pe´rdidas mundiales en el an˜o 2002 [Bhatla, 2003]
y para el an˜o 2007 se estimo´ que en EEUU se ha perdido $3,5 mil millones de do´lares.
Otros reportes, como el de Visa International, muestra que por cada do´lar consumido
con una tarjeta de cre´dito, 0.05 centavos corresponden a un fraude [Newman, 2003].
Si bien la tecnolog´ıa ha permitido aumentar la seguridad en las tarjetas de cre´dito
con el uso de claves PIN, la introduccio´n de chips en las tarjetas, y el uso de dis-
positivos adicionales como tokens y tarjetas coordenadas, tambie´n es una necesidad
para las entidades bancarias, actuar de manera preventiva frente a este crimen. Sobre
todo si tenemos en cuenta que en algunos casos los criminales cometen este tipo de
delitos sin su presencia f´ısica, sino valie´ndose de los canales de atencio´n electro´nicos
que ofrecen los bancos.
Existen ba´sicamente dos formas de actuar de las personas que cometen este tipo
de delitos [Garcia, 2003]: por un lado la obtencio´n de la tarjeta f´ısica como tal y por
el otro la grabacio´n de los datos de la banda magne´tica para su posterior utilizacio´n,
ya sea a trave´s de una nueva tarjeta o utilizando los datos en compras realizadas a
trave´s de Internet.
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En el primero de los casos, en los que los delincuentes obtienen la tarjeta f´ısica,
una forma de obtenerla discretamente para as´ı cometer su delito es la siguiente:
En la ranura, donde se debe introducir la tarjeta, se coloca una nueva ranura que
llevara´ una tope para que la tarjeta, al ser introducida, no llegue al cajero. De
este modo se ha conseguido que la tarjeta quede atrapada, tal como se muestra
en la 1.1.
Aprovechando el hecho, uno de los delincuentes se acercara´ al usuario de la
tarjeta y le comentara´ que a e´l le ha sucedido lo mismo, y que debe marcar
una serie de nu´meros y para terminar su clave personal, que el delincuente
estara´ mirando y memorizando.
El siguiente paso, una vez que el duen˜o de la tarjeta se ha ido, confiado de que
resolvera´n su problema, consiste en que un segundo delincuente (co´mplice del
primero) se acerque al cajero y retire la tarjeta, con lo que ya disponen de la
tarjeta y de la clave personal.
Figura 1.1: Alteracio´n de la ranura de un cajero automa´tico
Otras de las formas frecuentes de actuar consisten en obtener los datos de la
tarjeta y posteriormente grabarlos en otra para poder operar con ella. Existen en el
mercado multitud de lectoras/grabadoras de bandas magne´ticas, que facilitan a los
delincuentes esta tarea.
En todos los casos no es necesario hacer una copia material o f´ısica de la tarjeta de
cre´dito para llevar a cabo un uso fraudulento de la misma, se pueden hacer compras
a trave´s de Internet, es decir, mediante comercio electro´nico utilizando el nu´mero de
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tarjeta y la fecha de caducidad. Esta forma de comprar con la tarjeta de cre´dito es
una de las ma´s difundidas, si tomamos como ejemplo a pa´ıses como Espan˜a, podemos
ver que ma´s del 39% utiliza este medio de pago [ONTSIII, 2007] para sus compras
por internet tal como se muestra en la figura 1.2.
Figura 1.2: Uso de tarjeta de cre´dito para compras por internet en Espan˜a
Para actuar de manera preventiva es necesario monitorear en tiempo real las
operaciones que se realizan y tener la capacidad de reaccionar oportunamente frente
a alguna operacio´n dudosa que se realice. Esta falta de monitoreo transaccional de los
canales de operacio´n, conlleva a cierta vulnerabilidad al fraude bancario, pues a pesar
que estos canales controlan el nu´mero de operaciones y el importe de las mismas, no
garantizan que la persona que esta´ realizando la operacio´n sea un defraudador.
Las entidades financieras ante la existencia de fraudes electro´nicos, solo env´ıan
comunicados de alerta a los clientes sobre las modalidades de fraude ma´s utilizadas
y recomiendan que acciones tomar para no caer en alguna de ellas. Sin embargo las
entidades financieras podr´ıan proteger a sus clientes utilizando te´cnicas de miner´ıa
de datos y en forma automa´tica generar alertas sobre operaciones fraudulentas. Para
detectar este tipo de operaciones, primero es necesario identificar el comportamiento
comu´n de los clientes y luego detectar aquellas operaciones que salgan fuera de lo
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comu´n como posibles intentos de fraudes. Las te´cnicas de agrupamiento y deteccio´n
de comportamiento fuera de serie que nos permiten realizar estas tareas. Estas te´cnicas
sera´n revisadas en la presente disertacio´n.
1.2. Objetivos
Revisar un conjunto de te´cnicas de agrupamiento, tambie´n conocidas como
clustering, que permita encontrar grupos usuarios de tarjeta de cre´dito sin un
conocimiento previo de los mismos y a partir de datos de clientes y sus con-
sumos, que son guardados por las entidades financieras emisoras de tarjetas de
cre´dito.
Revisar un conjunto de te´cnicas para la deteccio´n de comportamiento fuera de
serie, tambie´n conocidas como outliers detection, de tal manera que permita
encontrar aquellos consumos de clientes que se escapan a un patro´n de compor-
tamiento comu´n.
Implementar una aplicacio´n que permita validar el me´todo propuesto en cuanto
a bu´squeda de grupos y deteccio´n de comportamientos fuera de serie
1.3. Justificacio´n
Actualmente las entidades financieras requieren explotar la informacio´n almace-
nada en sus bases de datos, producto de sus transacciones y operaciones diarias, con
la finalidad de conocer el comportamiento del cliente y as´ı obtener un alto nivel de
competitividad y posibilidades de desarrollo, considerando para ello la prevencio´n del
fraude. Es en este contexto que Data Mining sobresale como un conjunto de te´cnicas
para transformar y explotar los datos con el fin de extraer conocimiento u´til para la
toma de decisiones.
Para este tipo de necesidad han surgido soluciones de deteccio´n de comportamien-
to, considerando para ello las te´cnicas de Data Mining, utilizadas para clasificar a los
clientes bajo ciertos patrones de comportamiento.
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Las te´cnicas consideradas en el desarrollo de e´ste trabajo esta´n basadas en Cluster-
ing y Deteccio´n de Outliers, ambas se complementan para poder identificar patrones
de comportamiento y detectar anomal´ıas en los mismos, los cuales son perjudiciales
para el cliente y la empresa financiera, considerando para el caso de estudio el fraude
por uso de tarjeta de cre´dito, registra´ndose operaciones en diferentes horarios y lu-
gares, no realizadas por el propietario de la tarjeta.
Cabe resaltar que las te´cnicas en estudio permiten clasificar a los clientes, sin
conocimiento previo de los mismos, lo cual facilita la toma de decisiones a la entidad
financiera afectada.
Cap´ıtulo 2
Marco Teo´rico
2.1. Tarjetas de Cre´dito
2.1.1. Antecedentes
El origen de las tarjetas de cre´dito se remonta a las tarjetas comerciales emitidas
a mediados del siglo XX por compan˜´ıas de hosteler´ıa en los Estados Unidos, con el
fin de facilitar a sus clientes el pago aplazado. En las de´cadas siguientes los grandes
sistemas de tarjetas se extendieron a Europa. Y con el tiempo las entidades financieras
se fueron convirtiendo en los principales emisores de las tarjetas. Surgen as´ı las tarjetas
de cre´dito bancarias, en las que entre el comerciante y el cliente aparece un tercero,
la entidad financiera emisora de la tarjeta [Zunzunegui01].
2.1.2. Definicio´n
La Tarjeta de Cre´dito es un instrumento de cre´dito que permite diferir el cumplim-
iento de las obligaciones monetarias asumidas con su sola presentacio´n, sin la necesi-
dad de previamente provisionar fondos a la entidad que asume la deuda, que general-
mente son Bancos u otra empresa del Sistema Financiero [Patroni, 2003].
La tarjeta de Cre´dito es el Medio de Pago ma´s usado, esto se debe ba´sicamente
a su fa´cil uso, caracter´ıstica esencial de este medio de pago, y por la seguridad que
brinda tanto al vendedor, ya que existe alguna entidad financiera que respalda al con-
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sumidor, as´ı como para el consumidor ya que frecuentemente las Tarjetas de Cre´dito
se encuentran amparadas por seguros. Asimismo, existe la confianza generalizada que
las operaciones que se realizan utilizando Tarjetas de Cre´dito, esta´n ma´s que probadas
y cuentan con todas las garant´ıas.
En el Peru´, la Tarjeta de Cre´dito se encuentra regulada mediante Resolucio´n SBS
N◦ 271-2000 - Reglamento de Tarjetas de Cre´dito - el cual conceptualiza la Tarjeta de
Cre´dito como un contrato mediante el cual una empresa concede una l´ınea de cre´dito
al titular por un lapso determinado y entrega por tanto una tarjeta de cre´dito, con la
finalidad que el usuario de la tarjeta adquiera bienes o servicios en los establecimientos
afiliados.
En conclusio´n debemos decir que, la tarjeta de cre´dito se trata de una l´ınea de
cre´dito abierta a favor del cliente por una entidad emisora, esta puede ser entidades
financiera supervisadas por la Superintendencia de Banca y Seguros o empresas com-
erciales que emiten sus propias cartas de cre´dito.
Es fundamental tener en cuenta que para que la Tarjeta de Cre´dito tenga validez,
esta debe contener [Patroni, 2003]:
La denominacio´n de la empresa que emite la tarjeta
El sistema de tarjeta de cre´dito al que pertenece
Numeracio´n codificada de la tarjeta
Nombre del usuario de la tarjeta y su firma
Fecha de vencimiento
La indicacio´n expresa del a´mbito geogra´fico de validez. En caso de faltar este
requisito, se entiende sin admitir prueba en contra que su validez es interna-
cional.
2.1.3. Flujo Transactional
Este flujo o sistema se inicia cuando un consumidor obtiene una de tarjeta de
cre´dito a trave´s de un banco Emisor, quien le aprueba previa evaluacio´n de su capaci-
dad de endeudamiento y le otorga una l´ınea de cre´dito. El consumidor, ahora es un
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Cliente y al recibir la tarjeta es un Tarjeta Habiente, que le permite comprar bienes
y servicios en todos aquellos comercios que aceptan esta tarjeta como forma de pago.
Para hacer uso de su l´ınea de cre´dito, el Cliente requiere una tarjeta de pla´stico, con
el nu´mero identificador de la tarjeta y ciertos datos estampados, cinta magne´tica en
el reverso y caracter´ısticas de seguridad que pueden estar en el reverso y el anverso.
Los Emisores, son requeridos como resultado de su asociacio´n con las operadoras
internacionales de tarjetas de cre´dito como por ejemplo: Visa, Master Card o Ameri-
can Express, para que cumplan con ciertos requisitos espec´ıficos para cada marca, en
la preparacio´n de las tarjetas con el fin de que estas sean aceptadas en todas partes.
Por otro lado, los comerciantes acuerdan con una institucio´n financiera, que en ade-
lante llamaremos Adquirente, la aceptacio´n de las tarjetas de cre´dito como forma de
pago. Con este fin, el comercio, abre una cuenta con el Banco Emisor. Este acuerdo
permite que el comerciante venda sus productos y servicios a los clientes portadores
de las tarjetas. La aceptacio´n de las tarjetas implica en la mayor´ıa de casos, el env´ıo de
transacciones electro´nicas, a trave´s de un punto de venta, al operador de la tarjeta el
cual tiene comunicacio´n con el emisor de la tarjeta y solicita la autorizacio´n de pago.
El Banco Emisor revisa la cuenta del cliente para verificar su conformidad y responde
aprobando o negando la operacio´n. Esta respuesta la recibe el adquiriente a trave´s
del punto de venta. La aprobacio´n implica que el banco emisor acuerda reembolsar
el monto de la compra al adquirente, quien a su vez lo depositara´ en la cuenta del
comerciante. El depo´sito en la cuenta es realizado al final del d´ıa, el punto de venta
env´ıa al banco emisor el resumen de las ventas efectuadas a trave´s de un proceso por
lotes. Tambie´n es posible realizarlo mediante resu´menes de venta que el adquiriente
llena manualmente y que deposita en las ventanillas del banco, a este resumen anexa
los comprobantes firmados por cada uno de sus tarjetas habientes. En la siguiente
figura se muestra el resumen del flujo expuesto.
2.2. Fraudes con Tarjeta de Cre´dito
El fraude con tarjeta de cre´dito implica el uso ilegal de la informacio´n o de la
tarjeta de cre´dito f´ısica de una persona con el propo´sito de realizar compras o extraer
fondos de su l´ınea de cre´dito.
En el Peru´ existe un promedio de 450 usuarios de tarjetas de cre´dito que denuncian
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Figura 2.1: Flujo transaccional de una tarjeta de cre´dito
mensualmente fraude electro´nico por consumos no realizados mediante transacciones
financieras, cobros indebidos y reporte no justificado a centrales de riesgo [REF01].
Debido a la popularidad de las compras en l´ınea, los delincuentes ya no necesitan una
tarjeta de cre´dito f´ısica. Con el nombre del titular, el nu´mero de la tarjeta de cre´dito
y la fecha de vencimiento es suficiente.
Los tipos de fraude ma´s comunes con tarjetas de cre´dito son:
Virus troyano
Los virus troyanos son programas malintencionados capaces de alojarse en la pc de
un cliente y permitir el acceso a usuarios externos, a trave´s de una red local o de In-
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ternet, con el fin de recabar informacio´n. Suele ser un programa alojado dentro de una
aplicacio´n, una imagen, un archivo de mu´sica u otro elemento de apariencia inocente,
que se instala en el sistema al ejecutar el archivo que lo contiene. Una vez instalado
parece realizar una funcio´n u´til (aunque cierto tipo de troyanos permanecen ocultos y
por tal motivo los antivirus o anti troyanos no los eliminan) pero internamente realiza
otras tareas de las que el usuario no es consciente.
Cambio de tarjeta
Los estafadores al ver que un cliente va a retirar dinero en un cajero automa´tico
se le acercan, ofrecie´ndole ayuda o hacie´ndole alguna pregunta, confundie´ndole y
as´ı logrando cambiar su tarjeta por otra del mismo banco pero que ya es inservible
(Lo ma´s probable de otra v´ıctima) luego de haberle cambiado la tarjeta se encargan
de observar la clave secreta y de esta manera obtienen los datos y realizan los retiros
de dinero de su cuenta.
Duplicado de tarjeta o Skimming
La oficina del Defensor del Cliente Financiero (DCF) define al Skimming como una
modalidad delictiva que consiste en la lectura no autorizada y en el almacenamiento
de la informacio´n contenida en la banda magne´tica de las tarjetas bancarias, mediante
la utilizacio´n de dispositivos electro´nicos que brindan libre acceso a estos medios de
pago[Vega 2009]. De esta manera el Skimming ha pasado a formar parte del universo
de delitos de alta tecnolog´ıa, en los que para perpetrarlos se hace uso de sofisticados
equipos electro´nicos y software especializado para perjudicar a las v´ıctimas realizando
consumos fraudulentos. Se puede emplear una micro ca´mara inala´mbrica alimentada
por una pequen˜a bater´ıa de 9v DC, o un simple tele´fono celular con capacidad de
tomar fotograf´ıas o filmar, con conexio´n a una computadora porta´til (laptop) o hasta
una lectora de bandas magne´tica (skimmer).
Phishing
Es aquel que se hace pasar por un correo electro´nico leg´ıtimo de una organizacio´n,
adjuntando enlaces o links a pa´ginas falsas donde se solicita informacio´n confidencial
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que puede ser utilizada para cometer algu´n tipo de fraude.
Pharming
Consiste en re direccionar al usuario hacia un URL fraudulento sin que e´ste se
entere. Cuando un usuario trata de acceder a un URL, la direccio´n fraudulenta lo
lleva hacia sitio fraudulento donde se le presenta una pantalla (similar a la original)
en la cual ingresa su user y password. El sitio fraudulento responde que hay error en
user y/o password y que se debe intentar de nuevo. Cuando el usuario reintenta, es
direccionado al sitio leg´ıtimo.
Vshing
El cliente recibe una llamada telefo´nica, un e-mail o un mensaje de texto a su
tele´fono mo´vil, en el cual se le solicita llamar a un Sistema interactivo de voz (IVR)
falso, a trave´s del cual se capturan los datos de los clientes.
Ingenier´ıa Social
En s´ı misma, la ingenier´ıa social es la pra´ctica de obtener informacio´n confidencial
a trave´s de la manipulacio´n de usuarios leg´ıtimos. Con esta te´cnica, el ingeniero social
se aprovecha de la tendencia natural del hombre a confiar en la gente, engan˜arles
para romper los procedimientos normales de seguridad y manipularles para realizar
acciones o divulgar informacio´n sensible. Otras te´cnicas usadas por el ingeniero social
son las de apelar a la vanidad, la autoridad y la curiosidad de la gente. En general,
se esta´ de acuerdo en que los usuarios son el eslabo´n de´bil en seguridad y esto es
aprovechado por la ingenier´ıa social.
2.3. Descubrimiento de conocimiento en Bases de
Datos
El descrubrimiento de conocimiento en Bases de Datos (KDD - por sus siglas en
ingle´s: Knowledge Discovery in Databases), es el proceso no trivial de identificar pa-
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trones va´lidos, novedosos, potencialmente u´tiles y, en u´ltima instancia comprensibles
a partir grandes bases de datos [Fayyad et al., 1996].
La capacidad de generar y recolectar datos, debido al gran poder de procesamiento
de los computadores as´ı como a su bajo costo de almacenamiento, ha tenido un enorme
crecimiento en los u´ltimos an˜os. Sin embargo, dentro de estos datos existe una gran
cantidad de informacio´n oculta y de gran importancia para la toma de decisiones, a
la que no se puede acceder por las te´cnicas cla´sicas de recuperacio´n de la informacio´n.
El descubrimiento de esta informacio´n oculta es posible gracias a la Miner´ıa de Datos
(DataMining), que entre otras sofisticadas te´cnicas aplica la inteligencia artificial para
encontrar patrones y relaciones dentro de los datos permitiendo el descubrimiento del
conocimiento [Fayyad et al., 1996].
Las principales fases que integran el proceso de KDD se muestran en la figura 2.2
y son:
Seleccio´n. Seleccio´n de los datos relevantes para el ana´lisis (son obtenidos de la
base de datos).
Preproceso. Limpieza de datos, estudio de la calidad de los datos y determi-
nacio´n de las operaciones de miner´ıa que se pueden realizar.
Transformacio´n. Conversio´n de datos en un modelo anal´ıtico, donde los datos
se transforman o consolidan en formas apropiadas para la miner´ıa.
Miner´ıa de Datos o Data Mining. Tratamiento automatizado de los datos selec-
cionados con una combinacio´n apropiada de algoritmos para extraer conocimien-
to de los datos.
Interpretacio´n y evaluacio´n. Identificacio´n de patrones representativos del conocimien-
to.
Conocimiento. Aplicacio´n del conocimiento descubierto.
2.4. Miner´ıa de Datos
La Miner´ıa de Datos o Data Mining es una etapa del KDD y consiste en un
conjunto de te´cnicas de mu´ltiples disciplinas tales como: tecnolog´ıa de bases de datos,
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Figura 2.2: Proceso de KDD
estad´ıstica, aprendizaje, reconocimiento de patrones, redes neuronales, visualizacio´n
de datos, obtencio´n de informacio´n, procesamiento de ima´genes y de sen˜ales, y ana´lisis
de datos [Fayyad et al 1996]. La idea de Miner´ıa de datos no es nueva, pues desde
los an˜os sesenta los estad´ısticos manejaban te´rminos como data fishing, data mining
o data archaeology con la idea de encontrar correlaciones sin una hipo´tesis previa
en bases de datos con ruido. A inicios de los an˜os ochenta, Rakesh Agrawal, Gio
Wiederhold, Robert Blum y Gregory Piatetsky-Shapiro, entre otros, empezaron a
consolidar los te´rminos de data mining y KDD. [Vallejos06].
Dadas bases de datos de suficiente taman˜o y calidad, la Miner´ıa de Datos puede
generar nuevas oportunidades de negocios al proveer las siguientes capacidades:
Prediccio´n automatizada de tendencias y comportamientos. Automatiza el pro-
ceso de encontrar informacio´n predecible en grandes bases de datos. Preguntas
que tradicionalmente requer´ıan un intenso ana´lisis manual, pueden ser contes-
tadas directa y ra´pidamente desde los datos. Un ejemplo de ello son los segmen-
tos de poblacio´n que probablemente respondan similarmente a eventos dados.
Descubrimiento automatizado de modelos previamente desconocidos. Las her-
ramientas de Data Mining analizan las bases de datos e identifican modelos
o estructuras ocultas en ellas. Otros problemas de descubrimiento de modelos
incluye detectar patrones fuera de serie.
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Para realizar estas tareas, la miner´ıa de datos se basa en diversos me´todos. Segu´n
[Fayyad et al, 1996] la miner´ıa de datos utiliza los siguientes me´todos:
Clasificacio´n: Se debe obtener un modelo que permita asignar datos sin un pa-
tro´n conocido a unos patrones conocidos, para ello se utilizan datos conocidos
y clasificados, de tal manera que el modelo pueda aprender las reglas de clasi-
ficacio´n.
Regresio´n: Se persigue la obtencio´n de un modelo que permita predecir el valor
nume´rico de alguna variable.
Clustering: Consiste en realizar una bu´squeda de patrones en una base datos,
con la particularidad de que no existe un conocimiento previo acerca de los
patrones, siendo esta la principal diferencia con la clasificacio´n. Los patrones se
obtienen directamente de las bases de datos de entrada utilizando medidas de
similaridad.
Resumen: Consiste en me´todos para encontrar una descripcio´n compacta para
un subconjunto de datos. Un ejemplo simple ser´ıa la tabulacio´n de las desvia-
ciones media y esta´ndar para todos los campos. Me´todos ma´s sofisticados im-
plican la derivacio´n de las normas de resumen (Agrawal et al. 1996), te´cnicas de
visualizacio´n mu´ltiple, y el descubrimiento de las relaciones funcionales entre las
variables (Zembowicz y Zytkow 1996). Te´cnicas de resumen a menudo se apli-
can al ana´lisis exploratorio de datos interactiva y de generacio´n automatizada
de reportes.
Modelados de dependencia existe en dos niveles: (1) el nivel estructural del
modelo especifica (a menudo en forma gra´fica), que son localmente variables
dependientes el uno del otro. (2) El nivel cuantitativo del modelo especifica los
puntos fuertes de las dependencias utilizando algunos nu´meros de escala. Por
ejemplo, las redes de la dependencia probabil´ıstica uso independencia condi-
cional para especificar el aspecto estructural del modelo y las probabilidades o
correlaciones para especificar los puntos fuertes de las dependencias (Glymour
et al. 1987; Heckerman 1996). Las redes de dependencia probabil´ıstica son cada
vez ma´s la bu´squeda de aplicaciones en a´reas tan diversas como el desarrollo
de sistemas expertos me´dicos probabil´ıstica de bases de datos, recuperacio´n de
informacio´n, y el modelado del genoma humano.
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2.5. Clustering
El Clustering consiste en la divisio´n de datos en grupos de objetos similares lla-
mados Clu´sters [Mitra y Acharya 2006]. Los objetos son agrupados basa´ndose en el
principio de maximizacio´n de similitud dentro de los clusters y minimizacio´n de simil-
itud entre clusters diferentes. No existe conocimiento previo a cerca de co´mo deben
conformarse los grupos, es por ese motivo que al clustering tambie´n se le considera
como un te´cnica de aprendizaje no supervisado [Mitra y Acharya 2006].
El Clustering es una de las te´cnicas ma´s u´tiles para descubrir conocimiento oculto
en un conjunto de datos. En la actualidad el ana´lisis de Clustering en Miner´ıa de
Datos cumple un rol muy importante en una amplia variedad de a´reas tales como:
reconocimiento de patrones, ana´lisis de datos espaciales, procesamiento de ima´genes,
co´mputo y multimedia, ana´lisis me´dico, economı´a, bioinforma´tica y biometr´ıa princi-
palmente [Hernandez, 2006]. Esto permite considerar el ana´lisis de Clustering como
una de las mejores te´cnicas para obtener conocimiento y realizar exploraciones en los
datos.
Los datos a agrupar se encuentran representados por vectores reales, y la similitud
se calcula en base a alguna medida que toma en cuenta los atributos de los datos.
Por tanto el problema del clustering se puede formular de la siguiente manera: dado
un conjunto de datos X = (x1, x2, ..., xn) en donde xi es un vector real, se deben
encontrar K subconjuntos no vacios de X. Estos subconjuntos: C1, C2, ..., Ck a los
cuales se les denominara´ clusters, deben contener elementos similares y los grupos
deben ser diferentes entre s´ı. Entonces, es importante para el proceso de clustering, la
medida de la similitud a emplear, estas se revisara´n a mayor detalle en las siguientes
secciones.
2.5.1. Medidas de similitud
La medida de similitud seleccionada depende de las escalas de medida. Se pueden
agrupar observaciones segu´n la similitud expresada en te´rminos de una distancia. Si
se agrupan variables, es habitual utilizar como medida de similitud los coeficientes
de correlacio´n en valor absoluto, tambie´n llamados coeficientes de asociacio´n. Para
variables catego´ricas existen tambie´n criterios basados en la posesio´n o no de los
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atributos (tablas de presencia-ausencia).
Basadas en la distancia
El concepto de distancia entre datos, representados por un vector real, permite in-
terpretar geome´tricamente estos datos como puntos de un espacio me´trico. La nocio´n
de similitud entre dos datos u objetos, representada por los vectores xi y xj de un
conjunto XǫRD, se caracteriza por una funcio´n distancia entre estos vectores, donde
cada vector de XǫRD es D-dimensional, siendo xi = (xi1, xi2, ..., xiD).
La funcio´n d : X × X → R denota la medida de la distancia entre dos datos.
Se dice que dos datos xi y xj son similares cuando la distancia entre los vectores es
cercana a 0. La funcio´n de distancia tiene las siguientes propiedades [Chavez et al.,
2001]:
∀xi, xjǫX, d(xi, xj) ≥ 0, positividad.
∀xi, xjǫX, d(xi, xj) = d(xi, xj), sime´trica.
∀xiǫX, d(xi, xj) = 0, reflexiva.
∀xi, xjǫX, xi 6= xj → d(xi, xj) > 0, positividad estricta.
∀xi, xj, xkǫX, d(xi, xj) ≤ d(xi, xk) + d(xj, xk), desigualdad de tria´ngulos.
Entre las medidas de distancia ma´s conocidas se tienen [Marin, 2006]:
Distancia Euclidiana
Se utiliza con frecuencia para evaluar la similitud de objetos y obtiene buenos
resultados cuando los objetos dentro de los clusters se encuentran de manera compacta
y los clusters se encuentran separados unos de otros.
Dados dos objetos X1 y X2 medidos segu´n dos variables x1 y x2, la distancia
eucl´ıdea entre ambos es:
dI1I2 =
√
(x11 − x21)2 + (x12 − x22)2 (2.1)
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Con ma´s dimensiones (o variables que se miden) es equivalente a:
dI1I2 =
√√√√ p∑
k=1
(x1k − x2k)2 (2.2)
Uno de los inconvenientes que presenta la distancia euclidiana es cuando algunas
caracter´ısticas que tienen un amplio rango de valores predominan sobre las dema´s.
Este problema puede mejorarse si se normalizan todos los valores a rangos de valores
comunes o usando esquemas de ponderacio´n. Otro de los inconvenientes de la distancia
eucl´ıdea es que la correlacio´n lineal entre las caracter´ısticas de los objetos puede
distorsionar la medida de la distancia [Vicente07].
Distancia de Minkowski
Se representa de la siguiente manera:
dIiIj =

√∑
k
|(xik − xjk)|m


1
m
(2.3)
Donde mǫN , siendo N todos los nu´meros naturales.
De esta distancia derivan 2 casos particulares:
Distancia de ciudad o de Manhattan (m = 1)
d(i, j) = |xi1 − xj1|+ |xi2 − xj2|+ ...+ |xin − xjn| (2.4)
Distancia Eucl´ıdea (m = 2)
d(i, j) =
√
|xi1 − xj1|2 + |xi2 − xj2|2 + ...+ |xin − xjn|2 (2.5)
Distancia de Mahalanobis
Es una medida de distancia introducida por Mahalanobis en 1936. Su utilidad
radica en que es una forma de determinar la similitud entre dos variables aleatorias
multidimensionales. Se diferencia de la distancia eucl´ıdea en que tiene en cuenta la
correlacio´n entre las variables aleatorias.
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Se define como:
d2IiIj = (xi − xj)
′W−1(xi − xj)
Siendo W la matriz de covarianzas entre las variables. De este modo, las variables
se ponderan segu´n el grado de relacio´n que exista entre ellas, es decir, si esta´n ma´s o
menos correlacionadas. Si la correlacio´n es nula y las variables esta´n estandarizadas,
se obtiene la distancia euclidiana.
Coeficientes de asociacio´n
Los coeficientes de asociacio´n son usados para calcular la similitud entre vectores
binarios. Para dos datos o objetos representadas por vectores binarios xi y xj , el
ca´lculo del coeficiente de asociacio´n estara´ basado en el nu´mero de atributos coinci-
dentes de una entidad en relacio´n a otra. Lung et al. [Lung et al., 2004] clasifica a
este tipo de coeficientes como cualitativos, debido a que calculan la similitud basado
en la ausencia o presencia de atributos. Segu´n Wiggerts [Wiggerts, 1997], son cuatro
casos de asociacio´n entre las entidades respecto al nu´mero de sus atributos:
Presentes en ambas entidades,
Presentes en xi pero no en xj,
Presentes en xj pero no en xi(c) y
No presente en ambos
Si se denota por 1 binario como presencia de un atributo en una entidad, y por
0 la ausencia, es preferible relacionar la ocurrencia de esos atributos por una tabla
definida como:
xj
1 0
xi 1 a b
0 c d
Por ejemplo, sean dos objetos xi y xj, descritos a trave´s de dos vectores binarios
xi = (0, 1, 0, 1, 1, 1) y xj = (0, 1, 1, 0, 1, 0), respectivamente. Entonces, a = 2 porque
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los atributos presentes (1−1) esta´n en la segunda y quinta posicio´n de ambos vectores.
El valor de b = 2 porque los atributos cuarto y sexto esta´n en xi pero no en xj, caso
(1− 0). As´ı, se observan que c = 1, para (0− 1) y d = 1 para (0− 0).
Existen diversos me´todos para calcular los coeficientes de asociacio´n; ellos se difer-
encian en la relevancia que le dan a las coincidencias entre ambos vectores. Los prin-
cipales me´todos para el ca´lculo de coeficientes entre dos vectores xi y xj, usados en
[Saeed et al., 2003; Wiggerts, 1997; Lung et al., 2004], son:
Coeficiente de Jaccard: Sj(xi, xj) = a/(a+ b+ c)
Coeficiente Simple: Ss(xi, xj) = (a+ d)/(a+ b+ c+ d)
Coeficiente de Sorensen: Sr(xi, xj) = 2a/(2a+ b+ c)
Se observa que el coeficiente de Jaccard y Sorensen considera relevantes las relacio´n
1 − 1, pero no las relacio´n 0 − 0 ya que estas indican la ausencia de atributos. El
coeficiente Simple, considera relevantes tanto las relaciones 1− 1, como las 0− 0.
En Patel et al. [1992], se propone una medida de similaridad en funcio´n de pro-
ducto y norma de vectores binarios xi y xj, la cual tambie´n es usada para calcular
la similaridad entre documentos por me´todos de recuperacio´n de informacio´n. La
medida esta dada por la siguiente expresio´n:
S1(xi, xj) =
xi × xj
‖xi‖‖xj‖
.
En el mismo trabajo, se extiende esta funcio´n de medida a vectores no binarios, cuyos
atributos expresan la frecuencia de ocurrencia de cierta caracter´ıstica. Por ejemplo, si
xi = (xi1, . . . , xin) y xj = (xj1, . . . , xjn) representan a dos entidades de software (i.e.
programas), entonces los valores de xi y xj pueden expresar la cantidad de veces que
datos tipo Ti son declarados en dichos programas. La funcio´n de la medida extendida
envuelve producto interno de vectores,
S2(xi, xj) =
xi · xj
‖xi‖‖xj‖
.
2.5.2. Ana´lisis de Clustering
El ana´lisis de clustering, parte de un conjunto de datos u objetos cada uno de
los cuales esta´ caracterizado por varias variables. A partir de dicha informacio´n se
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trata de obtener grupos de objetos, de tal manera que los objetos que pertenecen a
un grupo sean muy homoge´neos entre s´ı y, por otra parte, la heterogeneidad entre los
distintos grupos sea muy elevada. Expresado en te´rminos de variabilidad hablar´ıamos
de minimizar la variabilidad dentro de los grupos para al mismo tiempo maximizar
la variabilidad entre los distintos grupos.
Figura 2.3: Casos de partida para el ana´lisis de clustering [Hernandez, 2006]
Estos me´todos de ana´lisis del clustering var´ıan de acuerdo a los me´todos aplicados
[Vicente07]. Desde el punto de vista de la asignacio´n de los objetos a los clusters, segu´n
Kearns [Kearns et al., 1997], los me´todos que obtienen una solucio´n al problema del
clustering se dividen en dos tipos: el hard clustering y el soft clustering.
El hard clustering, asume que los objetos deben ser asignados a uno y solo uno
de los clusters, como consecuencia, los clusters encontrados son particiones de
X, por lo tanto tendremos que: Ci ∩ Cj = ∅, ∀i, j = 1, . . . , K tal que i 6= j. El
criterio de optimizacio´n en este caso es la minimizacio´n del error de la suma de
los cuadrados de la distancia euclidiana entre los objetos y la media de clusters
al que pertenecen. La heur´ıstica ma´s conocida y usada es el algoritmo K-Means
[Jain et al., 1999][Pen˜a et al., 1999].
El soft clustering, asume que cada objeto tiene un valor de membres´ıa con
respecto a cada cluster Ci, i = 1, . . . , K. Al contrario de las te´cnicas de hard
clustering, los clusters encontrados no son particiones del conjunto de patrones
observados; dentro de los algoritmos ma´s conocidos se encuentran el Fuzzy C-
Means [Bezdek, 1981] y Expectation Maximization [Dempster et al., 1977].
Referente a la organizacio´n de los objetos que forman los clusters, Jain et al [Jain
et al., 1999] considera a los me´todos particionales y los me´todos jera´rquicos. Estos a su
vez pueden clasificarse a su vez en aglomerativos y divisivos. La diferencia entre estos
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me´todos radica en la forma de operar de los algoritmos. Los me´todos aglomerativos
comienzan con cada objeto como un cluster independiente, luego sucesivamente se
unen entre ellos y los clusters ma´s cercanos conforman un nuevo cluster, el proceso
continu´a hasta que es alcanzado algu´n criterio de parada. Por el contrario, los me´todos
divisivos parten de un conjunto de objetos como un u´nico cluster y luego se divide
sucesivamente en nuevos clusters hasta que es alcanzado algu´n criterio de parada.
Esta clasificacio´n sera´ explicada con mayor detalle en el cap´ıtulo 3.
2.5.3. Caracter´ısticas de los algoritmos de clustering
Las caracter´ısticas deseables de la mayor´ıa de los algoritmos de clustering son las
siguientes:
Escalabilidad. La mayor´ıa de los algoritmos de clustering trabajan de manera
apropiada con un nu´mero pequen˜o de observaciones (hasta 200 aproximadamente),
mientras que se necesita una gran escalabilidad para realizar agrupamiento de datos
en bases con millones de observaciones.
Habilidad para trabajar con distintos tipos de atributos. Muchos algoritmos se han
disen˜ado para trabajar so´lo con datos nume´ricos, mientras que en una gran cantidad
de ocasiones, es necesario trabajar con atributos asociados a tipos nume´ricos, binarios,
discretos y alfanume´ricos.
Descubrimiento de clusters con formas arbitrarias. La mayor´ıa de los algoritmos
de clustering se basan en la distancia euclidiana, lo que tiende a encontrar clusters
todos con forma (circular) y densidad similares. Es importante disen˜ar algoritmos que
puedan establecer clusters de formas arbitrarias.
Requerimientos mı´nimos en el conocimiento del dominio para determinar los
para´metros de entrada. La herramienta no deber´ıa solicitarle al usuario que introduz-
ca la cantidad de clases que quiere considerar, ya que dichos para´metros en muchas
ocasiones no son fa´ciles de determinar, y esto har´ıa que sea dif´ıcil controlar la calidad
del algoritmo.
Habilidad para tratar con datos ruidosos. La mayor´ıa de las BD contienen datos
con comportamiento extran˜o, datos faltantes, desconocidos o erro´neos. Algunos algo-
ritmos de clustering son sensibles a tales datos y pueden derivarlos a clusters de baja
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calidad.
Insensibilidad al orden de las observaciones de entrada. Algunos algoritmos son
sensibles al orden en que se consideran las observaciones. Por ejemplo, para un mismo
conjunto de datos, dependiendo del orden en que se analicen, los clusters devueltos
pueden ser diferentes. Es importante entonces que el algoritmo sea insensible al orden
de los datos, y que el conjunto de clusters devuelto sea siempre el mismo.
Alta dimensionalidad. Una BD o DW (DataWarehouse) puede contener varias
dimensiones o atributos, por lo que es bueno que un algoritmo de clustering pueda
trabajar de manera eficiente y correcta no solo en repositorios con pocos 30 atributos,
sino tambie´n en repositorios con un alto espacio dimensional, o gran cantidad de
atributos.
Clustering basado en restricciones. Es un gran desaf´ıo el agrupar los datos teniendo
en cuenta no so´lo el comportamiento, sino tambie´n que satisfagan ciertas restricciones.
Interpretacio´n y uso. Los usuarios esperan que los resultados del clustering sean
comprensibles, fa´ciles de interpretar y de utilizar.
Con estas caracter´ısticas, se busca disen˜ar algoritmos ma´s flexibles que sean ca-
paces de manipular una gran variedad de requerimientos de acuerdo a las necesidades
de los usuarios.
2.6. Deteccio´n de Anomal´ıas
La deteccio´n de anomal´ıas o outliers se refiere al problema de encontrar datos
o grupos de datos que no se ajustan al comportamiento esperado. La deteccio´n de
outliers tiene uso en una amplia variedad de aplicaciones como:
Deteccio´n de fraudes en tarjeta de cre´dito, seguros o servicios de salud.
Deteccio´n de intrusos para la seguridad informa´tica.
Deteccio´n de fallos en la seguridad de sistemas cr´ıticos y la vigilancia militar
para las actividades del enemigo.
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La deteccio´n de Outliers fue estudiada por la comunidad de estad´ıstica en el siglo
XIX. Con el tiempo, una variedad de te´cnicas se han desarrollado para detectar valores
ano´malos en las comunidades de investigacio´n.
2.6.1. Definicio´n de Outlier
Son los patrones en los datos que no se ajustan a un concepto bien definido de
comportamiento normal [Chandola, 2007].
En la siguiente Figura se muestra los Outliers en un conjunto de datos bi-dimensional.
En esta figura los datos tienen dos regiones normales: N1 y N2, as´ı como puntos que
esta´n lo suficientemente lejos de estas regiones: O1, O2 y O3, estos puntos son los
Outliers.
Figura 2.4: Conjunto de datos bi-dimensional [Chandola, 2007]
2.6.2. Desaf´ıos de los Outliers
Un desaf´ıo clave en la deteccio´n de Outliers es que se trata de explorar el espacio
invisible. Un acercamiento directo sera´ definir una regio´n que representa un compor-
tamiento normal y declarar cualquier observacio´n en los datos que no pertenece a esta
regio´n normal como Outlier. Pero varios factores hacen este acercamiento, al parecer
simple, muy desafiante:
La definicio´n de una regio´n normal que abarque cada comportamiento normal
2.6. Deteccio´n de Anomal´ıas 24
posible es muy dif´ıcil.
El l´ımite entre el comportamiento normal y anormal no es a menudo exac-
to. As´ı una observacio´n considerada como comportamiento anormal, cerca del
l´ımite, puede ser realmente normal y viceversa.
La nocio´n exacta de un Outlier es diferente para diversos dominios del uso.
Cada dominio del uso impone un sistema de requisitos y de apremios que dan
lugar a una formulacio´n espec´ıfica del problema para la deteccio´n de Outlier.
La disponibilidad de los datos etiquetados para la validacio´n es a menudo un
tema importante mientras que desarrolla una te´cnica de deteccio´n del Outlier.
En varios casos, los Outliers son el resultado de acciones malintencionadas, los
adversarios male´volos se adaptan para hacer que las observaciones anormales
aparezcan como normales, de tal modo que la tarea de definir un comportamien-
to normal se hace ma´s dif´ıcil.
Los datos contienen a menudo ruido que es similar a los outliers reales y por lo
tanto es dif´ıcil de distinguir y quitar.
Muchas veces el comportamiento normal sigue evolucionando y la nocio´n actual
de la conducta normal puede no ser suficientemente representativa en el futuro.
Debido a los desaf´ıos mencionados, el problema de deteccio´n Outliers en su forma
ma´s general, no es fa´cil de resolver. De hecho, la mayor parte de las te´cnicas existentes
para la deteccio´n del mismo simplifican el problema centra´ndose en una formulacio´n
espec´ıfica.
La formulacio´n es inducida por varios factores tales como la naturaleza de los
datos, disponibilidad de etiquetado datos, tipo de Outliers que se detectara´n, etc. A
menudo, estos factores son determinados por el dominio del uso en el cual la te´cnica
debe ser aplicada.
2.6.3. Tipos de Outlier
Se pueden clasificar en tres categor´ıas basadas en su composicio´n y su relacio´n al
resto de los datos:
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Outlier Puntual
En un determinado conjunto de instancias de datos, una instancia externa, llamada
tambie´n perife´rica, se denomina como un punto de valor anormal (Outlier). Este es
el tipo ma´s sencillo y es el foco de la mayor´ıa de los actuales sistemas de deteccio´n.
En la Figura 2.4 las a´reas N1 y N2 representan la regio´n normal de datos. Los
puntos O1 y O2, as´ı como los puntos en la regio´n de O3 se encuentran fuera de los
l´ımites de la regio´n normal y por lo tanto son Outliers.
Como ejemplo de la vida real vamos a considerar deteccio´n de fraude en el uso
de la tarjeta de cre´dito, el conjunto de datos corresponder´ıa a las transacciones con
tarjetas de cre´dito que realiza una persona. Supongamos para este ejemplo que los
datos se definen mediante una sola caracter´ıstica: cantidad de dinero gastado. Una
transaccio´n con una cantidad gastada muy alta en comparacio´n con el rango normal
de los gastos de esa persona sera´ un Outlier.
Outlier Contextual
Tambie´n denominado Condicional [Song et al. 2007] surge de la ocurrencia de un
caso individual de los datos en un determinado contexto. Los Outlier Contextual se
definen con respecto a un contexto, el cual se induce por la estructura del conjunto
de datos y es especificado como parte de la formulacio´n del problema. Al igual que
los Outlier puntuales, estos Outliers tambie´n son casos individuales de los datos. La
diferencia es que no puede denominarse como Outlier en otro contexto diferente al
especificado inicialmente.
Satisface 2 propiedades:
1. Cada instancia de datos se define mediante dos conjuntos de atributos, a saber:
Atributos contextuales y
Atributos de comportamiento.
Por ejemplo, en conjuntos de datos espaciales, la longitud y la latitud de una
localizacio´n son las cualidades del contexto, en datos de la serie cronolo´gica el tiempo
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es una cualidad del contexto que determina la posicio´n de un caso respecto a la
secuencia entera. Las cualidades del comportamiento definen las caracter´ısticas no
contextuales de un caso. Por ejemplo, en un conjunto de datos espaciales que describen
la precipitacio´n media del mundo entero, la cantidad de precipitacio´n en cualquier
localizacio´n es una cualidad del comportamiento.
2. El comportamiento de un Outlier es resuelto usando los valores de los atributos
de comportamiento dentro de un contexto espec´ıfico. Una instancia de datos puede
ser un outlier contextual en un contexto dado, pero una instancia de datos ide´nticos
(en te´rminos de atributos de comportamiento) puede considerarse normales en un
contexto diferente.
Esta propiedad es clave en la identificacio´n de los atributos contextuales y de
comportamiento para una te´cnica de deteccio´n de Outliers.
Figura 2.5: Outlier contextual t2 en una serie Tiempo-Temperatura [Chandola, 2007]
La Figura anterior muestra un ejemplo de ello para una serie Tiempo-Temperatura
que muestra la temperatura mensual de un a´rea durante los u´ltimos an˜os. Una tem-
peratura de 35F puede ser normal durante el invierno (en el tiempo t1) en ese lugar,
pero el mismo valor durante el verano (en el tiempo t2) ser´ıa un outlier.
Un ejemplo similar puede encontrarse en el dominio de la deteccio´n de fraudes
de tarjeta de cre´dito. Un atributo de contexto en la tarjeta de cre´dito puede ser el
lugar de compra. Un hombre puede gastar alrededor de $ 10 en una estacio´n de gas,
mientras que su pareja podr´ıa gastar alrededor de $ 200 en una tienda de joyas.
Una nueva operacio´n de $ 200 en la gasolinera ser´ıa considerada como un outlier
contextual, ya que no se ajusta a la conducta normal de la persona en el contexto
de la estacio´n de gas (a pesar de que la misma cantidad que gastan en la tienda de
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joyer´ıa se considerara´n normal).
La aplicacio´n de te´cnicas de deteccio´n de outliers contextuales, esta´ determinada
por la significacio´n de los outliers en el dominio de aplicacio´n de destino. Otro factor
clave es la disponibilidad de los atributos contextuales. En varios casos la definicio´n
de un contexto es sencillo, y por lo tanto la aplicacio´n de la te´cnica de deteccio´n tiene
sentido. En otros casos, la definicio´n de un contexto no es fa´cil, por lo que se dificulta
a aplicacio´n de estas te´cnicas.
Outlier Colectivo
Estos Outliers ocurren en datos donde casos de datos individuales esta´n relaciona-
dos y una coleccio´n de casos de datos relacionados es perife´rica en lo que concierne
al juego de datos entero. Los casos de datos individuales en un colectivo outlier no
pueden ser Outliers en forma separada, pero su presencia conjunta como una coleccio´n
es ano´mala.
La siguiente figura ilustra un ejemplo que muestra una salida de electrocardiogra-
ma humano. La l´ınea ampliada plana denota un Outlier porque el mismo valor bajo
existe para un modo anormal mucho tiempo. Note que aquel valor bajo, por s´ı mismo,
no es un Outlier.
Figura 2.6: Outlier contextual t2 en una serie Tiempo-Temperatura [Chandola, 2007]
Cabe sen˜alar que, si bien un Outlier Puntual puede ocurrir en cualquier conjunto
de datos, el Outlier Colectivo so´lo puede ocurrir en conjuntos de datos relacionados.
En contraste, la aparicio´n de Outliers contextuales depende de la disponibilidad de
los atributos de contexto en los datos. Un Outlier Colectivo tambie´n puede ser Outlier
contextual si se analiza con respecto a un contexto. As´ı pues, un problema de deteccio´n
de Outlier puntual o Colectivo puede ser transformado en un problema de deteccio´n
de Outlier Contextual mediante la incorporacio´n de la informacio´n del contexto.
En el desarrollo de la tesina, nos basaremos en el tipo de outlier puntual, cuya
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aplicacio´n sera´ de gran utilidad en la deteccio´n de fraude para las tarjetas de cre´dito.
Cap´ıtulo 3
Estado del Arte
3.1. Te´cnicas de Clustering
Los algoritmos de clustering pueden clasificarse en funcio´n de las siguientes car-
acter´ısticas:
El tipo de dato que manejan (nume´rico, catego´rico y/o mixto).
El criterio utilizado para medir la similitud entre los puntos.
Los conceptos y te´cnicas de clustering empleadas (ejemplo: lo´gica difusa, es-
tad´ısticas).
Una clasificacio´n general divide los algoritmos en:
Clustering jera´rquico.
Clustering basado en particiones.
Clustering basado en grid.
A continuacio´n se describira´n las te´cnicas de clustering ma´s representativas en la
miner´ıa de Datos.
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3.1.1. Clustering Jera´rquico
Un me´todo jera´rquico crea una descomposicio´n jera´rquica de un conjunto de datos,
formando un dendograma, el cual divide recursivamente el conjunto de datos en con-
juntos cada vez ma´s pequen˜os. Un dendrograma es una representacio´n gra´fica en forma
de a´rbol que resume el proceso de agrupacio´n en un ana´lisis de clusters. Los objetos
similares se conectan mediante enlaces cuya posicio´n en el diagrama esta´ determina-
da por el nivel de similitud/disimilitud entre los objetos. Este me´todo se divide en 2
subclases:
El me´todo aglomerativo o bottom-up
Empieza con un grupo por cada objeto y une los grupos ma´s parecidos hasta llegar
a un solo grupo u otro criterio de paro.
Figura 3.1: Me´todo Jera´rquico Aglomerativo
[Alonso, 2008]
El me´todo divisorio o top-down
Empieza con un solo grupo y lo divide en grupos ma´s pequen˜os hasta llegar a
grupos de un solo elemento u otro criterio de paro.
Entre los algoritmos ma´s conocidos para esta clasificacio´n se encuentran [Hernan-
dez, 2006]:
CURE (Clustering Using Representatives)
CHAMALEON
BIRCH (Balanced Iterative Reducing and Clustering using Hierarchical)
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Figura 3.2: Me´todo Jera´rquico Divisorio
[Alonso, 2008]
ROCK (Robust Clustering algorithm using links)
AGNES (AGlomerative NESting)
DIANA (Divisive ANAlysis)
3.1.2. Clustering basado en particiones
Este me´todo construye k particiones de los datos, donde cada particio´n representa
un grupo o cluster. Cada grupo tiene al menos un elemento y cada elemento pertenece
a un solo grupo. Estos me´todos, crean una particio´n inicial e iteran hasta un criterio
deparo. Los ma´s populares son k-medias y k-medianas.
3.2. Me´todos de Clustering
3.2.1. Hard Clustering
Los me´todos que comprende el hard clustering son exhaustivos y exclusivos. Es
decir, cada uno de los objetos contenidos en el conjunto X ∈ RD debe ser asignado
a solo uno de los clusters, en consecuencia los clusters generados son particiones del
total de objetos observados. Entonces, para los clusters Ci y Cj,
Ci
⋂
Cj = ∅, para todo i, j = 1, . . . , K, e i 6= j.
Formulado de esta manera, el clustering es un problema NP-Dif´ıcil [Brucker, 1978][Garey
y Johnson, 1979]. Encontrar una solucio´n exacta al problema requiere la evaluacio´n de
una cantidad extremadamente grande de configuraciones de clusters para determinar
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cual es la mejor.Por tanto, el uso de algoritmos enumerativos para obtener la solu-
cio´n exacta al problema del clustering resulta impra´ctico, y por este motivo es bien
justificado el uso de me´todos heur´ısticos y metaheur´ısticos para encontrar soluciones
factibles del problema.
Para la evaluacio´n de los clusters se debe usar una funcio´n objetivo que mida la
similaridad de los objetos dentro de cada cluster. Como los objetos de un cluster son
similares cuando las distancias entre ellos es mı´nima; esto permite formular la funcio´n
objetivo f , como:
f =
K∑
j=1
∑
xi∈Cj
d(xi, x¯j)
2; (3.1)
donde x¯j, conocido como elemento representativo del cluster, es la media de los ele-
mentos del cluster Cj:
x¯j =
1
|Cj|
∑
xi ∈ Cj, (3.2)
y corresponde al centro del cluster.
Algoritmo K-Means
El algoritmo K-Means [Forgy, 1965][McQueen, 1967] es una de las heur´ısticas
mas sencillas y comu´nmente utilizadas para resolver el problema de clustering. El
algoritmo clasifica de una manera sencilla los objetos de X en K clusters conocidos a
priori. La idea general del algoritmo es obtener los centros iniciales y formar clusters
asociando los objetos de X a los centros ma´s cercanos. Luego de que se han asociado
todos los elementos de X, se recalculan los centros. Si no hay variacio´n con respecto
a los centros anteriores entonces el algoritmo termina en caso contrario se repite el
proceso de asociacio´n hasta que no haya variacio´n en los centros, o se cumpla algu´n
otro criterio de parada.
Espec´ıficamente, el algoritmo inicia seleccionando aleatoriamente K diferentes ob-
jetos del conjuntoX; tales objetos sera´n los centros iniciales denotados por: {x¯j}j=1,...,K .
La asociacio´n del objeto xi ∈ X con el centro ma´s cercano x¯j del cluster Cj es dada
si d(xi, x¯j) < d(xi, x¯p) para todo j, p = 1, . . . , K y j 6= p. Luego de asignar cada
uno de los objetos xi ∈ X con el centro mas cercano, los centros son recalculados
usando la expresio´n (3.2). El proceso se repite hasta que los centros no var´ıen, o se
llegue a alguna otra condicio´n de parada, como alcanzar un nu´mero determinado de
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iteraciones o cuando las reasignaciones de los objetos sea muy poca [Jain et al., 1999].
El pseudoco´digo del algoritmo K-Means se presenta a continuacio´n:
Algoritmo 3.1: K-Means
entrada: X = {x1, ..., xn}, K
inicio1
Seleccionar aleatoriamente e X centros iniciales {x¯i}i=1,...,K ;2
para cada xi ∈ X hacer3
Asociar xi con el centro mas cercano: Cj = Cj
⋃
{xi}, si4
d(xi, x¯j) < d(xi, x¯p)∀j, p = 1, ..., K y j 6= p;
fin5
Calcular los centros x¯∗i =
1
|Ci|
∑|Ci|
j=1 xj, para xj ∈ Ci;6
si no hay mas reasignaciones: x¯∗i = x¯i, ∀i entonces7
Parar;8
sino9
considerar x¯∗i como nuevo centro x¯i, e ir al paso 3;10
fin11
fin12
El algoritmo K-Means no es exento de inconvenientes, los principales, segu´n Pen˜a
et al. [Pen˜a et al., 1999], son:
Es sensible a la inicializacio´n. Es decir, la solucio´n final es dependendiente de
los centros iniciales.
Como otros algoritmos heur´ısticos, el K-Means es un algoritmo determin´ıstico
que converge ra´pidamente a o´ptimos locales. El algoritmo minimiza el criterio
de optimizacio´n dado en (3.1), aunque no obtiene una configuracio´n o´ptima de
los clusters.
Se debe tener conocimiento previo del valor de K. Este inconveniente se maneja
teniendo a K como un para´metro de entrada del algoritmo.
En la literatura, se han propuesto diversas adaptaciones del algoritmo K-Means
para mejorar los inconvenientes descritos. En [Bradley y Fayyad, 1998] se propone una
mejora para aliviar el inconveniente de la sensibilidad a la inicializacio´n. Primero se
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obtienen soluciones del K-Means sobre pequen˜as muestras inicializando las aleatoria-
mente. Cada una de las soluciones obtenidas es utilizada como posible inicializacio´n al
aplicar el K-Means sobre la unio´n de todas las muestras. Los centros de la mejor solu-
cio´n obtenida son usados para inicializar el algoritmo K-Means sobre todo el conjunto
de patrones.
En [Pen˜a et al., 1999] se discuten cuatro me´todos para la inicializacio´n del algorit-
mo K-Means: de manera completamente aleatoria, la propuesta de Forgy [Forgy, 1965],
la propuesta de McQueen [McQueen, 1967] y la propuesta de Kauffman y Rousseeuw
[Kaufman y Rousseeuw, 1990]. Las tres primeras propuestas son de alguna manera
aleatorias, so´lo el algoritmo propuesto por Kauffman y Rouseeuw es un algoritmo
heur´ıstico que identifica los K objetos ma´s representativos que prometen tener a su
alrededor una gran cantidades de patrones. La inicializacio´n completamente aleatoria
y la propuesta de Kauffman y Rouseeuw proporcionan una mejor inicializacio´n para
el algoritmo K-Means que el resto de me´todos, hacie´ndolo ma´s robusto; aunque, el
segundo me´todo converge ma´s ra´pidamente que la inicializacio´n aleatoria.
En [Likas et al., 2003] se propone una adaptacio´n del algoritmo K-Means para
hacer una bu´squeda determin´ıstica de los clusters. El me´todo esta basado en la idea
que la solucio´n o´ptima para encontrar los K clusters puede ser obtenida haciendo una
serie de bu´squedas locales basadas en el algoritmo K-Means. En cada bu´squeda local
de K clusters, K − 1 centros se encuentran inicializados en sus posiciones o´ptimas
correspondiente a la solucio´n al problema con K − 1 clusters. El K-e´simo cluster
es encontrado inicializando el K-e´simo centro en mu´ltiples objetos de X y eligiendo
la solucio´n o´ptima. Es decir, el proceso debe encontrar las j-e´simas soluciones al
problema de clustering para j = 1, . . . , K. Como la solucio´n o´ptima cuando j = 1 es
conocida, entonces es posible encontrar incrementalmente la solucio´n para el problema
de los K clusters.
En [Elkan, 2003] se propone una aceleracio´n para el algoritmo K-Means, la cual
consiste en evitar el ca´lculo de la distancia de los objetos a algunos centros, incluso al
centro del cluster al cual se encuentra asignado. Elkan demuestra dos lemas basados
en el teorema de desigualdad de tria´ngulos, el cual afirma que dados tres puntos x, y
y z la distancia de uno de los lados, es menor o igual que la suma de las distancias
de los otros dos, es decir, la propiedad 5 de la funcio´n de distancia.
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Lema 1: Dados un objeto x y dos centros x¯a y x¯b:
si d(x¯a, x¯b) ≥ 2d(x, x¯a) entonces d(x, x¯b) ≥ d(x, xa).
Este primer lema permite evitar el ca´lculo de la distancia del objeto x, asignado a
un cluster con centro x¯a, a otro centro x¯b, cuando la distancia entre los centros x¯a y
x¯b es mayor a dos veces la distancia entre x y x¯a. La distancia d(x, x¯a) tampoco sera
necesaria calcularla si se tiene un l´ımite superior u de tal forma que u ≥ d(x, x¯a) y se
cumple que d(x¯a, x¯b) ≥ u.
Lema 2: Dados un objeto x y dos centros x¯b y x¯
′
b, entonces:
d(x, x¯b) ≥Max{0, d(x, x¯
′
b)− d(x¯
′
b, x¯b)}.
Este lema permite tener un l´ımite inferior de la distancia de un punto x a un
centro xb, de tal manera que, si x¯
′
b es el centro del cluster en una iteracio´n previa y
l
′
b un limite inferior tal que d(x, x¯
′
b) ≥ l
′
b, podemos decir que el limite inferior en la
iteracio´n actual es: d(x, xb) ≥ Max{0, d(x, x¯b
′) − d(x¯b, x¯
′
b)}, por lo tanto d(x, x¯b) ≥
Max{0, l
′
b − d(x¯b, x¯
′
b)} = lb. El algoritmo propuesto por Elkan evita el ca´lculo de las
distancias de un punto a los centros haciendo uso de l´ımites superiores e inferiores
de la siguiente manera: si u ≥ d(x, x¯a) es un limite superior de d(x, x¯a), siendo x¯a el
centro del cluster al que se encuentra asignado x, y lb ≤ d(x, x¯b) el limite inferior de
la distancia de x y el centro x¯b, si se cumple que u ≤ lb entonces d(x, x¯a) ≤ u ≤ lb ≤
d(x, x¯b) y no es necesario calcular las distancias d(x, x¯a) y d(x, x¯b), caso contrario se
deben calcular las distancias. Esta reduccio´n de cantidad de ca´lculos de la distancia
entre objetos y centros, tiene como consecuencia un mejor tiempo de respuesta del
algoritmo K-Means.
Me´todos Metaheur´ısticos
Los algoritmos Gene´ticos [Goldberg, 1989] para el problema del clustering han
sido propuestos por Murthy y Chowdhurry [Murthy y Chowdhury, 1996], Maulik y
Bandyopadhyay [Maulik y Bandyopadhyay, 2000][Bandyopadhyay y Maulik, 2002],
Pacheco y Valencia [Pacheco y Valencia, 2003], entre otros. Estas metaheur´ısticas
mejoran el inconveniente de la convergencia a o´ptimos locales del algoritmo K-Means.
En la propuesta de Murthy y Chowdhurry se codifican las soluciones en cromosomas
de longitud igual al nu´mero de elementos de X, por lo que el me´todo esta´ limitado por
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el nu´mero de elementos de X. Las otras propuestas codifican los cromosomas con los
valores de los centros de los clusters. En este caso, un cromosoma esta´ compuesto por
un vector a = (x¯1, . . . , x¯K), donde un x¯i es un centro de un cluster, su implementacio´n
requiere de menos recursos y el me´todo es factible para cualquier nu´mero de elementos
de X. Es decir, la propuesta de Maulik y Bandyopadhyay es parecida con la propuesta
de Pacheco y Valencia en el aspecto de codificacio´n de cromosomas, pero var´ıan
en cuanto a los operadores de cruzamiento y mutacio´n, y que el primero utiliza el
algoritmo K-Means para refinar la solucio´n en cada generacio´n de la poblacio´n.
Los Algoritmos Meme´ticos [Moscato, 1989] han sido propuestos para el hard clus-
tering por Pacheco y Valencia [Pacheco y Valencia, 2003] y Merz [Merz, 2003]. De
manera similar a los Algoritmos Gene´ticos, los Algoritmos Meme´ticos utilizan pobla-
ciones de soluciones denominadas memes, que se van recombinando generacio´n tras
generacio´n en bu´squeda de un o´ptimo. La diferencia radica en que cada meme es
obtenido por un algoritmo de bu´squeda local, por tanto la bu´squeda se realiza en
un espacio de soluciones correspondientes a o´ptimos locales. Merz propone el uso del
algoritmo K-Means para la generacio´n de los o´ptimo locales, mientras que Pacheco y
Valencia realizan experimentos con diversos algoritmos de bu´squeda local, tales co-
mo HK-Means y J-Means [Hansen y Mladenovic, 2001]. Tanto Merz como Pacheco y
Valencia codifican los memes con los centros de los clusters; es decir, un meme esta
representado por un vector a = (x¯1, . . . , x¯K) de centros obtenidos con un algoritmo
de bu´squeda local. Merz utiliza un operador de cruzamiento que promete eliminar
los centros del padre a que no tienen un centro cercano en el padre b, mientras que
Pacheco y Valencia hacen un ordenamiento previo de los padres a y b de acuerdo a
la cercan´ıa de los centros y luego hacen el cruzamiento.
La metaheur´ıstica GRASP (Greedy Randomized Adaptative Search Procedure)
[Feo y Resende, 1995] ha sido propuesta para el problema del clustering por Cano
et al. [Cano et al., 2002]. La metaheur´ıstica GRASP es un proceso de multiarranque
compuesta por dos fases: una fase de construccio´n en la que se generan buenas solu-
ciones de manera aleatoria en base a un algoritmo goloso; y una fase de bu´squeda
local, en que se busca una mejor´ıa de las soluciones obtenidas en la fase de construc-
cio´n. Cano et al. utilizan en la fase de construccio´n una adaptacio´n del algoritmo
de Kauffman y Rouseeuw [Kaufman y Rousseeuw, 1990] para encontrar los centros
iniciales, y en la fase de bu´squeda local usa el algoritmo K-Means para mejorar la
solucio´n encontrada en la fase previa. El me´todo demuestra ser superior al algoritmo
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K-Means en las colecciones de datos usadas.
3.2.2. Soft Clustering
Los me´todos de hard clustering obtienen clusters que corresponden a particiones
del conjunto de objetos analizados X, debido a que dichos me´todos asocian cada
objeto a solo uno de los clusters. Los me´todos de soft clustering extienden esta no-
cio´n asociando cada objeto con todos los clusters, regulando esta asociacio´n por una
funcio´n de membres´ıa dada por:
m(Cj | xi),
que define la porcio´n del objeto xi pertenece al cluster Cj. Dicha funcio´n de membres´ıa
debe cumplir con las siguiente condiciones:
m(Cj | xi) ≥ 0 y
K∑
j=1
m(Cj | xi) = 1;
cuando es m(Cj | xi) = 0 quiere decir que xi no pertenece al cluster Cj, y cuando es
m(Cj | xi) = 1 quiere decir que xi pertenece completamente al cluster Cj. La forma
de calcular el valor de m(Cj | xi) depende del me´todo a usar.
A continuacio´n se presentan los dos me´todos ma´s usados para el soft clusterig:
Fuzzy K-Means y Expectation Maximization.
Fuzzy K-Means
El algoritmo conocido como Fuzzy K-Means [Dunn, 1974][Bezdek, 1981] soluciona
el problema del clustering asignando a cada uno de los objetos xi ∈ X a uno o
ma´s clusters de acuerdo a una funcio´n de membres´ıa. Esta heur´ıstica tiene un mejor
comportamiento que el algoritmo K-Means en el inconveniente de la convergencia a
o´ptimos locales, aunque sin dejar de tener el mismo problema.
El algoritmo Fuzzy K-Means optimiza el error cuadra´tico de las medias de los clus-
ters, pero a diferencia del K-Means, asigna a cada elemento xi un valor de membres´ıa
denotado por uij que indica el grado de pertenencia del objeto xi con respecto al clus-
ter Cj. Dunn [Dunn, 1974] propone la minimizacio´n del error cuadra´tico ponderado
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con el valor de membres´ıa de cada elemento, de la siguiente forma:
N∑
i=1
K∑
j=1
(uij)
2d(xi, x¯j)
2, (3.3)
donde los valores para uij se encuentran en el intervalo [0, 1] y
∑K
j=1 uij = 1 para todo
xi ∈ X. Los valores para cada uij se encuentran en una matriz UN×K .
Bezdek [Bezdek, 1981] propone una generalizacio´n del criterio dado en (3.3), asig-
nando un valor variable al exponente de uij, el cual le llama coeficiente fuzzy. El
criterio de optimizacio´n propuesto por Bezdek esta dado por:
N∑
i=1
K∑
j=1
(uij)
md(xi, x¯j)
2, (3.4)
donde el valor de m esta´ en el intervalo [1,∞).
El clustering es llevado acabo a trave´s de un proceso iterativo que optimiza la
funcio´n objetivo dado en (3.4). El proceso actualiza el valor de membres´ıa uij y los
centros de los clusters x¯j como:
x¯j =
∑N
i=1(uij)
mxi∑N
i=1(uij)
m
, (3.5)
donde
uij =
1∑K
l=1
(
d(xi,x¯j)2
d(xi,xl)2
) 2
m−1
(3.6)
El proceso iterativo termina cuando Maxij{|u
l+1
ij −u
l
ij|} < ǫ, donde ǫ se le conoce
como criterio de parada cuyo valor se encuentra en el intervalo [0, 1], y l es el nu´mero
de iteraciones. El algoritmo formalizado en pseudo-co´digo se presenta a continuacio´n:
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Algoritmo 3.2: Fuzzy K-Means
entrada: X = {x1, ..., xn}, K
inicio1
Inicializar los clusters aleatoriamente y la matriz de membres´ıa U (0) = [uij];2
para l = 1, 2, 3, . . . hacer3
Calcular los centros x¯j, j = 1, . . . , K usando (3.5) y U
(l−1);4
Calcular U = U (l−1) usando (3.6) y x¯j;5
si {|ul+1ij − u
l
ij|} < ǫ entonces6
Parar;7
fin8
fin9
fin10
Al igual que el K-Means, el algoritmo empieza seleccionando K clusters aleatorios
de X, e inicializa los valores de la matriz U de forma aleatoria. En cada iteracio´n
se van actualizando los valores de los centros y los valores de la matriz hasta que el
algoritmo converge a un mı´nimo local de la expresio´n (3.4). Uno de los principales
problemas al implementar el algoritmo es la eleccio´n del exponente fuzzy, en [Bezdek,
1981] se propone varias te´cnicas para su eleccio´n.
Expectation Maximization
Una manera de solucionar el problema del clustering es aproximando los clusters
a modelos estad´ısticos. Esto consiste en seleccionar un modelo estad´ıstico y ajus-
tar iterativamente clusters a dicho modelo. En la pra´ctica, cada cluster puede ser
representado matema´ticamente por una distribucio´n de probabilidad, tal como la
Gaussiana (continua) o Poisson (discreta). De esta manera, los clusters son represen-
tados por un modelo llamado finite mixtures (mixtura de distribuciones), donde cada
distribucio´n de probabilidad corresponde con un cluster y se refiere a ella como un
componente del modelo. Por ejemplo, si tenemos dos funciones de distribucio´n P0 y
P1 correspondientes a dos clusters, un objeto xi ∈ X y P0(xi) ≥ P1(xi), entonces, el
algoritmo asigna parcialmente el objeto xi al cluster con distribucio´n P0, con un valor
de P0(xi)/(P0(xi) + P1(xi)) y el resto del valor de xi al cluster con distribucio´n P1.
3.3. Deteccio´n de Anomal´ıas (Outlier) 40
El algoritmo Expectation Maximization(EM)[Dempster et al., 1977], es una heur´ısti-
ca que asume que la generacio´n de los cluster de objetos esta´ dada por una mixtura
de distribuciones de probabilidad Normal o Gaussiana, el objetivo es identificar los
para´metros de la funcio´n de distribucio´n de probabilidad para cada cluster. El proceso
consiste en dos pasos iterativos de optimizacio´n, el paso ”E” estima las probabilidades
de que un patro´n pertenezca a un determinado cluster P (xi | Cj) y el paso ”M” en-
cuentra una aproximacio´n a la mixtura de para´metros de funcio´n de distribucio´n de
probabilidad que definen los clusters. Estos dos pasos se repiten iterativamente hasta
que se encuentran los para´metros que maximiza el siguiente criterio de optimizacio´n:
−
N∑
i=1
log

 K∑
j=1
P (xi/Cj)P (Cj)

 (3.7)
Debido a los fundamentos probabil´ısticos del algoritmo Expectation-Maximization,
este me´todo alivia el inconveniente que presenta el algoritmo K-Means de identificar
clusters de forma esfe´rica. Tambie´n es robusto respecto del ruido que puedan contener
los datos observados. El algoritmo EM tambie´n presenta algunas desventajas, al igual
que el K-Means, una inicializacio´n pobre puede llevar a que el algoritmo converga
lentamente y se deben conocer de a priori el nu´mero de clusters.
3.3. Deteccio´n de Anomal´ıas (Outlier)
La meta principal en la deteccio´n de Anomal´ıas, es encontrar objetos que sean
diferentes de los dema´s (Outlier), estos objetos ano´malos tienen valores de atributos
con una desviacio´n significativa respecto a los valores t´ıpicos esperados.
Aunque los Outlier son frecuentemente tratados como ruido en muchas opera-
ciones, para propo´sitos de deteccio´n de fraudes son una herramienta valiosa para
encontrar comportamientos at´ıpicos en las operaciones que un cliente realiza.
El ana´lisis de conglomerados [Jain y Dubes 1988], es una ma´quina popular de
te´cnicas de aprendizaje agrupados por instancias de datos similares. El Clustering es
principalmente una te´cnica de supervisio´n si la agrupacio´n semi-supervisada [Basu et
al. 2004] tambie´n se ha explorado u´ltimamente.
A pesar de que la agrupacio´n y la deteccio´n de valores at´ıpicos parecen ser fun-
damentalmente diferentes unos de otros, la agrupacio´n de varias te´cnicas basadas en
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la deteccio´n de valores at´ıpicos han sido desarrolladas. Estas te´cnicas se basan en
el supuesto fundamental de que los puntos de datos normales pertenecen a grupos
grandes y densos, mientras que los valores extremos, o bien no pertenecen a ningu´n
grupo o forman parte de grupos muy pequen˜os. El Clustering basado en te´cnicas
de deteccio´n de valores at´ıpicos puede ser ampliamente clasificado a lo largo de dos
dimensiones:
¿Que´ suponen las etiquetas?
En esta categor´ıa las te´cnicas se pueden agrupar en te´cnicas de supervisio´n y no
supervisio´n.
Las te´cnicas bajo supervisio´n comprenden el uso normal de datos para
generar agrupaciones que representan los modos normales de comportamiento
de los datos [Marchette 1999; Wu y Zhang 2003; Vinueza y Grudic 2004].
Cualquier instancia nueva es asignada a uno de los grupos, si e´sta no pertenece
a ninguno de los grupos comprendidos, se le denomina valor at´ıpico, separa los
datos normales de los valores extremos mediante la miner´ıa conjunto de elemen-
tos frecuentes. Los datos se dividen en segmentos basados en el tiempo. Para
cada segmento, se generan conjuntos de elementos frecuentes. Todos los conjun-
tos de elementos que existen en ma´s de un segmento se consideran normales.
Todos los datos de los puntos correspondientes a la normalidad conjuntos de
elementos frecuentes se utilizan para obtener los grupos de limpieza y utilizando
la te´cnica de agrupacio´n CoolCat [Barbara et al. 2002].
Te´cnicas de uso no supervisado de un algoritmo de agrupamiento es cono-
cido por agrupar datos y luego analizarlos independientmente respecto a los
grupos.
¿Co´mo son los valores ano´malos detectados?
La mayor parte de la anterior agrupacio´n basada en te´cnicas de deteccio´n de
valores at´ıpicos encontrando valores ano´malos como el subproducto de un algoritmo
de clustering [Impuestos y Duin 2001; Ester et al. 1996; Jain y Dubes 1988; Ng y Han
1994]. As´ı pues, cualquier dato que no es considerado en ningun grupo que se llama
un valor at´ıpico.
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Varias agrupaciones se centran en las te´cnicas basadas en la deteccio´n de valores
at´ıpicos, en lugar de generar agrupaciones. El algoritmo CLAD [Mahoney et al. De
2003] se deriva de la anchura de los datos, tomando una muestra al azar y el ca´lculo de
la distancia media entre los puntos ma´s cercanos. Todos aquellos grupos cuya densidad
es inferior a un umbral se declaran como totales ”valores extremos”, mientras que
todos los grupos que esta´n lejos de otros grupos se declaran como globales ”valores
at´ıpicos”. Una variante del algoritmo K-means clustering se utiliza para la deteccio´n
de valores at´ıpicos por Jiang et al. [2001] usando un enfoque similar.
La ventaja de las te´cnicas basadas en agrupaciones es que no tienen que ser su-
pervisados. Adema´s, las te´cnicas basadas en la agrupacio´n son susceptibles de ser
utilizados en un modo incremental, es decir, despue´s de conocer los grupos, los nuevos
puntos pueden ser alimentados en el sistema.
Una desventaja de las te´cnicas basadas en la agrupacio´n es que son computacional-
mente costosas, ya que implican el ca´lculo de las distancias en pares. Agrupacio´n de
ancho fijo es un algoritmo de aproximacio´n [Epiel et al. 2002; Portnoy et al. 2001;
Mahoney et al. 2003; He et al. 2003]. Un punto es asignado a un grupo cercano,
si no existe tal grupo entonces se crea un nuevo grupo tomando como centro dicho
punto. Luego, determinar que´ grupos contienen los valores extremos en funcio´n de su
densidad y la distancia de las otras categor´ıas. Chaudhary et al. [2002] propone una
te´cnica de deteccio´n de valores at´ıpicos mediante a´rboles kd que proporcionan una
compartimentacio´n de los datos en tiempo lineal. Se aplica su te´cnica para detectar
valores at´ıpicos en conjuntos de datos astrono´micos.
3.4. Trabajos relacionados
3.4.1. Definicio´n de outliers basados en la distancia
Se define como un objeto que esta´ en la distancia mı´nima dmin de la distancia
porcentual de k respecto de los objetos en el conjunto de datos.
El problema es entonces encontrar la dmin adecuada y k.
Definicio´n: Un punto x en un conjunto de datos es un caso aparte respecto a los
para´metros k y d.
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Para explicar la definicio´n por ejemplo tomamos para´metro k = 3 y la distancia
d como se muestra en la siguiente figura, e´stos son los puntos Xi y Xj los cuales se
definen como outliers, en el interior del c´ırculo para cada punto, no se encuentran
ma´s de 3 otros puntos. Y x′ es un inlier, porque se ha excedido el nu´mero de puntos
dentro del c´ırculo dado los para´metros k y d.
Figura 3.3: Definicio´n de outliers por Knorr y Ng
Este enfoque no requiere ningu´n conocimiento a priori de las distribuciones de
datos. Sin embargo, este enfoque basado en la distancia tiene ciertas deficiencias:
1. Se requiere que el usuario especifique una distancia d, lo que podr´ıa ser dif´ıcil
determinar a priori.
2. No proporciona una clasificacio´n para los outliers: por ejemplo, un punto con
muy pocos puntos pro´ximos a una distancia d puede considerarse en cierto
sentido como un outlier.
Se hace cada vez ma´s dif´ıcil de estimar el para´metro d con aumento de la dimen-
sionalidad.
As´ı, si uno toma un poco pequen˜o radio d, entonces todos los puntos son los
valores extremos. Si uno toma un radio d grande, entonces no tiene sentido es un
caso aparte. As´ı, el usuario debe elegir D a un grado muy alto de precisio´n a fin de
encontrar un modesto nu´mero de puntos que pueda definirse como Outliers.
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En el siguiente gra´fico, Xi y Xj son considerados como outliers, pero d1 es de-
masiado grande, por lo tanto, dentro de los c´ırculos hay demasiados puntos. En este
caso definimos Xi y Xj como inliers incorrectos.
Por el contrario si el d2 es demasiado pequen˜o y dentro de cada c´ırculo se encuen-
tran pocos puntos, luego xl y xk pueden considerados incorrectamente como outliers
[Knorr y Ng].
Figura 3.4: Definicio´n de las deficiencias
Cap´ıtulo 4
Me´todo Aplicado
En base a la revisio´n de las te´cnicas de Clustering, se aplicara´ un me´todo basado
en las te´cnicas predictivas, el cual permitira´ encontrar los clusters y outliers de una
poblacio´n de datos, con la finalidad de determinar para el caso de estudio, las posibles
ocurrencias de fraude.
Este me´todo considera los siguientes pasos:
1. Ubicacio´n de los mejores centros o clusters de datos, empleando para ello un
algoritmo basado en particiones K-Means.
2. Ubicacio´n del punto ma´s lejano, con la finalidad de reafirmar los elementos de
cada cluster y detectar los outliers, que para el caso expuesto, ser´ıan los posibles
fraudes a considerar.
3. En el caso se obtuviesen clusters con pocos elementos, tambie´n se consideran
como posibles outliers.
4.1. Ubicacio´n de los mejores centros
En este paso se clasifican los patrones, de un poblacio´n N de datos, en K clusters
o aglomerados siendo K un dato previamente conocido. Esta clasificacio´n se realiza
con el algoritmo K-Means [Forgy, 1965][McQueen, 1967], el cual determina los puntos
centrales de cada cluster al cual esta´ asociado cada dato de la poblacio´n.
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Para ubicar los mejores centros se realizan los siguientes pasos:
1. Se indica el nu´mero de clusters (K).
2. Se determina el nu´mero de iteraciones (P) a realizar, para ubicar los mejores
centros.
3. Se considera aleatoriamente K datos de la poblacio´n N, como centros, para dar
inicio al algoritmo K-Means, cuyo flujo se muestra en la figura 2.1 (algortimo).
4. Luego de cada iteracio´n del algoritmo, se calcula el error cuadra´tico determinado
como:
∆ιw =
N∑
1
d(Xi, Cj); ∀i = 1, ..., N ; j = 1, ..., K;w = 1, ..., P (4.1)
En la fo´rmula previa se calcula, por cada iteracio´n la sumatoria de las distancias
euclidianas de cada patro´n a su respectivo centro del cluster.
5. Se comparan los errores cuadra´ticos entre la iteracio´n previa y la actual, resul-
tando la ma´s optima aquella que presente el menor valor. Por cada iteracio´n,
calificada como o´ptima, se guarda la referencia de los centros hallados.
6. Al finalizar las P iteraciones, se obtiene el error cuadra´tico o´ptimo y los mejores
centros, que sera´n el punto de partida para encontrar el punto ma´s distante a
los centros de cada cluster.
4.2. Ubicacio´n del punto mas cercano
Tomando como base los centros iniciales, se procede con los siguientes pasos:
1. Por cada cluster, se determina la distancia promedio de cada patro´n de datos a
su cluster.
DISTPROM =
∑n
1 (Xi, Cj)
n
; ∀i = 1, ..., n; j = 1, ..., K (4.2)
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Siendo n, el nu´mero de elementos de cada cluster j. Posteriormente se toma
en cuenta la siguiente relacio´n, cuyo valor al ser mayor a 1, se considera como
punto lejano.
REL =
d(Xi, Cj)
DISTPROMj
(4.3)
2. De cada cluster se obtiene el punto ma´s lejano y se compara con los puntos
lejanos de los K clusters, considerando el de mayor valor como Outlier.
3. Este punto lejano, Outlier, es eliminado de la poblacio´n Xi procediendo a eje-
cutar nuevamente el algoritmo K-Means.
4. Se repite desde el paso 1, tantas veces como Outliers se determinen ubicar. El
nu´mero de iteraciones es determinado por el experto del negocio.
Al ubicar los mejores centros, se reafirmar los elementos de cada cluster y se
detectan los posibles Outliers de una poblacio´n de datos(X).
4.3. Cluster pequen˜os
En el caso se determine clusters pequen˜os, con pocos elementos, estos deben ser
revisados debido a ser posibles Outliers. Se toma como referencia lo determinado por
el Me´todo de las 2 fases: ”Los cluster pequen˜os y los a´rboles con menor nu´mero de
nodos, son seleccionados y considerados como Outliers”[Jiang01].
Cap´ıtulo 5
Implementacio´n
Como primera instancia se valida la implementacio´n del me´todo aplicado, para
lo cual se prueba con un Dataset bidimensional de 3000 registros. Se procedera´ a
probar los resultados, comparando los cluster obtenidos, considerando como variables
de entrada:
Nu´mero de iteraciones. Representa el nu´mero de veces que se ejecutara´ el
algoritmo K-Means para obtener el mı´nimo error cuadra´tico, requerido en el primer
paso del me´todo aplicado.
K inicial. Indica el nu´mero de clusters, cuyos centros sera´n los datos de entrada
para el 2do paso del me´todo a implementar.
Outliers. Representa el nu´mero de puntos lejanos a eliminar del data set o
poblacio´n de datos.
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5.1. Verificacio´n del me´todo con un data set pre-
determinado
5.1.1. Descripcio´n del dataset
Se considera un dataset de 2 dimensiones, cuyo total de registros es 3000. El
objetivo es validar el me´todo propuesto con un dataset predeterminado, considerado
en aplicaciones de otros me´todos de Clustering, existentes a la fecha.
5.1.2. Validacio´n del me´todo propuesto
En este primer caso de verificacio´n el K es conocido, por lo cual se validara´ el me´to-
do aplicado haciendo variaciones del nu´mero de Outliers, obteniendo los elementos o
clusters considerados como Outliers.
Ubicacio´n de los mejores centros
El primer paso consiste en obtener los mejores centros, para lo cual se obtienen
los errores cuadra´ticos de cada iteracio´n, como se muestra en la figura 5.1.
Al iterar 400 y 500 veces, se comprueba que los centros se estabilizan. Se consid-
erara´ para este caso el valor de 400 como punto de partida para la siguiente fase del
me´todo propuesto.
Ubicacio´n del punto ma´s lejano
Para los 3 casos referentes al nu´mero de Outliers a detectar, se determinara´ los
elementos a excluir del cluster correspondiente aplicando para ello los pasos del punto
4.2.
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A continuacio´n se mostrara´ los resultados obtenidos al ubicar los puntos ma´s
lejanos.
Caso 1: Deteccio´n de 2 outliers
Se itera el algoritmo tantas veces como nu´mero de Outliers se deseen obtener. En
este caso se itera 2 veces, debido a que el nu´mero de Outliers considerado es 2, ver
figura 5.2.
Los elementos eliminados de los cluster 11 y 13 se muestran en la figura 5.3, se
debe tomar en cuenta que las posiciones se contabilizan desde la posicio´n 0, por lo
cual el rango de posiciones va desde 0 hasta 2999.
Caso 2: Deteccio´n de 3 outliers
Se itera el algoritmo 3 veces para encontrar los 3 Outliers determinados. Ver figura
5.4.
Los elementos eliminados de los cluster 4, 15 y 17 se muestran en la figura 5.5, se
debe tomar en cuenta que las posiciones se contabilizan desde la posicio´n 0, por lo
cual el rango de posiciones va desde 0 hasta 2999.
Caso 3: Deteccio´n de 5 outliers
Se itera el algoritmo 5 veces para encontrar los 5 Outliers determinados. Ver figura
5.6.
Los elementos eliminados de los cluster 3,4,8,11 y 20 se muestran en la figura 5.7,
se debe tomar en cuenta que las posiciones se contabilizan desde la posicio´n 0, por lo
cual el rango de posiciones va desde 0 hasta 2999.
Al ser eliminados los 5 puntos ma´s lejanos, los centros de cada cluster se reajustan,
consiguiendo que los elementos de cada cluster sean ma´s homoge´neos entre ellos. En
el Gra´fico 5.8 se muestra la distribucio´n final de los 3000 elementos en los 20 clusters,
as´ı como los 5 Outliers detectados, siendo estos los marcados mediante un c´ırculo.
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Clusters pequen˜os
En este caso el nu´mero de elementos por cluster es similar, siendo la diferencia
ente 1 y 5 elementos. Por lo tanto este paso del me´todo no aplicar´ıa.
Al validar el me´todo aplicado, se puede concluir que los Outliers detectados se
mantienen constantes desde el primer caso, lo cual confirma la consistencia del me´todo
propuesto.
5.2. Descripcio´n del dataset de operaciones con
tarjetas de cre´dito
El dataset considerado para el caso de estudio, es una muestra de 3000 opera-
ciones reales, realizadas por los usuarios de tarjetas de cre´dito, en Lima-Peru´. Las
operaciones se han realizado con Nuevos Soles, restringiendo as´ı el caso a validar con
el me´todo propuesto.
Asimismo, se consideran 2 tipos de operaciones:
Avance de efectivo, disposicio´n de efectivo en cajeros autorizados, con cargo
a la l´ınea de cre´dito. El valor identificador en el data set es 7 para este tipo de
operacio´n.
Compras, utilizando como medio de pago la tarjeta de cre´dito, en diversos
centros de comercio. El valor identificador en el data set es 5 para este tipo de
operacio´n.
Las dimensiones consideradas son:
Tipo de operacio´n
Importe de la operacio´n (Nuevos Soles)
5.2.1. Validacio´n del me´todo propuesto
Se consideran los siguientes valores iniciales, antes de la ejecucio´n del me´todo:
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K inicial: 2
Outliers : 2
Ubicacio´n de los mejores centros
El primer paso consiste en obtener los mejores centros, para lo cual se obtienen
los errores cuadra´ticos de cada iteracio´n, como se muestra en la figura 5.9.
Al iterar 2000 y 2500 veces, se comprueba que los centros se estabilizan. Se con-
siderara´ para este caso el valor de 2000 como punto de partida para la siguiente fase
del me´todo propuesto.
Ubicacio´n del punto ma´s lejano
Siendo el nu´mero de Outliers a detectar igual a 2, se ejecuta 2 veces el algoritmo
respectivo para obtener los 2 puntos o patrones a excluir del dataset. En la figura
5.10 se muestra el cluster que pierde 2 elementos al ser considerados como Outliers.
Los elementos eliminados del cluster 1 se muestran en la figura 5.11, se debe tomar
en cuenta que las posiciones se contabilizan desde la posicio´n 0, por lo cual el rango
de posiciones va desde 0 hasta 2999.
Al ser eliminados los 2 puntos ma´s lejanos, los centros de cada cluster se reajustan,
consiguiendo que los elementos de cada cluster sean ma´s semejantes. En la figura 5.12
se muestran la evolucio´n de los centros.
Clusters pequen˜os
Para verificar si existen clusters pequen˜os se debe conocer el nu´mero de elementos
de los clusters existentes. En la figura 5.13 se muestra el nu´mero de elementos por
cada cluster, as´ı como el rango de valores que contiene cada cluster, referente a la
dimensio´n importe.
Se observa que el 2do cluster contiene so´lo 1 elemento y es el importe ma´s elevado
del dataset, lo cual se confirma con el rango de valores del cluster 1. Por lo tanto se
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concluye que la operacio´n realizada por el monto de S/.28900.79, es un posible caso
de fraude por uso de tarjeta de cre´dito.
En la figura 5.14 se muestran los 3 Outliers identificados con el me´todo propuesto.
5.2. Descripcio´n del dataset de operaciones con tarjetas de cre´dito 54
Figura 5.1: Ubicacio´n de los mejores centros con el data set predeterminado
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Figura 5.2: Elementos por cluster con 2 Outliers detectados
Figura 5.3: Elementos eliminados de los clusters 11 y 13
Figura 5.4: Elementos por cluster con 3 Outliers detectados
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Figura 5.5: Elementos eliminados de los clusters 4, 15 y 17
Figura 5.6: Elementos por cluster con 5 Outliers detectados
Figura 5.7: Elementos eliminados de los clusters 3, 4, 8, 11 y 20
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Figura 5.8: Distribucio´n de los 3000 datos con los 5 Outliers detectados
Figura 5.9: Ubicacio´n de los mejores centros
Figura 5.10: Cluster con variacio´n del nu´mero de elementos
Figura 5.11: Elementos eliminados del cluster 1
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Figura 5.12: Evolucio´n de los centros de cada cluster
Figura 5.13: Nu´mero de elementos por clusters
Figura 5.14: Outliers identificados con el me´todo propuesto
Cap´ıtulo 6
Conclusiones
El me´todo propuesto, demuestra ser efectivo para detectar operaciones efectu-
adas con tarjetas de cre´dito con un comportamiento ano´malo. Para efectuar e´sta
deteccio´n, en la primera fase del me´todo se ejecuta iterativamente el algoritmo
K-Means, con la finalidad de ubicar los mejores centros en cada cluster o agru-
pacio´n de datos. Una vez estabilizados los centros, se procede con la bu´squeda
de los elementos fuera de serie tambie´n conocidos como Outliers, considerando
que los valores de K y el porcentaje de Outliers a detectar deben ser determi-
nados previamente. Cabe mencionar que este me´todo puede ser utilizado para
detectar comportamientos fuera de serie en otros a´mbitos operativos.
La ubicacio´n de los puntos ma´s alejados, en base a la distancia promedio de
cada cluster, permite uniformizar mejor los elementos de cada cluster as´ı como
detectar, con mejor certeza, los posibles Outliers favoreciendo as´ı la formacio´n
de los clusers basados en centros. Es posible utilizar otros tipos de medida de
la similaridad tales como Minwoski o Malahanobis.
Del caso expuesto se concluye que, con la aplicacio´n del me´todo propuesto se
ubicaron 3 posibles casos de fraude, en el dataset real tomado como muestra,
los cuales se manifiestan con los importes de las operaciones respectivas: S/.
10787.84, S/. 9000.00 y S/. 28900.79 , identificando claramente a los elementos
fuera de los patrones comu´nmente establecidos.
Como trabajos futuros, pueden incluirse me´todos de optimizacio´n basados en
Algoritmos Gene´ticos o GRASP, por ejemplo, para optimizar en cuanto a efec-
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tividad la fase de bu´squeda de los mejores centros. En la fase de bu´squeda de
Outliers, se podr´ıa incluir la generacio´n de nuevos grupos, de tal manera que
los Outliers no se ubiquen de uno en uno, sino por grupos.
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