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Abstract 
The work presents a novel framework for the synthesis and optimisation of complex 
design processes that combines superstructure-based optimisation, semantic models (in 
the form of ontologies) and analytical tools. The work addresses the representation and 
extraction of process synthesis knowledge during the optimisation process with the 
purpose to simplify and interpret design results. The simplification relies on a gradual 
evolution of the superstructure and corresponding adjustments of the optimisation 
search. The interpretation is accomplished with the use of analytical tools to translate 
data into descriptive terms understood by users. Means of analysis include dynamic 
ontologies populated by computer experiments and continuously upgraded in the course 
of optimisation. In such a way, knowledge is developed throughout the search. The 
systematic interpretation of the solutions yields to an understanding of the solution 
space and to a systematic reduction of the representation employed. The presented 
approach overcomes the inconclusiveness and difficulty of translation of the solutions 
usually found in classical stochastic optimisation approaches as well as reduces the 
experiments to be performed. The approach enables monitoring the search, which is 
carried out in terms of the extraction of design classes at each optimisation stage. The 
work explains the integration of the components of the framework and gives detail of its 
implementation. The framework is presented for the synthesis of isothermal reactor 
networks, essentially addressing the challenges of a multi-level optimisation problem 
approached with stochastic tools. However, the approach is not restricted to any 
particular type of application or optimisation method. The developments are illustrated 
with various examples from the literature and from industry. Results show how 
important features and patterns are retrieved at very early stages of process design and 
demonstrate how the approach reduces the complexity often involved in the final 
solutions delivering much more clear and simple design configurations as only 
important features with strong impact on the performance are represented. The designer 
is provided with optimal design patterns that translate into practical designs rather than 
complex structures. 
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CHAPTER 1. 
Introduction to the Research Problem 
1.1 Introduction 
Process synthesis engineering aims to identify feasible process configurations that show 
promising performance indexes (e. g. economical performance, raw material conversion, 
product selectivity, safety, controllability, environmental friendliness of a process, etc. ) 
out of a large number of available design options. Different decision-making approaches 
are used for such purpose. Knowledge-based approaches (Gruber & Olsen, 1996) 
include rules of thumb, common best practices, heuristics and experience, which may 
fail to discover novel designs. As an alternative, process synthesis makes use of 
optimisation tools to address the systematic development of process design options and 
often relies on generic representations such as superstructures that are used to integrate 
all available options in exhaustive layouts. Superstructure-based optimisation 
approaches concern the definition of a network representation that contains all feasible 
solutions among which the optimal design resides. Design solutions are selected on the 
basis of performance and represent special cases out of the reference superstructure 
synthesis model. 
Superstructure-based optimisation approaches are able to generate simultaneously the 
performance and the network configuration of the optimal solution. However, these 
methods fail to deliver comprehensive solutions. Instead, the lack of knowledge during 
the decision-making process leads to synthesis and design experiments that can prove 
rather inconclusive and difficult to translate, concluding to solutions often of high 
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complexity and quite rich in design information. The comprehension of the solutions is 
difficult as same performance may lead to different structural and operational 
characteristics. In a similar vane, minor changes in the design parameters often yield 
major changes in the selected designs (types of units, connections employed), which are 
difficult to interpret, comprehend or summarise. More than often, these OPtimisation 
methods lead to results that are impractical to implement and offer no insight or 
understanding of what the key features leading to optimality are. 
Unable to incorporate any type of knowledge that is accumulated in the course of the 
search, the synthesis process is required to employ exhaustive versions of reference 
models, an approach that increases the computational load especially in the study of 
large industrial problems. 
The development of an understandable description associated to each optimisation 
solution is hampered by the vast amount of information enclosed in the superstructure 
representation. Such description would allow for the comprehension of the search space 
and the extraction of relevant design features leading to optimality. If one could develop 
a knowledge representation that truly captured the design information processed in the 
optimisation problem, the applicability of superstructure optimisation techniques to 
process synthesis would take one step further. The integration of both knowledge 
representation and superstructure representation would enable the systematic 
interpretation of the solutions throughout the optimisation process that could yield not 
only to a better understanding of the solution space but also to a systematic reduction of 
the superstructure employed (both in size and complexity) and, thus, to much simpler 
experiments. Design knowledge acquired in the course of the optimisation would 
subsequently guide the search towards high performance regions branching off those 
superstructure features of limited importance. With a synthesis model (i. e. 
superstructure representation) updated and adapted throughout the search, the 
optimisation would become more effective and robust. The identification of differences 
between design options in terms of design features would allow for the extraction of 
design classes and thus would enable monitoring the search. The understanding of the 
solution space would be possible as the knowledge representation would permit solution 
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summaries and the visualisation of the results. With the integration of the knowledge 
representation and the superstructure representation, process synthesis, approached with 
superstructure optimisation, would face a promising future and process engineers could 
develop with it, innovative, more sustainable and profitable designs to be considered 
industrially. However, before such integration can be done, not only the development of 
a knowledge representation must be addressed but also the link between knowledge 
representation and superstructure representation needs to be determined. 
1.2 Synthesis Strategy 
In order to address some of the limitations of current process synthesis approaches, 
namely superstructure-based optimisation techniques, this research proposes a 
systematic approach for the extraction, interpretation and exploitation of design 
knowledge in process synthesis that combines optimisation, semantic models (in the 
form of ontologies) and analytical tools. The research addresses the representation and 
extraction' of process synthesis knowledge during the optimisation - process. -*The 
approach systematically extracts information with the purpose to simplify and interpret 
design results to enable understanding, monitoring and visualising the search. 
The synthesis approach relies on the proposition of a knowledge layer around the 
synthesis search and is based on the gradual accumulation of design knowledge and its 
deployment in the course of synthesis experiments. The method makes use of a 
knowledge representation to structurally represent the design information captured by 
the superstructure. A design ontology, which components represent direct links to the 
structural and operational components of the superstructure, is proposed as the 
knowledge representation to use. The method attains knowledge to reduce the search 
space with the use of the ontology employed in parallel to the optimisation search. The 
latter takes the form of a gradual process the initial stage of which is an exhaustive 
superstructure. The superstructure is optimised and updated at different stages. The 
transition from one stage to another represents different layers of abstraction. Each stage 
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is assigned an ontology populated by features obtained from the optimisation solutions 
that captures the information of the superstructure into descriptive terms understood by 
the users. Ontologies are used to customise the search resulting in a reduction of the 
mathematical representation employed and therefore, in the execution of much simpler 
experiments. By associating an ontology out of the knowledge model to the design 
solutions (special cases out of the superstructure), the knowledge model complements 
the mathematical functions that define the superstructure. At the highest (initial) level, 
the method employs the largest superstructure and a general knowledge model where all 
feasible options are embedded. In the course of optimisation, the superstructure 
becomes leaner whereas the knowledge model becomes richer and is populated with 
optimal solution features and relationships. The proposed synthesis strategy is 
illustrated in Figure I. I. 
Superstructure representation 
Stage 0 
Exhaustive superstructure 
Stage 1 
4V 
Stage N 
r 
Reduced superstructure 
OPTIMAL SOLUTION 
L General ontdogy 
Problem specific ontology 
cectfcates 
Figure 1.1. Synthesis approach 
Different stages correspond to different superstructure optimisation exercises. Each 
optimisation stage links with its ontology. This work proposes the development of 
digital certificates to enable the communication between the design solutions and the 
ontology. Digital certificates embody the same information as the ontology in the form 
Communication Knowledge representation 
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of a vector in order to make it processable. Digital certificates are issued for the 
solutions delivered at each optimisation stage and are classified using clustering 
methods, which enable the systematic analysis of the solutions. As a result of this 
analysis, the knowledge model is updated which is, in turn, used to update the synthesis 
model and therefore used to customise the optimisation in the following stage. 
Ontologies can be interfaced and used to enable solution summaries or the visualisation 
of the results. 
1.3 Research Contributions 
The research contributions presented in this work are summarised as follows: 
" The use of knowledge representations in the form of ontological concepts to 
represent numerical problems in the form of superstructure representations is 
presented. This research makes use of ontologies as infori-nation extraction and 
communication tools that make possible the link between mathematical models 
only understood by experts in the field and users. Ontologies are created to 
express the design information captured by superstructure representations in a 
structured way in the form of semantic terms understandable for users who are 
not experts in superstructure-based optimisation approaches. Design solutions 
represent special cases out of the superstructure representation and have an 
ontology associated out of the knowledge representation. Consequently, the 
knowledge model complements the mathematical functions that define the 
synthesis model. The suitability of ontologies as knowledge representation tools 
for process synthesis using superstructure-based optimisation methods is 
demonstrated for the synthesis of isothermal reactor networks in two 
applications: single phase reactor networks and multiphase reactor networks. 
Digital certificates are established to enable the communication between 
synthesis models (i. e. superstructure representations) and knowledge models. 
Digital certificates, which take the form of a vector, embody the information 
represented in the ontology in a numerical form. They allow the interface 
between design solutions that are in numerical format and their associated 
ontology that is expressed in semantic terms. By issuing the digital certificates 
for each of the optimisation solutions, automated solution analysis and 
classifications are possible. With such purposes, a clustering method that 
includes concepts of hierarchical clustering has been developed. 
The core development of this work is a novel process synthesis framework that 
overcomes some of the main limitations presented by current superstructure- 
based optimisation process synthesis approaches (failure to deliver 
comprehensive solutions and to understand what features lead to optimality). 
'Me framework is based on the integration of the synthesis superstructure, the 
optimisation method employed and an ontology linked to the superstructure 
representation by means of digital certificates. The approach is able to represent 
and extract process synthesis knowledge. Information is systematically extracted 
to simplify and interpret design solutions. The simplification is achieved with a 
gradual evolution of the superstructure and corresponding adjustments of the 
optimisation search. The interpretation is accomplished with the use of 
analytical tools to translate data into descriptive terms understood by users. 
Means of analysis includes dynamic ontologies where computer experimentsý 
performed at different levels of abstraction, are registered. Ontologies are 
populated with design features obtained from the optimisation solutions. They 
guide the optimisation search and are, in turn, continuously upgraded in the 
course of the optimisation. The link between each optimisation stage and its 
ontology is addressed with the development of digital certificates and the 
employment of clustering methods. Digital certificates update the ontology, 
which is, in turn, used to update the synthesis model. The developments are 
illustrated for the synthesis and optimisation of isothermal reactor networks 
using stochastic methods. However, the approach is not restricted to any 
particular type of application or optimisation. method. 
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1.4 Thesis Structure 
Chapter 2 reviews the available literature related to previous work in: 
i) Ontology-based knowledge representations. 
ii) Optimisation methods. 
iii) Reactor network synthesis approaches. 
Chapter 3 presents a novel approach to address some of the limitations of current 
superstructure-based optimisation process synthesis approaches. A superstructure-based 
framework for the synthesis of isothermal single phase reactor networks that combines 
optimisation, semantic models (in the form of ontologies) and analytical tools to address 
complex reactor networks design problems is proposed. The work is presented against 
stochastic optimisation techniques and addresses the representation and extraction of 
process synthesis knowledge during the optimisation process. The chapter outlines the 
components of the synthesis framework and the methodology is illustrated with an 
isothermal homogeneous reaction system previously studied in the literature. 
Chapter 4 focuses on the implementation of the components of the synthesis 
framework: 
i) Superstructure representation and optimisation, where details are given for the 
following topics: 
1. Superstructure representation. 
2. The stochastic optimisation method employed to explore the search 
space: Tabu Search. 
ii) Ontology-based knowledge representation, where the steps followed for the 
construction of the ontology for isothermal single phase reactor networks are 
detailed: 
1. Specification. 
2. Ontology construction. 
3. Evaluation. 
4. Documentation. 
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iii) Communication between superstructure representation and ontology-based 
knowledge representation, where the following aspects are detailed: 
1. Description of the translation process: construction of the digital 
certificates employing expert systems. 
2. Analysis of the optimisation solutions by means of clustering methods. 
3. Transition through the optimisation stages. 
Chapter 5 presents the application of the synthesis method to various examples from the 
literature. These include the following isothermal homogeneous problems: Van de 
Vusse reaction system, Lactose Hydrolysis and Denbigh reaction scheme. 
Chapter 6 details the extension of the synthesis approach to isothermal multiphase 
reactor networks with emphasis on the customisation of the components of the 
framework. The chapter is divided in three parts: 
i) Superstructure representation and optimisation, where the following topics 
are presented: 
1. Generic superstructure synthesis units. 
2. Multiphase superstructure representation. 
3. The stochastic optimisation method employed to explore the search 
space: Simulated Annealing. 
Ontology-based knowledge representation, where the steps followed to 
construct the ontology for the multiphase reactor networks are detailed. 
iii) Communication between superstructure representation and OntOlogy-based 
knowledge representation, where details are given for: 
1. Description of the translation process: extension of the digital 
certificates and construction of compact digital certificates employing 
expert systems. 
2. Analysis of the optimisation solutions by means of clustering methods. 
3. Transition through the optimisation stages. 
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Chapter 7 presents the application of the synthesis framework to various examples from 
the literature and industry. These include two cases of the multiphase version of the 
Denbigh reaction and an industrially relevant example: the Thermal Hydrolysis of 
Vegetable Oil. 
Chapter 8 concludes the research and discusses the advantages and benefits of the novel 
contributions. 
Finally, Chapter 9 recognises the limitations of this work and identifies directions for 
future developments in the field of process design. 
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CHAPTER 2. 
Literature Review 
2.1 Introduction 
This chapter reviews relevant literature on the important areas to this research: 
developments on knowledge representations in the form of ontologies, optimisation, 
methods and past and current developments in reactor network synthesis approaches. 
The overall approach for semantically enabled process synthesis and OPtimisation 
presented in the next chapter relies in the integration of the three individual components 
reviewed here. 
2.2 Ontology-based Knowledge Representations 
2.2.1 Introduction 
Knowledge representation is one of the most important research matters of Artifcial 
Intelligence (AI). Knowledge representation refers to how information can be 
appropriately encoded by means of a formal representation so it can be processed and 
reasoned by computers to acquire knowledge. By representing knowledge in a machine- 
interpretable form, computers are able to derive conclusions from it, similarly to the 
way humans would. In order to use knowledge and reason with it, a language to 
communicate with the computer is necessary. The language needs to have some 
meaning associated with it, so the computer can use the information provided with and 
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give answers to questions that can be interpreted according to the meaning associated 
with the language. Semantics, which studies meaning in language, allows transferring 
that information into knowledge rather that only into data. Therefore, a computational 
representation of the knowledge about a domain of interest in the form of statements 
allows not only answering questions about the domain but also inferring what is likely 
to be true about the domain, i. e. derive new statements that follow the statements given. 
The given statements establish the explicit knowledge about the domain, over which is 
possible to reason in order to derive implicit knowledge that is consistent with what has 
been explicitly stated. 
Ontologies have found their application in the field of knowledge representation for its 
ability of conceptually represent what "exists" in some domain. Ontologies were 
developed in the Al field to facilitate knowledge sharing and reuse. Many definitions of 
ontology can be found in this field. Initially, they were defined by Neches et al. (1991): 
"An ontology defines the basic terms and relationships comprising the vocabulary of a 
topic area as well as the rules for combining terms and relations to define extensions to 
the vocabulary ". Later, Gruber (1993) gave the most accepted definition: t'An ontology 
is an explicit specification of a conceptualisation". In other words, a representation in a 
concrete form of the concepts and relationships that may exist in some area of interest 
for an agent or a community of agents using a formal vocabulary with the purpose of 
enabling knowledge sharing and reuse. 
Ontologies cover the need of how to explicitly specify the knowledge that wants to be 
represented by providing potential terms that capture the conceptualisation of the 
domain. They provide a consensual conceptualisation of the domain by describing the 
entities (concepts) and relationships between them that may exist within the domain 
with a common vocabulary to refer to such concepts, relations and properties. By the 
use of a formal language for encoding knowledge (which represent an agreed semantics 
for the meaning of the terms), knowledge is made explicit and thus machine- 
processable, enabling knowledge sharing and reuse among humans and computer 
agents. This feature has awakened the interest of many other fields such as information 
retrieval and extraction, e-commerce, knowledge management and bioinformatics. 
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Ontologies have become very common on the World Wide Web, in particular in the 
Semantic Web where they are considered the building tool. The Semantic Web is an 
initiative by the W3C' (Tbe World Wide Web Consortium) that appeared as an 
extension of the current Web with the objective of making the information on the Web, 
not only understandable for humans but also readable and processable by machines. 
Ontologies play a fundamental role in the development of the Semantic Web as a way to 
precisely define shared terms in Web resources. In such a way, the Semantic Web 
spaces out from the simple interchange of documents, possible in the Web, to provide a 
common language and formats to enable data interchange. The Semantic Web finds its 
basis in Web technologies such as RDF (Resource Description Framework), RDF(S) 
(RDF Schema), and OWL (Web Ontology Language). Semantic Web technologies 
constitute the basis of the most modem ontology languages (see section 2.2.4.3). 
2.2.2 Knowledge Representation Paradigms and Components of an t 
Ontology 
Among the representation formalisms for ontologies, Frames (Minsky, 1975) and 
Description Logics (DL) (Horrocks, 1998) are the most used ontology modelling 
paradigms. 
On one side, Frames-based systems are based around the concept of frames and focus 
on their description as their primary means to represent domain knowledge. A frame is a 
primitive object that represents an entity in the domain. Frames are classified into 
classes and individuals. With Frames, ontologies are represented with four types of 
components: 
1. Classes: frames that represent the concepts in the domain. They represent a set 
of entities that are instances of that class within the domain. 
2. Individuals: entities (or frames) that are not classes. An entity can be an instance 
of multiple classes. 
1 http: //www. w3. org/ 
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3. Slots (or attributes): they describe the properties of the entity described by the 
frame or relations with other frames. 
4. Facets: describe slots by expressing constraints on the values of slots. Slots need 
to be explicitly attached to classes before facets can be added to them. 
Classes are organised within a hierarchy. Structural links represent relations and connect 
classes within the hierarchy through "A,. _kind_of" 
links or an instance to the class it 
belongs to through "is-a" links. Classes inheritate properties (expressed by means of 
slots) of other classes if they are linked with an "A_kind_of' link, which are also true 
for the subclasses and instances that belong to the class. Subclasses represent concepts 
that are more specific than the superclass. Frames are based on the Closed World 
Assumption (CWA). CWA assumes that what has not been stated to be true is false. 
Objects with different names are assumed to be different, unless explicitly declared 
otherwise (unique name assumption). Inference in Frames is based on inheritance and 
constraint checking (i. e. checks if the constraints are satisfied by the property values on 
instances). 
On the other hand, DL, which were developed from the evolution of the Frame theory, 
capture the declarative part of Frames using a logic-based semantics. DL are a 
knowledge representation formalism that represents the knowledge of a domain by 
defining the concepts of the domain and using them to specify the properties of objects 
and individuals that take place in the domain. DL systems allow the representation of 
ontologies with four types of components: 
L Classes: as for Frames, represent concepts in a domain. They are concrete 
representations of concepts which represent a set or class of entities within a 
domain. 
2. Individuals: represent the objects of a domain, which are instances of classes. 
3. Properties: similar to slots for Frames, they describe attributes of classes and 
relationships between them. They are binary relations on individuals and can be 
used with any class or individual provided that this does not imply the violation 
of explicitly specified constraints. 
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4. Restrictions: express constraints on the values of properties. 
Classes are defined with descriptions made up of other classes and restrictions. They 
can be organised into a superclass / subclass hierarchy (also known as taxonomy). 
Subclasses specialise their superclass (i. e. represent concepts that are more specific than 
the superclass). In DL, subsumption relationships (subclass / superclass relationships) 
are the most important relationships, which can be computed automatically by a 
reasoner. DL, unlike Frames, are based on a logic-based semantics which allows using 
all the knowledge captured in the ontology to make automatic inferences provided the 
ontology is complete and consistent. Automatic inference of implicit knowledge is 
made about concepts and individuals in the form of classification of classes and 
individuals. The classification of classes determines subsumption relationships between 
defined classes and results in a subsumption hierarchy. The automatic computation of 
the class hierarchy is the result of subsumption tests on classes. Based on the 
descriptions (or conditions) of the classes, the reasoner determines if a subsumption 
relationship exists between them (i. e. if one class is a subclass of another class). The 
classification of individuals determines instance relationships between individuals and 
classes (i. e. decides whether an individual is always an instance of a certain class). 
Apart from being used as automatic classifiers, reasoners are used to check the logical 
consistency of the ontology. Based on the description of a class, the reasoner can check 
if it is possible for the class to have instances. If a class cannot have any instance, the 
class is inconsistent. Reasoning in DL allows inferring new information from ontology 
definitions that were not explicitly expressed in the ontology and is based on the Open 
World Assumption (OWA). This type of reasoning is known as Open World Reasoning 
(OWR). The OWA assumes incomplete knowledge by default in such a way that 
something cannot be assumed not to exist until it is explicitly declared that it does not 
exist. Unlike Frames, the unique name assumption is not made (i. e. two different names 
could refer to the same individual). The OWA limits the type of inferences that can be 
made to those that follow statements that have been stated to be true. Because OWA 
assumes incomplete information by default, it allows for an ontology to be reused and 
extended by adding new statements and thus enabling being more specific when the 
application requires it. 
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Both Frames and DL paradigms have many similar constructs: they both conceptualise 
the domain in terms of classes, instances, properties (slots) and restrictions (facets). 
However, differences between them exist in the semantics of their constructs and in the 
way these constructs are used to infer new knowledge and determine whether the 
ontology is consistent or not. The main differences are based on the fact that, even 
though providing a quite rich set of primitives, Frames is very restrictive in how 
primitives can be combined and used for the definition of classes. In Frames, classes are 
defined with necessary conditions, which define the requisites for membership of a 
class but do not establish that any object that satisfies these conditions is a member of 
the class. On the other hand, primitives in DL approaches can be joined in arbitrary 
boolean expressions and enable defining two different types of classes: primitive 
classes, which are defined with necessary conditions for membership of the class and 
defined classes, which are defined by a minimum of one set of necessary & sufficient 
conditions. Necessary & sufficient conditions define the requisites for membership of a 
class but also establish that any object that satisfies these conditions is a member of the 
class. Unlike Frames, DL feature a well defined semantics that provide statements with 
an unambiguous meaning. This is necessary for an ontology to be machine-processab- le 
so reasoning practice is possible. Another important difference is that Frames-based 
approaches exclusively depend on explicit statements of class-subsumption whereas DL 
are able to automatically compute the subsumption relationships between classes 
beyond those stated in the classification hierarchy. In Frames, the reasoner checks the 
conformity of the instances (i. e. it checks if the constraints are satisfied by the property 
values on instances) whereas in DL, the same reasoner that checks the classification also 
checks the consistency of the ontology. This feature is very important for the 
verification of the ontology as it ensures the sharability and reusability of ontologies as 
well as helps minimising human errors that are inherent in maintaining ontologies with 
multiple inheritance (i. e. ontologies with classes that have multiple superclasses). 
2.2.3 Classification of Ontologies 
The ontology community usually distinguishes between lightweight ontologies 
(ontologies that are mainly taxonomies) and heavyweight ontologies, which account for 
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more restrictions on the domain semantics. This classification is based on the 
expressiveness they offer, which accounts for the level of detail at which knowledge of 
the domain is captured and that largely depends on the language used for encoding the 
ontology (see section 2.2.4.3). 
Lightweight ontologies are taxonomies or concept hierarchies used to organise concepts 
and usually consist of very few relations between concepts and properties. Iley are 
hardly axiomatised as the intended meaning of the terms used is practically fully known 
by the members of that specific community. 
Heavyweight ontologies also include concepts, concept hierarchies, relationships and 
properties to describe concepts but are widely axiomatised. They are provided with 
defined axioms and constraints that enable inferences and thus, extraction of 
conclusions. The inclusion of axioms clarifies the intended meaning of the terms 
included in the ontology by limiting their possible interpretations (Gruber, 1993). 
Therefore, ambiguities on the terminology and concepts are avoided. In heavyweight 
ontologies, the language has to be chosen carefully as it is required to support both high 
expressiveness and reasoning. Most of the domain ontologies (ontologies that describe a 
particular domain) are heavyweight ontologies due to their need to support heavy 
reasoning. 
Ontologies have been also classified based on the degree of generality by several 
researchers. The level of generality included in the ontology relates to the scope of the 
ontology. An agreement on the knowledge specified in the ontology is very important 
for the ontology to be usable. 
Guarino (1998) identified three different layers of knowledge: 
Top-level ontologies define general concepts that are independent of any 
particular domain or problem. 
ii) Domain ontologies and task ontologies provide a vocabulary of the terms to 
describe a generic domain or a generic task or activity respectively. Concepts 
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defined in these types of ontology results from specialisating the concepts of 
the top-level ontology. 
iii) Application ontologies represent concepts that depend on both the domain and 
the task. 
Studer et al. (199 8) distinguished four types of ontologies: 
i) Generic ontologies are similar to domain ontologies but the concepts they 
describe are considered to be generic across many domains. They include 
general knowledge which is independent of any domain. 
ii) Domain ontologies represent the knowledge captured that is specific for a 
particular domain. Domain ontologies are reusable in a given domain. Often, 
the concepts in this kind of ontologies are defined as specialisations of 
concepts in generic ontologies. 
iii) Application ontologies include the necessary knowledge for modelling a 
particular application. Usually, they are built up of concepts taken from 
generic ontologies and domain ontologies. Application ontologies are not 
reusable. 
iv) Representation ontologies describe the terminology with which other 
ontologies are represented. They are domain independent. The Frame 
Ontology (Gruber, 1993) is an example of this category. The Frame Ontology 
captures the representation primitives such as classes, instances and slots 
among others used in frame-based languages. The primitives provided by 
representation ontologies are used to describe generic ontologies and domain 
ontologies. 
The three first types nearly correspond to the ones identified by Guarino (1998). The 
relation between generic ontologies, domain ontologies and application ontologies 
differs from that held between representational ontologies and the rest of them. The first 
three ontology types can be related by the degree of generality, whereas at the same 
time, they can be considered as instances of a representation ontology. 
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2.2.4 Building an Ontology 
Some of the aspects to consider when building an ontology are its content, the 
methodology to follow, the specification language and the editing environment to use in 
order to build, edit and visualise the ontology. What guidelines to base the ontology on, 
what language to use to encode the ontology and what tools to employ for editing the 
ontology are key questions that need to be carefully thought through. 
In this section, some of the existent methodologies, languages and development tools 
are described. It is not the aim of this section to give an exhaustive review of the key 
aspects involved in the ontology construction process but to give a general idea of the 
wide range of options that exists. 
2.2.4.1 Methodologies 
There is no correct ontology for any domain, as building an ontology is a creative 
process. Different researchers have proposed different methodologies and guides for the 
design of ontologies but to date, there are no standardised methodologies for building 
ontologies. Some of the most popular methodologies are described below in order to 
give some examples of which are the bases for building ontologies. 
The Uschold and King's methodology (Uschold & King, 1995) is based on the 
development of the Enterprise Ontology (Uschold et al., 1998), which is a collection of 
terms and descriptions relevant to business enterprises. The methodology provides the 
following guidelines: i) identification of the purpose of the ontology; ii) building the 
ontology, which consists of capturing the knowledge by identifying the key concepts 
and relationships of the domain, producing definitions for them and identifying the 
terms to refer to them, coding (i. e. representing the knowledge acquired in a formal 
language) and reusing existing ontologies if possible; iii) evaluation; and iv) 
documentation. 
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GrUninger & Fox (1995) describe a methodology for designing ontologies in industrial 
environments that was developed for building an enterprise modelling ontology in the 
framework of the TOVE project (Fox et al., 1993). The methodology starts by defining 
a set of motivating scenarios and is based on the concept of competency questions 
(requirements of the ontology in the form of questions), which the ontology must be 
able to answer. As a result, the terminology of the ontology (objects, attributes and 
relations of the ontology) and a set of axioms are extracted and defined. Axioms specify 
the definitions of terms and set constraints for the objects of the ontology. The novelty 
in this methodology is the introduction of competency questions, which evaluates the 
adequacy of the ontology stating that an ontology is complete if the axioms defined are 
enough to answer all questions. 
The METHONTOLOGY framework (Femdndez et al., 1997) includes the identification 
of the activities that need to be carried out during the ontology development process, a 
life cycle to build ontologies and a methodology (METHONTOLOGY) to build 
ontologies from scratch, by reusing existing ontologies or reengineering other 
ontologies. The ontology development process consists of the following activities:. 
planning, specification of the purpose and scope, knowledge acquisition, 
conceptualisation, formalisation, integration of existing ontologies, implementation in a 
formal language, evaluation, documentation and maintenance. They stated that the 
stages that the ontology overtakes during its life cycle (specification, conceptualisation, 
formalisation, integration, implementation and maintenance) should be based on 
evolving prototypes as it allows adding, modifying and removing definitions in the 
ontology at any time. Planification should be performed before starting the ontology life 
cycle and the tasks of knowledge acquisition, evaluation and documentation were 
defined as support activities that should be carried out throughout the life cycle at each 
stage. They combined these concepts and presented a methodology 
(METHONTOLOGY), which includes the steps to follow to complete each activity. 
METHONTOLOGY consists of- i) specification, where a specification document is 
written including purpose, intended uses, the level of formality and scope; ii) 
knowledge acquisition, including sources of knowledge like experts, books and other 
ontologies and techniques such as interviews, analysis of texts and knowledge 
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acquisition tools among others; iii) conceptualisation, which includes structuring the 
domain knowledge in a conceptual model by using the vocabulary earlier specified; iv) 
integration, where the reuse of definitions from existing ontologies is considered; v) 
implementation, which involves the use of a development environment to encode the 
ontology in a formal language; vi) evaluation, which consist in verifying the correctness 
of the ontology and validating that the ontology represents the system for which it has 
been built; and vii) documentation, which involves creating a document after each 
activity. 
On-To-Knowledge (Staab et al., 2001) focuses on building knowledge-based systems 
and consists of four steps: i) the kick-off stage, where the requirements and the scope of 
the ontology are specified, a set of competency questions (GrUninger & Fox, 1995) are 
developed and used later to validate the ontology and a first draft of the taxonomy of the 
ontology is delivered; ii) refinement stage, where the ontology evolves into a target 
ontology for the application; iii) evolution, where the adequacy of the ontology is 
checked in terms of the requirements it has to satisfy and it is tested in the application 
environment; and iv) maintenance stage. 
Each of the presented methodologies follows different approaches for building 
ontologies either from scratch or reusing other ontologies. However, they agree in 
several guidelines which should be followed during the ontology construction process. 
These include: specifying the purpose and requirements of the ontology, defining the 
concepts and terms to be captured by the ontology; encoding the conceptualisation with 
a formal language, evaluating the ontology in order to validate whether the ontology 
satisfies the purpose and requirements for which it was built, and documenting it in 
order to describe it and enable ontology sharing. 
An extended comparative review on these and some other ontology methodologies can 
be found in Corcho et al. (2003) and G6mez-Pdrez et al. (2004) where tools and 
languages for building ontologies are also evaluated. 
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2.2.4.2 Reusing ontologies 
Ontology reuse involves building a new ontology by adopting existing ontologies or 
ontology components. Reusing existing ontologies is worth considering as other 
ontologies may represent parts of the ontology that is intended to develop or the 
ontology under development may be the result from extending existing ontologies in 
order to cover the scope. Ideally, an ontology should be reusable (Stevens et al., 2003). 
For an ontology to be reusable the purpose for which it is intended to be used has to be 
the same as for which it was developed. Because not all the ontologies have the same 
intended purpose, sometimes only some parts of the ontology are reusable. The activity 
of considering ontology reuse complements the conceptualisation task during the design 
of the ontology as if other ontologies are reused, all or part of their conceptualisations 
and terminology is included. Reusing ontologies have some advantages such as 
reducing the human effort entailed in building ontologies from scratch, improving the 
quality of new ontologies as the reused components have already been tested and 
making maintenance more efficient, which means that different ontologies can be 
updated at once by simply updating their common reused components. Reusing 
concepts from other ontologies may benefit sharing. Most of the ontology development 
environments allow importing and exporting other ontologies to aid the process of 
reusing existing ontologies. As mentioned in section 2.2.4.5, many libraries of 
ontologies can be found both on the Web and in the literature. 
The level of generality that an ontology captures and the level of reusability an ontology 
can provide are extremely related. In order for an ontology to enable reuse, reuse needs 
to be considered when building the ontology. The reusability of an ontology is mainly 
dependent on the ontological commitment considered when building an ontology. The 
ontological commitment is an important design criterion to determine the 
appropriateness of an ontology in terms of its structure (Gruber, 1995). It refers to the 
number of claims that are made about the domain under consideration. The ontology 
needs to be as low ontologically committed as possible, provided that it still shares the 
knowledge intended, to allow as much as possible reusability. When the ontological 
commitment is low, less knowledge is provided and therefore less agreement on the 
ontology is required in order to use it. If the ontological commitment is further reduced 
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(i. e. the ontology provides very little knowledge), the ontology becomes less usable (i. e. 
the variety of applications in which the ontology will be able to be used will also 
decrease). Domain ontologies are usually the most reusable ontologies as they keep a 
balance between usability and reusability, whereas application ontologies are the least 
reusable. They are usually created for its use within an application rather than for reuse. 
Nevertheless, ontology reuse is currently hampered by ontologies having its own 
naming standard, objective and domain applicability which are usually biased by the 
author and his / her need for its creation. There is a lack of methodologies to assess the 
quality and the competence of ontologies for being used in a specific context, which 
would enable the identification of relevant ontologies for reuse purposes. Besides, 
ontologies are rarely static but continuously being modified and improved (Supekar, 
2005). 
Therefore, despite the benefits of reusing ontologies (e. g. time and cost savings during 
the building stage, quality improvement, etc. ) by integrating or merging appropriate 
ontologies, which are well accepted procedures (Bontas et al., 2005; Pinto & Martins, 
2000; Uschold et al., 1998), it is currently easier to create ontologies from scratch than 
by reusing existing ones (Fitterer et al., 2008). This is clearly not an efficient process as 
it should be. As a consequence of this situation, ontology reuse has arisen as a research 
field in its own (Bao et al., 2007; Fitterer et al., 2008; Supekar, 2005; Maedche et al., 
2003). 
2.2.4.3 Ontology Languages 
Ontologies need to be encoded in a language that allows representing the concepts and 
relationships that may exist in a domain in a concrete form for the ontology to be 
machine-understandable and thus, enable knowledge sharing and reuse. An ontology 
language is a formal language with which the ontology is built and by which the explicit 
definitions of terms used by agents are represented. These languages make semantics 
explicit to ensure their unambiguous interpretation by both humans and machines. 
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Several languages have been developed during the last few years as many research 
fields have adopted ontology as a tool for information modelling. Ontologies can be 
implemented in a large variety of specification languages that differ in the 
expressiveness (i. e. level of detail at which knowledge is captured) and reasoning 
abilities they offer (Corcho & G6mez-Pdrez, 2000). Reasoning abilities include the 
capabilities of the inference engines attached to the language, inheritance management, 
constraint checking for detecting inconsistencies and if automatic classification is 
available, for languages based on Description Logics (DL). The level of these two 
factors needed within the application where the ontology is going to be employed, 
decides on the language to be used. For instance, heavyweight ontologies need of 
languages as expressive as possible. In large ontologies, inference availability becomes 
essential as it can provide conclusions that can aid the ontology design process by 
making the user aware of classification mistakes or contradictory descriptions. 
At the beginning of the 1990s, a set of Al-based ontology languages was developed. 
These languages differ from being based on first-order logic 2 (e. g. KIF), on a 
combination of Frames and first-order logic (e. g. CycL, Ontolingua,. OCML and 
FLogic) or on DL (e. g. LOOM). OKBC (Open Knowledge Base Connectivity) was also 
created as a protocol (not a language) to access ontologies implemented in different 
languages based on the Frame knowledge representation paradigm. 
KIF (Knowledge Interchange Format) was designed for the interchange of knowledge 
among different computer systems. The language is logical comprehensive and provides 
for the expression of arbitrary logical sentences, which makes implementing ontologies 
directly in KIF very difficult. 
' 
Ontolingua (Gruber, 1993) was built on KIF and is the 
language used by the Ontolingua Server (Farquhar et al., 1997), which is a tool that 
supports creating, evaluating, accessing, using, and maintaining reusable ontologies and 
2 First-order logic: formal deductive system that uses an unambiguous formal language expressed with mathematical 
statements. Description Logics use logical constructs from first-order logic such as intersection (r)), union M or 
complement value restrictions (D), universal restrictions (V) and existential restrictions (3). First-ordcr logic can 
be found in combination with Frames to introduce more expressive constraints such as the expression of disjunction, 
existential quantification about frames or relationships between properties. 
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that supports not only the development of ontologies by individuals, but also by 
distributed groups. Ontolingua makes use of the Frame Ontology (Gruber, 1993), which 
is a knowledge representation ontology for creating frame-bascd ontologies. 'Ihe Frame 
Ontology specifies the representation primitives necessary for frame-based knowledge 
representations (classes, instances, slot constraints, etc. ) in the KIF language. The 
Frame Ontology was modified with the appearance of the OKBC Ontology (Chaudhri el 
al., 1998) to which some of the definitions from Frame Ontology were moved to. 
Ontolingua is the most expressive language. It enables building ontologies using the 
vocabulary from the Frame Ontology, from the OKBC Ontology, using KIF expressions 
and the combination of the above. However, it does not provide reasoning support. 
LOOM was created at the same time as Ontolingua and is based on DL and, unlike 
Ontolingua, it provides automatic classification of concepts. OCML (Operational 
Conceptual Modelling Language) provides reasoning capabilities and it is considered as 
a kind of "operational Ontolingua" due to its compatibility. FLogic (Frame Logic) is a 
language based on Frames and first-order logic which, unlike the rest frame-based 
languages, provides a well-defined semantics as they are explicitly defined in terms of 
first-order logic. 
More recently, new ontology languages have been developed in the context of the 
World Wide Web to exploit the characteristics of the Web. These languages are called 
web-based ontology languages or ontology markup languages and were developed frory, 
markup language syntaxes such as HTML (HyperText Markup Language, developed for 
data presentation) and XML (eXtended Markup Language, developed for data 
exchange). They are constantly evolving and include the standards and 
recommendations of the W3C for the Semantic Web (XML, RDF and RDF Schema) 
and ontology specification languages based on the previous ones: SHOE, XOL, 011,3ý 
DAML+OIL and OWL. These languages have been developed to define the semantics 
of Web resources and are intended for publishing and sharing ontologies on the Web. 
XOL and SHOE are frame-based languages, OIL and DAML+OIL are based on Frames 
and DL and OWL is a DL-based language. 
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XML is a language for exchanging information in the Web. XML was designed for 
Web documents to be read for humans. XML itself has no special features for the 
specification of ontologies, as it just offers a simple but powerful way to specify a 
syntax for an ontology specification language. RDF (Resource Description Framework) 
is the first language particularly developed for the Semantic Web. It was developed by 
the W3C to describe Web resources. RDF features the most basic primitives for 
developing an ontology accomplishing a balance between expressiveness and reasoning. 
It was developed for adding metadata to existing data on the Web in order to facilitate 
the interchange of different sets of metadata between resources. RDF Schema was also 
created by the W3C and appeared as an extension of RDF with some frame-based 
primitives. RDF(S) refers to the combination of RDF and RDF Schema. It is not very 
expressive allowing the representation of concepts, concept taxonomies and binary 
relations. 
SHOE (Simple HTML Ontology Extension), as an extension of HTML, was developed 
to incorporate semantic knowledge readable by machines in HTML documents and 
other Web documents. SHOE improves search mechanisms and knowledge collection. 
XOL (XML-Based Ontology Exchange Language) was created as an intermediate 
language for exchanging ontologies between software systems but not for modelling 
ontologies. 
As different extensions of RDF(S), OIL, DAML, DAML+OIL and OWL were created. 
OIL (Ontology Inference Layer) and DAML (the DARPA Agent Markup Language) 
were built on RDF(S) to support formal semantics and efficient reasoning. They were 
developed for the representation of ontologies within the Semantic Web. OIL adds 
frame-based primitives to RDF(S) and forinal semantics and reasoning services found in 
DL. DAML+OIL appeared as a successor language to DAML and OIL combining 
features of both. It was built on RDF(S) in order to improve its features. DAML+OIL 
moves from the frame-based modelling basis included in OIL and adds DL-based 
primitives and inference procedures to RDF(S). RDF(S) is widely used as a 
representation format in many editor tools such as Protdg6. DAML+OIL describes the 
structure of a domain in terms of classes and properties and a set of axioms to define 
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characteristics of the classes and properties. OIL and DAML+OIL are not evolving 
languages. 
Due to the limited expressive power found in the previous languages, OWL was 
developed. OWL is a set of knowledge representation languages endorsed by the W3C 
that has become very popular for its ability to represent machine-interpretable content 
on the Web. It enables publishing ontologies in the Web to make them available so they 
can be reused totally or partially by other ontologies or be accessed by resources, agents 
and services. OWL became a WK recommendation in 2004 and is currently seen as the 
language standard for the Semantic Web. By providing additional vocabularies for 
describing classes and properties, OWL provides with greater ability to represent 
machine-interpretable Web content. 
OWL was influenced by DL, RDF(S) and Frame paradigms. OWL semantics is based 
on DL, which implies that the subsumption of classes, class inconsistencies and 
required relationships can be automatically checked. OWL provides three increasingly 
expressive sublanguages to account for different combinations of expressiveness and 
reasoning. OWL-Lite is the least expressive language and was created for easy 
implementation, OWL-DL provides the maximum expressiveness while supporting 
automated reasoning and OWL-Full that provides maximum expressiveness with the 
option of RDF constructs but no reasoning support. With the standardisation of OWL a 
number of reasoners such as Fact++, Pellet and RACER and ontology editors such as 
Prot6g6 were developed and / or adapted. 
comparative review on some of these and other languages can be found in Corcho et 
al. (2003) and Gomez-Pdrez et al. (2004), where a summary of the ontology language 
features is presented. In both works, the compatibility of these languages with ontology 
development tools is also evaluated. 
The selection of the appropriate language for the specification of an ontology is crucial 
as it determines the detail at which the domain can be described due to this is limited by 
the expressiveness of the language. Generally, extremely expressive languages like 
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Ontolingua find difficulties to support reasoning whereas less expressive languages (i. e. 
languages based on DL) feature powerful reasoning assistance. 
As mentioned before, despite both Frames and DL paradigms share many similar 
modelling constructs, differences exist in their semantics and in how they are used to 
infer new knowledge or to check the consistency of an ontology. Typically, frame-based 
languages do not have a well-defined semantics. They rely only on the explicit 
statements of class subsumption. On the other hand, DL-based languages are more 
limited in terms of their expressiveness but allow for efficient reasoning as they are 
provided with formal semantics that provide statements with an unambiguous meaning. 
As in Frames, in DL there are statements about classes that are true for all individuals 
but also statements that are necessary and sufficient to identify members of a class. DL 
reasoners can use these necessary and sufficient conditions to compute subsumption 
relationships between classes from the explicit definitions of these classes, which mean 
that they can infer which classes are subclasses of the defined classes. The use of 
classifiers allows for new concepts to be defined from existing ones, which can help to 
reduce the number of knowledge that needs to be maintained explicitly. Besides, apart 
from checking the classification, reasoners enable consistency checking. 
To summarise, DL-based languages appear to be attractive for the purposes of this 
work. They allow for the creation of robust terminologies in which classes are defined 
and provide automated reasoning. The latter can support the user during the explicit 
definition in the designing task by detecting implicit consequences not intended by the 
designer, such as inconsistent ontologies (a new added class definition interacts with the 
existing ones in an unintended way), inconsistent classes (a class cannot have any 
instances), and subclass relationships (a class turns out to be a subclass of another 
class). 
2.2.4.4 Ontology Development Tools 
In the last few years there has been an exponential increase of the amount of tools and 
environments for building ontologies. Ontology editors assist knowledge engineers in 
the ontology development and maintenance process. These tools can be used to build 
new ontologies from scratch or by reusing existing ones as they provide support to map, 
link and merge ontologies. A brief comparison of some of the most popular tools is 
given below. Features like software architecture, interoperability, knowledge 
representation paradigm, inference engines and usability are discussed. A detailed 
review of these and some other tools can be found in OntoWeb (2002) and G6mez- 
Perez et al. (2004). 
Older environments include Ontolingua Server (Farquhar et al., 1997), which was the 
first ontology tool created, Ontosaurus and WebOnto. They were developed based on 
specific languages: Ontoligua Server was created to support Ontoligua, Ontosaurus to 
support LOOM and WebOnto to support OCML. Among the most recent tools, 
OntoEdit, OHED, WebODE and Protegd are the most relevant. They are more 
interoperable with several languages and more extensible than older tools. They provide 
more functionality to the environment through the possibility of adding extemal, 
facilities like plug-ins to the basic editor. 
All . tlid . edi - torg discussed in this section are either open source or offer free access to its 
functions, except for OntoEdit in its professional version which is under licence. The 
tools are not restricted to any methodology in particular although some tools such as 
OntoEdit and WebODE give support to On-To-Knowledge and METHONTOLOGY 
methodology respectively. 
Regarding the software architecture and the extensibility of these tools, old tools have a 
client / server architecture whereas the most recent tools have extensive architectures, 
which allows for other functionalities to be included. For instance, OntoEdit and 
Protegd allow extending its ontology editor user interface by the use of plug-ins. 
Regarding the software platform, most of the tools require Java platforms (WebOnto, 
OilEd, Ontoedit, Protdge, WebODE). Most of them store the ontologies in text files, 
however, WebODE, Protdg6 and the OntoEdit (in its commercial version) make use of 
databases for storing ontologies, which allows easy access to the information stored by 
members of a community and building larger ontologies. 
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The possibility of translating ontologies to or / and from some other ontology languages 
as well as the interoperability with other ontology development tools, merging tools, 
information systems and databases that editors may offer, are other key features to 
integrate ontologies in applications. Most of the recent tools include importing and 
exporting to and from various languages. For instance, WebODE allows importing and 
exporting ontologies in different formats such as XML, RDF(S), DAML+OIL and 
OWL. Ontologies in ORED can be created in OIL and DAML+OIL and it supports 
exporting into RDF(S), OIL and DAML+OIL among others. F-Logic, RDF Schema and 
OIL are supported by OntoEdit. Text files, database tables, spreadsheet data and RDF 
files can be imported into Protege which supports exporting into a variety of formats 
including RDF(S), OWL, and XML Schema. Besides, as mentioned before, the 
usability of a language with existing platforms is another important feature. Being the 
Web currently a very important platform, the interoperability of an editor with current 
Semantic Web standards such RDF and OWL has clear advantages. 
The knowledge representation paradigm underlying the ontology tool knowledge model 
is very relevant as it determines what and how the knowledge is modelled, (i. e. the 
components to be used to create the ontology). OHED and OntoSaurus are DL-based 
tools whereas the rest are based on a combination of Frames and first-order logic. Of 
interest is Protegd which allows modelling frame-based ontologies (Prot6ge-Frames 
editor) in accordance with the Open Knowledge Base Connectivity protocol (OKBC) 
and to build ontologies for the Semantic Web, in particular in OWL. 
All recent tools include inference engines that are built in (Protdg6, WebODE, OILEd 
and OntoEdit Professional) and / or that are external and integrated as plug-ins (Prote'gd 
and WebODE). Protdgd is the editor that has more inference engines integrated. Such 
engines enable checking for inconsistencies, inheritance and deduce new knowledge 
from the ontology. However, automatic classifications are only supported by Proteg6 (in 
its extension Prot6g&OWL) and OilEd as they are based on DL languages. Multiple 
inheritance is supported by all tools. Among the oldest tools, Ontolingua, does not have 
inference engine and Ontosaurus is the only one that also supports automatic 
classification. 
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Regarding the usability of these tools in terms of edition and visualisation, all editors 
but Ontolingua, Ontosaurus and WED provide graphical support for editing concept 
taxonomies and browsing ontologies. Protdge has very user friendly graphical interface 
for editing ontologies and the layout and visualisation of the ontology can be 
custornised (which is also possible for WebODE). Easy browsing of the ontology is a 
very important feature when editing and developing an ontology. 'I'lle ontology building 
process is iterative and therefore users should be able to easily understand the scope, the 
content and the structure of the ontology being built. Prot6g6 eases such understanding 
by making use of a code colour which helps recognising inheritated slots. Both Protdgd 
and ORED interfaces consist of different tabbed panes that contain infonnation about 
the different components of the ontology (classes, properties, instances, etc. ). Common 
to Proteg6 and WebODE is graphical taxonomy viewing with expanding and 
contracting levels. Protdg6 contains a visualisation tool called OWLViz for OWL 
ontologies. It uses the same code colour as Protdgd-OWL, which allows recognising 
easily modifications computed by reasoners in terms of the class hierarchy as well as 
inconsistent classes. By creating an inferred class hierarchy as a result of the action of 
the reasoner, comparisons between the asserted and inferred class hierarchy are 
possible. Another important feature shared by Prot6gd, ORED and OntoEdit 
Professional is the support of reusable libraries of ontologies, which is very important 
when the reuse of existing ontologies is intended. Finally, all these tools but OHED 
support building ontologies as collaborative construction. WebOnto has the most 
advanced features regarding this aspect. 
Prot6g6 appears to be the most complete and user friendly ontology development tool. 
Its open architecture based on a flexible plug-in framework enables easily incorporating 
additional functionalities making the basic editor more flexible and complete. Examples 
of functions provided by plug-ins are inference services (e. g. RACER), visualisation. 
systems (e. g. GrOWL), wizards to help in the ontology specification, rule engines and 
import / export ontology language mechanisms. 
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2.2.4.5 Libraries 
Many libraries of ontologies can be found both on the Web, where ontologies are 
becoming very common, and in the literature. Some examples apart from the 
Ontolingua ontology library 3 at the Ontolingua Server (Farquhar et al., 1997) are the 
DAML librarieS4, Webonto ontology library 5, Protdgd ontology library 6 and WebODE 
ontology library 7. All these libraries are added to ontology tools except from the DAML 
ontology library, which is related to an ontology language. 
2.2.5 Applications 
In this section, a list of the most known ontologies and some ontology applications are 
presented. 
WordNet (Miller, 1995), as a linguistic ontology, aims to describe semantic constructs 
rather than a domain. It represents a large lexical database for English. Each concept in 
WordNet maps a word in a natural language. SENSUS (Swartout et al., 1997) is a 
natural language-based ontology that resulted from the extension and reorganisation of 
WordNet. It consists of approximately 90,000 concepts and is used for machine 
translation, text summarisation and database access. Among the applications that use 
natural language ontologies, OntoSeek (Guarino et al., 1999) uses WordNet for content- 
based information retrieval from online yellow pages and product catalogs. 
Regarding domain ontologies, in enterprise modelling, ontologies along with company 
intranets are extensively being used to improve the organisation of knowledge about the 
structure, activities, processes, resources, people and goals in companies. The Enterprise 
3 http: //www. ksl. stanford. edulsoftware/ontolin a 4 http: //www. daml. orglontologies 
gu 
5 http: //www. webonto. ope. ac. uk 6 http: //protegewiki. stanford. edu/index. php/Protegý-Ontology-. ýibrary 7 http: //webode. di&fi. upm. es 
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Ontology (Uschold et al., 1998) was developed as a part of the Enterprise Project8. The 
Enterprise Ontology, implemented in Ontolingua, is a collection of terms and 
definitions relevant to business enterprises. The Enterprise Project uses knowledge- 
based systems in enterprise modelling aiming to support organisations effectively. The 
objective is to obtain an enterprise-wide view of an organisation, which can then be 
used as a basis for taking decisions. The role of the Enterprise Ontology within this 
project is to act as a communication medium between humans to achieve an integrated 
enterprise. In the same field, the TOVE Ontology was developed within the TOVE 
project (Fox et al., 1993) with the aim of defining a language to express enterprise 
knowledge to allow communication of information among units (such design, 
manufacturing, marketing and field service) and coordination of enterprise decisions 
and processes with the aim to improve performance. The goal was to create a data 
model to provide a shared terminology with common-sense meanings (i. e. a 
terminology defined in a precise and explicit manner). 
In knowledge management, ontologies are used to access information constituting the 
corporate memories of organisations. On-to-Knowledge (Fensel et al., 2000) builds a 
tool environment based on ontologies to deal with large number of documents found in 
company intranets and the Web. Aldea et al. (2003) proposed a distributed knowledge 
management system to retrieve and analyse information from the Web by using multi- 
agent systems and ontologies. Agents performed the search, the results of which were 
merged and represented in the final domain ontology. 
In e-commerce, ontologies are used to facilitate the exchange of information between 
customers and suppliers in order to allow identifying products and services in global 
markets. The ALICE framework (Domingue et al., 2003) makes use of ontologies to 
represent knowledge related to online shopping to give support to users in the task of 
shopping. The SNAP ontology (Morgenstern & Riecken, 2005) was created to 
8 http: //www. aiai. ed. ac. uk/project/enterprise 
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recommend products and services to consumers in the field of telephony, insurance and 
banking. 
In chemistry on one hand, CHEMICALS (Femdndez-Lopez et al., 1999), which was 
built following METHONTOLOGY, represents knowledge of the chemical elements of 
the periodic table in terms of their properties and their crystalline structure. It is 
implemented in Ontolingua. On the other hand, the Chemical OntoAgent (Arpirez et al., 
1998) is used for teaching purposes. 
In medicine, LinKBase Ontology9 is the* largest formal medical ontology in the world 
that embeds a formal conceptual description of the medical domain. GALEN10 provides 
language, tenninology and coding services for clinical applications with the objective of 
reusing and sharing clinical information about patients. It provides a clinical 
terminology that is written in the medical oriented language GRAIL. 
Regarding engineering ontologies, EngMath ontology (Gruber & Olsen, 1994) was 
developed for mathematical modelling. The ontology includes conceptual foundations 
for scalar, vector, and tensor quantities, physical dimensions, units of measure, 
functions of quantities, and dimensionless quantities. PhysSys (Borst, 1997) applies to 
the design, modelling and simulation of physical systems. The YMIR ontology (Alberts, 
1994) specifies a taxonomy of concepts for engineering design in multiple domains 
such electrical engineering, mechanical engineering, and civil engineering. Recently, 
Morbach et al. (2007) have presented OntoCAPE, a large-scale ontology for chemical 
process engineering. Design, construction and operations of chemical plants are 
considered as the major engineering activities in this domain. 
9 http: //www. landeglobal. conVpage0inkbase. php 10 http: //www. opengalen. org/ 
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Finally, in bioinformatics, some of the most relevant ontologies include the RiboWeb 
ontology1l, the EcoCyc ontology 12 9 the Schulze-Kremer ontology 
13 and the Gene 
OntologY14' which have molecular biology applications. 
Many ontologies have been developed to represent semantic models giving a collection 
of terms and definitions that define a specific domain with a common vocabulary that 
allows making knowledge available to be shared and reused. However, in this work, 
ontologies are used with a different7 purpose that has not been tackled before. 
Ontological concepts are used here to represent the mathematical formulation employed 
in process synthesis. The approach presented in this research makes use of ontologies as 
information extraction and communication tools that make possible the link between 
mathematical models and users. 
2.3 Optimisation Methods 
Optimisation is based on exploiting the degrees of freedom of a problem in order to 
determine the optimal values that define the best solution of the objective function that 
is to be maximised (or minimised) subject to constraints. Optimisation algorithms are 
iterative. They generally start from an initial guess, search through the solution space by 
generating a sequence of solutions until they reach the optimal solution. In this section a 
review of the most commonly used optimisation methods for chemical engineering 
applications are reviewed. 
" http: //smi-web. stanford. edu/projects/helix/riboweb. html 
12 http: //ecocyc. PangeaSystems. com/ecocyc/ecocyc. html 
13 http: //igd. rz- bcrlin. mpg. de/-www/oe/mbo. html 
14 http: //geneontology. org/ 
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2.3.1 Deterministic Optimisation 
Most complex engineering problems such as process synthesis involve non-linear 
formulations. Approaches that rely on deterministic methods in the form of MINLI's are 
most frequently employed. They use gradient information to evolve the search. 
However, these methods are limited by model complexities subjected to converge for 
highly non-linear applications. They are sensible to initialise variables and do not 
guarantee global optimality for complex non-linear problems, which is required when 
determining process performance limits. Where multiple local optima exist, these 
methods generally converge to the nearest local optimum. In contrast, stochastic 
optimisation methods have proven to be able to handle problems with any degree of 
non-linearities and not to be restricted by dimensionality and size of the problem. They 
have shown to be robust in providing confidence in the quality of the solution as they 
use statistical random probabilistic approaches to allow for the exploration of the entire 
search space. For these reasons, stochastic optimisation methods appear to be more 
promising tools for this type of problems and deserve further attention. 
2.3.2 Stochastic Optimisation 
Stochastic methods are an alternative to gradient-based methods. The use of stochastic 
methods in process synthesis has proven to be robust and reliable as the methods can be 
applied for arbitrary and complex schemes with any degree of non-linearities (Linke & 
Kokossis, 2003a; Montolio-Rodriguez et al., 2007). They have demonstrated to be 
robust in providing confidence in the quality of the solutions obtained as the confidence 
about the optimum can be measured from the standard deviation of the optimisation 
results from sets of multiple experiments with different initial starting points, provided 
the number of function evaluations is high enough. Stochastic optimisation techniques 
are based in the inclusion of randomness in the search direction as the algorithm iterates 
towards a solution. They are based on the transition from a current state to another state 
within its neighbourhood with a tendency to evolve towards states with improving 
objective function, which results in transitions towards the stochastic optimum. New 
states are generated by performing moves (or state transformations) on the current state. 
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The set of moves allows arriving at each of the design options that form the solution 
space. Convergence is considered to be reached when certain termination criteria is met. 
Different stochastic techniques exist depending on the strategy followed to exploit the 
search space in order to guide the transition from an initial state to the optimal state. The 
most popular methods applied to process synthesis are Simulated Annealing (SA) and 
Tabu Search (TS). SA (Kirkpatrick et al., 1983) is based upon resemblances with the 
physical process of cooling of metals to forin the most stable state whereas TS (Glover, 
1993) makes use of concepts of Artificial Intelligence to guide the search towards the 
optimal state. 
2.3.2.1 Simulated Annealing 
SA (Kirkpatrick et al., 1983) is an optimisation method built upon the physical 
annealing process (heating and controlled cooling) of a metal in order to describe the 
most energy stable state. Such state is that of a perfectly ordered crystal that 
corresponds to the minimum energy. Different energy states are defined depending on 
how ordered the molecular structure of the metal is. At high temperatures, the molecular 
structure is disordered which allows the system to attain all possible energy states With 
equal probability. As the temperature decreases, the structure becomes more ordered 
and crystalline as the motion of the atoms becomes more difficult. The system becomes 
limited to small energy changes until the system becomes frozen (no motion) at T == 0. 
A slow cooling avoids a frozen system at a local minimum energy state and allows 
finding the most ordered configuration approachable (global minimum energy state) 
whereas rapid cooling generates a metastable structure with higher energy (local 
minimum energy state). 
By analogy with the annealing process, in the optimisation exercise, the current state of 
the thermodynamic system corresponds to the current solution of the OPtimisation 
problem, the energy function to the objective function and the frozen state to the global 
minimum. A flowchart for the SA algorithm is presented in Figure 2.1. 
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Figure 2.1. Simulated Annealing diagram 
The SA algorithm starts from an initial state and applies iterative random transitions to 
the current state in order to generate a new state. The different states that the system can 
attain depend on its degrees of freedom. The transition from a feasible state to a new 
state takes the form of a local transformation (i. e. move) applied to the current state 
depending on some perturbation probabilities. Perturbation probabilities embody the 
frequency with which each move occurs. They are defined by the user and allow the 
user to bias the search by stating the preference for the selection of certain moves. Thus, 
the adjustment of probabilities can be used to monitor the evolution of the search under 
certain conditions, control the search space in order to include certain features in the 
final solutions or exclude known impracticalities of the problem under consideration. 
The new state is simulated and its performance is evaluated. The new state is accepted 
according to the Metropolis acceptance criteria (Metropolis et al., 1953), which takes 
the following form: 
Pi, j = min 1, exp 
-AE 
n Ta 
I 
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The new state is accepted with a certain probability Pi, j r: [0, I] that depends on the 
difference between the performance of the new state j and that of the current state i (AE 
= Ej - Ej) and on the current temperature 
T. ' of the system. A random number 
rdra e [0,1] is generated and compared with Pij. If the acceptance criteria 
is satisfied 
(rdm < Pij), the new state is accepted, otherwise it is rejected and the system remains in 
the current state, which is used to start the next iteration. 
Improving state transitions are always accepted with probability I so the method 
increasingly favours the system towards improving performance states as the annealing 
process develops. However, in resemblance to the Boltzmann energy distribution for 
physical systems, the Metropolis criterion may allow accepting state deteriorations 
during the annealing procedure which prevents from getting stuck in local optima. At 
the beginning of the optimisation process (high temperatures) the probability for 
accepting system deteriorations is high. As the search proceeds, the probability 
decreases with the reduction of the temperature until it approaches to zero at the end of 
the process (at the final temperature). The initial temperature has to be high enough in 
order to guarantee that all states at that point are reached with the same probability and 
hence, ensure that the reachability of the global optimum is independent of the starting 
state, as long as the annealing process is performed slowly enough. This condition is 
necessary to prevent the optimisation process from getting stuck in a local optimum. 
The number of random transitions performed at each temperature is a Markov chain 
(MC). The annealing temperature is gradually reduced after a MC is terminated. Thus, 
with the reduction of the temperature, the probability of accepting performance 
deterioration is also reduced. If none of the new states generated within a MC has been 
accepted, a new MC is performed again at the same temperature. Once the MC is 
terminated, the temperature is decreased. The annealing process finishes when 
termination criteria are met. 
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2.3.2.2 Tabu Search 
TS (Glover, 1993) is an iterative stochastic search method. The algorithm (Figure 2.2) 
explores a neighbourhood formed by a set of n random moves that can be applied to the 
current solution resulting in a set of neighbouring solutions at each iteration. The 
number of new solutions to be generated at each iteration is the neighbourhood size. 
The n moves are selected randomly from a moves list. The set of neighbouring solutions 
are simulated in order to search for improved performance respect to the current state. 
TS includes a short-term "memory" (Tabu List) which contains the recent history of the 
search by recording the latest transformations performed. When the acceptance criteria 
are applied, in order to decide whether to accept or reject a new state, reverse moves 
associated to the moves in the Tabu List are rejected. By the use of this "memory", local 
optima can be overcome as cycling back to previously visited solutions is avoided. 
Consequently, the Tabu List helps the search to move away from previously visited 
solutions and thus performing a wider exploration. 
I Initial structure I 
Generate a set of 
new structures and 
evaluate 
Select best new 
solution 
I 
NO 
move 
YES Best All - 
abu? so far? 
ý>-'L 0 <Tabu? 
NO I YES I YES 
Termination n< 
criteria met? 
YES 
I Final solution I 
Figure 2.2. Tabu Search diagram 
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Among the states explored in a single neighbourhood, the one with best objective 
function value becomes the initial state for the next iteration. Consequently, states that 
present worse objectives than the best overall solution but that can reach potential states 
can be accepted and therefore local optima avoided. Aspiration criteria are used to 
decide when a move can be accepted despite of being in the Tabu List. This condition 
avoids missing promising unvisited states attainable by moves in the Tabu List. The 
iterative process finishes when the termination criteria are met. 
Both SA and TS appear to be appropriate for the needs of the proposed approach. These 
tools are based on simple search strategies that appear to allow for fast customisation as 
possible state transitions that account for the possible search directions need to be set 
beforehand. Both algorithms are employed in this work. Stochastic optimisation is 
applied in the form of TS for the synthesis of single phase reactor systems presented in 
Chapters 3 and 4. On the other hand, SA is applied to address multiphase reactor 
systems in Chapters 6 and 7. 
2.4 Reactor Network Synthesis Approaches 
Economic viability of chemical processes is highly influenced by the performance of the 
reaction system. The optimisation and synthesis of complex reactor networks is still an 
active area of research. It aims to find the most effective combination of reactor types, 
flow configurations and design parameters, for given feed conditions and kinetics, that 
optimises an objective function value. 
Existing methods for the synthesis of reactor networks include geometric methods, 
superstructure-based optimisation methods, which include both deterministic and 
stochastic techniques, and combinations of both. 
The geometric methods for reactor network synthesis are based on the concept of the 
Attainable Region (AR) that was first suggested by Hom (1964). The AR is the convex 
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hull of concentrations that can be achieved for a given feed by only the elemental 
processes of reaction and mixing. Once a candidate AR is identified, the interpretation 
of its boundary in terms of reactive units is performed. The AR defines all achievable 
states. Its boundary is of special interest as it is where a given objective can be 
optimised. Glasser et al. (1987) extended the work of Hom (1964) presenting a 
geometrical approach instead of optimisation techniques for determining the AR in 
concentration space for isothermal reacting systems with constant density. They 
considered PFRs, CSTRs and recycle reactors to construct the AR. Later, Hildebrandt et 
al. (1990) extended the application of the concept to adiabatic, variable density systems 
and constrained systems. Hildebrandt & Glasser (1990) first applied the AR concept to 
three-dimensional systems. As a consequence of these research works, a set of 
necessary conditions and properties that characterised the AR was developed. The AR 
was constructed by recursive application of the necessary conditions that the AR must 
satisfy. However, during those early years of development of the AR theory, no 
sufficient conditions were derived that guaranteed that the selected AR was the true AR 
and that no options had been excluded. These methods have shown to work well for 
small problems but suffer from dimensionality limitations when extended beyond three 
dimensions, as the geometric interpretations become very complex. For 21), the AR can 
be easily visualised and be used to solve reliably small problems. However, for higher 
dimensions, the graphical visualisation of the AR problems becomes more difficult. 
Despite these limitations, some work can be found in the literature where efforts have 
been addressed to define the region theoretically. Feinberg & Hildebrandt (1997) and 
Feinberg (2000a, 2000b) brought additional theory to the AR concept defining universal 
properties for isothermal reaction and mixing. 
In the last years, research efforts have focused on the computational construction of the 
AR. Rooney et al. (2000) demonstrated a method for the construction of larger 
dimensional ARs (more than two dimensions) using an approach that uses convex 
combinations of 2D ARs. CSTRs, PFRs and mixing lines were assumed to be sufficient 
for constructing the 2D regions. Burri et al. (2002) developed an alternative approach 
for the automated construction of the AR using a linear programming (LP) formulation 
applied to isothermal, steady-state, constant density reactor network problems. They 
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developed the IDEAS (Infinite DimEnsional State-space) framework, which considered 
all reachable networks based on CSTRs, PFRs and mixing lines and led to a convex 
(linear) optimisation formulation that guaranteed global optimality. The resulting 
formulation was an infinite linear programming (ILP) problem the solution of which (a 
point on the AR boundary) was approximated through the solution of a sequence of 
finite linear programs of increasing size. The framework decomposed the network into a 
reactor operator (ROP) that quantified the actions of all reactors in terms of linear 
expressions and a distribution network (DN), where mixing, splitting, recycling and 
bypassing took place. Kauchali et al. (2002) proposed an alternative IDEAS formulation 
where only CSTR models were used to represent the network in order to avoid 
differential equations. The approach proved that the AR could be extended considering 
only CSTRs. Manousiouthakis et al. (2004) also employed IDEAS for the reactor 
network synthesis problems. They presented a necessary and sufficient condition for a 
point in the concentration space to belong to the AR. Following this, they developed the 
Shink-Wrap algorithm to approximate the true AR as an alternative to solving large 
finite linear programs (Burri et al., 2002). The algorithm was based on defining a 
convex superset that contained the AR, creating a point grid on it and progressively 
eliminating the extreme grid points that did not satisfy the conditions they proposed. 
Later, Zhou & Manousiouthakis (2007) further applied the IDEAS method and the 
associated Shink-Wrap algorithm to variable density fluid isothermal reactor networks 
synthesis (not tackled yet) and to non-isothermal reactor networks for both constant and 
non-constant density fluid (Zhou & Manousiouthakis, 2009). 
These efforts overcome the graphical visualisation limitations exhibited by the 
geometric methods as the visualisation of the AR is not required to find the optimal 
reactor network. However, the computational effort required to construct the AR 
increases significantly with the increase of the dimension problem, which prevents these 
methods from being applied to cases of high complexity such as the ones typically 
found in industry (Zhou & Manousiouthakis, 2007). 
An alternative to the AR methods are superstructure-based optimisation approaches, 
which are based on identifying the optimal combination of reactor units and feeding and 
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product strategies from generic representations. These methods concern the definition of 
a network representation that contains all feasible solutions among which the optimal 
design resides. All possible reactor unit combinations and the connections between 
them through mixers and splitters are embedded within the superstructure. The 
representation of performance measures other than the concentration can be easily 
accommodated within superstructure optimisation methods. The performance measure 
is generally a function of the outlet compositions and the size of the network; it may be 
the yield of a given product, the selectivity between products, or the overall profitability 
of the process. The key advantage of superstructure-based optimisation approaches over 
geometric techniques is that they are able to generate simultaneously the performance 
and the network configuration and operational conditions of the optimal solution. 
However, the optimal solution is only as rich as the superstructure considered and the 
real optimal network can be missed if it is not embedded within the superstructure. The 
synthesis of chemical processes using superstructure optimisation can be approached 
using both deterministic and stochastic methods. 
Jackson (1968) first presented deterministic superstructure optimisation by proposing an 
algebraic structure to represent the reactor network consisting of PFRs interconnected 
by sidestreams at different sink and source points. Changes on the number and the 
position of these points allowed manipulating the mixing pattern and flow 
configuration. Achenie & Biegler (1986) first presented the superstructure optimisation 
of reactive systems using deterministic techniques in the form of non-linear 
programming (NLP). They assumed constant density systems and formulated an 
optimal control problem with a constant dispersion model where reactor types were 
selected among CSTRs and PFRs by the use of a dispersion parameter. Later, they 
reformulated the problem with a superstructure consisting of recycle reactor modules 
(RRM) in series (Achenie & Biegler, 1990). The RRM consisted of a recycle reactor, a 
heat exchanger, a fresh feed stream and a bypass stream. They used the recycle ratio to 
decide the type of reactor: a PFR was considered when the recycle ratio decayed to 0 
and a CSTR when it grew towards infinity. From a different point of view, Achenie & 
Biegler (1988) proposed an isothermal two-compartment mixing model of segregation 
and maximum mixedness to search for targets (upper bounds) of the objective function. 
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The synthesis problem was presented as an optimal control formulation and solved as a 
NLP. They formulated the synthesis problem with the residence time density 
(macromixing function) and the transfer function that governs the transfer of mass 
between the compartments (micromixing function) as the control variables. With the 
combination of these concepts, they could simulate diverse mixing states. With such 
mixing model, they could provide information about the optimal mixing pattern but not 
about the optimal reactor type and network configuration. Later work includes Kokossis 
& Floudas (1990) who first proposed a reactor network superstructure formulated in the 
form of mixed integer non-linear programming (MINLP) problem. They proposed a 
superstructure of isothermal generic elements (CSTRs and PFRs) that integrated all 
possible connections among them. They replaced PFRs by a cascade of equal volume 
CSTRs in order to avoid a mathematical model with differential and algebraic equations 
and represented the existence of the units by the use of integer variables. Later, they 
extended their work to non-isothermal reactor network systems (Kokossis & Floudas, 
1994). Schwieger & Floudas (1999) presented a superstructure-based approach where a 
superstructure that included CSTRs and cross flow reactors (CFRs) as generic units, 
along with mixers and. splitters that connected the units, was used. By using CFRs, all 
PFRs, maximum mixed reactors (MMRs) and segregated flow reactors (SFRs) could be 
represented. The mathematical model for the superstructure was formulated with a 
differential and algebraic equations (DAEs) system and the optimisation was addressed 
through the application of a control parameterisation approach. Later, Esposito & 
Floudas (2002) developed a deterministic global optimisation approach for the 
isothermal reactor network synthesis based on a branch-and-bound framework to 
guarantee convergence to the global minimum over the multiple local minima exhibited 
by this formulation. The superstructure included a PFR with recycle, a CSTR and a 
bypass stream. 
Deterministic optimisation-based synthesis approaches are limited by model 
complexities subjected to converge for highly non-linear applications. Other problems 
include sensitivity to initialise variables and that the location of design solutions in the 
globally optimal domain cannot be guaranteed for complex non-linear problems due to -- 
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the non-convexities involved in the mathematical formulation, which does not produce 
enough confidence in the quality of the solution. 
Some work has been developed where a combination of the previous two techniques is 
included in an effort to benefit from the AR properties to enhance superstructure 
optimisation. These hybrid techniques of the superstructure and geometric methods 
make use of the AR properties to reduce the complexity and the size of the problems 
formulated as MINLP problems. Balakrishna & Biegler (1992a, 1992b) extended the 
work of Achenie & Biegler (1988) and developed an iterative process where feasible 
regions for the optimisation were sequentially created. It was based on two alternative 
methods for expanding the feasible region. The multicompartment model approach 
consisted of one segregated zone and multiple zones of maximum mixedness. With a 
model between these two extremes of reactor behaviour (segregation and maximum 
mixedness), they aimed to simulate and therefore cover a wide variety of mixing states. 
The approach was based on adding further compartments at each stage. With the 
constructive approach, convex regions were expanded recursively. It was based on 
selecting a candidate for the AR (a single reactor) and, creating reactor extensions 
successively until the objective function was no longer improved. At that point, the 
optimal network was considered to be found. This approach ensured that no more than 
the simplest required model was solved. Later, they extended the constructive approach 
for the synthesis of non-isothermal reactor networks with heat integration. Lakshmanan 
& Biegler (1996,1997) extended their work by using reactor modules to target the AR. 
The reactor modules consisted of a CSTR and a PFR for two dimensional targeting with 
the addition of a differential sidestrearn reactor (DSR) for higher dimensions, and were 
postulated using concepts from the superstructure optimisation and AR properties. The 
problem was formulated as a compact MINLP. Their method overcame the drawback 
exhibit in the work of Balakrishna & Biegler (1992a, 1992b) where the optimisation of 
non-monotonic functions could lead to a suboptimal solution. Besides, the algorithm 
was able to identify bypasses and structures made of reactors in parallel in the optimal 
reactor network. Rooney & Biegler (2000) presented a hybrid approach using both 
mathematical programming methods in the form of MINLP and AR concepts under 
model parameter uncertainty. Pahor et al. (2000) integrated the synthesis of reactor 
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networks with MINLP and a successive analysis in the AR. They modified the AR 
theory to include economic criteria. Then, the optimal solutions from the MINLP 
problem were verified in the modified AR. More recently, Irgic Benedik et al. (2007) 
extended this work and suggested the transformation of the Concentration Attainable 
Region (CAR) into the Economic Region (ER). They presented a novel concept to 
construct the ER for multidimensional problems. One-parametric NLP or MINLP 
optimisation problems, where the reactor volume was the changing parameter, were 
executed to define 2D projections in CAR and ER. ER was considered an attainable 
region (EAR) if the objective function was linear. The less linear it was (i. e. the more 
discontinuous, discrete, non-convex, non-linear it was), the less principles of AR could 
be applied to ER. 
Despite these efforts, such approaches still contain the aforementioned limitations of the 
deterministic optimisation tools. Alternatively, stochastic techniques overcome some of 
the drawbacks of the deterministic methods being able to handle problems with any 
degree of non-linearities and discontinuities and not been restricted by dimensionality 
and the size of the problem. They have demonstrated to be robust in providing 
confidence in the quality of the solutions as the confidence about the optimum can be 
measured from the standard deviation of the optimisation results from sets of multiple 
experiments with different initial starting points, provided the number of function 
evaluations is high enough. The use of stochastic optimisation methods in reactor 
synthesis has proven to be robust and reliable as the methods can be applied for 
arbitrary and complex reactor schemes and kinetics. 
Marcoulaki & Kokossis (1996,1999) applied stochastic optimisation to single phase 
reactor networks in the form of Simulated Annealing (SA). The approach delivered 
consistent targets for the performance of a reaction scheme and proposed a set of 
solution designs with performances equal or very close to the targets. The use of SA 
proved to guarantee confidence in the final solution despite of the computational effort. 
This approach was later extended to non-isothermal single-phase systems and to 
isothermal and non-isothermal multiphase systems by Mehta & Kokossis (1997,1998, 
2000). They developed the concept of shadow compartment to include in a single unit 
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all design options resulting from the possible contacting and mixing patterns that exist 
between different phases. The reactor unit was presented as a combination of 
homogeneous reactors each of them belonging to a different phase. In each phase, the 
homogeneous reactor behaviour could range form CSTR to PFR. Shadow reactors were 
presented in additional phases, which were related to the others through mass transfer 
interaction. Reactors in each phase were arranged in terms of reactor compartments 
representing the building blocks of the network. 
Later, Linke & Kokossis (2003a) extended this work to account for the exploitation of 
reaction and separation options at the same time. They proposed a process 
representation that consisted of two kinds of generic synthesis units: reactor / mass 
exchangers (RMX units) and separation task units. RMX units followed the concept of 
the shadow compartment (Metha & Kokossis, 1997,2000) and could take the form of 
pure reactor units, mass exchangers or reactive mass exchangers whereas separation 
tasks represented separators. In a separate effort, they compared the stochastic 
algorithms SA and Tabu Search (TS) applied to the synthesis of reaction / separation 
systems (Linke & Kokossis 2003b). They concluded that. TS performs faster than SA 
when applied to such problems. 
More recently, Montolio-Rodriguez et al. (2007) extended this work and developed a 
decision support framework applied to heterogeneously catalysed gas-phase reaction 
systems using TS. The decision support framework relied on a multi-level search 
approach for the development of design performance targets and the identification of the 
relationship between design complexity and design performance. With the multi-level 
approach, the optimal searches were performed in structured steps. The approach 
included two separate levels. In the first level, the optimal performance of conventional 
base case structures was assessed. In the second level, the targeting performance limit 
was identified by optimising the full superstructure. At this stage, from the optimal 
design solutions, promising design features were extracted and systematically 
investigated by the optimisation of reduced superstructures. By adding the identified 
design features to the base case structures, the search space was increased and 
consequently the performance improvement assessed. This stage was iterative and the 
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result of each iteration guided the following search. As a result, a set of potential 
designs of different complexity, and thus performance, was delivered. 
Although robust, stochastic methods require long computational times to solve large' 
systems (Rigopoulos & Linke, 2002). With such limitation in mind, recently, Yang et 
al. (2006) developed a novel optimisation scheme for large-scale size distributed 
computing envirom-nents. The method was based on concepts from SA and was applied 
to the synthesis of complex reactor systems. Based on these developments, Du el al. 
(2007) focused on the synthesis of complex reactor networks using distributed 
environments to take advantage of the powerful capabilities of grid computing in 
process synthesis. This Grid application addressed the scheduling of stochastic 
experiments, its management and the systematic development of diagnostics. 
The stochastic nature of these approaches concludes to a number of alternative 
solutions, often of high complexity and quite rich in design information. Design 
solutions are selected on the basis of performance and therefore, only knowledge about 
the performance quality of the optimisation is acquired. The comprehension of the 
solutions is difficult as same performance leads to different structural and operational 
characteristics. In a similar vane, minor changes in the design parameters often yield 
major changes in the selected designs (types of units, connections employed), which are 
difficult to interpret, comprehend or summarise. These optimisation methods offer no 
insight or understanding of why the solutions obtained are optimal solutions as 
knowledge is not present in the decision-making process. The lack of knowledge during 
the optimisation course requires the synthesis process to employ exhaustive versions of 
reference models, resulting in an increase of the computational efforts for large systems. 
Even in cases where the interpretation of the solutions accounts for a precise set of 
design recommendations, the algorithmic launch of the method does not alloW 
convergence unless a significant number of stochastic experiments meet the required 
convergence criteria. 
In an effort to overcome some of these drawbacks, Ashley & Linke (2004, 2005) 
introduced the concept of knowledge-driven optimisation, which is based on the 
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combination of knowledge acquisition tools with stochastic methods to robustly and 
quickly address complex reactor design problems. The approach made use of 
knowledge derived from kinetic models to gain understanding of the system. Data 
mining techniques were employed to analyse reaction pathways in order to extract 
relationships between process variables and regions of high performance. Optimal 
design rules were developed from extracted trends, prior to the optimisation, and used in 
the course of a tailored stochastic search. Rules guided the search towards well 
performing spaces by suggesting moves based on rule violations. However, their work 
still lacks comprehension and insight of the solutions as knowledge acquisition to focus 
and guide the search towards high performance regions is prior to the optimisation 
exercise. 
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CHAPTER 3. 
0 Overall Approach to Semantically Enabled 
Synthesis 
3.1 Introduction 
Economic viability of chemical processes is highly influenced by the performance of the 
reaction system, as reaction systems have a direct impact on the design and operation of 
later processing units and their interactions. The optimisation and synthesis of complex 
reactor networks is still an active research area that makes extensive use of 
superstructure optimisation to address the systematic development of design options 
through generic representations integrating all available designs. Superstructure-based 
optimisation approaches concern the definition of a network representation that contains 
all feasible solutions among which the optimal design resides. All possible reactor unit 
combinations and the connections between them through mixers and splitters, are 
embedded within the superstructure, from which the optimal combination of reactor 
units, mixing and feeding strategy is to be identified. 
This chapter explains the limitations of superstructure-based Optimisation approaches 
that have motivated the development of an approach for semantically enabled process 
synthesis. This chapter gives an overview of the novel approach and illustrates its 
application for single phase reactor systems. 
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3.2 Motivation 
Superstructure-based optimisation approaches are able to generate simultaneously the 
performance and the network configuration and operational conditions of the optimal 
solution. However, these methods fail to deliver comprehensive solutions as knowledge 
is not present during the decision-making process. Design solutions are selected on the 
basis of performance and consequently, only knowledge about the performance quality 
of the optimisation is acquired. The comprehension of the solutions is difficult as same 
performance may lead to different structural and operational characteristics. In a similar 
vane, minor changes in the design parameters often yield major changes in the selected 
designs (types of units, connections employed), which are difficult to interpret, 
comprehend or summarise. More often than not, these optimisation methods lead to 
results that are impractical to implement and offer no insight or understanding of what 
the key features are leading to optimality. 
As it has been previously discussed (Chapter 2), stochastic optimisation methods 
overcome the problems presented by deterministic optimisation methods and therefore 
are selected here to carry out the optimisation of the superstructure. However, the 
stochastic nature of these approaches concludes to a number of alternative solutions, 
often of high complexity and quite rich in design information. The solutions represent a 
large pool of competitive designs that often show similar design performance but 
different structural and operational characteristics, which makes the comprehension of 
the solutions difficult. Unable to incorporate any type of knowledge that is accumulated 
in the course of the search, the synthesis process is required to employ exhaustive 
versions of reference models, an approach that increases the computational load 
especially in the study of large industrial problems. With the purpose to illustrate the 
limitations of superstructure optimisation approaches applied to the synthesis of reactor 
networks, the Van de Vusse reaction system (Table 3.1), which has been studied by 
several researchers (Kokossis & Floudas, 1990; Marcoulaki & Kokossis, 1999; 
Schweiger & Floudas, 1999; Ashley & Linke, 2004), is considered. 
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Fable 3.1. Data for Van de Vusse reaction systell, 
Reaction mechanism ABBC2A -1-4 1) 
Kinetic expressions 
k, C k: C,, kI C' 
Kinetic constants k, = 10.0 s', k, = 1.0 s': k; =0.5 t. niol ,S, 
Feed flow. 100 l-'s ot'pure A 
Feed conditions Feed concentration of A: 5.8 niol/l, 
Objective Maximise the outlet concentration ofcornponent B 
Table 3.2 presents the solutions of ten typical runs obtained by stochastic optinlisation 
using Tabu Search. This example will be used throughout this chapter not only to 
illustrate the problern tackled in this work but also to illustrate the approach suggested. 
As presented in 'Fable 3.2. the solution of the optimisation problem represents a set of 
competitive designs that differ in their layout and operation. Same final performance 
indexes are obtained for all solutions but no relevant design features can be easily 
extracted as their layouts are difficult to interpret. Equally. it is difficult to identify and 
dismiss irrelevant features. The same inconvenients are experienced throughout the 
optirnisation process. Fundamentally, there is no clear understanding ofthe information 
enclosed in the design solutions that is embodied by combined teatures. 
In order to allow for the comprehension of the search space and the extraction of 
relevant design features leading to optimality. a knowledge representation that truly 
captures the design information processed in the optimisation problem would be of 
great benefit. The combination of both knowledge representation and superstructure 
representation could make the systematic interpretation of the solutions Possible during 
the course of the optirnisation process. The discrimination between design classes in 
terms of design features would enable monitoring the search that. along with solution 
summaries and the visualisation of results enabled by the knowledge representation, 
would make possible a better understanding of the solution space. Design knowledge, 
would be extracted and employed throughout the optimisation search to bias the search 
towards high perfon-nance regions and irrelevant superstructure features could be 
disregarded. The systematic reduction of the superstructure in terrns of its size and 
complexity, would translate into the execution of much simple experiments. With a 
;ý 
synthesis superstructure updated and adapted throughout the search, the optimisation 
would become more effective and robust. However, before such integration can be 
done, not only the development of a knowledge representation must be addressed but 
also the link between knowledge representation and superstructure representation needs 
to be determined. 
Table 3.2. Results for Van de Vusse 
Design solution 
Objective 
(Illoll 
1.6ýSO 
10 49 1 11) 1 2 91 1, 4 IX L 
wRS 
I" XI, 1 71 4 11 1 
6007 
11 00 1 N7 I IK 1, 
3 6S32 
OOOS 
121, 1 , NK 14 11 1 
-E 6S 12 
7 I,, L 
10601) 
11 i7i 4 
0 
0 10 
7 4h 1. 7 l14 1 
0601 
s 42 14 44 1- 60 11 
...... .............. 3.6602 
4 71 1 
, 17 1 
CSFR PFK 
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This work presents a novel framework for the synthesis and optimisation of chemical 
reactor networks that combines optimisation, semantic models (in the forrn of 
ontologies) and analytical tools to address complex reactor networks design problems. 
The research addresses the representation and extraction of process synthesis knowledge 
to assist the optimisation process. Knowledge is extracted from the analysis of the 
population of solutions generated by the stochastic search which takes here the form of 
a multistage optimisation. This multistage -based search allows for the continuous 
deployment of design knowledge acquired in the course of the optimisation process 
allowing for the simplification and interpretation of design results to enable the 
understanding, monitoring and visualisation of the search. This chapter outlines the 
components of the synthesis framework with emphasis on the knowledge representation 
and extraction aspects of the method. The previously presented Van de Vusse example 
is used to illustrate the application of the method. 
3.3 Ontologies and Synthesis 
The interpretation of optimisation solutions could be enabled with a structured 
representation of the design infori-nation captured by the superstructure in the form of a 
knowledge representation. For such purpose, this work proposes a knowledge 
representation that takes the form of design ontology. The components of the ontology 
represent direct links to the structural and operational components of the superstructure. 
Design solutions represent special cases out of the superstructure representation and 
have an ontology associated out of the knowledge representation (Figure 3.1). 
Consequently, the knowledge model complements the mathematical functions that 
define the superstructure. 
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hL 
Reactor Networks Superstructure 
MON. 
MO 
Design Solution 
Design Solution Ontology 
Figure 3.1. Association between superstructure and ontology 
Ontologies allow knowledge to be captured and made available to both machines and 
humans. They define domain knowledge at a generic level. Ontologies describe the 
objects or concepts of a domain and take account of the relationships between them. 
They define a common vocabulary to refer to such concepts, relations and properties to 
allow the user to share and reuse knowledge in a domain. By using a language for 
encoding knowledge, this can be made interpretable and / or understandable for 
computers. By the use of an ontology, data related to the design solutions can be 
translated into descriptive terms understood by users. 
The identification and description of the concepts of the domain is the first step to take 
to develop an ontology. Ontologies for the process synthesis domain are built upon the 
identification of the design variables enclosed in the superstructure. The set of features 
that the design variables refer to, defines the concepts of the ontology. Relationships 
and possible associations between them are equally extracted. 
Each design solution (i. e. particular superstructure case), has an associated ontology. 
The design solutions are in numerical format unlike the ontology, which is expressed in 
semantic ten-ns. As a consequence, a challenging task arises in how to enable the 
communication between both. In order to overcome such challenge, this work suggests 
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Reactor NetworkS Ontology 
the development of digital certificates (DCs) that take the form of a vector. DCs include 
the same infori-nation (main features) that is represented in the ontology. 
By addressing the reactor network knowledge representation and its link with the 
superstructure representation, this work presents a synthesis strategy based on the 
systematic extraction of design knowledge and its deployment throughout the 
optimisation for chemical reactor networks. The method attains knowledge to 
continuously reduce the synthesis structure with the use of an ontology employed in 
parallel to the optimisation search. The simplification of design solutions is enabled 
with the gradual evolution of the superstructure and corresponding a4justments of the 
optimisation search. The superstructure, initially in its exhaustive form, is optinlised and 
updated at different stages, the transition of which represents different layers of 
abstraction. At each stage, an ontology is populated by design features from the 
optimisation solutions, to enable the interpretation of the solutions. 
The ontology is directly linked to the structural and operational components of the 
superstructure through the development of DCs and analytical tools that translate data 
into descriptive terms understood by users. DCs allow for the identification of key 
design trends of the solutions and the systematic analysis ofsolutions (attained with the 
use of clustering methods), resulting in knowledge. DCs update the ontology, which is, 
in turn used to update the synthesis model. At the initial stage, the largest superstructure 
and a general knowledge model, where all possible design options attainable are 
included, is employed. In the course of the optimisation, the superstructure becomes 
reduced whereas the knowledge model becomes richer and is populated with optimal 
solution features and relationships. The proposed synthesis strategy is illustrated in 
Figure 3.2 and is presented for the synthesis of reactor networks but is not restricted to 
any particular type of application. 
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k 
Superstructure Communication Ontology 
(Translation and Analysis) 
Stage 0 
NXI , "kwkm tv Mk 
JZI. 
Stage 1 
-cl- 
Stage N 
OPTIMAL SOLUTION 
by digital certificates 
Figure 3.2. Synthesis strategy and components of the methodology 
The transition from one optimisation stage to the next one (Figure 3.3) is attained with 
the use of clustering methods that group solutions in terms of common design features. 
Best performing clusters are selected to set up the following optimisation stage and to 
customise features of the optimisation search. In such a way, knowledge extracted from 
the analysis of the solutions, apart from updating the knowledge model, is 
systematically communicated through the course of the optimisation to guide the search 
towards high performance regions. Selected clusters become the initial solutions for the 
following stage. The custornisation of the optimisation search is addressed with the use 
of the design knowledge acquired from the analysis of the solutions at the particular 
stage. The design features of limited importance are removed from the superstructure. 
Since stochastic optimisation methods (see Chapter 2) rely on applying random moves 
to a current solution to give a set of new solutions, this implies that moves related to 
actions on such features are also eliminated. New optimisation stages are executed until 
the termination criteria are met. 
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Optimisation-stage 
execution 
Optimisation solutions 
(4 digital certificates) 
I Clustering I 
Customise features of Set up the next I 
the optimisation optimisation stage Select best 
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Figure 3.3. Transition of optimisation stages 
The next section of the chapter focuses on a brief description of the building blocks of 
the synthesis approach presented: superstructure representation and OPtimisation, 
knowledge representation and communication between both (i. e. translation and 
analysis). A detailed description and their implementation can be found in Chapter 4. 
3.4 Superstructure Representation and Optimisation 
The single phase reactor network superstructure representation employed in this work 
follows Metha & Kokossis (1997). Reactor units include CSTRs and PFRs. PFRS are 
represented by a series of equal volume CSTRs (Kokossis & Floudas, 1990). The 
superstructure is optimised using Tabu Search (Glover, 1993) and follows the 
implementation by Linke & Kokossis (2003a). 
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The superstructure optimisation is customised at each stage accordingly to the previous 
stage updated knowledge model, which is in turn updated as a result of a systematic 
analysis of the solutions delivered in that optimisation. stage. The analysis is possible by 
issuing digital certificates for the solutions. The stochastic optimisation algorithm 
makes use of the information included in the knowledge representation to feature 
knowledge-based move selection to guide the optimisation towards the most promising 
regions. The presence of knowledge allows including decision-making in the 
optimisation process, which becomes, as a result, more effective and robust than a 
traditional random stochastic search. 
3.5 Knowledge Representation 
The knowledge representation developed takes the form of a design ontology that is 
built upon the features that the design variables enclosed in the superstructure represent. 
A complete study of the design variables is needed to identify each of the features or 
input concepts of the ontology. Input concepts relate directly to the structural and 
operational components of the superstructure. They represent direct links with the 
optimisation stage and are populated by the solutions of a particular stage. Structural 
components include the number, type and size of reactors, raw materials sources, sink 
and source of stream connections and product sources. The operational components are 
the flow rates and the temperatures. Features that relate to the structural components are 
identified to be number of reactive zones's, mixing per reactive zone, feeding, 
connections in terms of recycles and bypasses (which are classified as 
intraconnections 16 and interconnections 17), product source and size of the network. The 
features standing for the operational aspects are the temperatures in terms of the profile 
along the network. 
15 Reactive zones refer to combinations of reactive units depending on the mixing pattern favoured. 16 Intraconnections refer to connections that take place within a reactive zone. 17 Interconnections refer to connections that connect different reactive zones. 
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The selected ontology language for developing the ontology for the single phase reactor 
networks domain is OWL, in particular OWL-DL. As mentioned in Chapter 2, OWL 
(Web Ontology Language) is the most recent development in standard ontology 
languages. OWL-DL is named after Description Logics (DL) on which is based and has 
been chosen as it supports automated reasoning which allows for an automatic 
classification hierarchy as well as functioning as an ontology verification tool enabling 
checking for inconsistencies in an ontology. Protdg6lg, in its extension Protdgd-OWL, - 
has been chosen as the ontology editor. GrOWL19 and OWLVi20 have been used to 
visualise and navigate the constructed ontology. 4 
3.5.1 Roles of Ontologies in this Work 
The roles of ontologies, as part of the synthesis approach presented, are surnmarised as 
follows: 
* Ontologies are used as information extraction tool to capture and represent the 
design information included in the mathematical formulation (i. e. 
superstructure). For this purpose, ontologies are built upon the features that 
design variables represented in the mathematical formulation refer to. 
Ontologies are used as the conceptual base for the construction of digital 
certificates which, along with clustering methods, allow translating the design 
information represented by the superstructure into descriptive terms understood 
by the users. 
* Ontologies are fonnally used to classify the solutions grouped into clusters at 
each optimisation stage (with the use of the DL reasoner) and for the 
visualisation of the same and thus the visualisation of the evolution of the search 
(with the use of GrOWL). 
* Finally, ontologies allow using the knowledge acquired at each oPtimisation 
search to guide the search towards high performance regions by making 
18 http: //protege. stanford. edu/ 
19 http: //www. uvm. edu/-skrivov/growl/ 
20 http: //www. co-ode. org/downloads/owlviz/OWLVizGuide. pdf 
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adjustments in the search in the course of the optimisation. The stochastic moves 
related to those features present in the solution clusters classified in the ontology 
are further studied whereas features of limited importance (those not present in 
the clusters) are removed from the moves list to be considered by the stochastic 
algorithm. 
As a result of the presence of knowledge enabled by the use of ontologies in the 
course of the optimisation process, the superstructure is gradually reduced and 
custornised which results in much simpler experiments and therefore 
computational savings. Besides, and more importantly, much simpler and clearer 
results are obtained as only the key features that have an impact on the 
performance are represented in the final solutions. 
3.6 Communication between Superstructure Representation and 
Knowledge Representation 
Knowledge availability has the potential to assist and guide the transition from one 
optimisation stage to the next one. Design solutions represent specific cases of the 
superstructure and are associated with a specific ontology. The design solutions are in 
numerical format unlike the ontology, which is expressed in semantic terms. This 
demands a translation mechanism, which is established with the introduction of digital 
certificates. Digital certificates allow for the systematic analysis of the solutions 
(through clustering methods) and the identification of key design trends of the solutions 
resulting in knowledge. 
3.6.1 Digital Certificates 
Digital certificates (DCs) gather specific information about design candidates in the 
form of a vector. Operational and structural information of the superstructure is 
enclosed in the DCs to allow the analysis of the solutions. 
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Expert systems are employed for the generation of DCs. CLIPS21 is the expert system 
tool used for the construction of a rule-based system. The set of rules constitutes a 
knowledge base that draws on domain knowledge. In this case, rules represent "rules of 
thumb" that specify a set of actions to be performed for given conditions (i. e. 
relationships between the design variables of the superstructure). The rules relate to 
active reactive units and connections between them in the superstructure. The active 
reactive units are combined into reactive zones depending on the mixing pattern 
favoured and connections in the form of recycles and bypasses that relate to these 
reactive zones are extracted to be represented by the DCs. The rules are used as an input 
to the inference engine (CLIPS) which automatically matches facts (or data) against 
patterns (or conditions) and determines which rules are applicable. Valid rules are 
executed until no applicable rules remain. As a result of executing the rules, DCs are 
issued for each solution representing a simplified equivalent structure in terms of main 
features (i. e. in terms of the information captured in the ontology). For the purposes of 
the application, the DCs represent for each optimisation solution the number of reactive 
zones, the mixing pattern, the connections between reactive zones and the feeding and 
product policies (Figure 3.4). Each mixing zone is represented by an integer. Recycles 
and bypasses are classified as zone intra- and interconnections. The existence of 
connections is represented by a binary. Finally, an integer represents whether the 
feeding and the product strategy are single or distributed. The information that is 
captured by the certificates enables comparisons, analysis of trends and the population 
of the ontology. 
21 http: //clipsrules-sourccforge. net/ 
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Example of a digital certificate: 31120001011 
Description: 
.. ....... ........ .............. .................. ............ .... .... ............ ............ ... .... .............. ............ . .... ....... ... ... ......... 
... ....... ... ... ....... .. ----- --------- ..... .... ... ............ ............ .... .... .............. .... ....... ... .... ... 
intraconnections interconnections - feeding policy product Policy noýzones mixing pe, zwe recycles bypasses recycles Fyý 3sses 
I .. n 1 well-mixed 0 do not 0 
do not 0 do not 0 do not 1 single I single . 4 mid-mixed exist exist exist exist 2 distributed 2 distributed 
2 PFR I exist I exist I exist 1 exist 
Figure 3.4. Description of the digital certificates 
3.6.2 Clustering and Analysis 
The presented synthesis approach makes a repeated use of a clustering method to group 
optimisation solutions in terms of the features they share. Best performing clusters are 
selected with the objective of. 
i) setting up a new optimisation stage, and 
ii) custornising features of the optimisation search. 
Clusters are selected depending on their spread in performance, which is reduced as 
stages are performed. Network volume bounds are set up relaxing the volume limits that 
corresponds to each cluster. Likewise, the relaxation is reduced as stages are executed. 
This gradual "tuning" process results in a reduction of the search space from one 
optimisation stage to the next one. The knowledge acquired from the analysis of 
solutions is used to reduce the degrees of freedom for optimisation in the following 
stages (i. e. the options in the moves list). Features enclosed in the selected clusters 
represent the basis of move selection. Accordingly, moves related to features that have 
proved to be irrelevant in the above analysis, are removed from the moves selection list 
as they have proved to drive the optimisation towards unpromising regions. 
Through this approach, knowledge extracted from the analysis of the solutions, apart 
from updating the knowledge model, is systematically communicated through the 
course of the optimisation search (Figure 3.2). The acquisition of knowledge 
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subsequently guides the search towards high performance regions branching off those' 
superstructure features that are of limited importance. In such a way, the synthesis 
model is updated and adapted throughout the optimisation process as stages are, 
performed, making the optimisation more effective and robust. 
3.7 Numerical Example 
As previously introduced in section 3.2, the synthesis approach is illustrated with the 
Van de Vusse reaction system. A superstructure that includes up to four reactor units 
among CSTRs and PFRs has been employed. Tabu Search (TS) is used for the 
stochastic search. Classical TS searches (random selection of all moves available) are' 
also carried out for comparison purposes. 
As starting point, an exhaustive superstructure which embeds all possible solutions is 
optimised. After each optimisation stage, digital certificates are issued for each of the 
solutions obtained. Solutions sharing the same characteristics (i. e. the features that 
define the ontology, which are numerically represented in the digital certificates) are 
grouped together into clusters. Clusters are selected depending on their spread in 
performance. For this example, the best 50%, 10%, 5%, 2% and 1% of the clusters 
generated are selected in each stage respectively. The systematic analysis of the 
solutions delivered in each optimisation stage results in an updated knowledge model 
that becomes richer in promising design features information as stages are performed. 
According to the clusters accepted, new initial solutions are established to launch the 
next optimisation stage. In such a way, the synthesis model is customised accordingly to, 
the updated knowledge model, i. e. the superstructure optimisation is updated according 
to the knowledge extracted in terms of favourable features from the analysis of the, 
clusters. Those moves related to features that have proved to be irrelevant in the above 
analysis, are removed from the moves selection list in the following stochastic 
optimisation. Consequently, a knowledge-based move selection is featured, which, by 
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gradually excluding unpromising features from the superstructure model, guides the 
search towards the most promising regions. 
In Stage 0, ten different initial structures are optimised for 20 iterations each. Table 3.3 
shows the clusters structures, the digital certificates that define the clusters and the 
maximum objective obtained for each of them after selecting the best 50% performing 
clusters. The solutions presented become the initial solutions for the next stage (Stage 
1). 
In Stage 1, the moves selection list is reduced and the number of iterations increased by 
20. New stages are perfonned following the same procedure until the tennination. 
criteria are met. 
Table 3.4 represents the evolution of the superstructure, the clusters selected in each 
stage and the maximum objective achieved for the solutions that they enclose. Notice 
that the stage already presented (Stage 1) is also included. The superstructures for each 
stage are made of all the designs selected. 
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Table 33.33. Results of Stage I for Van de Vusse 
i)LsiE! n solution 
Divital certificate 
Max. objective II 
(mol/l. ) 
21100000021 3.4695 
31110000021 17397 
12000000011 3.5; 13 
32410000011 2 1991 
22400000021 3A3S6 
0 
32120000011 25033 
22100000021 3. S322 
II () () () () () () () I1 3.2645 
21200000011 3.6498 
1400000001 1 3.5357 
2420000001 1 3ý6004 
3112000002 1 36166 
31140000021 IS749 
21200000111 3.6193 
41212000011 3.6445 
41212100011 3.6095 
j 
21200100011 0395 
12000100011 3 ý952 
41214000011 3,6299 
2140000001 1 3.5942 
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I'able 3.4. Evolution of the superstructure and results for Van de Vusse 
Digital M ax. obi. S tjl)ersli iicl ure C. 
j 
'lificale's 0110111. ) 
Stage 0 
Stage 1 
2110000021 4695 
1 111000002 1 2 7107 
1 20000000 11 1 SS13 
3241000001 1 2 ;, ), ) 1 
2240000002 1 1 4; S6 
1212000001 1 MM 
21000000 -1 1 ý322 
I1000000oII I 'tAS 
2 12 (10 0011 1 f-188 
140000000 11 ý 107 
24200( 
r7 77= I1120 A, 
I1 . 10 000 (12 1 1 S749 
1 100000 111 1 ('191 
12 120000 11 1 (445 
.1112 1000 11 16095 
110100011 3 619S 
12o00100 () 11 1 5852 
4 12 140000 11 1(121)9 
21 40000M) 11 S'W' 
StaLe 
2000000011 ýS('g 
22200000021 ý('21 
?I 1000000 11 1ýI, _, 
21 2000000 'I I i, ý 17 
140000 () 0011 4 '408 
11000100011 1 S474 
11'100000011 1 6013 
I1120000()-I1 1 (, 178 
I114 00000 11 1 1, ) 1 1) 
4121 20000 11 1 (, 111 
4 12 140000 11 1o0.0 
1 ý4000001 1 1 
1 110 00 () 0"Ii 
12 0 0100 01 1 1 (41 It) 
2ý 2001)0001 1 
4 212 ) 00 01 1 1 Gllý 
4 12 140000 11 1 
1124000001 1 1 (,. 11 1 
11200 1000 11 A i4ll 
.1121000 () II 
10 () 011 
0 12 060 
slaj! c 5 
1200001 11 6ý1 7 
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Stage I eliminates the possibility of having well-mixed pattern in the final reactive zone 
and removes connectivities of type recycle between reactive zones. From the analysis 
carried out in Stage 2 it is concluded that the existence of connecti ities (recycles d an 
bypasses) between reactive zones do not improve the objective value. Therefore, moves 
related to them are removed from the moves selection list for following stages. '. Ytage 3 
removes feed distribution as this feature does not appear in any of the five clusters 
selected in this stage. The mixing pattern for the first reactive zone is identified to be 
well-mixed which is, on the other hand, removed from the second zone. The 
penultimate stage breaks down the synthesis search into a pool of optimal and near- 
optimal designs. The analysis performed in Stage 4 results in three clusters which share 
the type of the first two reactive zones. In Stage 5, a CSTR followed by a PFR with a 
network size range between 27.73 L and 29.14 L is selected as the optimal solution. 
The results obtained after perfon-ning 10 runs using a classical stochastic search (Table 
3.2), can be now understood in terms of optimal design patterns being dilution the 
preferred mixing pattern at the inlet of the network and plug flow at the outlet. The 
presented approach identifies important features and patterns at early stages of process 
design while the superstructure is gradually customised, which results in a decrease in 
layout complexity where only relevant features are represented. 
Table 3.5 shows the evolution of the ontology through the optimisation stages. 
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Table 3.5. Evolution of the ontology for Van de Vusse 
Ontology 
I Range 
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Ontology 
s 
ýN. M- 
Lýw Loý 
447-7447 1 9359 -2 5082 
Mcaý e d i M 
7 4 4 7 144 47 
r3 
0804 25 O g 
g h tb High 
14447 2144 7 30804 36527 
Low Low 
447-7447 1 93S9 2 5092 
Mediuri M e ch m 
7 7 144 47 4 4 25 O 8i 2 3 0904 
t j jg h High 
14447 2144 7 10804 36527 
Table 3.6 shows the results obtained with the presented approach, those using a classical 
TS approach and those found in the literature (Markoulaki & Kokossis, 1999) where SA 
is used. TS suggests a CSTR followed by a series of three PFRs as the optimal solution 
with a maximum objective of 3.66. The results in this work, suggest a CSTR in the first 
position followed by a PFR giving an objective of 3.65 (Stage 5 from Table 3.4). The 
difference in objective value between the two cases is due to approximating the plug 
flow behaviour to a cascade of different number of equal volume CSTRs. For 
comparison purposes, the results presented in Table 3.6 related to this work correspond 
to the same solution obtained in Stage 5 (Table 3.4) with a discretisation of the PFR 
three times higher (which equals the total number of equal volume CSTRs in series used 
in the solution for TS). As it can be seen, same objective values are obtained. The 
computational efforts are of similar magnitude in both cases. Results also agree with 
those published in the literature in which a CSTR followed by a series of three PFRs is 
reported as the final design. 
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Table 3.6. Comparison of results for Van de Vusse 
Van de Vusse 
Slats 
Function Objective Total 
Optimal structure 4 case A evaluations (mol/L) volume (L) 
This work total' 9068 3.6609 28.77 
11 
64 L 17 1; L 
ave2 935 3.6580 28.50 
Tabu Search max2 1892 3.6609 29.26 a 
min 2 455 3 6510 2T26 . 11 37 L6 43 L6NL4L 
Simulated Annealing ave' 3.6294 28,46 
(Markoulaki & ma-x' - 3.6610 29.30 
Kokossis, 1999) mm' 3.5500 2&80 ' i1 60 L71 ,L4 20 L6 07 L 
Total number of function evaluations for the runs perfon-ned from Stage 0 until last stage. In Stage 0,10 initial runs are 
considered. For the next stages, the number of runs is equal to the number of clusters selected in the previous stage as these are 
used as initial structures for the runs to be performed in the next optimisation stage 
2 Summary statistics based on 10 runs 
Summary statistics based on 5 runs 
Best for 10 runs for TS and 5 runs for SA based on different initial structures 
The following two chapters give detail of the components of the approach and its 
application. Chapter 4 focuses on the implementation of the components of the 
synthesis framework (superstructure representation and optimisation, ontology-based 
knowledge representation and communication between both). Chapter 5 presents the 
application of the synthesis method to various examples from the literature. Next, 
Chapter 6 and 7 present the extension of the synthesis approach to multiphase reactor 
networks and illustrate its application to various examples from the literature and 
industry. 
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CHAPTER 4. 
Implementation 
4.1 Introduction 
In Chapter 3, a systematic approach to represent and extract process synthesis 
knowledge in superstructure-based optimisation is presented with the aim to overcome 
some of the limitations that these approaches exhibit (see section 1.1). The approach 
systematically extracts information with the purpose to simplify and interpret design 
results. The simplification is achieved with a gradual evolution of the superstructure and 
corresponding adjustments of the optimisation search. The interpretation is 
accomplished with the use of analytical tools to translate data into descriptive terms 
understood by users. Means of analysis includes dynamic ontologles where computer 
experiments, performed at different levels of abstraction, are registered. Ontologies are 
populated with design features obtained from the optimisation solutions. They guide the 
optimisation search and are, in turn, continuously upgraded in the course of the 
optimisation. The link between each optimisation stage and its ontology is addressed 
with the development of digital certificates and the employment of clustering methods. 
Digital certificates embody the same information as the ontology in the forrn of vector 
and update the ontology, which is, in turn, used to update the synthesis model. 
In this chapter, the implementation of the components of the synthesis framework 
(superstructure representation and optimisation, knowledge representation and 
"7) 
communication between both) is detailed. The application of the method is illustrated in 
Chapter 5 with various examples previously studied in the literature. 
4.2 Components of the Framework 
The synthesis framework is based on the integration of the synthesis superstructure and 
the optimisation method employed, an ontology that represents the design infon-nation 
captured by the superstructure in a structured way, and digital certificates, which feature 
the communication between the superstructure and the ontology. An overview of the 
integration of the different components of the framework is presented in Figure 4.1. 
Superstructure Communication 
(translation and analysis) 
--- Ontology 
Ciptimisation method: Translation: Digital certificates (DCs) Editor: Prot6g6-OWL 
Tabu Search (TS) DC construction: Expert systems (CLIPS) Population: Spreadsheet Importer 
DC analysis: Clustering Reasoner: RACER 
Visualisation: GrOWL 
Figure 4.1. Components of the framework 
The single phase reactor networks superstructure is optimised with stochastic methods, 
in particular, Tabu Search. The ontology is encoded in OWL and edited using Protdgd- 
OWL. Experts systems in the form of CLIPS are employed for the construction of 
digital certificates. The analysis of the digital certificates is performed with clustering 
methods that group optimisation solutions in terms of features information allowing for 
the population of the ontology and the customisation of the optimisation search. 
4.3 Optimisation and Synthesis 
The superstructure optimisation takes the form of a multistage-based search which is 
customised through the stages. At each stage, design solutions are systematically 
analysed by issuing digital certificates for the solutions. As a result, the knowledge 
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representation associated to the stage is updated. Design information acquired is used to 
make adjustments to the stochastic optimisation search and, consequently, to guide the 
search towards potential optimal regions. The extraction and deployment of knowledge 
throughout the optimisation process results into a more effective and robust search, as 
knowledge in the decision-making process is included. 
4.3.1 Single Phase Superstructure Representation 
The reactor network superstructure representation employed in this work follows Mehta 
& Kokossis (1997). The superstructure includes reactor units, which are interconnected 
through mixers and splitters, and a stream network that accounts for raw material 
sources, product sinks and all physically possible connections between units (Figure 
4.2). Information regarding the process design in terms of number of units, unit sizes, 
mixing patterns, feeding, bypassing and recycling is considered. Reactor units include 
CSTRs, and PFRs. PFRs are represented by a series of equal volume CSTRs (Kokossis 
& Floudas, 1990). 
... ....... 
Reactor unit ýeactor unit, Reactor e 
................ .................................. ........................... ............... . ....... . ................ ....... ...... ...... - ----------------- . ..... ... . ......... 
0 Stream splitter 0 Stream mixer 
Figure 4.2. Single phase superstructure representation containing four reactor units 
Each design solution that can be represented by the superstructure is defined by the 
number, type and size of units, operational characteristics and its network of streams. 
Operational characteristics relate to flow rates and temperatures. Active reactor units are 
always sequentially connected in such a way that each active reactor receives a 
minimum flow from the previous reactor. As mentioned before (Chapter 2), the richness 
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of the superstructure considered has an impact on the attainable solution space. The real 
optimal network can be missed if it is not embedded within the superstructure. 
However, if too many structural elements are included in the superstructure, the size of 
the problem to be solved increases unnecessarily. Consequently, the computational 
efforts required to obtain solutions increase which usually results in convergence 
problems. The determination of the ideal superstructure size is a question still to be 
answered in process synthesis design and by no means within the scope of this work. 
The mathematical model defining the superstructure consists of component mass 
balances around each of the parts of the superstructure, namely reactive units, mixers 
and splitters. The mathematical formulation can be found in Appendix 1. The resulting 
non-linear system of equations is solved with the NEQLU routine developed by Chen & 
Stadtherr (1981). 
4.3.2 Stochastic Optimisation 
In order to establish the bases for optimisation, the superstructure is defined as a 
mathematical model that consists of component mass balances involving reaction 
kinetic models, physical properties and objective functions which results in a highly 
non-linear synthesis problem. As mentioned in section 2.3, contrary to detenninistic 
approaches, stochastic methods are able to handle problems with highly non-linear 
functions and discontinuities and have proven robust in obtaining global optimal 
solutions by avoiding local optima as a result of the inclusion of randomness in 
determining search directions. Confidence in the quality of the solutions obtained is 
ensured by performing sets of multiple experiments with different initial starting points 
provided the number of functions evaluations is high enough. 
The use of stochastic optimisation methods in reactor synthesis has proven to be robust 
and reliable as the methods can be applied for arbitrary and complex reactor schemes 
and kinetics (Marcoulaki & Kokossis, 1999; Mehta & Kokossis, 1997,1998,2000; 
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Linke & Kokossis, 2003a; Ashley & Linke, 2004,2005; Montolio-Rodriguez et al.;, 
2007). 
In this work, stochastic optimisation is applied in the form of Tabu Search (TS) and 
follows the implementation by Linke & Kokossis (2003a), who firstly applied TS in tlýe' 
Chemical Engineering domain in the context of reaction-separation and reactive / 
separation process synthesis. However, Simulated Annealing is applied later to the' 
synthesis problem presented in Chapter 6 in order to demonstrate that the presented 
approach is not restricted to any particular stochastic algorithm. 
4.3.2.1 Optimisation Algorithm 
The single phase network superstructures employed in this work are OPtimised usin -g 
TS. As mentioned in Chapter 2, the algorithm (Figure 2.2) explores a neighbourhood 
formed by a set of n moves that are selected randomly from a moves list and can be 
applied to the current solution giving a set of neighbouring solutions at each iteration. 
The number of new solutions to be generated at each iteration is the neighbourhood 
size. TS also includes the Tabu List, or short-term "memory" of the opposite latest 
moves that are rejected for a number of successive moves when the acceptance criteria' 
are applied in order to decide whether to accept or reject a new state. The Tabu List is, 
updated at each iteration with the reverse move and prevents cycling back to previouslyý 
visited solutions so local optima can be overcome. The state with best objective' 
function value among the states explored in a single neighbourhood is chosen as the 
initial state for the next iteration. Aspiration criteria are used to decide when a move can 
be accepted despite being in the Tabu List. In this work, the Tabu solution is accepted 
when the objective value of the corresponding solution is better than the current best 
solution. The termination criteria adopted in this work to finish the iterative process are: 
i) a maximum number of iterations are completed without an improvement in the 
objective function value; and 
a maximum number of iterations is completed (in such a way, elevated CPU 
times are avoided). 
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In the next sections, a description of the moves employed in this work is detailed. 
4.3.2.2 Stochastic Moves and Generation of Solutions 
Moves are transformations applied to a current state giving a different state. Each state 
represents a subset of the superstructure and is defined by the number and type of units, 
the operational characteristics and its network of streams, which establish the 
connections between units, fresh feeds and products. Moves are performed on structural 
and operational design variables that are degrees of freedom for optimisation. They act 
on the synthesis units and the streams and involve the addition, removal or modification 
of design features of a state. By the use of a set of moves, arriving at each of the feasible 
design states included in the superstructure representation is possible. Moves are 
randomly selected depending on user defined probabilities. In this work the 
probabilities are set for equal individual move occurrence. The set of moves include: 
* Moves on the synthesis units: 
o Addition / removal of reactive units 
o Change of type of reactive unit (among CSTR and PFR). 
o Change in the volume of a single reactive unit. 
* Moves on the stream network: they act on the connectivity of reactor units, raw 
materials and products, which is possible through splitters (sources) and mixers 
(sinks). Stream moves concern the addition and removal of connections and the 
modification of stream loads. They include: 
o Addition / removal of a stream. 
o Increase / decrease of the fraction of a stream. 
o Change of source / sink of a stream. 
Changes in the continuous variables (volume and split fractions) are possible by 
performing step changes of variable size within the acceptable regions of operation 
(lower and upper bounds). 
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At the final optimisation stages (Figure 3.2), changes on reactor volumes are allowed 
for the increase or decrease of the current volume only within a 10%, provided the 
resulting volume falls within the bounds. As a result, the optimisation is intensified,, 
reducing the number of final optimisation. stages. 
Following the execution of the chosen move, each generated state is simulated and its 
performance evaluated in order to compare it against the current state and decide. 
whether it is accepted or not. 
4.4 Ontology-based Knowledge Representation 
4.4.1 Introduction 
Ontologies have found its application in the field of knowledge representation for its 
ability of conceptually represent what "exists" in some domain. As mentioned in 
Chapter 2, ontologies cover the need of how to explicitly specify the knowledge that 
wants to be represented by providing potential terms that capture the conceptualisation' 
of the domain. They provide a consensual conceptualisation of the domain by 
describing the objects or concepts and relationships between them that may exist within 
the domain with a common vocabulary to refer to such concepts, properties and 
relations. By the use of a formal language for encoding knowledge (which represents an 
agreed semantics for the meaning of the terms), knowledge is made explicit and thus 
machine-processable, enabling knowledge sharing and reuse among humans and 
computer agents. 
In this work, the ontology is encoded in OWL and edited using Prot6g6-OWL- The DL 
reasoner RACER is employed for reasoning with the ontology. It functions as a logical' 
classifier and as an ontology verification tool. Visualisation is enabled through the' 
GrOWL and OWLViz visualisation tools. 
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4.4.2 Ontology Construction and Development 
Some of the aspects to consider when constructing an ontology are its content, the 
methodology to follow, the specification language and the editing environment to use in 
order to build, edit and visualise the ontology. 
Different methodologies have been proposed by several researchers (Uschold & King, 
1995; GrUninger & Fox, 1995; Fernandez et al., 1997) but to date no standard 
methodologies exist for the construction of ontologies. In section 2.2.4.1, some of these 
methodologies have been presented. Despite being different, all of them provide some 
common guidelines that should be taken into consideration during the process of 
building an ontology. The process of designing and developing the domain ontology 
presented in this work has followed the following stages: 
i) Specification: specifying the purpose of the required ontology in terms of the 
domain that wants to be conceptualised and the level of detail that it is intended 
to introduce in the description of the components of the ontology. 
ii) Ontology construction, which involves: 
a. Conceptualisation: capturing the appropriate terms and organising them 
into a taxonomy (e. g. the arrangement of terms following a hierarchical 
structure). 
b. Integration: considering reusing existing ontologies. 
C. Implementation: implementing the ontology by encoding it with a formal 
language and by using a development editor. 
d. Population: populating the ontology with the optimisation solutions. 
iii) Evaluation: evaluating the ontology in terms of the appropriateness for its 
intended application and the correctness of its content. 
iv) Documentation: formal documentation of the ontology. 
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4.4.2.1 Specification 1, - 
The specification of the purpose of the ontology represents an important step as it has' 
direct effect in the content and structure of the ontology. At this stage, the purposes of 
the ontology in terms of the reasons that bring to the construction of the ontology and of 
its intended uses are specified. For instance, if one of the requirements of the ontology, 
is to allow reusing, one has to specify whether it is intended to be shared within'a 
reduced group and reused within the same context for different applications or whether 
it is intended to be reused by a large community. The level of generality aiýd 
expressiveness that the ontology needs to offer is also determined: whether the ontology, 
is generic, domain ontology, application ontology, etc., and whether the ontology is a 
lightweight or heavyweight ontology, respectively (see section 2.2.3). These aspects are 
of great importance to the design, evaluation and possible reuse of an ontology. 
In this research work, the aim is to create a formal ontology in the domain of reactor 
networks that is directly linked to the information represented by the superstructure 
representation employed in the optimisation (Figure 3.1). The ontology needs to act as 
an'extraction tool of the information represented by the superstructure and to 
communicate it to the user. The ontology is built based on the knowledge shared by 
process engineers (domain experts) in the context of stochastic superstructure 
optimisation about single phase reactor networks synthesis (domain). It is aimed to be 
shared within the chemical engineering community and to be reused within that context 
for different application cases (other kinetic systems) and could be expanded to include 
other reactor network systems (e. g. multiphase systems). 
4.4.2.2 Ontology Construction - Conceptualisation and Integration 
In order to conceptuallse the domain, key concepts and the relationships that exist 
between them in the domain of interest have been identified (i. e- scoping). Definitions 
of all of them have been provided. At this stage, the ontology is usually described using 
informal language. A middle-out approach is adopted here (Uschold & King, 1995) in 
order to capture and organise the terms (concepts, properties, etc. ) that need to be 
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captured by the ontology. The most important terms (i. e. primary concepts) are firstly 
identified and then generalised and specified in other concepts (i. e. the remainder 
concepts of the hierarchy). Once the set of concepts are identified, their meaning is 
specified with semantic definitions and their interrelations in order to restrict their 
interpretation. This specification gives a structure to the domain. 
The possibility of reusing existing ontologies is considered here, as it can enable 
extracting already defined entities or concepts from other ontologies that form part of 
the domain under consideration. However, no relevant ontologies exist to date related to 
the reactor networks domain with the purpose needed here. Ontological concepts are 
used in this work to represent the mathematical formulation employed in process 
synthesis. The approach presented in this research makes use of ontologies as 
information extraction and communication tools that make possible the link between 
mathematical models and users. Therefore, the ontology has been built from scratch. 
As mentioned before, the ontology for the single phase reactor networks domain is 
aimed to be reused within the context of process synthesis for other application cases. 
With that purpose in mind, ontology modularisation should be considered. Modularity is 
an important part of Ontology Engineering as modular ontologies (i. e. ontologies 
developed from a set of small modules) are easier to understand, verify and reuse parts 
of. Modelling ontologies in a modular way, especially when large ontologies are 
considered, facilitate knowledge reuse as these modules represent extractable parts that 
can be reused to build new ones. However, in this work, the ontology for the domain at 
hand is a small ontology with few concepts that are closely related one to another and 
threfore, modularisation has not been considered. 
Table 4.1 presents a list of the concepts identified for the single phase reactor networks 
ontology, which relate to the design variables included in the superstructure. Notice that 
some of the concepts defined in Table 4.1 may represent subconcepts of more than one 
concept (see Figure 4-3). In that case, their definitions are further expanded to account 
for all situations. 
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Table 4.1. Main concepts glossary for single phase systems 
Name Description 
A Network consists of one or a combination of reactors that may be 
interconnected in any physically possible way through connections 
Network and that by operating under certain operation conditions gives a 
performance. 
OneZoneNetwork Any network that only has one zone. 
TwoZoneNetwork Any network that only has two zones. 
ThreeZoneNetwork Any network that only has three zones. 
FourZoneNetwork Any network that only has four zones. 
A network that has been generated during the optimisation at a 
specific optimisation stage. Each of these networks is expressed in 
the form of a digital certificate and represents one of the clusters 
Experiments selected to launch the next optimisation stage. As each of them 
represent a group of solutions that share the same features, each 
experiment can be seen as a class that defines a group of individuals 
(the solutions). 
Characteristics that define the network in terms of structural and NetworkFeatures operational aspects. 
Number of reactive zones the network consists of. The maximum NumberOfZones 
number of zones allowed is 4. 
ZI, Z2, Z3, Z4 Used to represent the number of zones (1,2,3, and 4) of the network. 
MixingPattem Describes the mixing of the zone. 
Well-mixed CSTR or PFR with reactor recycle ratio fraction > 0.60 
Mid-mixed PFR with 0.12 < reactor recycle ratio fraction < 0.6 
PFR PFR with reactor recycle ratio fraction < 0.12 
FeedingPolicy Refers to how the fresh feed stream is fed to the network. 
ProductPolicy Refers to how the product is removed from the network. 
Flow connected from a source to a sink through one stream. When 
applied to the feeding policy, it means that the fresh feed stream is Single fed to a single zone. When applied to the product policy, it means 
that the product is removed from a single zone. 
Flow split into / made from more than one stream. When applied to 
Distributed 
the feeding policy, it means that the fresh feed Stream is split 
amongst different zones. When applied to the product policy, it 
means that the product is removed from more than one zone. 
Refer to the existence of streams that connect the zones of the Connections 
network. 
InterConnection Connections that connect different zones. 
IntraConnections Connections that take place within a zone. 
Recycle Backward connection. 
Bypass Forward connection. 
Size Volume of the network. 
Performance 
Objective function value of the optimisation problem. The 
performance measure generally is a function of the outlet 
82 
Name Description 
compositions and the size of the network; it may be, for instance, the 
yield of a given product, the selectivity between products, or the 
overall profitability of the process. In this work, it is considered to be 
the concentration of a given product. 
Low Magnitude lower than the 33% of a range. 
Medium Magnitude between the 33% and 66% of a range. 
High Magnitude higher than the 66% of a range. 
OperationalAspects Features that refer to operational issues of the network. 
TemperatureProfile Temperature profile along the network. 
Isothermal Constant temperature profile along the network. 
NonIsothennal Non-constant temperature profile along the network. 
The relationships between the concepts that define the domain can be described in terms 
of taxonomic relationships and associative relationships. Taxonomic (or structural) 
relationships organise concepts into sub- / super-concept tree structures. They include 
specialisation relationships, which account for "is-a! ' or "kind-of' relationships (also 
known as subsumption relationships) and partitive relationships, which account for 
"part-of' relationships to describe concepts that are part of other concepts. 
Specialisation relationships are the most common relation for modelling concepts and 
form a subsumption taxonomy. Partitive relationships have not been used in the 
ontology presented in this work. Associative relationships relate concepts across t, ree 
structures. The relationships between the concepts of the reactor networks domain are 
summarised in Figure 4.3, where the subsumption taxonomy formed by the 
specialisation relationships is presented and a list of the different associative 
relationships identified is included. 
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Network 
OneZoneNetwork 
TwoZoneNetwork 
ThreeZoneNetwork 
FourZoneNetwork 
Experiments 
NetworkFeatures 
NumberOfZones 
zi 
Z2 
Z3 
Z4 
MixingPattern 
Well-Mixed 
Mid-Mixed 
PFR 
FeedingPolicy 
Single 
Distributed 
ProductPolicy 
Single 
Distributed 
Connections 
IntraConnections 
Recycle 
Bypass 
InterConnections 
Recycle 
Bypass 
Size 
Low 
Medium 
High 
OperationalAspects 
Tempe ratureProfile 
Isothermal 
Nonisothermal 
Performance 
Low 
Medium 
High 
Concept Associative relationship Concept 
Network hasNumberOfZones NumberOfZones 
Network hasMixingPafteml MixingPattem 
Network hasMixingPattem2 MixingPattern 
Network hasMixingPattem3 MixingPattem 
Network hasMixingPattem4 MixingPattem 
Network hasFeeding FeedingPolicy 
Network hasProduct ProductPolicy 
Network hasConnections Connections 
Network hasintraConnections IntraConnections 
Network hasinterConnections InterConnections 
Network hasSize Size 
Network hasTemperatureProfile TemperatureProfile 
Network hasPerformance Performance 
Figure 4.3. Subsumption taxonomy and associative relationships for single phase systems 
4.4.2.3 Ontology Construction - Implementation 
Once the knowledge structure is defined with the hierarchy of concepts, the knowledge 
is modelled by representing its content in terms of classes, properties and relationships 
in an ontology. In order to develop the domain ontology, the conceptual isation of the' 
domain needs to be encoded in some formal language in order to be represented 
explicitly. Different ontology languages provide different capabilities. The selection of 
the language strongly depends on the domain that is intended to represent and on the 
type of ontology that is planned to build which, in turn, depends on the range of 
knowledge that needs to be formalised. Ontologies can be implemented in a large' 
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variety of specification languages that differ in terms of the expressiveness (i. e. 
structure and formality and accuracy on the description of the components that can be 
represented) and reasoning abilities they offer (Corcho, & G6mez-Pdrez, 2000). 
As mentioned in Chapter 2, OWL (Web Ontology Language) is the most recent 
development in standard ontology languages. There are three increasingly-expressive 
sublanguages for building OWL ontologies: 
o OWL-Lite: is the least expressive language and was created for easy 
implementation. It supports only a subset of the OWL language constructs as it 
is aimed for cases where a conceptually simple hierarchical classification and 
simple constraints are required. 
9 OWL-DL: features more expressiveness than OWL-Lite and is named after 
Description Logics (DL) on which is based. It contains all the OWL language 
constructs but puts constraints on the use of RDF constructs and requires 
separation between classes, properties, individuals and data values. These 
restrictions are necessary to provide reasoning support. OWL-DL supports 
automated reasoning which allows for an automatic classification hierarchy as 
well as checking the consistency of the ontology. 
9 OWL-Full: is the OWL sub-language that supports maximum expressiveness. 
OWL-Full does not enable automated reasoning as it is destined for cases where 
computational completeness is not as important as the high expressiveness of the 
language. With that purpose, it contains all the OWL language constructs and 
RDF constructs and does not require the separation of classes, properties, 
individuals and data values. 
OWL-DL has been chosen as it supports automated reasoning which allows for an 
automatic plassification hierarchy as well as functioning as an ontology verification tool 
enabling checking for inconsistencies in an ontology. Besides, the expressiveness 
provided by this language is adequate for describing the domain under consideration. 
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Prot6& 22, in its extension Prot6g&OWL. is the ontology editor used. The Prot6g6-OWL 
editor can be used to build OWL ontologies and to ensure consistency maintenance by 
executing reasoners such as description logic classifiers. One ot' the kev features of 
Prot6g6 is its extensible architecture which makes its integration with other applications 
possible. It provides flexibility in building ontologies by providing custorri* isation 
features and supporting many formats. 
Components of OWL Ontoloj,, ies 
OWL, ontologies consist of classes, prolm-ties and indivi(IllUIS-, Which are edited in 
Prot6g6-OWL using different interface panels (OWLC/asses, Prolm-ties and 1ndividj4Ujv 
tabs). 
i) Classes 
Classes describe collections or categories of concepts that share the same properties. 
Classes are organised into a class hierarchy that consists of superclasses and subclasses. 
A class can have subclasses that represent concepts that are more specific than the 
superclass. Classes are described by definitions that state the conditions for membership 
of the class (Figure 4-4). 
22h ttp: //protege. stan fo rd. ed u/ 
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Figure 4.4. Class definition using the 01VI-Classes tab ot'llroteg6-OWL for singic phase sýslcms 
ii) Properties 
Properties describe the interactions or relationships between the classes offlic ontology. 
Similar to classes, hierarchies of properties are also possible and result in the existence 
of subproperties speciallsing their superproputics. OWL prolicrtics can be ohl*cc, l 
prolm-fies, which establish relationships with other instances or classes ofthc ontology, 
datalyj)e I)rol)erfies that account for links to primitive values (integers, t1oats, strings, 
booleans, etc. ); or annolalion propei'lies that add mcladata itil'orniation to other 
components of the ontology (classes, other properties or instances). Annotation 
propertics are usually used for documentation and, despite they are not considered by 
OWL reasoners as they have no efIcct on the classification of the ontology, they are 
very important in terrns ofthe maintenance ofthe ontology once this is modified. 
In this ontology, object properties have been used to establish the relations between the 
classes of the ontology (Figure 4.5). Annotation properties have been used for 
documentation purposes (see section 4.4.2.6. ). 
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Figure 4.5. Property definition using the Irol)erlies tab of Protýgý-OWL for single phase systems 
iii) Individuals of classes 
Instances are the entities of a class. Classes can be instantiated with individuals. 
The ontology I'Or the reactor networks contains no instances as it is intended to 
conceptualise the reactor networks domain in terms of design 1eatures. As mentioned 
before (Table 4.1 ), instances of the class ExImi-iment for example. would correspond to 
each of the individual optimisation solutions that are classified in each of the clusters (in 
the form of digital certificates) after the analysis of solutions. These solutions may vary 
on the exact values of the variables that are combined and represented as design patterns 
in tile ontology. Since solutions are intended to be represented in terms of these 
features, they are grouped into clusters and represent classes, not instances. 
Usinp, Description Lopics 
OWL classes are understood as sets of individuals. In an OWL ontology the class 
owl. -Thing (the root class) is considered to be the class that defines the set of all 
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individuals that exist in a domain (Figure 4.4). Therefore, all classes are subclasses of' 
the class oiO. -Thing. As mentioned before, a set of conditions arc spccified in order to 
define a class and state the membership of a class. There are two types of'conditions: 
necessarj) condilions and necessai-y & sufficiew condilions. Necessary conditions dcf-Ine 
the requisites for membership of a class but do not establish that any object that satisfies 
these conditions is a member of the class. Instead, with the necessary & sufficiclit 
conditions, the last statement is also true, which means that any individual that satisfics 
the conditions by which a given class is defined belongs to the class. 
OWL classes are classified into primitive (or partial) classes it' they feature only 
necessary conditions and into defined (or complete) classes if they have a minimum of' 
one set of necessary & sufficient conditions. Reasoners can only classify primitive 
classes under defined classes. An example of class classification is illustrated latei- in the 
chapter (section 4.4.2.5). 
Classes can be defined through six types ofclass descriptions: 
0 Numed classes, which are described through a name. 
a Anonpnous classes, which arc dcscribcd by placing constraints on the classes 
and inclUde: 
o Inlei-seclion classes, which are made from the intersection of two or 
more class descriptions. 
o Union classes, which are made from the union of' two or more class 
descriptions. 
o Complemem classes, which are described as the coniplcmcnt ofanothcr 
class description by containing all the individuals that are not cncloscd in 
the class that it complements to. 
o Restrictions classes, which are defined by the restrictions that the class 
satisfies. 
o Enumeration classes, which are del-mcd by a list ofindividuals. 
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Named classes and anonymous classes of type restriction have been used to describe the 
classes of the reactor networks ontology. 
Restrictions restrict the individuals that belong to a class by specifying the type and the 
possible number of relationships the individuals participates in. Restrictions can be 
applied to, all types of properties and are specified by selecting a type of restriction,, 
selecting a property to be restricted and specifying a filler for the restriction. The types 
of restrictions include quantifier restrictions - existential (3) and universal (V) -'s 
cardinality restrictions - minimum maximum (5) and equal (=) -, and hasValue 
restrictions (3). Existential restrictions (which mean "some values from or at least 
one") describe sets of individuals that have at least one type of relationship along a'. 
specific property to individuals that are members of a specified class (specified by a 
filler). Universal restrictions (which mean "all values from or only") constrain the 
relationship with a certain property to individuals that are members of a particular class.. 
They describe the class of individuals that for a given property, only have relationships 
to individuals that are members of a specific class. For a given property, universal 
restrictions do not state the existence of a relationship. They just specify that if a 
relationship exists for the property then this relationship must be to individuals from a 
specific class. Cardinality restrictions specify the minimum / maximum / exact number 
of relationships that an individual may have along a specified property. Finally, 
hasValue restrictions describe the set of individuals that participate in a relationship 
along a specified property with a specific individual. 
Once the classes presented earlier in Table 4.1 along with the specialisation and 
associative relationships (Figure 4-3) are specified, the Experiments class (Table 4.1) is 
populated with the solutions of the optimisation for the application at hand in the fonn 
of subclasses Expi (for i=l, n where n is the total number of clusters selected in each 
optimisation stage). This procedure is explained in detail later (section 4.4.2.4). in 
Figure 4.9, an example of definition of an Expi class (Expl) is presented. As it can be 
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seen from the figure, necessary conditions are used. Let us have a close look at the 
condition: "hasFeeding some Distributed 23 to , where hasFeeding is the property, some 
is 
the type of restriction (existential) and Single is the filler. This restriction is added to 
Exp] to express that, apart from being an Experiment (because Expl is a subclass of 
Experiment), Expl has at least one kind offeeding that is Distributed, which means that 
if something is a member of the class Expl it is necessary for it to be, apart from a 
member of the class Experiment, in relationship with at least one individual that is 
member of the class Distributed via the property hasFeeding. However, as mentioned 
before, the existential restrictions do not specify that the only relationships for the 
property hasFeeding that may exist must be to individuals that are members of the 
specified class Distributed. Universal restrictions must be used to restrict the 
relationships for the property hasFeeding to individuals from the class Distributed. 
Because of the Open World Assumption (see section 2.2.2), until it is not explicitly said 
that Expl only has these kinds of feeding, it is assumed (by the reasoner) that Exp] 
could have otherfeedings. Therefore, by adding the universal restriction "hasFeeding 
only Distributed" to Exp] (also shown in Figure 4.9), it is described that the individuals 
do not have hasFeeding relationships to individuals that are not members of the class 
Distributed. 
On the other hand, a necessary & sufficient condition is used to define the class 
OneZoneNetwork. ý "hasNumberOjZones only ZI " (Figure 4.4). With this necessary & 
sufficient condition it is stated that if something is OneZoneNetwork, then it is 
necessary for all numberofzones to belong to the class ZI, apart from being a Network 
(because OneZoneNetwork is a subclass of Network). Moreover, if something is a 
member of the class Network and all of its numberofzones are members of the class ZI, 
then these conditions are sufficient to recognise that this must be a member of the class 
OneZoneNetwork TwoZoneNetwork; ThreeZoneNetwork and FourZoneNetwork are 
defined with the same logic, which make them, along with OneZoneNetwork, defined 
classes (i. e. they have a minimum of one set of necessary & sufficient conditions). On 
23 Distributed is a subclass of the class FeedingPolicy (Figure 4.3) 
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the other hand, Expl is a Primitive class (as explained before. it features onlý' necessary 
conditions). Therefore. it is possible for the reasoner to classify tile class F-Vj)I under 
one of the classes OneZoneVelivork, Tit wZont, Ne tit -ork, Three/(), ie Ne tit wrk or 
FourZoneNetwork as explained later in section 4.4.2.5. 
4.4.2.4 Ontology Construction - Ontology Population 
Once classes, properties and relationships have been specified. the E. yeriments class is 
populated with the solutions of the optimisation for the application at hand. Data related 
to the selected clusters from each optimisation stage, is imported using tile Excel Itnj)ort 
plug-in 24 (Figure 4.6). This plug-in allows loading Microsoft F, xcej files and creating 
class descriptions t rom the content of tables. \Xith it. subclasses for the class 
Experiment are created as classes Exp, (for i-I. n where n is the total number ot'clusters 
selected in each optimisation stage). Therefore, each E, xp, contains all the solutions from 
the stochastic optimisation (individuals) that can be expressed as tile digital cerlificate 
representing the cluster i. As it can be seen in the lo%Ner part ofFigure 4.6. each column 
is mapped "'Ith a class. A rcstrictor generator enables relatini, classes through 
properties. 
24 littp: //%N, " "r. co-ode. org/do%k-nioads/protege-x/plugins/ 
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Figure 4.6. Ontology population with Spreadsheet Importer 
4.4.2.5 Evaluation 
Once the ontology is built, it is necessary to check the suitability ofthe ontology, Le. it' 
the ontology satisfies the requirements for its intended application. The evaluation of' 
the definitions of the ontology in terms of' its structure and content is required in order 
to guarantee the appropriateness and correctness ot'the ontology. 
The design criteria proposed by Gruber (1995) is used to determine the appropriateness 
of the ontology in tcmis of its structure: clarity, coherence, extendibility. minimal 
encoding bias, and minimal ontological cornmitnici-it. These principles are crucial to 
create usable and reusable ontologies: 
0 Clurity. Terms should be defined, when possible, through necessary & sufficient 
conditions in order to be effectively communicated. Definitions need to be 
context independent, unambiguous and fully documented with natural language. 
9 Coherence. Definitions must be consistent to avoid erroncous interences. 
Extendibililv. Ontologies should be designed in such a \%ay that the addition of 
new terms Jor special uses would not imply niodifications to tile foundations of 
the ontology. 
Minimal encoding hias. Encoding bias occurs %%-hcn representation choices are 
made merely for the coiwenience of notation or implementation. Concepts 
should be defined at the knowledge level (and not at the implementation level) 
without depending on a symbolic le\, el ot'cncoding. In such a %ýay, the notation 
employed to describe the concepts does not constraint their understanding as 
ten-ns that depend on the implementation arc not included. Fncoding bias should 
be mimmised in order to enable knowledge sharing because agents that share 
knowledge may be implemented in ditlerent representation slystenis and diverse 
styles of representation. 
Minimal ontological cominitment. Ontologies should make the n1minlurn 
possible number of claims about the domain \\hile supporting the 
communication and sharing the intended knowledge. III order to minimise the 
ontological commitment only the essential ten-ns for the kno\\Iedge 
communication need to be dcfined. A minimal ontological commitment allows 
free specialisation and instantiation of the ontology to satisfy the needs of other 
applications. It' the ontological commitment is further reduced, the ontology 
becomes less usable. Contrary. the extendibility ofthe ontology Is limited when 
too many claims are made. 
In order to ensure the correctness of the content in the definitions. consistency, 
completeness and conciseness of the ontology is required. These aspects deal %N-ith 
identifying errors or the lack of knowledge in the definitions (G6mez-P6rez, 1995): 
CoinlVeteness. An ontology is considered complete if the inforrnation included 
in it, in terms of what the definitions represent and of what can be inferred, 
covers the information of the real world. The normal practice involves 
performing diverse iterations in order to consider the ontology complete. 
Conciseness. Implies an absence of redundancy in the definiti ions of the 
ontology. 
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0 Consislenc_v. Refers to ensuring that contradictory conclusions cannot be 
delivered. 
Logical consistency is checked automatically by ontology editors and semantic 
consistency is supported by DL reasoners. llrot6& OWL support DI. reasoners that can 
assist the process of building and maintaining sharable ontologies by identifying 
inconsistencies, redundancies, hidden dependencies (cl assi fil cation) and erroneous 
classifications. Besides, llrot6g6-OWL also 1eatures ontology tests which arc used to 
verify conditions on classes, properties and individuals returning an error message in 
case of failure. 
As aforementioned. DI. support inference engines that enable checking the consistency 
of the ontology and making inferences about classes and individuals. The ontology can 
be sent to the reasoner for classification, i. e. to check the logical description of classes 
(check if the hierarchy class-subclass is correct in tenris of whether a class is a subclass 
ofanother class), and for checking the consistency ofthe ontology (a class is considered 
to be inconsistent if it is not possible for it to have instances). Classifications account 
for the inference of an automatically computed subsuniption hierarchy from the asserted 
definitions. This refers to detennining the superclass-subclass relationships between 
classes, which includes computing the inferred superclasses of a class and deciding 
whether or not one class is subsurned by another. In Prot6g&OWL, the class hierarchy 
constructed *'manually" by the ontology engineer is called assei-led hieiwi-chy% whereas 
the class hierarchy computed by the reasoner is called iqkt-i-ed hierw-ch. v. As a result of 
reasoning, the inferred hierarchy and inconsistent classes are displayed. This feature is 
of great value during the design of the ontology as reasoners can help to maintain the 
hierarchy correctly, especially when building large ontologies as it maintains the 
multiple inheritance hierarchy. 
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27 
Prot6g&OWL supports multiple reasoners such as RAC'I*. R- . I-act+-'- and Pellet 
RACER has been used as the DI, reasoner as recommended bý I lorridge ci til. (2004). 
The classification capabilities of the reasoner used in this work are employed for the 
classification of the best performing solutions from each optimisation stage (in the form 
of clusters selected after the analysis of the solutions) that haNe populated tile class 
ExIvritnews (see left hand side offigure 4.7) as classes Exj), (for i=Ln . N-here n is the 
total number of clusters selected in each optirnisation stage) %-vith the use of the 
Spreadsheet Importer tool (see section 4.4.2.4). 
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Figure 4.7. Results of ontology population 
2ý http: //www. racer-systems. com/ 
2" http: //oýki. man. ac. uk/factplusplus/ 
27 http: //pellet. owldI. com/ 
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Each subclass of the ExIvriments class is classified under one of the defined classes 
OneZoneNelivork, DvoZoneNelwork, ThreeZoneNelwork and Fozv-ZoneNeIvvork (shown 
in Figure 4.7) depending on the number of zones they consist of. These classes are 
defined as illustrated in Figure 4.8. 
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Figure 4.8. Class description for OneZoneNetwork, TwoZoneNetwork, ThreeZoneN et work and 
FourZoneNetwork 
As explained earlier (section 4.4.2.3), these definitions state that it' something is a 
member ofthe class Network and all ofits nwnberolýones arc members ofthe class /1, 
Z2, Z3 and Z4 respectively, then these conditions arc suft-icient to rccognise that tills 
must be a mernber of the class OneZont, Nelwork, Twol. oneNelwork, ThreeloneNelwork 
and FourlwneNelwork respectively. 
For illustration purposes, consider Expl. The necessary conditions defining tills class 
can be found in Figure 4.7. As it can be seen from the figure, amongst the necessary 
conditions that define the class Exj)], there can be found hasNwnher(ýIZones soine Z2 
and hasNnniher(ýfZones on1j, 7.2. As a result of running the reasoner for tile single phase 
reactor networks ontology, Exp] appears classified under the class TivoloneNclll! ork. A 
view of the class hierarchy computed by the reasoner (int'erred hierarchy) is displayed 
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(middle section of Figure 4.9) as well as the Classýficalion Re. ý111I. s tab (lower section of 
Figure 4.9). where the actions taken by the reasoner are suniniariscd. 
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Likewise, the rest of the subclasses of Expet-iments appeared reclassified aniong the 
classes OneZoneNehvork, TwoZoneNetwork, ThreeZone, Vetwork and roll"ZOMAetwork 
depending on the number of zones they consist of. This classification can be also 
visualised with the OWLViz 
28 plug-in (Figure 4.10). ONVINiz allows viewing and 
navigating both the asserted and the inferred class hierarchy. making thus comparisons 
between hierarchies possible. 
http: //wý&, w. co-ode. org/doxN, nloads/oxNýl,, iz. /O\k'I, VizC)uide. pdf 
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The correctness ofthe definitions has also been tested with the use of a test framework 
provided by Prot6g&OWL, which contains diverse tests that may be rLin on the 
ontology being edited. These tests are small Java programs and have been used to verify 
conditions on classes, properties and individuals. In case of Iallure, a warning triessage 
is returned and the option ofrepairing the source of the violation is provided. In Figure 
4.11, and example ofrunning this type of test is presented. 
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Figure 4.11. Ontolo,, \ evaluation: ontolooN test, 
As it can be seen (bottom offigure 4.11) a warning appears stating that the subclasses 
of Numher(ý17, ones (classes ZI, Z2,1,3 and Z4) must be disjoint of each other. Making 
the classes disjoint ensures that an individual that has been defined to be a member of 
one of the classes of Numher(ýIZones cannot also be a member of anv other class ofthe 
same group. This makes sense as no Nelivork can be an instance ofmore than one of 
these classes. It would be incoherent, for instance. to have an Experiment that is both a 
Network consisting of a total of four zones (Z4) and a Network made of only one zone 
(Zi). 
4.4.2.6 Documentation 
By I'Ormallv documenting an ontology. a definition ofthe ontolon itselfis provided by I Cý. I 
means of more expansive definitions of the precise meaning of ternis than those that are 
included in the ontology itself. Documentation involves annotating with informal 
definitions for concepts, the formal definitions captured in the ontology. The 
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documentation of an ontology has a direct effect on its dissemination. Documentation is 
key for promoting the appropriate use of an ontology and its reuse. 
The ontology has been docurnented during its construction by annotating all classes and 
properties using the annotation form found in both the OWLCIasses tab and Properties 
tab. as it can be seen in the upper right part of Figure 4.4 and Figure 4.5. OWI-Doc 29 has 
also been used for docurnentation purposes (Figure 4.12). OWI-Doc allows exporting 
the OWL ontology into an IITML Documentation consisting of an orgamsed set oil 
IITML files that provide the documentation about the ontology and its resources so it 
can be viewed by end users. Classes, properties and individuals can be accessed through 
hyperlinks from the list of contents. For each class, a partial class hierarchy indicates 
where the class is placed in the ontology. Descriptions in OWL syntax are provided Im 
classes, properties and individuals as well as a list of disýlojnt classes for classes and a 
list ot'charactcristics for properties, aniong others. 
http: ///www. co-ode. org/downloads/owidoc/ 
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Figure 4.12. Ontology documentation with OWI-Doc 
4.4.2.7 Ontology Navigation 
Ontology visualisation is a critical activity in the iterative development life cycle of 
ontologies. GrOWL 30 has been used to display and browse the ontology (Figure 4.13). 
GrOWL is an open source visualisation and editing tool for OWL and DL ontologies. 
GrOWL provides the graphic representation for OWL constructs and common DL 
expressions and support the navigation and editing of large ontologies. GrOWL is 
implemented as a Prot6gd-OWL plug-in. It makes use of different graphical icons to 
represent different nodes (classes, properties or individuals) and language constructs 
such as intersection, negation and union, used in the definitions of classes. Relations 
between nodes are expressed with arrows. The displayed graph can be filtered in 
different ways in order to restrict its view. GrOWL provides both automatic and manual 
30 http: //www. uvm. edu/-skrivov/growl/ 
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layout and also displays a tree classification that enables tree-based navigation. In the 
tree classification, a list of classes and instances of the ontology is given. By selecting 
any of these objects, the correspondent node is also selected and the graph is displaced 
with the selected object as its centre. Some GrOWL graphs can be found later in the 
thesis where they are used to illustrate the evolution of the ontology in some illustrative 
examples (Chapter 5). 
0u 0 .0u0X0 
lm7 
ale 
4 
mid 
Figure 4.13. Ontology navigation with GrOWL 
4.5 Communication between Superstructure Representation and 
Ontology-based Knowledge Representation 
4.5.1 Introduction 
Knowledge availability has the potential to assist and guide the transition from one 
optimisation stage to the next one. Digital certificates (DCs) are established as the 
translation mechanism between the design solutions (in numerical format) and the 
ontology (expressed in semantic terms) to allow for the systematic analysis of the 
solutions. DCs gather specific information about design candidates in the forrn of a 
vector that includes the operational and structural information of the superstructure. 
Solutions sharing design characteristics are grouped together and classified through a 
clustering process. Best performing clusters are selected and chosen as starting points 
for the next optimisation stage. Through this approach, knowledge extracted from the 
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analysis of the solutions, apart from updating the knowledge model is systematically, 
communicated through the course of the optimisation search. The synthesis model is 
updated and adapted throughout the optimisation process since options to be explored 
are reduced, as stages are performed, making the optimisation more effective and 
robust. 
In the next sections, a description of the translation process (construction of DCs), the 
analysis of the optimisation. solutions and the transition through the optimisation. stages 
is detailed. 
4.5.2 Digital Certificates 
The developed approach requires an automated identification of design trends from the 
optimisation solutions as this process may not be straightforward for COmpleX systems 
This is achieved with the use of DCs in the fon-n of vectors that are issued for theý 
solutions generated in the optimisation searches. 
DCs represent the information of the ontology in a numerical form so it can be 
processable. Expert systems have been used to generate the DCs- Expert systems is a 
field within Artificial Intelligence that makes use of specialised human expertise 
knowledge to solve problems. Expert systems have been defined as "an intelligent 
computer program that uses knowledge and inference procedures to solve problems that 
are difficult enough to require significant human expertise for their Solutions" 
(Feigenbaum, 1982). Expert systems are computer systems that mimic the decision-ý 
making process performed by human experts in a specific problem domain. They are 
based on supplying information (facts) and obtaining as a result expertise (or the 
conclusion that would be delivered by an expert). Expert systems mainly consist of a 
knowledge base and an inference engine, which uses the knowledge contained in the' 
knowledge base to draw conclusions. By programming the system with domain 
knowledge, the expert system features reasoning and inferences about it, similarly to 
how a human expert would deduce the solution of a given problem. 
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The expert system implementation uses the public domain software CLIPS31, which 
supports the construction of rule- and / or object-based expert systems. CLIPS has been 
used for the construction of a rule-based system consisting of six IF-THEN rules: IF 
(condition) THEN (action). CLIPS consists of. i) a facts list and instances list, which 
represent the global memory for data; ii) a knowledge base, where the set of rules are 
contained; and iii) an inference engine, which is responsible for the execution of the 
rules. Rules consist of patterns and actions. Patterns correspond to the IF part of an IF- 
THEN rule and is followed by the symbol "=>", which specifies the beginning of the 
actions or the THEN part of the rule. These rules are used as an input to the inference 
engine (CLIPS) which automatically matches facts (or data) in the fact-list against 
patterns of rules (or conditions) and decides which rules should be executed. When all 
patterns of a rule match facts, the rule is considered to be activated and is placed with 
the other activations in what is known as agenda. When a rule fires, the list of actions 
specified in the rule are executed. If there are several activations on the agenda, CLIPS 
automatically decides which rules are the most appropriate to be fired first. The 
execution finishes when no activations remain on the agenda. CLIPS differ from 
procedural languages such as C and FORTRAN on the data requirement to origin the 
execution of rules. 
In this work, the rule-based expert system constructed with CLIPS represents an 
independent part of the synthesis framework and is not related to the one that makes use 
of ontologies. For this reason, the rules developed, which comprise a knowledge base 
that contains the domain knowledge about the synthesis problem at hand, are 
represented without explicitly referring to the ontologies. Besides, they do not make use 
of languages derived in connection with the semantic web such as those related to the 
Rule Interchange Format (RIF) (Kifer, 2008) as the exchange of these rules between 
different systems is not considered. 
" http: //clipsrules. sourceforge. net/ 
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CLIPS are used at each optimisation stage to generate the DCs for the solutions 
obtained. The construction of DCs represents an iterative process which starts by 
importing the data (in the fon-n of facts) that describes the first solution from the 
optimisation. Then, facts are matched against patterns of rules (previously loaded) and 
those rules that can be fired are executed. As a result, the DC for the first solution is 
produced. Next, data describing the next solution from the optimisation is loaded and 
the process is repeated. The process finishes when each of the solutions has been loaded 
and their DCs have been generated. 
In this work, the set of rules constitutes a knowledge base that contains the domain" 
knowledge about the single phase reactor networks problem. In this case, rules represent 
"rules of thumb" that specify a set of actions to be performed for given conditions (i. e. 
relationships between the design variables of the superstructure). The six rules relate to 
active reactive units and connections between them. The active reactive units are 
combined into reactive zones depending on the mixing pattern favoured and 
connections in the form of recycles and bypasses that relate to these reactive zones are 
extracted to be represented by the DCs. The rules developed are as follows and detail on 
them can be found in Appendix 2: 
9 RULE 1. Reactor network reduction: delete reactor. Active reactors with 
marginal contribution are removed from the network. Those active reactors 
which do not increase / decrease the concentration of the reference component 
(component of which the performance measure is based on) by more than 5% 
respect to the maximum concentration value of the network, are no longer taken' 
into consideration as part of the solution. 
9 RULE 2. Reactor network redistribution: change of the sequential unit 
connection to "main flow patW' connection. The sequence of the reactors is 
changed according the feed-main flow path and / or the bypass-main flow when 
possible. 
o RULE 3. Reactive zone classification. 
RULE 3a Pattern identification. Reactor units are classified in three 
categories depending on the mixing pattern they present. 
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a PFR: PFRs without or with a low degree of back-mixing (recycle 
fraction of the outlet flow lower than 12%). 
m Mid-mixed: PFRs with a medium degree of back-mixing (recycle 
fraction of the outlet flow between 12% and 60%). 
w Well-mixed: CSTRs and PFRs with high degree of back-mixing 
(recycle fraction of the outlet flow over 60%). 
RULE 3b. Combination of reactors into reactive zones. 
RULE 3b. I. Recycling: if neighbouring reactors are enclosed in a 
recycle. The resulting reactive zones are classified into the above 
categories depending on the recycle fraction (Rule 3a). 
m RULE 3b. 2. Mixing pattem: if a pair of neighbouring reactors share 
the same mixing pattern. This rule only applies to PFRs. 
9 RULE 4. Zone network reduction: delete zone. Reactive zones with marginal 
contribution are removed from the network. Those reactive zones which do not 
increase / decrease the concentration of the reference component by more than 
5% respect to the maximum concentration value of the network, are no longer 
taken into consideration as part of the solution. 
9 RULE 5. Feeding distribution limitation: no feed distribution is considered if the 
first reactive zone receives between 70%-95% (upper optimisation bound) of the 
total feeding flow. 
* RULE 6 Connections: Recycles and bypasses are arranged according the above 
rules and classified into intra- and interconnections. Their existence is recorded. 
Figure 4.14 presents an example of the execution of rules for the construction of DCs- 
The Agenda window allows watching the activations on the agenda, the Facts window 
shows the facts list and in the Dialog Window the results of the execution can be 
viewed. 
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Figure 4.14. CLIPS interface: execution of rules 
As a result of executing the rules, DCs are issued for each optimisation solution 
representing a simplified equivalent structure in terms of main teatures (i. e. in terms of 
the iril'on-nation captured in the ontology). For the purposes of the application. DCs 
represent Ilor each optimisation solution: 
Number of'reactive zones, which is represented by an integer. 
Mixing pattern of each reactive zone. They are represented by integers. Options 
include well-mixed, mid-mixed and PFR. 
Connections between reactive zones. They include recycles and b,. I passes which 
are classitied as zone intra- and interconnections and are represented by binaries 
to represent their existence. 
Feeding and product policies. An integer is used to represent in each case 
whether the strategy is single or distributed. 
To give an idea of the combinatorial size of the problem faced for single phase systems, 
note that the total amount of DCs that can be generated for a network of four reactors is 
108 
approximately 7500, i. e. there exist a total of approximately 7500 design solutions 
forming the search space to be explored (and this is without considering the solut, 01's 
resulting from variations on the continuous variables). The link between the synthesis 
representation and the DC is illustrated in Figure 4.15. 
IIi ___________ ___________ 
no zones mixin r 
intraconnections interconnections f di li d t li _ g pe zone recycles bypasses recycles b passes ee ng po cy pro uc po cy 
n 1 well-mixed 0 do not 0 do not 0 do not 0 do not 1 single 1 single 
4 mid-mixed exist exist exist exist 2 distributed 2 distributed 
2 PFR 1 exist 1 exist 1 exist 1 exist 
1 14 CSIR PFR 
Figure 4.15. Synthesis representation and digital certificatc I-or it solution ol'a single phase system 
The information that is captured by the DCs enables comparisons, analysis ofti-ends and 
the population of the ontology. Apart from red ucing the complexity of' the 
superstructure representation, DCs enable, during the clustering process that is 
explained later, comparisons between structures and detecting how often a specific 
structure appears. Consequently, monitoring the search is possible. 
4.5.3 Clustering and Analysis 
4.5.3.1 Introduction 
The synthesis approach makes a repeated use of clustering to classify solutions. The 
clustering process groups solutions, in the forrn of digital certificatcs, in terms of the 
features they share. 
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Clustering is the Process of organising cases from a dataset into previously undefined 
groups whose members are similar in some way. When using clustering models, there is 
no predefined output or target field for the model to predict. Clustering methods are 
based on measuring distances between records and between clusters. Records are 
assigned to clusters in a way that tends to minimise the distance between records 
belonging to the same cluster. There are two major methods of clustering: 
Hierarchical clusterin : is a technique that works by either merging small 
clusters into larger ones (agglomerative methods) or by splitting large cluste'rsi 
into smaller ones (divisive methods). The cluster results can be represented bya 
two dimensional diagram known as dendogram. A dendogram is a tree-shaped 
diagram that illustrates either the merges or divisions made at each successive 
stage of the analysis. Agglomerative methods are more commonly used and a're 
based on joining together successively the pair of clusters that are closest (most I 
similar). There are different methods depending on how the distance between 
clusters is defined: i) single linkage, where distance between clusters is defined 
as the shortest distance between a pair of objects of each group; ii) complete, 
linkage, where distance accounts for the distance between the most distant pair 
of objects; iii) average linkage, where distance is taken as the average distance's 
between all pair of objects; iv) Ward's method, which is based on selecting the: 
two clusters whose fusion results in minimum information loss. Ward (1963) 
defines information loss in terms of an error sum-of-squares (ESS) criterion 
This type of clustering is very effective to examine small data set but as the set 
of data grows, it becomes very slow and inappropriate because the interpretation . 
of the dendogram. is increasingly difficult. 
* K-means: the method defines a fixed number of clusters and repeatedly reassigns 
cases to clusters depending on their distance to the cluster centre, so the same 
case can move from cluster to cluster during the analysis. K-means uses 
Euclidean distance as the distance to the mean of the cluster. Every time that t. he 
cases are reclassified, the cluster means are computed and the clusters centre IS 
adjusted until the model cannot longer improve. This method usually needs to 
previously eliminate possible outliers as it is prone to select them as initial 
centres. Unlike hierarchical clustering, large datasets can be considered with k- I 
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means because it does not need to compute the distance of every case with every 
other case. 
None of these techniques are suitable for the purposes of this work as they are based on 
minimising distance between records (here, certificates). In this case, no distance exists 
between digital certificates as they represent the features by which solutions are defined 
rather than design variable values. As a consequence, a novel clustering method has 
been developed in which identity is used as the grouping criterion. 
4.5.3.2 Clustering Process 
The clustering method developed allows grouping solutions in terms of the features they 
share. These are, as mentioned before, the features that the digital certificates of the 
solutions enclose: number of zones, mixing pattern, feeding and product policies and 
existence of connections. As solutions are generated, the digital certificates issued are 
compared with the ones from previous solutions allocating them in cluster groups if 
they are exactly the same, i. e. if each of the digits by which the digital certificates are 
made of match. The first digital certificate issued, which corresponds to the solution 
generated in the first iteration of the current optimisation stage, represents the first 
cluster created. Along with the digital certificate, the volume and performance values of 
the solution are recorded in the cluster. Once the second solution is generated, the first 
digit of its digital certificate is compared with the first digit of the first cluster created. If 
they are the same, the second digit is compared and the process follows until no digit is 
left to compare (which means that all digits from the two vectors are identical) or a digit 
has been found to differ in value from one to another, in which case the comparison 
terminates and the rest of digits are not contrasted. If the vectors are identical, the 
second solution becomes part of the first created cluster. Volume and performance 
values of each of the two solutions belonging to the cluster are combined to represent 
ranges in the cluster. On the other hand, if the vectors differ from each other, the new 
solution being compared becomes a new cluster and its volume and performance values 
recorded in the same. Throughout the process volume and performance ranges are 
updated as solutions are added to the cluster. The process terminates when all solutions 
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generated have been allocated to a cluster. Figure 4.16 represents the clustering 
methodology developed. 
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Figure 4.16. Clustering process 
Best performing clusters are selected with the objective of- 
(i) setting up a new optimisation stage, and 
(ii) customising features of the optimisation search. 
The acquisition of knowledge subsequently guides the search towards high performance 
regions branching off those superstructure features that are of limited importance. 
4.5.4 Setting up the Next Optimisation Stage 
4.5.4.1 Optimisation Stages Transition 
The optimisation starts from ten different initial solutions and 20 Tabu Search iterations, 
which can be increased if the initial number of clusters generated does not reach ten 
(Figure 4.17). At this initial stage of optimisation (Stage 0), knowledge has not been yet 
generated and the optimisation occurs as a "traditional" random search consisting of two 
sequential steps: 
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Step 1. Only discrete variables are optimised (number and type of units, number 
of connections and their positions, existence or not of distributed feeding and / 
or product removal streams). By only optimising discrete variables and using ten 
different initial states as starting points, the definition of a wide search space, in 
which there is high probability of having the global optimal region within its 
boundaries, is ensured. 
e Step 2. Both continuous and discrete variables (except for the number and types 
of units) are optimised. 
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------------------------------------------------------ I ---------------- 
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o Optimisation step I+ step 2 
: 
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Figure 4.17. Link between optimisation, clustering and the process for setting up next optimisation stages 
for single phase systems 
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In later stages, only one optimisation is carried out, which includes discrete variables' 
related to identified promising features (which is explained later) and all continuous 
variables. 
After each optimisation stage, DCs are issued for each of the solutions generated. The 
clustering process results in a set of clusters around which solutions of the optimisation 
stage (in the form of DCs) are classified. Clusters are selected to set up the next 
optimisation stage depending on their spread on performance, which is reduced as 
stages are performed. Network volume bounds are set up by relaxing the volume limits 
that corresponds to each cluster. This relaxation is also reduced as stages are performed. 
This gradual "tuning" process results in a reduction of the search space from one stage 
to the next optimisation stage. Once the clustering process is finished, a stage-depen&nt 
cluster selection criterion (user defined percentage of maximum objective for the 
current stage) is applied to the set of clusters delivered. The resulting clusters are 
accepted if they represent at least the 25% of the clusters generated and do not exceed 
the previous number of clusters selected for the previous stage. Otherwise, the 
percentage selection is increased / decreased accordingly. Based on the design features 
represented in the clusters accepted, the components of the ontology are populated. The 
same clusters are also used to launch the next optimisation stage by becoming the initial 
solutions for the search of the stage. 
Since the proposed framework uses the knowledge acquired to reduce the options in the 
moves list, features enclosed in the selected clusters represent the basis Of move' 
selection. Accordingly, moves related to features that have proved to be irrelevant in the 
above analysis, are removed from the moves selection list as they have proved to drive 
the optimisation towards unpromising regions. The optimisation search is adjusted by 
reducing the moves selection list throughout the optimisation search and the number of 
iterations is increased by 20 as following stages are performed. Knowledge acquired in 
e the course of the optimisation continuously upgrades the ontology which, in turn, guid 's 
the optimisation search towards simplified design results, which is achieved witli'a 
gradual evolution of the superstructure. 
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Termination criteria are met when: 
9 all clusters have been reduced to a single one. 
for two consecutive stages, 1% is the cluster selection criterion and the current 
number of clusters selected does not change with respect the previous stage and 
there is no improvement in the objective function value (OFV) for any of the 
clusters with respect to the previous stage (IOFV,, - OFV,, -Il < 
1-10-5; where n is 
the current stage). 
4.5.4.2 Setting Moves throughout the Optimisation 
In the first stage of the optimisation or Stage 0 (Figure 3.2), no knowledge is available 
and a "traditional" stochastic search is executed. The moves considered in it, depend on 
the variables being optimised in each of the optimisation steps: 
* Step 1. Only moves related to the optimisation of discrete variables are 
considered. They include all moves but "change in the volume of a single 
reactive unit" and "increase / decrease of the fractions of a stream". 
I,, -, - "', , -*, -, "' ,, "i Step 2. Both continuous and discrete variables (except for the number and types 
of units) are optimised. Accordingly, all available moves but "add / delete a 
reactive unif ' and "change of type of a reactive unif 'are considered. 
As mentioned before, in following stages, the TS algorithm is custornised as a result of 
the clustering process (Figure 4.16). Whenever a feature proves to be irrelevant in the 
clustering analysis, those moves related to it are removed from the moves selection list. 
With this purpose, moves are classified in different feature-related move groups 
depending on the features they refer to. Removal of moves only affects to discrete 
variables. However, as mentioned before, moves regarding the addition / removal and 
change of type of reactive units are permanently excluded from the moves list. The 
feature-based classification of the available moves for the following stages is as 
follows: 
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- 4, Moves acting on a reactive unit: 
Change in the volume of a single reactive unit. These moves are always 
active throughout the course of the optimisation search. At the final 
optimisation stages, changes on reactor volumes are allowed for the 
increase / decrease of the current volume only within a 10%, provided. 
the resulting volume falls within the optimisation bounds. 
* Moves acting on streams: 
Moves concerning feed distribution: these moves include altemtions on 
the current amount of feed stream, changes in the feed distribution by 
adding and / or deleting streams and changing the unit where' the 
distributed feed is sent. The moves related to this category are: 
a Addition / removal of a bypass feeding stream. 11 
Increase / decrease of the fraction of a feeding stream. 
v Change of sink of a feeding stream. 
Moves concerning intraconnections: this category of moves Only applies 
to PFRs presenting recycle fractions smaller than 12%. If as a result of 
implementing these moves the recycle fraction is increased, when its 
digital certificate is issued, the reactor affected may evolve to a mid- 
mixed type of reactor (recycle strewn between 12% and 60%) or to a 
well-mixed reactor (recycle strewn greater than 60%). As the alteration 
on the amount that is recycled can significantly change the structure 
minor recycles are kept and optimised although its contribution may b-C 
in some cases irrelevant. Moves included in this category are: 
Addition / removal of a recycle stream (all possible locations are 
allowed as the digital certificates do not specify the Position of 
the recycle stream; see Figure 4.15). 
a Increase / decrease of the recycle ratio. 
Moves related to the back-mixing of mid-mixed reactors: this category of 
moves applies to PFRs presenting recycle fractions between 12% and' 
60% (mid-mixed reactors). As above, the implementation of this type of 
moves may increase the recycle fraction making the reactor affected to 
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evolve to a well-mixed reactor (if the fraction increases up to over 60%) 
or decrease removing the back-mixing behaviour and thus evolving it 
into to a PFR when digital certificates are generated. Unlike the previous 
case, the addition of a recycle stream is not considered. The recycle acts 
here exclusively as a feature that reflects the mixing pattern but not as a 
connection. The moves related to this category are: 
m Removal of a recycle stream. 
0 Increase / decrease of the recycle ratio. 
Moves concerning interconnections: only recycle fractions smaller than 
12% and bypasses connecting different reactive zones may be affected 
by this category of moves. Moves included in this category are: 
w Addition / removal of an interconnecting stream. 
0 Increase / decrease of the fraction of an interconnecting stream. 
m Change of source / sink position of an interconnecting strearn. 
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CHAPTER 5. 
Illustrative Examples for Single Phase Systems 
5.1 Introduction 
In this chapter, the methodology is illustrated with a number of examples from the 
literature. For all examples, the superstructure includes up to four reactors units 
including CSTRs and PFRs. PFRs are approximated by a series of seven equal volume 
CSTRs. Ten different initial solutions are considered as starting point. Computer 
experiments are performed for a neighbourhood size of seven. The Tabu List contains a 
single entry. As starting point (Stage 0), an exhaustive superstructure which embeds all 
possible solutions is employed. The reduction of the superstructure is attained as digital 
certificates emerge with common features. Clustering identifies promising features, 
which are taken into account in next stages, whereas irrelevant features are gradual - ly 
excluded. The best 50%, 10%,, 5%,, 2% and 1% of the clusters generated are selected in 
each stage respectively. If more than four stages are required, 1% is the selection 
criterion used. Classical Tabu Search (TS) searches (random selection of all moves 
available) are also carried out for comparison purposes. They consist of a set of ten runs 
performed for a neighbourhood size of seven and with termination criteria set at 500 
maximum iterations and at 50 no improving iterations. 
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5.2 Van de Vusse 
5.2.1 Introduction 
As previously introduced in section 3.2, the Van de Vusse reaction system consists of 
four reactions (Kokossis & Floudas, 1990): 
A ---L-> B r, = 
kICA k, = 10.0 s-1 (5.1) 
BC r2= k2CB k2 = 1*0 S-1 (5.2) 
2A -L4 D r3= k C2 3A k=0.5 L mol-1 s-1 3 (5.3) 
where B is the desired product. The feed flow rate is 100 Us and consists of pure A. 
Two cases are studied. The feed concentration of A for Case A is 5.8 mol/L and for 
Case B is 0.58 mol/L. The objective is to maximise the outlet concentration of 
component B. Results obtained for Case A have been already presented as an 
illustration of the approach in section 3.7. 
e 1, A. )*, $ I It' A- IA "s 
5.2.2 Van de Vusse Case B 
5.2.2.1 Results 
In Table 5.1, the evolution of the superstructure, the clusters selected and their 
maximum objective are presented for each optimisation stage. 
Stage I eliminates the possibility of well-mixed behaviour in the final reactive zone and 
removes connectivities of type recycle between reactive zones. Stage 2 removes 
connectivities of type bypass between reactive zones and fixes the superstructure to 
three reactive zones with plug flow / mid-mixed behaviour. Feed distribution is also 
removed. The analysis performed in Stage 3 results in three near-optimal designs and in 
Stage 4, two similar structures are obtained. They both fall into the best 2% performing 
solutions classification. The small differences in the objectives are due to the presence 
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of a minor recycle in the 
first structure. In Stage 5, a single PFR with volume range 
between 25.70 L and 25.86 L results as the optimal solution. 
Table 5.1. Evolution of the superstructure and results 
for Van de Vusse Case B 
Superstructure ccrtificates 
Max. obi. 
(mol/L) 
0.12-0.60 
012 
--tERT-ý 012 
21100000021 10,3172' 
31110000021 0.3399 
24200000021 0.3730 
21200000021 0.3898 
22200000021 0.3968 
22400000021 0,4263 
22100000011 0.3612, 
31120000121 0.2652 
12000000011 0,4214 
31240000021 0,3777 
41240000021 0.3775 
14000000011 0.4086 
12000010011 0.4287 
21200000111 0.4147 
31120000021 0.3551 
32420000011 0.4276 
12000100011 0.4276 
120000000111 0 
. 4303 22400000011 0.4263 
12000100011 1 0.4276 
32420000011 0.4295 
14000000011 0.4124 
1200000001 11'0.4310 
3242000001110 4295 
2000 10 00 11 1 0.4298 
12000100011 ;. 74298 
12000000011 04310 
12000000011 
1 
0.4190 
120 
Notice the 2.8 % decrease in performance of the second cluster from Stage 4 to Stage 5. 
This is due to simplifications applied to the design solutions on which the approach is 
based on. The cluster in Stage 4, represents, apart from structures consisting of a single 
PFR, solutions made of a series of a maximum of three PFRs (the maximum correspond 
to the maximum number of PFR units considered in the superstructure from the 
previous stage) that have been merged into a single PFR. The maximum objective 
function value presented for this cluster corresponds to the three unit structure (i. e. it is 
an approximation value). In Stage 5, the simplified structure is considered and further 
optimised. The objective value corresponds in this case to a one unit network. Due to 
the possible deviation in the objective function value involved in the simplification (up 
to 5%; see Appendix 2), the performance decreases slightly. 
Table 5.2 shows the evolution of the ontology through the optimisation stages using the 
visualisation tool GrOWL. 
Table 5.2. Evolution of the ontology for Van de Vusse Case B (GrOWL captures) 
Ontology 
I Range I Range obj. 
size (I. ) (mol/L) 
Stage I 
ftb. ftWAdW= all"o"Ift"a 
v 
v 
nell 
a. 
v hmllýelofrý 
-W LOW LOW AI 
23 58 349 05 02260 02916 
6.4 E. 14 0.1 n, 
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g 
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W, T 
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Range Range obj. 
Ontology size (L) 
I 
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IS OWN 
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MEN 
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-- --- Z--ý Nokia@" a 
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it VA. 0i 
V: bp.. Ad)W- 
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In Table 5.3, the results obtained in this work, those using a classical TS approach and 
those found in the literature (Markoulaki & Kokossis, 1999) where Simulated 
Annealing (SA) is used are presented. A series of PFRs representing plug flow 
behaviour was found as the optimal solution for TS. The results in this work (Stage 5 
from Table 5.1) suggest a single PFR of 25.86 L with an objective of 0.4190. The 
difference in objective between the two solutions is due to approximating the plug flow 
behaviour to a cascade of different number of equal volume CSTRs. For comparison 
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purposes, the results presented in Table 5.3 for this work correspond to the same 
solution obtained in Stage 5 with a discretisation of the PFR four times higher. The 
resulting design solution obtained agrees with TS and also with those from the literature 
where plug flow behaviour is also suggested as the optimal design. The proposed 
methodology appears to converge quicker than TS (computational efforts reduced by 
54%). 
Table 5.3. Comparison of results for Van de Vusse Case B 
Van de Vusse Stats Function Objective Total Optimal structure 
case B evaluations (mol/L) volume (L) 
This work total' 4502 0.4326 25.86 
25.96 L 
ave' 974 0.4324 25.84 
Tabu Search max' 1878 0.4326 a lo 26.71 .......... 
Min2 465 0.4318 25.53 6 (A L 632L 6.70 L3 85 L 
Simulated Annealing ave3 0.4293 26.97 
(Markoulaki & max' 0.4304 28.97 
Kokossis, 1999) min' 0.4284 25.08 10 80L 4.54 L 11.10L 
I Total number of ftinction evaluations for the runs performed from Stage 0 until last stage. In Stage 0.10 initial runs are 
considered. For the next stages, the number of runs is equal to the number of clusters selected in the previous stage as these are 
used as initial structures for the runs to be performed in the next optimisation stage 
2 Summary statistics based on 10 runs 
3 Summary statistics based on 5 runs 
I Best for 10 runs for TS and 5 runs for SA based on different initial structures 
Both the evolution of the superstructure along with the digital certificates (DCs) 
associated to it (Table 5.1) and the evolution of the ontology (Table 5.2) have been 
presented to illustrate the optimisation. search in this example. The display of the results 
to visualise the solutions appear to be clearer with the use of DCs than with ontologies. 
The numerous connections between concepts make the visualisation of solutions rather 
complicated when ontologies are used. DCs are the most compact representation of the 
solutions if compared with the superstructure representation and the ontology. 
Consequently, identifying differences between designs or displaying design 
modifications becomes much easier in the basis of the DCs. However, ontologies are 
still indispensable to derive the DCs as the latter capture the variables or combination of 
variables from the superstructure represented by the concepts of the ontology. For these 
reasons, results for the following examples are presented using the DCs. From another 
123 
point of view, when used, Im instance, as a tool for monitoring purposes such as 
enabling the verification of the robustness of' the search. which is discussed later in 
Chapter 9. ontologies represent the best option. The available v1sualisation of the 
connections between concepts displayed in the ontology cases the identification of the 
solution space that has been explored through the optirnisation. 
5.3 Lactose Hydrolysis 
5.3.1 Introduction 
Fhe reaction mechanism I'Or tile hydrolysis of lactose 11-palactosidase (Marcoulaki & L- 
Kokossis. 1999, Bakken el a/., 1989, Balley & Oll's, 1986) can be defined by: 
F' +S" I's -> I'l + G1, + [I(; =CI,, 
C, (I + Cl, / K,, (j +Cý, /K 
F+ aG <-> I 'lu G K,, = 0.003, K 0.079 (5.4) 
1 ", + [i G <-> I ý, 11 G 
liG <-> UG C(, c, 
) 
(5.5) 
(C(,, '+ C', ', + C, ",,; - Cs) K /(K + 1), 
K=0.1111 
61, -> GA r3 = 0.093 ) C(il (5.6) 
F -> I-ld r4 = 0.047 C, (5.7) 
whcrc FI: enzyme (Ii-galactosidase), S: substrate (lactose), GL: glucose, G: galactose ((I 
and ji I'Ornis), GA: gluconic acid, Ed: deactivated enzyme and c, *(, U 
is the equilibrium 
concentration. 
The feed flow rate is 100 L/rnin and consists of 100 mol/L lactose, 0.65 mol/L enzyme 
(Ji-plactosidasc), 0.001 mol/l, a-galactose and 0.001 mol/L ý-galactose. The objective 
is to maximise the outlet of glucose. 
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5.3.2 Results 
Tablc 5.4 rcprcscnts the evolution of the scarch For the Lactose I lydrolysis cxample. 
Table 5.4. Evolution of the superstructure and results Im Lactose I lydrolysis 
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Slage I fixes the last reactive zone to well-mixed, eliminates feed distribution along the 
network and connectivitics between non-consecutive reactive zones. From tile analysis 
of the six clusters obtained in Stage 2 the possibilities ot'having well-mixed pýittcni in 
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the first reactive zone and mid-mixed pattern in the third zone are eliminated. Once the 
cluster selection criterion that corresponds to Stage 3 is applied (5%), one of the 
selection rules (see section 4.5.4.1) is violated: one out of nine clusters is accepted 
which represents less than the 25% of the total of clusters generated in this stage. For 
this reason. the selection criterion is increased to 10%. As a result, seven clusters are 
selected which surpasses the number of clusters obtained in the previous stage, 
representing the violation ofthe second selection rule. One of these two rules has to be 
ignored in order to be able to move to the next stage. At this stage, it is still too early to 
conclude the search as most of the maximum objective related to each cluster has 
increased and / or the objective range for each of them has been reduced, which means 
that the performance of the solutions contained in them has improved. Therefore, the 
second rule is ignored and the selection criteria used is 10%. As a result, seven initial 
solutions are set up for Stage 4. Two similar structures are obtained in this stage. With a 
maximum ofthree zones, well-mixcd pattern has been completely eliminated from the 
structure. 1, inally, a single PFR is obtained as optimal solution in Stage 5. 
The cilect of' the discretisation of the PFR on the objective lunction value due to 
'simplifications applied to the design solutions on which the approach is based on 
(inct-ging by mixing pattern, in this case), is reflected again in the objective of the final 
design delivered. The objective obtained in Slage 5 (Table 5.4) decreases compared 
with the first cluster ot'Slage 4. The cluster from Slage 4 encloses structures made of a 
single PIAZ and series of' two and three PIýRs (which are merged into one unit). The 
pi-csented maximum objective function value for this cluster corresponds to a solution 
consisting of' a series of' three PI'Rs, and therefore needs to be considered as an 
approxiniatcd value. In Stage 5, the simplified structure is considered and further 
optliniscd. In this case, the objective corresponds to a single PFR structure and due to 
the possible dcviation in the objective involved in the sirnplification (up to 5%; see 
Appendix 2). the pcriormance is allowed to decrease. 
Table 5.5 presents a comparison of the results with a classical TS approach and those 
reported in the literature (Marcoulaki & Kokossis, 1999) using SA. For comparison 
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purposes, the results obtained in this work correspond to the single IIFR idcntified in 
Stage 5 (Table 5.4) after been discretised into 28 sub-CSTRs (I'our times inore). 
Table 5.5. Comparison ot'results for Lactose I lydrolysis 
Lactose I lydrolý sis stals 
Function Objecti%e 
' 
Total Optimal structure' 
evaluations (niol, I, ) volume (I. ) 
This work total' 5474 2,7234 74656 
ave2 929 2.7322 751 64 
1 abu Search max2 1156 2.7325 76701 0 
min2 575 2.7318 740 00 85 68 L 11. ý 71) 1, 
Simulated Annealing ave' 26911 749 3, 
(Markoulaki & max' - 2.7000 76300 
Kokossrs, 1999) turn' 26775 723,00 
, Total number of' function evaluations lor the rLins performed From Stapc 0 until last stage. In Stage 0,10 initial nins alc n- 
considered. For the next stages, the number of'runs is equal to the number of' clusters ,, elected in the previous I; i, -, c it,, thcsc aic 
used as initial structures for thc runs to be performed in the next optimisation stage 
2 Summary statistics based on 10 nins 
Summary statistics based on 12 runs 
Best Ior 10 nins for TS and 12 runs for SA based on dillerent initial structures 
The optimal structure found in this work is a single PFR (or a series of' I'Mir PFRs), 
which agrees with the results found in the literature. The dillcreticc in the oh. jectivc 
between the solutions tor the developed approach and TS is due to the disactisation 
points considered in TS are not equidistant along the length oftlic reactor. TS and this 
work seems to improve the quality of' tile results comparccl with SA. Computational 
times are reduced up to 41 % compared to TS. 
5.4 Denbigh Reaction 
5.4.1 Introduction 
The Denbigh reaction scheme is defined by tI our reactions that involve five components 
(Kokossis & Floudas, 1990): 
AB =k C2 IA k =1.01, mol-s--' 1 (5.8) 
13 2C r2 =k 2C B k, = 0.6 s-' (5.9) 
A-3 1) r3 = 
k3CA k3 = 0.6 s1 (5.10) 
r =k C2 44B k=0.1 L mol 's 4 (5.11) 
where 11 is the desired product. The feed flow rate is 100 Us and consists of 6.0 mol/l, 
ol' component A and 0.6 mol/l. of component D. The otýective is to maximise the 
product yield ofcomponent 
13 (CI3/CA 
5.4.2 Results 
In Stage I (Table 5.6), connectivities oftype recycle between reactive zones and mid- 
mixed pattern ill the first and the latest unit are eliminated. In Stage 2 five clusters are 
selected. It appcars that those structures with no well-mixed behaviour in any of the 
units pcrfo rin better. As a result, a single I1FR is obtained as the best solution in Stage 3. 
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Table 5.6. Evolution of the superstructure and results Ior Dcnbioh 
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The results obtained in this work compare well to those obtained in the litcrlturc 
(Marcoulaki & Kokossis, 1999) and with a classical TS optirnisation (Tabic 5.7). SA 
results find a small CSTR as the final reactor which is equivalent to having an extra 
sub-CSTR at the end ofthe previous PFR, hence pcrforming tile same as a single PFR- 
I -ýq 
The discretisation into 28 sub-CSTRs ofthe single PFR I'Ound in this work delivers a 
higher quality solution. 
Table 5.7. Comparison of results for Denbigh 
Function Total 
Denbigh Stats Objective Optimal structure 4 C, aluations volume (L) 
Ylus work total' 10932 Oý2578 45 84 
4ý 94 1, 
ave2 916 0,2539 39,77 
'I abu Search max2 1077 0.2539 40.28 
min2 6W 0.2537 39 35 
7 IX) i, X H, Xf 1 1, 
, Simulated Annealing ave' 
0,2524 39 50 
(Markoulaki & max' 0.2528 4024 
Kokossis, 1999) min' Oý2519 38,97 W A) 1.2 771- 
Total nurnbcr of function evaluations for the runs performed from Stage 0 until last stage. In Stage 0,10 initial runs are 
considcrc(l. For the next stages, the number of' runs is equal to the number ofclustcrs selected in the previous stage as these are 
used as initial structures for the runs to be performed in the next optimisation staoe 
Surnjnarý statistics based on M run,, 
Summary statistics based on 3 runs 
Best for 10 runs for TS and 3 runs for SA based on diflercm initial structures 
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CHAPTER 6. 
Expansion to Multiphase Systems 
6.1 Introduction 
The optirnisation and synthesis of' complex multiphase reactor networks makes 
extensive use of' superstructure optimisation to address tile systematic dcvelopment of' 
design options through generic representations integrating all available designs. 
Superstructure-bascd optimisation approaches concern the definition of' a network 
representation that contains all feasible solutions among which tile optimal (Icsign 
resides. All possible synthesis unit combinations and the connections boween them 
through mixers and splitters are embedded within the superstructure, From which the 
optimal number of' units, their type and size, the relative flow arrangement of' the 
phases, the connectivity between units and the optimal stream flow ratCS and 
compositions Ior a given reaction scheme and kinetics. mass transfer models and phasc 
equilibrium properties is to be identified. 
The synthesis strategy developed for homogeneous reactor systems Whapters I and -4) 
is extended tor multiphase systems. Modifications on the main components of' the 
approach have been introduced in order to handle the complexity involved in 
multiphase reactor networks optimisation problems: 
0 The superstructure representation adopted here follows Linkc & Kokossis 
(2003a) with RMX (generic reactor / mass exchangcr) units as building blocks. 
RMX units allow a compact reprcsentation of all possibic dcsign options 
resulting from the possible contacting and mixing patterns that exist bet-wecii 
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different phases. They were developed to cover the synthesis and optimisation of 
general systems involving reaction and separation guided by the basic 
phenomena of reaction mass transfer, heat exchange and phase equilibria. The 
multiphase superstructure is optimised using Simulated Annealing instead of 
Tabu Search (used for single phase systems) in order to demonstrate that the 
approach is not restricted to any stochastic method. 
The multiphase reactor networks ontology results from extending the ontology 
developed for single phase reactor networks. It includes new concepts particular 
to this domain both specific to each phase and general to the network. The 
construction of this application ontology is the result of an iterative process. The 
building process starts from reusing the single phase reactor networks ontology 
(i. e. reusing the conceptualisation and terminology of the ontology develop4 
for single phase systems) and adding the information related to the extra phases. 
It then evolves to a more conceptual representation where only the most relevant 
features that are sufficient to represent the domain under consideration are 
considered. 
The digital certificates (DCs) developed for single phase systems are also 
extended here to account for the information regarding to the additional phases 
as well as features resulting from the possible contacting and mixing patterns 
that exist between the phases. Due to DCs are aimed to be the translation 
mechanism between the superstructure and the ontology, they are required to 
represent the same information embodied in the ontology in a processable form 
so the systematic analysis of the solutions and the subsequent adjustments of the 
optimisation search are enabled. Consequently, DCs are developed following the 
ontology construction. At the first stage, the DCs developed for single phase 
systems are extended by reproducing them as many times as additional phases 
are added to account for their existence and features related to the possible links 
between phases are included. They are later evolved into what are called 
compact digital certificates (CDCs). CDCs are made up from the information 
represented by the DCs and represent a more conceptual representation Of the 
main design features for such systems. However, both DCs and CDCs are 
created in parallel for each optimisation stage. CDCs contain enough 
132 
information to discriminate between solutions and for this reason are the ones 
used to monitor and guide the optimisation search, which implies that are the 
ones used for populating the components of the ontology. DCs on the other 
hand, contain much more detailed information and, although not playing any 
role in the communication between the superstructure representation and the 
ontology, may be used, externally from the approach proposed, for a more 
detailed understanding of some of the features represented in the CDCs. 
e Regarding the analysis carried out at each optimisation. stage, the same 
clustering method is employed here. However, changes on the decision rules 
employed to launch the optimisation stages have been applied to account for the 
combinatorial size that multiphase problems include. 
In the rest of the chapter, the customisation of the components of the synthesis approach 
for multiphase systems is detailed. 
. 
6.2 Optimisation and Synthesis 
6.2.1 Introduction 
In the synthesis of multiphase reactor networks with superstructure-based optimisation 
methods the network representation needs to be addressed with a superstructure capable 
of including the synthesis units, a stream network that accounts for different mixing and 
layout options and options resulting from the existence of more than one phase. For a 
given reaction scheme and kinetics, feed flow rates and compositions, mass transfer 
models and phase equilibrium properties, the solution must give information in terms of 
the number of units, their type and size, the feeding and product strategies and 
connections (interconnecting streams, recycles and bypasses) for each of the phases, the 
optimal streams flow rates and compositions, the existence of mass transfer links 
between phases and of the flow arrangement of each phase. 
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In this work, the superstructure representation adopted follows Linke & Kokossis 
(2003a) with RMX units as building blocks that follow the concept of shadow phase 
compartment developed by Mehta & Kokossis (1997,2000). RMX units were 
developed for the synthesis and optimisation of processes involving reaction and 
separation. RMX units can take the form of reactor units, mass exchangers or reactive 
mass exchangers. With this representation, different synthesis problems such as reaction 
systems, reaction-separation systems, reactive / separation systems or combination of 
them can be tackled. In this work, RMX units are reactor units or reactive mass 
exchangers as reaction always takes place. When reactive / separation options are 
considered, mass separating options need to be accounted for in the reactive unit, which 
results in the addition of phases that need to be considered. Examples include 'the 
introduction of solvents to extract a desired product from a reactive phase (reactive 
extraction) or media to absorb reactants in the reactive phase (reactive absorption), 
diffusion barriers (membrane reactors), stripping agents (reactive distillation) or solids 
(reactive crystallisation). 
6.2.2 Generic Synthesis Units: Generic Reactor / Mass Exchanger Unit 
(RMX) 
The building blocks in which the synthesis representation used in this work is based on, 
are the generic reactor / mass exchanger units (RMX) presented by Linke & Koko' -' ssis 
(2003a). The use of RMX units enables a flexible and compact synthesis representation 
of the fundamental phenomena exploited in chemical process design (Le. reaction, 
mixing, heat transfer and mass exchange). RMX units allow a compact representation of 
all possible design options resulting from the possible contacting and mixing patterns 
that exist between different phases. 
The RMX unit consists of compartments belonging to each phase present in the system. 
Each phase compartment has corresponding shadow phase compartments (Mehta & 
Kokossis, 1997,2000). Depending on decisions regarding the existence Of mass transfer 
and / or reaction in the different phase compartments, with a single RMX unit, a reactor, 
a mass exchanger, a reactive mass exchanger or the combination of them can be 
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represented. In each phase compartment, different reciprocally excluding mixing 
patterns are represented. Mixing options include well-mixed and plug flow. The plug 
flow behaviour typically modelled with differential equations is approximated by a 
series of equal volume CSTR units following Kokossis & Floudas (1990) in order to 
avoid differential equations and have a system fonned by only algebraic equations. 
Shadow compartments are presented in the additional phases and may be linked to their 
matching compartments through mass transfer. The mass exchange is limited to a pair 
of compartments that belong to different phases. 
As a result of the different mixing patterns considered in each phase and of the links 
between phases, for a two phase system, a single unit can represent conventional 
designs as follows: mechanically agitated reactors (CSTR / CSTR), bubble column 
reactors (CSTR / PFR), co-current or counter-current packed bed reactors (PFR / PFR) 
and spray column reactors (PFR / CSTR). These reactors are shown in Figure 6.1. A 
superstructure with multiple units and mixings allows for the representation of non- 
conventional designs. 
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Figure 6.1. Conventional flow schemes for two phase reactors (Mchta & Kokossis, 1997) 
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Mass can be exchanged across boundaries as a result of phase equilibrium or diffusional 
transport and represents the only way of interaction between contacting phases. --Each 
phase compartment is fed with a stream (Figure 6.2). The outlet stream can leave the 
compartment, be recycled within the compartment or be sent to another compartment 
across the boundary when physically and technically possible (e. g. state change 
operations). The existence of mass exchange between the compartments of the RMX 
units and the existence of reaction inside a compartment are design variables included in - 
the unit representation. This feature allows for the deactivation of reaction and / or mass 
transfer, making in some cases, the introduction of additional phases not necessary in 
some parts of the network. The possible existence of catalysed reactions in the reactive 
phase is also considered in the RMX representation. 
Phase compartment 
Stream splitter 
Stream mixer 
Mass transfer 
Phase boundary 
Stream connecting 
phase compartments 
Figure 6.2. RMX unit made of three phase compartments 
Each phase compartment is made of sub-units (Figure 6.3). The interconnection 
between sub-units is possible through mixers and splitters. Each sub-unit represents . a' 
well-mixed unit to which the inlet stream of the phase compartment and the outlet of theý 
previous sub-unit are connected. The outlet stream of each sub-unit is also connected to' 
the product mixer of the compartment. The final product splitter distributes a recycle 
stream amongst all sub-units of the compartment. All these connections are, not 
necessarily always active. Mass transfer can only take place between a sub-unit and its 
matching shadow sub-unit contained in the shadow phase compartment. 
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Figure 6.3. Connectivity inside a RMX unit made of two phase compartments 
6.2.3 Multiphase Superstructure Representation 
The superstructure representation employed here involves RMX units, raw material 
sources, product sinks and all the physically possible connections between RMX units 
by means of a stream network. Information regarding the process design in terms of the 
number of units, unit sizes, feeding, bypassing, recycling, mixing patterns and flow 
patterns is considered. The existence of reaction in a phase compartment and of mass 
transfer exchange between the compartments of the RMX units, are also degrees of 
freedom for the optimisation. 
In Figure 6.4, the multiphase superstructure for a network consisting of four two-phase, 
RMX units in co-current is presented. In each phase, the arrangement of compartments 
in series / parallel is possible through mixers and splitters. For a given phase, the stream 
network that allows for connections between compartments (interconnecting streams, 
recycles and bypasses) does not interact with the network stream of its contacting phase. 
However, the outlet stream of a phase compartment may be sent to another phase 
compartment across the phase boundaries when physically and technically possible. The 
arrows linking a pair of compartments across the phase boundary stand for the mass 
transfer that takes place between a sub-unit and its matching shadow sub-unit contained 
in the shadow phase compartment. 
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RMX unit 0 Stream splitter Phase boundary F 
Stream mixer Mass transfer 
Figure 6.4. Superstructure representation for a two phase system containing four co-current RMX units 
To illustrate the developments I, or multiphase systems presented in this research, a 
maximum ofthree RMX units consisting of two phases are considered. The multiphase 
systems tackled are gas-liquid and liquid-liquid systems. Reaction takes place in all 
compartments of one of the phases (reactive phase) whereas it does not take place on 
the other phase (non-reactive phase). The reactive phase is always sequentially 
connectcd. 
'I'lie inatheniatical formulation of the superstructure follows Linke & Kokossis (2003a) 
and is presented in Appendix 3. During the optimisation, the resulting non-linear system 
ofequations generated for each solution is solved with the NEQLU routine developed 
by Chcn & Stadtherr (198 1 ). 
1,18 
6.2.4 Stochastic Optimisation 
6.2.4.1 Introduction 
In order to establish the basis for optimisation, the superstructure is defined as a 
mathematical model that consists of component mass balances around each of the 
components of the superstructure, namely RMX units, mixers and splitters. The 
synthesis problem considered here involves high non-linearities associated to the 
kinetics, mass transfer expressions, hydrodynamic correlations, physical property and 
objective functions. Besides, in multiphase systems, there are a high number of possible 
combinations of optimisation variables related to the presence of different phases, which 
increase with the number of synthesis units considered. As discussed in section 2.3, 
deterministic methods are not appropriate for large-scale process synthesis problems 
and therefore, stochastic optimisation is applied for the synthesis of multiphase systems. 
In order to prove that the presented synthesis approach is not only limited to Tabu 
Search (see section 4.3.2), the multiphase network superstructures employed in this 
work are optimised using Simulated Annealing, which has been applied-in previous 
work for single phase reactors systems (Markoulaki & Kokossis, 1996,1999) and 
multiphase systems (Mehta & Kokossis, 1997,1998,2000). 
6.2.4.2 Optimisation Algorithm 
The multiphase network superstructures employed in this work are optimiscd using 
Simulated Annealing (SA). As mentioned in Chapter 2, the SA algorithm starts with an 
initial state and applies an iterative random move to the current state in order to generate 
a new state. For the multiphase reactor network synthesis problem, different states 
correspond to different feasible reactor networks. All possible states (i. e. structures) are 
embedded in the superstructure employed and are defined by its structural and 
operational characteristics. Moves are applied to the current state depending on user 
defined perturbation probabilities to allow for the transition to a new feasible state. The 
set of moves allows arriving at each of the design states included in the superstructure. 
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Moves relate to the components of the superstructure and accounts for changes on the 
structural elements (changes from one generic unit to another, addition of a unit, 
removal of a unit and modifications of a unit in terms of size and mass transfer and 
contacting pattern options) and on a stream network (addition of new streams to connect 
existing structural units, removal of streams and modifications on the position and load 
of the streams). A description of the moves employed in this work is detailed lat I er 
(section 6.2.4.3). SA makes use of the Metropolis criterion (Metropolis et al., 1953) to 
decide whether the new state is accepted (see section 2.3.2.1). This criterion may allow, 
accepting state deteriorations which prevents from getting stuck in local optima. 
After a number of random transitions or Markov Chain (MC), the annealing temperature 
is gradually reduced. In this work, the change of temperature is decided according to the 
cooling schedule proposed by Aarts & van Laarhoven (1985): 
T. ' -In 
(I+ y) 
T n+l Tn 
11 
+ aa 
where a is the standard deviation of the objective function values of the states accepted 
at the current annealing temperature T. n and y is a parameter that controls the cooling 
rate. The higher the value for y, the faster the cooling process becomes which, in turn, 
delivers poor quality of the solutions and low CPUs. Typical values of y range between 
0.01 and 1.0 (Mehta, 1998). 
Once the MC is terminated, the temperature is decreased if one of the following criteria 
is met (Markoulaki & Kokossis, 1999): 
i) MC/2 state transitions have been accepted, or 
ii) A maximum of MC state transitions have been performed. 
The annealing process finishes when termination criteria are met. The criteria employed 
in this work follow Mehta (1998) and Markoulaki & Kokossis (1999): 
The annealing temperature reaches the freezing point (set to I 0-4in this work). 
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ii) No state transition has been accepted after five successive MCs. 
iii) When a 'is smaller than 103 - T,, ' for five successive MCs (this criterion is only 
applied after a certain number of temperature levels have been performed to 
avoid premature termination). 
iv) A maximum number of temperature levels has been attained (set to 300 in this 
work) 
The later criterion avoids excessively high CPU efforts. 
6.2.4.3 Stochastic Moves and Generation of Solutions 
SA makes use of random moves in order to explore a search space. A move is related to 
a transformation that is applied to the current solution resulting in a new solution. 
When moving from single phase to multiphase reactors, new options arise from the 
existence of an extra phase, which also need to be considered in the superstructure 
representation. Therefore, apart from the moves related to the generic synthesis units 
(RMX units) of the superstructure and to the stream network, moves related to the mass 
transfer and the contacting pattern between phases also need to be included. 
The moves include the addition and removal of synthesis units, streams or features of 
the active synthesis units and the modification of design features. The action and the 
element on which the move is to be performed are randomly selected according to their 
probability of incidence, which are user defined. The set of moves include: 
* Moves on the synthesis units: 
o Addition / removal of RMX units. 
Change of the mixing pattern (among CSTR and PFR) in one or all phase 
compartments belonging to the RMX unit. 
Change of the contacting pattern of a RMX unit (among co-currcnt and 
counter-current flow). This move applies only to RMX units with plug 
flow mixing in both phase compartments. 
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Change in the volume of a single RMX unit. 
Activation / deactivation of mass transfer between phase compartments 
of a RMX unit. 
* Moves on the stream network. They act on the connectivity of Rmx units, raw 
materials and products, which is possible through splitters (sources) and mixers 
(sinks). Stream moves concern the addition and removal of connections and the 
modification of stream loads. They are applied onto a single phase at a time and 
include: 
Addition / removal of a stream. 
o Increase / decrease of the fraction of a stream. 
Change of source / sink of a stream. 
Changes in the continuous variables (volume and split fractions) are possible by 
performing step changes of variable size within the acceptable regions of operation 
(lower and upper bounds). Split fractions are modif ied continuously within the lower 
and upper bounds range [sf. i,,, sf.. 
]. The magnitude of the change for RMX unit 
volumes Vi is probabilistically selected and the change is based on a random multiplier 
(Vanderbilt & Louie, 1984; Mehta, 1998). Three different changes are considered fo Ir 
RMX unit volumes depending on three probabilities (P,, P2 and P3) that are user 
defined such as they add up to 1: 
V, new = max 
[Vmi.,, min 
[md Vi", V.. with probability PI 
V new i= min 
[md2 'Vi' V.. with probability P2 
Vinew 
= max 
[Vicurrent /md2 
, V. 
ý with probability P3 
where Vi"' is the current volume of RMX unit i on which the change is going to be 
applied, Vj` is the resulting volume after the change, md, is a random number frorn 
the interval [0.5,1.5], md2 is a random integer from the interval [2,101 and Vni,, and 
V.. are the volume lower and upper bounds respectively. 
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In final stages, smaller changes on RMX unit volumes are introduced to allow for the 
increase or decrease of the current volume Vj""' within a 10%, provided the resulting 
volume falls within the bounds. As a result, the optimisation is intensified reducing the 
number of final optimisation stages. 
After executing the selected move, each generated state is, simulated and its 
performance evaluated in order to compare it against the current state and decide 
whether it is accepted or not. 
6.3 Ontology-based Knowledge Representation 
6.3.1 Introduction 
The methodology followed for single phase systems (see section 4.4.2) is used here for 
the design of the ontology for the domain of multiphase reactor networks. This includes: 
specification of the purpose of the ontology; ontology construction, which includes 
conceptualisation of the domain, integration and implementation of the ontology by 
using a formal language and a development editor and population of the ontology with 
the optimisation solutions; evaluation and documentation of the ontology. 
6.3.2 Ontology Construction and Development 
A formal ontology in the domain of multiphase reactor networks synthesis is created. It 
is intended to be used by process engineers in the context of stochastic superstructure 
optimisation applied to the synthesis of multiphase reactor networks. The ontology is 
directly linked to the information represented by the superstructure representation 
employed in the optimisation. It acts as an extraction tool of the information represented 
by the superstructure and communicates it to the user. It is intended to be shared within 
the chemical engineering community and to be reused within that context for different 
application cases (other kinetic systems) and could be expanded to include other 
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multiphase reactive systems (e. g. heterogeneously catalysed systems, reactive 
distillation, etc. ). 
The identification of the key concepts of the domain, their properties, the relationships 
that exist between them and their definitions is carried out following the approach 
presented in section 4.4.2.2. The design of the ontology for multiphase systems results 
from extending the ontology developed for single phase reactor networks with ne'w 
concepts specific to this domain in order to account for the representation of all design 
features included in the superstructure employed for this application. By reusing the 
single phase reactor networks ontology, part of its conceptualisation. and ten-ninology is 
also included (compare Figure 4.3 against Figure 6.5). In Table 6.1, a list of the 
concepts identified for multiphase reactor networks is presented. Such concepts relate to 
the design variables included in the superstructure employed for this application. 
Concepts specific to multiphase systems include the definition of. the reactive / non- 
reactive nature of the phases involved in the network (NetworkPhase), the physical state 
of the phases (PhaseState), additional features of the network (NelworkFeatures)' such 
'I 
as combined MixingPatterns, OverallFlowArrangement and MassTransfer, features 
specific to each phase such as Loops (for both phases, which are explained later) and 
Recycles (for the non-reactive phase). Besides, some features such as FeedingPolicy and 
ProductPolicy, which were represented as NetworkFeatures for single phase systems, 
have been relocated to account for the existence of more than one phase in the system., 
Moreover, the Connections have been made specific for the reactive phase. Notice that 
some of the concepts defined in Table 6.1 may represent subconcepts of more than one 
concept (see Figure 6.5). In that case, their definitions are further expanded to account 
for all situations. 
Table 6.1. Main concepts glossary for multiphase systems 
Name Description 
A Network consists of one or a combination of RMX units that ma 
Network 
y be interconnected in any physically Possible way through 
connections and that by operating under certain operation conditions 
gives a performance. 
OneUnitNetwork Any network that has only one RMX unit. 
TwoUnitNetwork Any network that has only two RMX units. 
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Name Description 
ThreeUnitNetwork Any network that has only three RMX units. 
A network that has been generated during the optimisation at a 
specific optimisation stage. Each of these networks is expressed in 
the form of a compact digital certificate and represents one of the 
Experiments clusters selected to launch the next optimisation stage. As each of 
them represent a group of solutions that share the same features, each 
experiment can be seen as a class that defines a group of individuals 
(i. e. optimisation solutions). 
Type of the phases (reactive / non-reactive) involved in the NetworkPhase 
multiphase system. 
NonReactivePhase Phase in which no reaction takes place. 
ReactivePhase Phase in which reaction takes place. 
PhaseState State of the phases involved in the multiphase system. 
Gas State of matter without a definite volume or shape. 
Liquid State of matter with a definite volume but not a definite shape. 
Characteristics that define the network in terms of structural and NetworkFeatures 
operational aspects. 
NumberOfUnits 
Number of RMX units the network consists of. The maximum 
number of RMX units allowed is three. 
Used to represent the number of RMX units (1,2, and 3) of the U 1, U2, U3 
network. 
MixingPattern Describes the mixing of the RMX unit. 
Combinations of (phase I/ phase 2): well-mixed"Jwell-Mmea, 
well-mixed / mid-mixed 33, mid-mixed / mid-mixed or mid-mixcd 
well-mixed. 
Combinations of (phase I/ phase 2): well-mixed / PFR34 or mid- Back-Mixed_PFR 
mixed / PFR. 
Combinations of (phase I/ phase 2): PFR / well-mixed or PFR PFR_Back-Mixed 
mid-mixed. 
Combination of (phase I/ phase 2): PFR / PFR arranged in co- PFR_CoCurrent 
current. 
Combination of (phase I/ phase 2): PFR / PFR arranged in counter- PFR_CounterCurrent 
current. 
OverallFlowArrangement Direction of the main flow of a phase respect to the other. 
Overall flow arrangement for a pair of phases flowing in the same CoCurrent direction. 
Overall flow arrangement for a pair of phases flowing in opposite CounterCurrent direction. 
32 Well-mixed behaviour corresponds to the mixing pattern achieved by a CSTR or a PFR with reactor recycle 
ratio fraction > 0.60. 
33 Mid-mixed behaviour corresponds to the mixing pattern achieved by a PFR with 0.12 < reactor recycle ratio 
fraction < 0.6. 
34 PFR behaviour corresponds to the mixing pattern achieved by a PFR with reactor recycle ratio fraction < 0.12. 
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Name Description 
Overall flow arrangement for a pair of phases flowing in the same 
Intermediate direction in some parts of the network and in opposite direction in 
some other parts of the network. 
Mass flow as the result of a species concentration difference in a MassTransfer mixture. 
Active Presence of mass transfer. 
Inactive Lack of mass transfer. 
Size Volume of the network. 
Objective function value of the optimisation problem. The 
performance measure generally is a function of the outlet 
Performance compositions and the size of the network; it may be, for instance, the' 
yield of a given product, the selectivity between products, or the 
overall profitability of the process. 
Low Magnitude lower than the 33% of a range. 
Medium Magnitude between the 33% and 66% of a range. 
High Magnitude higher than the 66% of a range. 
OperationalAspects Features that refer to operational issues of the network. 
TemperatureProfile Temperature profile along the network. 
isothermal Constant temperature profile along the network. --7777- 
Nonlsothermal Non-constant temperature profile along the network. 
Characteristics that define each phase of the network in terms o f PhaseFeatures 
I structural and operational aspects. 
Loops are sequential connections between two non-consecutive 
phase compartments. Unlike recycles, their removal would result in 
Loops an unfeasible structure. Loops are necessary streams that ensure the 
connectivity of some of the units of the network (i. e. loops ensure the 
connection of its source unit or / and its sink unit to another unit). 
FeedingPolicy Refers to how the fresh feed flow of a phase is fed to the network. 
ProductPolicy Refers to 
how the product flow from a phase is removed from the 
network. 
Flow connected from a source to a sink through one stream. When 
applied to the feeding policy, it means that the fresh feed stream in'a 
Single phase is fed to a single compartment. When applied to the product 
policy, it means that the product in a phase is removed from a single 
compartment. 
Flow split into / made from more than one stream. When applied to 
the feeding policy, it means that the fresh feed stream in a phase is 
Distributed split amongst different compartments. When applied to the product, 
policy, it means that the product in a phase is removed from more than one compartment. 
Bypassed Fresh feed stream connected to the product. 
Refers to the front part of a network where a stream or a group of streams are connected to. When applied to the feeding policy, it 
Locallnlet means that the 
feeding of a phase is split amongst the inlet 
, compartments. When applied to the product policy, it means that the 
product of a phase is removed from the inlet compartments'. For 
loops and recycles, it means that they connect the inlet compartments* 
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Name Description 
of a phase. However, for recycles, it can also refer to a recycle 
around the first compartment of a phase for a network consisting of 
more than one unit. Due to being three the maximum number of units 
allowed in this work, the inlet compartments refer to the first two 
compartments of a three unit network. 
Refers to the middle part of a network, where a stream or a group of 
streams are connected to. Due to being three the maximum number 
LocalMiddle of units allowed in this work, this concept can only be applied to 
recycles around the second compartment of a phase for a three unit 
network. 
Refers to the end part of a network, where a stream or a group of 
streams are connected to. When applied to the feeding policy, it 
means that the feeding of a phase is split amongst the outlet 
compartments. When applied to the product policy, it means that the 
product of a phase is removed from the outlet compartments. For 
LocalOutlet loops and recycles, it means that they connect the outlet 
compartments of a phase. However, for recycles, it can also refer to a 
recycle around the last compartment of a phase for a network 
consisting of more than one unit. Due to being three the maximum 
number of units allowed in this work, the outlet compartments refer 
to the two last compartments of a three unit network. 
Refers to all the units of a network, where a stream or a group of 
streams are connected to. When applied to the feeding policy, it 
means that the feeding of a phase is split amongst all the 
Total compartments. When applied to the product policy, 
it means that the 
product of a phase is removed from all compartments. For loops and 
recycles, it means that they connect the extreme compartments-of a 
phase and therefore all units are affected by the stream. This concept 
applies to networks made of more than one unit. 
NonReactivePhaseFeatures ý PhaseFeatures specific to the non-reactive phase of a network. 
ReactivePhaseFeatures PhaseFeatures specific to the reactive phase of the network. 
Connections Refers to the existence of streams that connect the compartments 
in 
the reactive phase. 
IntraConnections Connections that take place within a reactive phase compartment. 
InterConnection Connections that connect 
different compartments of the reactive 
phase. 
Recycle Backward connection. 
Bypass Forward connection. 
Specialisation relationships C'is-a" or "kind-of') and associative relationships 
(relationships that relate concepts across the tree structure) have been identified between 
the previous concepts. The subsumption taxonomy (superconcept-subconccpt 
taxonomy) formed by the specialisation relationships and the list of the different 
associative relationships identified, can be found in Figure 6.5. 
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Network 
OneUnitNetwork 
TwoUnitNetwork 
ThreeUnitNetwork 
Experiments 
NetworkPhase 
NonReactivePhase 
ReactivePhase 
PhaseState 
Gas 
Liquid 
NetworkFeatures 
NumberOfUnits 
U1 
U2 
U3 
MixingPattern 
Back- M ixed_Back- Mixed 
Back-Mixed-PFR 
PFR Back-Mixed 
PFR_CoCurrent 
PFR_CounterCurrent 
Overall F lowArra ngement 
CoCurrent 
CounterCurrent 
Intermediate 
MassTransfer 
Active 
Inactive 
Size 
Low 
Medium 
High 
OperationalAspects 
TemperatureProfile 
Isothermal 
Noniscithermal 
Performance 
Low 
Medium 
High 
PhaseFeatures 
Loops 
Localinlet 
LocalOutlet 
Total 
FeedingPolicy 
Single 
Distributed 
Locallnlet 
LocalOutlet 
Total 
Bypassed 
ProductPolicy 
Single 
Distributed 
I ocallnlet 
I ocalOutlet 
Total 
Non R eactive Phase Features 
Recycles 
Locallnlet 
LocalMiddle 
LocalOutlet 
Total 
ReactivePhaseFeatures 
Connections 
IntraConnections 
Recycle 
Bypass 
InterConnections 
Recycle 
Bypass 
Concept Associative relationship Concept 
Network hasNetworkPhasel NetworkPhase 
Network hasNetworkPhase2 NetworkPhase 
Network hasPhaseStatel PhaseState 
Network hasPhaseState2 PhaseState 
Network hasNum berOfU nits NumberOfUnits 
Network hasMixingPatternl MixingPattern 
Network hasMixingPattern2 MixingPattern 
Network hasMixingPattern3 MixingPattern 
Network hasOverallFlowPattern OverallFlowPattern 
Network hasMassTransferl MassTransfer 
Network hasMassTransfer2 MassTransfer 
Network hasMassTransfer3 MassTransfer 
Network hasSize Size 
Network hasTemperatureProfile TemperatureProfile 
Network hasPerformance Performance 
Network hasLoopl Loops 
Network hasLoop2 Loops 
Network hasFeedingl FeedingPolicy 
Network hasFeeding2 FeedingPolicy 
Network hasProductl ProductPolicy 
Network hasProduct2 ProductPolicy 
Network hasRecycles Recycles 
Network hasConnections Connections 
Network hasIntraConnections IntraConnections 
Network hasInterConnections InterConnections 
Figure 6.5. Subsurription taxonorny and associative relationships for filultiphase systems 
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Regarding the implementation, OWL-Dl- is also here the ontology language used lor 
developing the ontology t'Or the multiphase reactor networks domain. llrotý&, in its 
extension Prot6g&OWL, is once again the editor environment employcd for the crcation 
of the OWL ontology. 
A snapshot of the interface OWL(lasses tab employed to edit the classes of tile 
ontology can be found in Figure 6.6. The class hierarchy by which concepts are 
organised is also shown. 
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Figure 6.6. Class definition using the 01110asses tab ot'llrot6g6-OW1, for multiphase systems 
Some of the properties that describe the interactions or relationships boween the classcs 
of the ontology can be found in Figure 6.7. 
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Like for the single phase reactor networks ontology, the ontology contains no instances. 
The ontology is populated, evaluated and documented following the approach presented 
]-()I- single phase systerns (sections 4.4.2.4,4.4.2.5 and 4.4.2.6). The E'x1wimenis class is 
pOpLIlatCd witli the solutions of the optimisation using the Fxcel ImI)orl plug-in. The 
ontology Is evaluated by checking its logical and semantic consistency using tile DL 
reasoner RACER and ontology tests provided by the ontology editor. As a result ot- 
executing the reasoner, all the subclasses of ExIvritnenis appear reclassified amongst 
the classes OncllnilNelivoi-k, Two(InilNelivoi-k and ThreetlnilNetwork depending on the 
number of' units they consist of'. The ontology has been documented during its 
construction by annotating all classes and properties using the annotation form Iound in 
the OIVL('Ia. v. ve. s- and Properlics tabs (Figure 6.6 and Figure 6.7). Besides, the OWt. 
ontology has been exported into an HTML Documentation using OWI-Doc. 
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6.4 Translation and Analysis 
6.4.1 Introduction 
The approach employed for single phase systems (section 4.5) is extended here for 
niultiphase systems, narnely gas-llquid and liquid-liquid systems. Modifications include 
the extension of the vector, by which digital certificates gather specific nil'ormation 
about the design solutions, to account for tile new features that appear when trails ferri lig 
from single phase to multiphase applications. Apart froin the operational and structural 
inforrilation about the reactive phase, that for its contacting phase also needs to be 
incorporated along with the features resulting from the possible contacting and mixing 
patterns that exist between the phases. The same clustering process is employed here 
(section 4.5.3.2). 1 lowever, changes oil tile decision rules employed I'M tile selection of 
the clusters, which establish the initial solutions to launch the optinlisation stages 
(section 4.5.4), have been applied in order to account fL)r the conihinatorial size that 
multiphase problems present. 
6.4.2 Translation: Representation by Digital Certificates 
6.4.2.1 Introduction 
The digital certificates (I)Cs) developed for inuillphase systems consist of' two parts: a 
phase description part, where the information about each phase (reactive and 11011- 
reactive phase) in terms ofthe mixing pattern ol'cach ofthe compartments belonging to 
the phase and the connectivity between them is included, and a-gencral iict\\()i-k 
description part, where Ull'orniation such as the number of' RNIX units l'of-Ining tile 
network and the link between the contacting phases is given. 
The phase description part is built upon tile structure of tile M's presented I'Or single 
phase applications (Figure 4.15). DCs for single phase systems represent, for each 
optimisation solution, the mixing pattern of each reactive zone, tile connections between 
them and the feeding and product policies (apart from general network in 1101-111,11 loll such 
as the number of reactive zones). In i-nultiphase systems, these categories are duplicated 
IýI 
due to the addition of an additional phase to include information specific to each phase. 
However, some modifications regarding the sequential connections have been 
introduced. Due to allowing parallel layouts in the non-reactive phase, this feature needs 
to be included in the DCs. 
Regarding the general network description part, the connections between contacting 
phases are expressed in terms of the existence of mass transfer in each of the RMX units 
and the flow pattern of each RMX unit, which includes co-current and counter-current' 
options when only PFRs are involved. The number of RMX units forming the network 
is also included in this category. 
The high amount of features that are included in the DCs hampers a clear 
conceptualisation of information for multiphase systems. With that in mind, the features 
represented in the DCs related to the non-reactive phase are combined into more 
conceptual information to result in compact digital certificates (CDCs). In this compact 
representation only the most relevant features are considered. Both the construction of 
DCs and CDCs are detailed below. 
6.4.2.2 Digital Certificates Construction 
As explained in section 4.5.2, a rule-based system consisting of a set of IF-THEN rules 
is constructed to generate the DCs. As a result of the customisation of the rules 
developed for single phase systems, some rules have been modified, some have been 
I 
excluded and some new rules specific to multiphase systems have been included. As a 
result, a total of four rules are considered for this application. 
The set of rules relate to active RMX units and connections between them. Rules are 
applied to each of the phases provided that the nature of the contacting phenomena 
between phases is not altered, i. e. the mass transfer distribution and flow arrangement of 
the RMX units remain unchanged. The set of rules for multiphase sYstems are as 
follows and detail on them can be found in Appendix 4: 
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o RULE 1. RMX network reduction: delete RMX unit. Active RMX units with 
marginal contribution (i. e. change of the desired component concentration lower 
than 2% respect to its maximum value in the network) are removed from the 
network provided that the RMX unit does not function as a reactive mass 
exchanger and when the unit is not involved either in recycles or bypasses. 
Otherwise, the removal of the unit could have a negative impact in the 
performance of downstream units. 
9 RULE 2. Phase compartment classification - pattern identification. Phase 
compartments are classified in three categories depending on the mixing pattern 
they present. 
PFR: PFRs without or with a low degree of back-mixing (recycle 
fraction lower than 12% of the outlet flow). 
Mid-mixed: PFRs with a medium degree of back-mixing (recycle 
fraction between 12% and 60%). 
Well-mixed: CSTRs and PFRs with high degree of back-mixing (recycle 
fraction over 60%). 
Notice that unlike single phase systems (see Rule 3 from section 4.5.2), 
RMX units are not allowed to be merged due to the action of a recycle or 
when sharing the same mixing pattern. For it to be possible, a minimum 
of two consecutive units should be sequentially connected and without 
interconnecting streams. Besides, due to the existence of an additional 
phase, they should share the same mass transfer characteristics and flow 
direction configuration. Such scenario has been found to be very rare for 
multiphase applications as usually several connections between units 
exist making merging units unlikely. 
9 RULE 3. Replacement of multiple connections by an overall connection. 
RULE 3a Replacement of multiple recycles by an overall recycle: the 
existence of multiple recycles involving more than one compartment in 
one phase may be replaced by a total recycle with source being the last 
active phase compartment and with sink being the first active phase 
compartment. The overall recycle maintains the dilution effect achieved 
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by the set of recycles keeping down the degree of complexity of the 
layout by which the compartments are displayed and interconnected 
(Figure 6.8). This rule is applicable when all active phase compartments 
are involved in at least one recycle. Such scenarios are summarised as 
follows: 
Scenario A: when at least a recycle connects the initial 
compartments and another recycle connects the final 
compartment with the initial compartment. 
Scenario 13: when at least a recycle connects the final 
compartments and another recycle connects the final 
compartment with the initial compartment. 
m Scenario C: when at least a recycle connects the final 
compartment with a middle compartment and another recycle 
connects the same middle compartment with the initial 
compartment. 
Scenario A 
Scenario B 
Scenario C 
FiOure 6.8. Replacement of multiple recycles by an overall recycle; one phase 
illustrative structures for scenarios A, B and C 
As a result of the simplification, the load of the streams connecting the 
units is niodified. Phase compartments that were the source of removed 
recycles will still be sequentially connected but with a stream fraction 
increased by the load of the removed recycle. 
1 ý14 
RULE 3b. Replacement of multiple loops by an overall lool). l. oop-s Ire 
sequential connections between two non-consccutivc phase 
compartments. Unlike recycles, their removal would result in LiniCasibic 
structures. Loops are necessary streams that ensure the connectivity of' 
sorne of the units of the network (i. e. loops ensure the connection of' its 
source unit or / and its sink unit to another unit). The existence of 
multiple loops connecting more than one compartment in one phase may 
be replaced by a total loop. The overall loop maintains the sequential 
connection achieved by the set of loops keeping down the degree of 
complexity of the layout by which the coin part incrits are displayed and 
interconnected. This rule is applicable when all active phase 
compartments are involved in at least one loop, ýOilcli can be 
surnmarised in the t'ollowing situations: 
Scenario A: -when at least a loop connects the Initial 
compartments and another loop connects tile I-Inal compartment 
with the initial compartment. 
Scenario 11: when at least a loop connects the linal compal-tilients 
and another loop connects the final compartment \vith the initial 
compartment. 
Scenario C: when at ]cast a loop connects the final compartnicill 
with a middle compartment and another loop connects the sanic 
middle compartment with the initial compartment. 
Overall loops (or total loops) can be classified into open loops and closed 
loops. Open loops are those connections that link the cxti-cme 
compartments and involve a number ofunits that are not Lill scqucwlallý 
connected. In closed loops on the other hand, all units are sequciinally 
connected. These type of loops act as recycles In the sciisc that flicy also 
provide a dilution effect. In Figure 6.9, the three cases where this 1-111c 
applies are presented fOr both open and closed loops. 
I ýý, 
openloops 
Scenario A 
= 
Scenario B 
F= 
Scenario C 
Closed loops 
Scenario A 
Scenario B 
Scenario C 
Figure 6.9. Replacement of multiple loops by an overall loop; one phase illustrative 
structures for scenarios A, 13 and C for both open and closed loops 
The stream loads are modificd according to the logic applied in rule 3a. 
0 RULE 4. Fccding, distribution limitation: no Ieed distribution is considcred if 
phase compartment receives between 70%-95% (upper optinlisation bound) of 
the total feeding flow fed to that phase. This rule is applicable provided that: 
Iýo 
The removal of the feed distribution does not imply the addition ofnew 
connections betý, veen phase conipartnicnts. 
(,. No side-product exists in between the phase compartments involved. 
RULE 5. Connections: Strearn connections are arranged according the prevIOLIS 
rules for each of the phases. They are classified into sequential connections 
(including loops) and recycles and bypasses, which are also classified into intra- 
and interconncctions. 
As already mentioned, RMX units are not allowed to be merged into zones. As a 
consequence, all those rules for single phase systerns regarding to zone manipulation 
have been excluded (see Rule 3b and Rule 4 from section 4.5.2). For similar reasons, 
rules related to unit redistribution also have not been considered for inultiphase systems 
(see Rule 2 from section 4.5.2). 
After executing the rules, DCs are issued for each solution. The I)Cs gather information 
regarding: 
0 Features specitic to each phase: 
Mixing pattem of each phase compartment: they are 1-cpl-cselitcd by 
integers. Options include wcIl-mixed, mid-mixcd and I'l, R. L- 
Conncctions hetween phase compartments: 
0 Scqucntial connections: thcy correspond to Ilic cxIstence of sti-cams 
between two consecutive compartments. They arc binaries and arc 
only included for the non-reactive phase to distinguish hct\wen 
configurations in series and in parallel. 
0 Loops: they are necessary sequential comicctions hcoween two non- 
consecutive phase cornpartments as their removal Would I-eS1I1t III 
unt'easible structures. Loops ensure the connectivity of' sonic of' thc 
units of' the network (i. e. loops ensurc the conricclion of' its souive 
unit or / and its sink unit to anothcr unit). An integcr represctits 
whether they connect the final compartment with the jnjtjýil onc 
(total), they connect the compartments at the Inlet of' the nctwork 
(partial inlet), they connect the compartments at the outlet of the 
network (partial outlet) or a combination of a total with a partial loop 
exists (multiple: total & inlet or multiple: total & outlet). 
Sequential connections and loops allow the description of ., the 
arrangement of the compartments (series or parallel). 
Recycles and bypasses: they are classified as intra- and 
interconnections and are represented by binaries to represent their' 
existence. 
Feeding policy: 
In the non-reactive phase, it refers to the feed streams connected to a 
compartment. Their existence is represented by a binary. 
In the reactive phase, the same representation than for single'phase' 
networks applies (Figure 4.15). An integer is used to represent 
whether the feeding strategy is single or distributed. 
Product policy: 
0 In the non-reactive phase, it refers to the product streams', from 
compartments. Their existence is represented by a binary. 
In the reactive phase, as for the feeding policy, an integer represents 
whether the product strategy is single or distributed. 
o General features: 
Number of RMX units, which is represented by an integer. 
Existence of mass transfer in each of the RMX units, which is represented 
by a binary. 
Flow pattern of each RMX unit, which is represented by an integer. Flow 
pattern options include co-current and counter-current. 
To give an idea of the combinatorial size of the problem faced for multiphase systems; 
note that the total amount of DCs that can be generated for a network of three RMx 
units consisting of two phases is in the order of 1010, i. e. there exist a total 
I 
Of 
iss 
approximately 10 
10 design solutions forming the search space to be explored (and this is 
without considering the solutions resulting from variations on the continuous variables). 
The information that is captured by the DCs enables comparisons and analysis of trends. 
The link between the synthesis representation and the DC for multiphase systems is 
shown in Figure 6.10. In the figure, the top phase of the structure corresponds to the 
non-reactive phase; the lower phase is the reactive phase. The part of the vector 
corresponding to the description of the reactive phase is presented in red, the non- 
reactive phase in blue and the rest, in black, corresponds to the general network 
description, which accounts for the number of units and the link between phases. 
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Figure 6.10. Synthesis representation and digital certificate for a solution of a multiphase system 
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As earlier mentioned, due to the amount of features that are included in the extended 
DCs, the clear conceptualisation of the multiphase problems is found to be hampered. 
With that in mind, related features represented in the DCs are combined to produce a 
more conceptual representation: the compact digital certificates (CDCs). 
6.4.2.3 Compact Digital Certificates Construction 
I. 
Developed from the information represented by the DCs, in the CDCs only the most 
relevant features are considered to represent a more conceptual representation of the 
main features for multiphase systems. 
Regarding the general network description part, the number of RMX units of the 
network and the existence of mass transfer in each RMX unit is maintained but some 
modifications are performed. Information regarding the mixing pattern of each 
compartment phase for each of the units is combined to represent the global mixing 
behaviour of the RMX unit in which the flow arrangement of the compartments forming' 
the RMX unit is also included. The degree of back-mixing is not specified (i. e. whether' 
the mixing pattern is well-mixed or mid-mixed) and only a distinction between back-' 
mixing and PFR is made. In the case where the RMX unit consists of two PFRs, a' 
distinction on whether they are arranged in co-current or counter-current is made. As the 
information about the flow arrangement of the units is also included in this category,, - 
there is no need to represent it separately. A new category (overall flow arrangement) 
replaces the sequential connectivity of the phase compartments giving information 
about the direction of the flow in one phase with respect to the other. The overall flow 
: 
arrangement is independent of the individual flow pattern of the units. For instance, a 
network consisting of three units with both phases fed in the first compartment flowing' 
sequentially towards the last compartment, will have an overall co-current flow 
arrangement regardless of whether the units are in co-current or in Counter-current. If 
the overall flow arrangement is neither totally in co-current nor in counter-current$ this . 
is described as intermediate. 
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Regarding the phase description part, that for the reactive phase remains unchanged. 
For the non-reactive phase, information is given in terms of loops, the feeding policy, 
the product policy and dilution achieved by the action of recycling. At this stage, 
intrarecycles and interrecycles are combined in a single category in order to account for 
the dilution effect. The use of recycles in the non-reactive phase may lower reactant 
concentrations or product concentrations resulting in flat concentration profiles across 
the network. Information about whether the dilution is total, at the inlet, at the outlet or 
inexistent is given. The feeding policy is expressed in terms of whether the feeding 
stream is distributed among the units or it is fed to a single unit and whether a bypass 
feed strewn to the product exists. If distributed, information about its location is also 
given. The product policy is expressed in terms of whether the product stream is 
distributed among the units or it is removed totally from a single unit. If distributed, 
information about its location is also given. Loops remain unchanged. However, as with 
recycles, the existence of total loops in the non-reactive phase may have a dilution 
effect. This effect is attained by total closed loops (i. e. loops that connect extreme 
compartments and that involve a number of units sequentially connected). In such a 
case, in order to denote the dilution effect achieved by these loops, the recycle feature is 
expressed as if a total recycle exists. Sequential connections and bypasses are not longer 
considered as, implicitly, they are included in the overall flow arrangement. 
As a result, a more compact and conceptual digital certificate is generated. In Figure 
6.11 the link between the synthesis representation and the CDCs is shown. The top 
phase of the structure corresponds to the non-reactive phase; the lower phase is the 
reactive phase. The part of the vector corresponding to the description of the reactive 
phase is presented in red, the non-reactive phase is expressed in blue and the rest 
corresponds to the general network description. Only the description of the digits related 
to the non-reactive phase is detailed. The same description as that presented in Figure 
6.10 (with the exception of the mixing pattern of the compartments) applies to the 
reactive phase. The remaining section corresponds to the general network description. 
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Figure 6.11. Synthesis representation and CDCs for a multiphase system solution 
Both DCs and CDCs are created in parallel for each optimisation stage. On one side, 
CDCs contain enough information to discriminate between solutions making them a 
conceptual tool to be employed as the translation mechanism between the superstructure 
and the ontology and, therefore, to monitor and guide the optimisation search. On the 
other hand, DCs contain much more detailed information and they are intended for a 
detailed analysis of the features that appear throughout the optimisation. However, they 
are not used as part of the methodology. 
CDCs gather int ormation about multiphase systems in terms of the main features, which 
are captured by the ontology. Such information enables comparisons, analysis of trends 
and the population of the components of the ontology. The total amount of CDCs that 
can be generated in the problem at hand is in the order of 108, which represents a 
reduction of two orders of magnitude if compared with the total amount of DCs that can 
be created. 
As mentioned before, the applicability of these developments is for two phase gas-liquid 
systems and liquid-liquid systems. Further developments for other two phase systems 
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and systems with more than two phases are discussed in the future work section 
(Chapter 9). 
6.4.3 Clustering Process and Analysis 
The same clustering approach developed for single phase systems is applied for 
multiphase applications (see section 4.5.3.2 and Figure 4.16). 
6.4.4 Setting up the Next Optimisation Stage 
Some variations on the cluster selection method employed for single phase systems (see 
section 4.5.4.1) have been made for setting up next optimisation stages in multiphase 
applications. Modifications are due to the increase of the size of the optimisation 
problem that results from adding an extra phase. Besides, due to the nature of the 
optimisation algorithm used here, the custornisation of the move selection process needs 
to be addressed in a different manner. 
6.4.4.1 Optimisation Stages Transition 
Figure 6.12 illustrates the link between optimisation, clustering and the process for 
setting up next optimisation stages employed for multiphase systems. 
The optimisation starts from ten random initial solutions and seeds and a Markov chain 
(MC) of ten that is kept constant throughout the search. Initial and final annealing 
temperatures are used here to control the number of iterations performed in each of the 
stages. At the initial stage or Stage 0, the initial and final temperatures are set to 1000 
and 100 respectively. Only discrete variables are optimised in order to spread the search 
space and have high probability of containing the global optimal solution within its 
boundaries. The variables optimised at this stage are: number of RMX units, type of 
RMX unit, flow pattern, number of connections and their positions in each phase 
(including sequential connections and loops, recycles and bypasses), feed and product 
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policy in each phase and existence of mass exchange between phase compartments. 
Notice that for multiphase systems, the second sub-optimisation step performed for 
single phase systems in Stage 0 (see section 4.5.4.2) has been removed to limit the 
number of different solutions (or clusters) generated at this stage, due to the higher 
number of possible combinations between optimisation variables. If the initial number 
of clusters selected does not reach 20 (twice the number selected for single phase due to 
the increase of the combinatorial size), the initial annealing temperature (Tainitial) is 
increased to allow accepting more solutions generated (alternatively a bigger MC could 
be used to generate more solutions in the same interval of temperature). 
In the following stages, both continuous variables and discrete variables related to 
promising features are optimised (except for the number and types of RMX units that 
are kept constant, i. e., not further optimised). 
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Figure 6.12. Link between optimisation, clustering and the process for setting up next optimisation stages 
for multiphase systems 
164 
After each optimisation stage, solutions are classified in solution clusters and selected to 
launch the following optimisation stage depending on a stage-dependant cluster 
selection criterion. The selection criterion applied is also here the percentage of 
maximum objective. Likewise, network volumes bounds are set up by relaxing the 
volume limits that correspond to each cluster. Both the cluster selection criteria and the 
volume limits relaxation are reduced as stages are performed. The decisive factor 
regarding the minimum number of clusters that needs to be selected respect to those 
generated at each stage, changes if compared with the one followed for single phase 
systems (see section 4.5.4.1 and Figure 4.17). In multiphase applications, there is a 
higher number of possible combinations of optimisation variables, which increases with 
the number of units considered. In order to make sure that layouts consisting of any 
number of units have the option to attain higher objectives in later stages of the 
optimisation, in all stages a minimum of three clusters for each number of units is 
selected and further optimised. 
According to the clusters selected, the ontology assigned to the optimisation stage is 
populated in terms of design features, new initial solutions are established to launch the 
next optimisation stage and the optimisation search is customised by removing the 
moves related to unpromising features from the stochastic moves list (i. e. the moves 
related to those features that have proved to be irrelevant in the clustering analysis). 
Annealing temperatures are reduced by one order of magnitude. By following such 
process, the acquisition of knowledge subsequently guides the search towards high 
performance regions branching off those superstructure features that are of limited 
importance. 
Termination criteria are met when: 
* for two consecutives stages, the number of clusters have been reduced to a 
maximum of nine (a minimum of three for each number of units network) and no 
improvement in the objective function value (OFV) for any of the clusters is 
identified with respect to the previous stage (IOFVn - OFVn-II "-' 1-10"5; where n is 
the current stage). 
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* for two consecutive stages, 1% 
is the selection cluster criterion, the current 
number of clusters does not change with respect the previous stage and no 
improvement in the OFV for any of the clusters is identified with respect to the 
previous stage (IOFV,, - OFVn-i I "- 1_10-5; where n is the current stage). 
it is worth mentioning that the use of a different stochastic optimisation algorithm. (SA 
in this case) demonstrates the straightforward implementation of the method to 
accommodate the use of other search strategies. 
6.4.4.2 Setting Moves throughout the Optimisation 
In the first optimisation stage or Stage 0, knowledge has not been yet generated and the 
optimisation occurs as a "traditional" random search. The moves considered in this 
stage are only related to the optimisation of discrete variables. In following stages, 
moves regarding the addition / removal and change of type of reactive units are 
permanently excluded from the moves list. Continuous variables are constantly - 
optimised and therefore moves concerning transformations on continuous variables are' 
added from Stage I and kept active until the final stage. 
As a result of the clustering process (Figure 4.16), the SA algorithm is customised. 
Those moves related to features that have proven to be irrelevant in the clustering 
analysis are removed from the moves selection list. However, some exceptions apply. 
The activation / deactivation of mass transfer and the change of the contacting flow 
pattern of a RMX unit are allowed throughout the whole OPtimisation to avoid 
constraining these contacting phase features to the structural decisions made in early 
stages of the search. In a similar vain, feeding and product policies are degrees' of 
freedom throughout the process to enable a progressive accommodation of temporary 
design features in order to make the transition between solutions possible. As mentioned 
before (section 6.2.4.2), due to the nature of the algorithm, the move selection list takes 
the form of a perturbation probabilities list. Moves are assigned perturbation 
probabilities that allow setting preferences for the choice of certain moves over others. 
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They are predefined by the user and allow the user to bias the search by changing the 
frequency by which a certain move is selected. The exclusion of moves is possible by 
setting their probabilities to zero. Moves are classified in different feature-related moves 
groups depending on the features they refer to. The feature-based classification of the 
available moves is as follows: 
9 Moves acting on a RMX unit: 
Chang e in the volume of a sin gle RMX unit. These moves are always 
active throughout the course of the optimisation, search. When the 
difference between the maximum OFV of two consecutive stages 
represents at most 1% of improvement, smaller step changes of volume are 
performed. 
Change of the contacting flow pattern of a RMX unit (among co-current 
and counter-current flow). This move involves only RMX units with plug 
flow mixing pattern in both phase compartments. 
Activation / deactivation of mass transfer between phase compartments of 
a RMX unit. 
* Moves acting on phase strearns: 
Moves concerning feed distribution: these moves include alterations on the 
current amount of feed stream, changes in its distribution by adding and / 
or deleting streams and changing the unit where the distributed feed is 
sent. Moves related to this category are: 
a Addition / removal of a bypass feeding stream. 
m Increase / decrease of the fraction of the distributed feeding. 
m Change of sink of a feeding stream. 
Moves concerning product distribution: these moves include alterations on 
the current amount of product stream, changes in its distribution by adding 
and / or deleting streams and changing the unit where the distributed 
product is taken from. Moves related to this category are: 
m Addition / removal of a product stream. 
m Increase / decrease of the fraction of the distributed product. 
m Change of source of a product strcam. 
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Moves concerning intraconnections: this category of moves only applies to 
PFR compartments presenting recycle fractions smaller than 12%. If as a 
result of implementing these moves the recycle fraction is increased, when 
its digital certificate is issued, the PFR behaviour of the compartment 
affected may evolve to a mid-mixed behaviour (recycle stream between 
12% and 60%) or to a well-mixed behaviour (recycle stream greater than 
60%). As the alteration on the amount that is recycled can significantly 
change the structure, minor recycles are kept and optimised although its 
contribution may be in some cases irrelevant. Moves included in this 
category are as follows: 
Addition / removal of a recycle stream (all possible locations are 
allowed as the digital certificates do not specify the position of the 
recycle stream). 
0 Increase / decrease of the recycle ratio. 
Moves related to the back-mixing of mid-mixed COMDartments: this 
category of moves applies to PFR compartments presenting recycle 
fractions between 12% and 60% (mid-mixed behaviour). As above, the 
implementation of this type of moves may increase the recycle fraction 
making the mixing pattern of the compartment affected to evolve to well- 
mixed (if the fraction increases up to over 60%) or decrease removing the 
back-mixing behaviour and thus evolving it into a PFR when digital 
certificates are generated. Unlike the previous case, the addition of a 
recycle stream is not considered. The recycle acts here exclusively as' a 
feature that reflects the mixing pattern but not as a connection. The mov es 
related to this category are: 
n Removal of a recycle stream. 
m Increase / decrease of the recycle ratio. 
Moves concerning interconnections: only recycle fractions smaller than 
12% and bypasses connecting different reactive zones may be affected by 
this category of moves. Moves included in this category are: 
m Addition / removal of an interconnecting stream. 
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m Increase / decrease of the fraction of an interconnecting stream. 
w Change of source / sink position of an interconnecting stream. 
Moves conceming sequential connections between non-consecutive pbase 
compartments (loops). Moves included in this category are: 
w Addition / removal of a loop stream. 
m Increase / decrease of the fraction of a loop stream. 
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CHAPTER 7. 
Illustrative Examples for Multiphase Systems 
7.1 Introduction 
The methodology adopted for the synthesis of isothermal multiphase reactor networks is 
illustrated with three examples. The examples involve reactive gas-liquid and liquid- 
liquid systems. For demonstration purposes two typical examples found in the literature 
are presented first. The application of the synthesis procedure to an industrially relevant 
example is discussed later. I "i, 
For all the examples the superstructure includes up to three RMX units. The mixing 
patterns considered include CSTRs and PFRs, which are approximated by a series of ten 
equal volume CSTRs. Ten random different initial structures and seeds are considered 
as starting point. The superstructure optimisation has been carried Out using the 
Simulated Annealing (SA) search strategy. Computer experiments are performed for a 
Markov chain of ten. The initial annealing temperature is set to 1000 and is decreased 
by an order of magnitude as stages are performed. The cooling schedule by Aarts & van 
Larhoven (1985) is used (y = 0.05). 
As starting point (Stage 0), an exhaustive superstructure consisting of three RMx units 
and two phases, which embeds all possible solutions, is employed (Figure 6.4). The 
reduction of the superstructure is attained as digital certificates emerge with commo n 
features. The clustering process identifies promising features, which are taken into 
account in next stages, whereas irrelevant features are gradually excluded. The best 
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50%, 10%, 5%, 2% and 1% of the clusters generated are selected in each stage 
respectively. If more than four stages are required, 1% is the selection criterion used. As 
mentioned earlier (section 6.4.4.1), a minimum of three clusters for each one, two and 
three unit networks are selected among the clusters generated. Classical SA searches are 
also carried out for comparison purposes. They consist of a set of ten runs with a 
Markov chain length of 30. 
7.2 Modified Denbigh Reaction: Case A 
7.2.1 Introduction 
The example presented is a gas-liquid multiphase version of the Denbigh reaction 
(Mehta & Kokossis, 2000). The liquid phase contains five non-volatile components (A, 
B, C, D and E). The gas feed is made of an inert component G, which is not soluble in 
the liquid at the process conditions, and component F that diffuses in the liquid phase 
and produces the volatile product H. The reactions that take place in theliquid phase. 
are: 
A+2F ýB+2H (7.1) 
A+F 4D+H (7.2) 
B+F rl )C+H (7.3) 
B+2F >E+2H (7.4) 
The reaction rates and the kinetics constants values are given by: 
*C2 r, =k, *CA F k, = 10 (m'/kmol)2 /h (7.5) 
r2=k2 'CA *CF k2=5 m'/kmol-h (7.6) 
r3=k3 *CB *CF k3=2m 3 /kmol-h (7.7) 
r4=k4 *CB C2 k =I(m 
3 /kMol)2 /h F4 (7.8) 
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The liquid feed consists of pure A with a flow rate of 100 kmol/h. A constant flow rate 
of 200 kmol/h of F and 800 kmol/h of G is assumed as fresh gas feed. The volurnetric, 
mass transfer coefficients and the phase holdups for the liquid phase are assumed to be 
constant for all possible types of mixing patterns considered and can be found in Table 
7.1 along with the molar specific volumes. The bound values for the volume and the 
split fractions employed are also shown. The objective is to maximise the yield of 
component B. 
Table 7.1. Data for the multiphase Denbigh reaction system 
Parameter Value 
Volumetric mass transfer coefficients (1/h) kiar = 500, kia. = 500, ki. 0 
0 
Molar specific volumes for liquid phase (M3 /knol) 
V, p,, = Výp. 
Vsp, = Vspý) 
VSP, = VSP, 
= 1.6667 
= Vsp, ý = 
1.6667 
=0 
Henry's constants (bar - M3 /kmol) HF = HH = 10-0 
Liquid phase holdup k= 0-5 
Operating pressure (bar) P= 10.0 
Volume bounds V.,,,, Vný. (m) 2000,10 
Split fractions bounds SF.,,,, SF. jn 0.95,0.05 
In Table 7.2, the perturbation probabilities assigned to the annealing moves for the f rst I 
optimisation stage (moves only related to the optimisation of discrete variables) are 
presented. In Table 7.3, the equivalent data for the following stages is enclosed. 
Table 7.2. Perturbation probabilities for the multiphase Denbigh reaction system in Stage I 
Move Probability 
Phase change: phase 1, phase 2 0.7,0.3 
RMX unit, stream 0.3,0.7 
RMX unit moves: add, delete, modify, change type 0.35,0.35,0.0,0.3 
Streams moves: add, delete, modify 0.5,0.5,0.0 
Network expansion: in series, in parallel 0.5,1.0 
RMX unit modifications: volume, switch mass transfer 0.5,0.5 
RMX unit type changes: mixing pattern, flow direction 0.5,0.5 
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Move Probability 
RMX unit volume modification (PI, P29 P39 P4) 0.6,0.2,0.2,0.0 
Mixing pattern selection: type 1, type 2, type 3, type 4, type 5 0.25,0.25,0.25,0.25,0.25 
CSTR selection: phase 1, phase 2 0.5,0.5 
PFR selection: phase 1, phase 2 0.5,0.5 
Flow direction: co-current, counter-current 0.5,0.5 
Mass transfer switches: deactivated, activated 0.3,0.7 
PI: probability to change volume within: k 50%; P2: probability to increase RMX unit volume up to min (V.., 10-volumc); P3: 
probability to decrease RMX unit volume up to maX (Vmub VOIUMe/10); P4: probability to change volume within ± 10%. Mixing 
patterns type 1: CSTR / CSTR; type 2: CSTR / PFR; type 3: PFR / CSTR; type 4: PFRs co-cuffent; type 5: PFRs counter-current. 
Table 7.3. Perturbation probabilities for the multiphase Denbigh reaction system in following stages 
Move Probability 
Phase change: phase 1, phase 2 0.7,0.3 
RMX unit, stream 0.3,0.7 
RMX unit moves: add, delete, modify, change type 0.0,0.0,0.9,0.1 
Streams moves: add, delete, modify 0.6,0.2,0.2 
Network expansion: in series, in parallel 0.5,1.0 
RMX unit modifications: volume, switch mass transfer 0.5, O. S. 
RMX unit type changes: mixing pattern, flow direction 0.0,1.0 
RMX unit volume modification (PI, P29 Pb P4) 0.6,0.2,0.2,0.0' 
Mixing pattern selection: type 1, type 2, type 3, type 4, type 5 0.0,0.0,0.0,0.0,0.0 
CSTR selection: phase 1, phase 2 0.0,0.0 
PFR selection: phase 1, phase 2 0.0,0. 
Flow direction: co-current, counter-current 0.5,0.5 
Mass transfer switches: deactivated, activated 0.3,0.7 
PI: probability to change volume within: i 50%; P2: probability to increase RMX unit volume up to min (V,,, 10-volumc); P3: 
probability to decrease RMX unit volume up to max (V. i., volume/10)-, P4: probability to change volume within: k 10%. 'in final 
stages this probability becomes 1.0 and PI, P2 and P3 are set to 0.0. Mixing patterns type 1: CSTR / CSTR,, type 2: CSTR / PFR. type 
3: PFR / CSTR; type 4: PFRs co-current; type 5: PFRs counter-cuffcnt. 
7.2.2 Results 
Table 7.4 presents a summary of the clusters selected and the maximum objective 
achieved for the solutions that they represent in each optimisation stage. 
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Table 7.4. Results of the optimisation stages for Denbigh Case A 
Selection 
Clusters selected Clusters Maximum b ti Stage 
criteria (%) One unit Two units Three units Total 
generated o 
jec ve 
(kmol/h) 
1 50 3 20 11 34 46 11.4472 
2 10 3 19 3 25 342 11.8905 
3 5 3 15 3 21 318 12.2965 
4 2 3 3 3 9 228 12.4265-- 
5 1 3 3 3 9 63 12.7823 
6 1 3 3 3 9 10 12.7823 
7 1 3 3 3 9 9 12.7852 
8 1 3 3 3 9 9 12.7906 
9 1 3 3 3 9 9 12.8034 
10 1 3 
13 
3 9 9 12.8034 
The results obtained for one, two and three unit networks are presented separately below 
in order to facilitate its understanding. 
7.2.2.1 One Unit Network 
Figure 7.5 shows the evolution of the optimisation in tenns of the clusters selected, their 
optimum volume and their maximum objective for each of the stages performed. 
From all mixing possibilities initially allowed in the optimisation, combinations of 
PFRs (mixing =4 and 5) along with combinations of back-mixed with PFR mixing 
options (mixing = 2) are selected in Stage 1. The structural features of these clusters 
remain constant throughout the search. The existence of mass transfer is common for all 
clusters. At this stage, it is already observed that the PFR mixing options give higher, 
objective function values (OFVs). The best structure identified consists of a PFR in 
counter-current with active mass transfer across the phases. From Stage 2, only volumes 
are adjusted. 
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Table 7.5. Evolution of the superstructure and results for Denbigh Case A (one unit network) 
compact digital c ertificate 
phase I phase 2 
5 
4) 
E 
Z C6 0 0 
optimum maximum 
Stage Cluster H) volume objective 
(m 3) (kmoVh) 
9 
.E 
'0 
V 
t. ý w W) .0 r 
2 :3 .2 U 
- 
ýR w 
bt 
* 
- E 
t 
= 
O> E G 16 J5 8 2 JS "-U 0. E 
14 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1000.00 9.7957 
1 13 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1000.00 10.1622 
11 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 200.00 10.3359 
22 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 917.99 9.6055 
2 6 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 535.30 10.9848 
1 
2 11 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 549.17 11.7565 
18 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 579.97 8.9856 
3 17 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 
1 
553.54 10.9787 
1 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 520.39 11.7685 
6 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 572.10 9.9860 
4 5 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 595.48 10.8934 
4 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 495.24 11.8642 
4 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 572.10 8,9860 
5 3 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 585.48 10.8934 
2 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 514.69 11,7688 
4 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 572.10 9.9960 
6 3 1 400 1 
1 
0 0 1 0 0 1 0 0 0 0 0 1 1 100 585.48 10.8934 
2 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 514.69 11,7688 
4 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 572.10 8.9860 
7 3 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 585.49 10.8934 
2 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 514.68 11.7689 
4 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 572.18 8,9860 
8 3 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 585.48 10.9934 
2 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 514.74 11.7688 
4 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 572.18 8.9860 
9 3 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 585.48 10.8934 
2 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 
1 
314.88 11.7688 
4 1 20 0 1 0 0 1 0 0 0 0 0 1 1 100 572.18 8.9860 
10 3 1 
U 
40 1 
I 
0 0 1 0 0 1 0 0 0 0 0 1 1 100 
1 
$85.48 10.8934 
1 
2 
1 
1 500 2 0 0 1 0 0 1 0 0 0 0 
- 
0 1 1 100 514.88 11.7688 
II 
Notice the 0.83% decrease in performance of cluster ID 6 from Stage 2 to Stage 4, 
where it is represented by cluster ID 5. This is due to the simplifications applied to the 
design solutions on which the approach is based on. Cluster ID 6 results from deleting 
the last unit of a two unit structure as the existence of this unit has no relevant impact on 
the performance. The OFV presented in Stage 2 for this cluster corresponds to the two 
unit structure (i. e. the OFV is an approximation value). The same occurs in Stage 3. 
Even though cluster ID 17 should represent the evolution of cluster ID 6, this is again 
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generated as a result of a two unit structure simplification (again the OFV represents an 
approximation). In Stage 4, the simplified structure is considered and further optimised. 
The OFV value corresponds in this case to a one unit network. Due to the possible 
deviation in OFV involved in the simplification (up to 2%; see Appendix 4), the 
performance decreases slightly. The same applies to the decrease in OFV observed for 
cluster ID 4 from Stage 4 to Stage 5, where it is represented by cluster ID 2. The search 
for a single unit network does not change from Stage 5 onwards. For consistency 
reasons, the 10 stages in which the overall search consists of are presented. The digital 
certificates corresponding to the clusters of the final stage (Stage 10) are presented in 
Table 7.6. 
Table 7.6. Digital certificates for Stage 10 for Denbigh Case A (one unit network) 
d, tal certi Cate 
Phase I Phase 2 
0 
0 
' Stage austerm Opt mum nmlnunl 
CL obj"ve 
c 
(m OLFWI/h) 
c Q 
4 1 10000000001000100 2000000011 10 00 0 $72.19 29860 10 3 1 20000000001000100 
1 
2000000011 
1 
100 
1 
01 10 0 385.48 10.8934 
2 1 20000000001000100 200000ooII 
- 
100 .100 514.98 11.7699 
The resulting optimal design solutions are presented in Figure 7.1. 
572.180 585.48 M3 514.880 
Cluster ID 4 Cluster ID 3 Cluster ID 2 
Figure 7.1. Results for Denbigh Case A (one unit network) 
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7.2.2.2 Two Unit Network 
In Stage 1, all possible mixing options are represented for both units (Table 7.7). The 
combination of PFRs in both units (mixing =4 and 5) appears to be preferred from 
Stage 2. In Stage 3a counter-current arrangement (mixing = 5) for the first unit is 
observed in most of the cases. The arrangement of the second unit is not clear until later 
stages (from Stage 4 onwards), in which better performances are obtained when the 
second compartment is a PFRs in co-current (mixing = 4). From this stage, the non- 
existence of mass transfer between phases is preferred for the second unit. 
In the reactive phase (phase 2), a sequential arrangement of units with single feeding 
and product policy (feeding policy =I and product policy = 1) is suggested as the best 
option from early stages. 
No dilution effect by the effect of recycles or loops is observed in the gas phase (phase 
1) throughout the optimisation process (recycle = 0). Notice that in the case that a loop 
connecting the extreme compartments (loop = 1) would appear as a closed loop (loop 
that affects to units connected sequentially), a recycle would be identified in order to 
express the dilution effect associated with it. The percentage of cases showing loop in 
the gas phase increases as stages are performed. Such cases present single feeding 
(feeding policy: single = 1) in early stages but also distributed amongst both units 
(feeding policy: distributed = 1) towards the final ones (from Stage 3). However, the 
feedirýstrategy considered in this phase does not have influence in the pcrformance 
(see IDs 5 and 6 from Stage 6 and 7; IDs 6,7 and 8 for the following stages) as long as 
no mass is transferred across phases in the second compartment, despite the fact that 
different feeding strategies result in variations in the overall flow arrangement. The 
addition of feed distributed amongst both units results in a change from countcr-current 
to intermediate overall flow arrangement of the network (from overall flow =2 to 
overall flow = 3). 
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Table 7.7. Evolution of the superstructure and results 
for Denbigh Case A (two unit network) 
F comr)act digital certificate -j 
I 
phase 2 
optimum maximum 
volume objective 
Stage Cluster DD (M) (k mol/h) 
-0 
E 4) ,t .2. 
I. 
ba 0 
C, 
i5 9 
> 0 10 S, 
eK 
.0J. E6 E 
23 001000001 22301001 
1110 1050,00 7.6966 
12 
1 
2420100100100000 
1110 2000.00 7.7547 
24 25301001001000001 
1110 1050.00 8.0152 
1 24401001001000001 
1100 2614.11 1 8.2125 
21101001001000001 
1110 350.00 8.4772 
31 
6 24401001001000001 
2110 350 * 
00 8* 4782 
29 22102101001000001 
1110 317.39 8.6421 
25 251021010 () 1000001 
1110 317.39 9.0074 
5 25401001001000001 
2110 ý350.00 9.0203 
19 0 22501001001000001 
1110 250.00 9.1245 
1 
23501001001000001 1110 
400.00 9.4981 
7 
21 21401001001000001 
1110 250.00 10.0762 
20 001000001 22401001 
10 1110 1050.00 10.1573 
9 0 24501 () 01002000001 0 
10 1110 400.00 10,5445 
8 
1 4; 01001001000001 0 245 1110 1110 400.00 10.7700 
10 
: 
0 25501001002000001 1110 400.00 11.0244 
29 22202101001000001 1110 317.39 i' 0 11.0644 
30 22202101001000001 0 317.39 1 1 11.0670 
27 252021010010000011110 317.39 11.2821 
26 255021010010000011110 317.39 11.4471 
9 24501-00100200000 
11110 600.00 10.7080 
21 2220211100100000 11110 415.78 10.7895 
3 244 01 100100100000 
11110 472.54 10,8076 
1 2540100100100000 11110 472.54 10.8078 
14 2530100100100000 12100 1537.71 10.8161' 
5 2450100100100000 
11110 417 , 
54 10.8387 
12 2550100100200000 11110 417.54 11-0534 
20 2220210100100000 11110 372.41 11-2364 
7 25501 () 0100100000 
12110 557.46 11,3056 
2 10 2550100100200000 12110 557.46 11.3104 
19 222 01 210100100000 
11110 37141 11.3120 
19 2420210100100 () 0 () III10 372 , 41 11.3509 
8 2540100100100000 12100 511.30 11.4473 
4 2540100010200000 11110 525.00 11.4521'ý 
17 2520210100100000 11110 372.41 11.5681 
16 24502101 () 0100000 11110 372.41 11.5736 
11 2540100100200000 12100 600.00 11.7440 
15 2550210100100000 11110 372.41 11.7547 
13 ' 2540100100200000 
11100 600.00 
111-8905 
6 6 6 2 2 2 550 1 00100100000 12110 592.30 11.6846 
14 2 2 520 2 10100100000 11110 438.75 11.7359 
4 2 540 1 001002000 () 0 12100 600.00 11.7440 
12 21 540 2 10100100000 12110 512.62 11,7492 
15 
fl 
2 250 2 10100100000 11010 559.61 11.7495 
' 16 2 250 2 1010010 () 000 11110 558 , 
62 11.7867 
8 2 450 2 10100100000 11110 439.75 11.7985 
3 3 2 540 1 00100100000 1210 0' 511.97 11.8210 
2 2 2 540 1 00010200000 11110 597.39 11.9301 
13 2 540 2 10100100000 12100 512.62 11.8338 
10 2 540 2 10100100000 11110 55&61 11.9374 
7 2 550 2 10100100000 11110 439.75 11.9396 
5 2 540 1 00100200000 11100 605.67 12.1992 
11 2 540 2 10100100000 11100 559.61 12.2092 
9 2 540 3 10010100000 11110 558.62 12.2965 
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compact digital certificate 
phase I p hase 2 
P_ 
.2 
15 
lu E 
0 9: 6 optimum maximum 
CIO volume objective 
Stage Cluster M .5 Q 
(M (kmovh) 
0 = 
01 X w ; 11 . 
'r- 
V 1. "a Q. t, 5. 6' " *103 -? le 0 0 i ct 0 ,, .E . ý% 
§. 0 
_0 
R >, I! t, .2 r= 
2 2 540 3 1 0 0 1 0 1 0 0 0 0 0 1 1 110 558.61 12.2965 
41 1 
1 
2 540 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 523.24 12.4195 
3 2 540 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 512.23 12.4265 
7 2 540 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 532,48 12.4202 
6 2 540 2 1 0 1 0 0 1 0 0 0 0 0 1 1 100 511.53 12.4263 
5 2 
1 
540 31 1 0 0 1 0 1 0 0 0 0 0 1 1 100 505.74 12.4269 
7 2 540 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 532.48 12.4202 
6 5 2 540 2 1 0 1 0 0 1 0 0 0 0 0 1 1 100 511.53 12,4263 
6 2 1540 3 1 0 0 1 0 1 0 0 0 0 0 
1 1 100 
1 
511.53 12.4263 
7 2 540 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 532.48 12.4202 
7 5 2 540 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 516.69 12.4264 
6 2 540 2 1 0 1 0 0 1 0 0 0 0 0 1 1 100 516.69 12.4264 
7 2 540 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 532.48 12.4202 
6 2 540 2 1 0 1 0 0 1 0 0 0 0 0 1 1 100 516.69 12.4264 
5 2 1540 3 11 0 0 1 0 1 0 0 0 0 0 
1 1 100 
1 
516.69 12.4264 
7 2 540 2 1 0 1 0 0 1 0 0 0 0 0 1 1 100 516.69 12.4264 
6 2 540 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 516.69 12,4264 
5 2 540 1 0 0 1 0 0 2 0 0 0 0 0 1 1 100 517.84 12.4264 
7 2 40 2 1 0 1 0 0 1 0 0 0 0 0 1 1 100 516.69 12,4264 
10 6 2 
L 
40 540 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 516.69 12.4264 
5 2 540 540 1 0 0 1 0 0 2 10 0 0 0 0 1 1 1100 
1 
517.84 12.4264 
Throughout the search, product streams in the gas phase appear from a single unit 
(product policy = 1) or distributed among both units (product policy = 2). Generally, in 
the cases where a total loop is present (loop = 1) and the feed is fed only to one unit 
(feeding: single = 1), the product streams appear to be extracted from one unit. Final 
stages (from Stage 9) show that when product streams in the gas phase appear 
distributed arnongst both units, single feeding is the best strategy option. 
Mass transfer across the first compartment is maintained active throughout the stages. In 
early stages, it may also exist in the second compartment but final stages show better 
perfonnances when it is not active. 
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The argunicnt presented for a single unit network regarding the decrease in OFV from 
one stage to another, also applies here between Stage 5 and Stage 6 (clusters ID 5 and 6 
respectively). 
The best three designs are presented in Figure 7.2. The correspondent digital certificates 
are shown in Table 7.8. 
Table 7.8. Digital certificates for Stage 10 for Denbigh Case A (two unit network) 
d, g, tal cen, ficate 
phase I phase 2 
St. - ]-lei 11) 
F 
V 0 
2 
optimum nmXIMoo., 
101unle objective 
E E (n, ') (kn, ol Ih) 
T 
ý 
0 0 
F 0 52 
I I 
-: 
t- I I - . E tz 
1 11 (1 116 1 11 2 2 2200011010 2200000011 1 110 
, 
516 69 
1 4264 
2 2201000 () 0100 () I10 2200000 0 -1 10 517 84 
124264 
12 4264 
The three final designs are equivalent as none of the three cases present mass transfer in 
the latcst compartment meaning that all fresh gas feed is fed to the first unit in all the 
cascs. Bcsidcs, the same composition of gas product leaves the network regardless the 
unit from which is extracted as no reaction occurs in this phase and no component is 
transtcri-cd to the second compartment in order to react. 
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Cluster ID 7 
Cluster ID 5 
Clustei ID 6 
Figure 7.2. Results for DenbiWi Case A (tWO U111t network) 
7.2.2.3 Three Unit Network 
From carly stagcs (Table 7.9), the mixing tcndcilcy for all units is PFR bchaviour 
(mixing --- 4 and 5), which bcconics the only option from inicrinedmic slagcs (from 
Stage 3). 
In all stages a sequential arrangement ol'units With singic 1'ecciing and product pollcý t'()I' 
the reactive phase (phase 2) is prellerred (Ileeding policy I and product policy I ). 
Neitlicr loops nor recycles are identitied thrOLIghout the stages. 
ISI 
402 02 in' 114.67 m' 402.02 m' 114 67 m' 
399.71 m' 118 13 m' 
Table 7.9. Evolution of the superstructure and results for Denbigh Case A (three unit network) 
compact digital certificate 
Stage I Cluster ID 
I 
2 
3 
ý- 1 
5 
6 
7 
17 
16 
15 
34 
32 
2 
3 
33 
18 
4 
22 
25 
24 
23 
21 
20 
19 
9 
8 
7 
9 
8 
1 
9 
8 
1 
9 
8 
1 
9 
0 
phase I phase 2 
> 0 
U 
optimum maximum 
, 
0 
volume objective 
9 a 0 ý3 - 3 (M (kmol/h) 
1 
M 0 N to 
0 
. ;; 4 " 2 1, ,, 0. E 
3 4551 0 0 10 0 2 0 0 0 0 0 1 1111 150.00 7.3333 
3 4351 0 0 10 0 1 0 0 0 0 0 1 1111 150.00 7.4410 
3 5351 0 0 10 0 1 0 0 0 0 0 1 1111 150.00 7.8866 
3 4452 3 0 10 0 1 0 0 0 0 0 1 1111 1391.05 8.8777 
3 14 41 2 3 0 10 0 1 0 0 0 0 0 1 1 
11 11 1391.05 8.9293 
3 14 11 0 0 10 0 1 0 0 0 0 1 1 1111 450.00 9.0077 
3 
: 
341 0 0 10 0 1 0 0 0 0 1 1 1111 450.00 9.0451 
3 4442 3 0 10 0 1 0 0 0 0 0 1 1111 1391.05 9.1370 
3 2521 0 0 10 0 1 0 0 0 0 0 1 1111 1250.00 9.4832 
3 5441 0 0 10 0 1 0 0 0 0 1 1 1111 450.00 10.0438 
3 2421L 0 0 10 0 1 0 0 0 0 0 1 11111 1100-00 10.0495 
5441 0 0 10 0 1 0 0 0 0 1 1 1111 450.00 10.0438 
3 2421 0 0 10 0 1 0 0 0 0 0 1 1111 1100.00 10.0495 
3 5441 0 0 10 0 1 0 0 0 0 1 1 2111 480.70 10.2831 
3 5441ý 0 0 10 0 1 0 0 0 0 1 1 1101 480.70 10.0514 
3 5441 0 0 10 0 1 0 0 0 0 1 1 1100 260.31 10.2144 
3 54411 0 0 10 0 11 0 0 0 0 1 1 21111 480.70 10.2831 
5443 
- 
1 1 01 0 3 0 0 0 0 1 1 1100 651.30 11.6208 
5443 1 0 01 0 3 0 0 0 0 1 1 1100 648.86 11.6804 
5543 1 1 01 0 3 0 0 0 0 1 1 1110 488.79 11.6868 
3 5442 1 0 10 0 1 0 0 0 0 0 1 1111 479.26 12.5538 
3 2 544 1 0 10 0 1 0 0 0 0 0 1 1110 529.28 12.6919 
3 
1 
5542 1 0 10 0 1 0 0 0 0 0 1 1110 508-80 1 
12.7823 
3 5442 1 0 10 0 1 ý0 
0 0 0 0 1 1111 497.55 12,5755 
3 5442 1 0 10 0 1 0 0 0 0 0 1 1110 529.28 12.6919 
3 15 542 1 0 10 0 1 J0 0 0 0 0 1 1110 508.80 12.7823 
3 5442 1 0 10 0 1 0 0 0 0 0 1 1111 497.55 12.5755 
3 2 544 1 0 10 0 1 0 0 0 0 0 1 1110 512.15 12.7011 
3 
1 
5542 1 0 10 0 1 0 0 0 0 0 1 1110 510.73 12.7852 
3 4 41 2 
J 1 0 10 0 1 10 0 0 0 0 1 1111 497.55 
ý 1 
12.5755 ! 
AAI I A IA 0 1 0 0 0 0 0 1 I10 512-IS 1 I-) 7ni I 
1 3 5 5 41 21 1 0 1 0 0 11 0 0 0 0 0 1 1 1 1 01 506.61 
1 12.7906 
9 3 5 4 4 2 1 0 1 0 0 1 0 0 0 0 0 1 1 1 1 1 497.55 12.5755 
8 3 5 4 4 2 1 0 1 0 0 1 0 0 0 0 0 1 1 1 1 0 512.15 12.7011 
1 3 5 5 4 2 1 0 1 0 0 1 0 0 0 0 0 1 1 1 1 0 506.96 12.8034 
9 3 5 4 4 2 1 0 1 0 0 1 0 0 0 0 0 1 1 1 1 497.55 12.5755 
8 3 
1 
5 4 4 2 1 0 1 0 0 1 0 0 0 () 0 1 1 1 0 512.15 ' 12.7011 
3 5 5 4 2 1 0 1 0 0 1 10 
0 0 0 0 1 1 1 1 0 506.96 
1 
12.8034 
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Regarding the gas phase (phase 1), the same observation is mainly made in the first 
three stages (feeding policy: single = 1, product policy =I and loop = 0). In Stage 4, a 
change in the overall flow pattern is observed evolving from co-current configuration 
(overall flow = 1) to intermediate (overall flow = 3). This is due to the appearance of a 
total loop connecting the extreme compartments (loop 1), which in some cases 
appears as a closed loop presenting a dilution effect (loop I and recycle = 1). Besides, 
changes on the feeding strategy from single to distributed (feeding policy: distributed = 
1) and on the product strategy from single (product policy = 1) to distributed towards 
the last two units (product policy = 3) are observed, which appear in order to 
accommodate the new loop. These changes correspond to intermediate steps of the 
network evolution in order to evolve from a co-current flow arrangement in Stage 3 
towards an overall counter-current flow arrangement (overall flow = 2) found from 
Stage 5 onwards, where both the feeding strategy and the product policy become single 
again. Like for the gas phase, the layout of the reactive phase remains constant from 
Stage 5. 
In the gas phase, partial loops connecting the final units (loop = 3) identified in ' 
Stage 1,, 
are removed in Stage 2. In the reactive phase, bypasses are removed as a consequence 
of the further optimisation of the gas feeding strategy (transition from Stage 3 to Stage 
5). 
Variations in the mass transfer for the two latest compartments are observed in Stages 3 
and 4 but appear to be fixed in later stages with preference of mass transfer in all 
compartments but the final one. Such configuration gives better performance than 
transferring mass along all compartments. 
Counter-current arrangement (mixing = 5) for the first compartment is early idcntified 
(Stage 3). A co-current arrangement (mixing = 4) with a preference for no mass transfer 
in the third compartment is preferred from Stage 5. From Stage 5 onwards it is observed 
that by considering counter-current display in the middle compartment instead of the 
co-current option, higher OFVs are obtained. 
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From Stage 6 onwards only the network volurne is adjusted. In Table 7.10, the digital 
ccrtiticates for the clusters selected in the last optimisation stage (Stage 10) are 
presented. 
Table 7.10. Digital certificates for Stage 10 for Denbigh Case A (three un It network) 
chptal -mfi-t, 
phase I phase 2 
Z, 
Plimuni max-Lim 
olume obijectl%e 
E E E (kniol/h) 
0 
Z; t tz , 
- 1 22200000 2220( : 1 -1 11 497 S. S 12 57SS 
9 3 220000000 t 2220 1 5 1 2 15 2 7011 
1 3 222011o0000100100 1222000011 11 1 ( ý S 696 
ý 
2 9014 
The best identified option is a network consisting of a series of PFRs fed at the second 
unit for the gas phase and at the first unit t'or the reactive phase. Mass is transferred 
across the two first compartments which are in counter-current (Figure 7.3). The overall 
flow arrangenicnt is countcr-current for all cases (overall flow 2). 
Cluster ID 9 
Cluster ID 1 
Cluster ID 8 
Figure 7.3. Results for Denbi0h Case A (three unit network) 
1 X14 
291 93 m' 12563 M3 94 59 m' 265 ýA m' 85 65 m' 146 36 m' 
217 20 M' 182 67 m' 107 09 m' 
7.2.2.4 Conclusions 
Ifthe final results for each case (one, two and three unit networks) are compared, it can 
be seen how the addition of one unit increases the perl'ormance obtained by a single unit 
up to 5.6 % and up to 8.9% it a second unit is added. For both two and three unit 
networks similar layouts are identified I-or the best performing structures. With a first 
zone operating in counter-current, the gas feed enters the network through the second 
unit, a total loop is identified in the gas phase, no inass is transferred in the final unit 
and the reactive phase follows a sequential configuration where the liquid fresh 
feed is 
I-ed to the first unit. 
Table 7.11 shows the results obtained using a classical SA approach and tile results 
I-OLInd in the literature (Melita. 1999) where SA is also used. 
'Fable 7.11. Comparison of results for Denbigh Case A 
Denbigh Stats 
Function ObJectivc Total 
case A cvaluations (killol/11) volume (m) 
Optillial "lluctilic, 
Ihi,, N\ ork lotall 1-49-11 12 803.4 ý00 90 
3980 12.8023 506 fl-1 
MM- 5306 12.9036 ý 13 13 Alincaling 
Illid . 
3001) 12.8000 4()() 70 
Simulated live 12,2940 DWI 
Annealing max' 12.7900 
(Melita, 1998) min' 11.7700 
Total number of' function evaluations for the runs performed front Stage 0 until last stape In Stage 0,10 mmal mný ilc 
considered. For the next stages, the number of runs is equal to the number of clusters selected in the prcviou'ý ,,;, I, c its 111cC alc 
used as initial structures for the runs to be performed in the next optinusation stage 
Summary statistics based on 10 runs 
Summary statistics based on 16 runs 
Best for 10 runs for SA and 16 runs for SA (Mclita, 1999) based on diftercrit initial structures 
I 8ý1 
17 20 X2 
2 14 ýI 
The optimal solution suggested by SA agrees with those obtained in this work. The pair 
of loops found in the optimal solution for SA corresponds to the total loop identified in 
this work. The flow arrangement from the last unit is equivalent in both cases (the 
counter-current / co-current concept loses significance with no mass transfer). 
Computational efforts are reduced by 62% when using the proposed method, if 
compared with a classical SA approach. The presented results outperform those found 
in the literature both in quality and maximum objective identified. 
7.3 Modified Denbigh Reaction: Case B 
7.3.1 Introduction 
The example presented here is a variation of the previous modified Denbigh reaction 
example (Mehta, & Kokossis, 2000). The reactions take place in the liquid phase of the 
gas-liquid system. Modifications account for the two first reactions: 
A+F " ýB+H (7.9) 
A+2F r2 ýD+2H (7.10) 
B+F rl 4C+H (7.11) 
B+2F r4 4E+2H (7.12) 
The liquid phase consists of five non-volatile components (A, B, C, D and E). The gas 
feed is made of an inert G and component F that difluses in the liquid phase and 
produces the volatile product H. The reaction rates and the kinetics constants values are 
given by: 
r, =kl *CA*CF k, =10m'/kmol-h (7.13) 
, C2 01)2 r2=k2 *CA F k2=5 (m3 Am /h (7.14) 
r3=k3 *CB *CF k3 =2m 
3 /kmol-h (7.15) 
23 
01)2 r4=k4'CB'CF k4 =1 (M /km /h (7.16) 
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Design parameters and physical property data follow the previous example and can be 
found in Table 7.1. The objective here is also to maximise the yield of component B. 
The perturbation probabilities used in this case also follow the previous example (Table 
7.2 and Table 7.3). 
7.3.2 Results 
Table 7.12 presents a summary of the clusters selected and the maximum objective 
achieved for the solutions that they represent in each optimisation stage. 
Table 7.12. Results of the optimisation stages for Denbigh Case B 
S Selection 
Clusters selected Clusters 
Maximum 
objective tage 
criteria (%) One unit Two units Three units Total generated (kmol/h) 
1 50 9 27 25 61 77 63.5128 
2 5 4 24 13 41 772 63.8429 
3 5 3 9 8 20 515 64.9254 
4 2 3 3 10 16 288 65.5587 
5 1 3 3 24 30 39 65.6181 
6 1 3 3 14 20 31 65.6215 
7 1 3 3 11 17 23 65.6220 
8 1 3 3 12 18 19 65.6220 
9 1 3 3 11 17 17 65.6152 
10 1 3 3 11 17 17 65.6152 
In the following sections, the results obtained for one, two and three unit networks are 
presented. 
7.3.2.1 One Unit Network 
shows the evolution of the superstructure in terms of the clusters selected, the optimum 
volume and the maximum objective attained by the networks represented by the 
clusters, for each of the optimisation stages performed. 
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Table 7.13. Evolution of the superstructure and results for Denbigh Case B (one unit network) 
compact digital certificate 
phase I p hase 2 
t, .2 .0 
V 
0 E 
0 optimum maximum 
Stage Cluster ID .5 volume objective 
4W 
(M) (kmol/h) 
0 0 
x V 
bo 
I 
0 T > 
16 1 300 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1000.00 45.8180 
15 1 100 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1000.00 46.4577 
12 1 
1 
100 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1500-00 1 51.5769 
13 1 100 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1500-00 52.5088 
1 31 1 500 2 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1000-00 55.0378 
17 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1000-00 58.1942 
32 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1000.00 61.3344 
24 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1500.00 61.7164 
25 1 200 01 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1500.00 1 
62.8069 
13 1 :1 200 ý0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1500.00 61.4795 
4 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1122.60 61.6617 2 
14 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1500-00 61.7164 
33 11 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1631.56 62.9971 
20 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1500.00 
1 61.7164 
3 19 1 
1 
400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1250.96 61.7921 
13 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 2000.00 63.1040 
13 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1181.80 61.9703 
4 12 1 400 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1181.80 62.2463 
11 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 2000.00 63.1040 
27 1 400 1 i0 0 1 0 0 1 0 0 0 0 0 1 1 100 1079.01 61.1815 
5 26 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1446.16 62.2683 
25 1 200 0 0 0 1 0 0 1 0 0 0 0 0 1 1 100 2000.00 63.1040 
17 1 400 1 0 0 1 0 0 1 10 
0 0 0 0 1 1 100 1207.61 61.2148 
6 16 1 
1 
200 
1 
0 0 0 1 0 01 0 0 0 0 0 1 1 100 1446.17 62.2992 
15 1 200 0 0 0 1 0 01 0 0 0 0 0 1 1 100 2000.00 63.1040 
14 1 400 1 0 01 0 01 0 0 0 0 0 1 1 100 1207.61 61.2148 
7 13 1 
1 
200 0 0 01 0 01 0 0 0 0 0 1 1 100 1446.17 62.3032 
12 1 200 0 0 01 0 01 0 0 0 0 0 1 1 100 2000.00 63.1040 
15 1 400 1 0 01 001 0 0 0 0 0 1 1 100 1207.61 61.2148 
14 1 200 0 0 01 001 0 0 0 0 0 1 1 100 1446.17 62.3037 
13 1 
1 
200 0 0 01 001 0 0 0 0 0 1 1 100 2000.00 63.1040 
14 1 400 1 0 01 001 0 0 0 0 0 1 1 100 1207.61 61.2148 
13 1 200 0 0 01 001 0 0 0 0 0 1 1 100 , 1446.17 62.3037 
12 1 200 0 0 01 001 0 0 0 0 0 1 1 100 2000.00 63.1040 
14 1 400 1 0 01 0 01 0 0 0 0 0 1 1 100 1207.61 61.2148 
10 13 1 20 0 0 0 01 0 01 0 0 0 0 0 1 1 100 1446.17 62.3037 
12 1 200 0 0 01 0 01 0 0 0 0 0 1 1 100 2000.00 63.1040 
--. J 
In Stage 1, all mixing possibilities initially allowed in the optimisation are identified. In 
Stage 2, only structures consisting of PFRs in co-current (mixing = 4) and combinations 
of back-mixed and PFR (mixing = 2) are selected being a PFR behaviour in the reactive 
phase common to all clusters. The existence of mass transfer is common for all clusters. 
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From this stage onwards, when PFRs are considered in both phases, the overall flow 
arrangement identified is co-current (flow arrangement = 1). However, best 
perforinances are delivered by combinations of well-mixed and PFR patterns over PFRs 
in co-current. 
Notice the decrease in performance of cluster ID 12 from Stage 4 to Stage 5, where it is 
represented by cluster ID 27. The performance decreases by 1.7% in Stage 5 respect to 
Stage 4. This is due to the simplifications applied to the design solutions on which the 
approach is based on. Cluster ID 12 results from deleting the first two units from a three 
unit structure as their existence has no relevant impact on the performance. However, 
the OFV presented for this cluster corresponds to the three unit structure and therefore 
has to be considered as an approximation value. In Stage 5, the simplified structure is 
considered and further optimised. Due to the possible deviation in OFV involved in the 
simplification (up to 2%; see Appendix 4), the performance is allowed to decrease. 
From Stage 3, the size of the network is adjusted for the three most promising 
structures. 
Table 7.14 presents the digital certificates for the last optimisation stage. Detailed 
information in terms of the back-mixing behaviour identified for the two last clusters is 
included. Cluster ID 13 presents a mid-mixed behaviour (mixing = 4) in the gas phase 
(phase 1), whereas in cluster ID 12 the mixing pattern identified is well-mixed (mixing 
=I). It can be seen how as the degree of mixing in this phase is closer to the well-mixed 
behaviour, the better the performance becomes (up to a 3% increase in OFV). 
Table 7.14. Digital certificates for Stage 10 for Denbigh Case B (one unit network) 
digital certifi cate 
ph&" I ph 2 
V optimum maximum 
Stage ClusterED volume objective 
(FW) (knwlfn) 
8 
T a 
ýig 1 I 
-1 
I 
1 I 
II 
] I I I z n 14 1 0 
10000000001010 :0 0 2000000011 100 100 1207.61 61,2149 
10 13 1 
1 
400000000010 010 0 
1 
2000000011 
1 
1 0 0 
1 
100 1 446 17 
1 
62.3037 
12 1 10000000001000100 2000000011 0 1 0 000 2000.00 
. 
63.1040 
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Figure 7.4 presents the final design solutions obtained. For the best performing cluster 
(cluster ID 12), the maximum volurne allowed per unit is achieved. 
0 59 
041 
1207 61 1446 17 2000 
Cluster ID 14 Cluster ID 13 Cluster ID 12 
Figure 7.4. Results for Denbigh Case B (one unit network) 
7.3.2.2 Two Unit Network 
All possible combinations ofinixing options are initially considered in both units (Table 
7.15). The tendency for a configuration ol'a series of'PFRs in both phases is made clear 
from Stage 2 (mixing =4 and 5) although in this stage, clusters including back-mixing 
behaviour (mixing - 2) result in better pert*Ormances. From Stage 5 onwards results 
show a preference I-or an arrangement in counter-current Ior both units (mixing = 5). 
In the reactive phase (phase 2), a single feeding strategy is identified to be the best 
option From early stages becoming common for all clusters from Stage 3. A single 
product policy is idcritificd in almost all the cases also in early stages (from Stage I to 
Stage 3). From Stage 4, all designs 1eature the total amount of product extracted from 
the latest unit. Thcrefore, results show that a sequential configuration is the best option 
in this phase. 
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Table 7.15. Evolution of the superstructure and results for Denbigh Case B (two unit network) 
compact digital c ertificate 
phase I phase 2 
optimum maximum 
Stage Cluster ID E! volume objective 
(M) (kmoVh) 
.0 Iw 
'9 
I 
E- a 
lu " >ý 
" a w 
I 
.0 
I 
t; 
I I 
24 
Q 
.2 
1 
N - 15 
0 E > E! "' " 2 . X au! 1ý 8 E I I I I .0 0. - , . I 1 
10 2 330 1 0 1 0 1 0 2 0 0 0 0 0 2 1 110 3000.00 43.2199 
it 2 350 1 0 1 0 1 0 2 0 0 0 0 0 2 1 110 3000.00 43.2575 
8 2 350 1 0 0 0 1 0 1 0 0 0 0 0 2 1 110 3000.00 43.1898 
56 2 140 1 0 0 1 0 0 2 0 0 0 0 0 1 1 110 1020.00 46,2822 
51 2 130 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 2908.66 47.0817 
57 2 150 1 0 0 1 0 0 2 0 0 0 0 0 1 1 110 1020.00 47.4239 
9 2 350 1 0 1 0 1 0 1 0 0 0 0 0 2 1 110 3000.00 47.8813 
7 2 350 1 0 0 0 1 0 1 0 0 0 0 0 2 1 110 3000.00 48.0419 
55 2 110 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 2908.66 48.1240 
54 2 340 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 2908.66 48.1898 
53 2 140 2 1 0 1 0 0 1 0 0 0 0 0 1 1 100 2908.66 48.2383 
52 2 140 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 2908.66 48.2383 
49 2 420 1 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2000.00 48.9049 
1 26 2 210 1 0 0 0 1 0 2 0 0 0 0 0 1 1 110 1576.37 51.4447 
27 2 110 1 0 0 0 1 0 2 0 0 0 0 0 1 1 110 1576.37 51.9896 
33 2 150 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3200.00 52.5933 
40 2 350 2 1 0 1 0 0 1 0 0 0 0 0 1 1 110 1102.85 52,6634 
50 2 230 3 1 0 0 1 0 1 0 0 0 0 0 1 1 100 2908.66 57.1062 
38 2 550 3 1 0 0 1 0 1 0 0 0 0 0 1 1 110 1102.85 59.1740 
39 2 350 3 1 0 0 1 0 1 0 0 0 0 0 1 1 110 1102.85 59.1943 
30 2 350 1 0 0 0 1 0 2 0 0 0 0 0 1 1 1 1,0 1576.37 59.9369 
28 2 150 1 0 0 0 1 0 2 0 0 0 0 0 1 1 110 1576.37 59.9399 
29 2 550 1 0 0 0 1 0 2 0 0 0 0 0 1 1 110 1576.37 60.5450 
34 2 120 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3200.00 63.2645 
36 2 220 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3200.00 63.4511 
37 2 220 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3200.00 63.5082 
35 2 220 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 1 3200.00 63.5129 
3 2 540 1 0 0 1 0 0 1 0 0 0 0 0 2 1 110 2057.05 61.0759 
5 2 440 1 0 0 1 0 0 1 0 0 0 0 0 2 1 110 2067.37 61.1659 
6 2 540 1 0 0 1 0 0 2 0 0 0 0 0 1 1 100 1500.10 61.1799 
7 2 440 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 1834,04 61.1809 
41 2 450 3 1 0 0 1 0 1 0 0 0 0 0 1 1 110 1654.28 61.2494 
12 2 540 3 1 0 0 1 0 1 0 0 0 0 0 1 1 110 1069.49 61.3823 
2 2 550 1 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2456.41 61.4188 
20 2 240 1 0 1 0 1 0 2 0 0 0 0 0 1 1 110 895.54 61.4627 
15 2 540 1 0 1 0 1 0 2 0 0 0 0 0 1 1 110 895.54 61.5039 
1 2 540 1 0 0 1 0 0 1 0 0 0 0 0 1 1 100 2456.41 61.5566 
38 2 420 1 0 1 1 0 0 1 0 0 0 0 0 1 2 100 3631.56 61.5806 
2 11 2 440 1 0 1 1 0 0 1 0 0 0 0 0 1 1 110 3146.19 61.7047 
32 2 450 1 0 0 0 1 0 2 0 0 0 0 0 1 1 110 2364. SS 61.9098 
31 2 540 3 1 1 1 0 0 1 0 0 0 0 0 1 1 100 792.33 62.04S2 
39 2 420 1 0 1 1 0 0 2 0 0 0 0 0 1 1 110 1991.00 62.0865 
8 2 450 1 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2957.12 62.2222 
10 2 540 1 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2239.28 62.2461 
9 2 440 1 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2239.28 62.2736 
19 2 440 1 0 1 0 1 0 2 0 0 0 0 0 1 1 110 893.54 62.3204 
36 2 420 1 0 1 1 0 0 1 0 0 0 0 0 1 1 100 2030.00 62.8924 
34 2 120 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3631.56 63.4730 
37 2 220 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3200.00 63.7350 
40 2 220 3 1 1 1 0 01 00 0 0 0 1 1 110 3200.00 63.8366 
35 
I 
2 220 3 1 1 1 0 01 00 
I 
0 0 0 1 1 110 3200.00 63.8429 
I 
-J 
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compact digital certificate 
phase I p hase 2 
E 
0 
optimum maximum 
Stage Cluster ID Ila volume objective 
(M) (kynol/h) 
4) 
ýt a a 0 0 1: 6 " 0. IF. 
1: 6 
to 
5 2 420 1 0 1 1 0 0 1 0 0 0 0 0 1 1 110 1493.34 63.6128 
15 2 420 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3631.56 63.7015 
16 2 220 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3200.00 63.7350 
2 2 440 1 0 1 1 0 0 1 0 0 0 0 0 1 2 110 3498.07 63.8043 
3 18 2 220 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3200.00 63.8366 
14 2 220 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3200.00 63.8429 
17 2 420 3 1 1 0 1 0 1 0 0 0 0 0 1 1 110 2435.08 63.8629 
6 2 540 2 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 63.9009 
1 2 440 1 0 1 1 0 0 1 0 0 0 0 0 1 1 110 3146.19 64.2705 
16 2 55 0 1 0 1 0 1 0 1 0 0 0 0 0 1 1 110 4000.00 64.9922 
4 15 2 54 0 
L3 
I I 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 64.9941 
14 2 550 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 65.0013 
30 2 450 3 11 1 1 0 0 1 ,0 0 0 0 0 1 1 110 4000.00 64.9903 
5 29 2 550 
1 
1 0 1 0 1 0 1 0 0 0 0 0 1 1 110 4000.00 64.9962 
28 2 550 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 65.0009 
20 2 450 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 64.9706 
6 19 2 550 
1 
3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 64.9873 
18 2 550 1 0 1 0 1 0 1 0 0 0 0 0 1 1 110 4000.00 65.0044 
17 2 450 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 64.9709 
7 16 2 550 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 64.9873 
15 2 
1550 
1 
10 
1 0 1 0 1 0 0 0 0 0 1 1 110 4000.00 
1 
65.0047 
18 2 450 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 64.9709 
8 17 2 550 3 1 1 1 0 0 1 0 0 0 0 0 1 1 110 4000.00 64.9873 
16 2 550 
r, 
0 1 0 1 0 1 0 0 0 0 0 1 1 110 4000.00 65.0047 
17 2 450 3 1 1 1 0 0 1 0 0 0 0 01 1 110 4000.00 64.9709 
9 16 2 550 3 1 1 1 0 0 1 0 0 00 01 1 110 4000.00 64.9873 
15 2 550 1 10 
1 0 1 0 1 00 00 01 1 110 4000.00 
1 
65.0047 
17 2 450 3 1 1 1 0 0 1 00 00 01 1 110 4000.00 64.9709 
10 16 2 550 3 1 1 1 0 01 00 00 011 110 4000.00 64.9873 
1 1 15 12 15 01 0 1 01 00 00 011 1101 4000.00 65.0047 
Regarding the gas phase (phase 1), possible parallel arrangements (feeding policy: 
distributed =I and product policy = 2) are disregarded from Stage 3. At this stage, both 
single and distributed feeding options appear along with a single product policy 
(product policy = 1). The percentage of existence of either total loops (loop = 1) or total 
recycles (recycle = 1) increase as the stages are performed. The existence of recycles in 
the gas phase dilutes the reactant to be transferred (i. e. the reactant concentration profile 
is flat). The same applies for those particular loop cases that affect to units connected 
sequentially (closed loops). As explained in section 6.4.2.3, the dilution effect that these 
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loops involve is denoted with the recycle feature (recycle = 1). The mentioned increase 
of loops corresponds to closed loops. From Stage 3, all cases present one of these 
features, from which loops present dilution effect in all cases (loop =I and recycle = I). 
From Stage 4, recycles appear along with distributed feeding whereas closed loops 
appear with a single feeding strategy. In general, the presence of a loop in a design 
solution has an impact on the overall flow arrangement of the network. In initial stages 
(from Stage I to Stage 3), the total loop implies, in most of the cases, an intermediate 
flow arrangement of the network (overall flow = 3), whereas those cases that do not 
present a loop, regardless of the existence or not of recycles, present an arrangement in 
co-current (overall flow = 1). This trend is maintained throughout the stages. In the final 
stage (Table 7.16), it is observed that those cases where a loop exists present a single 
feed stream fed to the second unit from which the product is also removed. As the 
product is not extracted from the first unit, in which case the flow arrangement would 
appear to be in counter-current, the arrangement is considered to be intcn-nediate (see 
Figure 7.5). 
Mass being transferred across both units is the most encountered option throughout the , 
stages. This becomes common to all clusters from intermediate stages (Stage 3). 
The argument presented for a single unit network regarding the decrease in OFV from 
one stage to another, also applies here to cluster ID 14 from Stage 4 through Stages 5 
and 6, where this is represented by cluster ID 28 and 19 respectively. The OFV in Stage 
6 decreases a 0.02% with respect to Stage 4. Cluster ID 14 results from disregarding a 
gas feed stream fed to the first unit as most of the gas feed fed is sent to the second unit. 
However, the OFV presented for this cluster corresponds to the structure with such 
distributed feeding policy and therefore is an approximated value. The same 
simplification applies to cluster ID 28 in Stage 5. In Stage 6, the simplifled structure is 
considered and further optimised. Due to the possible deviation involved in the 
simplification (see Appendix 4), the OFV is allowed to decrease. The same applies to 
cluster ID 30 from Stage 5 when it evolves to cluster ID 20 in Stage 6 (the OFV 
decreases a 0.03%). 
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In Stage 10, the best design option is found to be a network with a total recycle or a 
total loop with dilution etTect and a single product policy in the gas phase and with a 
reactive phase in a sequential configuration (Table 7.15). The maximum network 
volume allowed (4000 in 3) is achieved for all three best performing clusters. The final 
stages (from Stage 6 to Stage 10), show that the feeding configuration selected in the 
gas phase does not have an impact on the OFV. For equal volurne networks, the fact of 
having 1ecd distributed along the gas units makes no impact on the performance 
(deviation of 0.03%) despite existing mass transfer (see clusters ID 16 and 15 from 
Stage 10). Similarly, the intermediate / final stages show that the flow arrangement of 
the units (and therefore the overall flow arrangement of the network) does not have an 
ellect on OFV either. Clusters 11) 15 and 14 for Stage 4 and clusters 11) 17 and 16 for 
Stage 10 demonstrate that by varying the flow arrangement of either the first or second 
unit (between mixing 1- 4 and 5), no relevant changes in the OFV are obtained 
(deviation ol'O. 0 I% and 0.03% respectively). 
The digital certi ficates t'or the best pertoniiing clusters can be found in Table 7.16. 
Table 7.16. Digital certificates for Stage 10 for Denbigh Case 13 (two unit network) 
(Ity'llal lenificale 
I, h; tw 2 
optimuni maximum 
ohjýct, e 
,, c, E !! m E - 
17 2 22010100100100010 220000011 110 1 -1 0 4000 64 1)701) 
2 22 () I1001 () () 1001 () 220000011 11 -I-10 4000 (K) 64 QH73 
2 2201 () () 01011 () 010 12200 () 0011 11 -1 -1 0 4000 00 65 0047 
Figure 7.5 presents the final design solutions obtained. 
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Figure 7.5. Results for Denbigh Case B (two milt network) 
7.3.2.3 Three Unit Network 
In the initial stages (from Stage I to Stage 2) inixing options ýklicrc hack-nuwd 
behaviour is included (mixing = 1,2 and 3) are gradually rcn1OVCd III all LIIIIIS ( lahl'. 
7.17). Units consisting of' PFRs (mixing --- 4 and 5) are tile most common in Stage 2 
becorning the selected option from Stage 3. From this stage mmards, hoill co-cm-rcilt 
and countcr-current patterns appear equally distributed I'm each oftlic units. 
The same connectivity between units in the reactive phasc (phasc 2) is sliarcd hý most 
of the clusters from initial stages. Such configuration consists of a sequential 
arrangement of the units with single Iccding and product policies (Ceeding policy I 
and product policy = 1). From Stage 3 this configuration is common to 111 clusters. Hie 
bypass featuring in almost one third ofthc cases ill Stagc I is almost totally removed In 
Stage 2 and non-cxistent in the following stages. Some cases with distributed 1)1-0(11ICt 
streams (product policy = 2) appear in the initial stages (Stage I and 2). 1 lo\N c\ Cr, tile 
product removal from a single unit becomes the best product 1)011Cý- Ill Stllý, CS 
(from Stage 3 onwards). 
t9ý, 
2000 M' 2000 ni 2000 M' 2000 M' 
Table 7.17. Evolution of the superstructure and results for Denbigh Case B (three unit network) 
compact digital c ertificate 
phase I phase 2 
t, .2 .0 
r- r- optimum maximum 
Stage Cluster ID volume 3 
objective 
(M (kmol/h) 
0 > 0 r r U > 
14 3 124 1 0 0 1 0 0 1 0 0 0 0 1 1 1 111 3000.00 43.3395 
20 3 154 1 0 1 0 1 0 1 0 '0 0 0 1 1 1 111 4000.00 43.4541 
19 3 144 1 0 1 0 1 0 1 0 0 0 0 1 1 1 111 4000.00 43.5206 
21 3 554 1 0 1 0 1 0 1 0 0 0 0 1 1 1 111 4000.00 44.3533 
22 3 454 1 0 1 0 1 0 1 0 0 0 0 1 1 1 111 4000.00 44.9578 
18 3 444 1 0 1 0 1 0 1 0 0 0 0 1 1 1 111 4000.00 44.9896 
23 3 442 3 1 1 1 0 0 1 0 0 0 0 1 1 1 111 5000-00 45.8397 
47 3 353 1 0 1 0 1 0 4 0 0 0 0 0 1 2 111 1969.94 46.7409 
44 3 351 1 0 1 0 1 0 4 0 0 0 0 0 1 1 111 1969.94 47.9901 
46 3 353 1 0 1 0 1 0 4 0 0 0 0 0 1 2 111 1969.94 48.0556 
45 3 351 1 0 1 0 1 0 4 0 0 0 0 0 1 2 111 1969.94 48.0596 
43 3 351 3 1 0 1 0 0 4 0 0 0 0 0 1 1 111 1969.94 48.5993 
1 61 3 151 3 3 1 1 0 0 2 0 0 0 0 0 1 1 111 1887.09 49.3675 
60 3 151 3 3 0 1 0 0 2 0 0 0 0 0 1 1 111 1887.09 49.4530 
48 3 343 1 0 1 0 1 0 4 0 0 0 0 0 1 2 111 1969.94 50.2306 
41 3 351 3 2 0 1 0 0 1 0 0 0 0 0 1 1 111 1969.94 50.4704 
59 3 151 3 3 0 1 0 0 2 0 0 0 0 0 1 1 111 1887.09 51.3697 
58 3 151 3 3 0 1 0 0 3 0 0 0 0 0 1 1 111 1887.09 51.7443 
42 3 351 3 2 3 1 0 0 1 0 0 0 0 0 1 1 111 1969.94 52.0372 
2 3 314 1 0 0 1 0 0 4 0 0 0 0 0 1 1 110 2326.17 56.0955 
4 3 334 1 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2326,17 56.0955 
1 3 334 1 0 0 1 0 0 4 0 0 0 0 0 1 1 110 2326.17 56.0955 
3 3 314 1 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2326.17 56.0955 
5 3 134 1 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2326.17 56.1088 
16 
3 
1434 
11 0 0 1 0 0 1 0 0 0 0 0 1 1 110 2326.17 
1 
58.3320 
26 3 445 2 1 1 1 0 0 1 0 0 0 0 0 1 1 111 3491.20 60.9508 
21 3 442 3 1 1 1 0 0 1 0 0 0 0 1 1 2 101 4163.38 61.0202 
29 3 454 3 1 1 1 0 0 3 0 0 0 0 0 1 1 010 2389.85 61,0501 
17 3 144 2 1 0 0 3 0 1 0 0 0 0 0 1 1 010 3267.95 61.3892 
30 3 454 3 1 1 1 0 0 3 0 0 0 0 0 1 1 110 2389.85 61.4361 
18 3 154 3 1 6 1 0 0 1 0 0 0 0 0 1 1 110 759.58 61.5654 
2 16 3 144 3 1 6 1 0 0 1 0 0 0 0 0 1 1 110 752.53 61.5869 
23 3 444 3 1 1 02 0 1 0 0 0 0 0 1 1 001 4042.28 61.6680 
24 3 544 3 1 1 02 0 1 0 0 0 0 0 1 1 110 4042.28 61.8413 
28 3 454 2 1 1 1 0 0 1 0 0 0 0 0 1 1 110 3491.20 62.0600 
25 3 544 2 1 1 10 0 1 0 0 0 0 0 1 2 110 4042.28 62.1333 
27 3 444 2 1 1 10 0 1 0 0 0 0 0 1 1 110 3491.20 62.6707 
22 3 442 3 1 1 1 10 0 1 0 
0 0 0 1 1 1 101 4163.38 62.8695 
12 3 445 3 1 1 01 0 1 0 0 0 0 0 1 1 111 2552.98 63.7566 
4 3 442 1 0 1 10 0 1 0 0 0 0 0 1 1 101 1727.79 63.7976 
10 3 445 1 0 1 01 0 2 0 0 0 0 0 1 1 111 3331.97 63.9792 
3 3 452 1 0 1 10 0 1 0 0 0 0 0 1 1 111 2395.99 64.2847 
3 
11 3 545 3 1 1 10 0 1 0 0 0 0 0 1 1 101 2896.29 64.3514 
7 3 454 1 0 1 01 0 1 0 0 0 0 0 1 1 110 3504.4 1 64.7004 
8 3 455 
1 
1 0 1 01 0 1 0 0 0 0 0 1 1 111 3730.16 64.9003 
9 3 445 1 10 
1 01 0 1 
10 
0 0 0 0 1 1 
- 
111 
- 
3730.16 1 64.9254 I 
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compact digital certificate 
phase I phase 2 
E optimum maximum 
Stage Cluster ID 2 volume objective 
(m (kmoVh) 
ý: X 0. ;1 , ta 
I 
I 
I 
-I ' - 
, 01 1 1 1 1 0 > 0 A G 2 r. V A La P6 1ý ? 8 - X § 0. 2, 1 r 0 , 2. 1 . z 8 3 554 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 4535.92 65.4932 
6 3 545 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 4675.32 65.4971 
7 3 555 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 4675.32 65.4879 
3 3 454 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5490.66 65.4974 
2 3 444 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5490.66 65.5027 4 
10 3 455 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 4675.32 65.5051 
4 3 454 3 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 5460,98 65.5108 
9 3 454 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 4675.32 65.5158 
5 3 455 3 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 5490.66 65.5248 
1 3 5441 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5490.66 
1 
65.5587 
21 3 455 3 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 5744.74 65.5760 
23 3 545 3 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 5891.29 65.5776 
14 3 454 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 5393.99 65.5820 
22 3 555 3 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 5940.68 65,5840 
24 3 554 3 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 5940.68 65.5852 
15 3 455 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 5393.98 65.5958 
13 3 554 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 5393.98 65.5869 
4 3 445 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 5649.08 65,5877 
2 3 445 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5649.08 65.5979 
5 3 444 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 5649.08 63.5885 
6 3 544 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 5649.08 65.5892 
8 3 545 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5649.08 65.5919 5 
7 3 545 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 5649.08 65,5921 
11 3 545 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5649.09 65.5923 
9 3 555 3 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 S649.08 65.5927 
3 3 454 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5910.39 65.6069 
10 3 555 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6074 
16 3 554 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5910.39 65.6076 
is 3 445 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6087 
1 3 455 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65,6099 
12 3 555 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 5910.39 63,6103 
17 3 455 1 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65,6169 
20 3 445 1 0 1 1 0 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6179 
19 3 1455 1 10 1 1 0 0 
1 0 0 0 0 0 1 1 11 1 1 6000.00 65.6181 
14 3 5453 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 5891.30 65.5776 
4 3 4553 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.5850 
5 3 4543 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 6000.00 65,5853 
6 3 4543 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.5919 
11 3 5553 1 1 1 0 0 1 0 0 0 0 0 1 1 11 1 6000.00 6S. 5920 
3 3 4451 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.5996 
6 12 3 4553 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6042 
7 3 5543 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6077 
9 3 4541 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6090 
8 3 5553 1 1 0 3 0 1 0 0 0 0 0 1 1 11 1 6000.00 65,6091 
1 3 4551 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6113 
13 3 5541 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6113 
10 3 5451 0 1 0 1 0 1 0 0 0 0 0 1 1 11 1 6000.00 65.6203 
2 3 
1 
55 
1 
51 0 
1 
1 0 1 0 1 0 1 0 0 0 0 1 1 
- 
11 I 1 6000.00 I 65.6215 I :J 
197 
compact digital c ertificate 
phase I phase 2 
Optimum maximum 
Stage Cluster ID S volume objective 
(M) (kmol/h) 
> 0 
- .0 ta = Q 0 5, 
* 
r 
.5 = 
E 
6 3 454 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.5934 
3 3 445 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6027 
11 3 455 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.6042 
9 3 554 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.6085 
7 3 454 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6090 
7 5 3 555 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.6095 
1 3 455 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6113 
10 3 545 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6129 
9 3 554 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6135 
2 3 555 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6201 
1 
4 31 55 51 3 1 1 1 0 0 1 0 0 0 0 0 1 1 111 6000.00 
1 
65.6220 
7 3 454 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.5934 
6 3 545 1 0 1 0 2 0 1 0 0 0 0 0 1 1 111 6000.00 65.5963 
4 3 445 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6027 
12 3 455 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.6042 
9 3 554 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.6085 
8 3 454 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65 6090 8 
3 3 555 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 . 65.6095 
1 3 455 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6113 
11 3 545 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6129 
10 3 554 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6136 
2 3 555 
11 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6201 
5 3 555 3 11 
1 1 0 0 1 0 0 0 0 0 1 1 111 6000.00 1 65.6220 
7 3 454 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.5934 
5 3 545 1 0 1 0 2 0 1 0 0 0 0 0 1 1 111 6000.00 65.5963 
4 3 445 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6027 
11 3 455 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.6042 
9 3 554 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.6085 
9 8 3 454 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6090 
3 3 555 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.6095 
1 3 455 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6113 
6 3 545 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6129 
10 3 554 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6136 
12 3 1555 
11 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000,00 1 65.6152 
7 3 454 3 1 1 0 3 0 1 0 0 0 0 0 1 1 111 6000.00 65.5934 
5 3 545 1 0 1 0 2 0 1 0 0 0 0 0 1 1 111 6000.00 65.5963 
4 3 445 1 0 1 0 1 0 1 0 0 0 0 0 1 1 111 6000.00 65.6027 
11 3 455 3 1 1 0 3 0 1 0 0 0 0 01 1 111 6000.00 65.6042 
9 3 554 3 1 1 0 3 0 1 0 0 0 0 01 1 111 6000.00 65.6085 
10 8 3 454 1 01 0 1 01 00 00 01 1 111 6000.00 65.6090 
3 3 555 3 1 1 0 3 01 00 00 01 1 111 6000.00 65.6095 
1 3 455 1 01 0 1 01 00 00 01 1 111 6000.00 65,6113 
6 3 545 1 01 0 1 01 00 00 011 111 6000.00 65.6129 
10 3 554 1 01 0 1 01 00 00 011 111 6000.00 65.6136 
1 12 3 15 
55 
11 101 
0 1 01 100 00 011 
-1 
1 11 6000.00 1 65.6152 
Regarding the gas phase (phase 1), single feeding is identified in approximately 50% of 
the cases in the initial and intermediate stages (Stages 1,2,3,4 and 5). As the stages are 
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performed, single feed strategies are removed, whereas distributed feeding strategy 
options increase becoming the most common option in final stages. Distributed feeding 
strategies in final stages (from Stage 6) include fresh feed distributed amongst all units 
(feeding policy: distributed = 1), distributed towards the outlet of the network (feeding 
policy: distributed = 3), and towards the inlet of the network (feeding policy: distributed 
= 2). The solutions identified in the final stage, as it is explained later, suggest that 
despite the feeding strategy selected, the system performs in the same manner. 
Regarding the product policy, product streams from multiple units (product policy = 2, 
3 and 4) appear in approximately half of the cases in the initial stage (Stage 1). As 
stages are performed, the number of cases presenting this feature decreases and the 
product strategy evolves towards single streams becoming the only option considered 
from Stage 4. The same observation as for two unit networks is made here regarding the 
existence of loops and recycles in the gas phase. The percentage of the existence of 
either total closed loops (loop =I and recycle = 1) or total recycles (recycle = 1) 
increase as the stages are performed. From Stage 3, all cases present one of these 
features. Loops mostly appear along with single feed streams at the initial and 
intermediate stages (until Stage 6) whereas in the final stages (from Stage 7) both 
features appear along with multiple feed streams. As mentioned in the previous case 
(two unit networks), the presence of a loop has an impact on the overall flow 
arrangement of the network. It can be observed that in those networks where a loop is 
identified, the flow arrangement is mainly intermediate whereas those presenting a total 
recycle but no loop show an overall flow in co-current. 
Regarding mass transfer, it can be seen how as stages are performed more cases where 
mass transfer is active across all the compartments appear. From Stage 4 this feature is 
common to all cases. As already mentioned, co-current counter-current and 
combinations of both configurations are observed along all stages. 
Notice the decrease in OFV for the last clusters between Stage 8 and Stage 9. As 
already mentioned in several occasions, the methodology employed in this work is 
based on the simplification of the superstructure in terms of the main features. Actions 
like the removal of a unit or the approximation of multiple loops or recycles to an 
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overall connection result in an OFV decrease of up to 2%. Consequently, in 
intermediate stages where these transformations mainly take place, this deviation is kept 
and appears in the record of the OFV (i. e. the OFV related to some of the clusters is an 
approximation with a deviation up to 2%). When a new stage is performed, the OFV 
becomes the real value for the structure represented in the cluster and accordingly can 
become 2% lower than that presented in the previous stage. This is what is observed 
between Stage 6 and 7 for clusters ID 10 and 2 and between Stage 8 and 9 for cluster ID 
2. The small decrease in OFV (0.01% and 2.13-10-3% respectively) is due to simplifying 
multiple recycle connections in an overall total recycle connection. This is the scenario 
that would normally apply. However, in some cases, such a decrease in the OFV may 
result in the removal of the cluster in the following stage, provided that its OFV falls 
below the minimum cluster selection criteria applied in that stage. This is what is 
observed for instance in Stage 8. The cluster ID 5 from Stage 8 does not appear in Stage 
9 despite presenting the best OFV. With an approximated OFV of 65.6220, the real 
OFV may take a value as low as 64.3096. If this real OFV falls between such value and 
65.5934 (the minimum OFV in Stage 9), the cluster will not be selected in Stage 9. And 
this is precisely what happens in this case. 
Final stages (Stage 9 and 10) present no relevant differences. In Stage 10, the best 
performing clusters are presented. Like the previous cases, the solutions obtained in the 
final stage present the maximum volume allowed for the network (6000 m3). The final 
results show that the flow arrangement of the units does not have an impact on the OFV. 
Similar conclusions can be extracted regarding the distributed feeding configuration 
selected in the gas phase. Whether the feed is distributed amongst the inlet or the outlet 
of the network or amongst all the units, has no effect on the final performance. In Stage 
10 (Table 7.18, where a more detailed representation in the form of digital certificates is 
shown), clusters with ID 7,11,9 and 3 (distributed feed amongst the outlet of the 
network) and clusters with ID 4,8,1,6,10, and 2 (feed totally distributed amongst the 
three units) proves that for a given feeding strategy, different flow arrangement of the 
units have no impact on the final performance (maximum deviation of 0.02% in both 
cases). Similarly, the comparison of pairs of clusters sharing the same flow arrangement 
(i. e. clusters ID 7 and 8; 5 and 6; 11 and 1; 9 and 10; 3 and 2) shows that for a given 
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arrangement of a series of PFRs (total network size = 6000 m3), the selection of 
different feeding strategies results in a maximum OFV variation of 0.03% (clusters with 
ID 5 and 6). This equivalence can be explained by the dilution achieved by closed loops 
/ recycles in the gas phase which approximates the overall mixing pattern to well-mixed 
(i. e. the flow direction in the units does not matter). 
Table 7.18. Digital certificates for Stage 10 for Denbigh Case B (three unit network) 
digital corti ficate 
p hase I plimm 2 
op"Mum maximum 
Stage Cluster M volume objective 
(M) (lur"111) 
13 
i 
. 
.0 
P 
w 9 
68 
4 
7 3 222 11 1 0 0 1 0 0110001 222 0 0 0 0 0 1 1 111 1 .1 600000 6S. 5934 1 3 222 11 0 0 0 1 0 1100001 222 0 0 0 0 0 1 1 111 ,I11 6000,00 5 63.963 4 3 222 11 0 0 0 1 0 11100 (1 1 222 0 0 0 0 0 1 1 111 11 .1 6OW 00 65,6027 11 3 222 11 1 0 0 1 0 0110001 222 0 0 0 () 0 1 1 111 1"1 *1 600000 65,6042 9 3 222 11 1 0 0 1 0 0110001 222 0 0 0 0 0 1 1 111 1 *, 1 6000,00 65 6 ( ) ' ' 
10 8 3 222 11 0 0 0 1 0 1110001 222 0 0 0 0 0 1 1 111 
:1 
1 1 6000.00 65 6 0 9 0 
3 3 222 11 1 0 0 1 0 0110001 222 0 0 0 0 0 1 1 111 .11 .1 6000.00 63.6095 1 3 222 11 0 0 0 1 0 1110001 222 0 0 0 0 0 1 1 11, !11 6000 , 00 656113 6 3 222 11 0 0 0 1 0 1110001 222 0 0 0 0 0 1 1 111 111 600000 656 129 
10 3 222 11 0 0 0 1 0 111000 222 0 0 0 0 0 1 1 111 1 -1 1 
1 
6000 00 
1 
136 65 6 
1 
12 13 1222 11 0 0 0 1 0 111000 222 0 0 0 0 0 1 1 111 1 1 .1. 
: 
. 600000 1 , 656 $2 
The design solutions obtained in Stage 10 can be found in Figure 7.6. 
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Figure 7.6. Results for Denbigh Case B (three unit network) 
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7.3.2.4 Conclusions 
If the final results for each case (one, two and three unit systems) are compared. it call 
be seen that for networks consisting of a single unit, a combination of' %,, -cll-nllxcd (ill 
the gas phase) and PFR behaviour (in the reactive phase) is the best option. Ift\\o units 
are considered, a series of PFRs sequentially connected with a rccýcle and I'Ced 
distributed in the gas phase, and with active mass transfer across phases in b0th units, 
increase up to 2.83 % the performance obtained by a single unit. The addition ofa third 
unit, also with active rnass transfer, only results in an increase ofthe performance oful) 
to 0.94%. For all one, two and three unit networks, a design as diluted as possible in tile 
gas phase through flow pattern or / and recycling strategy is identified as tile best 
option. Besides, in all cases the maximum network volume allowed is achicved. 
Several designs presenting closed loops instead of' recycles have provcn to perform 
similarly lor two and three unit networks. It has been shown that closed loops (1()()I) 
cases that affect to units connected sequentially) achieve tile same (1111111011 C1,1CCt thall 
recycles do (see Figure 7.5 and Figure 7.6). 
'Fable 7.19 shows tile results obtained using a classical SA approach and tile 1-cstilts 
found in the literature (Melita, 1999) where SA is also used. The optinial solutioll 
suggested by SA agrees with that obtained in this work. The recycles I'Mind In the 
optimal solution for both cases indicate the preference for a diluted system in the gas 
phase as much as possible. As previously discussed, since the flow arrangcment offlic 
units does not have an impact on the OIN, the structures can be considered CLItMillCilt. 
Computational efforts appear reduced by 35% when using the proposed method. 
The results are also similar In terms of the optI11111111 OFV to lll()SC I)Iil)l]Sl)C(l III 111C 
literature. However, a much complex structure involving bypasses is ()l)tjiincd In that 
case. 
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This work delivers an optimal design equivalent in performance and in less CIIU time 
hLIt more importantly a design much more simple and clear in terrns of the main leatures 
that have an impact on the perfon-nancc. 
Table 7.19. Comparison of results for Denbigh Case B 
Denbigh Stats 
Function Objcctive Total Optimal StrUCIIIIC4 
casc 13 evaluations (kmol/h) volumc (III) 
095 
047 028 
111 Is %%ork total' 37435 0.0 152 6000 
025 
9 
C 
005 ý6ý 
0- 
2000 M' 
11- 
2000 m' 
- r- 01 2DOO m3 
060 0 12 
07 229 022 
05() 027 
a%c* 5721 65.6169 6000 0 23 Sumilatcd 
max' , Oýý4 OS 6195 6000 
00) 
A mical i n. L 4819 OS 0102 6000 
2000 2000 20GO 
+0 18 
I C) 05 
65.42 6000 
Max, 65.61 6000 
095 
(Mclita, 1999) MIII' - 6000 
2C)OO 2000 2000 
I ouil number of' I'linction evaluations for the runs pci-tormed from Stage 0 until last stage. In Stage 0,10 initial runs are 
considered. For the next stages, the number of runs is equal to the number ol'clusters selected in the previous stage as these are 
used as initial structures for the runs to be perf'oinicd in (lie next oplinnsation stage 
Summary statistics 
based on 10 runs 
Sununarý statistics based on 16 runs 
Best for 10 runs for SA an(] 16 runs for SA (Mchta, 1998) based on di 11'crctit initial structures 
7.4 Thermal Hydrolysis of Vegetal Oil 
7.4.1 Introduction 
I'lic Thermal I lydrolysis ot'Vegctal Oil takes place in a reactive liquid-liquid extraction 
system (Naindcv c/ al., 1999. Patil ef a/., 1988). It involves an organic oil phase and an 
aqueous phase. In the organic phase, glycerids are converted into glycerol and latty 
acids. Three reversible reactions take place: 
ýOA 
T+W< '' >D+FA (7.17) 
D+W< 12 >M+FA (7.19) 
M+W< " >G+FA (7.19) 
atty acids where T: triglycerides, D: diglycerides, M: monoglycerides. W: \vater, FA: 11 
and G: glycerol. 
The reaction rates and the kinetics constant values are given by: 
r, = k, - 
(C 
C 
CW 
- 
CD 
* CFA/K,,,, ) k, = 0.046 rril'/ kmoi - min K,,,, = 2.2 (7.20) 
r2 = k) Cw -Cm *CI-A 
/Kcq-) k 50 ni-, / killol - 111111 K, ql, -- 
2.2) (7.21) 
r, = k_j - 
(CM 
-CW -C(; 'Cl--A/Keq3 
) 
k; = 50 rn' / kniol - in In K,,,, = 2.2 (7.22) 
The second and third reactions are instantaneous (Patil cl eil., 1988). 
The organic fresh feed consists of 10 kinol/min of purc triglycerldcs and a constant 
mass ratio ot'0.9 for the fresh organic I'ccd to the fresh aqueous Iced is assumed (NIchta 
& Kokossis, 1998). Water and glycerol are exchanged hctwecri the organic and a(lucous 
phases. The solubility of water in tile oil phase ( C, ) is considered a function ol' Ilic 
concentrations ol'triglycerids and fatly acids in the oil phasc (Patil e/ al., 1999): 
C (I)II + 6'. Coll Cw =61 *II- FA (7.21) 
whcrc C',. " and C, 'ýAarc the concentrations ot'triglyccrides and fatly acids in the organic 
phase respectively. The solubility of glycerol in the aqueous phase ( y*,, ) is considacd i 
function ofthe glycerol mass fraction in the oil phase ( x, ): 
Y(i ýM*X(i (7.2-1) 
Values for 8, , 6,, and rn are taken troll, Patil ci al. (1999) and call be found in Fable 
7.20. Water attains instantaneous equilibrium and a very large volunictric mass trailsfer 
coefficient is assumed (Mchta & Kokossis, 1998). The mass transfer coctficicnt for 
ýOý 
glycerol reported by Namdev et al. (1998) is used here. Values for both coefficients can 
be found in Table 7.20. Phase holdups are calculated following Namdev et al. (198 8): 
oil ý-- - 
Moil/P 
* 
Oil 
M, d/p, il +Maq/Paq 
(7.25) 
where M. fl andMaq are the mass flow rates of the oil and aqueous phases respectively 
and p. il and Paq their densities. 
Table 7.20. Data for the Thennal Hydrolysis of Vegetable Oil 
Parameter Value 
Feed and phase properties 
Oil flow rate (kglmin) 6760, pure triglycerides 
Water flow rate (kglmin) 6084, pure water 
Molecular weight glycerol: MwG (kglkmol) 92.1 
Molecular weight fatty acid: MWFA(kg/kmol) 212.66 
Molecular weight oil phase: Mw,, jj (kg/kmol) 675.98 
Density oil phase: p. j, (k g/M3) 920 
Density aqueous phase: P. q (kglm 
3) 920 
gIM3. Volumetric mass transfer coefficients (k min) kI. G =64.4, 
klaw =180 
Phase equilibria parameters 81 = 0.06,82 = 0.5. m= 20 
Reaction temperature CC) 240 
Volume bounds V,..., Vni. (in 3) 2000,10 
Split fractions bounds SF SF. i,, 0.95,0.05 
The objective is to maximise the productivity of glycerol which is defined as: 
yo'Maq 
PO =v (7.26) 
where P. is the glyccrol production rate measured in kg/m. 3-h, YG'S the mass fraction of 
glycerol in the aqueous phase, M. q is the mass flow rate of the aqueous phase and V 
the total volume of the reactor network. 
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In Table 7.21 and Table 7.22, the perturbation probabilities assigned to the annealing 
moves for the first optimisation stage (moves only related to the optimisation of discrete 
variables) and for the following stages are presented. 
Table 7.21. Perturbation probabilities for the Thermal Hydrolysis of Vegetable Oil in Stage I 
Move Probability 
Phase change: phase 1, phase 2 0.7,0.3 
RMX unit, stream 0.3,0.7 
RMX unit moves: add, delete, modify, change type 0.35,0.35,0.0,0.3 
Streams moves: add, delete, modify 0.5,0.5,0.0 
Network expansion: in series, in parallel 0.5,1.0 
RMX unit modifications: volume, switch mass transfer 0.5,0.5 
RMX unit type changes: mixing pattern, flow direction 0.5,0.5 
RMX unit volume modification (PI, P2i P3o P4) 0.6,0.2,0.2,0.0 
Mixing pattern selection: type 1, type 2, type 3, type 4, type 5 0.25,0.25,0.25,0.25,0.25 
CSTR selection: phase 1, phase 2 0.5,0.5 
PFR selection: phase 1, phase 2 0.5,0.5 
Flow direction: co-current, counter-current 0.5,0.5 
Mass transfer switches: deactivated, activated 0.3,0.7 
PI: probability to change volume within ± 50%; P2: probability to increase RMX unit volume up to min (V., I O-volumc); P3: 
probability to dccrease RMX unit volume up to maX (VMinq VOIUMe/10); P4: probability to change volume within :k 101yo. 
Mixing patterns type 1: CSTR / CSTR; type 2: CSTR / PFR; type 3: PFR / CSTF4 type 4: PFRs co-currcnt; type 5: 
PFRs counter-current. 
Table 7.22. Perturbation probabilities for the Thennal Hydrolysis of Vegetable Oil in following stages 
Move Probability 
Phase change: phase 1, phase 2 0.7,0.3 
RMX unit, stream 0.3,0.7 
RMX unit moves: add, delete, modify, change type 0.0,0.0,0.9,0.1 
Streams moves: add, delete, modify 0.6,0.2,0.2 
Network expansion: in series, in parallel 0.5p 1.0 
RMX unit modifications: volume, switch mass transfer 0.5,0.5 
RMX unit type changes: mixing pattern, flow direction 0.0,1.0 
RMX unit volume modification (PI, P21 P31 P4) 0.6,0.2,0.2,0.0" 
Mixing pattern selection: type 1, type 2, type 3, type 4, type 5 0.0,0.0,0.0, O. Op 0.0 
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Move Probability 
CSTR selection: phase 1, phase 2 0.0,0.0 
PFR selection: phase 1, phase 2 0.0,0.0 
Flow direction: co-current, counter-current 0.5,0.5 
Mass transfer switches: deactivated, activated 0.3,0.7 
PI: probability to change volume within ± 50%; P2: probability to increase RMX unit volume up to min (V.. ý, 10-volume); P,: 
probability to decrease RMX unit volume up to max (V i,,, volume/10); P4: probability to change volume within ± 10%. 
0 In final stages this probability becomes 1.0 and PI, P2 and P3 are set to 0.0. Mixing patterns type 1: CSTR / CSTR; 
type 2: CSTR / PFR; type 3: PFR / CSTR; type 4: PFRs co-current; type 5: PFRs counter-current. 
Namdev el al. (1988) studied the glycerol productivity (PG) for three conventional 
reactors (CSTR-CSTR reactor, co-current reactor and counter-current reactor) and 
concluded that a counter-current reactor achieves the maximum glycerol productivity. 
The performance in terms of glycerol productivity has been computed for each of the 
reactors. Among them, counter-current gives the highest value of PG = 105.8 kg/m3-h 
for a volume of 369.5 m3. A classical Simulated Annealing reactor network search has 
revealed a target performance of 182.6 k g/M 3 1. 
In this example, not all rules presented in section 6.4.2.2 for multiphase systems are 
considered. RULE 2 (Phase compartment classification - pattern identification) is not 
applied here. Therefore, instead of classifying the mixing pattern of the compartments in 
threc categorics (PFR, mid-mixcd and wcll-mixed), only a distinction bctwecn PFR 
mixing behaviour and well-mixed (only CSTR) behaviour is made. The reason is that 
when the phase holdups are not constant (see equation 7.25), PFRS with a high degree 
of back-mixing (recycle fraction over 60%) cannot be approximated by a well-mixed 
mixing pattern as it was done for the previous two examples. 
7.4.2 Results 
Table 7.23 presents a summary of the clusters selected and the maximum objective 
achieved for the solutions that they represent for each optimisation stage. 
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Table 7.23. Results of the optimisation stages for the Thermal Hydrolysis of Vegetable Oil 
Selection Clusters selected Clusters Maximum b i Stage 
criteria (% One unit Two units Three units Total generated 
o ject ve 
(kg/m3-h) 
1 50 3 32 16 51 133 145.5591 
2 10 3 25 5 33 647 172.4794 
3 5 3 5 3 11 217 181.1372 
4 2 3 3 3 9 105 182.3953 
5 1 3 3 3 9 12 184.6343 
6 1 3 3 3 9 9 184.9417 
7 1 3 3 3 9 9 184.9417 
8 1 3 3 3 9 9 184.9417 
9 1 3 3 3 9 9 184.9417 
In the following sections, the results obtained for one, two and three unit networks are 
presented. 
7.4.2.1 One Unit Network 
Table 7.24 shows the evolution of the superstructure, the clusters selected, their 
optimum volume and their maximum objective for each of the optimisation stages 
performed. 
From all mixing options initially allowed in the optimisation, cases presenting back- 
mixed behaviour (mixing =I and 3) are removed in the initial stages (Stage 2 and 3). In 
Stage 3, the mixing behaviour is fixed to PFR either in co-current or countcr-currcnt 
(mixing =4 and 5). 
D- 
Regarding the reactive phase (phase 2), intrarecycles are identified in two of the three 
clusters selected from Stage 3. Results at this stage reveal the existence of a recycle in 
both co-current and counter-current configurations (clusters ID 8 and 7). However, a 
counter-current arrangement (mixing = 5) with no recycle and feed bypassed to the 
product in the solvent phase or phase I (feeding policy: single = 1; feeding policy: 
bypass = 1), which is represented by cluster ID 6, is identified to deliver a better 
performance. 
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I-able 7.24. Evolution of the superstructure and results for the Thermal I iydrolysis of 
Vegetable Oil (one 
unit network) 
compacl divital c crtificale 
phase I phasc 2 
_ 
optimum maximum 
, oluinc objectivc Stave Clklýtcr 11) 45 i E E l (I n 
C C- - 
r 
r- 
13 1 5o0 0011 1 () 0 
25000 79.8193 
1 48 1 1 01 00 () II 100 20000 96.3769 
41) 0 00 1 () 0 200.00 96 3776 
f; o0 2 00011 0 1( 209 97 124ý8142 
32 1 30 001 19803 I-SI 379S 
2 0 000011 100 231 92 IOS 2479 
8 1 so0 2 01 10011 1 149 94 171,3137 
3 7 1 4 101 01 149 94 1730 8 70 
011 22002 176 1960 
001 01 155 22 173.1943 
1 4 o 0001 155 22 17 3ý 19o(, 
011 100 213 57 192 3953 
160 S9 1733063 
(1 0 1 1 010011 10 IW94 173.3175 
o0 011 100 213 S7 192.3957 
o0 ) 11 1 ( 1 100 S9 173.3063 
4 (( ) 1 00100 011 1 ( )1 S9 o3 173,3206 
T 
1 ) 2 00111 11 100 213 57 1823957 
4 1 ) 011 100 160 S9 173 3063 
7 0 IS963 173 3200 
2 0 2 000 ) 213 S7 192 39S7 
4 2 011 1 60 59 ' 173,3063 
0011 1 159 63 173.3206 
2 1 so0 2 0 001 100 213 57 192.3957 
((ýj 21 160,59 73 3061 
4110 1) (1 11 15963 73 32 
1) 02011 () () () 0 () II100 213 57 182 3957 
From Stage 3. the volume of' the network is a4justed until Stage 6 from which no 
changes arc observed. The digital certificates corresponding to the three best perfOrming 
clusters (Stage 9) are prcscntcd in Table 7.25. 
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Table 7.25. Digital certificates for Sta e9 for the Thermal Hydrolysis of Vegctable Oil (one Milt 9 
network) 
phase I phaw 2 
E 
cz 
Stage F oho- 
eL F On) 
T T 
I I I !: - I 1 I I 
E I 11 
4 00000 00 2 20000011 100 1 ' 
1) 3 20000 () 0 () 00 2000011 100 2" 
" 
111 ' 
1 
2 1 20000000 () 0101100 1200 () () () 011 1 () 0 11 , 2ý1 11 
Figurc 7.7 presents the final design solutions obtamcd in Stage 1). No relcvint 
ditlerences in terms ol'performance are observed between configurations consisting ol'a 
single IIFR regardless the flow pattem considered when a recycle is identified In the 
reactive phase (clusters 11) 4 and 3). The best performing design (cluster 11 ) 2) in% olvcs 
bypassing part of the fresh solvcilt teed sti-cam to flic product. In all cascs, flic (Icsigns 
tend to increase the relative holdLIP ofthe oil phase (phase 2) A Ith respect to the solvent 
phase either by bypassing solvent or by recycling the reactive phase. this allows 
increasing the presence ofwater as I reactant III tile I-cIctI\c phasc In ordcr to 111; 1\111111w 
the glycerol productivity. 
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Figure 7.7. Results for the Thermal I iydrolysis ot'Vegetable Oil (one mill llct\N'()"k) 
7.4.2.2 Two Unit Network 
From early stages (Table 7.26), a preference t'()r PVR behaviour (mixing 4 and 5) *in 
both units is observed (approximately 50% ofthe cases in Stage I and niore than 50"'o 
III 
of the cases in Stage 2). In Stage 3, the mixing pattern is fixed to PFR in both units. 
Counter-current PFR behaviour (mixing = 5) is the only mixing behaviour considered in 
the first unit. In the second unit, both co-current and counter-current patterns are 
considered throughout the rest of the stages. 
In the reactive phase (phase 2), a single feeding strategy is identified throughout the 
search (feeding policy = 1). In Stage 2, some cases with multiple product streams are 
identified (product policy = 2). This feature is kept in the rest of stages. Recycles and 
loops observed in the initial stages are removed in Stage 3. As a result, from this stage 
onwards, a sequential connection of the units with either a single product stream from 
the second unit or with product removal distributed amongst both units are identified as 
the most promising options. 
In the solvent phase (phase 1), early stages (Stage I and 2) also present both recycles 
and loops. Most of the cases presenting recycles present also product streams from both 
units (product policy = 2). Cases with only loops have a tendency for single product 
streams (product policy = 1). In Stage 3 only total loops (loop = 1) are identified (active 
in all clusters) and recycles are removed. At this stage, there is a preference for loops 
with no dilution effect (recycle = 0) over closed loops which are totally removed in the 
next stage. At this point (Stage 3), all clusters present very similar configurations. The 
presence of a total loop connecting the units suggests that the single feeding policy 
corresponds to a feed stream fed to the second unit. However, part of the feed stream is 
bypassed to the product which suggests that not all the fresh feed fed to the system is 
necessary to obtain the optimal performance. A product policy consisting of product 
streams from both units is also observed in all clusters. The overall flow arrangement 
for all cases is intermediate due to the presence of a total loop with multiple product 
streams in the solvent phase. From Stage 4 onwards, the size of the network is adjusted 
for the three most promising structures. Mass transferred across the phases for both 
compartments is maintained active throughout the stages. 
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Table 7.26. Evolution of the superstructure and results for the Thennal Hydrolysis of Vegetable Oil (two 
unit network) 
compact digital certificate 
phase I phase 2 
E optimum maximum 
Stage Cluster ID volume objective 
(M) (kWm3-h) 
.2 bo 0 .0 
. V; 
"11 - >0 .2R "0 
1= 
11 091 .0 
39 224031001010000011110 257.34 72,8745 
26 214031001010000011110 477.82 74.4264 
27 225021010010000011110 257.34 76.0550 
28 245021010010000011110 257.34 76.0684 
29 235021010010000011110 257.34 76.1138 
32 245031010020000011110 257.34 70.1518 
51 253010010010000011110 510.00 76.9453 
12 245021010010001011110 554.10 77.7345 
11 244021010010001011110 554.10 77,7624 
10 244031001010001011110 554.10 77.8477 
23 253021010010000011110 477.82 79.8208 
24 213021010010000011110 477.82 79.8242 
47 253010001010000011110 220.00 86.6623 
46 233010010010000011110 220.00 86,7732 
45 213010010010000011110 220.00 86.7739 
1 31 223021010010000011110 237.34 92.5188 
30 221021010010000011110 257.34 92,5195 
21 243010601020001011110 554.10 95,2538 
22 241010101020001011110 554,10 95,4371 
25 21502101001,0 000011110 477.82 97.4752 
so 233010210020000011110 300.00 104.0043 
38 223031301010000011110 257.34 123.3681 
40 225031001010000011110 257.34 130,0272 
43 255010101020000011110 257.34 130-6482 
41 235031001010000011110 257.34 130.6498 
42 235010101020000011110 237.34 130,8708 
44 255010001020000011110 257.34 130.8692 
37 225031301010000011110 257.34 136.2184 
36 225010601020000011110 257.34 137.1409 
35 215010601020000011110 257.34 137.1820 
33 245010101020000011110 257.34 145,5423 
34 215010101020000011110 257.34 145.5591 
30 233010001020000011100 194.17 155.6415 
27 225010601020000011010 278,87 158,7883 
62540301100210000JI100 122.02 157.5519 
7245030110021000011110 122,02 157,9381 
9254030101021000011100 134.91 158.0532 
22 255010001010000012110 185.22 158.6552 
23 254010001010000012110 185.22 158.7127 
5244030110021000011100 122.02 158,9702 
28 225010001020000011110 212.07 161.6893 
29 225010101020000011110 212.07 161,8894 
31 233010001020000011110 194.28 182.2323 
1255031110120100012110 167.44 162.3910 
28244030101021000011100 143.13 163,2536 
26 254010001020000012100 271.22 164.2363 
17 253031610020000012110 273.66 IU. 3756 
19 253031610020001011100 202.31 168.5260 
16 253031310020000012100 211.48 187.1853 
21 253031a10020001012100 214.95 168.1742 
15 253031310020000012110 211,48 158.3227 
20 253031610020001012110 214.95 160,4666 
is 253031610020001011110 199.97 171.1089 
10 254030101021000011110 172.11 171.3277 
11 244030101021000011010 187.14 171.3581 
12 25403011002100001111 01 169. w 172.3719 
24 2540110001020000011 241.92 172.4794 
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p haýe 2 
optimum maximum 
volume objective IuMcf 11) 
(k. p, In' h) 
E 
1 2 40 3 1 1101 2 0 0 0 0 0 1 1 110 238.99 179 1254 
4 2 sso 3 1 11 2 0 0 0 0 0 1 1 110 238.99 1790101 
1 2 S40 1 1 101 2 0 0 0 0 0 1 1 110 239ý99 179,1918 
2 40 1 1 011 2 0 0 0 0 0 1 2 100 216.45 181 0422 
2 .4 () ; I 101 
2 0 0 0 0 0 1 2 110 216 45, 191,1372 
2 40 3 1 011 2 0 0 0 0 0 1 1 100 216.45 192.0015 
40 3 1 101 2 () 0 0 0 0 1 2 110 219,21 192,0499 
2 ýj 0 3 1 0101 
2 0 0 0 0 0 1 1 110 216.45 1920610 
h s0 (1 101 2 0 0 0 0 0 1 2 110 216.45 182 2%5 
S4( 101 2 0 0 0 0 0 1 2 110 216.45 182 2034 
40 1 0101 2 0 0 0 0 0 1 1 110 216.62 184ý6343 
7 2 S -1 o I I 101 
2 0 0 0 0 0 1 2 1 21 64 5 193 2372 
6 2 101 2 0 0 0 0 1 2 1 1 2 645 1 93 2SO2 
2 101 2 0 0 0 0 1 1 110 216,62 194 6; 43 
7 
M 
010 ( ) 0 0 0 0 1 2 110 216 45 183,2391) 
I, 1 0101 2 ( ) 0 0 () 0 1 2 11 11 646 193 3438 
.10 1 1 101 2 0 0 0 
0 0 1 1 110 21662 1946343 
7 2 S4 1 0101 2 0 0 0 0 0 1 2 11 0 216 4S 183 2390 
h 2 I 1 0101 2 0 0 () 0 0 1 2 11 0 21040 193.3439 
o 1 0101 2 0 0 0 0 0 1 1 11 0 21662 194 6343 
7 2, .1 0 1 1 101 2 0 0 0 0 
0 1 2 11 0 210 45 183 2396 
2 ý o I 1 0101 2 0 00 0 0 1 2) 1 ý 21646 183 3439 
2 .1 0 1 1 0101 2 0 0 00 01 1 1 
] 
21662 1846343 
The digital certificates lor tile firial best three structUrcs arc presented in Table 7.27. The 
cligital certificates show that in cITCcl the solvent fresh feed is distributed amongst the 
second unit and tile product. 
7 and 6 from Stage 9 are compared, it can be observed that for similar network 
size,;, the CaSC %Vith COLIntcr-current arrangement in both units (cluster 11) 6) performs 
better than that with a co-currcnt coil II gUration in the second unit (ID 7). 1 lowever, 
I)cttcr performances are obtained when, For a co-current configuration in the second 
unit, only product streams exist from this unit in the reactive phase (cluster 11) 5). In all 
cases. the designs tend to increase the relative holdup of the oil phase (phase 2) with 
respect to the solvent phase by bypassing solvent feed to the product. 
2H 
Table 7.27. Digital certificates for Stage 9 for the Thermal Hydrolysis ol'Ve-clable ()il M%o unit 
network) 
diptal catificate 
phaw I ph- 2 
st. g, Ciýst,, 11) 
15 
E E -2 
7 2 2200100011110 2200 
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In Table 7.8, the best three designs are presented. 
Cluster ID 7 
Cluster ID 5 
( , ILI !ý It! I It )(i 
getable Oil (1\%o unit net\%oik) Figure 7.8. Results for the Thermal I lydrolysis ol'Vet 
7.4.2.3 Three Unit Network 
From the initial stage (Tabic 7.28), a pret'crcnce 1'()r a PFR behaviour is observed fm all 
units (mixing =4 and 5). Only few cases present combination ofback-mixed and PFR 
(mixing = 3). From Stage 2 onwards, only P FRs arc 1dcntII-Icd in al I units. I lo\ýcNcr, the 
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preferred flow arrangement of the units is not made clear until Stage 3. In this stage, the 
second and third units are fixed to PFRs in co-current (mixing = 4); in the next stage, 
the counter-current option appears to be the most promising option for the first unit 
(mixing = 5). 
In the reactive phase (phase 2), a single feeding strategy is identified as the best option 
in all stages. Interrecycles identified in the initial stages (Stages 1,2 and 3) are removed 
in Stage 4. Regarding the product removal, the number of cases presenting a distributed 
strategy decreases as the stages are performed. From Stage 4, only single product 
streams are considered. 
In the solvent phase (phase 1) both loops and recycles are identified at the initial stage. 
As stages are perfon-ned, the number of cases with total loop connecting the extreme 
compartments (loop = 1) increases. Total loops also appear with recycles connecting the 
last two units (recycle = 3). Other recycle options identified in Stage I (recycle =I and 
recycle = 7) that do not appear along with loops, are removed as stages evolve. In Stage 
4, all clusters appear with a total loop and a recycle at the outlet of the network. These 
features are kept the same in following stages. From early stages, a distributed feeding 
strategy in the solvent phase is identified as the most promising option. In Stage 1, the 
fresh feed appears distributed amongst all units (feeding policy: distributed = 1), 
distributed at the inlet of the network (feeding policy: distributed = 2) and also 
distributed at the outlet of it (feeding policy: distributed =3). The last option appears 
along with the presence of a total loop (loop = 1) and a recycle connecting the last two 
compartments (recycle = 3). From Stage 4, a distributed feeding strategy at the outlet of 
the network is common to all clusters. The product removal is distributed amongst all 
compartments (product =2). The preference for this policy is identified from initial 
stages (Stage 1 and 2). 
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Table 7.28. Evolution of the superstructure and results for the Thennal Hydrolysis of Vegetable Oil (three 
unit network) 
compact digital c ertificate 
phase I p hase 2 
- U i5 
E 
5 C6 
optimum maximum 
Stage Cluster ID volume objective 
U 
12. (M) (kg/m3-h) 
I 
bO 
0 
Q. >1 
N 
0 . 
ýs 
E 
> C, 2 
Q 
, R ýG K 0 ie 
' : E 0 . 1 .0 E. - . _ . 
9 3 445 3 1 0 0 2 0 1 0 0 0 1 0 1 2 1 11 555,00 77,8206 
8 3 444 3 1 0 0 2 0 1 0 0 0 1 0 1 2 1 11 555.00 77.8216 
14 3 444 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204,32 84,3889 
6 3 445 1 0 1 0 2 0 2 0 0 0 1 0 1 2 1 11 555.00 $5,6673 
7 3 444 1 0 1 0 2 0 2 0 0 0 1 0 1 2 1 11 555.00 85,6677 
4 3 455 1 0 1 0 1 0 2 0 0 0 1 0 1 2 1 11 555M 86.1140 
5 3 445 1 0 1 0 1 0 2 0 0 0 1 0 1 2 1 11 553.00 86,1191 
1 20 3 433 1 0 7 0 1 0 2 0 0 0 1 0 1 2 1 11 555.00 92,5342 
19 3 434 1 0 7 0 1 0 2 0 0 0 1 0 1 2 1 11 555.00 92,5343 
18 3 434 1 0 1 0 1 0 2 0 0 0 1 0 1 2 1 11 555.00 92.9228 
1 3 444 1 0 1 0 1 0 2 0 0 0 1 0 1 2 1 11 555.00 93.3353 
3 3 455 1 0 1 0 1 0 2 0 0 0 1 0 1 2 1 11 555.00 93.3371 
2 3 454 1 0 1 0 1 0 2 0 0 0 1 0 1 2 1 11 555.00 93.3372 
16 3 555 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204.32 144.2938 
17 3 545 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204.32 144,2985 
15 3 554 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204.32 144,3029 
4 3 454 1 0 1 0 1 0 2 0 0 0 1 0 1 2 1 11 218.92 156.6794 
2 3 445 3 1 1 1 0 0 2 0 0 0 1 0 1 2 1 01 177,44 156.9239 
2 3 3 445 3 1 0 1 0 0 2 0 0 0 1 0 1 2 1 01 178.53 157.8142 
13 3 544 3 1- 3 0 3 0 2 0 0 0 1 0 1 1 1 0A 204.32 160.2662 
14 3 544 3 1 3 0 3 0 2 0 0 0 1 0 1 1 1 01 204,32 160,2662 
11 3 544 3 1 3 0 3 0 2 0 0 0 1 0 1 1 1 01 204,32 168,0475 
3 10 3 444 3 1 0 0 3 0 2 0 0 0 1 0 1 2 1 10 194.29 169,5936 
9 3 544 3 1 1 1 0 0 4 0 0 0 1 0 1 2 1 11 177,44 173.3357 
9 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204.32 179.0917 
4 7 3 
1 
544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 208.12 190.8042 
8 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 208,12 180,8042 
9 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 208.12 180.8043 
5 8 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 207.93 180.9292 
7 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204.32 182.5050 
9 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 214.63 181.3481 
6 8 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 212.42 182,949S 
1 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204,32 184,9417 
8 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 214.15 183,2230 
7 9 3 544 
1 
3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 214.15 183.2230 
1 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204.32 184.9417 
8 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 215.31 184.2604 
8 9 3 544 3 
1 
1 3 0 3 0 2 0 0 0 0 0 1 1 1 01 215.31 184.2604 
1 3 544 3 1 3 0 3 0 2 0 0 0 0 0 1 1 1 11 204.32 184.9417 
8 3 1 3 0 3 0 2 0 0 00 0 1 1 1 01 21S. 31 194,2604 
9 9 3 1 3 0 3 0 2 0 0 00 0 1 1 1 01 215.31 184.2604 
1 3 1 3 0 3 0 2 0 0 00 0 1 1 1 11 204.32 184.9417 
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The presence of loops in the solvent phase has an effect on the overall flow arrangement 
of the network. When no loop exists (see Stage 1), the flow follows a co-current 
arrangement (overall flow arrangement = 1), whereas the presence of a loop results in 
an alteration of the sequential flow arrangement. Due to the fact that the total loop 
appears along with a distributed product policy, the resulting flow arrangement is 
identified to be intermediate (overall flow arrangement = 3). 
Regarding mass transfer, it can be seen how in all stages mass transfer is active across 
the extreme compartments whereas both options (active and no active mass transfer) are 
identified for the second compartment from Stage 2 onwards. Final results (Stage 9) 
show that a better performance is obtained when mass transfer is active across all 
compartments. 
From Stage 4, the network volumes are adjusted. The digital certificates for the three 
best designs in Stage 9 are presented in Table 7.29. Notice that the detail represented by 
the digital certificates allows extracting the differences between cluster ID 8 and 9. 
When they are represented by the compact digital certificates (Table 7.28), no 
differences between these cases can be observed. In the digital certificates, information 
regarding the sequential connection of the units (sequential connection: 12 and 23) is 
included which indicates that for cluster ID 8 the first two units are sequentially 
connected (sequential connection: 12 = 1) whereas for cluster ID 9 no sequential 
connections exists. However, it can be concluded that the existence of this connection 
has no impact on the performance as no differences are observed in the OFVs. 
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Table 7.29. Digital certificates for Stage 9 for the Thennal Hydrolysis of Vegetable Oil (three unit 
network) 
digital ceTtif icate 
phase I phase 2 
0 
0 0 
Stage Cluster ID 
i c I I optimum volume 
maximum 
objective 1 
F 
i 
E 
I 
(M) ftlml-b) 
V to M .6 I I I r: . 1 3 22210100100110111 2220000011 101 111 * 213.31 114,2604 9 9 3 22200100100110111 2220000011 101 .111 
I 
21 S. 31 
I 
114.2604 
1 
1 
1 
1 13 12220,0 
100100110111 
- 
2220000011 
- ,II1 
-1 11 204.32 , 
1849417 
As mentioned earlier, the final results present distributed feeding amongst the second 
and third compartment with product streams from all compartments in the solvent phase 
whereas a sequential connection of the compartments is identified in the reactive phase 
(Figure 7.9). Besides, a total loop and an interrecycle connecting the last two 
compartments are identified in the solvent phase. Like for two unit networks, for similar 
network sizes, with counter-current arrangement for the first unit and co-current for the 
rest of units, better performances are obtained when all units present mass transferred 
across all compartments. Regarding those cases where no mass transfer is active in'the 
second compartment (clusters ID 8 and 9) digital certificates show that whether the first 
two compartments in the solvent phase are sequentially connected or not (scquential 
connections: 12 =I or 0 respectively) has no impact on the performance. As for the 
previous cases (one and two unit networks), in the solvent phase there is a tendency for 
a configuration that removes part of the fresh solvent feed of the system in order to 
increase the relative holdup of the reactive phase with respect to that of the solvent 
phase. In this case, most of the solvent feed is sent to the second unit, which rcprcscnts 
a residual volume of the network. In the first two cases, due to mass transfer not being 
active in the second unit all its feed is removed from the system. In the third case, due to 
the small size of the unit, only a small part is transferred to react and most of the feed is 
also removed from this unit. The same applies to the amount of feed that is scnt to the 
third unit for all cases, from which some amount is also removed. Consequently, the 
feed rate that is present in the solvent phase is decreased allowing the rclative reactive 
phase holdup increase. 
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Cluster ID 8 
Cluster ID 1 
Cluster ID 9 
Figure 7.9. Results for the Thermal Hydrolysis of'Vegetable Oil (three unit network) 
7.4.2.4 Conclusions 
ll'the final results lor cach case (one, two and three unit systems) are compared, it can 
hc seen that I'or networks consisting ol'a single unit, a PFR in counter-current is the best 
option. It' two units are considered, a series of PFRs sequentially connected by a total 
loop and with active mass transfer in both units increase up to 1.21% the performance 
obtained by a single unit. The addition ol'a third unit, also with active mass transfer, just 
increases the perlormaricc by MTV(). Notice that the units added from case to case are 
always PFRs arranged in co-currcnt. 
Table 7.30 shows the results obtained using a classical SA approach. This work 
improves the quality oftlic results it'compared with SA. In this work, the search space, 
where the optimum resides, is focused early in the optimisation as disimproving features 
are excluded as stages are performed. As a result, a larger amount of function 
evaluations than for a classical SA search are employed in tuning the most promising 
designs. This is not possible when a classical SA search is perforrned as no relevant 
leatures can be identified and therefore removed from the search. This leads to a search 
that cannot be intcnsified around the global optimurn. The results obtained from a 
classical SA suggest two units arranged in parallel in the solvent phase. The 
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contribution ofthe second unit to the perton-nance of the network is lo\ýcr flian that oI 
the First unit as its volume is 20 times lower. This design can be approxiniatcd by the 
best solution obtained for one network unit case (Cluster 11) 2 1'rom Figure 7.7) which 
with a VOILIMe ot"213.57 in performs very close to this case (OIN 182.3957). Since 
these two structures are equivalent it can be concluded that the system is not kilk, 
converged Ior the classical SA case. The proposed method reduces the computational 
effOrts by 35% while improving the final pci-l'orniance (I able 7.30). 
Table 7.30. Comparison of results for the Thermal I lydrolysis ofVcgctablc ( )il 
I lydrolysis of Stats 
Function Obicctive I Votal 
vepetable Oil evaluations (kgohll, 11) % 01 LIIIIC (III) 
Ihr, \% oi k lotal 1 29SOO 194 9417 20.4 Q 
Simulated ýIvc' 
4367 181 
ý3181 
21-1 . 17 
A mical in. - 
max 6769 182.6072 22 ; ýý' 
iiiiII2 1116 179.7272 177 71 
( ynmal '11110111c, 
Total number of' Function evaluations, Im the runs perlormcd from Stapc 0 until last stage In '%tape 0.10 initial imiN aic 
considered. For the next stages, the nurulm of' runs is equal to (lie number of clusters selected in the fire% iou% %iarc a% thew mc 
used as initial structures lor the runs, to be perf'Ormed in the next optinwation %tape 
Summary statistics based on 10 ruris 
I 11c. st for 10 runs for SA based on dil'Ici-crit initial structures 
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CHAPTER 8. 
Conclusions 
This research has presented a systematic synthesis approach for the extraction, 
interpretation and exploitation of design knowledge in process synthesis. The approach 
combines superstructure-based optimisation, semantic models (in the form of 
ontologies) and analytical tools in the form of clustering methods to analyse the 
solutions of the optimisation. The work addresses the representation and extraction of 
process synthesis knowledge and its deployment during the optimisation process. The 
method attains knowledge to simplify the synthesis representation with the use of 
dynamic ontologies employed in parallel to the optimisation search. The simplification 
relies on a gradual evolution of the superstructure and corresponding adjustments of the 
optimisation search. The superstructure is optimised and updated at different stages. The 
transition between stages represents different layers of abstraction. Ontologies are 
populated with features obtained from the optimisation solutions that capture the 
information of the superstructure at each stage. In a first stage, all possible solutions in 
terms of their features are included in the initial knowledge representation and an 
exhaustive superstructure where all feasible options are embedded is considered. As the 
optimisation goes on, relevant features emerge and others are eliminated delivering a 
reduced set of solutions (reduced synthesis model). This is represented in parallel in an 
enriched knowledge model that defines the set of optimal solutions with semantic terms 
understood by the user. The interpretation of solutions is accomplished using digital 
certificates that represent the link with the ontology and analytical tools in the form of 
clustering methods to translate data into descriptive terms understood by users. 
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The major contributions of this work are stated as follows: 
a) A novel synthesis framework that overcomes some of the main limitations 
presented by current superstructure-based optimisation approaches by 
representing an extracting process synthesis knowledge to simplify and interpret 
design solutions. Although more suited for superstructure-based optimisation 
than deterministic methods, stochastic tools are still limited in several aspects. 
The presented approach overcomes the inconclusiveness and difficulty of 
translation of the solutions usually found in classical stochastic optimisation- 
based synthesis approaches as well as reduces the amount of experiments to be 
performed. The synthesis approach extracts and makes use of design knowledge 
in the course of the optimisation to subsequently guide the search towards high 
performance regions, which results in a gradually customised superstructure in 
the form of simpler layouts, along with an enriched knowledge model which 
could allow for the employment of detailed models in final stages of the 
optimisation. The systematic interpretation of solutions yields to an 
understanding of the solution space and to a systematic reduction of the 
representation employed. The approach enables monitoring the search, which is 
carried out in terms of the extraction of design classes at each optimisation 
stage. The complexity often involved in the final solutions of stochastic searches 
is reduced as only important features with strong impact on the performance are 
represented. The designer is provided with optimal design patterns that could 
translate into practical designs rather than complex structures. 
b) The representation of numerical problems (i. e. superstructure representation) in 
the form of descriptive terms with the use of knowledge representations that take 
the form of dynamic ontologies, which can be interfaced and be used to enable 
solution summaries or the visualisation of the results. The ontology acts as an 
information extraction tool by capturing the design information processed in tile 
optimisation process. It enables the extraction of relevant design features for the 
interpretation of solutions so the understanding of the solution space becomes 
possible. The formal ontology is built based on the knowledge shared by process 
engineers (domain experts) and aims to be shared within the domain community 
and to be reused for different application cases in the area of process synthesis. 
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c) Digital certificates as a translation mechanism to enable the communication 
between synthesis models (i. e. superstructure representation) and knowledge 
models (i. e. ontologies) to semantically enable process synthesis and 
optimisation. Digital certificates allow for the representation of data related to 
the solutions, which is captured as information by the ontology, in a processable 
form to enable the systematic analysis and identification of key design trends of 
solutions resulting in knowledge. 
The synthesis strategy proposed in this work has been applied to the synthesis problem 
of reactor networks using stochastic methods, essentially addressing the challenges of a 
multi-level optimisation problem (with different levels of abstraction accounting for the 
different stages employed). However, it is not restricted to any particular type of 
application or optimisation method. The synthesis and optimisation of both single phase 
and multiphase reactive systems has been addressed. The method is illustrated with 
several examples from the literature and from industry using different stochastic 
algorithms. The results show how the approach delivers optimal designs equivalent in 
performance to those found in the literature, but more importantly, how important 
features and patterns are retrieved at very early stages of process design, which results 
in design configurations much more clear and simple in terms of the main features that 
have an impact on the performance. 
The approach presented has proved to deliver computational savings if compared with 
classical stochastic searches (reductions up to 62%). As the superstructure is gradually 
custornised in the course of the optimisation, the typical time consuming stochastic 
optimisation process resulting from the elevated combinatorial complexity of the 
options available, is shortened with the decrease of the relevant features considered in 
the search. Disimproving features are excluded as stages are performed, which results in 
a search that is early intensified around the space where the global optimum resides. 
However, the demanding computational efforts involved in the simulation of solutions 
resulting from the complex mathematical models employed in the applications is still a 
short-coming that needs to be addressed. 
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CHAPTER 9. 
Future Work 
9.1 Introduction 
This thesis has presented a systematic approach to represent and extract process 
synthesis knowledge in high-throughput optimisation. The approach supports a 
transparent interpretation of the synthesis solutions as it concludes to recommendations 
immediately useful for industrial design groups. However, like in any work at a research 
stage the method presents a number of limitations and can be extended in many ways. 
Work to address the short-comings of the method and suggested areas of future research 
are detailed in the following sections. 
9.2 Approach Applicability 
The developments of this work present a systematic approach to develop process 
synthesis knowledge that combines superstructure-bascd optimisation, semantic models 
and analytical tools. The applicability of the synthesis framework has been illustrated 
with the synthesis of reactor networks and addresses the inconclusiveness of design 
solutions often delivered by current superstructure-bascd optimisation methods by 
simplifying and interpreting design solutions. Results demonstrate that the method is 
able to provide the designer with optimal design patterns that could be translated into 
practical designs rather than with complex structures that are time consuming, if not 
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impossible, to analyse. Although applied to single and multiphase reactive applications, 
the approach could be applied not only to tackle other process synthesis options such as 
separation options (distillation, extraction, etc. ), reactive-separation options and the 
synthesis of heat exchanger networks, but other optimisation problems such as 
scheduling problems or supply chain problems. 
The proposed method requires the integration of three general elements: a mathematical 
formulation for the optimisation method, a semantics representation (ontology) and a 
digital form of the ontology (digital certificates) to enable the communication between 
both. The development of the ontology and digital certificates is case dependent and 
needs to be addressed in order to support the mathematical formulation that describes 
the problem. Specific knowledge representations capturing the main features that have 
an effect on the performance measure to optimise need to be developed in the form of 
combination of concepts. The concepts that form the ontology relate to the variables of 
interest accounted for in the mathematical formulation. However, their mapping is not 
always clear and the development of digital certificates becomes necessary. Digital 
certificates embody the information of the ontology in numerical form. They capture the 
variables or combination of variables of the mathematical formulation that are 
represented by the concepts of the ontology. Because each concept corresponds to a set 
of variables with different settings, in principle any mathematical formulation could 
make use of the presented approach to tackle design optimisation problems. 
Similar aspects need to be considered when applying the approach to other application 
cases. Modifications or extensions in the mathematical formulation need to be reflected 
in both the ontology and digital certificates. For instance, consider applying the 
approach developed for the synthesis of two phase reactor networks presented in 
Chapter 6, to a three phase problem. The inclusion of an additional phase would imply 
modifying the mathematical formulation in order to account for the existence of this 
phase with respect to the others. Likewise, the ontology developed for two phase 
systems would need to be extended accordingly. Even though the specific phase 
features are already accounted for (the multiphase ontology, in its current state, takes 
into account the features specific to each possible phase type that can be considered, i. e. 
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reactive or non-reactive), those related to the general network would need to be 
extended and / or modified in order to account for the additional mixing and contacting 
patterns that the addition of an extra phase represents. Following these changes, digital 
certificates would need to be adjusted. Either the part of the vector representing the 
reactive phase or the one related to the non-reactive phase would need to be doubled 
depending on the reactive nature of the additional phase. Besides, the equivalent 
considerations made in the ontology regarding the additional mixing and contacting 
patterns, would need to be reflected in the part of the vector related to the general 
network features. 
9.3 Further Usage of the Synthesis Framework 
Ile systematic approach presented in this work is mainly based on the representation 
and extraction of process synthesis knowledge in superstructure-based optimisation 
methods. The following usages of the synthesis framework have been identified of 
relatively easy implementation: 
* The knowledge representation presented in this work used as a monitoring tool 
could enable the verification of the robustness of the search. Ilie ontology 
includes the information embedded in the network representation and therefore it 
can represent all feasible solutions among which the optimal design resides. 
During the course of the optimisation, the solutions visited are registered in tile 
ontology. In other words, the ontology is populated with tile features from the 
solutions. By comparing the populated ontology with an exhaustive ontology 
where all possible design decisions were included, it would be possible to 
determine how complete the search has been, giving full confldcncc on the 
optimality of the final solution delivered, if the search had visited most of tile 
options included in the exhaustive ontology. 
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The capabilities of ontologies could be further exploited. For instance, Protdgd- 
OWL, due to being based on a flexible plug-in frwnework, enables the execution 
of SWRL (Semantic Web Rule Language) Rules 35 . SWRL rules are written in 
terms of OWL classes, properties and individuals. They could be used to execute 
queries to perforin solution summaries and to facilitate, for instance, the 
identification of potential solutions of different complexity, and therefore 
performance, which could assist to the understanding of the relationship between 
performance and complexity of the process. 
* The information extraction developments of this work could take a step further 
and be used to enable the intelligent control of high-throughput optimisation to 
reduce resources usage. The intelligent management of the information extracted 
by the use of digital certificates could be enabled with queries in the form of IF- 
THEN rules to automate adjustments on the search directions. Within the 
optimisation procedure, solutions being generated would be dynamically 
analysed. IF-THEN rules could be generated and continuously updated in terms 
of promising design patterns for the selection of new initial solutions for the 
optimisation. These rules would reflect conclusions on the analysis of single 
features or combinations of them. The execution of these rules could be done, 
for instance as previously mentioned, in an ontology environment. 
* The RMX units used in the superstructure representation employed for 
multiphase reactive systems can individually represent conventional designs (see 
section 6.2.2 and Figure 6.1). However, due to the complexity of the solutions 
resulting from the interconnection of several RMX units, the actual mapping of 
the design options into novel reaction schemes that can be implemented in 
industry is not usually a straightforward exercise. Despite the initial efforts of 
Mehta & Kokossis (1997), the practical implementation of the designs obtained 
still represents an area open to research. 
35 http: //www. w3. org/Submission/SWRU 
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9.4 Ontology Development Tools 
The approach is limited by the existing developments in ontology editors. The most 
relevant drawback is the requirement to update manually the ontology at each stage of 
the synthesis exercise as automatic tools to do so have not been developed yet. Future 
developments in ontology interface features could enable the automatic import of data 
ftom optimisation solutions to populate the ontology. This development, along with the 
generation of digital certificates and the analysis of the solutions using clustering 
methods to generate the initial solutions for next optimisation stages, would benefit the 
functionality of the synthesis strategy proposed becoming a self-contained process. 
Another limitation relates to the visualisation tools used to display and browse the 
ontology. This work presents GrOWL as means to visualise the evolution of the 
ontology, and therefore the evolution of the synthesis superstructure. However, tile 
display of the results to visualise the solutions has appeared to be clearer with the use of 
digital certificates, despite not being developed for such purpose (notice though that 
ontologies are still indispensable to derive the digital certificates as the fonncr capture 
the combination of variables of the superstructure represented through concepts). The 
features for displaying the ontology provided by GrOWL hamper the organised and 
clear representation of the information extracted in the course of the optimisation 
I 
process achieved with the ontology. The rather confusing display of the connections 
between concepts (or design features) makes the visualisation of solutions quite 
complicated. Future developments in ontology visualisation tools could enable a 
friendlier user interface that would enable the easier track of the search evolution and 
ontology representation. 
9.6 Search Strategy 
Different search strategies in terms of how the superstructure is evolved through tile 
optimisation search could be applied to assess whether any benefits could be gained. 
For instance, the use of a memory that records how the moves selection list has bccn 
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altered and which features have been considered relevant to move to next stages, could 
be used in order to introduce variations in the current strategy and study their cffects on 
the optimal solutions delivered. New strategies could feature the inclusion of eliminated 
features in previous stages as the latest stages are faced, allowing for intensification and 
diversification strategies. 
9.6 Computational Efforts 
One of the limitations of this work is the high computational efforts required in complex 
optimisation processes. Current optimisation methods required long computational 
times to identify optimal solutions for complex problems. Advances in computer 
performance have made developing tools to become increasingly available to speed up 
the optimisation of complex processes. Grid computing is emerging as an important 
field to support the execution of large-scale distributed applications by integrating and 
coordinating different resources. Grids allow computationally demanding applications 
to be 'distributed'amongst multiple processors across a parallel infrastructure with the 
objective of reducing the overall computational time required. However, traditional 
optimisation algorithms are not implemented to take advantage of such distributed 
computing resources efficiently. With that purpose, Yang et al. (2006) presented a novel 
optimisation scheme for large-scale size distributed computing environments that 
facilitates data analysis and knowledge extraction in the course of optimisation. The 
method is based on concepts from Simulated Annealing and consists of different 
solution pools (i. e. solution groups) associated with a system temperature. The solutions 
are dynamically assigned to the different pools on basis of temperature and acceptance 
criteria that depends on the quality of the solution. In each pool, solutions are created by 
performing temperature Markov processes on existing solutions from the pool. Mark-ov 
processes are independent from each other, which allow being executed in large-scale 
distributed computing environments. Solutions are continuously generated. As the 
optimisation goes on, the solutions are reassigned to the pools. The pool with highest 
temperature contains solutions with a large distribution of solution quality, whereas the 
best solutions with a low distribution are placed in the lowest temperature pools. All 
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solutions are stored in a database which contains all the information generated during 
the optimisation that can be accessed to extract solution features that enhance 
performance. 
The approach presented in this work could make use of grid technology and the 
aforementioned algorithm to speed up the computational time required during the 
optimisation process as follows. For each pool, information about the solutions stored in 
the database could be extracted to generate the digital certificates for each solution. 
Solutions could be still analysed and classified in terms of the features they share and 
used to set up next optimisation stages. Each of the initial solutions generated out of the 
reduced synthesis model, could be sent to different distributed computers to continue its 
customised optimisation. 
Recently, to take advantage of the powerful capabilities of grid computing in process 
synthesis, Du et al. (2007), based on the developments of Yang et al. (2006), have 
focused on the synthesis of complex reactor networks optimised with stochastic 
techniques using distributed environments. This Grid application addresses the, 
scheduling of stochastic experiments, its management and the systematic development 
of diagnostics. They make use of Gridway to exploit and manage the Grid infrastructure 
as a local computing cluster. Grid Superscalar is the Grid programming environment 
that provides user interfaces, a run-time deployment centre and all functionalities related 
to the Grid such as resource selection, scheduling, job submission, file transfer, etc. 
9.7 Performance Measures 
The quality of the optimisation results strongly depends upon the potential of the 
objective function to represent reality. Typical reactor design objectives such as 
conversions, selectivities or yields do not take into account cost effects which are 
required to represent real process economics. Cost functions are more appropriate since 
they cover a wide range of equipments cost effects. However, cost data in the form of 
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cost functions available in the literature is highly imprecise since the spread of data for 
same types of equipment is wide and not always accessible. The use of inaccurate cost 
functions can result in misleading process economics compromising the quality of 
optimisation solutions. Reliable cost functions are needed to represent accurate 
performance indexes as they are of critical importance if novel designs are to be 
implemented industrially. However, not only cost is fundamental in the development of 
new processes. For instance, minimising the environmental impact of a process, 
identifying its optimurn controllability or its safest operation mode are as important 
objectives for design engineers. They are directly linked to the flowsheet conriguration 
and need to be considered at the conceptual stage of process design along with the 
economic performance. Often compromises need to be taken as these objectives result 
in conflicting design options. The development of multiobjective functions libraries 
would be of great benefit to the process design community for identifying 
environmentally friendly, safe and easy to control process designs that satisfy the 
desired economic performance. 
232 
CHAPTER 10. 
References 
Aarts, E. H. L., van Laarhoven, P. J. M., 1985, "Statistical cooling: A general approach to combinatorial 
optimization probleme', Philips Journal ofResearch, 40(4), 193-226. 
Achenie, L. K. E., Biegler, L. T., 1986, "Algorithmic synthesis of chemical reactor networks using 
mathematical programming7, Industrial Engineering Chemical Fundamentals, 25,621-627. 
Achenie, L. K. E., Biegler, L. T., 1988, "Developing targets for the performance index of a chemical 
reactor network7, Industrial & Engineering Chemistry Research, 27(10), 1811-182 1. 
Achenie, L. K. E., Biegler, L. T., 1990, "Superstructure based approach to chemical reactor network 
synthesie', Computers & Chemical Engineering, 14(l), 2340. 
Alberts, L. K., 1994, "YMIR: a sharable ontology for the formal representation of engineering design 
knowledge", In Gero, J. S., Tyugu, E. (eds. ): Proceedings of the IFIP TC51WG5.2, Elsevier, New 
York, USA, 3-32. 
Aldea, A., Baftares-Alcdntara, K, Bocio, J., Gramajo, J., Isern, D., Kokossis, A., Jimdnez, L., Moreno, A., 
Riafto, D., 2003, "An Ontology-Based Knowledge Management Platform", IJCAI Workshop on 
Information Integration on the Web, Acapulco, Mdxico. 
Arpirez, J., G6mez-Pdrez, A., Lozano, A., Pinto, S., 1998, "(Onto)2agent: An ontology-based www 
broker to select ontologiee', In A. G6mez-Pdrez and V. R. Benjamins (eds): Proceedings of the 
Workshop on Applications of Ontologies and Problem-Solving Methods, Brighton, UK, 16-24. 
Ashley, V. M., Linke, P., 2004, "A novel approach to reactor network synthesis using knowledge 
discovery and optimisation techniques", Chemical Engineering Research & Design, 82(8), 952-960. 
Ashley, V. M., Linke, P., 2005, "On the development and implementation of knowledge-driven 
optimisation schemes: an application in non-isothermal reactor network synthesis", Computer Aided 
Chemical Engineering, 20, Part 1,175-180. 
Bailey, J. E., Ollis, D. F., 1986, Biochemical engineering fundamentals, 2 nd Edition, McGraw Hill. 
Bakken, A. P., Hill, Jr. C. G., Admundson, C. H., 1989, "Hydrolysis of lactose in skim milk by 
immobilised P-galactosidase in a spiral flow reactor", Biotechnology and Bioengineering, 33,1249- 
1257. 
Balakrishna, S., Biegler, L. T., 1992a, "Constructive targeting approaches for the synthesis of chemical 
reactor networks", Industrial & Engineering Chemistry Research, 31(l), 300-312. 
Balakrishna, S., Biegler, L. T., 1992b, "Targeting strategies for the synthesis and energy integration of 
nonisothermal reactor networks", Industrial & Engineering Chemistry Research, 31,2152-2164. 
233 
Bao, J., Slutzki, G., Honavar, V., 2007, "A Semantic Importing Approach to Knowledge Reuse from 
Multiple Ontologies", AAAI, 1304-1309. 
Bontas, E., Mochol, M., Tolksdorf, R-, 2005, "Case studies on ontology reuse", In Proceedings of 51h 
International Conference on Knowledge Afanagement, Graz, Austria. 
Borst, W. N., 1997, "Construction of engineering ontologies for knowledge sharing and reuse", PhD 
Thesis, Universitcit Twente. 
Burri, J. F., Wilson, S. D., Manousiouthakis, V. 1., 2002, "Infinite DimEnsionAl State-space approach to 
reactor network synthesis: application to attainable region construction", Computers & Chemical 
Engineering, 26 (6), 849-862. 
Chaudhri, V. K., Farquhar, A., Fikes, I-, Karp, P. D., Rice, J. P., 1998, "Open Knowledge Base 
Connectivity 2.0.3", Technical Report. 
Chen, H. S., Stadtherr, M. A., 1981, "A modification of Powell's Dogleg method for solving systems of 
nonlinear equations", Computers & Chemical Engineering, 5(3), 143-150. 
Corcho 0., G6mez-Pdrez, A., 2000, "A roadmap to ontology specification languages", In Proceedings of 
the 12th International Conference, EKA IV 2000, 
Corcho 0., Femdndez-L6pez, M., G6mez-Pdrez, A., 2003, "Methodologies, tools and languages for 
building ontologies. Where is their meeting point? ", Data & Knowledge Engineering 46 (1), 41-64. 
Domingue, J., Stutt, A., Martins, M. C., Tan, J., Pertusson, H., Motta, E., 2003, "Supporting online 
shopping through a combination of ontologies and interface metaphors", International Journal of 
Human Computer Studies, 59(5): 699-723. 
Du, D., Yang, S., Kokossis, A. C., Linke, P., 2007, "Experience on gridification and hyper-infiwtructure 
experiments in optimization and process synthesis", Computer-Aided Chemical Engineering, 24, 
171-176. 
Esposito, W. R., Floudas, C. A., 2002, "Deterministic global optimization in isothermal reactor network 
synthesis", Journal of Global Optimization, 22,59-95. 
Farquhar, A., Fikes, I-, Rice, J., 1997, "The Ontolingua Server a tool for collaborative ontology 
construction", International Journal ofHuman-Computer Studies, 46(6), 707-728. 
Feigenbaum, E. A., 1982, "Knowledge engineering for the 1980s", Department of Computer Science, 
Stanford University, Stanford, CA. 
Feinberg, M., 2000a, "Optimal reactor design from a geometric viewpoint. Part 11. Critical sidestream 
reactore', Chemical Engineering Science, 55(13), 2455-2479. 
Feinberg, M., 2000b, "Optimal reactor design from a geometric viewpoint - 111. Critical CFSTIW', 
Chemical Engineering Science, 55(17), 3553-3565. 
Feinberg, M., Hildebrandt, D., 1997, "Optimal reactor design from a geometric viewpoint - 1. Universal 
properties of the attainable regioe, Chemical Engineering Science, 52(10), 1637-1665. 
Fensel, D., van Harmelen, F., Klein, M., Akkermans, H., 2000, "On-To-Knowledge: ontology-based tools 
for knowledge managemenf', In Proceedings ofthe eBusiness and e Work 2000 Conference. 
FernAndez, M., G6mez-Pdrez, A., Juristo, N., 1997, "METHONTOLOGY: From ontological art towards 
ontological engineering7, In Workshop on Knowledge Engineering: Spring S)'mposium Series 
(AAAI'97), 33-40, Mellow Park, CA. 
Femdndez-L6pez, M., G6mez-Pdrez, A., Pazos Sierra, A., Pazos Sierra, J., 1999, "Building a chemical 
ontology using Methontology and the ontology design environment", IEEE Intelligent Systems & 
their applications, 4(l), 3 7-46. 
234 
Fitterer, R., Greiner, U., Florian S., 2008, "Towards facilitated reuse of ontology results from European 
research projects -a case study", European Conference on Information Systems, 1929-1940 Galway, 
Ireland. 
Fox, M. S., Chionglo, J. F., Fadel, F. G., 1993, "A common-sense model of the enterprise", In 
Proceedings of2"d Industrial Engineering Research, 425-429. 
Glasser, D., Hildebrandt, D., Crowe, C., 1987, "A geometric approach to steady flow reactors: The 
attainable region and optimization in concentration space", Industrial & Engineering Chemistry 
Research, 26,1803-18 10. 
Glover, F., 1993, "A user's guide to Tabu SearcV, Annals in Operational Research, 41,3-28. 
G6mez-Perez, A., 1995, "Some ideas and examples to evaluate ontologies", In Proceedings of the I Ph 
Conference on Artificial Intelligencefor Applications, 299-3 05. 
G6mez-Pirez, A., Fernandez-Lopez, M., Corcho, 0., 2004, "Ontological engineering7', Springer. 
Gruber, T. 1-, 1993, "A translation approach to portable ontology specifications", Knowledge acquisition, 
5,199-220. 
Gruber, T. R., 1995, "Toward principles for the design of ontologies used for knowledge sharing", 
International Journal ofHuman Computer Studies, 43,907-928 
Gruber, T. I-, Olsen, G. R., 1994, "An ontology for engineering mathematice'. In Jon Doyle, Piero 
Torasso, & Erik Sandewall, (eds. ): Fourth International Conference on Principles of Knowledge 
Representation and Reasoning, Gustav Stresemann Institut, Bonn, Germany 
Gruber, T. R., Olsen, G. Rý, 1996, "The configuration design ontologies and the VT elevator domain 
theory", International Journal ofHuman-Computer Studies, 44(3-4), 569-598 
Grftninger, M., Fox, M. S., 1995, "Methodology for the design and evaluation of ontologies", In 
IJCAI'95, Workshop on Basic Ontological Issues in Knowledge Sharing, Montreal, Canada. 
Guarino, N., 1998, "Formal ontology in information systems", In N. Guarino (ed. ): Proceedings of 
Formal Ontology in Information Systems, 3-15, Trento, Italy. 
Guarino, N., Masolo, C., Vetere, G., 1999, "Ontoseek: content-bascd access to the Web", IEEE Intelligent 
Systems, 14(3), 70-80. 
Hildebrandt, D., Glasser, D., 1990, "The attainable region and optimal reactor structuree', Chemical 
Engineering Science, 45(8), 2161-2168. 
Hildebrandt, D., Glasser, D., Crowe, C. M., 1990, "Geometry of the attainable region generated by 
reaction and mixing: with and without constraints", Industrial & Engineering Chemistry Research, 
29,49-58. 
Horn, F., 1964, "Attainable and non-attainable regions in chemical reaction technique", In Proceedings of 
the Third European Symposium on Chemical Reaction Engineering, 293-3 03. 
Horridge, M., Knublauch, H., Rector, A., Stevens, R., Wroe, C., 2004, "A practical guide To building 
OWL ontologies using the Protdgd-OWL plugin and CO-ODE tools edition 1.0", The University of 
Manchester. 
Horrocks, 1., 1998, "Using an expressive description logic: FaCT or fiction? ", In A. G. Cohn, L. Schubert, 
and S. C. Shapiro (eds. ): Proceedings of the Sixth International Conference, 636-647, San Francisco, 
CA. 
Ir§ic Bedenik, N., Ropotar, M., Kravanja, Z., 2007, "MINLP synthesis of reactor networks in overall 
process schemes based on a concept of time-dependent economic regione', Computers & Chemical 
Engineering, 31 (5-6), 657-676. 
Jackson, 1-, 1968, "Optimisation of chemical reactors with respect to flow configuration7', Journal of 
Optimisation Theory and Applications, 2,240. 
235 
Kauchali, S., Rooney, W. C., Biegler, L. T., Glasser, D., Hildebrandt, D., 2002, "Linear programming 
formulations for attainable region analysie'. Chemical Engineering Science, 57 (11), 2015-2028. 
Kifer, M., 2008, "Rule Interchange Fonnat: The Framework", 2nd International Conference on Web 
Reasoning and Rule System, Karlsruhe, Germany. 
Kirkpatrick, S., Gelatt, C. D., Vccchi, M. P., 1983, "Optimization by Simulated Anricaling", Science, 220, 
671. 
Kokossis, A. C., Floudas, C. A., 1990, "Optimisation of complex reactor networks - 1. Isothermal 
operation", Chemical Engineering Science, 45(3), 59S-614. 
Kokossis, A. C., Floudas, C. A., 1994, "Optimisation of complex reactor networks - 11. Non-isothermal 
operation", Chemical Engineering Science, 49(7), 1037-105 1. 
Lakshmanan, L., Biegler, L. T., 1996, "Synthesis of optimal chemical reactor networks", Industrial & 
Engineering Chemistry Research, 35(5), 1344-1353. 
Lakshmanan, L., Biegler, L. T., 1997, "A case study for reactor network synthesis: the vinyl chloride 
procese', Computers & Chemical Engineering, 21 (Supplement 1), S785-S790. 
Linke, P., Kokossis, A. C., 2003a, "Attainable designs for reaction and separation processes from a 
superstructure-based approacV, AlChE Journal 49(6), 1451-1470. 
Linke, P., Kokossis, A. C., 2003b, "On the robust application of stochastic optimisation technology for 
the synthesis of reaction/separation systems", Computers & Chemical Engineering 27(5), 733-75 8. 
Maedche, A., Motik, B., Stojanovic, L., Studer, R., Volz, R., 2003, "An infrastructure for searching, 
reusing and evolving distributed ontologies", In Proceedings of the l2th international conference on 
World Wide Web, 439-448, Budapest, Hungary. 
Manousiouthakis, V. I., Justanieah, A. M., Taylor, L. A., 2004, "The Shrink--Wrap algorithm for the 
construction of the attainable region: an application of the IDEAS frameworkn, Computers & 
Chemical Engineering, 28 (9), 1563-1575. 
Marcoulaki, E. C., Kokossis, A. C., 1996, "Stochastic optimisation of complex reaction systems", 
Computers & Chemical Engineering, 20, S23 I -S23 6. 
Marcoulaki, E. C., Kokossis, A. C., 1999, "Scoping and screening complex reaction networks using 
stochastic optimisatiorf', AIChE Journal, 45,1977-199 1. 
Mehta, V. L., 1998, "Synthesis and optimisation of multiphase reactor networks", PhD Thesis, 
Department of Process Integration, University of Manchester Institute of Science and Technology. 
Mehta, V. L., Kokossis, A. C., 1997, "Development of novel multiphase reactors using a systematic 
design fi-ameworle', Computers & Chemical Engineering, 2 1, S325-S330. 
Mehta, V. L., Kokossis, A. C., 1998, "New generation tools for multiphase reaction systems: A validated, 
systematic methodology for novelty and design automation", Computers & Chemical Engineering, 
22, SI 19-S 126. 
Mehta, V. L., Kokossis, A. C., 2000, "Nonisothermal synthesis of homogeneous and multiphase reactor 
networke', AIChE Journal, 46(11), 2256-2273. 
Metropolis, N., Rosenbluth, A. W., Rosenbluth, M. N., Teller, A. H., Teller, E., 1953, "Equation of state 
calculations for fast computing machines", Journal of Chemical Physics, 21(6), 1087-1092. 
Miller, G. A., 1995, "WordNet: a lexical database for EnglislT, Communications of the ACAf, 38 (11), 39- 
41. 
Minsky, M., 1975, "A framework for representing knowledge", In Winston, P. H. (ed. ): The Psycholojy 
ofComputer Vision, 211-277, New York. 
236 
Montolio-Rodriguez, D., Linke, D., Linke, P., 2007, "Systematic identification of optimal process designs 
for the production of acetic acid via ethane oxidation7, Chemical Engineering Science, 62,5602- 
5608. 
Morbach, J., Yang, A., Marquardt, W., 2007, "OntoCAPE-A large-scale ontology for chemical process 
engineerine', Engineering, 4pplications ofArtificial Intelligence, 20(2), 147-16 1. 
Morgenstern, L., Riecken, D., 2005, "SNAP: An Action-Based Ontology for E-commerce Reasoning, In 
Proceedings of Formal Onfologies Afeet Industry, Verona, Italy. 
Namdev, P. D., Patil, T. A., Raghunathan, T. S., Shankar, 11. S., 1988, "Thermal hydrolysis of vegetable 
oils and fats 3. An analysis of design alternatives", Industrial & Engineering Chemistry Research 
27(5), 739-743. 
Neches, R., Fikes, R. E., Finin, T., Gruber, T. R., Senator, T., Swartout, W. R., 1991, "Enabling 
technology for knowledge sharing7, AI Magazine, 12(3), 3 6-56. 
OntoWeb, 2002, "Deliverable 1.3: A survey on ontology tools. OntoWeb - Ontology-based information 
exchange for knowledge management and electronic commerce", IST Project IST-2000-29243. 
Pahor, B., Irsic, N., Kravanja, Z., 2000, "'MINLP synthesis and modified attainable region analysis of 
reactor networks in overall process schemes using more compact reactor superstructure", Computers 
& Chemical Engineering, 24 (2-7), 1403-1408. 
Patil, T. A., Butala, D. N., Raghtmathan, T. S., Shankar H. S., 1988, "Thermal hydrolysis of vegetable 
oils and fats 1. Reaction kinctics", Industrial & Engineering Chemistry Researc& 27(5), 727-735. 
Pinto, H. S., Martins, J. P., 2000, "Reusing Ontologies", In Proceedings ofAAAI2000 Spring Symposium 
Series, Workshop Bringing Knowledge to Business Processes: AAAI Technical Report SS-00-03,77- 
84, Mellow Park, CA. 
Rigopoulos, S., Linke, P., 2002, "Systematic development of optimal activated sludge process designs", 
Computers & Chemical Engineering, 26(4-5), 5 85-5 97. 
Rooney, W. C., Biegler, L. T., 2000, "Multiperiod reactor network synthesis", Computers & Chemical 
Engineering, 24,2005-2068. 
Rooney, W. C., Hausberger, B. P., Biegler, L. T., Glasser, D., 2000, "Convex attainable region 
projections for reactor network synthesis", Computers & Chemical Engineering, 24,225-229. 
Schweiger, C., Floudas, C. A., 1999, "Optimization fi-amework of the synthesis of chemical reactor 
networks", Industrial & Engineering Chemistry Research, 3 8,744-766. 
Staab, S., Schnurr, H. P., Studer, R., Sure, Y., 2001, "Knowledge processes and ontologies", IEEE 
Intelligent Systems, 16 (1), 26-34. 
Studer, R., Benjamins, I- V., Fensel, D., 1998, "Knowledge engineering: principles and methode, Data 
andKnowledge Engineering, 25(1-2), 161-197. 
Swartout, R., Patil, K., Knight, K., Russ, T., 1997, "Towards distributed use of large-scale ontologiee', In 
Farquhar A, Gruninger M, Gomez-Perez A, Uschold M, van der Vet P (eds. ): AAAI97 Spring 
Symposium on Ontological Engineering, 13 8-14 8, Stanford University, CA. 
Supekar, K., 2005, "A peer-review approach for ontology evaluation", In Proceedings of the 81h 
International. Protigi Conference, Madrid, Spain. 
Uschold, M., King, M., 1995, "Towards a methodology for building ontologiee', In IJCAI95 Workshop 
on Basic Ontological Issues in Knowledge Sharing, Montreal, Canada. 
Uschold, M., King, M., Moralee, S., Zorgios, Y., 1998, "The Enterprise Ontology", The Knowledge 
Engineering Review", 13 (1), 31-89. 
Vanderbilt, D., Louie, S. G., 1984, "A Monte Carlo simulated annealing approach to optimisation over 
continuous variables", Journal ofComputational Physics, 56,259-27 1. 
237 
Ward, J. H., 1963, "Hierarchical grouping to optimize an objective function", Journal of American 
Statistical Association, 58 (3 01), 23 6-244. 
Yang, S., Kokossis, A., Linke, P., 2006, "Towards a novel algorithm with simultaneous knowledge 
acquisition for distributed computing envirorunents", Computer Aided Chemical Engineering, 21 (1). 
327-332. 
Zhou, W., Manousiouthakis, V. 1., 2007, "Variable density fluid reactor network synthesis - Construction 
of the attainable region through the IDEAS approach", Chemical Engineering Journal, 129 (1-3), 91- 
103. 
Zhou., W., Manousiouthakis, V. 1., 2009, "Automating the AR construction for non-isothcrtnal reactor 
networks", Computers & Chemical Engineering, 33 (1), 176-180. 
23 8 
APPENDIX 1. 
Single Phase Process Representations 
A1.1 Introduction 
The superstructure representation employed for single phase systems involves reactor 
units, raw material sources, product sinks and all the physically possible connections 
between them through mixers and splitters, which are realised through a stream 
network. The reactor network superstructure representation employed in this work 
follows Mehta & Kokossis (1997). 
A1.2 Variables and Parameters for the Components of the 
Superstructure 
Previous to the formulation, some basic index sets for the superstructure elements are 
presented: 
RU {ru is a reactor unit) 
F (f is a raw material source) 
P {p is a product) 
SP (sp is a splitter) 
MI {mi is a mixer) 
CP (cp is a component) 
2^319 
SKru 
RX 
{sk is a well-mixed sub-unit of ru c= RU ) 
(rx is a reaction) 
Partitions of the previous basic index sets include the following subsets: 
RuA fru. I ru r= RU is an active reactor unit) 
FA (f f r= F is an active raw material source) 
PA (p p r: P is an active product) 
SpA (Sp I Sp E SP is an active splitter) 
SPF (Sp Sp r f= SpA splits a raw material fEFA 
SpRU {Sp Sp E SpA splits the outlet of unit ru c RUA ru 
Su {sp I sp r: SPA splits the outlet of sub-unit sk E SK. Of ME RUA Pluk 
S PPP (Sp I SP C SpA splits a product stream p 4=- pA I 
MIA {mi I mi E MI is an active mixer) 
MIRU {mi I rni c MIA is a mixer prior to sub-unit sk r= SK of ru E RUA ru, sk ru 
miPRU 
lu Imi I mi r= MI' is a final product mixer of ruE RUA 
MIP (mi I MiCMIA is a mixer of product p6 pA P 
RxA {rx I rX E RXisanactive reaction of ruERUA) TU 
C PPP (cp cp r: CP is a component in product p r= P' 
CpF f {Cp Cp E CP is a component in the inlet of sp r= SPfF 
CpRU 
U 
{cp cp r= CP is a component in the outlet of sp F- SPýRu 
Based on the previous sets, the variables employed in the formulation of the 
superstructure are defined. 'Me following set of variables includes the flow rates of each 
component through splitters and mixers: 
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FDf,, p 
{component flow rate through splitters spe SPfy ) 
INRruýsk, 
cp 
(component flow rate at the inlet of sub-unit sk c= SK,, through mixer 
Mic ml, ) ru, sk 
INPR, 
u, cp 
(component flow rate through mixers mi r= MIPRu ru 
PmRU OUTRru, cp 
{component flow rate through splitters spE Su 
OUTSKr%sk, 
cp (component flow rate at the outlet of sub-unit sk r= SK. through 
splitter sp r= SPLu ) 
,P (component flow rate through mixers miE MIP) INPP, P 
OUTPP, 
cP 
(component flow rate through splitters sp E SPP' ) 
The next set of variables includes the split fractions of streams connecting splitters to 
mixers of the superstructure: 
SFRf,.,, k (fraction of FDf p entering mixer mi 
E MIRu ) 
rusk 
SFPf, 
p 
{fraction of FD,,, entering mixer mi E MIP p 
Mie MIRU ) SRRr. 
m, * 
(fraction of OUTRr. cp entering mixer rusk 
SRP,,, 
p 
(fraction of OUTR,, entering mixer MiE MIP) ICP p 
SPRp, 
ru, sk ffmction of OUTPP,, p entering mixer mi E Ml' 
) ru, sk 
SKP,. ffraction of OUTSK entering the product mixer mi r= MIPRu , sk rusk, cp ru 
Variables related to the reaction rates are: 
RXRrxju, 
sk {specific reaction rate of reaction rx EE RXAu in A Ei SK., of ru r: RU' ) 
0 (stoichiometric coefficient of component cp E CP in reaction rX E MA 
I 
rX. CP ru 
V, (volume of reaction unit ru E RU' ) 
Cmsk (holdup in sub-unitsk E SK., which is expressed as a fraction) 
I 
A1.3 Mathematical Formulation 
The mathematical formulation for the superstructure is defined as follows. Initially, the 
balance equations around the mixers are considered. Mixers Mlb'uu are fed by streams 
from any splitter SPF and SPý'- and mixers Mir receive streams from any splitter jru*tru 1P 
SpRU. 
ru 
Mir = MIRU Initially, the balance equations around mixers ., k prior to reactor units are 
defined as: 
JFDf,,, 
P-SFRf,., ýk+ 
JOUTRr, 
cp-SRRriusk+PREV., k+ 
fe FA rr= RUA 
I 
OUTPP, 
cp - SPR p,,,,, ýk - 
INR ru, sk, cp : -- 0 
P, PA 
(A1.1) 
VcpE CP, ruE RUA skr= SK. 
PREVsk-I 2-- 0 
PREvske 
SK. \Il) = OUTSK., sk-,, cp -(I - 
SKP., 
sk-1) 
MIPRU. For outlet mixers of the reactor unitsMiE ' ru , 
2: OUTSKruskcp * SKP., sk - OUTR ru, cp = 
skESK, 
(Al. 2) 
VCPE CP, rUE RUA 
For network product mixers mi r= MIP: P 
2: FDf 
ICP 
* SFPfp+ 2: OUTR.,, P. SRP., P-OUTPPcp=o feF A rue RUA 
(Al. 3) 
V Cpe Cp, pe pA 
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Next, the balance equations describing the well-mixed cells skcz Wný of the reactor 
units are presented: 
INRru, 
sk, cp +I Vrxcp - 
RXRfxjusk 
Cru, sk ' 
V. 
_ OUTSKruskcp ý- 0 
rxeRX. A 
ISK,, l 
(AIA) 
VcpE CP, ruE RUA skE SK. 
The following constraints for the splitters need to be satisfied for a structure to be 
feasible. Structural feasibility is principally related to the active connections between 
the mixers and splitters and is checked after a move is applied. For the split fractions 
associated with splitters SPf" : 
Z I: SFRfrusk+I: SFPfP-1=0 
ruGRUA skr. SK PE PA 
(A1.5) 
VfEF 
RU 
For the split fractions associated with splitters Pý 
SRRx,,, 
ýk + 
SRP,, 
p -I=0 
mpA rurm RUA sk-e SK pr 
(Al. 6) 
VrE RUA 
For the split fractions associated with splitters SPPP : 
2] 
, 
j: SPRPwu-1=0 
nle RUA ske SK,. 
(Al. 7) 
P4- pA 
The set of non-linear equations is solved using the NEQLU routine by Chen & Stadtherr 
(1982). 
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APPENDIX 2. 
D00 igital Certificates Construction for Single 
Phase Systems: Numerical Illustration 
A2.1 Introduction 
Digital certificates are issued for each optimisation solution as a result of the 
deployment of an inference engine (CLIPS). In order to develop the set of rules used as 
an input to the inference engine, a close study of the active reactive units of the 
superstructure and their connections is performed. The aim is to combine active reactive 
units into reactive zones depending on the mixing pattern favoured. Connections in the 
fon-n of recycles and bypasses that relate to these reactive zones are taken into account 
to later be represented by the digital certificates. The study consists of different analysis 
translated into rules,, which can be summarised as follows: 
e RULE 1. Reactor network reduction. 
* RULE 2. Reactor network redistribution. 
o RULE 3. Reactive zone classification. 
s RULE 4. Zone network reduction. 
9 RULE 5. Feeding distribution limitation. 
* RULE 6. Connections study. 
After the execution of the rules related to these studies, a simplified equivalent structure 
is obtained. Apart from reducing the complexity of the superstructure representation, 
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this study allows, during the clustering process, comparisons between structures and 
detecting the frequency of a solution occurrence. Consequently, monitoring the search is 
possible. 
This section includes examples of scenarios where the rules developed for the 
construction of digital certificates are applied. The examples presented, correspond to 
solutions obtained for the Van de Vusse reaction Case A (example presented in Chapter 
3), for which the objective is to maximise the outlet concentration of component B. The 
values of the limits imposed are indicative and, although appropriate for the application, 
could well be modified according to user preferences. 
A2.2 Reactor Network Reduction: Delete Reactor 
In this work, the reactor network performance measure to optimise for single phase 
systems is the concentration of a given product. Reactor mixing patterns have influence 
on such concentrations. This rule refers to reactors with marginal contribution, which 
are removed from the network. The aim is to reduce the network by disregarding 
irrelevant units. For this purpose, the active reactors are submitted to a concentration 
distribution study. Those active reactors which do not increase / decrease the reference 
component concentration by more than 5% respect to the maximum concentration value 
of the network, are not longer taken into consideration as part of the structure. The 
reference component is the one of which the performance measure is based on. 
Notice that the selection of the appropriate percentage used to account for the marginal 
contribution of a unit strongly depends on how sensitive the application to this 
parameter is. In order to select this parameter a balance has to be done between the 
simplification achieved and the easiness of the system to converge solution simulations. 
In stochastic optimisation, new solutions are simulated by applying a change to a given 
structure. The NLE solver (Chen & Stadtheff, 1982) used to simulate each structure 
takes, as initial guesses for the variables, the values of the structure from which the new 
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solution Is generated. A big value of this parametcr(e. g. 10`0 will allo\\ t'()r the 
simplification of several cases but at the sarne time mll nnplý less convergence per 
solution once the simulation ofne\, \ structures occurs. I'll's is because the initial guesses 
for the variables correspond to the structure from v-hich the nc\% solution is generated 
and therel'ore are "far away" from the solution. A small value of this parameter (e. g. 
I%) will allow for the simplification of tev\er cases but at the same time \\ill tacilitate 
the convergence per solution of the simulations performed once mo\ es are applied. In 
this case, the initial guesses for the variables that correspond to tile \ alues in the 
solution of the structure from which the new solution is generated are "close" to tile 
actual solution ofthe simulation. 
An example ofthis sirnpli fication is shown in Figure A2.1. Fhe initial structure consists 
of t'our reactors in series. 
InIlKil , truclurc 
0-111''I'll''I'll iiiiiii" !!!!: ý ...... .................. . ............ 
11 
'.. ý, trl)Ct Urc at I cr RuIcI 
IIi: I 
Figure A2. I. III ustrative example of a netvNork and its simp II ficat ion after app Iv ing Rule I 
Figure A2.2 shows the concentration of desired component 11 (CO respect to the 
volume of the network for both the initial and the simplified structure obtained after 
deleting the third reactor. 
, 4o 
4.0 
15 
3.0 
2.5 
2.0 
1.5 
1.0 
0.5 
0.0 
to 15 20 25 30 
Volume (I. ) 
-initial structure -RI 
- initial structure - R2 
-initial structure - R3 
initial structure - R4 
0 structure afler Rule I- RI 
" structure after Rule I- R2 
" structure after Rule I- R3 
Figure A2.2. CB VS- the volume of a network and its simplification after applying Rule I 
The maximum CB reached for each reactor and the volume distribution is also 
represented numerically in Table A2.1. 
Table A2.1. Maximum CB achieved and reactor volumes of a network and its simplification after applying 
Rule I 
Initial structure Structure after Rule I 
CB (mol/L) Volume (L) % Volume % CB CB (MOI/11) Volume (L) % Volume % CB 
R1 2.4947 11.86 40.62 68.30 2.4947 11.86 42.48 68.36 
R2 3.4231 8.02 27.47 25.42 3.4231 8.02 28.72 25.44 
R3 3.4898 1.28 4.38 1.83 3.6492 8.04 28.80 6.20 
R4 1 3.6524 8.04 27.53 4.45 1- - - - 
Network 1 3.6524 29.20 100.00 100.00 1 3.6492 27.92 100.00 100.00 
Taking a closer took at the maximum CB achieved in reactor 3 (R3) for the initial 
structure, it can be seen how the change in concentration achieved in this reactor is not 
relevant to the network. With an increase0f CBof 0.07 mot/L, it only represents 1.83% 
of the maximum CB achieved in the network (3.6524 mol/L). Accordingly, this reactor 
can be eliminated and not be taken as part of the structure for further considerations. 
Notice that the fourth reactor from the initial structure is not removed (even though its 
maximum change in CB is below 5%). The removal of the fourth reactor along with the 
deletion of the third reactor, would result in an overall change on CB greater than 5%. 
When comparing the performance achieved by the network with that attained by the 
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simplified structure, differences of 0.09% decrease are obtained. As a result of this 
simplification, a simpler equivalent structure is obtained and more than likely, less 
computational efforts are required to solve the structure in further optimisation stages. 
The maximum value Of CB achieved in each reactor is taken to avoid deleting a reactor 
in which the CB peaks and its inlet and outlet CBs are very similar. If this reactor was to 
be deleted and it was followed by another smaller one, the following reactor could see 
an increase in CB and the removal of the unit would have resulted in very different 
network performances. 
A2.3 Reactor Network Redistribution 
The connectivity between reactors may become complex and, sometimes, the sequential 
connection of the reactors represented in the network may not follow the "main flow 
path" connection. Reactors may be connected through recycles and bypasses in such a 
manner that the resulting layout is equivalent to rearranging them in a different order. 
As long as the reactor connectivity remains unaltered, changing positions according to 
the "feed-main flow path" and / or the "bypass-main flow path" is considered. 
Figure A2.3 shows an example of a structure where the "main flow path" is in red. 
091 
095 
Initial case 005 5 009 0 
118c=, 
0,82 
018 
&05 r- 
Equivalent case r-m 
Ii- 
.................. ................ ...................... (after applying Rule 2) 095 082 0 91 
OD9 
Figure A2.3. Illustrative example of network redistribution (Rule 2) 
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As it can be seen, the sequential connection of the reactors does not match the "main 
flow path" connectivity between them. In the initial case, most of the flow fed to the 
network (95%) is bypassed to the second reactor from which most of its outlet flow 
(82%) is sent to the first reactor. Due to the fact that significant flow that is bypassed 
from the first to the third reactor also exists, swapping positions for the first two 
reactors can be done. After rearranging the position of the reactors in terms of the "main 
flow path", the structure is represented in a much straightforward way that allows easier 
recognition of the actual sequence of reactors and their interconnections. 
Figure A2.4 plots the concentration of desired component B (CB) respect to the volume 
of the network for both the initial and the rearranged structure. 
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I structure after Rule 2- R4 
Figure A2.4. CB vs. the volume of a network and its simplification after applying Rule 2 
The maximum CB reached for each reactor and the volume distribution is also 
represented numerically in Table A2.2. As it can be seen no differences in the final 
performance are observed. 
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Table A2.2. C13 achieved and reactor volumes of a network and its simplification after applying Rule 2 
Initial structure Structure afttr Rult 2 
Cs (mol/L) Volume (L) % Volume Ca (movL) Volume (L) % Volume 
RI 2.7926 2.36 8.37 2.4159 10.18 36.14 
R2 2.4159 10.18 36.14 2.7926 2.36 9.37 
R3 3.5164 8.68 30.82 3.5164 8.68 30.82 
R4 3.6530 6.94 24.67 3.6530 6.94 24.67 
Network 3.6530 28.15 100.00 3.6530 28.15 100.00 
A2.4 Reactive Zone Classification 
Two sub-studies are carried out regarding the classification of the reactive zones in 
terms of the mixing policy they present: pattern identification. (Rule 3a) and 
combination of reactors into reactive zones (Rule 3b). 
A2.4.1 Pattern Identification 
Reactor units are classified in the following categories depending on the mixing pattern 
their present: 
9 PFR: PFRs without or with a low degree of back-mixing (recycle fmction of the 
outlet flow lower than 12%). 
9 Mid-mixed: PFRs with a medium degree of back-mixing (recycle fraction of the 
outlet flow between 12% and 60%). 
Well-mixed: CSTRs and PFRs with high degree of back-mixing (recycle 
fraction of the outlet flow over 60%). 
PFRs with recycle fractions over 60% are included in the category of well-mixed 
reactors and their behaviour is approximated by a CSM In order to determine this 
limit, a study of the effect of the recycle fraction on the performance of a PFR has been 
carried out for different reactor volumes while being compared with the Performance of 
a CSTR of the same volume. 
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The study of four PFRs of 10 L, 20 L, 40 L and 50 L with a recycle ranging between 
10% and 90% is presented below. For each case, the lowest recycle fraction which 
maintains the objective function value (OFV) within a 10% of the single CSTR 
performance is selected. Figure A2.5, Figure A2.6, Figure A2.7 and Figure A2.8 show 
the concentration profiles of component B for each case. The following tables 
summarise the perfon-nance deviation for each case respect to that of a CSTR. 
The results obtained for a 10 L PFR (Table A2.3), suggests that the effect of a fraction 
between 50% and 60% on the performance makes the behaviour of this reactor 
comparable to a CSTR. 
Structure Recycle fraction(%) CB(mol/L) Deviation(%) 
CSTR - 2,3362 - 
10 2.7942 19.60 
20 2.7525 17.82 
30 2.7082 15.92 
40 2.6614 13.92 
PFR 50 2.6122 11.81 
60 2.5607 9.61 
70 2.5072 7.32 
80 2.4518 4.95 
90 2.3947 2.51 
Table A2.3. Comparison Of CB for a CSTR and a 
PFR of 10 L for different recycle fractions 
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Figure A2.5. CB VS- volume for a CSTR and a PFR of 
10 L for different recycle fractions 
As the volume increases (cases 20 L, 40 L and 50 L), the range between 60% and 70% 
appears to be the best option (Table A2.4, Table A2.5 and Table A2.6). Consequently, a 
recycle fraction of 60% is chosen for being the common limit detected in the four cases. 
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Structure Recycle fraction Ce (mol/L) Deviation 
CSTR - 2.8885 - 
10 3.4510 19.48 
20 3.4207 18.42 
30 3.3832 17.13 
40 3.3379 15.56 
PFR 50 3.2844 13.71 
60 3.2224 11.56 
70 3.1516 9.11 
80 3.0720 6.35 
90 2.9842 3.31 
Table A2.4. Comparison of CB for a CSTR and a 
PFR of 20 L for different recycle fractions 
Structure Recycle fraction CO (mol/L) Deviation 
CSTR - 3.0533 - 
10 3.4268 12.23 
20 3.4416 1172 
30 3.4487 12.95 
40 3.4459 12.86 
PFR 50 3.4303 12.35 
60 3.3987 11.31 
70 3.3479 9.65 
80 3.2748 7.26 
90 3.1769 4.05 
Table A2.5. Comparison Of CB for a CSTR and a 
PFR of 40 L for different recycle fractions 
Structure Recycle fraction (%) Cm (mol/L) Deviation 
CSTR - 2.9976 - 
10 3.2407 8.11 
20 3.2722 9.16 
30 3.2976 10.01 
40 3.3145 10.57 
PFR 50 3.3193 10.73 
60 3.3079 10.35 
70 3.2751 9.26 
80 3.2155 7.27 
90 3.1241 4.22 
Table A2.6. Comparison Of CB for a CSTR and a 
PFR of 50 L for different recycle fractions 
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Figure A2.6. CB VS. volume for a CSTR and a PFR of 
20 L for different recycle fractions 
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Figure A2.7. CB VS- volume for a CSTR and a PFR of 
40 L for different recycle fractions 
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Figure A2.8. CB vs. volume for a CSTR and a PFR of 
50 L for different recycle fractions 
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A2.4.2 Combination of Reactors into Reactive Zones 
Two design features are taken as the criteria for grouping reactor units into reactive 
zones: i) recycling (Rule 3b. 1) and ii) mixing pattern (Rule 3b. 2). 
i) ReUcling 
Reactor units can be merged into a single reactive zone if they are enclosed in a recycle. 
The resulting reactive zones are classified into the categories presented previously 
(section A2.4.1) depending on the recycle fraction: 
9 Recycle fractions between 12% and 60% that involve more than one reactive 
unit, will turn the parts affected into a new reactive zone. This will be classified 
as a mid-mixed zone independently of the mixing types combined. 
* Recycle fractions of more than 60% that involve more than one reactive unit, 
combine the zones affected into a well-mixed zone. 
* Recycles between reactive units that are smaller than 12%, do not merge units 
into reactive zones. Their presence is considered to be a minor design feature 
and not an important design trend. 
The same limit values as for the approximation of a PFR with recycle to CSTR (section 
A2.4.1) are taken here. 
In order to illustrate this simplification, an example of merging reactors by the action of 
a recycle stream is presented in Figure A2.9. The first two PFRs from the initial 
structure are combined in a well-mixed zone whose behaviour can be approximated by a 
CSTR reactor. 
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Initial structure 
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095 
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Structure after Rule 3b. I 
51 5 1, IOL , 
Figure A2.9. Merging by recycles: Illustrative example of a network and its simplification after Rule 3b. I 
If the performances of these two structures are compared (Figure A2.10), it can be seen 
how both OFVs do not differ from each other substantially (deviation of 1.06%). it can 
be concluded that the effect of the recycle on the pair of PFRs can be approximated by 
the mixing pattern of a CSTR. 
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Figure A2.10. CB VS. the volume of a network and its simplification after applying Rule 3b. I 
ii) Mixing pattem 
A series of PFRs can be merged into a single reactive zone provided that no recycles / 
bypasses around them are present. CSTRs are excluded from this rule. 
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In Figure A2.12, the concentration of component B versus the network volume for two 
cases is plotted. As an initial structure, a network consisting of four equal PFRs in series 
is considered (Figure A2.1 1). The simplified structure consists of a single PFR with the 
same total volume. 
Initial structure 
0-11,11,1111'ýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýiýýýýýýýýýýýýýýýýýýýýýýýýýýilli, ýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýýý ............. 
5L5L 51,5 L 
0%0 
Structure after Rule 3b. 2 
20 L 
Figure A2.1 1. Merging by unit type: Illustrative example of a network and its simplification after applying 
Rule 3b. 2 
The concentration profile Of CB along the network evolves in a similar manner in both 
cases (Figure A2.12). 
4.0 
3.5 
3.0 
2.5 
2.0 
1.5 
1.0 
0.5 
0.0 
0 0/ 
0 initial structure -RI 
0 initial structure - R2 
0 initial structure - R3 
initial structure - R4 
structure after Rule 3b. 2 - R) 
05 10 15 20 
Volume (L) 
Figure A2.12. CB VS- the volume of a network and its simplification after Rule 3b. 2 
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I he ditTcrcncc in the OFV (deviation of' 1.7 %) observed (Table A2.7) is clue to tile 
diffcrcnt number ofdiscrctisation points (different numbcr of equal volume CSTRs) by 
\ý-Ijjcjj tlic plLig jjo%ý liell, 1% jour is approximated. 
I able A2.7. (',, achicýcd and reactor ýolurnes for a network and its simplification after Rule 3b. 2 
Initial structurc Structure after Rule 3b. 2 
(Illoll. ) N ollillic (L) ("I (moll') Volume (L) 
Rl 1 9359 5 oo 3.4749 20 00 
R2 2 9851) - 
R3 3 3433 5.00 
R4 1 513X 5 00 1 - 
Nrl%sork 3 S31H 20.00 1 3.4749 
ýO 
In the partICLIlar case where a small CSTR is placed directly before or after a IIFR, ifthe 
VOILIMC Of 111C CS IR is as big its the %, OILIIIIC ol'a CSTR within the PFR approximation, 
reactors are merged and the CSTR is considered as an extra CSTR that I*orins part ofthe 
III- R. 'I lie resulting PI- R size becomes equivalent to the sum of the VOILImes of tile 
rcactors iil%, ol%-cd. 
1-1ý! urc A2.13 shows an cxample oftills sccnarlo. Thc simplified structure (oll the right) 
1', IIIC I-CSUlt ()t'COIISILICI'lllg thC sccond USTR as part ofthc PFR that follows it. 
Initial ýtructun: Structure after Rtile 3h. 2 
7.1 lý 17 87 1, 
I- 1gure A2.13. Ivierging by unit type ("sniall" CSTR case): Illustrative example ol'a network and its 
Simplification after applying Rule 3b. 2 
.I lic sccond US] R 1'"onl flic Initial structUl-C is SIMIllCl' In si/e than a SLib-CS'I'IZ (2.25 L) 
bcIonging to dic 161lowing PI-R. Thc prolilc ot'(',, along the network for both stlictures 
is shomi in Figurc A2.14. 
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Figure A2.14. CB vs. the volume of a network and its simplification after Rule 3b. 2 ("small" CSTR case) 
As it can be seen in Table A2.8, the PFR from the simplified structure (R2) performs 
closely to how the second and third unit from the initial structure do together. The 
difference in the final performance of the network represents a deviation of 0.21 %. 
Table A2.8. CB achieved and reactor volumes for a network and its simplification after Rule 3b. 2 ("small" 
CSTR case) 
Initial structure Structure after Rule 3b. 2 
CB (mol/L) Volume (L) % Volume % C, CB (Mol/L) Volume (L) % Volume %('a 
RI 
R2 
R3 
2.3914 
2.7560 
3.6257 
10.60 
2.13 
15.74 
37.23 
7.48 
55.29 
65.96 
10.06 
23.99 1 
2.3914 
3.6182 
- 
10.60 
17.87 
- 
37.23 
62.77 
- 
66.09 
33.91 
- 
Network 3.6257 28.47 100.00 100.00 1 3.6182 28.47 100.00 100 
A2.5 Zone Network Reduction: Delete Reactive Zone 
Reactive zones with marginal contribution to the change of the reference component 
concentration with respect to the maximum value attained in the network are removed 
from the network. If the change is smaller than 5%, the zone is not longer considered as 
part of the solution. Only those zones that are not connected with others by 
interconnections (recycles and bypasses), apart from sequential connections, are 
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considered for this simplification. The zone network reduction is performed in a similar 
rationale to the reactor network reduction previously explained (section A2.2). 
A2.6 Feed Distribution Limitation 
Simplifications in the 1eed distribution of the network are also performed. No feed 
distribution is considered in the network if the first reactive zone receives a fraction of 
the total feeding flow between 70% - 95% (upper optimisation bound). 
In order to determine this limit, a study of the effect of the degree of feeding distribution 
on the performance has been carried out for different networks consisting of different 
types of reactors and sizes. The limit is determined allowing a maximurn performance 
deviation of 5% with respect to the case where no feed distribution is allowed, For 
illustration purposes two of these cases are presented. In nellmrk I (Figure A2.1 5), two 
PFRs in series of5 L are considered. Nelimrk 2 (Figure A2.16), consists of two cs-rp's 
in series ot'20 L each. For both networks, Case A represents the network where the feed 
is distributed between the units. X is the feed flow fraction to the irst unit In Case fi B, 
all the feed is fed to the first unit. 
Network I 
Case A ( itsc 11 
]-x 
1, ý 1. ýIý, I 
Figure A2.1 5. Possible equivalent configurations for network I depending on tile degree of feed 
distribution 
Network 2 
Case A 
Figure A2.16. Possible equivalent configurations for network 2 depending on the degree of feed 
distribution 
Different feed distributions ranging from 10% to 90% for Case A are considered below 
(Figure A2.17 and Figure A2.18 for network I and Figure A2.19 and Figure A2.20 for 
network 2). If the performances of both cases for each network are compared, it can be 
seen how insignificant the effect of distributed feed for X= 70 - 90% in Case A is 
respect to Case B (deviation smaller than 5%). 
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Figure A2.17. CB VS- the network volume for 
different degrees of feed distribution above 70% for 
network I 
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Figure A2.18. CB VS- the network volume for 
different degrees of feed distribution below 70% for 
network I 
Considerable differences start to appear between cases A and B as X takes values below 
70% (Figure A2.18 and Figure A2.20). As X is decreased, higher CB in the first unit is 
obtained whereas the CB attained by the second reactor decreases. 
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The deviation Of CB attained in Case A respect to Case B for both networks is also 
represented numerically in Table A2.9 and Table A2.10. 
Table A2.9. Deviation of final C13 for different degrees Table A2.10. Deviation of final CB for different 
of feed distribution for network I degrees of feed distribution for network 2 
Network I 
reed distribution 
fraction: X 
Ca (Mol/L) deviation 
Case B - 2.8859 - 
40 2.5652 11.11 
50 2,6538 8.04 
60 2.7221 5,68 
Case A 
70 2.7762 3.80 
80 2.8199 2.29 
90 2 8559 1,04 
4,0 - 
3s 
I ot 
II 
20 
15 
10 
05 
nn 
Network 2 
feed distribution 
fraction: X 
Cm Onol/L) deviation 
Case B - 33354 
40 29760 W77 
50 3.0533 8.46 
60 3.1241 6.34 
Case A 
70 3.1876 4.43 
80 12436 2.75 
90 3.2927 1.28 
The limit, over which feed distribution is ignored, is chosen to be 70%. Similar 
performances are achieved for both cases when the degree of feed distribution is over 
this limit (deviation smaller than 5%). Notice that if feed distribution is not considered, 
the two PFRs from network I would be merged in a single reactive zone (as explained 
in section A2.4.2), resulting in one PFR of 10 L. The performance would not change 
and the structure would become less complex. 
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A2.7 Connections 
As the above studies are performed, connections (recycles and bypasses) are also 
rearranged together with the rest of the components of the network. They are classified 
as intra- and interconnections and their existence is registered. No alterations in the 
solutions are performed by this study. 
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APPENDIX 3. 
Multiphase Process Representations 
A3.1 Introduction 
The superstructure representation employed for multiphase systems involves RMX 
units, raw material sources, product sinks and all the physically possible connections 
between RMX units through mixers and splitters, which are realised through a stream 
network. The mathematical formulation for the multiphase reactor network 
superstructure follows Linke & Kokossis (2003a) and consists of material balances 
around the modelling components of the superstructure. In this section, the variables 
and equations that form the mathematical model of the superstructure consists are 
presented. 
A3.2 Variables and Parameters for the Components of the 
Superstructure 
Previous to the formulation, some basic index sets for the superstructure elements are 
presented: 
S {s is a state) 
RMX {rrnx is a reactor / mass exchanger unit) 
F, {f is a raw material source in state s c: S 
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lp is a product in state, sES) 
Sp. (sp is a splitter in state sES) 
MIS (mi is a mixer in state seS) 
CP. (cp is a component in state sEz- S) 
SKs, 
mx 
{sk is a well-mixed sub-unit in state s c= S of in the compartment of 
rmx (=- RMX) 
RXs {rx is a reaction in state s c= S 
Partitions of the previous basic index sets include the following subsets: 
sT * {s 
IsES is an adaptable state to s* r= S S 
p, MXA frmx I nnX E RMX is an active reactor / mass exchanger unit) 
FA {f fEF, is an active raw material source in state s r= S 
pA {p p (=- P, is an active product in state sES 
Sp, A 
sps, 
,f 
spzx 
SP 
sp, p, 
p 
MIA 
s 
MIRMX 
s. nnx, sk 
MIPRMX 
s, nnx 
mip 
S, p 
{sp sp (=- SP, is an active splitter in state sES) 
Isp sp c- SP, ' splits a raw material stream feF. ' 
{sp sp r= SP, ' splits the outlet of unit nnx E RMXA 
fS131 SPCSpA splits, the outlet of sub-unit sk e SK,,.,, of 
nnx r: RMX'} 
pAj sp sp r= SPA splits a product stream PES 
{Mi Mi E MI, is an active mixer in state s c: S 
(mi mi e MIA is a mixer prior to sub-unit 
,. 
MXA) MIX C p 
Imi mi (=- MIA is a final product mixer of rmx E R. MXA 
MIA (Mi mie 
. 
isamixerofproductpr=PA} 
sk r= SKs, rm of 
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MIX 4- pMXA RxA s, nnx {rx I rx c=- RXs is an active reaction in in state s r= S 
Based on the previous sets, the variables employed in the formulation of the 
superstructure are defined. The following set of variables includes the flow rates of each 
component through the synthesis units, splitters and mixers: 
FD {component flow rate through splitters sp Ez- SP' Bf 'CP s, f 
INRs, 
mv, sk, cp {component flow rate at the inlet of sub-unit AE SK,, rm through mixer 
Mi 4=- MIRMX s, mx. sk 
INPRs, 
rm, cp 
{component flow rate through mixers mi r= Mls'ýý I 
OUTRs, 
mx, cp 
{component flow rate through splitters spr= SP= sjMx 
OUTSKs, 
_,, sk, cP 
{component flow rate at the outlet of sub-unit skESKs, mx through 
splitter sp EE Sp=k ) 
W., {component flow rate through mixers Mi E Ml' ) PICP S, P 
OUTPý, 
P,, P 
{component flow rate through splitters sp r= SP' ) S, P 
The next set of variables includes the set of split fractions of streams connecting 
splitters to mixers of the superstructure: 
SFR Ifraction of FDsf, cp entering mixer mi e 
MIR'Ox 
,k s, s*, f, rm, sk SOJM 
SFP,, sof, p 
(fraction of FD sf cp entering mixer mi r= 
MI P) 
S, p 
SRRs, 
s*, r, mx, sk ffraction of OUTR, entering mixer mi E 
MIRý, 4x 
Ir. Cp s*, rMX, sk 
SRP,, ffraction of OUTR entering mixer mi ci MI ") S*. r, p SITICP S, p 
SPRs, 
s*, p, r=, sk ffraction of OUTPs, p,, p entering mixer 
Mi E MI'X k so. rmx, 
SKP,,,., 
sk 
Ifraction of OUTSK,,., k, p entering 
the product mixer mi e MIPRmx s, "nX 
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Variables related to the reaction and mass transfer rate are: 
RXRs, 
rx, mx, sk 
{specific reaction rate of reaction rx E=- RXA ,, mx in sk E SKsrmx of 
nnx (=- RMX' I 
us^CP {stoichiometric coefficient of component cp E CP, in reaction 
XA ) rx ER smx 
V". {volume of reaction unit rmx e RMXA) 
CS, 
rmx, sk (phase hold-up of state SES in sub-unit ) 
MTRs*, 
sjuLx, sk, cp 
{rate of mass transfer from s* (=- s E=- S to AE SK,,. ) 
The mass transfer rates are calculated following Mehta & Kokossis (1997,2000) and 
Mehta (1998), where details on the calculations of the mass transfer rates for different 
mixing and flow directions that can be found in the RMX units are given. The mass 
transfer rates are calculated following the film theory and depend on the mass transfer 
coefficients, the phase equilibrium relationships, the interfacial areas and the 
effectiveness factors. 
A3.3 Mathematical Formulation 
The mathematical formulation for the superstructure consists of material balances 
around the components of the superstructure and is defined as follows. Initially, the 
balance equations around the mixers are considered. Mixers MI 
RMX 
are fed by streams s, irm, sk 
from any splitter SpF and SPRý'x and mixers MIP. receive streams from any SS sjrmx*irmx S'1P 
splitter SPRmx S'rMX 
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For mixers Mi E MIRMX ,,.,, k prior to RMX compartments: 
2: + 2: Y OUTR SRR + PREVFk ,Z 
FDs*, fcp * 
SFRs*, 
s, f, mx, sk -j Z, s*. r, cp 
' s*, s, rrmx, sk 
s *ES fE Fe s*ES re RMXA 
(All) 
+ OUTP,., P, r - 
SPR - INR 0 ,p s*, s, pimsk snnx. sk, cp S*ES pE P. e 
Vs E=- S, cp E CP., rmx E=- RMXA, skc= SK,, rm 
PREV, k=l =0 
PREV, 
keSK$, fmx\fl)= 
OUTSKs. 
nnxsk-lcp * 
(I 
- SKP,, rm, sk-I 
For outlet mixers of the RMX unitsMiE Ml. 
r: 
'rM 
JOUTSKs, 
mx, sk, cp * SKPs, mx, sk - 
OUTRs, 
nnx, cp : -- 
0 (A3.2) 
skr=SK 
Vs c= S, cp (=- CP,, rmx c= RN4XA 
MiE MISPP. 
For network product mixers 
EZFDs*, 
f, cp, 
SFP,., 
s, f, P+E 
JOUTR30. 
rm, cp*SRPso, s, mx, P-OUTPs, p, cp=o (AM) S*F-Sfe F, ý S*r=SrmxeRMXA 
VSES, Cp E: - CPS ,PE: - 
PS 
Next, the balance equations describing the synthesis units are presented. The balance 
equations for the well-mixed cells skESK,, rm of the 
RMX units are: 
INRs, 
rmx, sk, cp 
+vs, 
rx, cp - 
RXRs, 
rx, rmxsk 
Cs, 
nnx, sk * 
Vs, 
nux 
+ I: MTRso. 
s, rmx, sk, cp S. r rxe RXA 
ISK 
s, rm 
I 
msýjsj B, F= (A3.4) 
- OUTSKs, nnx, sk, cp "": 
0 
VSES, CPE CP,, nnXE RAjXA , sk E SK,,,,.. 
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The following constraints for the splitters need to be satisfied for a structure to be 
feasible. Structural feasibility is principally related to the active connections between 
the mixers and splitters and is checked after a move is applied. For the split fractions 
associated with splitters SP. yf : 
E 1: SFRs, 
s*, f, mx, sk+ 
Z SFP,, f, p -I=0 mixe RMX' ske SK pe P., 
(A3.5) 
A VsES, f E F, ' 
For the split fractions associated with splitters SP= : 
SRRs, 
s*, r, rmx, sk+ 
1: SRPs,,, 
p -I=0 rmxe RMXA ske SK pe P., 
(A3.6) 
V sES, rE RIVLX 
TSRR 
S, S*, t, T, sk 
skeSK 
Vsc: S, rE FjqXA (AM) 
For the split fractions associated with splitters SPP 
.P 
SPRs, 
s*, p, nnx, sk -1=0 
mxe RM)(' ske SK 
(A3.8) 
pA Vsr=S, pEi . 
The set of non-linear equations is solved using the NEQLU routine by Chen & Stadtherr 
(1982). 
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APPENDIX 4. 
Digital Certificates Construction for Multiphase 
Systems: Numerical Illustration 
A4.1 Introduction 
For inultiphase systems. digital certificates and With flic", compact diuital certificates, 
are issued for each solution as a result of the deployment of an interence engine 
(CLIPS). In order to develop the set ofrules used as an input to the inference engine, a 
close study ofthe active units of the superstructure and their connections is performed. 
The set of rules relate to active RMX units and connections bet"veen them. Rules are 
applied to each of the phases provided that the nature of the contacting phenomena 
between phases is not altered, i. e. the mass transfer distribution and flow arran-gement of 
the RMX units remain unchanged. 'rhe rules can be sumi-narised as follows: 
RULFI 1. RMX network reduction. 
MJLF, 22. 
Phase compartment classification - pattern identification. 
RULE 3. Replacement ofmultiple connections by an overall i connection. 
RULE 4. Feeding distribution limitation. 
IZ tJ1,1 ` 5. Connect] ons study. 
After the execution of the rules, a simplified equivalent structure is obtained. The values 
of the Ili-nits imposed are indicative and, although appropriate for the application. could 
well be modified according to user preferences. 
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Fhis section includes a numerical example of the application ofcach ofthe rules. The 
examples presented, correspond to solutions obtained for the Denbigh reaction Case A 
example (section 7.2). the objective of which is to maximise the yield of component 13. 
A4.2 RMX Network Reduction: Delete RMX Unit 
Active RMX units with marginal contribution (i. e. change ofthe retcrence component 
concentration lower than 2% respect to its maximum value in the network) are removed 
from the structure, provided that the RMX unit does not function as a reactive mass 
exchanger (unless this unit is in the last sequential position in the network) and when 
the unit is not involved either in recycles or bypasses. Otherwise, the removal oftlic unit 
could have an impact on the performance ot'downstream units. 
An example of this simplification is shown in Figure A4.1. On the Icl't, the mitial 
structure consisting of two RMX units in series is presented. On the right, the resulting 
design obtained after removing the first RMX unit is shown. 
Initial structure 
in' III' 
Structure after Rule I 
id 
hS IS iii' 
Figure A4.1. Illustrative example of a multiphase network and its simplification aftcr applying Rulc I 
Figure A4.2 plots the concentration of the desired component (C, j) respect to the 
volume of the RMX units Im both networks. 
"o () 
0,07 
0.06 
0.05 
0.04 
&03 
0,02 
0.01 
0.00 
-initial structure - PLMX I 
initial structure - FLMX2 
structure afta Rule I- RMX I 
0 200 400 600 800 1000 1200 1400 1600 
Volume (m 3) 
Figure A4.2. C13 vs. the volume of a multiphase network and its simplification after applying Rule I 
The maximum CB reached for each RMX unit and the volume distribution is also 
represented numerically in Table A4.1. 
Table A4.1. Maximum CB achieved and RMX unit volumes for a network and its simplification after 
applying Rule I 
Initial structure Structure after Rule 1 
Ca (kmol/m') VOIUMC (M) % VOJUMC %CB CB (kmoUmj) Volume (m 3) % Volume % CB 
RI 
R2 
0.0000 39.20 
0.0514 1568.15 
2.44 
97.56 
0.00 
100.00 
0.0514 1568.15 100.00 
--- 
100.00 
- 
Network , 0.0514 
1607.36 100.00 10000 
. 
0.0514 1568A5 100.00 12L(2--j 
Results show that no change in the reference component concentration is achieved in 
the first unit. This is due to the mass transfer not being active in this unit. The reactant 
fed in the gas phase cannot be transferred to the reactive phase which implies that no 
reaction takes place. This unit can be removed and not taken as part of the structure for 
further considerations. As a result, a simpler equivalent structure is obtained while 
maintaining the performance and more than likely, less computational efforts are 
required to solve the structure in following optimisation stages. 
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A4.3 Phase Compartment Classification - Pattern Identification 
Phase compartments are classified in three categories depending on the mixing pattern 
they present: 
PFR: PFRs without or with a low degree of back-mixing (recycle fraction of the 
outlet flow lower than 12%). 
Mid-mixed: PFRs with a medium degree of back-mixing (recycle fraction of the 
outlet flow between 12% and 60%). 
* Well-mixed: CSTRs and PFRs with high degree of back-mixing (recycle 
fraction of the outlet flow over 60%). 
Notice that unlike single phase systems, RMX units are not allowed to be merged due to 
the action of a recycle or when sharing the same mixing pattern (section A2.4.2). For it 
to be possible, a minimum of two consecutive units should be sequentially connected 
and without interconnecting streams. Besides, due to the existence of an additional 
phase, they should share the same mass transfer characteristics and flow direction 
configuration. Such scenario has been found to be very rare for multiphase applications 
as usually several connections between units exist making merging units unfeasible. 
The mixing behaviour attained by a PFR with recycle ratio fraction over 60%, is 
included in the well-mixed category as its behaviour is approximated by a CSTR. This 
limit was determined in the study carried out for single phase systems (Appendix 2), 
which corresponds here to the reactive phase. The validity of this fraction for 
multiphase systems is checked with a similar study for the non-reactive phase. A study 
of the effect of the fraction of the recycle stream on the performance of a PFR in co- 
current (Case B in Figure A4.3) has been carried out for different RMX unit volumes 
while being compared with the performance of a RMX unit consisting of a CSTR / PFR 
unit (Case A in Figure A4.3) of the same volume. For illustrative purposes, two 
examples are presented. Two PFRs in co-current of 500 m3 and 1000 m3 respectively 
and with a recycle fraction (X) in the non-reactive phase ranging from 10% to 90% are 
considered. 
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Case A Case B 
I-x 
Figure A4.3. Possible equivalent configurations for a multiphase network depending on the recycle 
ffaction 
For each case (Table A4.2 and Table A4.3), it is verified that 60% is the lowest recycle 
fraction that maintains the objective function value (OFV) of the network within a 10% 
of the performance of a CSTR / PFR unit. A maximuin 10% on the deviation was also 
taken in the study for the reactive phase (see section A2.4.1). 
The results presented conclude that the effect of a fraction of 60% on the performance 
makes the behaviour of the PFR / PFR unit comparable to a CSTR / PFR unit (deviation 
smaller than 10%). 
Structure Recycle fraction (%) Cis (kmol/m) Deviation M 
Case A OrO537 
10 0.0641 19.25 
20 0.0631 17.35 
30 Ob620 1538 
4o 0.0609 13.36 
Case B 50 0.0598 11 28 
60 0,0586 9.14 
70 0.0573 695 
90 0,0563 4.69 
90 0.0550 1 237 
0 07 
006 
005 
004 
i -. 
002 
001 
C .A 
-Case B- 90 
Case B . 80$ 
-Case B . 700A 
-C... Is -60s 
-Case B . 50-A 
... B-40ý 
CB3 
C:::. 
: 
ý(l 
C... Bým 
Table A4.2. ComparisonOf CBfor Case A and Figure A4.4. CB VS. volume for Case A and Case B 
Case B for a 500 M3 network for different for a 500 M3 network for different recycle fractions 
recycle fractions 
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0 00 X M", 200 300 400 %(ý 
Volume (M3) 
Structure Recycle fraction (%) CB (kmot/m3) Deviation 
Case A - 0.0507 - 
10 0.0601 18.51 
20 0.0592 16.77 
30 0.0583 14.96 
40 0.0574 13.07 
Case B 50 0.0564 IIAO 
60 0.0553 9.05 
70 Oý0542 691 
80 0.0531 4.69 
90 0.0519 239 
007 
006 
005 
004 
. 01 
002 
ool 
* C-A 
-C. - R . 09 
C ... B 801 
-C ... 9 70ý 
-C ... B . 601 
-C ... B. 509ý 
-C ... B- 401 
-C ... B. 309 
-- -0ý 
Case 0- 10% 
Table A4.3. Comparison Of CB for Case A and Figure A4.5. CB VS- volume for Case A and Case B 
Case B for a 1000 m' network for different for a 1000 M3 network for different recycle fractions 
recycle fractions 
A4.4 Replacement of Multiple Connections by an Overall 
Connection 
This rule consists of two sub-rules: Rule 3a, which is applied to recycle streams and 
Rule 3b, which is applied to loops. 
A4.4.1 Replacement of Multiple Recycles by an Overall Recycle 
The existence of multiple recycles involving more than one compartment in one phase 
may be replaced by a total recycle with source being the last active phase compartment 
and with sink being the first active phase compartment. The overall recycle maintains 
the dilution effect achieved by the set of recycles keeping down the degree of 
complexity of the layout by which the compartments are displayed and interconnected. 
This rule is applicable when all active phase compartments are involved in at least one 
recycle. Such scenarios are summarised as follows and are schematically presented in 
Figure A4.6: 
0 Scenario A: when at least a recycle connects the initial compartments and 
another recycle connects the final compartment with the initial compartment. 
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VoluMe (M3) 
0 Scenario B: when at least a recycle connects the Final compartments and another 
recycle connects the final compartment with the initial compartment. 
0 Scenario C: when at least a recycle connects the final compartment with a 
middle compartment and another recycle connects the same middle 
compartment with the initial compartment. 
Scenario A 
Scenario B 
ScClial-io ( 
Figure A4.6. Replacement of multiple recycles by an overall recycleý one phase illustrative 
structures for scenarios A, B and C 
As a result of the simplitication, the load of the streams connecting the units is 
modified. Phase compartments that were the source of removed recN, cles ýN, 11 I still be 
sequentially connected but with a strearn fraction increased by the load of' the removed 
recycle. 
An example of Scenario A is presented in Figure A4.7. The initial structure (oil the left) 
consists of a series of three PFRs in co-current. On the right. the design obtained after 
applying the simplification is presented. 
2 7.1 
Initial structure 
0 
0 77 
04S 028 
0 27 0 23 0( 
ISO 80 in 200 111' 
Structure after Rule 3a 
04S 28 02 
7 
210 in' 80 200m, 
Figure A4.7. Illustrative example ol'a multipliase network and its simplification after applying Rule 3a 
The Cl, reached by each RMX unit and the volume distribution of' each network is 
presented numerically in Table A4.4. 
'Fable A4.4. Cjj achieved and RMX unit volurnes for a network and its siniplification after RLIle 3a 
Initial structure Structure after Rule 3a 
3) C, j (kmol/m NIOIUII, e M3) % volume 
3 C,, (kinol/in ) (1113) (1/1 Volume Volume 
RI 
R2 
R3 
0.0361 
0.0434 
1 0.05 7 
2ý0.00 
80.00 
200.00 
47.17 
15.01) 
37.74 
0.0432 
0.0546 
250.00 47.17 
90.00 1 i. 09 
200.00 37.7 
Network 1 0.0-547 530.00 100.00 0.0546 530.00 100.00 
In Figure A4.8, the concentration of the dcsli-ed componci-it B is plotted against the 
volume of the RMX units for both designs. Minor dillemices are observed in the 
concentration attained by each RMX unit. The final performance achieved by tile design 
after applying the rule, only results in a 0.15% decrease. Results conclude that (lie effect 
oft-nultiple recycles can also be attained by a total recycle involving all the units. This 
equivalence allows delivering a less complex final design in terms of' the connection 
between units but more importantly delivers clear insight in terms ofthe main features. 
7 
0.06 
0.05 
0.04 
0,03 
0.02 
0.01 
0.00 
0 100 200 300 400 500 
VOIUMe (M) 
ý initial structure - RMX I 
-initial structure - RMX2 
-initial structure - RMX3 
* structure after Rule3a-RMX I 
0 structure after Rule3a-PMX2 
* structure after Rule3a-PMX3 
Figure A4.8. CB VS. the volume of a multiphase network and its simplification after applying Rule 3a 
A4.4.2 Replacement of Multiple Loops by an Overall Loop 
Loops are necessary sequential connections between two non-consecutive phase 
compartments. Unlike recycles, their removal would result in unfeasible structures (i. e. 
loops ensure the connection of its source unit or / and its sink unit to another unit). The 
existence of multiple loops connecting more than one compartment in one phase may be 
replaced by a total loop. The overall loop maintains the sequential connection achieved 
by the set of loops keeping down the degree of complexity of the layout by which the 
compartments are displayed and interconnected. This rule is applicable when all active 
phase compartments are involved in at least one loop, which can be surnmarised in the 
following situations: 
0 Scenario A: when at least a loop connects the initial compartments and another 
loop connects the final compartment with the initial compartment. 
0 Scenario B: when at least a loop connects the final compartments and another 
loop connects the final compartment with the initial compartment. 
e Scenario C: when at least a loop connects the final compartment with a middle 
compartment and another loop connects the same middle compartment with the 
initial compartment. 
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Total loops can be classified into open looI)s and closed lool)s. Open loops are those 
connections that involve a number of units that are not all sequentially connected. In 
closed loops on the other hand, all units are sequentially connected. These type of loops 
act as recycles in the sense that they provide a dilution effect. in Figure A4.9, the three 
cases for both open and closed loops are presented. 
Open loops 
'. Sccnario A 
S, ccnario 11 
Scenario C 
Closed loops 
Scenario A 
Scenario 11 
Scenario C 
Figure A4.9. Replacement of multiple loops by an overall loop; one phase illustrative 
structures for scenarios A, B and C for both open and closed loops 
Fhe strearn loads are modified according to the logic presented in rule 3a. 
An example of Scenario C for open loops is presented in order to illustrate this rule. A 
network made ofa series of three PFRs in counter-current / counter-current / co-current 
and with two loop connections in the gas phase is simplified to a network with a total 
loop connecting the extreme gas compartments instead (Figure A4.10). 
The ('11 rcached by each RMX unit and the volume distribution of each network is 
prescntcd nunicrically in Tabic A4.5. 
Table A4.5. ('j, achievcd and RMX unit volumes for a network and its simplification afier applying Rule 
3b 
Initial structure Structure after Rule 3b 
C, k (m) Volume (y) Volume 
3 C,, (kmol/m 3 Volume (m 'YO Volume 
RI 
R2 
R3 
0.0367 
0.0716 
1 0.0768 
190.70 
196.02 
115.92 
38.71 
37.76 
23.53 
0.0367 
0.0716 
0.0768 
190.70 
196.02 
115.92 
38.7 1 
37.76 
2Z 3.5 3 
Network 0.0769 492.63 100.00 0.0769 492. L9 63 0.00 
In Figure A4.1 1, the concentration of the dcsired component B is plotted against the 
Volume ol' the RMX units tor both designs. Differences between designs in terms of 
OFVs arc almost inexistent with a deviation of 3.5-10-8 %. Results conclude that the 
eff'ect 01' MUItIPIC local loops can also be attained by a total loop. This equivalence 
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Figure A4.10. III ustrative example of a inu It ipliase network and its simplification after apply ing Rule 3b 
m 
allows for the network to be represented in a less complex manner in terms of the 
existing connections. 
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-initial structure . PLMX I 
- irtitial structure - RMX2 
- inifial structure - RMX3 
0 structure aftý Rule3b-PMX I 
stmcture after Rule3b-RMX2 
structure after RuIe3b-RMX3 
Figure A4.1 I- CB VS- the volume of a multiphase network and its simplification after applying Rule 3b 
A4.5 Feeding Distribution Limitation 
Limitations on how the feed of each phase is distributed amongst the compartments are 
considered in order to reduce the complexity of design solutions. No feed distribution is 
considered in a phase if one of its compartments receives between a limit and 95% 
(upper optimisation bound) of the total feeding flow for that phase. This rule is 
applicable provided that: 
* The removal of the feed distribution does not imply the addition of new 
connections between phase compartments. 
e No side-product exists in between the phase compartments involved. 
The limit by which feed distribution is ignored is chosen to be 70%. This limit was 
determined in the study carried out for single phase systems (Appendix 2). Such 
distribution limitation is checked for multiphase systems with a similar study. Figure 
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A4.12 shows two multiphase reactor networks cases with same total volume. Case A 
stands for two equal volume PFRs in co-current arranged in series where the gas feed of 
the network is distributed between the PFRs. X is the feed flow fraction to the first PFR. 
In Case B, all the gas feed is fed to the first PFR. 
Case A 
I-x 
looo 1000'., 
Case B 
1000 M, 1000 ml 
Figure A4.12. Possible equivalent structures depending on the degree of feed distribution in the gas phase 
In order to verify whether the feed distribution limit chosen for single phase systems 
involves also a maximum deviation of 5% for multiphase systems, the perfon-nance of 
Case A and Case B are compared (Figure A4.13 and Figure A4.14). Different feed 
distributions ranging from 10% to 90% for Case A are considered. If the performances 
achieved by the PFRs of both cases are compared, it can be seen how similar the effect 
of distributed feed above 70% in Case A is with respect to Case B where no distribution 
exists (Figure A4.13). 
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Figure A4.13. CB VS- the volume of a multiphase 
network for different degrees of feed distribution 
above 70% 
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Considerable differences start to appear between cases as X takes values below 70% 
(Figure A4.14). Such a degree of feed distribution allows achieving lower CB in the first 
PFR as X is decreased whereas the overall C13 attained by the network increases. 
The CB attained in Case B and in Case A for different feed distributions is presented in 
Table A4.6. 
Table A4.6. Final CB attained and performance deviation for a multiphase network for different degrees of 
feed distribution 
Structure Feed distribution Cs (kmollm3) Deviation 
case B 0 0.0460 - 
40 0.0417 9.29 
50 0.0418 9.01 
60 0.0425 7.51 
case A 
70 0.0434 5.54 
80 0.0443 3.53 
90 0.0452 1.66 
Even though the maximum deviation allowed (5%) is slightly increased (5-54%) for a 
feed distribution of 70%, it is still the option closest to it and therefore the one also 
chosen for multiphase systems. 
To illustrate this rule, one of the solutions of the Denbigh Case A example consisting of 
two RMX units is presented in Figure A4.15. The feed flow is distributed amongst both 
units. When applying the feeding limitation rule (rule 4), due to the first unit receives 
most of gas feed flow fed to the network (more than 70% of the total feed flow), the 
feed stream connected to the second unit is removed. 
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Initial structure 
018 
09-2 
8.41 m' 179.62 
Structure after Rule 4 
8.41 179.62 m3 
Figure A4.15. Illustrative example of a multiphase network and its simplification after applying Rule 4 
In 'Fable A4.7 and Figure A4.16 the results obtained after applying this rule are 
presented. As it can be observed, OFVs are very similar with a 0.05% deviation. 
Table A4.7. CB achieved and RMX unit volumes for a network and its simplification after applying Rule 4 
Initial structure Structure after Rule 4 
Cp (kmol/m3) Volume (M) % Volume % C, CR (kmol/m) Volume (m) % volume % C, 
Hi 
R2 
0.0046 8.41 
0.0473 179.62 
4.47 
95.53 
9.67 
90.33 
0.0047 
0.0473 
8.41 
179.62 
4.47 
95.53 
9.85 
90.15 
Network 1 0.0473 188.03 100.00 100.00 0.0473 188.03 100.00 100.00 
Q06 
0.05 
0.04 
0.03 
0.02 
0.01 
0.00 
0 50 100 150 200 
Volume (M 3) 
Figure A4.16. CB vs. the volume of a multiphase network and its simplification after applying Rule 4 
initial stmcture - RMX I 
inifial structure - RMX2 
ýcturc after Rule4 - RMX I 
stnicture aftý RuIo4 - RMX2 
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A4.6 Connections 
Connections are arranged according the previous rules in each phase and are classified 
into sequential connections, loops and into intra- and interconnections for recycles and 
bypasses. 
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