This paper deals with the idea of decomposing ordinal multiclass classification problems when working with kernel methods. The kernel parameters are optimised for each classification subtask in order to better adjust the kernel to the data. More flexible multi-scale Gaussian kernels are considered to increase the goodness of fit of the kernel matrices. Instead of learning independent models for all the subtasks, the optimum convex combination of the kernel matrices is then obtained, leading to a single model able to better discriminate the classes in the feature space. The results of the proposed algorithm shows promising potential for the acquisition of better suited kernels.
INTRODUCTION
Kernel mapping is one of the most widespread approaches to implicitly derive nonlinear classifiers. The crucial ingredient of kernel methods is undoubtedly the application of the so-called kernel trick (Vapnik, 1998) , which maps the data into a higherdimensional feature space H via some mapping Φ.
This allows the formulation of nonlinear variants of any algorithm that can be cast in terms of inner products between data points. Instead of explicitly computing the function Φ, H can be efficiently obtained from a suitable kernel function, such as the Gaussian one. A poor choice of this function can lead to significantly impaired performance since it implicitly determines the feature space H . Usually, a parametrised set of kernels is chosen, although it is still necessary to choose a performance measure and an optimisation strategy leading to the best kernel function. This optimisation is often performed using a grid-search or cross-validation procedure over a previously defined search space. However, other strategies have been developed, such as kernel target alignment (Cristianini et al., 2002; Ramona et al., 2012; Chapelle et al., 2002) .
Among all kernel methods, support vector machines (SVM) (Cortes and Vapnik, 1995) are the most popular ones. Given that SVMs are originally formulated for binary classification, multiclass problems are faced by decomposing them into several binary subproblems (Hsu and Lin, 2002) . Apart from the nominal multiclass setting, there are also other learning settings for which binary decomposition are usually considered, e.g. ordinal classification, a learning paradigm covering those classification problems where an order between the labels exist (Waegeman and Boullart, 2009 ). This paper proposes a technique for kernel learning in ordinal regression based on decomposing the original task into several subtasks and obtaining one single final kernel matrix. Concerning ordinal classification, different kernel-based methods, which were specially designed for this learning setting, have emerged over the past few years, such as several formulations of SVM (Chu and Keerthi, 2007; Shashua and Levin, 2003) , the reformulation of the standard kernel discriminant analysis (Sun et al., 2010) or probabilistic ordinal models . Most of these approaches share the common objective of projecting the patterns to a line in such a way that the classes are ordered according to their ranking. Different thresholds are then derived in order to divide the line and provide an unique ordinal prediction. However, none of the proposed techniques has focused on the optimisation of this kernel matrix, which is the main objective of this paper (therefore, our proposal can be applied to any of the aforementioned methods).
On the other hand, some works suggest the use of kernel functions with more degrees of freedom (Chapelle et al., 2002 ) (e.g. the Gaussian kernel us-ing the Mahalanobis distance) as an option to better fit heterogeneous datasets and thus obtain a lower generalisation error (Igel et al., 2007; Friedrichs and Igel, 2005) . A common and robust kernel, that can be framed under this definition, is the multi-scale kernel (also known as ellipsoidal kernel), where a different kernel parameter is chosen for each feature, as opposed to the widely used spherical Gaussian kernels (with the same kernel width for each attribute). The optimal kernel parameters depend on the localneighbourhood of the data and the distance between classes. For ordinal multiclass problems (and when using kernel methods which rely on a binary decomposition of the target variable), the local neighbourhood can be different for different pairs of classes, so, in this paper, we optimise independently the kernel parameters for each subtask.
We explore the idea of optimising a multi-scale kernel for each binary classification subtask of the original learning problem for the ordinal setting. After this step, instead of computing multiple models to solve each subtask, we develop a methodology to fuse the optimised kernels and thus solve the problem with a kernel that will ideally be associated to a more suitable feature space. This hypothesis is supported by a set of experiments using 8 ordinal benchmark datasets.
The rest of the paper is organised as follows: Section 2 presents the methodology proposed, while Section 3 presents and discusses the experimental results. The last section summarises the main contributions of the paper.
PREVIOUS NOTIONS
The goal in multiclass classification is to assign an input vector x to one of K discrete classes C k , k ∈ {1, . . . , K}. Hence the objective is to find a prediction rule C : X → Y by using an i.i.d. training sample
where N is the number of training pat-
The classification of patterns into naturally ordered labels is referred to as ordinal regression or ordinal classification. This learning paradigm, although still mostly unexplored, is spreading rapidly and receiving a lot of attention from the pattern recognition and machine learning communities (Chu and Ghahramani, 2005; Frank and Hall, 2001; Cardoso and da Costa, 2007; Gutiérrez et al., 2012) , given its applicability to real world problems. In the ordinal classification setting there exist the restriction that the classes in the problem follow a given order:
As is well-known, the SVM algorithm depends on several parameters. On the one hand, the cost parameter C controls the trade-off between margin maximisation and error minimisation. On the other hand, kernel parameters appear in the non-linear mapping into the feature space. The optimisation of both parameteres is an important step in order to construct a robust and efficient model. The optimisation of these parameters has been considered in several works by different class separation criteria because it usally leads to an important improvement of the algorithm performance. In this paper, we explore the idea of optimising the kernel parameters for different decomposed learning tasks in order to improve the overall classification of an ordinal regression problem.
Ideal Kernel
Kernel matrices can be seen as structures of data that contain information about nonlinear similarities among the patterns in a dataset. In this sense, the empirical ideal kernel (Cristianini et al., 2002) , K * , (i.e., the matrix that would represent perfectly this similarity information) will submit the following structure:
where
Roughly speaking, K * provides information about which patterns in the dataset should be considered as similar when performing some learning task.
Centered Kernel-target Alignment
Suppose an ideal kernel matrix K * and a real kernel matrix K. A good option to find a suitable kernel matrix is then to choose the kernel matrix K (among a set of different matrices) which is closest to the ideal matrix K * . This can be done by measuring the distance, the correlation or the angle between these matrices.
More specifically, kernel-target alignment (Cristianini et al., 2002) makes use of this notion of angle between matrices. This can be measured by the Frobenius inner product between the matrices (i.e.,
, which give us information of how well the patterns are correctly classified in their category. The KTA between two kernel matrices K and K * is defined as:
This quantity is totally maximised when the kernel function is capable to reflect the properties of the training dataset used to define the ideal kernel matrix.
LearningKernelLabelDecompositionsforOrdinalClassificationProblems
However, some problems are found when considering KTA for datasets with skewed class distributions (Cristianini et al., 2002; Ramona et al., 2012) . These problems can be solved by the use of centred kernel matrices (Cortes et al., 2012) , leading a methodology (centred kernel-target alignment, CKTA) that has demonstrated to correlate better with performance than with the original definition of KTA. CKTA basically extends KTA by centring the patterns in the feature space. The centred kernel version of a matrix K can be written as:
where 1 1 m corresponds to a matrix with all the elements equal to 1 m . K c will also be a PSD matrix, fulfilling k(x, x) ≥ 0 ∀ x ∈ X and symmetry.
We restrict the family of kernels to the well-known Gaussian family, which is parametrised by a d-square matrix of hyperparameters Q:
For the conventional Gaussian kernel (known as spherical or uni-scale), a single hyperparameter α is used (i.e., Q = α −2 I d , I d is the identity matrix of size d, and α > 0), assuming that the variables are independent. However, one hyperparameter per feature (muti-scale or ellipsoidal Gaussian kernel) can also be used by setting
, with α p > 0 for all p in {1, . . . , d}. KTA can be used to efficiently obtain the best values for α (the uni-scale method) or α (the multi-scale method) by a gradient ascent methodology . Note that this optimisation may discard some of the features to be used .
LEARNING ORDINAL LABELLING SPACE DECOMPOSITIONS
A major group of techniques specially designed for approaching ordinal classifiction are based on the idea of decomposing the original problem into a set of binary classification tasks D (Frank and Hall, 2001; Waegeman and Boullart, 2009) . Each subproblem can be solved either by a single model or by a multiple model set. The subproblems are defined in this case by a very natural methodology, considering whether a pattern x belongs to a class greater than a fixed k (Li and Lin, 2007) , and finally combining the binary predictions into an unique ordinal label. The idea of decomposing the target variable in simpler classification tasks has demonstrated to be very powerful in the context of ordinal classification, as well as for nominal classification where the most common choices are the one vs. one approach or the one vs. all (Hsu and Lin, 2002) . Table 1 shows the decomposition usually considered for ordinal regression. We have considered this decomposition during kernel learning, by learning a matrix for each different labelling of the problem. As will be later analysed in the experimental section, we also include the original classification problem (i.e. we optimise the combination of K matrices, K − 1 from the decompositions plus the original labelling problem) in order to check the importance of the original problem in the final kernel matrix. 
The underlying main hypothesis for this paper is that data features could have a different impact (in terms of usefulness) for the different decompositions of the target variable (e.g. feature 1 could be useful for differentiating C 1 from the rest, but not for differentiating C 2 from the rest). This is also applicable when considering the optimisation of the kernel parameters, e.g. the amplitude of the Gaussian function could differ for different directions. Note that, usally, the kernel width parameter for the Gaussian kernel depends on the between-class distances and the withinclass distances. However, one of the first premises in the ordinal classification learning setting is that the distance between classes is unknow and could greatly differ in the dataset. Therefore, it would ideally be advisable to choose different kernel widths depending on the subproblem to tackle. Analyse for example Figure 1 , where a toy dataset has been plotted. In this case, it can be seen that the optimal kernel parameters are different depending on the class that we are trying to discriminate. Thus, the optimisation of the kernel parameters for each decomposition problem could be very useful for this example.
Note that in order to learn the different kernel parameters for the computed decompositions, one only have to derive an ideal kernel matrix K * i (which will be defined by the set of classes to be separated) and align the kernel matrix with it. Therefore, a gradient ascent algorithm will be used to maximise the alignment between the kernel that is constructed using α i and the ideal kernel, as follows:
In this paper, the parameters are adjusted by the use of CKTA and a multi-scale kernel, as previously done in . Once that the multiple kernel parameters are learnt for each decomposition, the multiple outputs have to be combined into a single prediction vector. As said, this can be done using one model per decomposition and fusing the predictions, or, alternatively, combining the multiple kernel matrices into one and solving it with a single model. This latter option is explored in this paper by means of multiple kernel learning techniques. The multiple kernel learning problem is formulated in such a way that it can be solved by means of a Quadratic Programming (QP) problem optimiser.
The solution of this QP problem will result in a kernel matrix defining the optimal feature space for the whole considered problem (which will be afterwards used by the classification method). More specifically, we optimise a convex combination of kernel matrices
, where, as said, each matrix K i is associated to a different decomposition D i and will be optimised separately from the rest by the gradient ascent methodology previously mentioned (obtaining thus a vector of optimal kernel parameters α i ). This optimisation problem can also be formulated using the notion of CKTA:
where M = {δ : ||δ|| 2 = 1}, and K δ c is the centered version of K δ . The QP optimization problem associated is solved as in (Cortes et al., 2012) . As outlined in (Yan et al., 2010) taking the unweighted sum of p base kernels is equivalent to taking the Cartesian product of the empirical feature spaces associated with the base kernels (being the empirical feature space an Euclidean isomorphic space to the feature space). Furthermore, taking the weighted sum is equivalent to taking the Cartesian product of the base empirical feature spaces scaled with δ 1 , . . . , δ K . As done in (Yan et al., 2010) , we illustrate the geometrical interpretation of taking the unweighted sum of two kernels in Figure 2 for a 3-class ordinal problem (the decompositions being C 1 vs. {C 2 , C 3 } and {C 1 , C 2 } vs. C 3 ). Note that for the sake of visualisation we assume that both empirical feature spaces are 1-dimensional while in practice both spaces can be up to N-dimensional. It can be appreciated from this Figure that in the combined empirical feature space the classes can be perfectly separated (although this is not so for the decomposed problems). 
EXPERIMENTS
The proposed methodologies have been tested considering the Support Vector Ordinal Regression with Implicit Constraints (SVORIM) (Chu and Keerthi, 2007) . 8 benchmark ordinal regression datasets have been used for the analysis. Some of the ordinal regression benchmark datasets (stock and machine) provided by Chu et. al (Chu and Ghahramani, 2005) were considered, because they are widely used in the ordinal regression literature (Sun et al., 2010; Chu and Keerthi, 2007) . These two datasets are originally regression tasks. To turn regression into ordinal classification, the target variable is discretised into K bins (representing the number of classes, in this case we choose K = 10), with equal frequency for each bin (i.e. the size of the bins is adjusted to have the same number of patterns for each class). Table 2 shows the characteristics of the datasets used for the experiments. (70, 70, 70, 70, 70, 70, 70, 70, 70, 70) In the experiments, the ordinal reformulation of the SVM pardigm optimising the uni-scale kernel parameters through cross-validation (SVORIM) is compared to the ordinal label decomposition approach, using both uni-scale and multi-scale kernel learning (UOKL and MSOKL, respectively).
For ordinal classification, the most common evaluation measures are the Mean absolute error (MAE) and the accuracy ratio (Acc) (Gutiérrez et al., 2012) . The MAE measure is an evaluation metric used when the costs of different misclassification errors vary markedly (as in the ordinal classification learning setting). It is defined as:
whereŷ i is the label predicted for x i . MAE values range from 0 to K − 1 (Baccianella et al., 2009) . Regarding the experimental setup, a holdout stratified technique was applied to divide the datasets 30 times, using 75% of the patterns for training and the remaining 25% for testing. The partitions were the same for all methods and one model was obtained and evaluated (in the test set), for each split. Finally, the results are taken as the mean and standard deviation of the measures over the 30 test sets.
The parameters of each algorithm are chosen using a nested cross-validation considering only the training set (specifically, a 5-fold method). The crossvalidation criteria (the measure used to select the best parameter combination) is the MAE. For crossvalidation, the kernel width was selected within the values {10 −3 , 10 −2 , . . . , 10 3 }, as well as the cost parameter (C) associated with SVORIM. Note that for all of the methods tested, the C parameter is selected by cross-validation. Table 3 shows the mean test results for the 8 ordinal datasets considered in terms of Acc and MAE. The best results are in bold face and the second ones in italics. First of all, it can be appreciated from this Table that the use of the proposed methodology helps to improve both evaluation metrics. For all datasets, the results using multi-scale kernel learning based on different binary decompositions (MSOKL) improves the original results of SVORIM obtained through crossvalidation. Furthermore, it is also noticeable that the use of a uni-scale kernel (UOKL) is not suitable for this strategy (except in LEV and SWD), as it usually obtains worse results than SVORIM. This result is due to the fact that learning and combining uni-scale kernels significantly restricts the solution space. The independent information of the binary decompositions needs a more flexible kernel to be correctly represented. 
Results

Discussion
In order to better justify the results obtained, Table 4 shows the δ values obtained for each dataset (i.e. the weight assigned to each kernel matrix by the kernel learning algorithm). Note that there are K − 1 matrices and weights (from the decompositions in Table 1 ) plus the original classification problem (δ 0 ). As outlined in the previous section, the proposal was successful as it outperforms the base algorithm (SVORIM). It can be seen that usually multiple ker- nel matrices are combined. For some datasets such as LEV and stock, there are decomposition with a 0 weight, meaning that they are not useful for the learning task. Even taking into account that the last decomposition has been chosen to be the original learning problem, the weight of this kernel matrix is very low for some of the datasets (e.g. machine and eucalyptus datasets). This is important, because it means that the original problem can be successfully combined with other information (the decompositions learnt) in order to improve the overall classification.
In order to explore this last result in depth, we studied several complexity measures (Ho and Basu, 2002) of the decomposed problems to analyse whether there exist some relation between the kernel matrices presenting the highest weights and the complexity of these decomposed learning problems (the results obtained can be seen in Table 5 ). The complexity measures chosen in this case are the maximum fisher's discriminant ratio (F1), the maximum (individual) feature efficiency (L3), the minimised sum of the error distance of a linear classifier (L1) and the fraction of points in the class boundary (N1). Decomposed problems with highter F1 and F3 and lower L1 and N1 are the ones with lower complexity. Given that these measures are designed for binary classification, the original problem D 0 is not included. It can be seen that for the case of automobile the decompositions associated to a lower complexity (i.e. D 1 and D 2 which present high values for F1 and F3 and low values for L1 and N1) are the ones with a lower weight. This is also applicable for eucalyptus. Furthermore, it can be seen that the most complex decompositions (D 3 and D 5 for automobile and D 2 and D 3 for eucalyptus) present relatively high weights. On the other hand, this is not such a straightforward conclusion for the machine dataset. In this case, it can be observed that D 9 (which can be considered as the simplest problem for 3 of the 4 selected metrics) presents the highest weight. In order to analyse this, we computed the angle between the vector of parameters learnt by the algorithm for all the decompositions of this dataset (note that this angle will provide information about the direction of the vectors, but not the magnitude of these). The angles obtained for α 9 (decomposition D 9 ) with respect to the rest of decompositions is relatively low (an average angle of 25 degrees). This could indicate that this vector of parameters represents properly the ones obtained for the rest of decompositions. However, for the case of α 1 (where D 1 also presents a high weight) the mean angle with respect to the other vectors is 51 degrees. This could indicate that D 1 represents a relation between the features that greatly differs from the rest and helps to improve the goodness of the kernel matrix. Although these results may not be conclusive, they indicate that there exist a relation between the final weights and the nature of the different decomposed problems, which could be studied in future work.
CONCLUSIONS
This paper proposes a novel way of applying kernel learning for multiclass datasets, where the original problem is decomposed in binary subproblems and one kernel matrix is learnt for each one. Then, all matrices are combined by using a multiple kernel learning technique. This algorithm has the benefit of adapting the kernel matrix individually for each class (or subproblem), but combining all the information in one single model, without having to learn several independent models and specifying how to reach a consensus from their decision values.
The algorithm is applied to ordinal classification problems. When combined with the support vector ordinal regression with implicit constraints method, the results seem to confirm that this kind of learning leads to improve generalisation results. The algorithm detects the importance of the different kernel matrices, assigning accordingly their weights. An analysis of the complexity of the binary subtasks confirms these findings. For future work, we will study the computational complexity of our method (as kernel learning methods usually present a high computational cost in this sense) and try to alleviate it via the Nymströn method for approximating Gram matrices (Drineas and Mahoney, 2005) .
