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CO-POISSON STRUCTURES ON POLYNOMIAL HOPF
ALGEBRAS
QI LOU AND QUANSHUI WU
Abstract. The Hopf dual H◦ of any Poisson Hopf algebra H is proved to
be a co-Poisson Hopf algebra provided H is noetherian. Without noetherian
assumption, unlike it is claimed in literature, the statement does not hold. It
is proved that there is no nontrivial Poisson Hopf structure on the universal
enveloping algebra of a non-abelian Lie algebra. So the polynomial Hopf alge-
bra, viewed as the universal enveloping algebra of a finite-dimensional abelian
Lie algebra, is considered. The Poisson Hopf structures on polynomial Hopf
algebras are exactly linear Poisson structures. The co-Poisson structures on
polynomial Hopf algebras are characterized. Some correspondences between
co-Poisson and Poisson structures are also established.
1. Introduction
Poisson structure naturally appears in classical/quantum mechanics, in mathe-
matical physics, and in deformation theory. It is an important algebra structure in
Poisson geometry, algebraic geometry and non-commutative geometry. There are
lots of research in the related subjects.
Co-Poisson structure is a dual concept of Poisson structure in categorial point of
view. It arises also in mathematics and mathematical physics naturally as explained
in the next two paragraphs.
Let G be a Lie group and O(G) be its algebra of functions. A Lie group G is
said to be a Poisson Lie group if O(G) is a Poisson Hopf algebra. It is well-know
that the category of connected and simply-connected Lie groups is equivalent to
the category of finite-dimensional Lie algebras. In this case, O(G) is identified
with the Hopf dual U(g)◦ of the universal enveloping algebra U(g), where g is
the corresponding Lie algebra of G. The Poisson counterpart of this fact holds
also, namely, the category of connected and simply-connected Poisson Lie groups is
equivalent to the category of finite-dimensional Lie bialgebras ([KS, Theorem 3.3.1]
or [Dr, Theorem 1]). However, the Lie bialgebra structures on any Lie algebra g
is in one-to-one correspondence with the co-Poisson Hopf structures on U(g) ([CP,
Proposition 6.2.3]).
On the other hand, to quantize a Lie group or Lie algebra one should equip it
with an extra structure, namely, a Poisson Lie group structure or Lie bialgebra
structure, respectively. Therefore co-Poisson structure naturally appears in the
theory of quantum groups and in mathematical physics.
If G is a connected and simply-connected Poisson Lie group and g is the cor-
responding Lie bialgebra, then the Poisson Hopf structure on U(g)◦ ∼= O(G) is
the dual of the co-Poisson Hopf structures on U(g). In [OP], the authors proved
that the dual Hopf algebra U(g)◦ of U(g) is a Poisson Hopf algebra for any finite-
dimensional Lie bialgebra g. In fact, in general, as stated in [KS, Proposition 3.1.5]
earlier, the dual Hopf algebra of any co-Poisson Hopf algebra is a Poisson Hopf
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algebra. A complete proof is given in a recent paper by Oh [Oh, Theorem 2.2].
The dual proposition that the dual Hopf algebra of any Poisson Hopf algebra is a
co-Poisson Hopf algebra is also stated in [KS, Proposition 3.1.5]. Unfortunately,
this claim is not true in general as showed in our Example 3.6. Under an addi-
tional assumption that the algebra is noetherian, we prove the statement is true in
Proposition 3.5.
We prove that there is no nontrivial Poisson Hopf structure on the universal
enveloping algebra of a non-abelian Lie algebra in Proposition 2.5. So, we turn
to consider in latter sections the abelian case, i.e., the polynomial Hopf algebra
A = k[x1, x2, · · · , xd], viewed as the universal enveloping algebra of an abelian
Lie algebra of dimension d. The Poisson Hopf structures on A = k[x1, x2, · · · , xd]
are exactly linear Poisson structures on A (see Proposition 5.3). By establishing a
reciprocity law between two linear maps of A→ A⊗A for A = k[x1, x2, · · · , xd] (see
Proposition 4.3), all co-Poisson coalgebra and co-Poisson Hopf algebra structures on
A = k[x1, x2, · · · , xd] are described in Theorem 4.7 and Proposition 5.4 respectively.
In particular, the co-Poisson coalgebra structures on A = k[x, y] are given by the
linear maps I : A→ k(x⊗ y− y⊗ x) (see Proposition 4.8). By using the algebra of
divided power series, the co-Poisson coalgebra structures on A = k[x1, x2, · · · , xd]
are showed to be in one-to-one correspondence with the Poisson algebra structures
on A˜ = k[[x1, x2, · · · , xd]], the algebra of formal power series in Theorem 5.8.
The paper is organized as follows. The definitions of (co-)Poisson (co)algebras
are recalled in Section 2. Some preliminary results and examples are also given
in Section 2. In Section 3, we establish some dual properties between co-Poisson
structures and Poisson structures. In Section 4, we characterize co-Poisson coalge-
bra structures on polynomial Hopf algebra. In Section 5, we characterize co-Poisson
Hopf structures on polynomial Hopf algebras.
Convention. Let k be a base field. All vector spaces, algebras, coalgebras, and
Hopf algebras are over k. All linear maps mean k-linear. Unadorned ⊗ means ⊗k.
Let V be a vector space. Let tn : V
⊗n → V ⊗n (n ∈ N+) be the linear map given
by v1 ⊗ · · · ⊗ vn 7→ vn ⊗ v1 ⊗ · · · ⊗ vn−1. For convenience, let 	= 1 + t3 + t
2
3.
Suppose (C,∆, ε) is a coalgebra where ∆ is the comultiplication and ε is the
counit. We frequently use the sigma notation
∆(c) =
∑
c1 ⊗ c2 and (∆⊗ 1)∆(c) =
∑
c1 ⊗ c2 ⊗ c3,
where
∑
is often omitted in the computations.
Let ∆(2) = (∆ ⊗ 1) ◦∆ = (1 ⊗∆) ◦∆ : C → C ⊗ C ⊗ C, and ∆′ = ∆ − t2 ◦∆
be the cocommutator.
Suppose (A, µ, η) is an algebra where µ is the multiplication and η is the unit.
For any a, b ∈ A, [a, b] = ab− ba is the commutator.
2. Poisson structures and co-Poisson structures
2.1. Poisson algebras and Poisson Hopf algebras.
Definition 2.1. [Li, Wei] An algebra A equipped with a linear map {−,−} :
A⊗A→ A is called a Poisson algebra if
(1) A with {−,−} : A⊗A→ A is a Lie algebra.
(2) {−, c} : A → A is a derivation with respect to the multiplication of A for
all c ∈ A, that is, {ab, c} = a{b, c}+ {a, c}b for all a, b ∈ A.
It should be noted that we don’t assume that A is commutative in general. As
showed in [FL, Theorem 1.2], if A is prime and not commutative, then any nontrivial
Poisson structure {−,−} on A is the commutator bracket [−,−] up to some scalar
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α in the center of the Martindale right quotient ring of A, where α is essentially
determined by a bimodule morphism from some nonzero ideal to A.
Proposition 2.2. [FL, Theorem 1.2] Let A be a Poisson algebra with {A,A} 6= 0
and [A,A] 6= 0. If A is prime, then
(1) for any a, b ∈ A, there is an isomorphism of A-bimodules
f(a,b) : A[a, b]A→ A{a, b}A, [a, b] 7→ {a, b};
(2) in the Martindale right quotient ring of A, {−,−} = α[−,−], where α is
represented by f(a,b) for any a, b ∈ A such that [a, b] 6= 0.
Proof. (1) By using Leibniz rule and calculating {ac, bd} in both variables (see [Vo,
Theorem 1] or [FL, Lemma 1.1]), it follows that, for all a, b, c, d ∈ A,
[a, b]{c, d} = {a, b}[c, d]. (2.1)
Then, for all a, b, c, d, e ∈ A, [a, b]{ec, d} = {a, b}[ec, d], which implies that
[a, b]e{c, d} = {a, b}e[c, d]. (2.2)
Since [A,A] 6= 0, {A,A} 6= 0 and A is prime, then [a, b] = 0 if and only if
{a, b} = 0 for any a, b ∈ A.
Suppose [a, b] 6= 0. If
∑n
i=1 xi[a, b]yi = 0, then for any c ∈ A,
0 =
n∑
i=1
({a, b}c)xi[a, b]yi =
n∑
i=1
[a, b]c(xi{a, b}yi).
Then
∑n
i=1 xi{a, b}yi = 0 as A is prime and [a, b] 6= 0. This shows that the map
f(a,b) : A[a, b]A→ A{a, b}A,
n∑
i=1
xi[a, b]yi 7→
n∑
i=1
xi{a, b}yi
is well-defined. So, f(a,b) is an A-bimodule morphism, and is in fact an isomorphism.
(2) If [a, b] 6= 0, then the bimodule morphism f(a,b) : A[a, b]A→ A, [a, b] 7→ {a, b}
represents an element in the center of the Martindale right quotient ring of A ([MR,
10.3.5] or [He, Chapter 1, §3]). It follows from (2.2) that f(a,b) and f(c,d) represent
the same element, say α, in the Martindale right quotient ring of A if both [a, b]
and [c, d] are nonzero. Then {−,−} = α[−,−] in the Matindale right quotient ring
of A. 
By Proposition 2.2, any Poisson algebra structure {−,−} on the Weyl algebra
An(k) or the matrix algebra Mn(k) is α[−,−] for some α ∈ k.
Commutative Poisson algebras appear naturally in geometry and algebra. For
more examples of commutative Poisson algebras, see [LPV], [KS] and [LWW].
Definition 2.3. ([CP, Definition 6.2.1]) Let (H,µ, η,∆, ε, S) be a Hopf algebra
with a linear map {−,−} : H ⊗H → H . Then H is called a Poisson Hopf algebra
if
(1) (H, {−,−}) is a Poisson algebra.
(2) The structures are compatible in the sense that, for all a, b ∈ H ,
∆ ({a, b}) =
∑
{a1, b1} ⊗ a2b2 +
∑
a1b1 ⊗ {a2, b2}. (2.3)
Let A and B be two Poisson algebras. An algebra morphism f : A→ B is called
a Poisson algebra morphism if f ({a, b}A) = {f(a), f(b)}B for all a, b ∈ A.
Equation (2.3) means that ∆ : H → H⊗H is a Poisson algebra morphism when
H is commutative by the following lemma.
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Lemma 2.4. Let A and B be two commutative Poisson algebras. There is naturally
a Poisson structure {−,−}A⊗B on the tensor product algebra A⊗B given by
{a⊗ b, a′ ⊗ b′}A⊗B = {a, a
′}A ⊗ bb
′ + aa′ ⊗ {b, b′}B.
It is easy to see that there is no nontrivial Poisson Hopf algebra structure on
any group algebra k[G]. There is also no nontrivial Poisson Hopf structure on the
universal enveloping algebra U(g) if g is a non-abelian Lie algebra.
Proposition 2.5. Let g be a non-abelian Lie algebra over a field of characteristic
6= 2. Then there is no nontrivial Poisson Hopf structure on U(g).
Proof. Suppose {−,−} : U(g)⊗U(g)→ U(g) is a non-trivial Poisson Hopf structure
on U(g). Since g is non-abelian and U(g) is prime, then by Proposition 2.2, for any
a, b ∈ g, [a, b] = 0 if and only if {a, b} = 0. Recall the compatible condition (2.3),
i.e., for all x, y ∈ U(g),
∆{x, y} = x1y1 ⊗ {x2, y2}+ {x1, y1} ⊗ x2y2.
This implies that if both x and y are primitive then so is {x, y}. If we take x = ab
and y = cd for a, b, c, d ∈ g, the compatible condition (2.3) will imply that
[b, c]⊗ {a, d}+ [b, d]⊗ {a, c}
is skew-symmetric for all a, b, c, d ∈ g. So, [b, c]⊗{a, b} is skew-symmetric by taking
d = b. Suppose [b, c] 6= 0 as [g, g] 6= 0. Since both [b, c] and {a, b} are primitive, then
{a, b} = 0 for all a ∈ g as chark 6= 2. In particular, {c, b} = 0, and so, [c, b] = 0,
which is a contradiction. 
As pointed out in [KS, Remark 3.1.4], if H is a commutative Poisson Hopf
algebra, then the counit ε : H → k is a Poisson algebra morphism, and the antipode
S : H → H is a Poisson algebra anti-morphism. Here is a proof of the facts (see
also [Oh, Lemma 4.2]).
Lemma 2.6. Let H be a Poisson Hopf algebra. Then the counit ε : H → k is a
Poisson algebra morphism. The antipode S : H → H is a Poisson algebra anti-
morphism provided H is commutative.
Proof. We need to show ε ({a, b}) = 0 and S ({a, b}) = {S(b), S(a)} for all a, b ∈ H .
Since ε(h) = ε(h1)ε(h2) for all h ∈ H , by (2.3),
ε ({a, b}) = ε ({a1, b1}) ε(a2b2) + ε(a1b1)ε ({a2, b2}) = 2ε ({a, b}) .
Thus ε ({a, b}) = 0. For the second assertion,
{S(b), S(a)} ={S(b1), S(a)}b2S(b3)
=− S(b1){b2, S(a)}S(b3)
=− S(b1){b2, S(a1)}a2S(a3)S(b3)
=S(b1)S(a1){b2, a2}S(a3)S(b3)
=− S(b1)S(a1)b2a2S ({b3, a3})
=S ({a, b}) ,
where the second last “ = ” follows from the fact {a1, b1}S(a2b2)+a1b1S ({a2, b2}) =
0 for all a, b ∈ H , and the last “ = ” follows from the commutativity of H . 
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2.2. Co-Poisson coalgebras and co-Poisson Hopf algebras. The concepts of
co-Poisson coalgebra and co-Poisson Hopf algebra are introduced in [CP, Chapter
6] to study quantizations of Lie bialgebras. They are dual to Poisson algebra and
Poisson Hopf algebra.
Definition 2.7. ([CP, Definition 6.2.2]) A coalgebra (C,∆, ε) equipped with a
linear map q : C → C ⊗ C is called a co-Poisson coalgebra if
(1) C with q : C → C ⊗ C is a Lie coalgebra, that is,
(1 + t2) ◦ q = 0, (skew-symmetric)
(1 + t3 + t
2
3) ◦ (q ⊗ 1) ◦ q = 0. (co-Jacobi identity)
(2) (∆⊗ 1)q = (1⊗ q)∆− t23(q ⊗ 1)∆. (co-Leibniz rule)
In co-Poisson coalgebra C, we use the sigma notations
∆(c) =
∑
c1 ⊗ c2, q(c) =
∑
c(1) ⊗ c(2) and (q ⊗ 1)q(c) =
∑
c(1) ⊗ c(2) ⊗ c(3)
where
∑
is often omitted in the computations. Then,
(1⊗ q)q(c) = (1⊗ q)(−c(2) ⊗ c(1)) = −c(3) ⊗ c(1) ⊗ c(2) = c(3) ⊗ c(2) ⊗ c(1).
Remark 2.8. By using the sigma notation, the co-Leibniz rule reads as∑
c(1)1 ⊗ c(1)2 ⊗ c(2) =
∑
c1 ⊗ c2(1) ⊗ c2(2) −
∑
c1(2) ⊗ c2 ⊗ c1(1)
for all c ∈ C. It is equivalent to
(1⊗∆)q = (q ⊗ 1)∆− t3(1⊗ q)∆. (2.4)
If the coalgebra C is cocommutative, then the co-Leibniz rule is also equivalent to
(∆⊗ 1)q = (1− t3)(1 ⊗ q)∆. (2.5)
The cocommutator ∆′ gives a co-Poisson structure on any coalgebra (C,∆, ε).
It follows from the co-Leibniz rule that there is no nontrivial co-Poisson coalgebra
structure on any group coalgebra k[G] .
Definition 2.9. Let (C,∆, ε) be a coalgebra. A linear map d : C → C is called a
coderivation if, for all c ∈ C,
∆(d(c)) = d(c1)⊗ c2 + c1 ⊗ d(c2).
Example 2.10. Let C be a cocommutative coalgebra, d1 and d2 be two coderiva-
tions of C such that d1d2 = d2d1. Let q : C → C ⊗ C be the map c 7→ q(c),
where
q(c) = d1(c1)⊗ d2(c2)− d2(c1)⊗ d1(c2).
Then (C, q) is a co-Poisson coalgebra.
Dual to the fact {a,−} : A→ A is a derivation in any Poisson algebra A is the
following.
Lemma 2.11. Let (C,∆, ε, q) be a co-Poisson coalgebra. Then for any f ∈ C∗,
(f ⊗ 1)q : C → C and (1⊗ f)q : C → C are coderivations of C.
Dual to the fact {1A, a} = {a, 1A} = 0 in any Poisson algebra A is the following.
Lemma 2.12. Let (C,∆, ε, q) be a co-Poisson coalgebra. Then
(ε⊗ 1)q = (1 ⊗ ε)q = 0, that is, ε(c(1))c(2) = c(1)ε(c(2)) = 0 for all c ∈ C.
Definition 2.13. [CP, Definition 6.2.2] A Hopf algebra (H,µ, η,∆, ε, S) equipped
with a linear map q : H → H ⊗H is called a co-Poisson Hopf algebra if
(1) H with q : H → H ⊗H is a co-Poisson coalgebra.
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(2) q is a ∆-derivation, that is, for all a, b ∈ H ,
q(ab) = q(a)∆(b) + ∆(a)q(b). (2.6)
Co-Poisson Hopf structures on U(g) are known.
Proposition 2.14. [CP, Proposition 6.2.3] Let g be a Lie algebra over a field
k of characteristic zero. Then the co-Poisson Hopf structures on the universal
enveloping algebra U(g) are determined uniquely by the Lie bialgebra structures on
g.
Let C and D be two co-Poisson coalgebras. A coalgebra morphism g : C → D is
called a co-Poisson coalgebra morphism if (g ⊗ g)(qC(c)) = qD (g(c)) for all c ∈ C.
Equation (2.6) means that µ : H ⊗H → H is a co-Poisson coalgebra morphism
provided H is cocommutative by Lemma 2.15.
If C and D are two coalgebras, then C ⊗D is a coalgebra with
∆C⊗D = (1⊗ τ ⊗ 1)(∆C ⊗∆D), i.e., ∆C⊗D(a⊗ b) = a1 ⊗ b1 ⊗ a2 ⊗ b2.
Lemma 2.15. Let (C, qC) and (D, qD) be two cocommutative co-Poisson coalge-
bras. Then (C ⊗D, qC⊗D) is a co-Poisson coalgebra, with qC⊗D being the compo-
sition
C ⊗D
qC⊗∆D+∆C⊗qD
−−−−−−−−−−−→ C ⊗ C ⊗D ⊗D
1⊗t2⊗1−−−−−→ C ⊗D ⊗ C ⊗D,
that is,
qC⊗D(a⊗ b) = a(1) ⊗ b1 ⊗ a(2) ⊗ b2 + a1 ⊗ b(1) ⊗ a2 ⊗ b(2).
The dual form of Lemma 2.6 is the following.
Lemma 2.16. Let (H,µ, η,∆, ε, S, q) be a co-Poisson Hopf algebra.
(1) η is a co-Poisson coalgebra morphism.
(2) If H is cocommutative, then S is a co-Poisson coalgebra anti-morphism.
Proof. (1) This is trivial as q(1H) = 0 by (2.6).
(2) We need to show q (S(h)) = S(h(2))⊗ S(h(1)) for all h ∈ H . It follows from
the co-Leibniz rule that for any h ∈ H ,
h1(1)1 ⊗ h1(1)2 ⊗ h2 ⊗ h1(2) = h1 ⊗ h2(1) ⊗ h3 ⊗ h2(2) − h1(2) ⊗ h2 ⊗ h3 ⊗ h1(1).
Since S(h1(1)1)h1(1)2S(h2)⊗ S(h1(2)) = 0 by Lemma 2.12, then
S(h1)h2(1)S(h3)⊗ S(h2(2)) = S(h1(2))ε(h2)⊗ S(h1(1)) = S(h(2))⊗ S(h(1)),
where the last “ = ” is derived from the co-Leibniz rule (2.4) and Lemma 2.12.
On the other hand, by the co-Leibniz rule,
h1 ⊗ h2 ⊗ h3(1)1 ⊗ h3(1)2 ⊗ h3(2) ⊗ h4
=h1 ⊗ h2 ⊗ h3 ⊗ h4(1) ⊗ h4(2) ⊗ h5 − h1 ⊗ h2 ⊗ h3(2) ⊗ h4 ⊗ h3(1) ⊗ h5.
By Lemma 2.12, S(h1)h3(2)S(h4)⊗ S(h2)h3(1)1S(h3(1)2) = 0. Thus
S(h1)h3(1)S(h5)⊗ S(h2)h3(2)S(h4)
=S(h1)h4(2)S(h5)⊗ S(h2)h3S(h4(1))
=S(h1)h2(2)S(h3)⊗ S(h2(1))
=S(h(1))⊗ S(h(2)).
It remains to show that S(h1)h3(2)S(h5) ⊗ S(h2)h3(1)S(h4) = q (S(h)). Since
0 = q(h1S(h2)) = q(h1)∆ (S(h2)) + ∆(h1)q (S(h2)) for any h ∈ H , then
h1(1)S(h3)⊗ h1(2)S(h2) + h1S(h3)(1) ⊗ h2S(h3)(2) = 0.
Hence
h1 ⊗ h3S(h5)(1) ⊗ h2 ⊗ h4S(h5)(2) + h1 ⊗ h3(1)S(h5)⊗ h2 ⊗ h3(2)S(h4) = 0.
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Thus
S(h1)h3(2)S(h5)⊗ S(h2)h3(1)S(h4)
=S(h1)h3S(h5)(1) ⊗ S(h2)h4S(h5)(2)
=S(h1)h2S(h5)(1) ⊗ S(h3)h4S(h5)(2)
=S(h)(1) ⊗ S(h)(2)
=q (S(h)) ,
where the cocommutativity is used for the second “ = ”. 
The dual form of (2.1) for co-Poisson coalgebras is the following proposition.
Proposition 2.17. Let (C,∆, ε) be a co-Poisson coalgebra with co-Poisson struc-
ture q. Then
(q ⊗∆′) ◦∆ = (∆′ ⊗ q) ◦∆.
Proof. It follows by using the co-Leibniz rule to calculate
(∆⊗∆)q(a) = (∆⊗ 1⊗ 1)(1⊗∆)q(a) = (1⊗ 1⊗∆)(∆ ⊗ 1)q(a).

The dual form of (2.2) for co-Poisson coalgebras is the following.
Corollary 2.18. Let (C,∆, ε) be a co-Poisson coalgebra with co-Poisson structure
q. Then
(∆′ ⊗ (1⊗ q)∆) ◦∆ = (q ⊗ (1⊗∆′)∆) ◦∆,
i.e, for any a ∈ C,
a1 ⊗ a2 ⊗ a3 ⊗ q(a4)− a2 ⊗ a1 ⊗ a3 ⊗ q(a4)
= q(a1)⊗ a2 ⊗ a3 ⊗ a4 − q(a1)⊗ a2 ⊗ a4 ⊗ a3.
Poisson and co-Poisson structures on 4-dimensional Sweedler Hopf algebra are
clear.
Example 2.19. Let H4 = k〈x, g | x
2 = 0, g2 = 1, xg = −gx〉 be the 4-dimensional
Sweedler Hopf algebra, where the coalgebra structure is given by ∆(g) = g ⊗ g,
∆(x) = x⊗1+g⊗x, ε(g) = 1, ε(x) = 0; and the antipode is given by S(g) = g = g−1,
S(x) = −gx. Assume chark 6= 2.
(1) Any Poisson structure onH4 is given by {g, x} = λx+µgx for some λ, µ ∈ k.
(2) There is no nontrivial Poisson Hopf structure on H4. In fact, if the Poisson
structure given by {g, x} = λx + µgx is a Poisson Hopf structure, then by
applying (2.3) with a = g, b = x and a = x, b = gx we get λ = µ = 0.
(3) Any co-Poisson structure q on H4 is given by
q(1) = q(g) = 0,
q(x) = α(1⊗ x− x⊗ 1 + x⊗ g − g ⊗ x),
q(gx) = β(1⊗ gx− gx⊗ 1 + gx⊗ g − g ⊗ gx)
for some α, β ∈ k. In fact, for any h ∈ H4, we may assume
q(h) = α1(1 ⊗ x− x⊗ 1) + α2(1⊗ g − g ⊗ 1) + α3(1⊗ gx− gx⊗ 1)
+ α4(x⊗ g − g ⊗ x) + α5(x⊗ gx− gx⊗ x) + α6(g ⊗ gx− gx⊗ g)
as q(h) is skew-symmetric. It follows from (ε⊗ 1)q = 0 (Lemma 2.12) that
α1 = α4, α2 = 0, α3 = −α6.
Then, the co-Leibniz rule implies that q(1) = q(g) = 0,
q(x) = α(1 ⊗ x− x⊗ 1 + x⊗ g − g ⊗ x),
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q(gx) = β(1⊗ gx− gx⊗ 1 + gx⊗ g − g ⊗ gx)
for some α, β ∈ k.
(4) There is no nontrivial co-Poisson Hopf structure on H4. In fact, suppose a
co-Poisson structure q as given in (3) is a co-Poisson Hopf structure on H4,
then α = β = 0 by the equations
q(gx) = q(g)∆(x) + ∆(g)q(x) and 0 = q(x2) = q(x)∆(x) + ∆(x)q(x).
3. Dual properties between Poisson and co-Poisson Hopf algebras
As the vector space dual of any coalgebra is an algebra, the dual of any co-Poisson
coalgebra is a Poisson algebra.
Proposition 3.1.
(1) Suppose (C,∆, ε) is a coalgebra, q : C → C ⊗ C is a linear map. Then
(C, q) is a co-Poisson coalgebra if and only if (C∗, q∗) is a Poisson algebra.
(2) Suppose σ : C → D is a linear map between co-Poisson coalgebras. Then
σ : C → D is a co-Poisson coalgebra morphism if and only if σ∗ : D∗ → C∗
is a Poisson algebra morphism.
Proof. (1) Note that q∗ is the map q∗ : C∗ ⊗C∗ ⊆ (C ⊗C)∗ → C∗, f ⊗ g 7→ {f, g},
where {f, g} ∈ C∗ is the map C → k, c 7→ (f ⊗ g)q(c) = f(c(1))g(c(2)).
Note that ({f, g} + {g, f})(c) = (f ⊗ g)(1 + t2)q(c). It is easy to see that
{−,−}C∗ : C
∗ × C∗ → C∗ is skew-symmetric if and only if q is skew-symmetric.
Since {{f, g}, h}(c) = (f ⊗ g ⊗ h)(q ⊗ 1)q(c), then
	 {{f, g}, h}(c) = (f ⊗ g ⊗ h)(1 + t3 + t
2
3)(q ⊗ 1)q(c).
It follows that {−,−}C∗ satisfies the Jacobi identity if and only if q satisfies the
co-Jacobi identity.
Similarly, since {f ∗ g, h}(c) = (f ⊗ g ⊗ h) ((∆⊗ 1)q(c)) and
((f ∗ {g, h})− ({h, f} ∗ g))(c) = (f ⊗ g ⊗ h)((1 ⊗ q)∆− t23(q ⊗ 1)∆)(c),
then {f ∗g, h} = f ∗{g, h}+{f, h}∗g if and only if (∆⊗1)q = (1⊗q)∆−t23(q⊗1)∆.
(2) It is well known that σ : C → D is a coalgebra morphism if and only if
σ∗ : D∗ → C∗ is an algebra morphism. Since
(σ∗{f, g}D∗ − {σ
∗f, σ∗g}C∗)(c) = (f ⊗ g)(∆Dσ − (σ ⊗ σ)∆C)(c),
then σ∗{−,−}D∗ = {−,−}C∗(σ
∗⊗σ∗) if and only if ∆Dσ = (σ⊗σ)∆C . The proof
is finished. 
If A is an algebra, then A◦ = {f ∈ A∗ | ker f contains a cofinite ideal ofA} is a
coalgebra, which is called the finite dual of A. Suppose (A, p = {−,−}) is a Poisson
algebra. Example 3.2 shows that (A◦, q = p∗) may not be a co-Poisson coalgebra
because p∗ : A∗ → (A⊗A)∗ may not be restricted to a map p∗A◦ : A
◦ → A◦ ⊗A◦.
Example 3.2. Let A = k[x1, x2, · · · , xn, · · · ] be a polynomial algebra with infin-
itely many variables {xi | i ≥ 1}. Let p(xi ⊗ xj) = {xi, xj} = 1 for all i < j.
Then p gives a Poisson algebra structure on A. Suppose ε : A → k, xi 7→ 0, is the
augmentation map. Then ε ∈ A◦, but p∗(ε) = εp /∈ (A⊗A)◦.
In fact, if εp ∈ (A⊗A)◦, then there is a cofinite ideal I of A such that I ⊗A+
A⊗ I ⊆ ker(εp). Then, {I, A} ⊆ ker ε. Since A/I is finite-dimensional, there exists
a nonzero linear polynomial in I, which will imply that 1 ∈ {I, A}. It contradicts
to {I, A} ⊆ ker ε.
But if A is left or right noetherian, then we have the following positive conclusion.
Proposition 3.3. Let (A, p = {−,−}) be a Poisson algebra, and f : A → B be a
Poisson algebra morphism.
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(1) If A is a (left or right) noetherian algebra, then (A◦, q = p∗) is a co-Poisson
coalgebra.
(2) If both A and B are (left or right) noetherian, then f∗ : B◦ → A◦ is a
co-Poisson coalgebra morphism.
Proof. It suffices to show that p∗ : A∗ → (A⊗A)∗ restricts to a map
p∗|A◦ : A
◦ → A◦ ⊗A◦ ∼= (A⊗A)◦.
Suppose f ∈ A◦ and I ⊆ ker f is a cofinite ideal of A. Since A is left or
right noetherian, then I/I2 is a finitely generated left or right A/I-module. Hence
dimk I/I
2 < ∞ as dimk A/I < ∞. So, I
2 is also a cofinite ideal of A. Let J =
I2 ⊗A+A⊗ I2. Then J is a cofinite ideal of A⊗A, and
p∗(f)(J) = fp(J) ⊆ f(I) = {0}.
It follows that p∗(f) ∈ (A⊗A)◦. 
Note that A◦ = 0 for the Weyl algebra A = An(k). So, even in noetherian case
(A, p) may not be a Poisson algebra when (A◦, q = p∗) is a co-Poisson coalgebra.
In [OP], the authors prove that the Hopf dual H◦ of a co-Poisson Hopf algebra
H is a Poisson Hopf algebra when H is an almost normalizing extension over k. In
fact, this is true in general as stated in [KS, Proposition 3.1.5]. We give a proof
here. Oh gives a proof also in a recent paper ([Oh, Theorem 2.2]).
Proposition 3.4. Let (H,µ, η,∆, ε, S, q) be a co-Poisson Hopf algebra. Then the
Hopf dual H◦ is a Poisson Hopf algebra.
Proof. It is well-know that H◦ is a Hopf algebra ([Sw, Section 6.2], [Mo, Theorem
9.1.3]). By Proposition 3.1, to show H◦ is a Poisson algebra it suffices to show that
q∗ : (H ⊗H)∗ → H∗ restricts to a map q◦ : H◦ ⊗H◦ ∼= (H ⊗H)◦ → H◦, that is,
q∗ ((H ⊗H)◦) ⊆ H◦.
Suppose F ∈ (H ⊗ H)◦ and J ⊆ kerF is a cofinite ideal in H ⊗ H . Since
∆ is an algebra morphism, ∆−1(J) is an ideal of H . It follows from q(ab) =
q(a)∆(b) + ∆(a)q(b) that I = q−1(J) ∩∆−1(J) is an ideal of H . Since the linear
map
H/I →
H ⊗H
J
⊕
H ⊗H
J
, h 7→
(
q(h),∆(h)
)
is injective, I is a cofinite ideal of H . Note that q∗(F )(I) = F (q(I)) ⊆ F (J) = 0,
i.e., I ⊆ ker q∗(F ). It follows that q∗(F ) ∈ H◦.
To finish the proof, we need to show that µ∗ : H◦ → H◦ ⊗ H◦ satisfies the
compatible condition (2.3), that is, for all f, g ∈ H◦,
µ∗({f, g}H◦) = {f1, g1}H◦ ⊗ (f2 ∗ g2) + (f1 ∗ g1)⊗ {f2, g2}H◦ .
This is true, because, for any x, y ∈ H , on one hand, by (2.6),
µ∗({f, g}H◦)(x⊗ y)
={f, g}H◦(xy) = (f ⊗ g)q(xy) = f((xy)(1))g((xy)(2))
=f((x(1)y1)g((x(2)y2) + f((x1y(1))g((x2y(2)),
on the other hand,
({f1, g1}H◦ ⊗ (f2 ∗ g2) + (f1 ∗ g1)⊗ {f2, g2}H◦)(x⊗ y)
=({f1, g1}H◦(x) (f2 ∗ g2)(y) + (f1 ∗ g1)(x) {f2, g2}H◦(y)
=f1(x(1))g1(x(2))f2(y1)g2(y2) + f1(x1)g1(x2)f2(y(1))g2(y(2))
=f((x(1)y1)g((x(2)y2) + f((x1y(1))g((x2y(2)).

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The following is also stated in [KS, Proposition 3.1.5] without noetherian hy-
pothesis. Without this hypothesis, it is not true as showed in Example 3.6.
Proposition 3.5. Let (H,µ, η,∆, ε, S, p) be a left or right noetherian Poisson Hopf
algebra. Then the Hopf dual H◦ is a co-Poisson Hopf algebra.
Proof. By Proposition 3.3, H◦ is a co-Poisson coalgebra. We only need to check
the compatible condition (2.6), that is, for all f, g ∈ H◦,
p∗(f ∗ g) = p∗(f)µ∗(g) + µ∗(f)p∗(g).
This is true, because for any x, y ∈ H ,
p∗(f ∗ g)(x⊗ y) = (f ∗ g)({x, y})
=f({x1, y1}) g(x2y2) + f(x1y1) g({x2, y2}),
and
(p∗(f)µ∗(g) + µ∗(f)p∗(g))(x⊗ y)
=(f(1) ∗ g1 ⊗ f(2) ∗ g2)(x⊗ y) + (f1 ∗ g(1) ⊗ f2 ∗ g(2))(x⊗ y)
=f(1)(x1)g1(x2)f(2)(y1)g2(y2) + f1(x1)g(1)(x2)f2(y1)g(2)(y2)
=f({x1, y1}) g(x2y2) + f(x1y1) g({x2, y2}).

Example 3.6. Let A = k[x1, · · · , xd, · · · ] be a polynomial algebra with infinitely
many variables {xi | i ≥ 1}, which is a Hopf algebra viewed as the enveloping
algebra of the abelian Lie algebra g = kx1 ⊕ kx2 ⊕ · · · ⊕ kxd ⊕ · · · . Let
{x1, xi} = 0 for all i ∈ N,
{xi, xj} =
{
x1, j = i+ 1,
0, otherwise
for all 1 < i < j ∈ N.
Then {{xi, xj}, xk} = 0 for all i, j, k. As in [LPV, Proposition 1.8], A is endowed
with a Poisson algebra structure. It is easy to check by induction on the degree of
homogeneous elements that (2.3) holds. So, A is a Poisson Hopf algebra.
We assert that A◦ is not a co-PoissonHopf algebra by showing that {−,−}∗(A◦) *
A◦ ⊗A◦. Let f : A→ k be the linear map given by{
f(1A) = f(x1) = 1k,
f(a) = 0 for all other monic monomials a ∈ A.
Then I = 〈{x21, x2, x3, · · · }〉 ⊆ ker f . Note that I is a cofinite ideal of A, and so,
f ∈ A◦. Suppose {−.−}∗(f) ∈ A◦ ⊗A◦ and
{−.−}∗(f) =
n∑
i=1
gi ⊗ hi,
with Ii ∈ ker gi and Ji ∈ kerhi are all cofinite ideals of A. Then
J =
n⋂
i=1
(Ii ∩ Ji).
is a cofinite ideal of A, and {−,−}∗(f)(J ⊗ A) =
∑n
i=1(gi ⊗ hi)(J ⊗ A) = 0. It
follows that {J,A} ⊆ ker f .
Since J is cofinite in A, {x2+ J, x3+ J, · · · } is linearly dependent in A/J . Then
there exists i ≥ 2 and λ2, · · · , λi−1, λi ∈ K such that λi 6= 0 and
λ2x2 + λ3x3 + · · ·+ λixi ∈ J.
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Now
{λ2x2 + λ3x3 + · · ·+ λixi, xi+1} = λix1 /∈ ker f,
which contradicts to {J,A} ⊆ ker f .
4. Co-Poisson coalgebra structures on k[x1, x2, · · · , xd]
Suppose g = kx1 ⊕ kx2 ⊕ · · · ⊕ kxd is a d-dimensional Lie algebra. The co-
Poisson Hopf structures on U(g) are in one-to-one correspondence with the Lie
bialgebra structures on g. If g is non-abelian, then there is no nontrivial Poisson
Hopf structure on U(g) (see Proposition 2.5). So, we turn to consider the case when
g is abelian from now on. Then A = U(g) = k[x1, · · · , xd]. We first characterize
co-Poisson coalgebra structures on k[x1, x2, · · · , xd] in this section.
Suppose (C,∆, ε) is a coalgebra. Let P (C) be the subspace of C consisting of
all primitive elements of C. Assume P (C) = ⊕i∈Ikei as a vector space, with (I,<)
being well ordered by using Well Ordering Principle. Let
I =
⊕
i,j∈I,i<j
k(ei ⊗ ej − ej ⊗ ei).
Lemma 4.1. Retain the notations above. Suppose X ∈ C⊗C. Then X ∈ I if and
only if
(1 + t2)(X) = 0 and (∆⊗ 1)(X) = (1 − t3)(1⊗X).
Proof. “⇒” Trivial.
“⇐” Assume 0 6= X =
∑n
i=1 ai ⊗ bi with n minimal. Then {a1, · · · , an} and
{b1, · · · , bn} are both linearly independent. Since (1+t2)(X) = 0, i.e.,
∑n
i=1 ai⊗bi =
−
∑n
i=1 bi ⊗ ai, then
(1− t3)(1⊗X) =
n∑
i=1
(1 ⊗ ai ⊗ bi − bi ⊗ 1⊗ ai) =
n∑
i=1
(1⊗ ai + ai ⊗ 1)⊗ bi.
Since (∆⊗1)(X) = (1−t3)(1⊗X), then
∑n
i=1∆(ai)⊗bi =
∑n
i=1(1⊗ai+ai⊗1)⊗bi.
Thus ai ∈ P (C) by the independence of the bi’s.
By using
∑n
i=1 ai ⊗ bi = −
∑n
i=1 bi ⊗ ai and a similar discussion, we have bi ∈
P (C) as well. The assertion follows. 
The following facts are obvious.
Lemma 4.2. Let B be a bialgebra. Then
(1) If X ∈ B ⊗B is skew-symmetric, then so is X∆(x) for any x ∈ P (B).
(2) For any a ∈ B and X ∈ B ⊗B,
(∆⊗ 1)(X∆(a)) = (∆⊗ 1)(X) ·∆(2)(a).
In the following, A = U(g) = k[x1, x2, · · · , xd]. Let H(A) be the set of all monic
monomials of A. For any a ∈ H(A), ∆(a) =
∑
a1 ⊗ a2 is always assumed to be
the expression by the standard k-basis of k[x1, x2, · · · , xd]. For any a ∈ H(A), |a|
is the degree of a.
First, we establish a reciprocity law for two linear maps from A to A⊗A, which
is a key step to characterize the co-Poisson structures.
Proposition 4.3. Let q : A → A ⊗ A and I : A → A ⊗ A be two linear maps.
Then I(a) = (−1)|a2|q(a1)∆(a2) for all a ∈ A if and only if q(a) = I(a1)∆(a2) for
all a ∈ A.
Proof. First note that in our case (the algebra is generated by primitive elements),
for any 1 6= a ∈ H(A),
(−1)|a2|∆(a1a2) = 0. (4.1)
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Since a⊗ 1 is one of the terms of ∆(a) for any a ∈ H(A), then∑
a2 6=1
(−1)|a2|+1∆(a1a2) = ∆(a). (4.2)
“⇒” Obviously, I(1) = q(1), and so q(a) = I(a1)∆(a2) for a = 1. We prove
q(a) = I(a1)∆(a2) holds for any a ∈ H(A) by induction on the degree of a. Suppose
q(a) = I(a1)∆(a2) holds for all a ∈ H(A) of degree no more than n. To finish the
proof, it suffices to show that q(ax) = I(a1x)∆(a2)+I(a1)∆(a2x) for any x ∈ P (A).
Since, by assumption,
I(ax) = (−1)|a2|q(a1x)∆(a2) + (−1)
|a2|+1q(a1)∆(a2x)
=q(ax) +
∑
a3 6=1
(−1)|a3|(I(a1x)∆(a2) + I(a1)∆(a2x))∆(a3)
+ (−1)|a3|+1I(a1)∆(a2)∆(a3x),
then
I(ax) + I(a1)∆(a2x) = q(ax) +
∑
a3 6=1
(−1)|a3|I(a1x)∆(a2a3).
Thus q(ax) = I(a1x)∆(a2) + I(a1)∆(a2x) by (4.2).
“⇐” Obviously, I(a) = (−1)|a2|q(a1)∆(a2) holds for a = 1 as q(1) = I(1) by
q(a) = I(a1)∆(a2). It suffices to show that if I(a) = (−1)
|a2|q(a1)∆(a2) then for
any x ∈ P (A),
I(ax) = (−1)|a2|q(a1x)∆(a2) + (−1)
|a2|+1q(a1)∆(a2x).
This is equivalent to that
I(ax) = (−1)|a3|(I(a1x)∆(a2)+I(a1)∆(a2x))∆(a3)+(−1)
|a3|+1I(a1)∆(a2)∆(a3x),
i.e.,
I(ax) = (−1)|a3|I(a1x)∆(a2a3),
which is always true by (4.1). 
To prove Proposition 4.5, we need the following lemma.
Lemma 4.4. Let A = U(g) = k[x1, · · · , xd]. Then for any linear map q : A →
A⊗A and a ∈ H(A),
(−1)|a2|(1 ⊗ q)∆(a1) ·∆
(2)(a2) = (−1)
|a2|1⊗ q(a1)∆(a2).
Proof. We claim first for any a ∈ H(A),∑
(−1)|a1|+|a2|a1a3 ⊗ a2 ⊗ a4 =
∑
(−1)|a1|1⊗ a1 ⊗ a2. (4.3)
It is obviously true for a = 1. Now assume (4.3) holds for a. We show (4.3) holds
for ax for any x ∈ P (A).
Since ∆(3)(x) = 1⊗ 1⊗ 1⊗ x+1⊗ 1⊗x⊗ 1+1⊗ x⊗ 1⊗ 1+ x⊗ 1⊗ 1⊗ 1, then
(−1)|(ax)1|+|(ax)2|(ax)1(ax)3 ⊗ (ax)2 ⊗ (ax)4
=(−1)|a1|+|a2|a1a3 ⊗ a2 ⊗ a4x+ (−1)
|a1|+|a2|a1a3x⊗ a2 ⊗ a4
− (−1)|a1|+|a2|a1a3 ⊗ a2x⊗ a4 − (−1)
|a1|+|a2|a1xa3 ⊗ a2 ⊗ a4
=(−1)|a1|+|a2|a1a3 ⊗ a2 ⊗ a4x− (−1)
|a1|+|a2|a1a3 ⊗ a2x⊗ a4
=(−1)|a1|1⊗ a1 ⊗ a2x− (−1)
|a1|1⊗ a1x⊗ a2
=(−1)|(ax)1|1⊗ (ax)1 ⊗ (ax)2.
Hence (4.3) holds for all a ∈ H(A). By applying 1⊗ q ⊗∆ to (4.3), then
(−1)|a1|+|a2|a1a3 ⊗ q(a2)⊗∆(a4) = (−1)
|a1|1⊗ q(a1)⊗∆(a2).
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Thus
(−1)|a1|(1 ⊗ q)∆(a1) ·∆
(2)(a2) = (−1)
|a1|1⊗ q(a1)∆(a2),
and the proof is finished. 
Proposition 4.5. Let A = U(g) = k[x1, · · · , xd] and I = ⊕i<jk(xi⊗xj −xj ⊗xi).
Then, for any linear map q : A→ A⊗A, the following are equivalent.
(1) q is skew-symmetric and satisfies the co-Leibniz rule.
(2) I(a) = (−1)|a2|q(a1)∆(a2) ∈ I for all a ∈ A.
Proof. “(1)⇒ (2)” By Lemma 4.1, it suffice to show (1+t2)
(
(−1)|a2|q(a1)∆(a2)
)
=
0 and (∆⊗ 1)((−1)|a2|q(a1)∆(a2)) = (1− t3)
(
1⊗ (−1)|a2|q(a1)∆(a2)
)
.
Note that A is generated by primitive elements. It follows from Lemma 4.2 that
(1 + t2)((−1)
|a2|q(a1)∆(a2)) = 0 for all a ∈ H(A).
By Lemmas 4.2, 4.4 and the co-Leibniz rule (2.5),
(∆⊗ 1)((−1)|a2|q(a1)∆(a2))
=(−1)|a2|(∆⊗ 1)q(a1) ·∆
(2)(a2)
=(1− t3)(−1)
|a2|(1⊗ q)∆(a1) ·∆
(2)(a2)
=(1− t3)
(
(−1)|a2|(1⊗ q)∆(a1) ·∆
(2)(a2)
)
=(1− t3)
(
1⊗ (−1)|a2|q(a1)∆(a2)
)
.
“(2) ⇒ (1)” Suppose (−1)|a2|q(a1)∆(a2) ∈ I for all a ∈ H(A). Then q(1) ∈ I.
We check the skew symmetric property of q and the co-Leibniz rule
(∆⊗ 1)q(a) = (1 − t3)(1⊗ q)∆(a)
by induction on the degree of a. They are true for a = 1 by Lemma 4.1. Assume
they are true for a of degree no more than n. Now for any a with deg a = n + 1.
Since I(a) = (−1)|a2|q(a1)∆(a2) ∈ I,
q(a) =
∑
a2 6=1
(−1)|a2|+1q(a1)∆(a2) + I(a).
Since q(a1) is skew symmetric for a2 6= 1 by induction hypothesis and I(a) ∈ I,
then q(a) is skew symmetric by Lemma 4.2. By Lemma 4.4,
(∆⊗ 1)(q(a))
=(∆⊗ 1)

∑
a2 6=1
(−1)|a2|+1q(a1)∆(a2) + I(a)


=(−1)|a2|+1
∑
a2 6=1
(∆⊗ 1)q(a1) ·∆
(2)(a2) + (∆⊗ 1)(I(a))
=(1− t3)

∑
a2 6=1
(−1)|a2|+1(1⊗ q)∆(a1)

 ·∆(2)(a2) + (1− t3)(1⊗ I(a))
=(1− t3)

∑
a2 6=1
(−1)|a2|+1(1⊗ q)∆(a1) ·∆
(2)(a2)


+ (1− t3)
(∑
(−1)|a2|(1 ⊗ q(a1)∆(a2))
)
=(1− t3) ((1⊗ q)∆(a)) .
The proof is finished. 
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Proposition 4.6. For any a ∈ H(A), let I(a) =
∑
1≤i,j≤d λ
ij
a xi ⊗ xj ∈ I with
(λija )d×d ∈ Md(k) skew-symmetric. Then the linear map q : A → A ⊗ A, a 7→
I(a1)∆(a2) defines a co-Poisson structure on the coalgebra A if and only if for all
1 ≤ i < j < k ≤ d and a ∈ A,
d∑
s=1
(
λska1λ
ij
xsa2
+ λsia1λ
jk
xsa2
+ λsja1λ
ki
xsa2
)
= 0. (4.4)
Proof. By Proposition 4.5, we need only to care for the co-Jacobi identity. For any
a ∈ H(A),
(q ⊗ 1)q(a) = (q ⊗ 1)(I(a1)∆(a2))
=(q ⊗ 1)(
∑
s,t
λsta1(xs ⊗ xt)∆(a2)) =
∑
s,t
λsta1q(xsa2)⊗ xta3
=
∑
s,t
λsta1(I(xsa2)∆(a3) + I(a2)∆(xsa3))⊗ xta4
=
∑
s,t,i,j
λsta1λ
ij
xsa2
(xi ⊗ xj ⊗ xt)(a3 ⊗ a4 ⊗ a5)
+
∑
s,t,i,j
λsta1λ
ij
a2
(xixs ⊗ xj ⊗ xt + xi ⊗ xjxs ⊗ xt)(a3 ⊗ a4 ⊗ a5)
=U + V,
where U is the first term, i.e.,
U =
∑
s,t,i,j
λsta1λ
ij
xsa2
(xi ⊗ xj ⊗ xt)(a3 ⊗ a4 ⊗ a5),
and V is the second term, i.e.,
V =
∑
s,t,i,j
λsta1λ
ij
a2
(xixs ⊗ xj ⊗ xt + xi ⊗ xjxs ⊗ xt)(a3 ⊗ a4 ⊗ a5).
Then, by the skew-symmetric property of {λija }d×d and the cocommutativity of A,
	 V =
∑
s,t,i,j
(λsta1λ
ij
a2
+ λija1λ
ts
a2
)(xixs ⊗ xj ⊗ xt)(a3 ⊗ a4 ⊗ a5)
+
∑
s,t,i,j
(λsta1λ
ij
a2
+ λjia1λ
st
a2
)(xi ⊗ xjxs ⊗ xt)(a3 ⊗ a4 ⊗ a5)
+
∑
s,t,i,j
(λsta1λ
ij
a2
+ λjia1λ
st
a2
)(xt ⊗ xi ⊗ xjxs)(a3 ⊗ a4 ⊗ a5)
=0.
So, the co-Jacobi identity holds if and only if 	 U = 0. Note that
	 U =
∑
s,t,i,j
λsta1λ
ij
xsa2
(xi ⊗ xj ⊗ xt + xt ⊗ xi ⊗ xj + xj ⊗ xt ⊗ xi)(a3 ⊗ a4 ⊗ a5)
=
∑
i,j,k
∑
s
(
λska1λ
ij
xsa2
+ λsia1λ
jk
xsa2
+ λsja1λ
ki
xsa2
)
(xi ⊗ xj ⊗ xk)(a3 ⊗ a4 ⊗ a5).
If 	 U = 0, then, by considering the coefficients of elements in degree 3 in 	 U
(i.e., when a3 ⊗ a4 ⊗ a5 = 1⊗ 1⊗ 1),
cijk =
∑
s
(
λska1λ
ij
xsa2
+ λsia1λ
jk
xsa2
+ λsja1λ
ki
xsa2
)
= 0
for all 1 ≤ i, j, k ≤ d and a ∈ H(A).
Conversely, if cijk = 0 for all 1 ≤ i, j, k ≤ d and a ∈ H(A), then 	 U = 0. 
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In summary, we have the following result.
Theorem 4.7. Let A = U(g) = k[x1, · · · , xd]. Then a linear map q : A → A⊗ A
gives a co-Poisson coalgebra structure on A if and only if there is a linear map
I : A→ A⊗A such that for all a ∈ H(A),
(1) q(a) = I(a1)∆(a2).
(2) I(a) =
∑
1≤i,j≤d λ
ij
a xi ⊗ xj ∈ I with (λ
ij
a )d×d ∈Md(k) skew-symmetric.
(3) For all 1 ≤ i < j < k ≤ d,
∑d
s=1
(
λska1λ
ij
xsa2
+ λsia1λ
jk
xsa2
+ λsja1λ
ki
xsa2
)
= 0.
The following proposition shows that the co-Jacobi identity holds trivially in two
variables case. So, the co-Poisson coalgebra structures on k[x, y] are given by the
linear maps I : k[x, y]→ k(x⊗ y − y ⊗ x).
Proposition 4.8. Let A = k[x, y]. Then there is an one-to-one correspondence
between the co-Poisson coalgebra structures on A and the linear maps A → I =
k(x⊗ y − y ⊗ x), given by
(q : A→ A⊗A) 7→ (I : A→ I, a 7→ (−1)|a2|q(a1)∆(a2),
with the inverse map (I : A→ I) 7→ (q : A→ A⊗A, a 7→ I(a1)∆(a2)).
Proof. We only need to show the co-Jacobi identity always holds in this case. As-
sume I(a) = la(x⊗ y − y ⊗ x) with la ∈ k. For any a ∈ A,
q(a) = I(a1)∆(a2) = la1(x⊗ y − y ⊗ x)(a2 ⊗ a3) = la1(xa2 ⊗ ya3 − ya2 ⊗ xa3).
Then 	 (q ⊗ 1)q(a) =	 la1 (q(xa2)⊗ ya3 − q(ya2)⊗ xa3) . Now
	 la1q(xa2)⊗ ya3
= 	 la1 (I(xa2)∆(a3) + I(a2)∆(xa3))⊗ ya4
= 	 la1 lxa2(x⊗ y − y ⊗ x)(a3 ⊗ a4)⊗ ya5
+ 	 la1 la2(x⊗ y − y ⊗ x)(xa3 ⊗ a4 + a3 ⊗ xa4)⊗ ya5
= 	 la1 lxa2(xa3 ⊗ ya4 ⊗ ya5 − ya3 ⊗ xa4 ⊗ ya5)
+ 	 la1 la2(x
2a3 ⊗ ya4 ⊗ ya5 + xa3 ⊗ xya4 ⊗ ya5
− xya3 ⊗ xa4 ⊗ ya5 − ya3 ⊗ x
2a4 ⊗ ya5)
= 	 la1 la2(xa3 ⊗ xya4 ⊗ ya5 − xya3 ⊗ xa4 ⊗ ya5).
Similarly,
	 la1q(ya2)⊗ xa3 =	 la1 la2(ya3 ⊗ xya4 ⊗ xa5 − xya3 ⊗ ya4 ⊗ xa5).
Thus 	 (q ⊗ 1)q(a) = 0 for all a ∈ A = k[x, y]. 
5. (Co-)Poisson Hopf structures on k[x1, x2, · · · , xd]
5.1. Poisson Hopf structures. As proved in [LPV, Proposition 1.8], any Poisson
structure on the polynomial algebra A = k[x1, x2, · · · , xd] is given by {xi, xj} = fij
where {fij}d×d is a skew-symmetric matrix over A such that for all 1 ≤ i < j <
k ≤ d,
d∑
l=1
(
flk
∂fij
∂xl
+ fli
∂fjk
∂xl
+ flj
∂fki
∂xl
)
= 0. (5.1)
If A = U(g) = k[x1, x2, · · · , xd] is viewed as a Hopf algebra, then the Poisson
algebra structures on A can be described in a form dual to Theorem 4.7. The
following is a reciprocity law for linear maps A⊗A→ A.
Lemma 5.1. Let p : A ⊗ A → A and J : A ⊗ A → A be two linear maps. Then
p(a⊗b) = J(a1⊗b1)a2b2 for all a, b ∈ A if and only if J(a⊗b) = (−1)
|a2|+|b2|p(a1⊗
b1)a2b2 for all a, b ∈ A.
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Proof. Similar to that of Proposition 4.3. 
Proposition 5.2. Let A = U(g) = k[x1, · · · , xd]. Then a linear map p : A⊗A→ A
gives a Poisson structure on A if and only if there is a linear map J : A⊗A→ A
such that for all a, b ∈ A,
(1) p(a⊗ b) = J(a1 ⊗ b1)a2b2.
(2) J is skew-symmetric, and J(a⊗ b) = 0 except both a and b are of degree 1.
(3) The Jacobi identity holds for J .
Actually, Proposition 5.2 is exactly [LPV, Proposition 1.8]. If p : A⊗A→ A is
a Poisson algebra structure on A, and J(a⊗ b) = (−1)|a2|+|b2|p(a1 ⊗ b1)a2b2, then
J satisfies conditions (2) and (3) in Proposition 5.2. In this case, condition (1) is
the same as
{f, g} =
∑
1≤i,j≤d
∂f
∂xi
∂g
∂xj
{xi, xj}.
The Poisson Hopf structures on A are classified in the following proposition.
They are exactly linear Poisson structures on A.
Proposition 5.3. Any Poisson Hopf structure on A = k[x1, x2, · · · , xd] is given
by
{xi, xj} =
d∑
l=1
λijl xl (1 ≤ i, j ≤ d),
where λijl = −λ
ji
l , subject to the relations, for all 1 ≤ i < j < k ≤ d and all
1 ≤ s ≤ d,
d∑
l=1
(
λijl λ
lk
s + λ
jk
l λ
li
s + λ
ki
l λ
lj
s
)
= 0.
Proof. Suppose {−,−} is a Poisson Hopf structure on A. Then, by (2.3),
∆ ({xi, xj}) = 1⊗ {xi, xj}+ {xi, xj} ⊗ 1,
that is, {xi, xj} is a primitive element of A. Hence {xi, xj} =
∑d
l=1 λ
ij
l xl for
some λijl ∈ k such that λ
ij
l = −λ
ji
l for all l. Then (5.1) is equivalent to, for all
1 ≤ i < j < k ≤ d and all 1 ≤ s ≤ d,
d∑
l=1
(
λijl λ
lk
s + λ
jk
l λ
li
s + λ
ki
l λ
lj
s
)
= 0.
Conversely, any such a Poisson algebra structure is in fact a Poisson Hopf struc-
ture on A. We need to check that ∆ ({a, b}) = a1b1 ⊗ {a2, b2}+ {a1, b1} ⊗ a2b2 for
all a, b ∈ H(A), which can be done by induction. 
5.2. Co-Poisson Hopf structures. Next we discuss co-Poisson Hopf structures
on A. We fix some notations here. For any a = xn11 x
n2
2 · · ·x
nd
d ∈ H(A), we denote
by a! = n1! · · ·nd! and a
(i) = ni for 1 ≤ i ≤ d. For any b = x
m1
1 x
m2
2 · · ·x
md
d ∈ H(A),
if b | a, we denote by (
a
b
)
=
(
n1
m1
)(
n2
m2
)
· · ·
(
nd
md
)
;
if b ∤ a, we set
(
a
b
)
= 0.
Proposition 5.4. Let A = U(g) = k[x1, x2, · · · , xd]. Then a linear map q : A →
A⊗A gives a co-Poisson Hopf algebra structure on A if and only if there is a linear
map I : A→ A⊗A such that for all a ∈ H(A),
(1) q(a) = I(a1)∆(a2).
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(2) For all 1 ≤ s ≤ d, I(a) = 0 if a 6= xs and I(xs) =
∑
1≤i,j≤d λ
ij
s xi ⊗ xj ∈ I
with (λijs )d×d ∈Md(k) skew-symmetric.
(3) For all 0 ≤ i < j < k ≤ d, 1 ≤ s ≤ d,
∑d
l=1
(
λlks λ
ij
l + λ
li
s λ
jk
l + λ
lj
s λ
ki
l
)
= 0.
Proof. “⇒” Let I : A→ A⊗A be the map I(a) = (−1)|a2|q(a1)∆(a2) for all a ∈ A.
Then, by Proposition 4.3, q(a) = I(a1)∆(a2), i.e., (1) holds.
Since q(ab) = q(a)∆(b) + ∆(a)q(b) for all a, b ∈ A, I(1) = q(1) = 0. Thus
q(xi) = I(xi) for all 1 ≤ i ≤ d. Then, by induction and (2.6), for any a ∈ H(A),
q(a) =
d∑
l=1
(
a
xl
)
I(xl)∆
(
a
xl
)
.
If a ∈ H(A) with deg a = 2, then I(a) = 0 by q(a) = I(a1)∆(a2). By induction, we
see I(a) = 0 for any a ∈ H(A) of degree ≥ 3. By Proposition 4.5, (2) holds.
In this case, the equation (4.4) is equivalent to
∑d
l=1
(
λlks λ
ij
l + λ
li
s λ
jk
l + λ
lj
s λ
ki
l
)
=
0, i.e., (3) holds.
“⇐” If I(a) = 0 for all xi 6= a ∈ H(A), then q(a) = I(a1)∆(a2) becomes
q(a) =
d∑
l=1
(
a
xl
)
I(xl)∆
(
a
xl
)
.
Now it is easy to check q(ab) = q(a)∆(b) + ∆(a)q(b) for all a, b ∈ H(A). 
Example 5.5. Let A = k[x, y]. Then there is an one-to-one correspondence be-
tween the co-Poisson Hopf structures on A and the set {(I(x), I(y)) | I(x), I(y) ∈
k(x⊗ y − y ⊗ x)}, given by
q 7→ (q(x), q(y)), and
(I(x), I(y)) 7→ q : xnym 7→ nI(x)∆(xn−1ym) +mI(y)∆(xnym−1).
Example 5.6. Let A = k[x1, x2, x3]. Then any Poisson Hopf structure on A is
given by
{x1, x2} = λ
1
12x1 + λ
2
12x2 + λ
3
12x3,
{x2, x3} = λ
1
23x1 + λ
2
23x2 + λ
3
23x3,
{x3, x1} = λ
1
31x1 + λ
2
31x2 + λ
3
31x3,
subject to the relations,
λ112λ
l
31 + λ
2
23λ
l
12 + λ
3
31λ
l
23 = λ
2
12λ
l
23 + λ
3
23λ
l
31 + λ
1
31λ
l
12, for all 1 ≤ l ≤ 3.
Any co-Poisson Hopf structure on A is given by
q(x1) = λ
12
1 (x1 ⊗ x2 − x2 ⊗ x1) + λ
23
1 (x2 ⊗ x3 − x3 ⊗ x2) + λ
31
1 (x3 ⊗ x1 − x1 ⊗ x3),
q(x2) = λ
12
2 (x1 ⊗ x2 − x2 ⊗ x1) + λ
23
2 (x2 ⊗ x3 − x3 ⊗ x2) + λ
31
2 (x3 ⊗ x1 − x1 ⊗ x3),
q(x3) = λ
12
3 (x1 ⊗ x2 − x2 ⊗ x1) + λ
23
3 (x2 ⊗ x3 − x3 ⊗ x2) + λ
31
3 (x3 ⊗ x1 − x1 ⊗ x3),
subject to the relations,
λ12k λ
31
1 + λ
23
k λ
12
2 + λ
31
k λ
23
3 = λ
31
k λ
12
1 + λ
12
k λ
23
2 + λ
23
k λ
31
3 , for any 1 ≤ k ≤ 3.
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5.3. Dual (co-)Poisson structures. It is well-known that the dual algebra A∗ of
the coalgebraA = k[x1, x2, · · · , xd] is the algebra of formal divided power series (it is
called Hurwitz series in [Ke, Proposition 2.4] in one variable), which is isomorphic to
the algebra of formal power series k[[x1, x2, · · · , xd]]. By Cartier-Gabriel-Kostant-
Milnor-Moore Theorem ([Sw, Theorem 8.1.5] and [MM, § 6]), the finite dual A◦ of
the polynomial Hopf algebra A = k[x1, x2, · · · , xd] is isomorphic to A⋉ kn as Hopf
algebras, where kn carries the additive group structure (the group-like elements in
the Hopf dual). Similar to [LPV, Proposition 1.8], the following lemma holds.
Lemma 5.7. Let A˜ = k[[x1, · · · , xd]] be the algebra of formal power series. Any
Poisson structure on A˜ is given by {xi, xj} = fij, where (fij)d×d is a skew-
symmetric matrix over A˜ such that for all 1 ≤ i < j < k ≤ d,
{{xi, xj}, xk}+ {{xj, xk}, xi}+ {{xk, xi}, xj} = 0.
In this case, for all f, g ∈ A˜, {f, g} =
∑d
i,j=1
∂f
∂xi
∂g
∂xj
fij .
Theorem 5.8. Suppose char k = 0. Let A˜ = k[[x1, x2, · · · , xd]] be the algebra
of formal power series and A = k[x1, x2, · · · , xd]. Then there is an one-to-one
correspondence between the Poisson algebra structures on A˜ and the co-Poisson
coalgebra structures on A.
Proof. Suppose {xi, xj} = fij =
∑
a∈H(A) λ
ij
a a (1 ≤ i, j ≤ d) gives a Poisson algebra
structure on A˜. Let αija = a!λ
ij
a and
I(a) =
∑
1≤i,j≤d
αija xi ⊗ xj , q(a) = I(a1)∆(a2) for all a ∈ H(A).
Then q : A → A ⊗ A is a co-Poisson coalgebra structure on A. In fact, for all
1 ≤ i < j < k ≤ d,
{{xi, xj}, xk} =
∑
a,b∈H(A)
d∑
l=1
λija λ
lk
b
∂a
∂xl
b =
∑
c∈H(A)
ab=c∑
a,b∈H(A)
d∑
l=1
(a(l) + 1)λijaxlλ
lk
b c.
Then 	 {{xi, xj}, xk} = 0 if and only if for all c ∈ H(A) and all 1 ≤ i < j < k ≤ d,
ab=c∑
a,b∈H(A)
d∑
l=1
(a(l) + 1)
(
λijaxlλ
lk
b + λ
jk
axl
λlib + λ
ki
axl
λljb
)
= 0.
Note that αija = a!λ
ij
a . It is equivalent to
ab=c∑
a,b∈H(A)
d∑
l=1
1
a!b!
(
αijaxlα
lk
b + α
jk
axl
αlib + α
ki
axl
αljb
)
= 0.
By multiplying it with c!, it is easy to see that it is equivalent to
d∑
l=1
(
αijc1xlα
lk
c2
+ αjkc1xlα
li
c2
+ αkic1xlα
lj
c2
)
= 0
for all c ∈ H(A) and 1 ≤ i < j < k ≤ d.
On the other hand, suppose q : A → A ⊗ A is a co-Poisson coalgebra structure
on A. Let I(a) = (−1)|a2|q(a1)∆(a2) := α
ij
a xi ⊗ xj , and λ
ij
a =
1
a!α
ij
a . Then
{xi, xj} = fij :=
∑
a∈H(A)
λija a.
gives a Poisson algebra structure on A˜. 
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Remark 5.9. A co-Poisson coalgebra structure q on A given by I : A → A ⊗ A
is called rational if there is an integer n such that I(a) = 0 for all a ∈ H(A) with
deg a ≥ n. Then there is an one-to-one correspondence between Poisson algebra
structures on A and rational co-Poisson coalgebra structures on A.
Combining Propositions 5.3 and 5.4, we have the following.
Theorem 5.10. There is an one-to-one correspondence between Poisson Hopf
structures on A and co-Poisson Hopf structures on A. More precisely, assume
{xi, xj} = λ
ij
1 x1 + · · ·+ λ
ij
d xd
is a Poisson Hopf structure on A. Let
I(xs) =
∑
1≤i,j≤d
λijs xi ⊗ xj
for all 1 ≤ s ≤ d and I(a) = 0 for all other a ∈ H(A). Then q(a) = I(a1)∆(a2)
defines a co-Poisson Hopf structure on A.
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