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1. Introduction
In [13] two of the authors addressed the possibility that a spectral transition takes place in a deterministic model. The
model is represented by a class of Jacobi matrices with a sparse potential in the sense that the perturbation of the free
Jacobi matrix (the 0-Dirichlet Laplacian on l2(Z+)) is a (direct) sum of a ﬁxed 2 × 2 off-diagonal matrix placed at sites
whose distances from one another grow exponentially. In the present work we improve and complement results of [13] in
two directions. The model is now represented by block-Jacobi matrices and we are able to compute with arbitrary precision,
for sparse perturbations satisfying transversal homogeneity, the Hausdorff dimension of their spectral measures.
Denoting the set of nonnegative integers by Z+ , let Λ = Z+ × {0,1, . . . , L − 1} be a strip of width L  1 on the Z2+
plane and deﬁne, on the separable Hilbert space l2(Λ,C), an operator P ,φ for each sequence P = (pn)n−1 of numbers
pn ∈ (0,1] and angle φ ∈ [0,π):
(P ,φu)(k,m) := pku(k + 1,m) + pk−1u(k − 1,m) + u(k,m + 1) + u(k,m − 1), (1.1)
for all (k,m) ∈ Λ with phase boundary conditions at k = −1:
u(−1,m) cosφ − u(0,m) sinφ = 0, (1.2)
for each m ∈ {0, . . . , L − 1}, and periodic boundary conditions on the vertical direction: u(k, L) = u(k,0) for each k ∈ Z+ .
The operator P ,0 with phase boundary 0 is, in particular, deﬁned on a cylinder with the 0-Dirichlet boundary condition
on k = −1: u(−1,m) = 0 for every m ∈ {0, . . . , L − 1} and the operator 0,φ , deﬁned by setting pn = 1, ∀n, reduces to the
usual discrete Laplacian in Λ with phase boundary φ. We note that pk lives on the horizontal edges 〈(k,m), (k + 1,m)〉,
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S.L. Carvalho et al. / J. Math. Anal. Appl. 368 (2010) 218–234 219m ∈ {0, . . . , L − 1}, and (1.1) is deﬁned with the same value pk to each m. Such property is referred to in the present text as
transversal homogeneity.
The sparse perturbation considered here is a natural extension of the perturbation employed on the one-dimensional
problem developed on [13]. By sparse perturbation we mean a perturbation about the Laplacian: P ,φ = 0,φ + V P where
the potential V P is composed of inﬁnitely many vertical ‘barriers’ whose distances from one another grow exponentially.
The sequence P = (pn)n−1 of ‘barriers’ is of the form
pn =
{
1− δ if n = a j ∈ A,
1 if n /∈ A, (1.3)
for δ ∈ (0,1) and a set of positive integers A= {a j} j1 such that
a j − a j−1  2, j = 2,3, . . . , (1.4)
and
lim
j→∞
a j+1
a j
= β > 1.
Condition (1.4) makes each ‘barrier’ to be localized in an isolated single column of horizontal edges and β is the so-called
“sparseness parameter”. As in [13], the barriers’ separations are ﬁxed as
a j − a j−1 = β j, j = 2,3, . . . , (1.5)
with a1 = β  2 an integer, in order to simplify our analysis. From now on, only sequences in the two-parameter family
Pδ,β deﬁned by (1.3) with A given by (1.5), will be considered and we shall denote by δ,φ the corresponding operator
with P = (pn)n−1 of this form. Note that δ,φ also depends on the sparseness parameter β .
The operator P ,φ with φ = 0 may be written in the block-Jacobi matrix form
JP = J P ⊗ I L + I ⊗ AL, (1.6)
with I the identity operator on l2(Z+), J P is deﬁned by
J P =
⎛
⎜⎜⎜⎜⎝
0 p0 0 0 · · ·
p0 0 p1 0 · · ·
0 p1 0 p2 · · ·
0 0 p2 0 · · ·
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ , (1.7)
the (pn)n0 as in (1.3), AL and I L denoting, respectively, the L × L matrix
AL =
⎛
⎜⎜⎜⎜⎝
0 1 0 · · · 0 1
1 0 1 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 1
1 0 0 · · · 1 0
⎞
⎟⎟⎟⎟⎠
and the L × L identity. The matrix class above reduces to the one studied on [13] by setting the strip width L = 1 (I L = 1
and AL = 0 in this case).
It is interesting to note that as δ varies in the interval (0,1), Jδ (given by J P with P satisfying (1.3)) interpolates
continuously two distinct situations: a dense pure point spectrum at δ = 1 and an absolutely continuous spectrum at δ = 0.
For a more detailed discussion which includes a wider class of perturbations see Section 1 of [13].
Remark 1.1. The results presented in this paper are not restricted to the operator δ,φ . We could extend our methods to
any sparse perturbation that is block-diagonalizable, i.e., that can be decomposed into its one-dimensional constituents by a
matrix conjugation. The transversal homogeneity condition allows us to use the discrete Fourier transform to reduce to this
form. The results also hold if φ in (1.2) is different for each m.
Remark 1.2. The operator δ,φ with φ-phase boundary condition at k = −1 (1.2) may also be written in the block-Jacobi
matrix form (1.6). If Jδ,φ denotes the corresponding matrix, we have
Jδ,φ = Jδ + E0 ⊗ tanφ I L, (1.8)
where E0 is an operator on l2(Z+) with all elements zero except (E0)00 = 1. If the φ-phase condition varies for each m,
tanφ I L in (1.8) is replaced by diag{tanφm}L−1 .m=0
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kδ,0 be the sparse operator δ,0 (for L = 1, i.e. δ,0 = Jδ) with (pn)n given by (1.3) if n < ak and pn = 1 for all n ak and
let ρk(ϕ) denote the corresponding spectral measure. Note dρk/dϕ exists for almost every ϕ ∈ [0,π ] and ρk is absolutely
continuous with respect to the Lebesgue measure. The spectral measure ρ of δ,0, which may be derived from the limit as
k → ∞ of ρk , is determined by the asymptotic behavior, as n → ∞, of the solution ψn = ψn(ϕ) of the equation(
kδ,0ψ
)
n = λψn, λ = 2cosϕ,
in the following sense. If Rk(ϕ) and θk(ϕ) are the radius and angle of Prüfer associated with ψak (ϕ), it can be shown (see
[14,15,9])
ρ(Σ) = lim
k→∞
ρk(Σ) = lim
k→∞
2
π
∫
Σ
sin2 ϕ
R2k (ϕ)
dϕ
for any Borel set Σ ⊂ (0,π). Pearson’s idea is that sparse ‘barriers’ lead to ‘independence’ of certain (deterministic) functions
which behave as functions of a uniformly distributed random variable. As a consequence, we have
(
1
R2k (ϕ)
)1/k
=
k∏
m=1
(
R2m−1(ϕ)
R2m(ϕ)
)1/k
= exp
(
1
k
k∑
m=1
ln
R2m−1(ϕ)
R2m(ϕ)
)
≡ exp
(
1
k
k∑
m=1
ln f
(
ϕ, (am − am−1)ϕ, θm−1(ϕ)
))
→ exp
(
1
π
π∫
0
ln f (ϕ,u, θ)du
)
≡ 1/r (1.9)
with probability one with respect to that uniform distribution, by the weak law of large numbers. His method was modiﬁed
in [13] by exploiting the uniform distribution of a sequence (ζm(ϕ))m1, for almost every ϕ , deﬁned by a linear interpolation
of Prüfer angles3:
θm(ϕ) = g
(
θm−1(ϕ)
)+ (am − am−1)ϕ, m 2, (1.10)
with θ1 = θ0 + a1ϕ , for the monotone increasing function
g(θ) = tan−1((tan θ + cotϕ)/(1− δ)2 − cotϕ)
that maps the interval (−π/2,π/2] into itself. The crucial observation here is that f (ϕ, (am − am−1)ϕ, θm−1(ϕ)) in (1.9)
can be rewritten as f (ϕ, θm(ϕ)) for a different, although similar, function f . Eq. (1.9) thus gives an exact decay rate 1/r of
ψn(ϕ) without evoking ‘independence’ of the Bernoulli shift sequence um = (am − am−1)ϕ mod π , which would require an
extremely sparse condition.
The Hausdorff dimension of the spectral measure ρ can be determined using an extension due to Jitormiskaya and
Last [7] of the Gilbert–Pearson theory of subordinacy [6], which relates the spectral property of ρ to the growth rate of
solution ψφn (ϕ) of the Schrödinger equation 
k
δ,φψn = λψn . Note that kδ,φ = kδ,0 + E0 tanφ and the phase boundary is
important since the exact Hausdorff dimension holds only for almost every φ w.r.t. the Lebesgue measure. It is worth men-
tioning that Zlatoš [21] has applied the Jitormiskaya–Last method to a sparse model very similar to the one considered
in [13] (whose ‘barriers’ locate at sites not at edges). He has obtained the exact Hausdorff dimension of the spectral mea-
sure for a sparse random model in which the distances from one to another ‘barrier’ are given by a j − a j−1 + ω j with
(ω j) j1 independent random variables uniformly distributed in the interval [− j,− j + 1, . . . , j]. The improvement of Pear-
son’s method (1.9) given in [13] allows the Hausdorff dimension of the spectral measure to be determined with arbitrary
precision without adding a random variable to the sparse condition. This is our main result (Theorem 3.11).
The present paper is organized as follows. We present some preliminary facts on the spectrum of Jδ on Section 2 and on
Section 3 we establish the exact Hausdorff dimension of the spectral matrix measure of δ,φ . Our main result, Theorem 3.11,
is stated and proved in this section, after we have extended to the block-Jacobi matrix Jδ,φ several preliminary results of
[7,21].
3 Our deﬁnition of Prüfer angles differs slightly from that of [14] and other authors. By θ j we mean the Prüfer angle at the site a j immediately before
the j-th barrier takes place. Pearson’s deﬁnition is at the point b j right after the barrier.
S.L. Carvalho et al. / J. Math. Anal. Appl. 368 (2010) 218–234 2212. The spectrum of Jδ and notation
2.1. The spectral matrix and spectrum of the free block-Jacobi matrix
In order to introduce the spectral measure of block-Jacobi matrices considered and to ﬁx notation we shall ﬁrst consider
the 0-Dirichlet Laplacian operator 0,0. For convenience, we always change the order of the tensor product in (1.6): I L ⊗ Jδ +
AL ⊗ I = Π( Jδ ⊗ I L + I ⊗ AL)Π−1 by an appropriate permutation matrix Π and we call it by Jδ as well. The Kronecker sum
J0 = I L ⊗ J0 + AL ⊗ I, (2.1)
with J0 the free Jacobi matrix
J0 =
⎛
⎜⎜⎜⎜⎝
0 1 0 0 · · ·
1 0 1 0 · · ·
0 1 0 1 · · ·
0 0 1 0 · · ·
...
...
...
...
. . .
⎞
⎟⎟⎟⎟⎠ , (2.2)
is thus unitarily similar to (1.6) for (1.3) with δ = 0; consequently, its spectrum remains unchanged.
The structure of (2.1) permits to give a simple answer to the spectrum of this operator. It is well known (see e.g. [10])
that if {ηk}nk=1 and {λ j}mj=1 are the eigenvalues of the matrices A and B , respectively, then {ηk +λ j}n,mk, j=1 are the eigenvalues
of the Kronecker sum Im ⊗ A + B ⊗ In . Since the interval [−2,2] is the essential spectrum of J0, the essential spectrum of
J0 is given by
σess(J0) =
L−1⋃
j=0
(
η j + σess( J0)
)≡ L−1⋃
j=0
I j, (2.3)
with {η j}L−1j=0 , η j = 2cos(2π j/L), the eigenvalues of AL . Thus,
σess(J0) =
{ [−2+ 2cos(π(L − 1)/L),4] if L is odd,
[−4,4] if L is even (2.4)
holds for L  2.
It is also well known that the spectrum of the free Jacobi matrix J0, deﬁned by (2.2), is purely absolutely continuous. As
J0 is in some sense a free matrix, we have
Proposition 2.1. The diagonal elements of the spectral measure matrix ρ of J0 , restricted to the set (2.4), are purely absolutely
continuous.
Proof. Let
M(z) =
∫
dρ(x)
x− z
be the L × L M-matrix deﬁned by the Borel transform of the spectral matrix ρ . By the spectral theorem, the M-matrix of
J is related to the resolvent matrix (J − zIL ⊗ I)−1 as follows. If J is the matrix representation of a self-adjoint operator
H in the separable space H with an orthonormal basis {ϕ(k,m)}(k,m)∈Λ , we have
(J − zIL ⊗ I)−1(m,0)(m′,0) =
(
ϕ(0,m), (H − zI)−1ϕ(0,m′)
)= ∫ dρmm′(x)
x− z = Mmm′(x).
By the fact that 0,0 has periodic condition on the vertical direction, AL is cyclic and the resolvent can be block-
diagonalized by the Fourier matrix:(
F−1L ⊗ I
)
(J − zIL ⊗ I)−1(FL ⊗ I) = diag
{
( J0 − z j I)−1
}L−1
j=0, (2.5)
with z j = z − 2cos(2π j/L), j = 0, . . . , L − 1, and FL := [v1v2 · · · vL] the matrix built up with the eigenvectors vk =
(1, ξk, . . . , ξ (L−1)k)/
√
L, ξ = exp{2π i/L} of the shift matrix S : (x0, . . . , xL−1) → (x1, . . . , xL−1, x0) on its columns.
The M-matrix can thus be written as
M(z) = FL diag
{
( J0 − z j I)−100
}L−1
j=0 F
−1
L , (2.6)
where the 00-element ( J0 − z j I)−100 of the resolvent matrix ( J0 − z j I)−1 is the Weyl–Titchmarsh m-function of the free
Jacobi matrix J0 evaluated at z j . It is a simple exercise to calculate the m-function for the one-dimensional free problem. If
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Neumann (3.10) boundary conditions at n = −1, m(z) is uniquely deﬁned by imposing that u = u2 −m(z)u1 is l2(Z+,C).
Explicitly
m(z j) = z j2 +
√
z2j
4
− 1, j = 0,1, . . . , L − 1, (2.7)
for z j > 0.
Now, let m(z) = ∫ dμ(x)/(z − x),
m(ζ ) = limsup
ξ↓0
m(z),
z = ζ + iξ , and let L(ρ) be the set of all ζ ∈ R for which this limit exists. It is known (see Appendix B from [20]) that the
minimal (or essential) supports M, Mac and Ms of μ, the absolutely continuous part μac and the singular part μs of μ,
with respect to the Lebesgue measure in R, are, respectively, given by ζ ∈ L(ρ) such that 0 < m(ζ )∞, 0 < m(ζ ) < ∞
and m(ζ ) = ∞. These criteria can be obtained using de la Vallée–Poussin’s decomposition theorem [18], the Lebesgue–
Radon–Nikodym theorem and the following lemma (see e.g. [6]):
Lemma 2.2. If (dμ/dν)(ζ ) (the Radon–Nikodym derivative) exists ﬁnitely or inﬁnitely, then m(ζ ) also exists and (dμ/dν)(ζ ) =
(1/π)m(ζ ) (ν is some Lebesgue measure on R).
Returning to the M-matrix (2.6), its diagonal elements are given by
Mmm(z) =
L−1∑
j,k=0
(FL)mj
(
diag
{
( J0 − zl I)−100
}L−1
l=0
)
jk
(
F−1L
)
km
=
L−1∑
j=0
m(z j)
∣∣(FL)mj∣∣2 = 1
L
L−1∑
j=0
m(z j), (2.8)
with m(z) given by (2.7). This equation, together with
lim
ξ↓0 m(ζ j + iξ) =
{
0 |ζ j| 2,√
1− ζ 2j /4 |ζ j| < 2,
ζ j = ζ − 2cos(2π j/L), and Lemma 2.2, leads to
lim
ξ↓0
dρmm
dζ
(ζ + iξ) = 1
π L
L−1∑
j=0
lim
ξ↓0 m(ζ j + iξ), (2.9)
which is strictly positive for almost every ζ with respect to the Lebesgue measure on the essential support (2.4) of J0 and
zero on its complement. The proof of Proposition 2.1 is thus concluded evoking the above criteria. 
2.2. The essential spectrum of Jδ
A natural question to ask is whether the essential spectrum of the matrix Jδ is, regardless of δ ∈ (0,1), the same of J0.
This question is settled by the following
Theorem 2.3. Let Jδ be the block-Jacobi matrix deﬁned by (1.6) with P ∈ Pδ,β given by (1.3) and (1.5). The essential spectrum of Jδ
is the set (2.3) and, consequently,
σess(Jδ) = σess(J0)
holds for any δ ∈ (0,1).
Remark 2.4. Theorem 2.3 is an extension of Theorem 2.1 from [13]. We follow its proof step by step.
Remark 2.5. The operator δ,φ with φ-phase boundary condition at k = −1 (1.2) may also be written in the block-Jacobi
matrix form (1.6) (see Eq. (1.8)). Clearly E0 ⊗ tanφ I L is a rank-L perturbation of Jδ and σess(Jδ,φ) = σess(Jδ), by Weyl’s
invariance principle (see e.g. [16]). Thus, it is suﬃcient to deal with Jδ to determine the essential spectrum of Jδ,φ .
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sional column vectors
uk =
(
u(k,0),u(k + 1,0), . . . ,u(k, L − 1),u(k + 1, L − 1))
and the 2L × 2L matrices
hLk = pk IL ⊗ A2 +
1
2
AL ⊗ I2. (2.10)
Then, the quadratic form associated with Jδ can be written as
(u,Jδu) =
∞∑
k=1
uk · hLkuk+1 +
L−1∑
m=0
u(0,m)u(0,m + 1). (2.11)
The factor 1/2 present in (2.10) avoids double counting of terms in (2.11); the second sum present in (2.11) corrects the
counting of the interacting terms between the elements of the ﬁrst column.
We follow the strategy used in Proposition 2.1 to calculate the eigenvalues of hLk . The characteristic polynomial of h
L
k
reads
det
[
hLk − λI L ⊗ I2
]= det[(F−1L ⊗ I2)(hLk − λI L ⊗ I2)(FL ⊗ I2)]
= det[diag(Sm − λI2)L−1m=0]
=
L−1∏
m=0
det[Sm − λI2],
Sm =
(
cos(2πm/L) pk
pk cos(2πm/L)
)
.
So, the eigenvalues of hLk are λ
±
k,m = ±pk + cos(2πm/L), m = 0, . . . , L − 1. Inserting the spectral decomposition of hLk
hLk =
L−1∑
m=0
(
λ+k,mP
+
k,m + λ−k,mP−k,m
)
into (2.11), where P±k,m are the projectors in the direction of the eigenvectors associated with λ
±
k,m , we have
2λ−  (u,Jδu)
(u,u)
 2λ+,
with
λ+ = sup
k,m
λ+k,m = 2
and
λ− = inf
k,m
λ−k,m =
{−2 if L is even,
−1+ cos(π(L − 1)/L) if L is odd
concluding, together with (2.4), that σess(Jδ) ⊆ σess(J0).
To prove the inclusion σess(Jδ) ⊇ σess(J ), we use the Weyl criterion (Theorem VII.12 of [16]): if B is a bounded self-
adjoint operator on a separable Hilbert space H, λ belongs to the essential spectrum σess(B) of B if and only if there exists
an orthogonal sequence (ψn)n∈N in H, with ‖ψn‖ = 1, such that
lim
n→∞
∥∥(B − λ)ψn∥∥= 0.
Let λm(ϕ) = 2(cosϕ + cos(2πm/L)), ϕ ∈ [0,π ], m = 0, . . . , L − 1, and deﬁne
ψn,m = ψn ⊗ vm,
with (ψn)n(n−1)/2+ j = (1/√n)ei jϕ for j = 1, . . . ,n and 0 otherwise and vm the m-th eigenvector of the shift operator S (see
Eq. (2.5)). Clearly, the ψn,m form an othonormal sequence in l2(Λ) and {λm(ϕ)} is in one-to-one correspondence with (2.3).
We claim that, for each m = 0, . . . , L − 1,
‖Jδψn,m − λmψn,m‖ c lnn√ (2.12)
n
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ψn,m of a sum of local matrices, bounded in norm by one; 2 of them involve the extreme points eiϕ and einϕ , and there
are O (lnn) nondiagonal matrices. The O (lnn) is due to the fact that the sequence (a j) j1 satisﬁes the sparseness condition
(1.5), with at most r points a j within [n(n− 1)/2+ 1,n(n + 1)/2]; r is such that
r  lnn
lnβ
.
Note that AL vm = 2cos(2πm/L)vm and this part of the tensor product in Jδ has no effect to the limit process. This proves
the inclusion σess(Jδ) ⊇ σess(J ) and completes the proof of Theorem 2.3. 
2.3. The spectral matrix measure and spectral multiplicity
The discussions and results that appear below are straightforward extensions to L × L spectral matrix measure of the
results with L = 2 given in Appendix B of [20].
Let us begin with the following
Deﬁnition 2.6. The sesquilinear form
〈f,g〉 =
∫
R
L−1∑
i, j=0
f ∗i (λ)g j(λ)dρi j(λ), (2.13)
deﬁned for f i, gi ∈ L2(R,C,dρ00) is nonnegative provided ‖f‖2 = 〈f, f〉 0 holds in this space.
Since the M-matrix (2.6) (with J0 replaced by Jδ) is a matrix-valued Herglotz function (see e.g. [5] for a complete treat-
ment), the matrix (ρi, j(B))0i, jL−1 is nonnegative for any Borel set B and we can assign to ρ a nonnegative sesquilinear
form (2.13).
Explicitly, we have from (2.6) and Lemma 2.2
lim
η↓0
dρmn
dζ
(ζ + iη) = 1
π L
L−1∑
j=0
lim
η↓0
(
m(ζ j + iη)
)
cos
(
2π(m− n)
L
j
)
. (2.14)
It follows immediately from (2.14) that
∣∣ρi j(B)∣∣ 1
L
L−1∑
k=0
μ(Bk)
∣∣∣∣cos
(
2π(m− n)
L
k
)∣∣∣∣ ρ00(B)
for any Borel set B ∈ R, with Bk = B −2cos(2πk/L) the “displacement” of B by 2cos(2πk/L) and μ the spectral measure of
the Jacobi matrix Jδ (ρii = ρ00 for every i = 0, . . . , L − 1, according to (2.8)). This implies that dρi, j is absolutely continuous
with respect to dρ0,0, justifying the exclusive study of its spectral properties adopted in this work.
Let us again consider the sesquilinear form (2.13). Suppose that f is a simple function, that is, f(λ) =∑L−1l=0 χBl (λ)( fl,0,
. . . , fl,L−1), where ( fl,0, . . . , fl,L−1) ∈ CL and Bl are disjoint Borel sets. For this class of functions (2.13) is a nonnegative
sesquilinear form. If f is such that f i ∈ L2(R,C,dρ00), we can approximate f by simple functions in order to obtain ‖f‖ 0.
We have, as a consequence, a separable Hilbert space L2(R,CL,dρ) with scalar product (2.13).
Next, for the Jacobi operators Jδ in consideration, satisfying Weyl’s limit point case, there is a unitary transformation
U˜ : l2(Z+) → L2(R,C,dρ00) such that δ,φ = (U˜−1 ⊗ I)˜δ,φ(U˜ ⊗ I) where ˜δ,φ : L2(R,CL,dρ) → L2(R,CL,dρ) is a multi-
plication operator (see e.g. Theorem 2.12 of [20]).
Lemma 2.7. The set σ(ρ00) := {λ ∈ R: ρ00((λ − ε,λ + ε)) > 0 for all ε > 0} is precisely the spectrum σ(˜δ,φ) of the multiplication
operator ˜δ,φf(λ) = λf(λ), D(˜δ,φ) = {f ∈ L2(R,CL,dρ) | λf(λ) ∈ L2(R,CL,dρ)}.
Proof. The proof of Lemma 2.7 is a direct extension of Lemma B.13 of [20] to our problem. 
Furthermore, we can use the measure dρ00 to diagonalize the spectral matrix measure dρ . Since the components dρi, j
are absolutely continuous with respect to dρ00, there is a symmetric and nonnegative matrix Y (λ) such that
dρ(λ) = Y (λ)dρ00(λ),
by the Radon–Nikodym theorem, with elements given by
Yi, j(λ) = lim (Mi, j(λ + i)) , (2.15)
↓0 (M0,0(λ + i))
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can be diagonalized by the Fourier matrix FL (in analogy to (2.5)):
Y (λ) = FL diag
{
y j(λ)
}L−1
j=0 F
−1
L ,
with y j(λ) = limε↓0 L(mj(λ+ iε))/∑L−1n=0 (mn(λ+ iε)) satisfying 0 y j(λ) 1, a result that follows from (2.14) and (2.15).
The matrix FL provides a unitary operator
L2
(
R,CL,dρ
)→ L−1⊕
j=0
L2(R, y j dρ00); f(λ) → FLf(λ),
which leaves ˜δ,φ invariant. This permits us to investigate the spectral multiplicity of ˜δ,φ .
Lemma 2.8. Deﬁne
B(k) = {λ ∈ σ(ρ00): k eigenvalues of Y (λ) are different from zero}, (2.16)
k = 1, . . . , L. Then ˜δ,φ =⊕Lk=1 χB(k) ˜δ,φ and the spectral multiplicity of χB(k) ˜δ,φ is k.
Proof. The proof is the same given by Lemma B.14 from [20]. 
3. Hausdorff dimension
This section is devoted to the determination of the Hausdorff dimension of the spectral measure of (1.6).
3.1. Basic deﬁnitions and subordinacy
We start by some useful deﬁnitions. A more complete description is found in [11].
Given a Borel set S ⊂ R and α ∈ [0,1], we deﬁne the number
Qα,δ(S) = inf
{ ∞∑
ν=1
|bν |α: |bν | < δ; S ⊂
∞⋃
ν=1
bν
}
, (3.1)
the inﬁmum taken over all covers by intervals of size at most δ. The limit δ → 0,
hα(S) = lim
δ↓0 Qα,δ(S), (3.2)
is called α-dimensional Hausdorff measure. This measure can be viewed as a continuous interpolation of the counting measure
at α = 0 (which assigns to each set S the number of points in it) and the Lebesgue measure at α = 1. It is clear by the
deﬁnitions (3.1) and (3.2) that hα(S) is an outer measure on R, and its restriction to Borel sets is a Borel measure (see
e.g. [4]). For β < α < γ ,
δα−γ Q γ ,δ(S) Qα,δ(S) δα−β Q β,δ(S)
holds for any δ > 0 and S ⊂ R. So, if hα(S) < ∞, then hγ (S) = 0 for γ > α; if hα(S) > 0, then hβ(S) = ∞ for β < α. Thus,
for every Borel set S , there is a unique αS such that hα(S) = 0 if α > αS and hα(S) = ∞ if αS < α. The number αS is called
the Hausdorff dimension of the set S .
Another useful concept is the exact dimension of a measure, due to Rogers and Taylor [17]:
Deﬁnition 3.1. A measure μ deﬁned on R is said to be of exact dimension α, α ∈ [0,1], if and only if two requirements
hold: (1) for every β ∈ [0,1] with β < α and S a set of dimension β , μ(S) = 0 (which means that μ(S) gives zero weight
to any set S with hα(S) = 0); (2) there is a set S0 of dimension α which supports μ in the sense that μ(R \ S0) = 0.
Given a positive, ﬁnite measure μ and α ∈ [0,1], we deﬁne the Hausdorff upper derivative by the limit
Dαμ(x) ≡ limsup
↓0
μ((x− , x+ ))
(2)α
. (3.3)
Deﬁnition (3.3) is the generalization of the Radon–Nikodym derivative for Hausdorff measures. Note that the limit  ↓ 0
does not need to be deﬁned. Clearly, if Dαμ(x0) < ∞ for some x0 then, for all β < α,
Dβμ(x0) = limsup(2)α−β μ((x0 − , x0 + ))
(2)α
= limsup(2)α−βDαμ(x0) = 0.
↓0 ↓0
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β
μ(x0) = ∞ for all β > α. Thus, we can deﬁne for each x0 the local
Hausdorff dimension α(x0), given by
αμ(x0) ≡ lim inf
↓0
lnμ((x0 − , x0 + ))
ln(2)
. (3.4)
Finally, we introduce the notion of continuity and singularity of a measure with respect to the Hausdorff measure. Given
α ∈ [0,1], a measure μ is called α-continuous if μ(S) = 0 for every set S with hα(S) = 0; it is called α-singular if it is
supported on some set S with hα(S) = 0. We can reformulate Deﬁnition 3.1 in this context: a measure μ is said to have
exact dimension α if, for every  > 0, it is simultaneously (α − )-continuous and (α + )-singular.
The following remarkable result is due to Rogers and Taylor [17] and was extracted from Del Rio, Jitomirskaya, Last and
Simon [3]:
Theorem 3.2 (Rogers–Taylor). Let μ be any measure and α ∈ [0,1]. Let
T∞ =
{
x: Dαμ(x) = ∞
}
and let χα denote its characteristic function. Let dμαs = χα dμ and dμαc = (1 − χα)dμ. Then dμαs and dμαc are, respectively,
singular and continuous with respect to hα .
Remark 3.3. The restriction μ(T+ ∩ ·) to the set T+ = {x: 0 < Dαμ(x) < ∞} is absolutely continuous with respect to hα , in
the sense that it is given by f (x)dhα(x) for some f ∈ L1(R,dhα).
Remark 3.4. Theorem 3.2 permits an extension of the standard Lebesgue decomposition of a Borel measure into contin-
uous and singular parts, with respect to the Hausdorff measure. The decomposition into absolutely continuous, singular-
continuous and pure point parts can also be extended (see [11] for a complete study). All these measure decompositions
lead to a corresponding spectral decomposition of the Hilbert space.
Let J be an essentially self-adjoint operator on l2(Z+) given by a Jacobi matrix and let
J u = λu (3.5)
be the corresponding Schrödinger equation. Jitomirskaya and Last [7] extended, for Hausdorff measures, the Gilbert–Pearson
theory of subordinacy [6], for Lebesgue measures, which relates the spectral property of ρ to the rate of growth of the
solutions of the Schrödinger equation. A solution u of (3.5) is said to be subordinate if
lim
l→∞
‖u‖l
‖v‖l = 0 (3.6)
holds for any linearly independent solution v of (3.5), where ‖ · ‖l denotes the l2(Z+)-norm truncated at the length l ∈ R,
i.e.,
‖u‖2l ≡
[l]∑
n=0
∣∣u(n)∣∣2 + (l − [l])∣∣u([l] + 1)∣∣2,
[l] is the integer part of l.
We shall see that the theory in [13] permits to distinguish different kinds of singular-continuous spectra, suitable for the
study of the spectral measure ρ j(λ) associated to each one-dimensional component of Jδ , since their singularity becomes
more pronounced when λ varies from the center to the border of the spectrum (see Theorem 4.4 of [13]).
To extend the block-diagonalization ideas used in Section 2 to study the spectral measure of δ,φ , given by (1.1), we
deﬁne operators(
H jδ,φψ
)
(n) = pnψ(n+ 1) + pn−1ψ(n− 1) + V jψ(n),
on l2(Z+,C) subjected to a φ-boundary condition at n = −1:
ψ(−1) cosφ − ψ(0) sinφ = 0, (3.7)
for each j ∈ {0, . . . , L − 1}. The “potential” V j = 2cos(2π j/L) arises from the block-diagonalization of δ,φ by the Fourier
matrix FL ⊗ I . Note that each H jδ,φ is the projection of δ,φ into its j-th one-dimensional constituent.
To each H jδ,φ there corresponds a Schrödinger equation
( Jδ + tanφE0)u j = λ ju j, (3.8)
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(3.7) as a rank-one perturbation of Jδ (see Remark 1.2).
Now, let λ ∈ R and u1, j be the solution of (3.8) which satisﬁes the Dirichlet boundary condition at −1, namely
u1, j(−1) = 0, u1, j(0) = 1, (3.9)
and let u2, j be the solution which satisﬁes the Neumann boundary condition
u2, j(−1) = 1, u2, j(0) = 0. (3.10)
Observe that u1, j is proportional to the solution uφ, j of Jδu j = λ ju j satisfying
u j(−1) = sinφ, u j(0) = cosφ. (3.11)
Following Jitomirskaya and Last [7], we deﬁne for any given  > 0 and for each j ∈ {0, . . . , L − 1} a length l j() ∈ (0,∞)
by the equality
‖u1, j‖l j()‖u2, j‖l j() =
1
2
(3.12)
(see Eq. (1.12) from [7]).
Since at most one of the solutions {u1,u2} of (3.5) is l2 (thanks to the Wronskian constancy), the left-hand side of (3.12)
is a monotone increasing function of l which vanishes at l = 0 and diverges as l → ∞. On the other hand, the right-hand
side of (3.12) is a monotone decreasing function of  which diverges as  → 0. We conclude that the function l() is a
well-deﬁned monotone decreasing and continuous function of  which diverges as  → 0.
l j() being deﬁned, we can apply Theorem 1.1 of [7] for each Weyl–Titchmarsh mj-function related to each pair of
solutions u1, j and u2, j , j ∈ {0, . . . , L − 1}: for ﬁxed ε > 0
5− √24
|mj(λ + i)| 
‖u1, j‖l j()
‖u2, j‖l j()
 5+
√
24
|mj(λ + i)| .
Note that Theorem 1.2 of [7] and its corollaries also holds: if μ j denotes the spectral measure of H
j
δ,φ , then, with b =
α/(2− α),
limsup
ε→0
μ j((λ − ,λ + ))
(2ε)α
= ∞ (3.13)
if and only if
lim inf
l→∞
‖u1, j‖l
‖u2, j‖bl
= 0. (3.14)
3.2. Extension to block-Jacobi matrices
We may ask whether these results can be extended to the diagonal elements ρmm of the spectral matrix ρ of δ,φ . The
generalization of Theorem 1.2 from [7] is as follows. Since all diagonal elements of M are equal, it is enough to consider ρ00.
Theorem 3.5. Let δ,φ be given by (1.1), λ ∈ R and α ∈ (0,1). Then
Dαρ00(λ) = limsup
↓0
ρ00((λ − ,λ + ))
(2)α
= ∞ (3.15)
if and only if
lim inf
l→∞
‖u1, j‖l
‖u2, j‖bl
= 0 (3.16)
for at least one j ∈ I(λ) where
I(λ) := {m ∈ {0, . . . , L − 1}: Im  λ}, (3.17)
Im is deﬁned in (2.3) and b = α .2−α
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limsup
↓0
μ j((λ − ,λ + ))
(2)α
= ∞ (3.18)
and by Theorem 1.2 in [7] applied to the operator H jδ,φ (Eqs. (3.13) and (3.14)), this holds if and only if (3.16) holds.
Suppose now that (3.16) holds for some j ∈ I(λ). The same Theorem 1.2 of [7] leads to (3.18). But we know from (2.8)
and (2.9) that this implies (3.15), concluding the proof of Lemma 3.5. 
The resulting corollaries of Theorem 1.2 in [7] can be extended on a similar fashion. Of particular interest are Corollar-
ies 4.4 and 4.5 of [7]. The new version of the ﬁrst is given by
Corollary 3.6. Suppose that for some α ∈ [0,1) and every λ in some Borel set A, every solution v j of (3.8) with j ∈ I(λ) = ∅ obeys
limsup
l→∞
‖v j‖2l
l2−α
< ∞.
Then, the restriction ρ00(A ∩ ·) is α-continuous.
Proof. The proof follows the same structure of the proof of Corollary 4.4 in [7]. Let λ ∈ A. From the constancy of the
Wronskian, ‖u1, j‖l‖u2, j‖l  l holds for every j, and since, by hypothesis, ‖u2, j‖2l < Cl2−α for some constant C , it follows
that ‖u1, j‖l > C−1/2lα/2 for any j ∈ I(λ). Thus, we have
‖u1, j‖l
‖u2, j‖bl
> C−(1+b)/2lα/2−b(2−α)/2 = C−(1+b)/2 > 0,
since b = α/(2− α). It follows from Theorem 3.5 that ρ00(A ∩ ·) is α-continuous. 
Corollary 3.6 can be rewritten in terms of the one-dimensional 2× 2 transfer matrices
T j(n;λ) = T j(n,n − 1;λ)T j(n− 1,n− 2;λ) · · · T j(0,−1;λ), (3.19)
where
T j(n,n − 1;λ) =
( λ j
pn
−pn−1
pn
1 0
)
≡ T (n,n − 1;λ j) (3.20)
is related to Eq. (3.8) for every j ∈ {0, . . . , L − 1}. Note that T (n,n − 1;λ) is precisely the transfer matrix considered in [13]
(see Eq. (2.2) therein). Moreover, for the sequence (pn)n−1 of the form (1.3), only three different 2× 2 matrices appear in
the r.h.s. of (3.19):
T− =
( λ j
1−δ
−1
1−δ
1 0
)
, T+ =
(
λ j −1+ δ
1 0
)
and T0 =
(
λ j −1
1 0
)
(3.21)
depending on whether the left, the right or none of the two entries n and n− 1 in (3.20) belong to A, respectively. As(
u j(n+ 1)
u j(n)
)
= T j(n;λ)
(
u j(0)
u j(−1)
)
,
T j(n;λ) is also the fundamental matrix of (3.8)
T j(n;λ) =
(
u1, j(n+ 1) u2, j(n+ 1)
u1, j(n) u2, j(n)
)
. (3.22)
Marchetti et al. [13] have determined precisely the growth of the norm of T (n;λ) given by the product of (3.20) with
λ j = λ and P ∈ Pδ,β . This together with a result due to Zlatoš [21] permits the determination of the Hausdorff dimension
of ρ00.
Given (3.22), we have
Corollary 3.7. Suppose that for some α ∈ [0,1) and every λ in some Borel set A,
limsup
l→∞
1
l2−α
l∑
n=0
∥∥T j(n;λ)∥∥2 < ∞, (3.23)
for all j ∈ I(λ), with ‖ · ‖ some matrix norm. Then the restriction ρ00(A ∩ ·) is α-continuous.
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C1 max
{
R j(n, θ1), R j(n, θ2)
}

∥∥T j(n− 1;λ)∥∥ C2 max{R j(n, θ1), R j(n, θ2)} (3.24)
holds for λ j ∈ (−2+ δ,2− δ) and any δ > 0, where
R j(n, θ) =
∥∥UT j(n− 1;λ)vθ∥∥ (3.25)
is the radius of Prüfer at n starting from the initial condition vθ =
(cos θ
sin θ
)
and
U =
(
0 sinϕ
1 − cosϕ
)
is a matrix by which T0 with λ j = 2cosϕ j is similar to a clockwise rotation R(ϕ j) by an angle ϕ j : T0 = U−1R(ϕ j)U .
Choosing θ1 = 0 and θ2 = π/2 in (3.25), together with (3.22), (3.9) and (3.10), we have
R2j (n, θ1(2)) = u2j,1(2)(n) + u2j,1(2)(n− 1) − 2cosϕ ju j,1(2)(n)u j,1(2)(n− 1)
and, consequently,
c−j
(
u21(2), j(n) + u21(2), j(n− 1)
)
 R2j (n, θ1(2)) c+j
(
u21(2), j(n) + u21(2), j(n− 1)
)
, (3.26)
with c±j = (1± |cosϕ j |). The bound from below combined with (3.24) leads to
l∑
n=0
∥∥T j(n;λ)∥∥2  cmax{‖u1, j‖2l+1,‖u2, j‖2l+1} (3.27)
for every j ∈ I(λ). Hypothesis (3.23), together with (3.27), implies Corollary 3.7. 
It is interesting to note that the growth of the norm of the transfer matrix gives exactly the growth of the increasing
solution. This fact will be of great importance later.
The new version of Corollary 4.5 is
Corollary 3.8. Suppose that for at least one j ∈ I(λ) = ∅
lim inf
l→∞
‖u1, j‖2l
lα
= 0 (3.28)
for every λ in some Borel set A. Then the restriction ρ00(A ∩ ·) is α-singular.
Proof. Let λ ∈ A and b = α/(2−α). By hypothesis, there is at least one j ∈ I(λ) that satisﬁes (3.28). Again, by the constancy
of the Wronskian, ‖u1, j‖l‖u2, j‖l  l, and so ‖u2, j‖bl  (l/‖u1, j‖l)b . This implies
lim inf
l→∞
‖u1, j‖l
‖u2, j‖bl
 lim inf
l→∞
‖u1, j‖1+bl
lb
= lim inf
l→∞
(‖u1, j‖2l
lα
)1/(2−α)
= 0.
It follows from Theorem 3.5 that ρ00(A ∩ ·) is α-singular. 
3.3. Main result
In order to state the result concerning the Hausdorff dimension of the measure ρ00, we need a result due to Zlatoš [21]
on the growth and decay of the solutions of (3.8) in the span{u1, j,u2, j}. We shall give an improved version of Lemma 2.1
of [21]. The growth and decay of the solution uφ, j of Jδu j = λ ju j , satisfying (3.11), is expressed in terms of its associated
Prüfer radius R j(·, φ) (see (3.25) and Section 3 of [13], for more details).
Proposition 3.9. Let A=(an)n1 be given by (1.5), λ ∈ R and let us assume that, for j ∈ I(λ), the sequence (θ jn )n0 of Prüfer
angles, deﬁned by (1.10) with ϕ replaced by ϕ j , is uniformly distributed mod π for every θ
j
0 ∈ [0,π ] and almost every ϕ j ∈ [0,π ]
(w.r.t. Lebesgue measure) where 2cosϕ j = λ j = λ − 2cos(2π j/L). Then, there is a generalized eigenfunction u j (i.e., u j satisﬁes
Jδu j = λ ju j and the phase boundary condition (3.11)) for energy λ such that
C−1n r
n/2  R j(an + 1, φ) Cnrn/2 (3.29)j j
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r j = r(p, λ j) = 1+ (1− p
2)2
p2(4− λ2j )
(3.30)
and C1/nn ↘ 1 as n → ∞. In addition, there exists a subordinate solution v j (with α∗-phase boundary condition) for energy λ such
that, for all suﬃciently large n, the Prüfer radius associated with v j satisﬁes∣∣R j(an + 1,α∗)∣∣ C˜nr−n/2j (3.31)
with C˜1/nn ↘ 1 as n → ∞.
Proof. We shall combine ideas of [21] with Theorem 8.1 of [12] and estimates of [13]. Let us denote the spectral norm
of the transfer matrix ‖T (an + 1;λ j)‖ by t j,n . Under the hypothesis of uniform distribution of the Prüfer angles, Eq. (3.29)
follows from (3.8) and (4.19) of [13]. Eq. (3.29), together with (3.24), implies that t j,n satisﬁes the same upper and lower
bounds:
C−1n r
n/2
j  t j,n  Cnr
n/2
j , (3.32)
with r j given by (3.30).
By (3.20) and (1.3),
∥∥T (k,k − 1;λ j)∥∥2  ∥∥T (k,k − 1;λ j)∥∥2E  1+ 1+ λ
2
j
(1− δ)2 < ∞
if δ ∈ (0,1), where ‖ · ‖E is the Euclidean matrix norm, for k,k − 1 ∈ A; otherwise T j(k,k − 1;λ) is similar to a clockwise
rotation R(ϕ j) by ϕ j = (1/2)arccosλ j . We write
T (an + 1;λ j) = An(λ j) · · · A1(λ j)
where, for each m
Am(λ j) = T (am + 1,am;λ j) · · · T (am−1 + 2,am−1 + 1;λ j) = T−T+T β
m−2
0
by (3.21). Denoting s j,n = ‖An(λ j)‖, we thus have
s j,n  C
(
1+ 1+ λ
2
j
(1− δ)2
)
≡ B j, (3.33)
C = (1+ |cosϕ j |)/(1− |cosϕ j|), uniformly in n. As a consequence,
∞∑
n=1
s2j,n+1
t2j,n
< ∞ (3.34)
veriﬁes the assumption of Theorem 8.1 of [12] and provides the existence of a subordinate solution v j for energy λ. The
idea of Zlatoš is to use the proof of Last and Simon to establish the decay of the subordinate solution. We shall reproduce
the main steps, for convenience.
Since T0, T+− := T+T− given by (3.21) and, consequently, T (an + 1;λ j) and T ∗(an + 1;λ j) are 2 × 2 unimodular real
matrices, T ∗(an + 1;λ j)T (an + 1;λ j) is a 2× 2 unimodular symmetric real matrix whose eigenvalues are t2j,n and t−2j,n , with
corresponding orthonormal eigenvectors v+j,n and v
−
j,n: (v
+
j,n,v
−
j,n) = 0. We write vα =
(cosα
sinα
)
and deﬁne αn by
vαn = v−j,n. (3.35)
Clearly, v+j,n = vαn+π/2 and by the spectral theorem, we have∥∥T (an + 1;λ j)vα∥∥2 = (vα, T ∗(an + 1;λ j)T (an + 1;λ j)vα)
= t2j,n
∣∣(vα,v+j,n)∣∣2 + t−2j,n∣∣(vα,v−j,n)∣∣2
= t2 sin2(α − αn) + t−2 cos2(α − αn). (3.36)j,n j,n
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Theorem 8.1 of [12])
|αn − αn+1| π
2
s2j,n+1
t2j,n
.
Condition (3.34) implies that the sequence (αn)n1 has a limit α∗ = limn→∞ αn . Hence, Eq. (3.36) and the telescope
estimate
∣∣αn − α∗∣∣ ∞∑
m=n
|αm − αm+1| π
2
∞∑
m=n
s2j,m+1
t2j,m
yield ∥∥T (an + 1;λ j)vα∗∥∥2  t2j,n(α∗ − αn)2 + t−2j,n
 π
2
B jt
2
j,n
( ∞∑
m=n
1
t2j,m
)2
+ t−2j,n
which, together with (3.32), gives (3.31) concluding the proof of Proposition 3.9. Note that, by deﬁnition of transfer matrix,
v j(an +1) = (T (an +1;λ j)vα∗ )2 is a strong subordinate solution4 since, with u j(an +1) ≡ (T (an +1;λ j)vα∗+π/2)2, it satisﬁes
lim
n→∞
|v j(an + 1)2 + v j(an)2|
|u j(an + 1)2 + u j(an)2| = 0
in view of (3.24), (3.26) and ‖T (an + 1;λ j)vα∗+π/2‖ t2j,n/2 for suﬃciently large n. 
Remark 3.10. Eq. (3.32), where t j,n ≡ ‖T (an + 1;λ j)‖, holds for every j ∈ I(λ) for λ j = λ − 2cos(2π j/L) ∈ (−2,2) \ Aθ j0 ,
A
θ
j
0
being a set of zero Lebesgue measure possibly depending on the initial Prüfer angle θ j0 , which depends on φ-condition
and ϕ j (see Eq. (3.7) and Theorem 4.4 of [13]).
We are now ready to present our main result.
Theorem 3.11. Let P ,φ be given by (1.1) with P ∈ Pδ,β (i.e., satisfying (1.3)–(1.5) with δ ∈ (0,1) ﬁxed) and φ-boundary condi-
tion (1.2). Let ρ be its spectral matrix measure and let B(k) be such that the spectral multiplicity of χB(k) ˜P ,φ is k (see Lemmas 2.7
and 2.8 for notation), i.e., exactly k eigenvalues, y j1(λ), . . . , y jk (λ), of Y (λ) are different from 0. Given ε > 0 and a closed interval of
energies
I ⊂
⋃
j
(
−2+ 2cos
(
2π j
L
)
,2+ 2cos
(
2π j
L
))
, (3.37)
there exists β0 = β0(δ, ε, I) such that, for the operator P ,φ with sparseness parameter β > β0 and for almost every boundary
condition φ , the element ρ00 of the spectral measure ρ restricted to I(k) = I ∩ B(k) has local Hausdorff dimension
αρ00(λ) ∈
(
αρ j∗ (λ j∗) − ε,αρ j∗ (λ j∗) + ε
)
(3.38)
where
αρ j∗ (λ j∗) = minj∈I(λ): y j(λ)>0αρ j (λ j) = minj∈I(λ): y j(λ)>0
(
1− ln r j
lnβ
)
, (3.39)
with r j = r(1− δ,λ j) given by (3.30).
Remark 3.12. Theorem 3.11 generalizes (from the one-dimensional case to the ﬁnite strip problem) and improves (it estab-
lishes the Hausdorff dimension of the spectral measure with arbitrary degree of precision) Theorem 4.1 of Zlatoš [21].
Remark 3.13. For spectral multiplicity k > 1, ρ00 restricted to I(k) has uniform local Hausdorff dimension for all the compo-
nents.
4 The strong subordinate condition implies the subordinate condition (3.6).
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Prüfer angles is uniformly distributed mod π for every θ j0 ∈ [0,π ] and almost every ϕ j = (cos−1 λ j)/2 ∈ [0,π ], for every
j ∈ I(λ). It follows from (3.32) and Theorem 4.4 of [13] that, there is an A
θ
j
0
with zero Lebesgue measure such that for any
λ ∈ I \ A
θ
j
0
and any k ∈ Z+ such that an  k < an+1, we have
∥∥T j(k;λ)∥∥ Cnrn/2j  C ′naγ j/2n  C ′′nkγ j/2,
with γ j ≡ ln r j/ lnβ and limn→∞(C ′′n )1/n = 1, by the sparseness condition (1.5).
It follows from the constancy of ‖T j(k;λ)‖ on [an + 1,an+1] (see Section 4 of [13]), together with the above equation,
l∑
k=0
∥∥T j(k;λ)∥∥2  cl1+γ j (3.40)
holds for some c > 0 and every λ ∈ I \ A
θ
j
0
.
Let us assume that I(k) = I ∩ B(k) = ∅ for some k ∈ {1, . . . , L}. The application of Proposition 3.9 for λ ∈ I(k) guarantees
the existence of k subordinate solutions usubj1 , . . . ,u
sub
jk
, not necessarily distinct,5 such that j ∈ I(λ) and
R j
(
an + 1,α∗j
)
 C ′′′n a
−γ j/2
n
(for some α∗j -phase boundary condition) hold for every  ∈ {1, . . . ,k}. Since every solution of (3.8) has constant modulus
on the interval [an + 1,an+1], we have∥∥usubj ∥∥2l  c′l1−γ j , (3.41)
for some c′ > 0.
Since the measure ρ00 restricted to I(k) is supported on the set of those λ for which each usubj satisﬁes the boundary
condition φ (due to the fact that each constituent of ρ00 has no absolutely continuous part; see Theorem 3 of [6], and by
the theory of rank-one perturbation; see Theorem 1.3 of [7]), we have u1, j = usubj for a.e. λ ∈ I(k) with respect to μ j and
for a.e. boundary condition φ.
Thus, by (3.40) and (3.41)
limsup
l→∞
1
l2−α
l∑
k=0
∥∥T j (k;λ)∥∥2 < ∞ (3.42)
and
lim inf
l→∞
‖u1, j‖2l
lα′
= 0 (3.43)
hold for each  ∈ {1, . . . ,k}, provided 2− α  1+ γ j and α′ > 1− γ j .
Corollary 3.7 says that if (3.42) is satisﬁed for all j , the restriction ρ00((I(k) \⋃ j Aθ j0 ) ∩ ·) is α-continuous. Clearly,
α =min∈{1,...,k}(1− γ j ) satisﬁes the requirement:
limsup
l→∞
1
l2−α
l∑
n=1
∥∥T j (n;λ)∥∥2  limsup
l→∞
1
l1+γ j
l∑
n=1
∥∥T j (n;λ)∥∥2 < ∞,
which implies that (3.42) holds simultaneously for every j , provided λ ∈ I(k) \⋃ j Aθ j . Thus ρ00((I(k) \⋃ j Aθ j0 ) ∩ ·) is at
most α-continuous.
We aﬃrm that ρ00((I(k) \⋃ j Aθ j0 ) ∩ ·) is at least α-singular with α = min∈{1,...,k}(1− γ j ). We have from Corollary 3.8
that the restriction above is η-singular for every η > α (since (3.28) is satisﬁed for at least one j). However, (3.43) is
satisﬁed for every j with  ∈ {1, . . . ,k}; this proves our assertion.
Thus, by the deﬁnition of Hausdorff dimension to measures, ρ00((I(k) \⋃ j Aθ j0 ) ∩ ·) has exact dimension
α = min
∈{1,...,k}
(1− γ j ) (3.44)
which, together with the deﬁnition of γ j , is exactly (3.39) since, by hypothesis, y j (λ) > 0 for  ∈ {1, . . . ,k}.
5 If i, j ∈ {0, . . . , L − 1}, i < j, are such that i = L − j, then λi = λ j and, by Proposition 3.9, usubi = usubj .
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j
n )n0 of continuous piecewise linear functions ζ
j
n = ζ jn (ϕ j)
which can be shown to be uniformly distributed mod π by the general metric criterion (see Section 5 of [13]) and whose
difference of their respective Birkhoff average
E = 1
N
N∑
n=1
(
f
(
θ
j
n
)− f (ζ jn )),
for any uniformly continuous function f deﬁned in [0,π ], can be made arbitrarily small by taking the sparseness parameter
β suﬃciently large (see Theorem 5.6 of [13]). As a consequence, (3.32) is replaced by
C−1n en(ln r j−2|E|)/2  t j,n  Cnen(ln r j+2|E|)/2
and Eqs. (3.42) and (3.43) are affected only by an ε uncertainty, leading to (3.38).
Finally, by the theory of rank-one perturbations, we know that ρ00(
⋃
j Aθ j0
) = 0 holds for almost every φ, and so for al-
most every φ the restriction ρ00(I(k) ∩·) has (3.39) as its Hausdorff dimension. This concludes the proof of Theorem 3.11. 
An interesting conclusion drawn from Theorem 3.11 is that the spectral measure ρ00 always inherits the most singular
behavior between its components. Let us explain what this assertion means.
Let B be a Borel set, B ⊂ I (I given by (3.37)). If αρ00(λ) > 0 for every λ ∈ B , then ρ00(B∩·) is purely singular-continuous.
We see from (3.39) and (3.30) that this holds if, and only if,
(
4− λ2j
)
(β − 1) >
(
1− p2
p
)2
(3.45)
is satisﬁed for every j ∈ K(λ) := {m ∈ I(λ): ym(λ) > 0}. This is exactly the expression (4.30) of [13], which gives a neces-
sary condition for the existence of singular-continuous spectrum (the result follows directly from Theorem 2.1 of [19] and
Theorem 3.2 of [12]).
Thus, if condition (3.45) fails to be satisﬁed for at least one j in some Borel set B , then the spectrum of ρ00(B ∩ ·) if
singular-continuous, it has 0 Hausdorff dimension. This result is a direct consequence of Corollary 3.7.
In addition, we have
Remark 3.14. The techniques developed in this paper can be applied to improve some results due to Breuer [1,2], regarding
the dimensionality of the spectral measure of the discrete Laplacian on spherically symmetric6 sparse trees.7 The spectral
measure is purely singular and inﬁnitely degenerated. The sparseness between branching points can be chosen in such
a way that the Laplacian ( f )(x) =∑y: d(x,y)=1 f (y) is unitarily equivalent to a direct sum of Jacobi matrices acting on
inﬁnite copies of l2(Z+):
 ∼=
∞⊕
l=0
( Jl ⊕ Jl ⊕ · · · ⊕ Jl),
where Jl are given by (1.7), with
pn =
{√
N if n = ak − a j, k > l,
1 otherwise,
in the case of a tree with N-fold branching, N ∈ N, for every generation and sparse branching rate given by (1.5). The
degeneracy of the l-th subspace is Nl − Nl−1.
Thus, combining the methods of this paper and the ideas of Breuer, the spectral measure ρ of  on spherical symmetric
sparse trees may have arbitrarily accurate Hausdorff dimension. The results of Theorem 3.11 extends almost integrally to
this problem; the differences regard the interval I , which now must be restricted to the intersection
I( j) = (−2,2) ∩ B( j)
(the essential spectrum contains the interval (−2,2); see Theorem 3.8 of [2]), j = Nl−Nl−1, and the local spectral dimension
α of ρ , which is simply
α(λ) ∈
(
1− ln r
lnβ
− ε,1− ln r
lnβ
+ ε
)
,
6 In the sense that any vertex of a given generation is connected to a ﬁxed number of vertices from the next generation.
7 Sparse trees are trees which have arbitrarily long one-dimensional segments separated by occasional branchings.
234 S.L. Carvalho et al. / J. Math. Anal. Appl. 368 (2010) 218–234λ ∈ I( j) , with r = r(√N, λ) given by (3.30) (compare the expression above with Eq. (4.3) of [2]),8 the result valid for β
suﬃciently large (we can make the error of replacing the Prüfer angles by a uniform distributed sequence of real numbers
arbitrarily small; see Section 5 of [13]).
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