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Suflicient and necessary conditions are given for the asymptotic exponential 
growth of the solutions B(I) of a linear difference equation with variable non- 
negative coefticients. If X,(I) is the positive solution of the rth characteristic 
equation associated with the process, then rapid convergence of .Y,,( t) to x,, ensures 
that B(t) will be asymptotically exponential with growth rate x,, - I (rapid con- 
vergence is the absolute convergence of the series of remainders x .Y”(/) - .uo). Con- 
vergence of -r,,(t) to .Y,) is necessary for asymptotic exponential growth. These con- 
ditions tightly define the circumstances under which the solutions of linear dif- 
ference equations (with variable nonnegative coefficients) are asymptotically 
exponential. ( 19X7 Academac Preaa. Inc 
I. INTRODUCTION 
The Fibonacci sequence is defined recurrently as 
B(r)=B(t-I)+B(t-2) (B(O)=B(l)= 1) (1.1) 
and was first considered by Leonardo da Pisa (Fibonacci) in order to 
describe the dynamics of a population of rabbits. Indeed Eq. (1.1) gives, at 
a discrete point in time t, the number of rabbits in a population having 
originally two individuals; each individual lives for two periods and 
produces one offspring per period [6, p. lSS]. 
A straightforward generalization of Eq. (1.1) is the linear recurrence 
equation 
B(t) = i m(i) B(t - i) (1.2) 
,=I 
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LINEAR DIFFERENCE EQUATIONS 161 
considered in the positive domain. The mathematics of such difference 
equations with constant coefftcients have been thoroughly investigated 
[2-5,9-121. The characteristic equation associated with Eq. ( 1.2) is 
x”= i .x”-‘m(i). (1.3) 
,=I 
When the coefficients m(i) are nonnegative, it is well known, particularly 
in a demographic context [ 13, p. 421, that Eq. (1.3) has only one real 
positive root xc, and that no other root has a modulus greater than +,. 
Furthermore, by invoking the theory of irreducible matrices, it can be 
shown that x0 will dominate the moduli of all other roots if and only if the 
greatest common divisor of the indices i of the nonzero m(i)‘s is equal to 
one [ 13, p. 411. In such a case we know that the solution B(t) of the dif- 
ference equation (1.2) is asymptotically exponential, with growth rate 
1” - 1. Hence there is a constant K such that 
where 
or equivalently 
B(t) = K-Y;, + o(x&) (1.4) 
o( x;))/.Y; -+ 0 as t+s (1.5) 
0(x;) = .u;,‘s(t) (1.6) 
where S(t) approaches zero as t -+ X. 
The question we address in this paper is the following. The sequence B(t) 
of Eq. (1.2) grows exponentially for large t when the coefficients m(i) are 
constant. Are there not more general conditions on these coefficients that 
would produce the same result? That is, what conditions on changing non- 
negative coefficients would yield an asymptotically exponential sequence 
B(t), i.e., a sequence B(t) behaving as in Eq. (1.4) regardless of the initial 
conditions? 
As usual in mathematics we will attempt to find weak sufficient con- 
ditions (for exponential growth), then we will see how far these conditions 
are from being necessary. In effect we will find sufficient, then necessary 
conditions that will turn out to be almost identical. 
2. SUFFICIENT CONDITIONS FOR ASYMPTOTIC EXPONENTIAL GROWTH 
When the coefficients m(i) change with t they become m(r, t) and 
Eq. (1.2) is 
B(f) = i m(i, t) B(t - i). (2.1) 
i= I 
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The characteristic equation ( 1.3) becomes 
x”= f x”-‘m(i, t) (2.2) 
i= I 
and for every t we let x,(t) be the positive solution of Eq. (2.2). We now 
consider the following definition. 
DEFINITION 2.1. In a normed metric space with norm 1 1, we consider a 
sequence w,(t) of elements converging to a limit M’,,. We define the quantity 
u(t) = Iw,(t) - wo/ (2.3) 
and note that u(t) approaches 0 as t --+ a. If the series C u(t) converges we 
will say that w,(t) converges rapidly to ~7”. Otherwise we will say that I’m 
converges slowly to wO. 
We now prove our main result. 
THEOREM 2.1. Given the above notations we make the ,following tw’o 
assumptions: 
Al. x0(t) converges rapidly to a positive number x0. 
A2. There is a positive number c and an indice k such that ,for any t 
m(k, t) > c 
m(k+ 1, t)>c. 
(2.4) 
Then under these two assumptions, the sequence B(t) of’ Eq. (2.1) is 
asymptotically exponential with growth rate x0 - 1. Hence there is a number 
K and a sequence ef residuals 0(x6) such that 
B(t) = Kx; + 0(x6) (2.5) 
where the residuals are dqfined as in ( 1.5). 
Proof We first briefly discuss our two assumptions in light of the 
classical case when the coefficients m(i, t) are constant. In that case the 
solutions x,,(t) of Eq. (2.2) are identical and equal to some constant x0. It 
is also known [ 13, p. 421 that if two adjoining coefficients m(i) are positive 
then the solution x0 will dominate all other solutions and B(t) will be 
asymptotically exponential with growth rate x0 - 1 (as in Eq. (1.4)). 
The two assumptions of our theorem clearly generalize these conditions 
to the case of variable coefficients. Indeed, assumption Al implies that the 
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solutions x0(t) are asymptotically constant. Assumption A2 uniformly 
generalizes the condition under which x,, dominates all other roots. 
Assumption A2 also guarantees that for every t the solution x,(t) will 
uniformly dominate all the other soutions of Eq. (2.2). We also note that 
convergence of x,(t) ensures that the coefficients m(i t) are uniformly 
bounded. We begin by considering the following lemma. 
LEMMA 2.1. The ,following properties are equivalent: 
PI. B(t)=Kxb+o(+J. 
P2. B(t) = K(t) xi, where K(t) is a sequence of positive numbers con- 
verging to K. 
Proc$ The proof is trivial and is based on the fact that B(t) may be 
expressed as 
B(t)=(K+D(t)).u:, (2.6) 
where D(t) approaches 0 as t + CD. 
Going back to our theorem, we now consider a classical device [8, 
p. 4; 9, p. 761 which transforms Eq. (2.1) into the following non- 
where 
autonomous difference quation in KY’: 
X(t)=H(t)X(r- l), X(t)ER”, t = 1, 2,... 
0 1 0.. .o 
0 0 1 0 .,.._..... 0 
. . . . . . . . . 0 1 0.. .o 
0 0.. .o 1 
m(n,t) m(n-l,t)-........ m(l,t) 
H(t) = 
with 
(2.7) 
I (2.8) 
X(f)‘=(B(t-n+l), B(t-n+2),..., B(t)), t =o, l,.... (2.9) 
The matrices H(t) having ones above the main diagonal and zeroes 
elsewhere in the first n - 1 rows are called companion matrices. The entries 
in the last row are the coefficients of the characteristic equation of these 
matrices (Eq. (2.2)). By construction B( 1) is the last component of X(t). We 
next consider the change of variable 
Y(t)=SX(1) (2.10) 
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where S is a diagonal matrix whose ith element is -yO ‘. The process defined 
in Eq. (2.7) is now 
Y(t)=SH(t)S’Y(t- l)=xoG(t) Y(t- 1) (2.11) 
where G(r) = SH(r) S ‘/x0 is a companion matrix whose entry in the ith 
column of the last row is m(n + 1 - i, t)/x; + ’ -‘. 
Rewriting Eq. (2.11) in terms of the vectors X(t), we obtain 
X(r)=S ‘Y(t)=x,S~~‘G(t)SX(r- 1) (2.12) 
=x;,s--‘(G(r)G(t- l)“~G(l))SX(O). (2.13) 
If we now define U(p, v) as the backward product [ 14, p. SO] 
U(p, r)=G(p+r)G(p+r- l)...G(p+ 1) 
we then have 
(2.14) 
X(t)=x$-‘U(0, 1) SX(0). (2.15) 
We will show that the sequence U(0, t) converges and the proof will then 
be complete by application of Lemma 2.1. 
To prove that U(0, t) converges we proceed in three steps: 
Sl. We show that each matrix G(i) may be decomposed as a sum 
G(i) = V(i) + R(i) (2.16) 
where: 
(i) V(i) is a row stochastic matrix (i.e., a nonnegative matrix 
whose rows sum to one). 
(ii) The matrices R(i) are “remainders” in the sense that they con- 
verge rapidly to 0 (i.e., the series C IlR(i)/l converges; the matrix norm is 
the row sum norm). 
S2. We then show that the backward product 
W(p,t)=V(p+t)V(p+r-l)...V(p+l) (2.17) 
of stochastic matrices converges for p fixed and t approaching infinity. 
S3. Finally, using S2 and the fact that the “remainders” R(i) con- 
verge rapidly to 0, we show that the backward product 
U(0, t)=(V(t)+R(t))(V(t- l)+R(t- l))...(V(l)+R(l)) (2.18) 
also converges. 
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Proof of Sl. We define V(i) and R(i) as follows: V(i) is a companion 
matrix and the first n - 1 rows of R(i) will be equal to 0 (therefore 
Eq. (2.16) is satisfied for the first n - 1 rows). For j= 1, 2,..., n, we decom- 
pose the entry in the jth column of the nth row of G(i) by considering the 
following identity: 
m(n + 1 -j, i) m(n + 1 -j, i) m(n + l --j, 4 
n+l , x0 = ,yo(i)n+l-i -(xo(j)x,)‘!+l -, 
(X;;+ I - j _ x,(~)” + I -‘) 
m(n + 1 -j, i) 
= Xo(~)rl+ I -j + w(j, i)(x, - x0(i)) 
where 
w(,j, i) = 
--m(n+ ’ -j> i, ‘i’ x;xo(.))~ j 
( 
k 
(X”(i) xrJi+ ’ ’ > 
. 
(2.20) 
k=O 
For any matrix X, we let X,,,. be the entry in the uth row, z;th column of X. 
We now define, for j= 1, 2 ,..., n, and every i, 
V(i),,=m(n+ 1 -j, i)/,~~(i)“+’ ’ (2.21) 
R(i),,/ = a$j, i)(xo - .YJ i)). (2.2?) 
By virtue of Eq. (2.19) we then have 
G(i),,,, = V(i) ,,,, + R(i),,,,. 
To summarize, for any t, V(t) is a companion matrix whose last row is 
given by Eq. (2.21); V(r) is then a stochastic matrix because x,(t) is a 
solution of the characteristic equation (2.2). Also, R(t) has zeroes in the 
first n - 1 rows and the last row is given by Eq. (2.22). Equation (2.16) is 
then satisfied by construction. 
Because x,(t) converges to x0, the quantities w(j, t) are bounded. 
Therefore there is a positive number D such that 
v’t llWt)ll d D 1x0 - x,(f)1 (2.24) 
which proves that R(t) will converge rapidly to 0 since x,(t) converges 
rapidly to x0 (assumption Al ). This completes the proof of Sl. 
Proof of S2. To prove S2 we must now turn to some results pertaining 
to stochastic matrices. We first define the proper coeffkient of ergodicity 
c(P) of any stochastic matrix P [14, p. 1381. 
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DEFINITION 2.2. For any stochastic matrix P = P,j we define the 
function c(P) 
c(P) = i Max i IP,,, - P ,,,s 1. (2.25) 
47 ., = I 
The quantity c(P) is called a proper coefficient of ergodicity and has the 
following properties: 
(1) 0 6 c(P) 6 1; for any stochastic matrix P. 
(2) c(P) = 0 if and only if the rows of P are identical (P is then called 
a stable matrix). 
(3) c(P,P,)<c(P,) c(Pz) if P, and P, are two stochastic matrices. 
Intuitively, c(P) measures how close the rows are to each other. If 
c(P) = 0, the matrix is stable. If c(P) = 1, the rows are orthogonal. The 
backward product W(p, t) of Eq. (2.17) is said to be ergodic if, for any 
fixed value of p, W(p, t) converges to a stable matrix U for t approaching 
infinity. We know [ 14, p. 1551 that W(p, t) will be ergodic if there is a 
strictly increasing sequence of positive integers k(s) (s = 0, I,...) such that 
f 1 - c(W(k(s), k(s + 1) - k(s))) = n3. (2.26) 
s = 0 
In the Appendix we prove that assumption A2 guarantees the existence 
of a positive number K (K < 1) such that 
~W’(P, m)) G K (2.27) 
for any p and m = n2 + k2 - 2nk + k (where k is defined in assumption A2). 
If we now define 
k(s) = sm, s = 0, l,... (2.28) 
then Eq. (2.26) will hold by virtue of Eq. (2.27). Therefore the backward 
product W(p, t) is ergodic and converges (to a stable matrix). 
Proof of S3. To prove S3 we consider a preparatory theorem on infinite 
products of matrices derived in [ 11. 
THEOREM 2.2. We consider the backward product of matrices 
P(t)=(U,+A,)(U,+, +A,p,)...(U, +A,) 
where the matrices IJ; are of norm 1. The following propositions are then 
equivalen 1: 
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Pl. P(t) converges for t -+ a3 when the sequence A, converges rapid!,) 
to 0 (i.e., the series 1 llAJ converges). 
P2. Vp>O, P(p, t)=U,+flU,+p ,“.U,+, convergesfor t+mN. 
By direct application of this theorem it is now apparent that the 
backward product U(0, t) of Eq. (2.18) converges; therefore, bearing in 
mind Eq. (2.15), there is a convergent sequence K(t) (with limit K) such 
that 
B(r) = K(r) sh. (2.29 ) 
By Lemma 2.1 we then have 
B(t) = Kx;, + 0(x6) (2.30) 
which completes the proof of Theorem 2.1. We now investigate the case of 
convergent coefficients. 
3. THE CASE OF CONVERGENT COEFFICIENTS 
As we saw earlier, when the coefficients m(i, t) are constant, then the 
sequence B(t) is asymptotically exponential. In the present context we may 
therefore expect that convergent coefficients would yield the same result. 
The following example proves that this is not the case. If 
B(r)=(l+l/r)B(t-1) (3.1 ) 
then the coefficients 1 + l/t converge (slowly) to 1. We also have 
B(t)=(t+l)B(O) (3.2) 
which proves that the sequence B(t) does not grow exponentially. 
Therefore, in general, convergent coefficients do not yield an exponential 
sequence B(r). However, we have the following corollary to Theorem 2.1. 
COROLLARY 3.1. We assume that the matrices H(t) converge rapidly to u 
limit H (i.e., each co#cient m(i, t) converges rapidIll to a limit m(i)). We 
also assume that two adjoining coefficients are unijorml~ bounded away from 
0. Then the sequence B(t) is asymptotically exponential wlith grobvth rate 
x0 - 1, where xc, is the dominant eigenvalue qf the limit H. 
Proqf: The solutions x0(t) are equal to the spectral radius of the 
matrices H(t) defined in Eq. (2.8) (the spectra1 radius p(A) of a matrix A is 
the largest modulus of the eigenvalues of A). Because H is the limit of a 
sequence H(t) having uniformly dominant eigenvalues .Y,& t), the eigenvalue 
x0 will also dominate all other eigenvalues of H. It can then be seen that 
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rapid convergence of H(r) to H implies rapid convergence of x,(t) to x,,. 
The proof is then complete by application of Theorem 2.1. 
4. NECESSARY CONDITIONS FOR ASYMPTOTIC EXPONENTIAL GROWTH 
THEOREM 4.1. We assume that a sequence B(t) generated by Eq. (2.1) is 
asymptotically exponential with growth rate x0 - 1, i.e., B(t) satisfies Pl and 
P2 of Lemma 2.1. Then the positive solutions (eigenvalues) x,(t) of the 
characteristic equation (2.2) converge to x0. 
Proof: We recall the definition of the vectors X(t) considered in 
Eq. (2.7) and we note that asymptotic exponential growth of B(t) is 
equivalent to 
X(t)=K(t)x;, (4.1) 
where K(t) is a sequence of positive vectors converging to some positive 
limit K. 
To prove Theorem 4.1 we will exhibit a sequence W(t) of matrices hav- 
ing the following properties: 
Pl. The matrices W(t) are nonnegative. 
P2. Each matrix W(t) approaches H(t) as t -+ co, i.e., 
IIWt) - w(t)lI -+ 0 when t-+cO. (4.2) 
P3. The spectral radius p(W(t)) of each matrix W(t) is equal to x0. 
Then by continuity of the spectral radius, P2 and P3 will yield the desired 
result (i.e., convergence of the positive eigenvalue x,(t) to x0). Combining 
Eq. (2.7) and Eq. (4.1) we have 
H(t)K(t-l)=K(t)x,. (4.3) 
When K is the limit of the vector K(t), we may write 
K(t) = K+ D(t) (4.4) 
where the vectors D(t) tend to zero as t + co. Equation (4.3) then becomes 
H(t)K=Kx,+D(t)x,-H(t)D(t-1) (4.5) 
which can be rewritten 
H(t) K= Kx,+ E(t) (4.6) 
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where E(t) tends to zero for t -+ cc (because the matrices H(t) are boun- 
ded). Equation (4.6) already tells us that x0 is “almost” an eigenvalue of 
H(t) for large r (or rather that the eigenvaiue x,(t) of H(t) may be close to 
x0 for t large). 
We now observe that if a matrix W(t) satisfies 
W(t) = H(t) + Z(t) (4.7) 
with 
Z(t) K= -E(t) (4.8) 
then x0 will be an eigenvalue of W(t) for any t (with eigenvector K). We 
will now define a sequence of matrices Z(t) approaching 0, satisfying 
Eq. (4.8) and such that W(t) of Eq . (4.7) is nonnegative. We first recall 
that each component e,(t) of E(t) tends to 0. We let k,(t) be the ith com- 
ponent of the vector K(t) defined in Eq. (4.1). Because B(r) is 
asymptotically exponential, there exist an integer T and a positive number 
c such that, for all t > T, there is an integer i(t) (1 < i(t) d n) with 
Iej(t)/min k,(t)1 <c/2; j = I) 2,..., ?I (4.9) 
P 
m(i(t), t) >, c. (4.10) 
We now construct, for t > T, a sequence of matrices Z(t), defined by 
Z(l) ,,.,, + l ~ I(I) = -eJtW,, + I ,(,,(4 (4.11) 
Z(t),,,+ I = -e,(t)/k,+ I(t); Y = 1) 2,..., n - 1 (4.12) 
and Z(t),, = 0 elsewhere. 
The sequence Z(t), for t > T, satisfies Eq. (4.8) and we define W(t) via 
Eq. (4.7). The matrices W(t) so defined have by construction the three 
properties Pl, P2, and P3. Indeed they are nonnegative because Z(t) is suf- 
ficiently small for t > T. The matrices W(t) also satisfy P2 because the 
sequence Z(t) approaches zero. And finally, because of the special structure 
of the matrices W(t), no other eigenvalue can have a modulus larger than 
x,; therefore x0 is the spectral radius of W(t), for every t. 
Because the matrices H(t) and W(t) are bounded, the spectral radius is 
then a uniformly continuous function of these matrices. Hence 
lIH(t)-W(t)11 +O as f-+m (4.13) 
implies that 
IdWt)) - ,O’(t))l -+ 0 as t-+m (4.14) 
which completes the proof since p(H( t)) = x,(t) and p(W( t)) = x0 for all f. 
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5. SUMMARY AND DISCUSSION 
We have determined that the sequence B(t) generated by Eq. (2.1) is 
asymptotically exponential with growth rate x0 - 1 if the solutions x,(t) 
converge rapidly to x0 and two adjoining coefficients m(i, t) are uniformly 
bounded away from 0 (Theorem 2.1). Convergence of the solutions x0(t) to 
x0 is necessary for B(t) to be asymptotically exponential with growth rate 
x0 - 1 (Theorem 4.1). 
It is now apparent that asymptotic exponential growth of B(t) hinges on 
the (rapid) convergence of x,(t). Indeed, convergence of x,(t) is necessary, 
and if we add rapid convergence (and the purely technical condition A2 of 
Theorem 2.1) then that necessary condition becomes ufficient. 
Ideally the mathematician seeks conditions that are both necessary and 
sufficient. Therefore we may wonder whether (a) rapid convergence is a 
technicality, and simple convergence would suffice to obtain asymptotic 
exponential growth of B(t), or (b) rapid convergence is aso a necessary 
condition. 
By considering a simple case with n = 1 in Eq. (2.1), we will see that the 
two propositions are false. We have 
B(t)=m(l, t)B(t- 1). (5.1) 
For every t the matrix H(t) is m( 1, t) which is also the solution x,(t). We 
then have 
B(f) = B(O) fI dl>.i). (5.2) 
,=I 
We now consider the following two cases: 
Cl. m(l,j)= 1 + l/j for everyj. 
C2. m(l,j)=l+(-l)‘+‘ljforeveryj 
In Cl the coefficients converge slowly to 1. We then have, as in Eq. (3.2), 
B(t)=(t+ l)B(O) (5.3) 
which grows linearly. Therefore simple convergence of x,(t) is not sufficient 
to obtain an asymptotically exponential sequence B(t). 
In C2 the solutions x0(t) also converge slowly to 1. However, the 
product in Eq. (5.2) will converge and therefore B(t) will be asymptotically 
exponential with growth rate 0 (by application of Lemma 2.1). This proves 
that rapid convergence is not necessary. 
These two simple examples how that the speed of convergence does play 
a critical role. Therefore the necessary and the sufficient conditions we have 
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found, although different, are close and circumscribe as tightly as possible 
the conditions under which the solutions B(t) of the difference equation 
(2.1) will be asymptotically exponential. 
APPENDIX 
We will prove that for some integer m the coefficient of ergodicity of the 
product W(p, m) will be uniformly bounded below 1. We first note that 
assumption A2 (and the convergence of the solutions x,(t)) guarantees that 
V(t),,, > d (Y = k, k + 1) for some positive number A and all t. 
We consider a definition that can be found in Seneta [ 14, p. 1431. A 
stochastic matrix P = PjJ is said to be scrambling if for any two rows I and 
s there is at least one index j such that P,, > 0 and P,,, > 0. The coefficient 
of ergodicity c(P) defined in the text is then strictly less than 1. Under 
assumption A2 we will prove that for a sufficiently large m the product 
W(p, m) is “uniformly scrambling” for all p. More precisely we will show 
that all entries in columns k and k + 1 are positive. In view of A2 these 
entries will be uniformly bounded away from 0 which yields the desired 
result. Indeed c(W(p, m)) will then be uniformly bounded below 1. 
In what follows, p is fixed. For any integer q we define T(q) as the set of 
indices of the columns of W(p, q) having nonzero entries in the last row. 
For instance, assumption A2 tells us that 
{k,k+l)cT(l). 
The set {k, k + 1 } is of particular interest and we call it T*. We let 
T(0) = In}. 
We now observe that we have 
T*c T(1) 
and 
{j- l,j>c T(j-k), j=k+2, k+3 ,..., n. 
Then we have 
T(O)u T(l)c T(n-k+ 1) 
T(l)u T(2)c T(n-k+2) 
and more generally 
vly T(q - 1) u T(q) c T(n -k + q). (A.1 1 
172 MARCARTZROUNI 
For p = 0, l,..., n -k - 1, we have 
T* c T( (n - k) p + i), i= 1,2 )...) ps 1. 
Given (A.1 ), it is now clear that T* belongs to every set T(j) for 
j> (n - k)(n - k - 1) + 1. In particular T* will belong to T(m) for 
m = (n - k)(n - k - 1) + n. Therefore the matrix W(p, m) has nonzero 
entries in columns k and k + 1 of its last row. But the first n - 1 rows of 
W( p, m) also have nonzero entries in columns k and k + 1 since these rows 
were the last rows of the matrices W(p, m -j) (j= 1, 2,..., n - 1). Indeed for 
these matrices we have T* c T(m -j) (j = l,..., n - 1). 
For every row of W(p, m) the entries in columns k and k + 1 are now 
positive, and uniformly bounded away from 0 (because of Al and A2). This 
completes the proof since the matrix W(p, m), for all p, will be “uniformly 
scrambling” in the sense that there will be a number K (0 < K < 1) such 
that c(W(p, m)) < K for every p. 
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