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In this paper we consider the problem of Ondmg mfy( l), where y satisfies 
J”’ + q(t) y = 0, ~$0) = 1, y’(O) = a. The minimization is with respect to functions q 
such that q 2 0 and s: q(t) dt = b. The intimum is not attained for any L,-function 
q, but the problem can be transformed into another one where a minimum is 
attained. Then the necessary conditions from optimal control theory can be used to 
characterize the optimal solutions. There are infinitely many types of solutions of 
the necessary conditions, each valid in a particular region in the (a, b)-plane. For 
given a and b there are finitely many cases to compare to find the minimum 
ofy(1). 0 1992 Academic Press. Inc 
1. INTRODUCTION 
Consider the differential equation 
y”-q(t)y=O, t E co, n (1.1) 
Y(O) = 1, Y’(0) = @-, (1.2) 
and the problem of finding sup y( T) or inf v( T) when q varies in the class 
Es= 
i 
qEL,(O, T):l’lq(I)I df=B 
I 
. 
0 
If the supremum problem is considered and if tl3 0, then it is no restriction 
to assume that q 3 0. This problem was treated by M. EssCn in [2]. He was 
mainly concerned with optimization problems involving rearrangements of 
the coefficient q, but his results for those types of problems could be used 
to find sup{y(T):q~E~, qa0) when ~20. In [4,5] it was shown how 
optimal control theory can be used to solve the problem in cases where q 
is allowed to change sign. In this way inf,. Eg u(T) and supqs Es y(T) when 
CL < 0 were found. 
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In [33 the inlimum problem with the additional constraint q<O 
is considered. The fact that ( 1.1) admits oscillating solutions causes 
difficulties. In [3], infy( T) was found under the assumption that all 
solutions of (l.l)-( 1.2) with qE E,, q GO, are positive. It is natural to 
ask what the intimum is when no such assumption is made, i.e., when 
oscillating solutions are permitted. The purpose of this paper is to answer 
this question. 
The interval [0, T] can be normalized to [0, l] by a simple change of 
variables, so our problem can be formulated: Determine inf y( 1 ), when 
f’+q(t)y=O, fE [O. I], 
J@) = 1, y’(O) = 0, 
q(t) 20 for all t E [0, 11, 
(1.3) 
(1.4) 
(1.5) 
I 
I 
4EL,(O, 11, q(t)dt=h. (1.6) 
0 
Here a = aT and b = BT are given parameters, - lx) <a < cc, b > 0. It will 
not be possible to give a completely explicit description of inf y( 1) as a 
function of a and b. Such a description will be given for 0 <b < 1000, 
however; otherwise our solution gives a procedure how to find inf J’( 1) for 
any given (a, b)-not only as a numerical value but as an analytic expres- 
sion in a and b valid in some region in the (a, b)-plane containing the given 
point. 
2. REFORMULATION OF THE PROBLEM 
If (1.3) is written as a first order system we can formulate our problem 
in the following way: Find infy,( 1) subject to 
y; =1(2, 
A= -q(t)y,, 
)‘I (0) = 1. 1’2(0) = a, 
q(t)20 for all t E [O. 1 ], 
I 
I 
4EL,(O, I), q(t)dt=b. 
0 
(2.la) 
(2.lb) 
(2.lc) 
(2.ld) 
(2.le) 
The solution of (2.la)-(2.lc) is in Carathlodory’s sense: -) r and .r2 are 
absolutely continuous and satisfy (2. la), (2.1 b) almost everywhere. 
JOY lh9 J-8 
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As in [4] this is replaced by the following equivalent problem: Let 
T, = b + 1 and find inf x, (T, ) subject to 
x;=(l-u(t))xl, 
x; = -u(t)x,, 
x,(O) = 1, x,(O) = 4 
O,<u(r)< 1 for all t E [0, T,], 
u~L,(o, T,), s 
Tl 
u(t)dr=b. 
0 
(2.2a) 
(2.2b) 
(2.2c) 
(2.2d) 
(2.2e) 
If (y,, yz, q) satisfies (2.1) we define 
~(1) = j-’ (I+ q(s)) ds. 
0 
Then rp is absolutely continuous, strictly increasing, and maps [0, l] onto 
[0, T,]. Its inverse II/ is also absolutely continuous, and we define 
x,(t)=y,($(f)), i= LZ d$(t)) u(f)= 1 +4($(t))’ f~ CO, T,l. 
Using properties of absolutely continuous functions we see that (2.2) is 
satisfied. That u is measurable follows from the fact that the absolutely 
continuous function cp maps measurable sets onto measurable sets. 
Furthermore x, (T,) =y, (1). Conversely, if (x,, x2, u) satisfies (2.2) we 
define 
which is absolutely continuous, strictly increasing, and maps [0, T,] onto 
[O, 11. With cp as the inverse of 1+5 we let 
y,(t)=-xi(q(r)), j= l, 2v 4(t) = 
u(cp(t)) 
1 - 4dt))’ 
IE [O, 11. 
Then (2.1) is satisfied, and y, (1) = x, ( T, ). 
Because of the strict inequality in (2.2d) we cannot expect the inlimum 
to be attained. Therefore we replace (2.2d) by 
O<u(t),< 1 for all t E [0, T,]. (2.3) 
It is easy to see that the infimum of x, (T,) is not changed by this. But now 
the intimum is attained for some control function u (see, e.g., [I, 
Theorem 9.2.i]). 
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3. THE NECESSARY CONDITIONS 
Let (I,, x2, U) be a solution of the problem of finding min x,( T,) subject 
to (2.2a)-(2.2c), (2.2e), and (2.3). Introduce the Hamiltonian function 
From the theory of necessary conditions for optimality (see, e.g., [ 1, 
Theorem 4.2.i)) we know that there exist absolutely continuous functions 
md a constant 1, such that 
= -~=~2wuu) a.e. (3.1) 
= -g= -q,(t)(l -u(t)) a.e. (3.2) 
' 2 
y13 = const., (3.3) 
~,(~,)=~o60, (3.4) 
Yl2(T,)=O9 (3.5) 
(h-,(t), vz(tL q3) z (0, O,O) for all t E [0, T,] (3.6) 
Wx,(tL -YZ(t), u(f), v,(t), V,(f), v3) 
= max H(x,(t), x2(t), u, q,(t), q2(t), q,)=const. a.e. (3.7) 
O<U<l 
Change u( .) on a set of measure zero, if necessary, so that (3.7) holds for 
all t E [0, T,]. Write H as 
H=s,(l -U)-.s~U+qJ, 
where 
~l=vl-~,-v,, s2 = q>x,. 
Let s=(s,,s2) and 
D1= { s:s2> -s,), 
Dz= {s:s2< -s,}, 
L= (s:s2= -s,}. 
Then (3.7) and (3.8) show that 
(3.8) 
(3.9) 
u(t) = 
0 if sad, 
1 if s(~)E D,. 
(3.10) 
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It now follows from (3.1)-(3.6), (3.9) (3.10), and (2.2e) that &#O 
(cf. [4]), so that we may take 1, = - 1. 
To see how sI and s2 change we calculate, using (2.2a), (2.2b), and 
(3.1 J-W), 
s; = us, (3.11) 
s>=(l -u)S, (3.12) 
where 
We also have 
s’= -2[(l-u)(.~,+~3)+us*]. 
Since H is constant (see (3.7)), there is a constant so such that 
s,(t)(l -U(t))-sSZ(t)ll(f)=.YO for all t. 
Then 
s, =s” if SED,, s2 = -so if SED,, s2 = --.y, = -so if SEL. 
Thus 
s’= -2(P+ qj) in D,, (3.13) 
s’ = 2s” in D,. (3.14) 
We have so 2 0, because so < 0 implies s2 2 -so > 0, contradicting 
s,(T,) = 0. Assume that so = 0. If we consider s, + s2 and use the fact that 
(si +s,)‘= S and (s, + s2)( T,) GO, where S is continuous and satisfies 
(3.13) and (3.14), we find the following possible cases: D, D2, D, L, L, 
D2D,, and D2D, D, (here we use the notation from [4], so that DzD, D,, 
e.g., means that there are switching times t, and t2, such that 0~ t, < 
t,<T,, sod, for t~(O,t,)u(t,, T,), and sod, for t~(t,,t~)). If 
there is an L-stage, then during this stage we have S = 0, s, = s2 = 0, so that 
~2x2=ylIx,, q,x,=q,, q2x,=0, (1-u)qj=O. From (3.6) and the fact 
that xi and x2 cannot vanish simultaneously we obtain q3 # 0, so that 
u = 1. This excludes the case L. For the remaining cases we find, if we take 
the boundary values (2.2c), (3.4), and (3.5) into consideration, that q2 < 0, 
x, > 0 at the beginning of the D,-stage, which contradicts s2 > 0. 
Thus we have proved that s’>O. As in [4] we can now show that the 
set {t: s(r) E L} consists of a finite number of points. Therefore we have the 
following possible cases: D,D,, D,D,D,, D2D,D2DI, D,D2D,D2D,, etc. 
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In contrast to the situation in [4] we cannot exclude oscillations around 
L, so there are infinitely many possibilities. Let us begin with the two 
simplest cases. 
Case 1. DzD,. 
Thereisar,,O<t,<T,=b+lsuchthat 
u(f) = 1 on (0, tr), u(t)=0 on (t,, r,). 
From (2.2a)-(2.2c), (3.1)-(3.2), and (3.4)-(3.5) we get 
.u,=l+(a-rt,)(t-ft,) 
The unknown t, is determined by (2.2e): 
5 
TI u(r)dt=t,=b. 
0 
If this case is to occur, it is necessary that s, (0) < s, (t , ) ( = 3”). This gives 
a d 1 (cf. [4, Sect. 4, Case 11). As a candidate for the optimal value we then 
have 
.u,(T,)= 1 +a-h. 
Case 2. D,D,D,. 
There are t1 and t,, 0~ t, <t, < T, =6+ 1, such that 
u(r)=0 on (0, f,)u(t,, T,), u(t)= 1 on (t,, fz). 
We get the same expressions for X, , ?cz, q r, qz as in [4, Sect. 4, Case 23. 
Besides (2.2e) we have the equation s, (t ,) = s, ( t2), and we obtain 
&=;(l-$ t+i>,,. 
Also, so = --s2(t,) = (1 + a)‘/(4a). We must have tl > 0 and so > 0, so that 
a > 1. Finally, 
x,(T,)= 1 +a- 
(1 f a)‘b 
4a 
If we do not allow x, to change sign, then, as will be seen presently (see 
Fig. l), oscillations around L can be excluded, and these two cases are the 
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FIG. 1. The general form of an optimal trajectory. 
only possible ones. This proves Theorem 3 in [3] (as Fig. 1 shows we get 
the same result if x, is assumed to change sign at most once). 
Let us investigate the remaining cases. They all contain a complete 
D,-stage from (so, -s’)E L back to L. Therefore so+ rf3 > 0 (since 
(s, +s,)” = s’= -2(s”+ P,I~) in Dt). Consider a D,-stage or a D,-stage 
[to, t,] from L back to L. Then s,(t,)=s,(to), sz(tl)=s,(to), and 
S(r, ) = - S(t,). An additional equation comes from 
$(4 1x1 +wd=o. 
Thus, 
~~(~,)X2(~,)=rf,(~o~x,(~o~=~“+rl3’0, (3.15) 
rl*(~l)x,(~,)=?,(~o)x*(~o)= --o<o9 (3.16) 
~2(fl)X*(f,)-tl~(~*)X,(fl)=~t(fo)X,(fO)-t12(fO)X*(fO)r (3.17) 
‘I,(~,)xt(~,)+tl*(~t)x2(~t)=rlt(~o)x,(~o)+’I*(~o)x2(fo)~ (3.18) 
From (3.17) and (3.18) we obtain 
This, together with (3.15) and (3.16), gives 
X,(f,) rl,(to) 
xlO=ixi 
(3.19) 
(3.20) 
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Let TV be the last passage of L, T? the previous one, etc., and let 
-~TI) k,= -- 
-u,(T,)’ 
k =rldTd 
2 
Vi(T) 1’ 
On [T,, r,] we have q,= -1, qz=t--T,, so that 
kz=T,-r,>O. (3.21) 
At~,wehave~,x,=s~+q,~Oand~~?c~=-s~’~O,sothatx,(r,)~Oand 
x,(s,)<O. Thus k, >O. If we let 
t=-u,(T,), 
we find x~(T,)= -k,t, and, using (3.19) and (3.20), 
X,(Tz) = ‘t-9 .uz(Tz) = {lkr, 
-x,(53)= -,rl(k,kzL -ye = 5/k,, 
XI(%)= -W,kA .x,(T,,= -5/b’+;), 
etc. Figure 1 shows the movement in the x-plane. 
Since x,(O) = 1 we see from Fig. 1 that possible solutions are of the form 
D,X, D,D,X, or D,DzD,X, where X denotes a number (n>, 1) of cycles 
DzD,DzD,. A complete D,-stage takes the time T~-T~=T~-T~= . . = 
k, + l/k,, and a complete D,-stage takes the time T, - TV = TV -TV = . . = 
k, + l/kz. By considering the last D,-stage we find, using (3.21), that 
.x,(T,)=<-k,c(T,-r,)=t(l-k,k,). (3.22) 
Case 3n. D,(D,D,DzD,)“. 
The first passage of L occurs at the time TV,,. On (0, Tag) we have 
u(t) = 0, hence xl(f4,,) = 1 + ar 4nr x~(T~~) =a. From Fig. 1 we see that 
x~(T~~)/x~(T~~) = k, and that a = x*(T~~) = -</(k:“-lk:“) < 0. We obtain 
the equations 
(3.23) 
(3.24) 
s 
TI 
0 
(3.25) 
r,,+2n k +’ +(2n-1) k +L +kz=T,=b+l. 
( ’ k,) ( ’ k,) 
(3.26) 
428 KJELL HOLMAKER 
From (3.24k(3.26) we get 
(2n+ l)k,+(Zn-l)$= l+;, 
1 
so that 1 + l/a > 0, hence a < - 1, and 
(3.27) 
A real and positive k, requires 
b>4n(2n+J=)u 
/ a+1 
(3.28) 
Now, u(t) = 1 on (0, 6) and u(r) = 0 on (b, T,) is always an admissible 
control (cf. Case l), and the corresponding value of x, (T,) is 1 + a - 6. 
Therefore, a negative value of x, (T, ) can always be achieved if b - a > 1. 
Consider the minus sign in (3.27). With c = b(u + 1)/(4nu) we have 
k,k2= 
2n-1 
c-22n+&-2+4n’+ 1’ 
which is decreasing in c for c B 2n + ,/z. Thus 
so that x1 (T,) > 0 (see (3.22). But this cannot be optimal, and therefore we 
must have the plus sign in (3.27). 
For this case to be possible it is necessary that r4,, < kz + l/k,. In view 
of (3.24) and (3.27) we get k, d -a, and 
Thus 
and 
b U2 
-< -- 
4n a+ 1’ (3.29) 
b(u + 2n) > 2n(u - u2). 
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From (3.28) and (3.29) we get 
-5(2n+~~+a)<;+-&~o, 
so that a < - 2n - \/z. Then a + 2n < 0. and 
b<2n(a-a2) 
’ a+2n ’ 
(3.30) 
Condition (3.30) is more restrictive that (3.29), so that the resulting 
conditions on a and b are 
4n(2n+&SZ)a_<bc2n(a-a’) 
u+l 
\ a+2n ’ 
We note that 
ad -2n-J4n- 1. 
2n(a - a’) 4n(2n + JiKi)a 
a+2n - 
=- 
a+1 
2na(a + 2n + ,/&Xi)‘, o 
(a+2n)(a+ 1) ’ 
/ 
for a< -2n-J4n2-1 with equality if and only if a= -2n-J4n2-1. 
Case 4n. &D,(D,D,&D,)“. 
At the first passage of L (at the time T~,~+~) we have .Y~(T~,,+,)= 1 = 
4/(k,k2)‘“, .~2(?4n+I)=a--4,+,, and -Y~(T~~+,)/x,(T~~+,)= -k,. Thus 
a--5 4n+1= -k,, 
From these equations we obtain 
F+(Zn+ l)k,= 1, 
I 
k, = (b-a)k,, 
and 
k2=2(2n1+ 1) [ 1 k/T]- (3.31) 
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We must have 
b-aa8n(2n+ 1). 
With the minus sign in (3.31) and with c = b - a we get 
(3.32) 
k,k, = 
16d 
ccl +Jl-8n(2n+ 1)/c]” 
which is decreasing in c for c > 8n(2n + 1). Thus 
klk2d- , 2n <l 
2n + 1 
so that x,( T,) >O, which is not optimal because b-a> 1 (cf. Case 3). 
Therefore we must have the plus sign in (3.31). 
The conditions that must be satisfied are (3.32) and 
o<T 4ntl=u+kl<k,+;. 
2 
Assume first that u d 0. Then the only condition in (3.33) is k, > --a, 
which implies 
If a < -4n, (3.32) and (3.34) yield 
b, 2n(u - a*) 
u+2n ’ 
(3.34) 
(3.35) 
and since 
2n(u - a’) 
-((a+8n(2n+ l))= - (2n+ l)(a+4n)2>0 
a+2n u+2n ” 
(3.35) is the only condition on a and 6. For -4n ca<O, the right hand 
side of (3.34) is negative, and (3.32) is the only condition. 
Next, consider a > 0. Then (3.33) is satisfied if and only if k, < l/u, or 
J;pyJ <2(2n+ l)f- 1. 
Thus we must have a < 2(2n + 1 ), and 
b(u-2n-1),<(2n+l)(u*-a). 
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If 1 < a $2n + 1, this is trivially satisfied, and if 0 < a d 1, the condition on 
b is less restrictive than (3.32), so when 0 -C a < 2n + 1, (3.32) is the only 
condition on a and b. If 2n + 1 < a < 2(2n + I ), 
and therefore the condition is 
u+8n(2n+ 1)<6< 
(2n+ l)(u’-a) 
a-2n-1 
Case 5n. D,D2D,(DzD,DzD,)“. 
At the first passage of L (at the time 54n +2) we have .x,(r4,,+ ?) = 
1 +uT 4n+2, -K2(?4n+22)=S/(k:“kf”+‘)=U>0, and ?sl(T4n+2)/-~2(~4,+2)=k2. 
Thus 
5 = akyk:” c ‘. 
r,,,,+A=k, 
U 
From these equations we obtain 
k, +;=&, 
2 
2(n+ I)k,+F= l+!, 
1 U 
and 
b a k,= _- b 
2(2n+l) a+l+ -- -(2n+ l)(a+ 1)’ (3.36) a I’ 2nub 2(2n+ 1) a+ 1 
A real and positive k, requires 
b,2(2n+1)(2n+ 1 +~JZG)U 
/ 
a+1 
(3.37) 
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Consider the minus sign in (3.36) and let c = h(a + 1)/[2(2n + 1 )a]. Then 
k,k,= 
2n 
c-2n- I + (c-2n- l)‘-4(n’+n)’ 
This expression is decreasing in c for c 2 2n + 1 + 2 ,/G, and therefore 
Again this implies .x,( T,) > 0. This time we have no guarantee that 
b-a> 1, but we can see that a positive value of x,(T,) is not optimal in 
another way. We have k? > l/a (since T~,~ + 2> 0) and 
2n 2(n+l) 
1+:=2(n+ l)k,+j;->- 
1 a ’ 
so that a > 2n + 1. A control u such that u(t) = 0 on (0, t,) u (t?, T,) and 
u(r)= 1 on (t,, t2), where 
fl=;(l-$ f,=;(d)+b, 
is admissible (cf. Case 2), and the corresponding value of x, (T,) is 
(a+l)[l-T]=(a+l)[l-(n+f)r]<O. 
Therefore we must have the plus sign in (3.36). 
The only condition to investigate is rbn + 2 > 0, i.e., k2 > l/a. This is the 
same as k,>b/(2n+ 1)-a, or 
If b < 2(2n + l)a’/(a + 1) this is automatically satisfied, but if b > 
2(2n + 1 )a*/(a + 1) it implies (since a > 2n + 1) 
b,(2n+ l)(a’-a) 
a-2n-1 ’ 
(3.38) 
Now, 
2(2n+ l)a2< 2(2n + 1)(2n + 1 + 2 J;I’T;;)a < (2n + l)(a’- a) 
a+1 a+1 a-2n-1 
for 2n+l<a<2n+1+2JG, and 
2(2n+l)(2n+l+2JFG)a<(2n+l)(a2-a)i2(2n+l)aZ 
a+1 a-2n-1 a+1 
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for a> 2n + 1 + 2 Jz, and we have equality between all three 
members if a = 2n + 1 + 2 J&. Thus, the condition on a and h is (3.38) 
/ 
if2n+l<a<2n+l+2&&%,and(3.37)ifa>2n+1+2Jn’+n. 
4. THE SOLUTION 
Any solution of the optimization problem must be of one of the forms 
described in the previous section. Each case gives a candidate for the 
optimal solution in a certain region in the (a, b)-plane. We summarize the 
results by giving this region and the corresponding value of x, (T, ) in 
the various cases. 
(1) a< I; 
s,(T,)=g,(u,b)= 1 +a-b. 
(2) a> 1; 
x,(T,)=h,(u,h)=(l+u) 
(3n) 
4n(2n+x~)u<b<2n(a-u2) 
a+1 .\ u+2n ’ 
a< -2n-,!zz; 
b(u + 1) 
c=r> 
( > 1 +A k,=c-- 1+&*-4nc+ 1. U 
k k =(l+*la)k,-2n+* 
1 2 2rr + 1 ’ 
5 = -u(k,k,)‘“/k,, 
x,(r,)=f,(a, b)=5(1 -k,k,). 
2n(u -a’) 
(4n) b> u+2n if ad -4n, 
b z a + 8n(2n + 1) if -4n<u<2n+ 1, 
a + 8n(2n + 1) <b d (2n+ l)(a2-a) u-h- 1 if 2n+ 1 <u<2(2n+ 1): 
c=b-a, kz=2(2n1+ I,[1 +J;F], 
k, = ck,, 5 = (k, kzY”, 
-u,(T,)=g,(u,b)=t(l-k,k,). 
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(5n) h> 
hL 
(2n + l)(a’ -a) if a-2n- 1 2n+ 1 <a<2n+ 1+2Jn”+% 
2(2n + 1)(2n + 1 + 2 JZG)a i 
a+1 
if a>2n+l+2Jn’+n; 
b(a + 1) 
‘=2(2n+ l)a’ 
( > 
,+’ k,=c- 1 +J(c- I)‘-4nc, 
a 
k k 
I 2 
=(l+lla)k,-2n 
2(n+ 1) ’ 
<=a(k,k,)2”+‘/kI, 
x,(T,)=h,(a,b)=r(l-k,k,). 
The various regions overlap each other considerably. In Fig. 2 the thin 
lines mark the boundaries of the regions. To take one example, if a = - 50, 
b =450, then the cases 1, 41, 42, 43, 34, and 35 are possible. In general we 
must compare the values of X, (T,) for all the candidates to find which is 
the smallest. This has been done numerically, and the result is presented in 
Fig. 2. There the thick lines devide the (a, b)-plane into a number of 
regions, and within each region one particular case is optimal. Each region 
is marked by the name of the function giving the minimum value of X, (T, ). 
If a = - 50, for example, we see that g,, is optimal for 0 < b < b,, where 
b, z 26, f, is optimal for b, < b d 425/4, g, is optimal for 425/4 < b < b,, 
where b z z 158, f2 is optimal for b, 6 b< 5100/23, g, is optimal for 
5100/23 <b < b,, where b 3x4lO, g, is optimal for b, 6 b < b,, where 
b, 2 773, and g, is optimal for 6, <b <: 1000. The boundaries between 
regions with the same index n are known explicitly from the summary 
above. For example, the boundary between f,, and g, is a curve with the 
equation b = 2n( a - a2)/( a + 2n). The boundaries between regions with 
different indices, on the other hand, are given by equations such as 
g,(a, b)=g,,+,(a, b) or h,(a, b)=gn+I(a, b), which must be solved numeri- 
cally. (In one case the exact solution can be found: the boundary between 
g, and g, has the equation b = a + 49.) On the curves separating regions 
with different indices we have two solutions of the optimization problem, 
otherwise the solution is uniquely determined. 
REFERENCES 
1. L. CESARI, “Optimization-Theory and Apphcations,” Springer-Verlag. New York’ 
Heidelberg/Berlin. 1983. 
2. M. ES&N, Optimization and rearrangements of the coeficient in the operator d”/dt’ -p(r)’ 
on a finite Interval, J Math Anal. Appl. 115 (1986), 278-304 
436 KJELL HOLMRKER 
3. M. E&N, Optimization and a-disfocality for ordinary difierentlal equations, Can&. 
J. Math. 37 (1985), 31&323. 
4. K. HOLM~ER, An optimization problem for the differential equation y” - QT = 0, J. Math. 
Anal. Appl. 144 (1989), 377403. 
5. K. HOLM~ER, Optimization problems for the differential equation y” - 8’ = 0, II, J. Math 
Anal. Appl. 144 (1989). 404-424. 
