Abstract Classification is always the key point in the field of remote sensing. Fuzzy c-Means is a traditional clustering algorithm that has been widely used in fuzzy clustering. However, this algorithm usually has some weaknesses, such as the problems of falling into a local minimum, and it needs much time to accomplish the classification for a large number of data. In order to overcome these shortcomings and increase the classification accuracy, Gustafson-Kessel (GK) and Gath-Geva (GG) algorithms are proposed to improve the traditional FCM algorithm which adopts Euclidean distance norm in this paper. The experimental result shows that these two methods are able to detect clusters of varying shapes, sizes and densities which FCM cannot do. Moreover, they can improve the classification accuracy of remote sensing images.
Introduction
As one of the unsupervised classification methods, clustering analysis is a process of partitioning and classifying objects according to their similarity. Also, clustering analysis does not need prior knowledge, and just classify into hard partition and fuzzy partition based on the number of category each pixel belongs to. Hard clustering methods are based on classical set theory, and require that an object either does or does not belong to a cluster. However, fuzzy clustering methods allow objects to belong to several categories simultaneously, with different degrees of membership [1] [2] [3] [4] . Because of the uncertainty of remote sensing information and the existence of mixed pixels, it is necessary to study the fuzzy classification. Fuzzy clustering method, as one of an important method of unsupervised classification, is based on the fuzzy set Zadeh created and fuzzy mathematic theory, and classifies objects into a certain category in a certain level of membership and if the membership degree reaches the maximum, then the degree of belongingness is highest [5] . Also, it has been widely used in the field of pattern recognition recently [6] . Fuzzy c-means is a traditional clustering algorithm that has been widely used in fuzzy clustering, yet it does not consider the spatial information between pixels, so it is very sensitive to noise [7, 8] . Furthermore, it has some shortcomings such as the problem of falling into a local minimum. The FCM algorithm computes with the standard Euclidean distance norm, which induces hyper-spherical clusters. Hence, it can only detect clusters with the same shape and orientation [4] . Zhang Lu and Liao Mingsheng proposed an improved fuzzy clustering algorithm considering context information by incorporating the concept of spatial fuzzy membership under Markov Random Field framework, in this way, accuracy and reliability of clustering can be improved compared with the traditional ones; Reinhard Beichel et al. examined the characteristics of unsupervised fuzzy classification methods and applied it to a section of a Landsat TM scene from the surroundings of Vienna, and obtained a better result. However, there are only a few studies in the field of remote sensing images classification referring to Gustafson-Kessel (GK) and Gath-Geva (GG) algorithm based on improved Fuzzy c-means. Therefore, this paper discusses the application of GK and GG algorithms in the remote sensing images classification.
Fuzzy c-means (FCM) algorithm
The FCM algorithm is a kind of clustering algorithm based on partition, and it can classify the sample data automatically. This algorithm optimizes the fuzzy objective function to get the membership degree that each sample belongs to the center of the category [4] . The Fuzzy c-means clustering algorithm divides the n vectors ( 1,2, , )
into c fuzzy groups, and it is based on the minimization of an objective function called c-means function, which is defined by Dunn as:
is a vector of cluster centers, which have to be determined, i v is the cluster center of each category; c is the number of category; U is a membership matrix, the i-th column of U contains values of the membership function of the i-th fuzzy subset of 2 .
x The expression 1 1, 1, ,
constrains the sum of each column to 1, thus, the total membership of each 2 x equals one; [1, ) m ∈ ∞ is the fuzziness weighting exponent.
The FCM algorithm computes with the standard Euclidean distance norm, which is a squared inner-product distance norm. 
Based on the two conditions above, the FCM algorithm is a simple iterative process.
Gustafson-Kessel(GK) algorithm
The GK algorithm was put forward by Gustafson and Kessel in 1979, which extended the standard fuzzy c-means algorithm by employing an adaptive distance norm, in order to detect clusters of different geometrical shapes in one data set [4] . Each cluster has its own norm-inducing matrix i A in the algorithm, which meets the following inner-product norm--squared Mahalanobis distance norm:
Where, the matrices i A are adopted as optimization variables in the c-means function, thus allowing each cluster to adapt the distance norm to the local topological structure of the data.
The objective function in GK algorithm is defined as:
In this expression, X is the data set; U is also a membership matrix; V is the center of each category; A denotes a c-tuple of the norm-inducing matrices, that is:
To obtain a feasible solution, i A must be constrained, usually, using the Lagrange multiplier method, the following expression for i A is obtained:
where i ρ is constant for each cluster, and i F is the fuzzy covariance matrix of the i-th cluster, it is defined by: 
Like the FCM algorithm, the GK algorithm is also an iterative process.
