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Nuclear Spin Relaxation in Rashba Nanowires
Alexander A. Zyuzin, Tobias Meng, Viktoriia Kornich, and Daniel Loss
Department of Physics, University of Basel, Klingelbergstrasse 82, CH-4056 Basel, Switzerland
We study the nuclear spin relaxation in a ballistic nanowire with hyperfine and Rashba spin-orbit
interactions (SOI) and in the presence of magnetic field and electron interactions. The relaxation
rate shows pronounced peaks as function of magnetic field and chemical potential due to van Hove
singularities in the Rashba bands. As a result, the regimes of weak and strong SOIs can be distin-
guished by the number of peaks in the rate. The relaxation rate increases with increasing magnetic
field if both Rashba subbands are occupied, whereas it decreases if only the lowest one is occupied.
PACS numbers: 76.60.-k, 71.10.Pm, 73.21.Hb, 71.70.Ej
I. INTRODUCTION
Low-dimensional condensed matter systems with
strong spin-orbit interaction (SOI) have attracted much
attention both theoretically1–5 and experimentally6–9
for their realization of nontrivial momentum space
topology.5 A particular example of such systems are semi-
conducting Rashba nanowires in a helical state, in which
the Rashba SOI,10 locks the spin of the electron to its di-
rection of motion. In a Rashba nanowire, the helical state
can be obtained by tuning the chemical potential into the
partial gap at zero momentum induced by a magnetic
field. Insulating and superconducting states of helical
Rashba wires can host Jackiw-Rebbi11,12 and Majorana
bound states around topological defects.13
Not only as a prerequisite for the creation and iden-
tification of these exotic bound states, but also on its
own right, it is important to gain information about the
strength of the SOI, and to detect signatures of the he-
lical state in nanowires. For example, the drop of the
conductance of a ballistic conduction channel from 2e2/h
to e2/h as a function of Fermi level can serve as an ex-
perimental probe of the helical state.14–17 Signatures of
the helical state can also be found in the electron spin
susceptibility.18 So far, the SOI in nanowires has been
measured only in quantum dots (via transport)19–21,
where, however, the Rashba SOI of interest is masked
by the one that is induced by the dot confinement poten-
tial.
In this work, we propose an alternative and non-
invasive way to access information about the SOI and
the helical regime in a Rashba nanowire, namely via the
nuclear spins. These are sensitive to the electronic state
due to the hyperfine interaction present in III-V semi-
conductors such as GaAs or InAs.
A main motivation for our proposal stems from strik-
ing experimental progress in the field of nanoscale magne-
tometry. In particular, it has recently been demonstrated
that cantilever-based magnetic sensing enables the nu-
clear spin magnetometry of nanostructures, in particu-
lar of InP and GaP nanowires.22 In the remainder, we
show how such ultra-sensitive techniques can be used to
probe the strength of the SOI, and to detect the helical
states via the Korringa nuclear spin relaxation mecha-
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FIG. 1. Schematics of a nanowire of cross-sectional area,
dx×dy, confining a one-dimensional electron gas with Rashba
electric field ER directed along y-axis and with magnetic field
B along z-axis. The itinerant electrons are coupled by hy-
perfine interaction to localized nuclear spins (arrows). The
Fermi wave-length λF ≈ dx, dy is much larger than the lattice
spacing between nuclear spins.
nism, i.e. the change of the nuclear spin state due to
the spin-flip scattering of itinerant electrons of energies
within the thermally broadened region close to the Fermi
level.23
We evaluate the nuclear spin relaxation rate in a
one-dimensional ballistic electron gas in the presence of
Rashba SOI and magnetic field. We first derive an ex-
plicit dependence of the nuclear relaxation rate on the
parameters of the electronic spectrum for non-interacting
electrons, in which the relaxation rate is proportional to
the electronic temperature. We then discuss how elec-
tron interactions modify this temperature dependence to
an interaction-dependent power law.
We find that the relaxation rate shows distinct peaks as
function of magnetic field and chemical potential due to
van Hove singularities in the Rashba bands. Remarkably,
the regime of weak SOI is characterized by one peak while
the one of strong SOI by three peaks. The relaxation rate
for weak SOI vanishes as a function of µ if the Zeeman
energy exceeds µ. Strong SOI gives rise to regions in
the spectrum with negative group velocity and thus to
pronounced peaks in the relaxation rate as function of µ.
Finally, we show that the relaxation rate increases with
increasing Zeeman energy if the Fermi level crosses both
Rashba bands, while the rate decreases if only the lowest
Rashba subband is occupied.
The outline of the paper is as follows. In Sec. II, we
introduce the model Hamiltonian and derive the nuclear
spin relaxation for non-interacting electrons for a Rashba
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2band due to the hyperfine interaction. In Sec. III, we in-
clude electron-electron interactions described by a Lut-
tinger liquid approach. In Sec. IV, we give numerical es-
timates for the nuclear spin relaxation making use of the
material parameters appropriate for In-based nanowires.
II. RELAXATION IN A NON-INTERACTING
ELECTRON GAS
We consider nuclear spins coupled by hyperfine interac-
tion to itinerant electrons in a semiconducting quantum
or nano-wire with Rashba SOI. Our goal is to calculate
the nuclear spin relaxation rate, first without electron-
electron interactions. We assume the electrons to occupy
the lowest transverse subband of the wire with cross-
sectional area dx × dy, see Fig. (1), described by the
wave function Ψ(x, y) = 2√
dxdy
cos(pix/dx) cos(piy/dy).
Taking into account that the nuclear density in the wire
is much larger than the electron density we can approxi-
mate the wave function |Ψ(x, y)| ≈ 2/√dxdy by its value
at the centre of the wire and sum over the nuclear spin
density in the transverse direction. The Hamiltonian of
the system becomes (~ = 1)
H =
∫
dzc†s(z)
[
−
(
∂2z
2m
+ µ
)
δss′ − iασxss′∂z + hσzss′
]
cs′(z) +
∫
dz
[√
dxdy
2
AI(z) · σss′
2
c†s(z)cs′(z)− ωNIz(z)
]
.(1)
Here, µ is the chemical potential of the electrons with
effective mass m and spin projection s, where summa-
tion over repeated spin indexes is implied, α is the SOI
constant, h = geµBB/2 the Zeeman energy of the elec-
trons due to the external magnetic field, B, applied
along the z axis, where ge is the electron g-factor and
µB the Bohr magneton, σ
x,y,z the Pauli matrices, and
A = A3D4/(dxdy), where A3D is the bulk value of the
hyperfine interaction constant between a nuclear spin
and the spin of an electron. We assume that the domi-
nant contribution to the hyperfine interaction is given by
Fermi contact interaction.
The nuclear spin density is given by I(z) =
N⊥
∑
j Ijδ(z−zj), where Ij is the spin operator of the j-
th nuclei, N⊥ is the number of nuclear spins in the plane
transverse to the wire axis, and the sum runs over the
nuclear spins the wire axis. We assume that the Zeeman
energy of the nuclear spins induced by the external mag-
netic field, ωN = gNµNB, where µN and gN are the nu-
clear magneton and the effective g-factor, respectively, is
small compared to the temperature T . We also assume
temperature to be larger than the Kondo temperature
associated with the localized spin.
It is convenient to express the single-particle Green
function in the Rashba eigenbasis (for A = 0),
Gss′(p, n) =
1
2
∑
λ=±1
δss′ − λαpσ
x
ss′+hσ
z
ss′√
α2p2+h2
in − λ(p) , (2)
where λ(p) = p
2/2m− µ− λ
√
α2p2 + h2 is the electron
spectrum and p the momentum in the Rashba spin-split
subband defined by λ = ±1; n = (2n + 1)piT is the
fermionic Matsubara frequency.
We can now calculate the nuclear spin relaxation rate
1/T1 in a one-dimensional electron gas with SOI and Zee-
man energy in second order perturbation theory in the
hyperfine interaction between the nuclear spin and elec-
tron spin density. The relaxation rate is determined by
the dynamical spin susceptibility of the conduction elec-
trons at the nuclear site as:23,24
1
T1
= lim
ωN→0
2TA2
ωN
∫
dq
2pi
Im[χxx(q, ωk)|iωk→ωN+i0+ ], (3)
where ωk = 2pikT is the bosonic Matsubara frequency
and we take the analytical continuation of the spin sus-
ceptibility, which for noninteracting electrons is given by,
χab(q, ωk) = −T
4
∫
dp
2pi
∑
n
Gss1(p+ q, n + ωk)σ
a
s1s2
× Gs2s3(p, n)σbs3s . (4)
Summing over spin indexes and Matsubara frequencies
and taking the limit ωN → 0 we obtain,
1
T1
= −piA
2T
8
∑
λ,λ′
∫
dpdq
4pi2
δ(λ(p)− λ′(q))∂nF ()
∂
∣∣∣∣
=λ(p)
(5)
×
[
δss1 −
λhσzss1√
α2p2 + h2
]
σxs1s2
[
δs2s3 −
λ′hσzs2s3√
α2q2 + h2
]
σxs3s,
where nF () is the Fermi distribution function.
We integrate over momentum and obtain the relax-
ation rate in the linear temperature regime as,
1
T1
=
Θ(h2 +m2α4 + 2mα2µ)
h2 +m2α4 + 2mα2µ
{
mα2(Θ(E+) + Θ(E−)) (6)
+ 2
Θ(µ2 − h2)√
µ2 − h2 (h
2 +mα2µ)sign(h2 + 2mα2µ)
}
mA2T
4pi
,
where E± = µ+mα2±
√
h2 +m2α4 + 2mα2µ; Θ(x) and
sign(x) are the Heaviside and sign functions, respectively.
The dependencies of the relaxation rate on the chemical
potential µ and the Zeeman energy h are plotted in Figs.
2 and 3, respectively.
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FIG. 2. The nuclear spin relaxation rate 1/T˜1 =
T1(0)/(2T1(µ/h)) as function of µ/h for small (a) and large
(b) SOI strengths mλ2/h = 0.2 and mλ2/h = 10, respectively,
as numerically obtained from Eq. (5). The rate is normalized
by its value at µ = 0 (we set µ = 0 at the middle of the Zee-
man gap between the Rashba subbands at p = 0). The pro-
nounced peaks are due to van Hove singularities at the edges
of the Rashba subbands. (a) Curves from top to bottom are
for T/h = 0.07, 0.1, 0.2, 0.3, respectively. (b) Curves from top
to bottom are for T/h = 0.05, 0.07, 0.1, respectively. Inset
(a): The Rashba spectrum with possible Fermi levels (lines).
Strong SOI gives rise to regions in the spectrum (dashed-
dotted line) with negative group velocity and non-monotonic
relaxation rate as shown in (b). The strong increase of the
rate for µ/h approaching the band bottom E0/h = −5 (see
also inset (b)) signals the breakdown of perturbation theory.
Let us now consider the relaxation rate in several lim-
iting regimes of the electronic spectrum. Without the
SOI, i.e., α = 0, we obtain,
1
T1
=
mA2T
2pi
Θ(µ2 − h2)√
µ2 − h2 , (7)
which in the absence of a magnetic field, h = 0, leads to
the well-known result for the Korringa relaxation rate,
T−1K = piTA
2ν2, where ν = 1/pivF is the density of
states per spin in the one-dimensional electron gas. If
the chemical potential is smaller than the Zeeman en-
ergy, |µ| < |h|, then the relaxation rate 1/T1 vanishes.
Physically, this expresses the fact that the nuclear spin
polarization cannot decay via flip-flop processes with the
electrons if the latter are spin polarized due to the pres-
ence of a large Zeeman field. We note that the present
calculation does not take into account competing nuclear
spin relaxation mechanisms.
In the vicinity of the van-Hove singularity, µ & h > 0,
see Fig. 2, the relaxation rate scales with the chemical
potential as T−11 =
mA2T
4pi
Θ(µ−h)
h+mα2
√
2h
µ−h .
On the other hand, in the presence of both SOI and
magnetic field, tuning the chemical potential to the mid-
dle of the gap of the spectrum at p = 0, µ = 0, we obtain,
1
T1
=
mA2T
4pi
mα2
h2 +m2α4
. (8)
We note that the relaxation rate diverges at the van
Hove singularities of the spectrum occurring at zeroes
of ∂λ(p)/∂p. For instance, 1/T1 ∼ [h(µ − h)]−1/2 for
weak SOI and µ > h, and 1/T1 ∼ |µ − E0|−1 for strong
SOI, where E0 denotes the band bottom. Formally, the
perturbation expansion in A for the rate breaks down at
these singularities. However, these singularities turn into
well-defined peaks by finite-temperature effects, as we
confirmed by evaluating Eq. (5) numerically for various
temperatures, see Figs. 2 and 3. The peak at E0, how-
ever, remains large also for T > 0 and thus is outside the
perturbative regime considered here. As an important
result, we see that the relaxation rate behaves qualita-
tively very different for weak and for strong SOIs: in the
former case, there is only one peak, while in the latter
there are three peaks in 1/T1 as function of µ, see Figs.
2(a) and 2(b).
Finally, let us discuss the dependence of the relax-
ation rate on the magnetic field h. The relaxation rate
increases with the increase of the Zeeman energy as
∼ h2/µ2 for µ > mα2 if the Fermi level crosses both
Rashba subbands, see Fig. 3(a) and inset in Fig. 2(a),
where the position of the Fermi level is shown by the solid
line. On the other hand, the relaxation rate decreases
with increase of the Zeeman energy as ∼ −h2/m2α4 for
|µ| < mα2 if the Fermi level crosses only the lowest
Rashba subband, see Fig. 3(b) and inset in Fig. 2(a),
where the position of the Fermi level is shown by the
dashed-dotted line. The singularity of the relaxation rate
shown in Figs. 3(a) and 3(b) corresponds to the condi-
tion when h = |µ|.
III. RELAXATION IN AN INTERACTING
ELECTRON SYSTEM
In a one-dimensional system, electron-electron inter-
actions modify the temperature dependence of the nu-
clear spin relaxation rate from a linear scaling to in-
teraction dependent power laws. We derive these in
a Luttinger liquid calculation valid when the chemical
potential is sufficiently far from the van Hove singu-
larities, so that the dispersion can be linearized. For
|µ|  |h|, mα2, the system can be understood as a spin-
ful Luttinger liquid with subleading corrections due to
the SOI and the magnetic field. Neglecting these sub-
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FIG. 3. Nuclear spin relaxation rate 1/T˜1 = T1(h =
0)µ=0/(2T1(h/mα
2)) as a function of Zeeman energy h nor-
malized by the SOI energy h/mα2 for two cases: (a) µ/mα2 =
2, T/mα2 = 0.01, 0.02, 0.025. The corresponding Fermi level
is shown by the solid line in Fig. 2(a). (b) µ/mα2 = −0.38,
T/mα2 = 0.005, 0.0075, 0.01. The corresponding Fermi level
is shown by the dashed-dotted line in Fig. 2(a). Note that the
singularities are smoothened into finite peaks by temperature
effects.
leading terms, we first decompose the fermionic oper-
ators into their right and left moving parts, cs(z) ≈
eizkFRs(z) + e
−izkFLs(z), where kF is the Fermi mo-
mentum. Next, we bosonize these operators using stan-
dard techniques25 as rs(z) = Urs/
√
2pia0 exp(−i(rφc(z)+
rsφσ(z)−θc(z)−sθσ(z))/
√
2), where Urs is a Klein factor,
and a0 is the short distance cutoff of the Luttinger liquid
theory (this cutoff is of the order of the lattice constant).
The parameters r = R,L ≡ +1,−1 and s =↑, ↓≡ +1,−1
denote the direction of motion and the spin, respectively,
while the bosonic fields φi are proportional to the in-
tegrated charge (i = c) or spin (i = σ) density, θi is
proportional to the integrated charge or spin current,
and [φi(z), θj(z
′)] = δij(ipi/2)sgn(z′ − z). The effect of
electron-electron interactions is captured by a Luttinger
liquid parameter 1 ≥ Kc ≥ 0 for the charge fluctuations
(we take the Luttinger parameter in the spin sector to
be Kσ ≈ 1), such that the Luttinger liquid Hamilto-
nian reads H =
∫
dz
2pi
∑
i=c,σ
[
ui
Ki
(∂zφi)
2 + uiKi(∂zθi)
2
]
,
where uc (uσ) is the effective velocity in the charge (spin)
sector. This Hamiltonian in turn allows us to calculate
the relaxation rate T−11 for interacting electrons. We
first bosonize the real space, imaginary time susceptibil-
ity χxx(z, τ) according to the above prescription, which
yields
χxx(z, τ) =
∑
r,r′
〈Tτr†↑(z, τ)r′↓(z, τ)r′↓†(0, 0)r↑(0, 0)〉
4
+ h.c.
=
∑
r,r′
−e−i(r−r′)zkF
4(2pia0)2
〈Tτ ei(φ˜rr′ (z,τ)−φ˜rr′ (0,0))〉
+ h.c. , (9)
with φ˜rr′(z, τ) = ((r − r′)φc(z, τ) + (r + r′)φσ(z, τ) −
2θσ(z, τ))/
√
2. From this expression, the retarded spin
susceptibility as a function of frequency can be calculated
by virtue of a Wick rotation to real time, and a subse-
quent Fourier transformation.25 Eq. (3) then yields the
relaxation time as
1
T1
≈ T (µ,Kc)T + T˜ (µ,Kc)TKc . (10)
Here, T (µ,Kc) and T˜ (µ,Kc) are prefactors which in gen-
eral depend on the short distance cutoff a0, and which
reduce to T (µ, 1) = T˜ (µ, 1) = mA22piµ in the non-interacting
limit. This is the expected scaling for the Korringa law
in a Luttinger liquid, in which forward scattering gives
rise to the term ∼ T , while backscattering results in the
contribution ∼ TKc .25
In the limit mα2  |h|  |µ|, the system is to a good
approximation helical (half of the spectrum is gapped,
see Fig. 2(a), while the gapless modes move in opposite
directions and have antiparallel spins). In this case, all
terms in Eq. (9) involving the gapped modes (i.e. right
and left movers of the “wrong” spin polarization) are
negligibly small, while the contribution of the gapless
helical modes can be derived from an effective spinless
Luttinger liquid Hamiltonian. The latter can either be
obtained by linearizing the gapless helical modes and
then bosonizing these, or by starting from the full Lut-
tinger liquid Hamiltonian including right and left movers
of both spin species and integrating out the gapped de-
grees of freedom along the lines of Ref. [18]. In the lat-
ter case, the Luttinger liquid parameter of the helical
modes relates to the ones in the spin and charge sectors
as Khel = 2Kc
√
ucuσ/
√
(uc +KcKσuσ)(uσ + ucKcKσ)
(this implies 1 ≥ Khel ≥ 0), while their effective veloc-
ity is given by
√
ucuσ(uc + uσKcKσ)/
√
uσ + ucKcKσ.
26
Using these effective parameters, we find that the contri-
bution of the gapless modes to χxx(0, τ) is:
χxx(0, τ) =
−1
8(pia0)2
(pia0T/uhel)
2Khel
[sinh(ipiTτ) sinh(−ipiTτ)]Khel .
(11)
This implies that the relaxation rate takes the form,25
1
T1
≈ Thel(α,Khel)T 2Khel−1 , (12)
5where Thel(α,Khel) is again a cutoff-dependent prefactor
that reduces to Thel(α, 1) = A24piα2 in the non-interacting
limit. This power law complies with the fact that in the
helical regime the nuclear spin relaxation results from
electronic backscattering processes only. Quite remark-
ably, for strong interaction such that Khel < 1/2 the
relaxation rate increases with decreasing temperature, in
stark contrast to weak or absent interactions where the
rate decreases with decreasing temperature.
For mα2  |µ|  |h|, the system is gapless, and thus
shows a scaling of the type given in Eq. (10). For |h| 
|µ|, mα2, finally, the system essentially behaves like a
spinful wire with a Zeeman splitting between spin up and
spin down in which only the lower of the two Zeeman-
split band is occupied. In this case, we obtain T−11 ≈ 0,
which follows from Eq. (7), as well as from Eq. (8) in the
limit mα2/h→ 0.
IV. CONCLUSIONS
Let us now comment on the experimental observabil-
ity of the predicted behavior of the nuclear spin relax-
ation rates in InAs nanowires. For an InAs nanowire
with a cross-sectional area of dx×dy = 50×50 nm2, and
with Fermi velocity vF = 3 × 106 cm/s, we obtain for
the one-dimensional density of states ν = 1/pi~vF ≈ 16
(eVnm)−1. For an electron g-factor |g| = 8, the Zee-
man energy h ≈ 4 K at a magnetic field of 1 Tesla,
requires correspondingly low temperatures, T . 4 K.
The dominant hyperfine coupling comes from In with nu-
clear spin I = 9/2 and bulk constant A3D = 3 µeVnm
3.
With this, we estimate the nuclear spin relaxation time
TK ≈ ( dxdy4νA3D )2 ~pikBT ≈ 380 s, at T = 1K. Remark-
ably, this estimate for TK is consistent with recent mea-
surements performed on InP nanowires with cantilever
techniques.22
The phonon-assisted relaxation mechanism can be dis-
tinguished by the temperature dependence of the relax-
ation rate, 1/T ph1 ∼ T 7 (T 2) for T smaller (larger) than
the Debye temperature,27 which is 280K in InAs. The ef-
fect of the nuclear dipole-dipole interaction on the nuclear
relaxation can be suppressed by small magnetic fields of
the order of few mT when the nuclear Zeeman splitting
is larger than the dipolar energy.28
Hence, we conclude that the hyperfine contact inter-
action is the most important term for describing nuclear
spin relaxation in In-based nanowires with s-type conduc-
tion band at low temperatures. Again, this conclusion
is supported by recent experiments,22 which measured
values for TK of the same order as found above for the
hyperfine interaction.
The measurement of the Rashba and Dresselhaus SOI
coefficients via weak antilocalization (WAL) effects in
quasi-one dimensional InGaAs wires was recently re-
ported in Ref. 29. These 750nm wide wires with several
transverse conduction channels were treated as quasi-
one dimensional due to the fact that the spin-relaxation
length is much larger than the width of the wire. For a
1D wire with only a single conduction channel the WAL
mechanism does not work, in contrast to the mechanism
of the nuclear spin relaxation proposed here. The nu-
clear relaxation rate measures directly the spectrum of
the electrons via the density of states, while the WAL
signal is more indirect, and could also be strongly af-
fected by ‘extrinsic’ spin orbit effects, Elliot-Yafet effect,
etc.
Thus, it seems worthwhile to search experimentally for
the predicted signatures of the SOI in the relaxation rate
as a function of magnetic field, chemical potential, and
temperature.
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