. Abrupt changes in the interpersonal coordination pattern corresponding to an interpersonal distance of 2.7-3.0 m during kendo. The frequencies of the relative phase per 0.1 m interval at interpersonal distances of 2.7-3.0 m were calculated, and the means and standard deviations are presented. The relative phases were divided into nine ranges (20 • : 0 − 20 • , 100 • : 80 − 100 • , 180 • : 160 − 180 • ). Anti-phase coordination was dominant at interpersonal distances of 2.7-2.8 m; however, in-phase was dominant at interpersonal distances of 2.9-3.0 m. Modified from [34] .
frequencies of occurrence were calculated. Because of methodological limitations, this approach 125 cannot reveal the time evolution in time series data. In other words, the coordination modes can be 126 described, but the coordination patterns in a shorter time window cannot be described. Interpersonal To describe the time evolution for interpersonal coordination, we introduce a method to explore 131 regularity by reducing the dimensionality of continuous dynamics (e.g., three-dimensional flow) to 132 discrete dynamics (e.g., two-or one-dimensional). The most popular method is the Lorenz map,
133
which was a seminal work that contributed to the foundation of chaos theory [36] .
134
The meteorologist, Edward Lorenz, developed a simplified mathematical model for atmospheric 135 convection [36] . The model is a system of three ordinary differential equations now known as the 136 Lorenz equations:
Here x, y, and z are proportional to the intensity of convection motion, proportional to the 138 temperature difference between the ascending and descending currents, and proportional to 139 distortion of the vertical temperature profile from linearity, respectively. σ, r, and b are the system 140 parameters. Lorenz focused on "single feature [36, p. 138] "; that is, z n , of his three-dimensional 141 strange attractor (Figure 2a ). Figure 2b shows a time series of z(t), and the z(t) peaks were plotted as 
Return map reveals the coordination patterns during interpersonal competition

145
The first return (Lorenz) map was applied to the offensive and defensive maneuvers that occur 146 during kendo matches as interpersonal competition [37] . Figure 3a shows the time series of state variables constituted by interpersonal distance and its velocity. We detected the peaks of the time 148 series for interpersonal distance, and the peaks of the state variables were plotted as a return map as 149 the present peak X n vs. the next peak X n+1 (Figure 3b ).
150
The periodicities on such a plot are the intersections with the identity line X n = X n+1 . These can be classified into two properties depending on the absolute value of a. When the absolute value of 156 a is < 1, |a| < 1, then the intersection is considered to be an attractive fixed point (i.e., an "attractor").
157
When the absolute value of a is > 1, |a| > 1, then the intersection is referred to as a repellent fixed 158 point (i.e., a "repeller"). An attractor can be further classified into two types. When 0 < a < 1, the 159 trajectories are asymptotically close to the attractor (Figure 4a ). When −1 < a < 0, the trajectories are 160 rotationally close to the attractor (Figure 4b ). A repeller also has two types of trajectories: 1 < a, and 161 a < −1, corresponding to asymptotical and rotational trajectories, respectively, as shown in Figures   162 4c and 4d. Trajectories approach and diverge from points that do not cross the line X n = X n+1 .
163
We postulate that this exponential function, X n+1 = b exp(aX n ) , and this logarithmic function,
164
X n+1 = a logX n + b (Figure 4e ), represent intermittency.
165
As shown in Figure 4 , all six predicted types of functions were confirmed in the kendo matches,
166
suggesting that the complex offensive and defensive maneuvers were generated by simple rules. for each group were calculated. As a result, we identified two discrete states in each histogram:
175 the "farthest apart" high-velocity state (F) and the "nearest (closest) together" low-velocity state 176 (N). Figure 5 shows the second-order state transition diagrams for experts and intermediates. We Gray, broken, and black lines show the time series for normalized X IPD (t), normalized V IPD (t), and X(t), respectively, for a 12-s trial with more than five peaks. The red and gray circles indicate the corresponding values of X(t) for the peaks of X IPD (t). (b) Return map of the time series for the observed data, X n vs. X n+1 using the amplitude of X(t) at the peaks of X IPD (t) corresponding to the series of points (red and gray circles) in the panel shown in a. Modified from [37] .
identified four trajectories, such as
and {X n = N, X n+1 = F}, as second-order transitions.
179
The conditional probabilities for second-order state transitions of the experts were {Pr(F|F) = The return map analysis revealed that the coordination patterns repeated over short time scales 186 during interpersonal competitive behavior. In addition, the state transition probability analysis 187 revealed differences in the switching patterns between experts and intermediates. Nevertheless, all 188 patterns were shown in both levels of players. However, we considered two players as one system 189 in these analyses. In other words, the two players were an autonomous, self-excited system. As a leaves that section, and the point at which this trajectory first returns to that section is determined.
204
This section is called Poincaré section. Three-dimensional flow maps the two-dimensional Poincaré 205 section, and the Poincaré map can be analyzed to understand the characteristics of the original system.
206
A Poincaré map is a discrete dynamical system with a phase space that is one dimension smaller than We applied these switching dynamics to the striking action during tennis to understand complex 219 human movements [40] . Two kinds of trajectories occurred when the ball was launched to the 220 forehand or backhand side repeatedly as a periodic input condition, which were termed excited 221 attractors, according to the input type (Figure 7a ). When the ball was launched to the forehand and 222 backhand sides randomly as a switching input condition, the trajectories in the cylindrical phase 223 space were more complex (Figure 7b ).
224
To understand the behavior of the system, we examined the Poincaré map on the Poincaré 225 section, Σ, as discrete dynamics. Figure 8a shows the set of points on the Poincaré section under 226 a periodic input condition corresponding to the Figure 7a . Figure 8b shows the set of points on the state, x 2B , returned to BB. In contrast, when the second input was the forehand side, the next state, around each other; thus, the behavior of a system comprised of two players is a weakly coupled 256 oscillator system [8, 26, 33] . Thus, collective variables can be defined to describe the state of the system 257 during continuous dynamics (Figure 3 ). Underlying simple rules can be identified in interpersonal 258 competitive behavior using a return map as discrete dynamics ( Figure 5 ). This perspective shows the 259 interactive behavior as a whole system.
260
Another perspective to understand interpersonal competitive behavior is to view part of the 261 system in the whole by focusing on individual behavior. Then, other movements are regarded as 262 external input patterns or environmental changes, and the individual would generate their output 263 patterns according to their input patterns. This means that the system is considered non-autonomous.
264
The switching dynamics model suggests that the output pattern would be generated by switching 265 among several input patterns [38, 39] . Behavior during court-net sports is constrained by the 
269
The proposed integrated model is the switching hybrid dynamical system [41] . Here, we assume 270 a system with a higher module and a lower module, which interact with each other by switching 271 inputs from the higher to the lower module, and by using a feedback signal from the lower to the 272 higher module. In addition, external input feeds into the higher module, as shown in Figure 9 .
273
Discrete dynamical system:
Continuous dynamical system:ẋ = f l (x(t), I l (t))
Here, the discrete dynamical system I l (t) is the higher module corresponding to the brain and 274 prefrontal cortex [42, 43] . Schematic representation of switching hybrid dynamics, which is composed of a discrete dynamical system as a higher module and a continuous dynamical system as a lower module with a feedback loop. This system is non-autonomous. When the external inputs feed into the system, system outputs of the continuous dynamical 286 system are generated regularly depending on continuous switching of external inputs I ext (t) and the 287 final states of the system x(t), as shown in section 4.2. This suggests that behavior of the system 288 shows hysteresis and can be used to predict the next state. However, it has been confirmed that the 289 regularities differ according to the length of time of the external input [55] [56] [57] . In this case, we focused 290 on individual behavior during an interpersonal competitive situation; that is, we regarded the system 291 as non-autonomous.
292
When these two systems are connected to each other, it is regarded as an autonomous system as 293 a whole (Figure 10 ). That is, the final state of the other system, x A (t) in A and x B (t) in B transforms 294 into external input for the system I Bext (t) in B and I Aext (t) in A, respectively. As a result, the two 295 systems are connected through external inputs. Then, the behavior of the whole system is described 296 as:Ẋ = F(X), X = (x A , x B ). In the case of kendo matches, the behavior of the whole system has 297 been described as the instantaneous relative phase difference of the step toward-away movements 298 of the two players. However, six offensive and defensive maneuver patterns have been found, and 299 these patterns switch continuously during a kendo match, suggesting that the regularity underlying 300 switching among competitive patterns could be clarified if these patterns are regarded as output 301 patterns and/or external input patterns using slightly longer time windows. However, the regularity 302 remained unclear after determining the state transition probabilities for the competitive patterns.
303
Applying switching hybrid dynamics to interpersonal competitive behavior would help to clarify 304 how the behavior will be generated during the time course as a whole system.
305
Conclusion
306
We investigated how to examine the underlying dynamics of complex interpersonal competitive 
