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Abstract
Code Division Multiple Access (CDMA) is the technology used in all third generation cel-
lular communications networks, and it is a promising candidate for the definition of fourth
generation standards. The wireless mobile channel is usually frequency-selective causing
interference among the users in one CDMA cell. Multiuser Transmission (MUT) algo-
rithms for the downlink can increase the number of supportable users per cell, or decrease
the necessary transmit power to guarantee a certain quality-of-service. Transmitter-based
algorithms exploiting the channel knowledge in the transmitter are also motivated by in-
formation theoretic results like the Writing-on-Dirty-Paper theorem.
The signal-to-noise ratio (SNR) is a reasonable performance criterion for noise-dominated
scenarios. Using linear filters in the transmitter and the receiver, the SNR can be max-
imized with the proposed Eigenprecoder. Using multiple transmit and receive antennas,
the performance can be significantly improved. The Generalized Selection Combining
(GSC) MIMO Eigenprecoder concept enables reduced complexity transceivers.
Methods eliminating the interference completely or minimizing the mean squared error
exist for both the transmitter and the receiver. The maximum likelihood sequence detec-
tor in the receiver minimizes the bit error rate (BER), but it has no direct transmitter
counterpart. The proposed Minimum Bit Error Rate Multiuser Transmission (TxMin-
Ber) minimizes the BER at the detectors by transmit signal processing. This nonlinear
approach uses the knowledge of the transmit data symbols and the wireless channel to
calculate a transmit signal optimizing the BER with a transmit power constraint by non-
linear optimization methods like sequential quadratic programming (SQP).
The performance of linear and nonlinear MUT algorithms with linear receivers is compared
at the example of the TD-SCDMA standard. The interference problem can be solved with
all MUT algorithms, but the TxMinBer approach requires less transmit power to support
a certain number of users.
The high computational complexity of MUT algorithms is also an important issue for
their practical real-time application. The exploitation of structural properties of the sys-
tem matrix reduces the complexity of the linear MUT methods significantly. Several
efficient methods to invert the system matrix are shown and compared. Proposals to
reduce the complexity of the Minimum Bit Error Rate Multiuser Transmission method
are made, including a method avoiding the constraint by phase-only optimization. The
complexity of the nonlinear methods is still some magnitudes higher than that of the
linear MUT algorithms, but further research on this topic and the increasing processing
power of integrated circuits will eventually allow to exploit their better performance.
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1. Introduction
Wireless communications embraces cellular telephony as well as peer-to-peer data com-
munications, like wireless local area networks (W-LAN). It has taken a vast development
in the recent decade, and there is no reason why its rising worldwide pervasiveness, and
the increase of the data-rate for dropping costs per amount of transmitted data should
stop or slow down.
The development of wireless communications is both market-driven as well as technology-
driven. In both fixed and wireless communications, the available data rates are always
eventually fully exploited by the users, although very often initial scepticism exists whether
the data rates are really necessary. New services, like audio and video download to hand-
held devices, wireless and mobile internet access by notebooks are key drivers for wireless
communications technology with higher data rates and better quality.
On the other hand, international research at both universities and in industry has enabled
the definition of wireless communications standards and proprietary solutions which shift
the data-throughput limits due to technological constraints higher and higher. This is not
a new fact, Guglielmo Marconi said already in 1932
”It is dangerous to put limits on wireless”.
One of the most important points is spectral efficiency, the amount of data which can
be transmitted to a certain number of users in a certain share of the limited resource
bandwidth in a limited geographical area. The licensed frequency bands are rare and
expensive. In unlicensed bands, different standards, operators and users compete for
interference-free transmission.
The recent years have seen major progress steps. The application of multiple antennas
in the transmitter and/or the receiver enables the exploitation of the spatial dimension
for link quality improvement and capacity enhancement. Algorithms in both the receiver
and the transmitter were developed to cope with interference in multiple-access channels.
Nevertheless, there are still important research challenges, including the following:
Transmit power The necessary transmit power to transport a certain amount of data
with a sufficient quality of service (QoS) should be as low as possible. Power dis-
sipation is not only an issue in battery-operated mobile devices but also in base
stations with power grid access. The radiation causes interference in the same cell
as well as in neighboring cells, limiting the network capacity. People are also con-
cerned about possible health problems caused by electromagnetic waves, although
no scientific evidence exists that radiation below the legal limits is hazardous. Nev-
ertheless, the concerns of the people should be taken seriously and research should
investigate possible transmit power reduction potentials.
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Data rate The data rate on a wireless link should be as high as possible. Past mo-
bile communications standards offered little flexibility for data rate enhancements.
However, wireless standards which are currently defined offer much more options
for techniques to increase the data rate. Proposals stemming from research can be
considered in actual implementations much more quickly.
Quality of service Communications via wireless channels is very unreliable due to fad-
ing, noise and interference. More robust algorithms and link quality enhancement
techniques enable a much higher quality of service.
Network capacity Networks which are based on time- or frequency-slotted multiple ac-
cess have a hard limit of concurrently supported users in a geographical area. Sys-
tems based on code division multiple access (CDMA) have not such a hard limit, but
interference among the users restricts the network capacity. For the uplink from the
mobile users to the base station, multiuser detection algorithms provide interference
measures. For the downlink, multiuser transmission can be applied.
Complexity The computational complexity of algorithms in both the receiver and the
transmitter is crucial, since it determines the power consumption, size and the costs.
Furthermore, the algorithms should be implementable in available mass market
signal processors or integrated circuits.
The author hopes that this thesis can provide some contributions to these topics. The
algorithms analyzed and proposed in this dissertation can be potentially applied in base
stations of wireless systems operating with current standards. The findings of this work
can also be helpful for the extension of current standards and for the discussions on the
future generation of wireless communications.
This thesis deals with wireless multiuser communications using CDMA systems. The mul-
tipath (or frequency-selective) wireless fading channel is the cause of interference, which
limits the network capacity. This is the most pronounced example of vector-channels
with interference. The common approach to deal with this problems is advanced re-
ceiver algorithm development. However, in the recent decade research focused also on
transmitter-based methods. The group of Baier in Kaiserslautern proposed the expres-
sions transmitter oriented and receiver oriented [MBQ04]. Transmitter-based algorithms
are receiver oriented since the functionality of the receiver is a priori given. In channel
oriented approaches, both the transmitter and the receiver adopt to the wireless channel.
The focus of this thesis is transmitter-based algorithms with their umbrella term multiuser
transmission (MUT) in a multiple access context.
A crucial point for multiuser transmission algorithms is the degree of channel information
at the transmitter. The possible channel knowledge levels reach from no channel knowl-
edge to average or partial up to full channel state information. In this thesis, full channel
knowledge in the transmitter is assumed. Methods to gain this knowledge are addressed,
as well as the limitations if the channel knowledge is unreliable.
Information theory motivates transmitter-based communications approaches. Already
Shannon [Sha49] assumes with his concept of channel capacity full channel state knowl-
3edge in the transmitter. The famous water-filling solution maximizes the mutual informa-
tion of a multiple parallel subchannel transmission scheme with limited transmit power
by pouring most transmit energy in the good subchannels, little energy in the average
subchannels and no energy in the very bad subchannels. Interestingly, channel equaliza-
tion puts most energy in the bad subchannels and little energy in the good channels to
achieve equal signal-to-noise ratio at the receivers. This contradiction is remarkable and
directs the attention to a careful choice of the applied optimization criterion. There is
no such thing as a general ”optimum transmission scheme”, but only optimized solutions
for different criteria, which have to be specified. A solution for one specific optimization
criterion might have a poor performance measured by a different criterion. In this the-
sis, solutions for different optimization criteria are investigated and compared, including
maximum SNR, avoidance of interference, minimum mean squared error and minimum
bit error rate.
Let’s resume the information theory discussion. In 1983, Costa stated the Writing-on-
Dirty-Paper theorem [Cos83], which says that the capacity of a channel with interference
is as large as the capacity of a channel without interference, provided that the interfer-
ence is known exactly at the transmitter. This motivates very strongly transmitter-based
multiuser communications approaches. In multiuser communications we have crosswise
dependencies, i.e. the signal of one user is the interference imposed on the other users
and vice versa. Recently, the multiple-access channel has attracted increased attention
of information theoretic research [VT03], [Sch03]. Important is whether the transmitters
and/or the receivers can cooperate. In the case of multiuser downlink transmission we
have full cooperation in the transmitter and partly cooperation of the receivers, i.e. the
signals of different receive antennas of one user can be processed in an cooperative way
whereas different users can usually not cooperate.
The focus of this thesis is not primarily information theory, but analysis and extension of
actual algorithms applied in the transmitter.
The initial starting point of this thesis are the works by Noll Barreto at TU Dresden
[BF00], [Bar02], [BF03]. He extended the idea of the Pre-RAKE [EN93] to the Pre-
and Post-RAKE. In this thesis, his concept is developed further for the Eigenprecoder
and extended to multiple transmit and receive antennas. Barreto also investigated and
proposed linear and nonlinear multiuser transmission algorithms, which are advanced in
this thesis.
Multiuser transmission is a research area with rising interests in different research groups.
Among them are the groups in Kaiserslautern (Baier, Meurer, Weber, Tro¨ger) [BMWT00],
[MBQ04], [Tro¨03], Munich (Nossek, Utschick, Joham) [JU00], [JKG+02a], Aachen (C.
Walke) [Wal03], Erlangen (Fischer, Windpassinger) [Fis02], [WFVH03], Berlin (Boche,
Schubert) [Sch03], Edinburgh (Cruickshank, Georgoulis) [Geo03], Hong Kong (Murch,
Choi)[CLM01] and Keio/Japan (Nakagawa, Esmailzadeh) [EN93], [EN03]. This is of
course not a complete list of researchers in this area.
In this thesis, many assumptions are made and conditions are idealized:
• Only the equivalent baseband is regarded, i.e. effects stemming from actual RF
transmission are neglected. Pulse-shaping filters, analogue-digital converts, power
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amplifiers, low noise amplifiers, I-Q-mixers are all assumed to be ideal and linear.
An important research topic is the treatment of dirty RF [FLP+04] effects in the
baseband, but it is beyond the scope of this thesis.
• Time and frequency synchronization and frequency offset compensation are assumed
to be ideal. It is referred to [Zoc04] for details.
• Floating point arithmetic with sufficient accuracy is assumed. The problem of fixed-
point implementation is not addressed.
• The channel coefficients are assumed to be ideally known by the transmitter and if
stated also by the receiver. The same holds for noise variances. The limitation in
the presence of channel estimation errors is discussed, however.
• The transmission is organized in bursts of symbols, which can be represented by
vectors. The channel is assumed to be constant for the duration of one burst.
• Only the physical layer (PHY) is considered. The media access (MAC) layer issues
are not treated. Furthermore, uncoded data transmission is assumed in most parts
of the thesis, i.e. only the inner part of the baseband transceiver model is consid-
ered. The outer part of the transceiver containing source- and channel coding is not
investigated.
In chapter 2, the system model used throughout this thesis is introduced. The multiple
path, multiple input, multiple output, and multiple user wireless channel and the CDMA
transceiver components are described by stacked vectors and matrices. This description
is quite difficult for the reader, but allows the transition to much simpler system matrices,
where the complicated transmitter, channel and receiver components can be hidden in
the inner structure. Alternative descriptions of the transmission line components by sum
formulas are much more complicated in the end and veil the view to important properties,
used in the algorithms and their complexity reduction.
As example standards, the 3GPP-TDD mode and the Chinese TD-SCDMA are used. In
these systems, reliable channel state information at the transmitter is available by exploit-
ing the channel reciprocity property. At the time of writing this thesis (spring 2004), no
decision was made yet by the Chinese authorities which third generation standard will get
licenses. But if TD-SCDMA plays a major roll in the country with the largest number of
mobile phone users, product development for this technology will be important for most
global equipment manufacturers. Currently, TDD-CDMA technology is used in smaller
countries for mobile wireless access, and for fixed wireless access for example in Germany.
Companies active in this field include Siemens, Datang and IPWireless. In Germany,
spectrum licenses for 3GPP-TDD bands were acquired by major network operators, but
no services are offered yet.
In chapter 3, transmitter and receiver structures for spread-spectrum systems in frequency-
selective channels are presented, with the presumption that the codes are ideal or close to
ideal, i.e. no interference occurs. Then, the SNR is the figure of merit. This is not only
of pure academic interest, since the SNR-maximizing RAKE receiver is the currently pre-
ferred solution in 3GPP terminals and base stations. The transmitter counterpart of the
5RAKE, the space-time Pre-RAKE is analyzed and both are combined for the space-time
Eigenprecoder. For receivers with a limited amount of resources, advantageous transmis-
sion strategies are proposed.
In chapter 4, multiuser transmission (MUT) approaches for the downlink of CDMA sys-
tems are investigated, which consider interference. To start out, a short introduction on
multiuser detection (MUD) is made. Multiuser detection research is much more advanced,
and the potentials to use MUD concepts for MUT are probed. Interestingly enough, there
is no direct transmitter counterpart to the bit error rate minimizing maximum likelihood
multiuser detector. The optimization criteria of the MUD and MUT approaches are com-
pared.
In chapter 5, a transmitter based approach is proposed which minimizes directly the bit
error rate at the detectors, which is termed Minimum Bit Error Rate Multiuser Trans-
mission, TxMinBer. This chapter is the main contribution of this thesis. Starting from
a discussion of performance measures in the presence of deterministic interference, op-
timization objectives are developed and numerical approaches are proposed. The most
general chip-based TxMinBer approach has no structural presumptions, and designs the
transmit signal only with a transmit power constraint. The symbol-based and phase-only
TxMinBer approaches offer complexity reduction potentials. A similar independent pro-
posal was made by Weber and Meurer [WMS03b].
Chapter 6 compares the performance of different MUT methods in a 3GPP-TDD CDMA
scenario with frequency-selective channels. Different antenna and receiver configurations
are considered, and the potentials of overloaded CDMA cells are investigated.
The complexity of selected MUT algorithms is discussed in chapter 7, where also some
proposals on computational complexity reduction are made. Since no specific hardware
architecture is assumed, the complexity is only roughly quantified by the number of arith-
metic operations.
Research in the area of this thesis is very active currently. Not all questions connected to
this topic could be answered. After a summary of this thesis in chapter 8, open problems
are addressed, and directions of possible future research are highlighted.
Appendix A covers expressions for the first and second derivatives of the bit error prob-
ability necessary for TxMinBer. Since numerical optimization methods are an essential
element of the proposed methods, a brief overview on the state-of-the-art of this topic is
given in appendix B.
General Observations
During the course of this work, some general observations were made which are not always
obvious, although they seem to be almost trivial if they are written down.
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Many engineering problems can be described by the following steps:
1. Definition of a suitable model of the problem
2. Definition of problem constraints, e.g. level of knowledge of certain parameters
(statistical, instantaneous)
3. Definition of a suitable objective function
4. Definition of a structure for the solution
5. Calculation of structure elements or coefficients that optimize the objective function
considering the constraints
Very often, only the last step is taken without questioning the first four points.
A clean treatment of point 2) is frequently neglected. The assumptions are frequently
not expressed explicitly, especially if these assumptions are used by other state-of-the-art
approaches.
As an example, most state-of-the-art MUT methods do not exploit the instantaneous
knowledge of the data symbols in the transmitter. Indeed, this knowledge is not available
within the receiver algorithms.
For many problems it is also possible to exchange constraint and objective function, e.g.
the power consumption can be minimized at a fixed performance or the performance can
be maximized for a fixed power consumption. Mathematically, this can be also treated
as multiobjective optimization problem, which is however difficult to solve. Therefore it is
advantageous to fix some constraints.
Many objective functions tend to be so complicated that they can only be modelled as
nonlinear functions. In the recent years, advanced numerical optimization methods have
been developed which can be applied to a vast amount of practical problems. Appendix
B gives a short overview of numerical optimization methods.
The most important source of scientific information are books and journal and confer-
ence papers. These are increasingly available in full-text openly in the internet or in
scientific data bases. However, patent literature is also a valuable source of scientific in-
formation which is frequently ignored by the scientific community. Patents were made
available online by most patent authorities in the recent years, allowing a comfortable
and comprehensive patent enquiry.
2. System Model for Multiuser CDMA
Communications using Multiple
Antennas
In the following, the notation of this thesis is described briefly and the system model
used throughout the subsequent chapters is introduced. Because the channel is a physical
reality, we start with the channel model and design the transmission system around.
A linear equivalent-baseband multiple-user multiple-input multiple-output multiple-path
channel model is introduced. For simplicity, a block-constant in contrast to a time-varying
behavior is assumed. Nevertheless, an exact but concise description of such a model is
ambitious, since a sum-formula description as well as a stacked vector-matrix description
are complicated. We resort to the latter approach. This makes the understanding of
the matrix structure in this chapter demanding for the reader, but the understanding of
the approaches in the later chapters becomes much easier. The first part of section 2.2
defines the structural channel model, whereas the second part mentions briefly statistical
channel properties. For a comprehensive treatment of the physical wave propagation and
its connection to statistical channel parameters we refer to the broadly available literature.
Section 2.3 introduces the transmitters and receivers for a CDMA system, enabling a full
mathematical description of the transmission line from the data symbols at the transmitter
to the symbol estimates at the detector. Coding and all higher layers are not considered
in this system model. Section 2.4 defines system matrices for a simplification of the
description. Furthermore, they enable a generalization of the investigated algorithms to
a broader spectrum of transceiver systems. In fact, the MUT approaches can be applied
to all linear vector channel problems with interference.
Section 2.5 describes example CDMA systems, which are used as a base for numerical
algorithm evaluations in later chapters.
2.1. Notation
Although there exists no single notation framework in the literature, the notation of this
work tries to be in accordance with most customary conventions in the field of research.
The notation is very similar to the standard textbook of communications related matrix
computations by Golub and van Loan [GL96]. This notation is also used in MATLAB, a
very powerful tool for simulations of transmission lines, which was also utilized to achieve
the numerical results of this thesis. For example, A(5 : x, :) denotes a submatrix of matrix
A, where only the rows from index 5 to index x are selected, but all columns are selected.
Throughout this work, lower case bold letters are used for vectors, capital bold letters for
matrices, T , ∗, H ,‖·‖F for transposed, conjugate, Hermitian, Frobenius norm respectively.
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Vectors are always column vectors. An index is usually denoted by a lower case letter,
and the maximum index by the corresponding capital letter, e.g. the users in one cell are
indexed by 1..u..U . Indices of matrices and vectors start in general with 1. FIR filter
response indices (e.g. the channel impulse response) start with the delay 0. Convolution
is denoted by ⊗. The Kronecker delta is defined by
δm,n =
{
1 for m = n
0 for m 6= n
.
The identity matrix I has ones on its main diagonal and elsewhere zero entries. Its di-
mension is given by the respective context. All entries of the zero matrix 0 are zeros.
The diag(x) operator generates a diagonal matrix of size N × N out of a column vector
x of size N . The blockdiag(X1, ..,XM) operator creates a block-diagonal matrix of size
MO ×MN by putting Xm of size (O ×N) on the main diagonal. A matrix left division
is defined by Y = A\B := A−1B.
The indices Tx, Ch and Rx stand for transmitter, channel and receiver, respectively. K
and Q are the number of Tx and Rx antennas, respectively, and the number of users is
U . The dimensions of vectors and matrices are given frequently to indicate their structure.
A list of important symbols and abbreviations can be found in appendix C on page 119.
In figures with discrete abscissa values (e.g. users, antennas, chip index), the points are
usually connected by lines to improve readability, although they should not be connected
in a strict sense.
2.2. Channel Model
In this thesis, channel modelling is only regarded as long as it has implications on the
investigated algorithms. We refer to the broad spectrum of available literature on that
topic, like [VA03], [GG03] and [Ste03].
Any linear channel between two points in space can be generally described by the time-
varying channel impulse response h(t, τ). The ”channel” is a rather abstract construct
which can include also the transmit and receive pulse shaping filters. With that, the
channel will be limited to a certain frequency band with the bandwidth ≈ 1/Tc, where
Tc is the chip duration. Now, an equally-spaced tapped-delay line discrete-time channel
model [Pro95] is sufficient to describe the channel completely by the channel impulse
response
h(t, τ) =
L−1∑
l=0
h(t, l)δ(τ − lTc), (2.1)
where h(t, l) are the channel coefficients with the delay index l. L is the maximum delay
of the channel. For L > 1 the channel is called time-dispersive, or frequency-selective.
That is generally considered in this work. The channel coefficients vary usually with time
due to fading. If the signaling period Ts is smaller than the coherence time of the channel
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Figure 2.1.: Multiuser MIMO downlink frequency-selective channel model from the base
station (BS) to U mobile stations (MS). In this example: K = 3 Tx antennas,
Q = 2 Rx antennas per user, U = 2 users
Tcoh, the channel is time-constant during that period. In most parts of this work, a con-
stant channel during one transmission burst is assumed. Therefore the index t is dropped
subsequently.
Figure 2.1 shows a channel model for the transmission of a signal from K transmit anten-
nas of the base station to U mobile stations, each employing Q receive antennas. Each
sub-channel is denoted by its channel impulse response hu,q,k. At each receive antenna,
additive noise η′u,q is present. Section 2.3 introduces in more detail the transmit signal
(chip) vector sk from each antenna k and the received signal vector ru,q at antenna q of
each user u. The transmit signal sk consists ofW chips. The corresponding stacked signal
vectors versions are s = [sT1 , .., s
T
K ]
T and r = [rT1,1, .., r
T
1,Q, ..r
T
U,Q]
T .
The channel coefficients denoting the resolvable sub-paths in (2.1) can be arranged for
the sub-channel of user u from antenna k to antenna q in a channel vector hu,q,k =
[hu,q,k(0), .., hu,q,k(L − 1)]T . The filter operation of a transmit signal sk ∈ CW with this
FIR channel filter can be expressed by the Toeplitz-structured filter matrix
Hu,q,k =


hu,q,k(0) 0 . . . 0
hu,q,k(1) hu,q,k(0) . . . 0
. . . hu,q,k(1) . . . 0
hu,q,k(L − 1) . . . . . . 0
. . . hu,q,k(L − 1) . . . . . .
0 0 . . . hu,q,k(L− 1)


∈ C(W+L−1)×W . (2.2)
By this filter operation 2.2, an input signal vector of W chips results in an output signal
vector of W +L− 1 chips. H˘u,q,k ∈ C2L−1×L is the upper left sub-matrix of Hu,q,k, which
will be used later in chapter 3 to find an expression for the SNR. The instantaneous
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channel correlation matrix Rhh,u,q,k is defined by
Rhh,u,q,k = H˘
H
u,q,kH˘u,q,k ∈ CL×L. (2.3)
This instantaneous correlation matrix should not be confused with the average correlation
matrix used in other references.
The sub-channel expressions are used now to describe MIMO channels for user u, as shown
in [IF02a]. The stacked channel vector is
hu = [h
T
u,1,1, ..,h
T
u,1,K , ..,h
T
u,Q,K ]
T ∈ CLQK . (2.4)
The respective full and short MIMO channel matrices are
Hu =


Hu,1,1 . . . Hu,1,K
. . . . . . . . .
Hu,Q,1 . . . Hu,Q,K

 ∈ C(W+L−1)Q×WK , and (2.5)
H˘u =


H˘u,1,1 . . . H˘u,1,K
. . . . . . . . .
H˘u,Q,1 . . . H˘u,Q,K

 ∈ C(2L−1)Q×LK . (2.6)
The full MIMO channel matrix (2.5) will be used to describe the transmission line from
the transmit signal sequence to the received signal sequence. The short channel matrix
(2.6) will be used in chapter 3 to quantify the instantaneous power of the channel with
the instantaneous MIMO correlation matrix
Rhh,u = H˘
H
u H˘u ∈ CLK×LK . (2.7)
Additionally to the channel filtered transmit signal, the noise vector η ′u,q modelled as
additive white Gaussian noise (AWGN) is present at each receive antenna. Its variance is
σ2u,q. The signal at antenna q of receiver u and the stacked composed receive signals are
ru,q =
K∑
k=1
(Hu,q,ksk) + η
′
u,q = [Hu,q,1, ..,Hu,q,K ]s+ η
′
u,q , and (2.8)
ru = [r
T
u,1, .., r
T
u,Q]
T = Hus+ η
′
u. (2.9)
respectively. Until now, only a single user was considered. The downlink from the BS
to all U active MS’s can be expressed with further stacked vectors and matrices for the
whole system H = [HT1 , ..,H
T
U ]
T with (2.5) and η′ = [η
′T
1 , ..,η
′T
u ]
T by
r = Hs+ η′, (2.10)
with the stacked receive vector r = [rT1 , .., r
T
U ]
T ∈ C(W+L−1)QU of (2.9).
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Statistical channel properties
So far, the channel is only modelled structurally, more specifically a single instantaneous
channel ”snapshot”. Even if the channel is considered time-invariant during one transmis-
sion burst, the channel situations between different bursts are usually considered to be
different. A statistical characterization of the channel needs therefore to be considered.
Spatial properties and correlations of flat-fading single-user MIMO channels are treated
comprehensively in [Ste03] for different physical environments. A channel model which
defines representative statistical MIMO scenarios was defined by a joint working group of
the 3GPP and 3GPP2 standardization bodies [GG03]. However, a comprehensive MIMO
model for multiple users is still a research topic of different working groups, including TU
Dresden.
In this thesis, only a simple statistical frequency-selective MIMO multiuser channel model
is used, with the following key properties:
• The average energy of each sub-channel is normalized to one: E {hHu,q,khu,q,k} = 1.
Thus each sub-channel does neither amplify nor attenuate the transmitted signal
on average. Path loss effects, which have usually an exponential power loss with
exponent 2...5 with the distance transmitter-receiver, are not considered. To include
them, the signal-to-noise ratio (SNR) curves in chapter 6 just have to be shifted. A
certain power delay profile is assumed, i.e. the expectation of the different sub-paths
of each sub-channel is different. The reader is referred to Table 6.1 on page 65.
• All sub-paths (channel coefficients) are assumed to be uncorrelated. This is es-
pecially valid in rich-scattering non-line-of-sight pico-cell scenarios. The effect of
correlation was investigated in [RIF02].
• Rayleigh distribution of the channel coefficient amplitudes is assumed, so the phases
are equally distributed. This can also be seen as an independent two-dimensional
Gaussian distribution of the real and imaginary parts of the channel coefficients.
Rice- and Nakagami-fading are also common distributions, which are not treated
here. It is referred for instance to [Pro95], [VA03] and [Erb95].
The investigated algorithms for CDMA transmission with ideal codes and the MUT ap-
proaches do not assume any statistical channel properties since they are based on instanta-
neous channel knowledge. However, the performance of the investigated algorithms varies
in different physical environments, which are characterized by their statistical parame-
ters. An investigation of the transceiver algorithms in other than uncorrelated pico-cell
scenarios is a field of further studies. But that is beyond the scope of this thesis.
Channel estimation and the provision of channel impulse response estimates in the trans-
mitter are discussed in the next section.
2.3. CDMA Transmitter and Receiver Model
For data transmission, the wireless channel must be shared in some way by all users of one
cell. One of the most successful multiple access methods is code division multiple access
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(CDMA). It is used in second generation networks (IS-95, brand name cdmaOne) and is
the base for all 3rd generation networks, namely UMTS/WCDMA/3GPP-FDD, 3GPP-
TDD/TD-SCDMA and cdma2000. Furthermore, it is currently discussed as a candidate
for the 4th generation of mobile communications.
In CDMA, different users access the channel at the same time in the same frequency band.
They are separated by their specific spreading code. In this spread-spectrum technology,
the data symbols are spread across the assigned spectral band. Spreading can be carried
out in time domain (Direct Sequence Spread-Spectrum, DS-SS) or in frequency domain
(Multi-Carrier Spread Spectrum, MC-SS). Both methods are similar [FNK00], therefore
only DS-SS CDMA is considered subsequently exemplarily.
Transmitter
d1
dU
1C
1s
,1,1TxH
UC
Ks
, ,1Tx UH
,1,Tx KH
, ,Tx U KH
Figure 2.2.: CDMA downlink transmitter with K Tx antennas for U users. Spreaders are
denoted by Cu and transmit filters by HTx,u,k.
Figure 2.2 shows the transmitter model. The data bits are digitally modulated and com-
bined to complex symbols du using a certain mapping scheme. For statistical evaluations it
is assumed that the data bits are independent and uniformly distributed. Possible digital
modulation schemes include QAM, PSK and ASK. If nothing different is stated, QPSK
(Quaternary Phase Shift Keying) with Gray mapping is used as modulation scheme. The
complex symbol n of user u is du,n ∈ 1√2{−1 − j, 1 − j,−1 + j, 1 + j}. In appendix A.2,
notes on other modulation formats are made. Burst-type transmission is assumed, i.e. N
symbols form the data symbol vector du = [du,1, .., du,n, .., du,N ]
T . The symbols of all users
are stacked in
d = [dT1 , ..,d
T
U ]
T ∈ CUN . (2.11)
The covariance matrix of the data symbols is
Rdd = E{ddH} = σ2dI. (2.12)
The spreading of the data symbols with the user specific spreading code follows. For long
spreading codes, each data symbol has its own spreading code, whereas for short spreading
codes, each symbol of one burst of one user has the same spreading sequence, i.e. the
spreading sequence length equals the symbol duration. In this thesis, only short codes
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are considered. The spreading code cu = [cu(1), .., cu(G)]
T with the spreading factor G,
which is also called spreading gain, has a normalized energy cHu cu = 1. It can be arranged
in the spreading code matrices Cu = blockdiag(cu, .., cu) ∈ CGN×N and
C = blockdiag(C1, ..,CU) ∈ CUGN×UN (2.13)
for user u and for all users, respectively.
This spread signal can be transmitted from the antenna, provided that a pulse-shaping
filter is applied. This thesis does not deal with pulse-shaping specifically. Pulse-shaping
filters are seen as a part of the channel here. If information about the channel impulse
response is available in the transmitter, it is advantageous to process the spread signal by
a transmit FIR filter before transmission from the antennas. The filter impulse response
for user u and antenna k is hTx,u,k = [hTx,u,k(0), .., hTx,u,k(LTx − 1)]T . The transmit filter
operation of one burst of spread symbols (chips) is described by the Toeplitz-structured
filter matrix
H˜Tx,u,k =


hTx,u,k(0) 0 . . . 0
hTx,u,k(1) hTx,u,k(0) . . . 0
. . . hTx,u,k(1) . . . 0
hTx,u,k(LTx − 1) . . . . . . 0
. . . hTx,u,k(LTx − 1) . . . . . .
0 0 . . . hTx,u,k(LTx − 1)


∈ CGN+LTx−1×GN .
(2.14)
The stacked transmit filter vector for a single user u with K transmit antennas reads as
hTx,u =
[
hTTx,u,1, ..,h
T
Tx,u,K
]T ∈ CKLTx . (2.15)
The corresponding transmit filter matrix for all users and all transmit antennas is defined
by
H˜Tx =


H˜Tx,1,1 . . . H˜Tx,U,1
. . . . . . . . .
H˜Tx,1,K . . . H˜Tx,U,K

 ∈ CK(GN+LTx−1)×UGN . (2.16)
Two cases of the generation of the final transmit signal are considered:
1. The transmit signal
s˜ = βH˜TxCd ∈ CK(GN+LTx−1) (2.17)
is elongated by the transmit filter by the length LTx of the impulse response. If the
guard interval between the transmission bursts is long enough, it does not create
any problems. With this approach, the transmitter structure can be simplified
considerably since the system matrix is more regular, as will be shown in chapter
7.The transmit signal has the length M = KW = K(GN + LTx − 1). The power
normalization factor β will be described later.
2. The transmit signal is not allowed to be elongated by the transmit filter. This is
helpful to circumvent standard incompatibilities and to limit inter-block interference.
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This simplifies the analysis and allows a fairer comparison of different transmission
schemes.
The transmit filter matrix 2.14 should be square. For this, GN rows out of H˜Tx,u,k
have to be selected. The latency νTx describes the number of chips, which are deleted
at the beginning of H˜Tx,u,k. If additionally the last LTx − 1− νTx rows are deleted,
the new matrix becomes
HTx,u,k = H˜Tx,u,k (νTx + 1 : GN + νTx, :) ∈ CGN×GN . (2.18)
The multiuser space-time transmit filter matrix is
HTx =


HTx,1,1 . . . HTx,U,1
. . . . . . . . .
HTx,1,K . . . HTx,U,K

 ∈ CKGN×UGN . (2.19)
Now, the signal at the transmit antennas can be easily expressed by
s = βHTxCd ∈ CKGN . (2.20)
The transmit signal (chip sequence) has the length M = KW = KGN .
In (2.17) and (2.20), β is a transmit power normalization factor. The transmit signal can
be normalized in two ways:
1. The instantaneous energy of one transmit block fulfills always sHs = ETx or s
Hs ≤
ETx. In these cases, the normalization factor depends on the actual data symbols.
For numerical algorithm comparison of all MUT schemes in chapter 6, the equality
normalization is assumed.
2. The average energy of one transmit block fulfills E
{
sHs
}
= ETx or E
{
sHs
} ≤
ETx. Then, the instantaneous energy also depends on the data symbols, but the
normalization factor is independent of them. For the derivation of the linear MUT
methods, this normalization is assumed.
Receiver
Since the early days of mobile communications a research topic of its own is the re-
ceiver design for both high performance and low complexity. Here, only simple receiver
structures are assumed, which are advantageous to implement in power- and size-aware
mobile handsets. It should be emphasized, that in multiuser communications, the mobile
users can usually not cooperate, other than in multi-layered MIMO transmission, where
inter-layer signal processing is possible. In this section, only a structural framework is
developed. This will be the basis for the introduction of the RAKE receiver in Section
3.2.
The received signal at each antenna of each mobile station is filtered by an FIR filter
with the impulse response hRx,u,q = [hRx,u,q(0), .., hRx,u,q(LRx−1)]T with maximum length
LRx. The filter operation can be expressed by the Toeplitz-structured convolution matrix
H˜Rx,u,q ∈ C(W+L+LRx−2)×(W+L−1). It is formed similar to (2.2) and (2.14).
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Figure 2.3.: U CDMA downlink receivers with Q Rx antennas at each user terminal,
receive FIR filters HRx, de-spreaders C
H
u and received symbols
_
du.
The de-spreader correlates the signal with the de-spreading sequence. That is usually the
complex conjugate of the spreading sequence cu ∈ CG. A segment of GN chips has to
be selected out of the input signal for correlation (or convolution followed by sampling).
Accordingly, the latency νRx is introduced defining the offset in chips, at which the fil-
tered Rx signal is de-spread. A thorough treatment of latency can be found in [Kra00],
[JKG+02a] and [JIB+03] where the latency is investigated as an additional degree of free-
dom. The first νRx and the last (L+ LRx − 2− νRx) rows in H˜Rx,u,q are deleted, leading
to the shortened Toeplitz-structured Rx filter matrix
HRx,u,q = H˜Rx,u,q(νRx + 1 : νRx +GN, :) ∈ CGN×(W+L−1). (2.21)
The stacked Rx space-time filter matrix of one user is
HRx,u = [HRx,u,1, ..,HRx,u,Q] ∈ CGN×Q(W+L−1) , (2.22)
and of all users
HRx = blockdiag (HRx,1, ..,HRx,U ) ∈ CUGN×QU(W+L−1). (2.23)
The stacked space-time impulse response of user u is hRx,u = [h
T
Rx,u,1, ..,h
T
Rx,u,Q]
T .
The de-spreading for user u with the short de-spreading codes cHu from (2.13) can be
expressed by the corresponding de-spreading matrices for one and all users
CHu = blockdiag
(
cHu , .., c
H
u
) ∈ CN×GN , and (2.24)
CH = blockdiag
(
CH1 , ..,C
H
U
) ∈ CUN×UGN . (2.25)
Transmission Line
After establishing all components of the transmission line, the received symbols at the
detector can now be expressed in vector-matrix notation. If no additive noise is present
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at the receive antennas, the received symbol vector for one burst and U users is
d˜ = βCHHRxHHTxCd ∈ CUN . (2.26)
One symbol of d˜ contains the transmitted symbol and interference due to cross-coupling
from the same and other symbols. With the additive noise vector at the receive antennas
η′ and the effective noise sequence at the detectors η, we obtain
_
d = βCHHRxHHTxCd+C
HHRxη
′ = d˜+ η ∈ CUN . (2.27)
Figure 2.4 [IF02a] illustrates the structure of the block-Toeplitz structured FIR filter
matrices. For simplicity, only the upper left sub-matrices H˘ are chosen. Illustrations of
the more complicated matrices can be found in [WIF02] and [Hab03].
Filter response of user 2
Filter response of user 1
Tx =H KW
UW
KW
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(W
+
L-
1)Q
U
Rx =H
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UW
W
W
W
+
L-
1
Figure 2.4.: Receiver, channel and transmitter matrices for U = 2 users, K = 3 Tx
antennas and Q = 2 Rx antennas
2.4. System Matrices
The multiuser multipath multiple input multiple output channel model of section 2.2 and
the model of the transmitter and the receiver by stacked vectors and matrices in the
previous sections enables an exact description of complex processes. However, it would
be advantageous to simplify these complex processes without scarifying accuracy.
The whole system, comprising parts of the transmitter, the frequency-selective MIMO-
channel, and the receiver can be described by so-called system matrices. In this section
we construct the system matrices for the MIMO-CDMA downlink and provide insight
into the inner structure of them.
Furthermore, system matrices allow a more generalized view for a broader range of ap-
plications. The MUT methods which will be introduced in chapter 4 are based on the
system matrices, and are applicable regardless of the inner structure of the system matri-
ces. Similar system matrices can be designed also for other linear systems with dominating
interference, like for example:
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• OFDM (orthogonal frequency division multiplexing) where the guard interval is
shorter than the channel impulse response. Transmit signal pre-processing is possible
to mitigate the interference [Kus03].
• MIMO (e.g. space-time block-coding (STBC)) approaches in frequency-selective
channels have an interference problem due to the time-dispersive and the spatial
channel. Here, also advanced transmit- or receive algorithms are possible which
make use of the system matrix [CM03].
It should be noted, that in the literature different definitions exist of the system matrix.
In this thesis, the symbol-symbol system matrix B and then the chip-symbol system
matrix A are used. Computationally efficient calculation schemes of these matrices are
investigated in chapter 7.
Symbol-Symbol System Matrix B
In (2.26), the received symbol vector without additive noise comprising the whole trans-
mission line was expressed by
d˜ = β
B︷ ︸︸ ︷
CHHRxHHTxCd ∈ CUN . (2.28)
The symbol-symbol system matrix
B = CHHRxHHTxC ∈ CUN×UN (2.29)
with its elements B(x, y), x and y ∈ 1..UN describes the influence of each transmitted
symbol x to each received symbol y.
Chip-Symbol System Matrix A
The influence of each transmitted chip m = 1..M to each symbol of each user p = 1..UN
is described by the chip-symbol system matrix A. The received symbol vector at the
detectors without additive noise is
d˜ =
A︷ ︸︸ ︷
CHHRxHs ∈ CUN (2.30)
with the chip-symbol system matrix
A = CHHRxH ∈ CUN×M , (2.31)
and the transmit chip vector s (2.20). A single received symbol d˜u,n is influenced by the
transmitted chips sm by
d˜u,n =
M∑
m=1
A((u− 1)N + n,m)sm. (2.32)
The length of the transmitted chip sequence s is M = KW = KGN if the Tx signal is
not allowed to be elongated by the Tx filter and M = KW = K(GN + LTx − 1)) for a
full Tx filter. This holds also for the number of columns in A.
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2.5. Example Systems: 3GPP TDD-CDMA and the
Chinese TD-SCDMA
CDMA is used in the second generation standard IS-95, which has a major market share
in the USA and is increasingly used in Asia. All third generation systems are based on
CDMA. The standards are specified by different standardization bodies, and the names
changes regularly . FPLMTS (Future Public Land Mobile Telecommunications System),
IMT-2000 (International Mobile Telecommunications), UMTS (Universal Mobile Telecom-
munications Services), 3GPP (Third Generation Partnership Project), W-CDMA (Wide-
band CDMA) and UTRA-FDD (UMTS Terrestrial Radio Access) are expressions used
widely for the first of the three major third generation standards. The second standard
is harmonized by the 3GPP2 group and it is derived from IS-95. This standard is also
referred to as cdma2000 or Multicarrier FDD-CDMA.
The third group of the 3G standards is TDD-CDMA, also referred to as TD-CDMA,
TD-SCDMA, 3GPP-TDD, and UTRA-TDD.
The discussion for the extension of the third generation and for the definition of a fourth
generation standard is going on currently. CDMA is proposed besides OFDM (orthogonal
frequency division multiplexing) in conjunction with a multiple access method.
The 3GPP-TDD standard has two modes. One is the 5 MHz bandwidth high chip rate
3GPP-TDD HCR 3GPP-TDD LCR / TD-
SCDMA
Chip rate 3.84 Mcps 1.28 Mcps
Carrier spacing 5 MHz 1.6 MHz
Modulation QPSK and 16-QAM QPSK, 8-PSK and 16-
QAM
Spreading codes OVSF (orthogonal) + cell-specific scrambling code
Spreading factor 1,2,4,8 and 16, multicode transmission possible
Pulse shaping Root raised cosine, r = 0.22
Interleaving 10, 20, 40 and 80 ms
Coding Convolutional (rate 1
2
and 1
3
), Turbo (rate 1
3
), no coding
Radio frame length 10 ms
Time slots per radio frame 15 14 + 2 sync-frames
Slot length 2560 chips (667µs) 864 chips (675µs)
Table 2.1.: Physical layer parameters of TDD-CDMA systems
(HCR) mode and the other is the 1.6 MHz bandwidth low chip rate (LCR) mode. The
physical layer of the latter mode is mostly identical with the Chinese Time Division Syn-
chronous CDMA (TD-SCDMA). It is standardized by the China Wireless Communication
Standard (CWTS) body. Both TDD-CDMA standards are described in [EN03] and in
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the corresponding standard specifications1. The network infrastructure of both standards
is however different. The TD-SCDMA infrastructure is mainly based on GSM.
The key features from a physical layer point of view are given in table 2.1 [Pro03a], [EN03].
The operating carrier frequency fc is around 2 GHz, but it differs from country to country.
It should be noted, that extensions of the standard are discussed currently in the HSDPA
(High Speed Data Packet Access) group. Higher order modulation, space-time and MIMO
approaches are proposed.
The spreading codes cu (page 13) are constructed from user-specific OVSF (Orthogonal
Variable Spreading Factor) codes, complex channelization codes, and cell-specific scram-
bling codes. A table in [Pro03a] lists 128 different scrambling codes which consist of 16
chips. This means that the 3GPP-TDD system has true short codes for a spreading factor
G = 16 since the symbol length equals the spreading code periodicity. The code has a
periodicity of several symbols if a spreading factor lower than G = 16 is used. Then, the
spreading code can be categorized as a long code, although some short code properties
can still be exploited [Ber03]. In this thesis, short codes with a spreading factor G = 16
are assumed. The code correlation properties of the spreading codes will be investigated
in chapter 3.
The OVSF codes are orthogonal codes which allow a flexible assignment of spreading
codes with different spreading factors to the users within one cell. For details it is referred
to [Pro03a] and [EN03].
Table 2.1 lists also the differences between 3GPP-TDD HCR and 3GPP TDD LCR / TD-
SCDMA . Both the downlink and the uplink are synchronized in the LCR mode. Uplink
synchronization is achieved by transmission timing adjustment feedback from the BS to
the MSs and by additional synchronization symbols in each time slot. Smart antennas in
the BS for the up- and downlink are also included in the LCR mode. Transport channel
multiplexing from the MAC layer to the physical channel layer differ also in some points.
Frame and Slot Structure
The transmission is organized in radio frames of 10 ms frame length. Each frame is divided
into multiple slots, where the TDD slots are alternately allocated to the uplink and the
downlink. This is shown in figure 2.5. In TDD systems, this allocation is flexible and
can be adapted to the user traffic requirements. Figure 2.6 shows a TDD frame with
different allocations of uplink and downlink slots. Each slot contains a burst of chips.
The structure of each slot is shown in figure 2.5. It consists of two data fields, a midamble
and a guard period (GP). Table 2.2 shows the lengths of the different slot elements, and
exemplarily the number of symbols in data symbol field 1 for spreading factor G = 16 for
different burst types.
1The newest standard specifications are available from http://www.3gpp.org and http://www.cwts.
org.
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Data Symbols 1 Midamble Data Symbols 2 GP
Slot 0 Slot 1
Radio Frame
Slot Length
Frame Length
Figure 2.5.: 3GPP TDD frame structure
Symmetric UL/DL
Asymmetric UL/DL
Figure 2.6.: Frame with different uplink / downlink configurations, βDL/UL = 1 and
βDL/UL =
13
2
Burst Type Data Sym-
bol Field 1
(in chips)
Midamble
(in chips)
Data Sym-
bol Field 2
(in chips)
Guard Pe-
riod (in
chips)
Symbols in
Data Sym-
bol Field 1
HCR Type
1
976 512 976 96 61
HCR Type
2
1104 256 1104 96 69
HCR Type
3
976 512 880 192 61
LCR 352 144 352 16 22
Table 2.2.: Field length in chips for different burst types and number of symbols in data
symbol field 1 for spreading factor G = 16
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2.6. Channel Estimates for Transmitter Signal Processing
2.6.1. TDD Channel Reciprocity
In TDD systems, the same frequency band is used for the uplink and the downlink. There-
fore, the channel reciprocity can be exploited, i.e. that the channel is the same for up- and
downlink, including the Doppler shift [EN03]. The channel reciprocity can be exploited
to gain channel estimates for the downlink transmit signal processing from uplink channel
estimates. As shown in fig. 2.5, each TDD-slot contains a midamble with pilot symbols
for channel estimation. In the uplink, the channel has to be estimated anyway for uplink
signal detection. These CIR values can be used for downlink communications, provided
that they are not already outdated due to the time-varying characteristics of the wireless
channel. Therefore it is desirable to minimize the distance between uplink channel esti-
mation and downlink transmission.
One advantage of TDD systems is the flexible assignment of up- and downlink slots. How-
ever, if multiple slots are assigned to the downlink, the time between uplink measurement
and downlink transmission is increased.
The time span from channel estimation in the uplink midamble to the end of the downlink
transmission is
Test = Tslot
(
1
2
+ βDL/UL
)
, (2.33)
where βDL/UL is the downlink-uplink ratio and TSlot is the slot duration. Figure 2.6 shows
TDD frames with different DL/UL ratios, and table 2.3 gives examples for Test.
Standard Tslot βDL/UL Test
HCR 667µs 14 9.67 ms
HCR 667µs 1 1 ms
LCR 675µs 6 4.39 ms
Table 2.3.: Time from uplink channel estimation to the end of the downlink transmission
Test for exemplary downlink / uplink slot ratios βDL/UL
The coherence time indicates the time duration over which the channel impulse response
is essentially invariant. There are several definitions in the literature, we resort to the one
proposed in [Rap96]
Tcoh ≈ 9
16pifD,max
=
9λ
16piv
. (2.34)
For the carrier frequency fc = 2GHz and with the speed of light c the wave length is
λ = c
fc
= 15cm and the maximum Doppler frequency fD,max =
v
λ
. Table 2.4 lists the
maximum Doppler frequency and the coherence time Tcoh (2.34) for different vehicular
speeds. Comparing Test from table 2.3 and Tcoh, we can conclude that a high βDL/UL is
possible for pedestrian speed, whereas at 50 km/h only a symmetric UL/DL traffic seems
to guarantee reliable channel estimates.
For higher vehicular speeds, the channel reciprocity can only be exploited if advanced
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channel prediction algorithms are employed. They are beyond the scope of this thesis.
Barreto shows in [Bar02] that the application of a Kalman filter for channel prediction
can increase the reliability of the channel estimates.
For the Pre-Rake and the Eigenprecoder, Ringel and the author have investigated the
impact of βDL/UL and the vehicular speed v on the BER performance [Rin01], [RIF02].
The necessary additional transmit power to achieve a target BER Pe = 10
−3 is quantified
by simulations. The findings are that the degradation is negligible up to v = 40 km/h,
that an additional Rx filter is superior to transmitter-only processing and that βDL/UL
should not be too large.
Speed Doppler frequency fD,max Coherence time Tcoh
3 km/h 2 Hz 32 ms
10 km/h 18.5 Hz 9.7 ms
50 km/h 92.6 Hz 1.9 ms
120 km/h 222.2 Hz 0.8 ms
Table 2.4.: Doppler frequency and coherence time for fc = 2GHz.
An advantage of the TDD channel reciprocity approach is the independence of the number
of necessary pilot symbols in MIMO systems from the number of antennas K in the
transmitter (base station).
2.6.2. Feedback of Channel Parameters
As an alternative to the utilization of the channel reciprocity in TDD systems, also feed-
back of the channel estimates from the receiver to the transmitter is possible. The problem
associated with this approach is the limited capacity of the separate feedback channel.
The channel estimates have to be quantized introducing additional channel estimation
errors for the transmitter processing. For a high βDL/UL, the problem of the time delay
between the feedback slot and the transmission slot is essentially the same as in channel
reciprocity based approaches. One solution is a superimposed spread-spectrum signaliza-
tion channel as it is currently investigated at TU Dresden.
The independence of the number of necessary pilot symbols in MIMO systems from the
number of receiver antennas Q is an advantage of the feedback approach.
In the following chapters, ideal channel estimates are assumed. As shown in [RIF02]
and [IHRF04a], a performance degradation from these ideal values can be calculated for
non-ideal channel estimates due to noisy and outdated channel estimates.
3. Transceiver Concepts for Ideal
Spreading Codes
3.1. Ideal Spreading Codes
In this chapter, transceiver concepts for spread-spectrum systems with ideal spreading
codes are analyzed. Unfortunately, it is impossible to construct ideal spreading codes but
only ones with good auto- and cross-correlation properties. Usually, the spreading codes
can be considered as being good for the following cases:
• High spreading factors G are used.
• The system load is low , i.e. a moderate number of users is active in one cell.
• The multipath channel has only a low number of taps, i.e. the channel frequency-
selectivity is low to moderate.
• The scenarios are noise dominated. The noise power is much higher than the inter-
ference. Then the spreading code properties are less important.
The findings of this chapter are valid for these cases, but they can also provide bounds
for systems with non-ideal spreading codes. Receivers which do not consider interference
(like the RAKE receiver) are used successfully in many practical applications, in fact they
are the standard devices. In certain situations, their performance limits are reached how-
ever. Chapter 4 deals with algorithms in interference dominated scenarios. Following, the
discrete-time code correlation properties are defined.
The partial cross-correlation [Lu¨k92], [SP80], [NIF02], [Nah03] functions of short spreading
codes are
ϕ(1)v,u(m) =
m−1∑
i=0
cv(G−m+ i)c?u(i) (3.1)
ϕ(2)v,u(m) =
G−m−1∑
i=0
cv(i)c
?
u(i+m) (3.2)
where m is the relative delay in chips between the code sequences of user v and u. Eqn.
(3.1) and (3.2) are visualized in Fig. 3.1. For the lag of m chips between the users u and
v, ϕ
(1)
v,u(m) characterizes the impact of the data symbol dv,n−1 on symbol du,n and ϕ
(2)
v,u(m)
the impact of dv,n on symbol du,n.
It should be mentioned that there exist also alternative representations for correlation
properties, like even and odd correlation functions. These can, however, be transformed
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dv,n-1
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,v u m
dv,n
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*
ucdu,n
Figure 3.1.: Partial code cross-correlation functions ϕ
(1)
v,u(m) and ϕ
(2)
v,u(m) at de-spreader
of user u for the lag of m chips between user u and v
into each other easily [NIF02].
Spreading codes, if they are normalized, are defined as ideal for
ϕ(1)v,u(m) = 0 for all m, v, u (3.3)
ϕ(2)v,u(m) =
{
1 for m = 0 and u = v
0 for m 6= 0 or u 6= v
. (3.4)
From that follows with (2.13) that CHC = I. There do exist spreading codes, which
are ideal only within a specific window, i.e. all lags m between two sequences caused by
the maximum delay of the channel L are in the window mmin < m < mmax. However,
usually the possible lags are not known a priori. For wireless communications standard
specifications, compromises have to be made to find codes with good auto- and cross-
correlation properties.
In figure 3.2, the code correlation properties are shown exemplarily for codes used in the
3GPP-TDD standard. The properties are far from being ideal as defined in (3.3) and
(3.4). It should be noted that the code-correlations are only valid for integer values of m
if pulse-shaping filters are not considered. The discrete points are connected here only to
enhance readability.
The code correlation properties of the 3GPP codes are analyzed in detail in [AW01].
The correlation properties depend also on the cell-specific scrambling code, which were
introduced in section 2.5. In this chapter ideal spreading codes are assumed whereas the
next chapter deals with non-ideal spreading codes.
3.2. RAKE (RxMF) and Pre-RAKE (TxMF)
In chapter 2, space-time FIR filters were introduced for the transmitter and receiver,
but the choice of the coefficients was left open. Following, the filter coefficients for the
ideal spreading code assumption are derived for different filter configurations. The ideal
code assumption implies no crosstalk between the users, hence the filter coefficients are
optimized independently for all users. Two-dimensional space-time filters are considered,
which include the time-only FIR filters and the space-only beamformers. The transmit
symbol energy is subsequently normalized to Es,Tx = 1 to simplify the SNR expressions, if
nothing else is stated. The noise variance at the input of the receive filters is σ2 = N0/2.
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Figure 3.2.: Example: Partial code correlation functions for 3GPP-TDD codes [Pro03a],
scrambling code index 10, autocorrelation |ϕ7,7| (left) and cross-correlation
|ϕ1,6| (right).
RAKE receiver (RxMF)
The RAKE receiver is not the focus of this work, it is only introduced here since it is
part of the investigated system concepts. Furthermore, there exist dualities with the
Pre-RAKE and the Eigenprecoder, which will be emphasized. A good analysis of the
RAKE receiver can be found in [Erb95]. The RAKE receiver is a code- and channel
matched filter, therefore it is termed subsequently RxMF. The optimization criterion for
the RAKE receiver is the maximization of the instantaneous signal-to-noise ratio (SNR)
at the detector, i.e. the respective receive filter coefficients are optimized for one specific
channel realization.
There are many ways to derive the RAKE filter coefficients and the SNR at the detector,
among them the frequency-domain derivation [Pro95] and the vector-matrix derivation
[JKG+02a]. In [IF02a], the RAKE is derived as a special case of an Eigenfilter.
The result for the SNR maximizing Rx FIR filter coefficients is the time-inverted conjugate
complex channel impulse response,
hRx,u,q(l) =
K∑
k=1
h?u,q,k(L− 1− l), l = 0..LRx − 1. (3.5)
The Rx channel matched filter has the same length as the channel, LRx = L. The
conjugate complex time inverse can also be expressed by
hRx,u,q = Xh
?
u,q (3.6)
with the (LRx × LRx) counter-diagonal swapping matrix Xq and the size (LRx × QLRx)
swapping matrix X
Xq =


0 . . . 0 1
0 . . . 1 0
. . . . . . . . . . . .
1 . . . 0 0

 , X = [X1, ..,XQ] . (3.7)
26 3 Transceiver Concepts for Ideal Spreading Codes
After being processed by the Rx filter, the resulting signal has to be correlated by the
code-matched filter at the latency νRx,RAKE =
1
2
(LRx + L) − 1 = L − 1 to collect the
highest signal energy. The convolution matrix expression for the receive matched filter is
HRx,u,q = H
H
u,q (2.21). The SNR at the detector is [Pro95]
SNRRAKE,u =
Es,Txh
H
u hu
σ2
. (3.8)
So far, only the physical channel was considered, without taking care of the transmit
signal. In section 2.3, transmit FIR filters were introduced. For the receiver, it does
not matter if the signal was filtered by a Tx filter or a channel filter, it ”sees” only the
combination of both, which is termed subsequently effective channel. The effective channel
at antenna q for user u is
heff,u,q =
K∑
k=1
hTx,u,k⊗hu,q,k, heff,u = [hTeff,u,1, ..,hTeff,u,Q]T , (3.9)
or alternatively expressed with (2.6) and (2.15)
heff,u = H˘uhTx,u. (3.10)
If transmit FIR filters are present, the maximum ratio combining (MRC) RAKE receiver
in (3.6) has to be replaced by
hRx,u,q = Xh
?
eff,u,q, hRx,u = [h
T
Rx,u,1, ..,h
T
Rx,u,Q]
T (3.11)
to maximize the SNR at the detector. The receive filter needs now more taps than in
(3.6), since the new effective channel has L+ LTx − 1 taps.
Generalized Selection Combining (GSC) RAKE
In practical implementations of RAKE receivers, only a limited number of RAKE fin-
gers are available due to complexity and cost constraints. In most cases, no significant
performance loss has to be taken into account in comparison to the full MRC RAKE.
In the literature, extensive analysis can be found under the expressions Hybrid SC/MRC
Combining [EZN94], [EKM96], Hybrid Selection/Maximum Ratio Combining [WW01],
and Generalized Selection Combining (GSC) [AS99], [MC00]. All of them share the same
concept: Only a subset of the strongest taps is selected out of all available multipath taps
at the receiver. These taps are combined according to the MRC principle.
The size (QLRx ×QLRx) receiver masking matrix
MRx,u = blockdiag {MRx,u,1, ..,MRx,u,Q} , with (3.12)
MRx,u,q = diag {[a1,q, .., aLRx,q]} , al,q ∈ {0, 1} (3.13)
is introduced, where entries al,q = 1 indicate the paths selected in the receiver. The
receiver filter impulse response of the GSC RAKE is the conjugate complex time inverse
of the effective channel impulse response (3.11) multiplied with the masking matrix (3.12),
hRx,u = MRx,uXh
?
eff,u. (3.14)
Important receiver structures of the space-time GSC RAKE are:
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• The full MRC RAKE: MRx = I.
• The subset P out of QLRx available taps in temporal and spatial domain is selected.
This case is considered in the following as GSC RAKE.
• The antennas Q′ out of Q with the strongest power hHeff,qheff,q are used.
• The single tap code matched filter: MRx,q
(
1
2
LRx − 1, 12LRx − 1
)
= 1.
Space-Time Pre-RAKE
If channel state information is available in the transmitter, the channel matched filter
can be moved from the receiver to the transmitter, allowing very simple receivers, i.e.
code-matched filters. This transmit matched filter (TxMF) was first proposed as Pre-
RAKE in [EN93] and analyzed further in [ENS97], [ESN99], [BF99], [Bar02] and [EN03].
For the single user link, the SNR performance is essentially the same as for the RAKE.
For a realistic multiuser downlink scenario with interference, [EN03] reports a better
performance for the Pre-RAKE compared to the RAKE for random spreading codes and
a worse performance for orthogonal spreading codes.
The exact derivation of the Pre-RAKE can be found in the above mentioned references.
The optimization criterion is the same as for the RAKE receiver, the maximization of the
received SNR. However, the transmit signal of the Pre-RAKE has to be scaled to fulfill
the transmit power constraint. On the other hand, the Pre-RAKE filters only the useful
signal, whereas the RAKE filters also the additive noise. Both facts compensate in a way,
that the achievable SNR is exactly the same. This holds only for a single-user link.
The transmit filter impulse response of the TxMF is the time-inverted conjugate channel
impulse response
hTx,u,k = βuX
Q∑
q=1
h?u,q,k (3.15)
with the power normalization factor
βu =
1√∑K
k=1
(∑Q
q=1 hu,q,k
)H (∑Q
q=1 hu,q,k
) . (3.16)
The transmit matched filter has the same length as the channel, LTx = L. As already
mentioned, a simple code-matched filter can be used in the receiver, if a Pre-RAKE is
applied. One degree of freedom remains the latency νRx of the receiver. If νRx = 0 is
assumed, the transmitter must compensate in a non-causal way the channel by
νTx,PreRake = LTx − 1 = L− 1. (3.17)
The Pre-RAKE Tx filter in matrix notation can be expressed as follows, using the channel
matrix defined in (2.2):
HTx,PreRake,u,k = βu
Q∑
q=1
HHu,q,k. (3.18)
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As for the RAKE, the number of transmit filter taps is often limited. Furthermore, Tx an-
tennas with relatively low channel power can be switched off to save the power dissipation
loss of the corresponding RF chain. If the channel measurement is based on TDD-channel
reciprocity, these antennas are only active in the uplink for channel measurement. In the
generalized selection (GSC) Space-Time Pre-RAKE, the strongest K ′ out of K branches
(Tx antennas) are used for transmission. For example, the transmitter with K ′ = 1 uses
only one Tx antenna in the downlink, but measures K channels in the uplink. In such a
transmitter, only one Tx signal processing and RF unit is needed, but K antennas must
be available for transmission. Furthermore, the number and position of activated Tx filter
taps can be varied.
The transmitter selection matrix is defined by
MTx,u = blockdiag {MTx,u,1, ..,MTx,u,K} ∈ NKLTx×KLTx (3.19)
with MTx,u,k =


I for antenna k selected
0 for antenna k not selected
diag{[a1,k, .., aLTx,k]} for any tap selected
. (3.20)
It is similar to the receiver selection matrix (3.12). The strength indicator for each Tx
antenna k is
αk,u =
Q∑
q=1
hu,q,kh
?
u,q,k. (3.21)
In the receiver, only the channel branches are ”seen” which where stimulated by the
transmitter, leading to the modified effective channel impulse response (3.10)
heff,u = H˘uMTx,uhTx,u. (3.22)
3.3. Eigenprecoder (TxEig)
3.3.1. Pre- and Post-RAKE (TxRxMF)
So far, we have only considered single-sided filter design. The question arises, what can
be achieved if both the Tx and Rx filter are allowed to be optimized. The Pre- and
Post-RAKE proposal [BF00], [Bar02] uses a channel matched filter in the transmitter
(Pre-RAKE), and additionally a RAKE in the receiver, which is matched to the effective
channel heff,u = H˘uhTx,u (3.10). The latter is the combined Tx and channel filter, which
is ”seen” by the receiver. The Pre- and Post-RAKE is abbreviated therefore following as
TxRxMF. If pilot symbols are used for channel estimation in the receiver, they have to be
sent through the transmit filter as well to ensure that the receiver estimates the effective
channel impulse response. Therefore, for the Pre- and Post-RAKE, no modification of the
receiver is necessary, it does not even have to know that a Pre-RAKE is used.
The filter coefficents of the Pre- and Post-RAKE are with (3.15), (3.16) and (3.14), (3.10)
hTx,u,k = βuX
Q∑
q=1
h?u,q,k (3.23)
hRx,u = XH˘uhTx,u . (3.24)
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The signal-to-noise ratio becomes with (2.7)
SNRTxRxMF,u =
Es,Txh
H
eff,uheff,u
σ2
=
Es,Txh
H
Tx,uRhh,uhTx,u
σ2
. (3.25)
In [BF00] and [Bar02] it was shown that SNRTxRxMF,u ≥ SNRTxMF,u, but not that this
is already the optimal filter configuration in the SNR sense.
3.3.2. Eigenprecoder derivation and properties
The Pre-and Post-RAKE filter coefficients have a superior SNR to the Pre-RAKE or
RAKE. But do the coefficients (3.23) and (3.24) already optimize the SNR at the receiver
with a transmit power constraint? In (3.11), it was shown that the Rx filter coefficients
have to match to the effective channel, consisting of the Tx filter and the physical channel.
The SNR of such a system was derived in (3.25). The only thing, which is unknown, is
the transmit filter. With the transmit power constraint, the optimization criterion for the
Tx filter can be written as
hTx,u = argmax
hTx
hHTx,uRhh,uhTx,u
σ2
s.t. hHTx,uhTx,u = 1 . (3.26)
The constraint can be incorporated into a cost function f with a Lagrange multiplier λ,
and the partial derivatives should be set to zero for the (at least local) optimum point.
Here, the complex vector calculus [Fis02] has to be applied, which treats a complex variable
and their Hermitian as independent variables.
f
(
hHTx,u, λ
)
= hHTx,uRhh,uhTx,u − λ
(
hHTx,uhTx,u − 1
)
(3.27)
∂f
∂hHTx,u
= Rhh,uhTx,u − λhTx,u != 0 . (3.28)
The derivative with respect to λ delivers no new information. The equation (3.28) is
widely known to be an Eigenvalue problem [Hay96], where the solution is a so-called
Eigenfilter [Mak81]. This is the Eigenvector corresponding to the largest Eigenvalue of
the instantaneous channel correlation matrixRhh,u (2.7), also called principal Eigenvector.
SinceRhh,u is Hermitian, all Eigenvalues are real and positive. The normalized SNR (3.26)
at the output of the transmission line (Tx, channel and Rx filter) is the largest Eigenvalue
of Rhh,u divided by the additive noise variance
SNRTxEig,u =
Es,Txh
H
Tx,uRhh,uhTx,u
σ2
=
Es,Txλmax(Rhh,u)
σ2
. (3.29)
The extremum found by setting the partial derivatives to zero (3.28) is so far only a
local extremum. By investigating the second derivatives and showing that the problem is
convex, the solution can be proved to be a global optimum. Since this is a very common
optimization problem, we refer to the literature [NW99].
This combined Tx-Rx filter optimization was proposed in [WZZY99] and [IBF01]. It is
called Eigenprecoder in the following. It was extended to multiple transmit antennas
(MISO) by the author in [IF01] and [IF02b] and multiple receive antennas (MIMO) in
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[IF02a]. In [RIF02] and [Rin01], it was compared to the Pre-and Post-RAKE in multiuser
environments, with multiple antennas and in time-varying fading channels. [HLP02] also
investigated the Eigenprecoder.
The principal Eigenvector can be calculated without a complete Eigenvalue Decomposition
(EVD) very efficiently by the power algorithm [GL96]. Following, the Eigenprecoder key
properties are summarized:
• Both in the transmitter and in the receiver, linear FIR filters are used.
• The receive filter is a matched filter to the effective channel, consisting of the Tx
filter and the channel filter.
• If pilot symbol based channel estimation is used, the pilots should be sent through
the transmit filter to allow the application of conventional RAKE receivers without
any signalling information.
• The transmit filter is the Eigenfilter with coefficients belonging to the principal
Eigenvector of the instantaneous channel correlation matrix.
• The Eigenprecoder provides a higher SNR at the detector than the RAKE or the
Pre-RAKE, but it is more susceptible to interference since the effective channel is
made longer.
3.3.3. Generalized Selection Combining (GSC) Eigenprecoder
As already mentioned, the transmitter and/or receivers are usually simplified to save
complexity and processing power. The GSC RAKE and GSC Pre-RAKE use the available
resources very efficiently. In the following, this is extended to the Eigenprecoder. The
selection of the strongest taps or antennas can be expressed by the masking matrices MRx
(3.12) and MTx (3.19). The SNR at the decision device of a GSC RAKE which matches
to the effective channel is with (3.10), (3.12) and (3.25)
SNRTxEig,u =
Es,Tx (MRxheff,u)
H
heff,u
σ2
=
Es,Txh
H
Tx,u
Rhh,Rx,u︷ ︸︸ ︷
H˘
H
u M
H
Rx,uH˘u hTx,u
σ2u
. (3.30)
For any Rx filter configuration, the optimum Tx filter coefficients in an SNR sense are rep-
resented by the principal Eigenvector of the modified channel correlation matrix Rhh,Rx,u
(3.30), and the SNR gain is given by the largest Eigenvalue. The only unknown so far
is the selection matrix MRx,u, i.e. where to place the non-zero entries in its diagonal
representing the selected Rx filter taps. The optimum structure MRx,u can only be found
by full combinatorial search of all possible constellations [WW01]. However, suboptimal
settings of MRx,u by selecting the strongest effective paths of the full Eigenprecoder with
Rhh,u deliver satisfactory performance results. Then, the transmit filter coefficients have
to be re-calculated with the modified correlation matrix Rhh,Rx,u.
Now, a transmitter with limited available resources is considered, i.e. a GSC transmit fil-
ter is applied. With (3.19) and (3.22), the SNR of an Eigenprecoder with a GSC transmit
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filter is
SNRTxEig,u =
Es,Txh
H
Tx,u
Rhh,Tx,u︷ ︸︸ ︷
MHTx,uH˘u
H
H˘uMTx,u hTx,u
σ2u
. (3.31)
Here again, only extensive search would provide optimal settings for MTx,u, but selecting
the strongest paths is simple and nearly optimum, as numerical simulations by the author
have shown. Then, the transmit filter coefficients have to be recalculated with (3.31), and
the Rx filter coefficients are calculated with (3.10) and (3.14).
If both the transmitter and the receiver have a limited number of taps or activated an-
tennas, the following SNR is achieved:
SNRTxEig,u =
Es,Txh
H
Tx,u
Rhh,Tx,Rx,u︷ ︸︸ ︷
MHTx,uH˘u
H
MHRx,uH˘uMTx,u hTx,u
σ2u
. (3.32)
The optimal Tx filter is the principal Eigenvector of Rhh,Tx,Rx,u. The corresponding
masking matrices MTx,u and MRx,u can be found sub-optimally by selecting the strongest
paths of the channel matrix H˘u. The optimum coefficients can be obtained with (3.32)
for any antenna and filter configuration.
3.4. Performance Analysis
The framework established in the previous section enables the evaluation of different
transceiver filter structures and antenna configurations in various channel situations. Note
that in this chapter ideal spreading codes are assumed. Therefore, it is sufficient to
consider a single user. The bit error rate (BER) performance of the Eigenprecoder and
other filters for nearly ideal and 3GPP spreading codes was investigated in [IBF01] by
simulations. For example, the BER of BPSK modulation of a spread-spectrum system
with ideal spreading codes, and Tx and Rx FIR filters can be calculated by
Pe(u) = E
{
1
2
erfc
(
Es,Txλmax (Rhh,u)
σ2u
)}
. (3.33)
Es,Tx is the mean transmit energy per symbol. The concept of capacity is not only
useful in estimating the achievable data rates in physical channels, but can also be used
to evaluate whole transceiver systems without necessarily building them and with the
possibility to idealize certain conditions. The SNR expressions established in this section
can be used to calculate the capacity of different configurations. In [IF02b], the SNR gains
are shown for different MISO concepts, and [IF02a] investigates the capacity of MIMO
systems with different FIR transmit and receive filters. The capacity of one realization of
a frequency-selective MIMO channel and a specific transceiver structure is
C = ld
(
1 +
Es,Txλmax
N0
)
(3.34)
≈ ld (10) log10Es,Tx
N0
+ ld (λmax) , (3.35)
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where the approximation (3.35) is valid for
Es,Txλmax
N0
> 1. Since the channel is a random
process, also the channel capacity is a random variable. A measure of practical relevance
is the outage capacity of x%, i.e. the capacity which is exceeded in 100% − x% of all
channel situations. For the 10% outage capacity, we have with the probability density
p(λ)
1− 0.1 != P (C > C10%) (3.36)
!
=
∫ ∞
C=C10%
C(λ)p(λ)dλ. (3.37)
Following, not the capacity of the MIMO channel is investigated, but the capacity which
can be achieved using a relatively simple space-time Eigenprecoder transceiver and a
MIMO antenna configuration. Contrary, the famous MIMO capacity gains of [Tel99] are
only achievable if some special spatial multiplexing is applied. Here, only the enhance-
ment of the transmission by Tx and Rx FIR filters mostly in accordance with a standard
specification is considered. In this thesis, the frequency-selective nature of the wireless
channel is taken into account, in contrast to most publications on MIMO systems, which
assume flat channels. Flat channels are achievable in systems orthogonalizing the chan-
nel, for instance by OFDM, but spread-spectrum systems like CDMA operate usually in
frequency-selective environments.
The outage capacity of the Eigenprecoder with different antenna configurations was in-
vestigated numerically in [IF02b] and [IF02a], were the main results are given here. It
is assumed that the channel coefficients are uncorrelated. For the effect of correlation
it is referred to [RIF02]. Figure 3.3 (left) shows the 10% outage capacity for a MISO
Eigenprecoder with K = 1..16 Tx antennas in a 4-tap frequency selective Rayleigh fading
channel with an exponential power delay profile, as it will be described in section 6.1.
The reference capacity of a single tap SISO channel is plotted as well. It is obvious that
for high SNRs all capacity curves are straight lines and are in parallel. Therefore, in all
following figures only the difference to the reference capacity is used, which we call ∆C10%
subsequently.
The question we want to answer next is how the capacity increase relates to the number
of antennas, and where should the antennas be placed to achieve the highest capacity. In
figure 3.3 (right), ∆C10% is shown as a function of the total number of antennas K + Q
in the system. A MISO (Q = 1), SIMO (Q = 1) and MIMO (K = Q) configuration are
compared. All have a growing capacity with the total number of antennas, where the
MIMO capacity for K = Q has a higher capacity than MISO or SIMO. For L > 1, the
SIMO capacity is slightly higher than the MISO capacity. The capacity gain of L = 4
compared to L = 1 shrinks from 3 bits/channel use at K = Q = 1 down to 0.5 bits per
channel use at K + Q = 16. The reference capacity ∆C10% = 0 bits/channel use can be
seen at K = Q = 1, L = 1. In figure 3.4, ∆C10% is shown for different channel lengths
L = 1..14. The additional capacity gain is falling with L. The capacity of the MISO
system in the left diagram is lower than MIMO capacity in the right diagram of figure
3.4.
The difference of SIMO, MISO and MIMO were already shown in figure 3.3 (right). Now,
we look a a bit closer to the case that we have K +Q = 17 antennas available. The left
diagram of figure 3.5 shows the capacity for different antenna configurations and a fixed
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number of antennas, K + Q = 17. On a large scale view, the capacity does not depend
on the position of the antenna, since ∆C10% is in the relatively small range of 6.7..7.8
bits/channel use. The capacity maximum at about K = Q can be explained by the K ·Q
spatial diversity branches.
Another important aspect in MIMO systems is the necessary channel estimation effort:
TDD In TDD systems, the channel reciprocity can be exploited, i.e. the downlink CIR
can be estimated in the uplink time slots. For MISO downlink transmission, no
extra training sequences are necessary. However, if the MS has multiple antennas,
Q training sequences have to be applied in the uplink to enable the BS to estimate
all signal paths necessary for downlink transmission. Therefore, the transmitter
(BS) has to estimate K × Q channels. In TDD systems, MISO seems to be the
system of choice.
FDD In FDD systems, it is not feasible to exploit the channel reciprocity since different
frequency bands are used. Therefore, feedback has to be applied from the MS to
the BS. Here, K training sequences have to be applied. The MS has the burden to
estimate K ×Q channels. These channel estimates or the calculated Tx precoding
weights have to be conveyed back in a separate feedback channel. Feedback quan-
tization, the optimum weight update rate and the introduced delay are problems
which have to be solved. SIMO seems to be the system of choice for FDD.
The GSC MIMO Eigenprecoder performance vs. number of Rx space-time RAKE fingers
is shown in the right diagram of figure 3.5. A Tx filter, which is adapted to the available
number of Rx fingers by the GSC Eigenprecoder approach (3.32) shows a performance
degradation compared to the full Eigenprecoder. This degradation is, however, negligible
for a sufficient number of fingers. This offers complexity reduction potentials in the
receiver.
3.5. Summary
The signal-to-noise ratio (SNR) is the appropriate performance criterion for spread-
spectrum systems with ideal or nearly ideal spreading codes. This holds for instance
for a low system load or for channels dominated by noise. The receive FIR filter optimiz-
ing the SNR is the maximum-ratio combining RAKE receiver. Its transmitter counterpart
is the Pre-RAKE. Both can operate in the temporal, space or space-time domain.
The achievable SNR is larger if both the transmitter and the receiver are equipped with
FIR filters and the transmitter has CIR knowledge. Then, the receive filter is matched to
the effective channel and the transmit filter is the maximum Eigenfilter of the instanta-
neous channel correlation matrix. This transceiver system is called Eigenprecoder. It can
also be extended to multiple Tx and/or Rx antennas. For practical implementations, usu-
ally only a limited number of filter taps (fingers) is available. The Generalized Selection
Combining (GSC) MIMO Eigenprecoder optimizes the SNR of such reduced complexity
filters. The performance degradation is mostly negligible compared to a filter with all
taps.
The outage capacity can be used to assess the performance in different configurations.
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The GSC MIMO Eigenprecoder performance increases with each additional antenna at
the transmitter or receiver. The capacity is highest in a MIMO configuration with a sym-
metrical allocation of the antennas. However, the relative capacity gain is small compared
to an asymmetrical allocation. Therefore practical issues like channel estimation effort
seem to be more important. The frequency diversity provided by multiple temporal taps
is less important if a different diversity source, like spatial diversity is available.
The performance of the SNR maximizing approaches is limited in interference-dominated
scenarios. But even there, for low signal power (which is desired), these approaches are
competitive compared to interference-considering algorithms. This is shown for example
in [RIF02] and [JIB+03], which are co-authored by the author of this thesis.
Filters exist also which maximize the signal-to-noise-and-interference ratio (SNIR) [CLM01],
[Win84]. They are however beyond the scope of this thesis. The next chapter is focussed
on transmitters designed for interference-dominated scenarios.
4. Multiuser Detection and
Transmission
In the previous chapter, transceiver filter coefficients were derived to maximize the SNR.
What was not covered is the problem of how to share the power among the different users.
It is referred to the literature, were many publications on that topic have appeared in the
recent years, among them [Sch03].
For noise dominated scenarios, the SNR maximizing filters RxMF, TxMF and TxEig show
an excellent performance, but if interference is dominating, other transmitter and receiver
concepts should be selected which mitigate the interference in some way.
This chapter gives an overview on state-of-the-art Multiuser Transmission (MUT) algo-
rithms in the transmitter, which are also called receiver-oriented approaches [MBQ04],
since the receiver is a priori given. Before follows in section 4.1 a short abstract of
Multiuser Detection (MUD). It is also called transmitter-oriented processing since the
transmitter is a priori given. Finally, section 4.3 compares the philosophy of important
MUD and MUT approaches.
Table 4.1 compares the major differences between Multiuser Detection (MUD) and Mul-
tiuser Transmission (MUT). MUD is applied in a centralized receiver (BS), and the channel
and the decentralized transmitter behaviors are assumed to be known. Contrary, in MUT
the receivers might operate decentralized, i.e. they do usually not cooperate. The channel
and receiver behaviors are assumed to be a priori known in the transmitter.
The channel knowledge in the corresponding signal processing unit can be provided by
MUD MUT
Receiver processing Transmitter processing
Most suitable for Uplink MS → BS Downlink BS → MS
Channel estimation Based on pilot symbols TDD channel reciprocity
Feedback from Rx to Tx
Noisy received sequence Known Unknown
Transmit Symbols Unknown Perfectly known
Table 4.1.: Comparison of MUD and MUT
channel estimation based on pilot symbols. In TDD systems, the channel reciprocity can
be exploited for channel estimation in the transmitter. Alternatively, the CIR can be
conveyed by feedback from the receiver to the transmitter. Trivial but not unimportant
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are the facts that the transmit signals are only known perfectly at the transmitter whereas
the noise received signal is unknown to the transmitter.
Figure 4.1 shows schematics for multiuser communications, valid for both the uplink and
the downlink. Most symbols were already introduced in chapter 2. The overall objective
is to transmit a data symbol vector d via the transmit signal s to the detector for an
(hopefully) error-free vector of detected data symbols
_
d. For MUD, the structure of the
receiver D is important, whereas the transformation P at the transmitter (e.g. a spreader
and / or a Pre-RAKE) are a priori given. D and H are a priori given in MUT. They can
be combined for the chip-symbol system matrix A. Since the receiver is assumed to be
linear, the noise at the detector can be expressed by η = Aηη
′. The main topic of this
thesis is to find an appropriate P.
In the bottom diagram of fig. 4.1, the linear MUT components are shown in more de-
tail. The transmitter P can be decomposed in a linear symbol pre-processing matrix T,
the spreader C, the transmit FIR filter HTx (Pre-RAKE) and the transmit power nor-
malization factor β. The receiver D consists of an (optional) RAKE filter HRx and the
de-spreader CH .
For multiuser detection in the uplink, independent transmitters are grouped in the trans-
mission matrix P, whereas the receiver matrix D allows full cooperation. For multiuser
transmission in the downlink, P allows full cooperation, whereas A represents indepen-
dent channels and receivers.
The vectors and matrices in figure 4.1 may include multiple users as well as multiple
transmit and receive antennas, as described in chapter 2.
APd
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
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Figure 4.1.: Vector-matrix schematic of multiuser communications
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4.1. Multiuser Detection
Multiuser Detection (MUD) [Ver98], [Mos96] [HWY02] is a long and deeply studied sub-
ject, which is not in the scope of this thesis. However, the key ideas of the most important
approaches should be given, since some of them have equivalent transmitter counterparts.
Multiuser detection has usually no constraint, i.e. the receiver is free to modify the
received signal without restrictions, unless they are imposed additionally, like linearity.
For MUT, a limited transmit power constraint has to be fulfilled.
4.1.1. Maximum Likelihood Multiuser Detection
If no a priori information is available, the maximum a posteriori (MAP) detector is equiv-
alent to the maximum likelihood sequence estimator (MLSE) [Ett76] [Ver86] and [Ver98].
They minimize the bit error probability at the detector directly. The basic idea is to
find a joint hypothesis for the transmitted data symbol sequence of all users dˆ, where its
prediction of the received signal HPdˆ has minimum Euclidean distance to the actually
received noisy signal sequence r:
dˆ = argmin
d
′∈Vd
||r−HPd′||22 (4.1)
The receiver is required to have knowledge about the transmitter P and the channel H.
All possible permutations of the joint data symbol vector d′ form the space Vd, and the
whole space has to be screened by full search. The complexity of this search grows ex-
ponentially with the number of users. For this reason, the MLSE application for MUD
is usually considered to be impossible, although efficient implementations of the search
algorithms like the Viterbi or BCJR algorithm (named after its inventors Bahl, Cocke,
Jelinek and Raviv) are available.
The MLSE acts as a performance bound for all other MUD methods, which are also called
sub-optimum approaches in the literature.
Unfortunately, there is no direct counterpart of the MLSE for the transmitter.
The reason is that the received noisy signal is not available in the transmitter, hence no
distance metric can be calculated. This means, that there is no optimum transmitter,
which could be a benchmark similar to the MLSE.
In [CMH03] the difference between a MAP equalizer and an MMSE-type equalizer is
pointed out. The MAP solution is still optimal in terms of the BER if it is multiplied by
a constant factor, whereas the MSE can become very large in this case.
4.1.2. Linear Zero Forcing and Receive Wiener Filter MUD (RxZF
and RxWF)
Linear multiuser detection is attractive because of its relative low complexity. In linear
MUD, a coefficient vector, matrix, or filter set D at the receiver is obtained which acts
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subsequently as a linear transformation of the received sequence for determining a decision
variable. The algorithm to find D can be of course nonlinear.
Linear multiuser detectors include the zero-forcing multiuser detector (RxZF), which is
also called de-correlating detector or joint detector (JD). The basic idea is to cancel all
interference in a way that the complete system looks like a scaled identity matrix
dˆ = DHPd+Dη′
= Id+ η (4.2)
The optimization criterion for D is to minimize the mean squared error for the constraint
of interference free received signal according to (4.2). The solution [Ver98], [Mos96] is
D =
(
PHHHHP
)−1
PHHH . (4.3)
However, the noise term E{||η||2} in (4.2) may be increased. The best trade-off be-
tween interference cancellation and noise enhancement is achieved by the minimum mean
squared error estimator/detector (MMSE), or receive Wiener filter (RxWF) with
D =
(
PHHHHP+ αI
)−1
PHHH , (4.4)
where α is the ratio of the the noise variance and the received power. The optimization
criterion for the RxWF is to minimize the mean squared error at the detector, without
the zero interference constraint.
The linear multiuser detectors are described in more depth in [Kle96], [Ver98] and [Mos96].
The corresponding transmitter counterparts are given in sections 4.2.2 and 4.2.3.
4.1.3. Linear Minimum Bit Error Rate Multiuser Detection
(RxMinBer)
The well-known linear RxZF and RxWF approaches were introduced only shortly, but an
overview about the references on the less common linear minimum bit error rate multiuser
detection (RxMinBer) approaches will be given next.
In many cases, the noise and the MAI can be considered to be Gaussian. Then, the RxWF
with its MSE criterion offers also good BER performance [PV97]. However, there are
also proposals for receivers D minimizing the BER at the detector directly (RxMinBer),
instead of minimizing the MSE.
[MA97] proposes an adaptive single-user detector for a multiuser flat slow-fading channel
with CDMA interference. This algorithm requires a training sequence known to the
receiver for the iterative calculation of D. Alternatively, already decided bits can be
used for a subsequent iteration update. As iterative algorithm, the stochastic gradient
algorithm is taken. A finding of [MA97] similar to [PV97] is that that for Gaussian
interference the RxMinBer performs comparable to the RxWF. A similar conclusion is
drawn in [WLA00] and [PBP97]. Here, it is also stated that an analytic closed-form
filter solution for the minimum BER criterion is not attainable in general. [WLA00] also
emphasizes that the BER is highly nonlinear and that several local minima may exist.
The works of Yeh and Barry et.al. [YB00], [YB03] follow a similar approach. A training
sequence is also needed, but no knowledge about the spreading sequences is required.
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There is also no closed-form expression for D, but an adaptive algorithm is proposed.
The adaptive RxMinBer approach outperforms the RxWF especially for a low number of
equalizer taps. This algorithm uses the RxWF solution as an initialization for the iterative
process. This idea is also used for the MUT algorithm proposal in the next chapter. In
[WLA00], all spreading sequences, and channel coefficients are assumed to be known.
Sequential quadratic programming (SQP) is mentioned as one approach, but mainly a
modified cost function is proposed. The constraint that the corresponding eye pattern is
open independently of the information bits transmitted by the interferers is additionally
imposed. This means, that no errors are made when noise is not present. With this
constraint the modified BER cost function will be convex, i.e. a global minimum exists. A
line-search procedure with the Newton-barrier method is used as optimization algorithm.
[dLSN02] and the works of Chen et. al. study different adaptive algorithms for linear
RxMinBer for the multipath channel [CSMH01] and for receiver beamforming [CAH04].
In [CMH03], also adaptive nonlinear receivers are proposed using neural networks and the
stochastic gradient algorithm.
In all linear RxMinBer proposals, the symbols are treated stochastically. This is a major
difference to TxMinBer as proposed in chapter 5 of this dissertation. In the transmitter, a
nonlinear processing for each deterministic transmitted data symbol sequence is possible.
4.1.4. Multiuser Detection by Interference Cancellation
For nonlinear MUD approaches the Serial and Parallel Interference Cancellation (SIC and
PIC) or Interference Cancellation (IC) are considered to be very attractive in terms of
performance-complexity trade-off [VA90], [Mos96], [Nah03] and [NIF02]. The basic idea
is to make a tentative decision of the symbols, regenerate the transmitted and received
signal using channel estimation values and the spreading codes. This regenerated signal
is an interference prediction which can be subtracted from the received signal. Then,
all subsequent decisions are based on a signal with less MAI, provided that the previous
decisions were correct. This approach can be repeated in multiple stages.
For the decision of one particular symbol, the interference originating from all other sym-
bols of all users is usually subtracted before. This means that for each symbol a new MAI
estimate is necessary.
The received signal can be picked into pieces arbitrarily. Contrary for MUT, one transmit
signal has to be designed. Thus there is no direct transmitter counterpart to the PIC or
SIC.
Tomlinson-Harashima Precoding (THP) is a nonlinear transmitter approach with feed-
back. In some way it can be seen as being similar to PIC and SIC.
4.2. Multiuser Transmission
Motivated by the achievable performance gains of Multiuser Detection (MUD) in the up-
link, in the 1990’s approaches for signal preprocessing for the downlink were proposed,
which are based on a priori channel knowledge in the transmitter.
Already in the beginning of the eighties, Costa [Cos83] provided important insight into
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Multiuser Transmission from an information theoretic point of view. His so-calledWriting-
on-Dirty-Paper theorem says, that
”The capacity of a channel with additive Gaussian noise and power constrained input is
not affected if some i.i.d. noise sequence S [interference] is added to the output of the
channel, as long as full knowledge of this extra noise sequence [interference] is given to
the encoder. Rather than attempting to fight and cancel this extra noise [interference], the
optimal encoder adapts to it and uses it to his advantage, by choosing codewords in the
direction of S”
This statement does not exactly match the MUT scenario, because the useful signal from
one user is the interference to another user and vise-versa. Furthermore, this is only an
information-theoretic result, where its transfer to practical communications systems re-
mains an open topic. But the key idea of Costa’s paper to exploit interference in a useful
way is also followed in the proposal of chapter 5.
4.2.1. Literature Overview
Following, the literature on the state-of-the-art MUT concepts with different optimization
criteria is presented. In the next sections, the concepts will be explained in more detail.
TxZF
Zero-Forcing Multiuser Transmission (TxZF) for different systems and assumptions was
proposed more or less independently by several authors. In the patent by Weerackerody
[Wee92] in 1992, TxZF was proposed. First works in the scientific literature include
[TC94] and Transmitter Precoding by Vojcˇic` and Jang et.al. [VJ98], [JVP98]. Here, a
zero-forcing solution is obtained, but the transmitter structure is predefined by a linear
symbol pre-distortion followed by a spreader, but no Pre-RAKE is applied. Interestingly,
MSE criterion is used to derive the ZF solution. Transmitter precoding performs worse
than the other TxZF methods since the predefined structure is inferior. With an addi-
tional RAKE receiver, the transmitter precoding performance can be improved in some
way, however.
The following TxZF approaches lead essentially to the same result. Some have no pre-
sumption of the linear transmitter structure, some have the structure of a symbol pre-
distortion followed by a spreader and a Pre-RAKE. TxZF was proposed in the standard-
ization process of 3GPP by Bosch in 1998-1999 [Bos99] as Joint Predistortion. The same
results are published by Kowalewski and Mangold [KM00] and [MK02]. By the group of
Baier et.al. the transmitter counterpart of joint detection (JT, RxZF) is termed Joint
Transmission [BMWT00], [MBW+00]. From this group, extensive investigations were
published subsequently, among them the comparison of joint detection (RxZF) and joint
transmission (TxWF) [Tro¨03]. The paper by Joham and Utschick [JU00] proposes also
a TxZF approach. Barreto and Fettweis [BF01], [Bar02] and [BF03] extend the works
by Vojcˇic` and Jang, which they call Joint Signal Precoding. Here, CDMA systems in
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frequency-selective channels with both simple code matched filters and RAKE receivers
are investigated. It could be shown that a linear zero-forcing precoding with no other
restrictions results in a symbol-symbol system matrix inverse followed by a spreader and
a Pre-RAKE. A similar approach is taken in [BPD00].
The works by Walke et.al. [WR01b], [WR01a], [Wal03] compare the spectral efficiency
of linear MUD and MUT methods and propose low-complexity frequency-domain imple-
mentations. Furthermore, the application of multiple antennas is considered.
By Georgoulis et.al. [GC01] and [Geo03], the different TxZF approaches are compared.
TxWF
The TxZF does not take the noise into account, this leads to a substantial necessary
transmit power increase to fulfill the exact ZF condition, or alternatively to a scaled down
received interference-free signal. There are proposals which consider the effect of the
noise, some with and some without the knowledge of the receiver noise variance in the
transmitter.
The following works assume noise variance knowledge. Weerackerody proposed in 1992
in his patent [Wee92] besides the TxZF also the TxWF, but without a clear derivation.
Karimi [KSS99] proposes a TxWF, but without derivation and only for a flat-fading
problem. In [Wal03], the TxWF performance is applied, but it is stated that the exact
derivation is unknown. Joham showed the derivation finally in [JKG+02b] and [JKG+02a].
No noise variance knowledge is assumed in [BF01], [Bar02], and [BF03]. There, the MSE
caused by interference is minimized with an inequality transmit power constraint. The
resulting optimization problem with a penalty function is nonlinear but convex. It is
solved numerically using the conjugate gradient method. A solution superior to the TxZF
in some cases could be shown. Analysis by Joham, Berger and the author of this thesis
has shown [JIB+03], [Ber03] that this approach coincides with the TxWF solution with
noise variance knowledge for exactly one SNR-value, but it differs for other SNR-values.
Although the approach is nonlinear since it takes into account the instantaneous data
symbols, the solution of this MSE minimization can be shown to be identical with the
linear TxWF solution in [JKG+02b] for a certain SNR value.
In [GC02] and [Geo03] so-called Inverse Filters are derived with a Wiener Solution. The
transmitter structure is fixed to be FIR filters (like in [JIB+03] and [Ber03]). Since no
noise variance knowledge is assumed, a power control term has to be found adaptively.
The Optimized Precoder by Hons, Khandani et.al. [HKT02] [Hon01] employs an instanta-
neous power constraint (see page 14), and the MMSE is the applied optimization criterion.
In contrast to the previous works, the optimized precoder takes the instantaneous sym-
bols into account. Therefore, this method can be categorized to be nonlinear. The MMSE
optimization problem is quadratic with a quadratic transmit power inequality constraint.
For this convex problem, standard optimization methods like trust-region (see appendix
B) can be used. This method has some parallels to the works by Barreto et. al. and
by Georgoulis et.al. Although the performance was shown to be better than transmitter
precoding by Vojcˇic` et. al. [VJ98] for coded transmission, the optimized precoder by
Hons et. al. performs not better than the TxWF with noise power knowledge. The
reason is, that the optimization problem is almost the same as in [BF01], and in [Joh03]
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and [Ber03]. It was shown that this method is outperformed by the TxWF with noise
variance knowledge.
In [CDW02], a linear precoder P for a MMSE-type equalizer in the receiver D is pro-
posed. Here, an approximation of the average BER is made, independent of the actually
transmitted data symbols. This approximation is designed to be a convex function for
certain conditions. By further approximations, the lower bound of the probability of error
is optimized.
THP
The literature on Tomlinson-Harashima-Precoding (THP) is given in section 4.2.4.
TxMinBer
The bit error rate as transmit signal optimization criterion and the usage of the instanta-
neous transmit symbol knowledge was proposed by the author of this thesis as Minimum
Bit Error Rate Multiuser Transmission (TxMinBer) in [Irm03b] and [Irm03a]. The pre-
distortion of the transmitted symbols (TxMinBerSymb) was proposed in [IRF03] and
extended to multiple antennas in [IHRF03]. In [IRF04], a RAKE and Pre-RAKE re-
ceiver configuration in conjunction with linear and nonlinear MUT methods are com-
pared and the complexity and convergence behaviour of the employed iterative opti-
mization algorithms are investigated. The more general chip-level Minimum Bit Error
Rate Multiuser Transmission (TxMinBerChip) was proposed and analyzed in [IH03] and
[IHRF04a]. [IHRF04b] investigates overloaded cells and gives also a more detailed de-
scription of TxMinBerChip and TxMinBerPhase. An analysis of these methods can also
be found in [Hab03].
The direct optimization of the BER instead of the MSE is also proposed by Weber et.al.
[WMS03a] and [WMS03b] for a simple example. To the authors knowledge, no other
similar proposals exist in the literature so far.
4.2.2. Zero Forcing Multiuser Transmission (TxZF)
The goal of Zero Forcing Multiuser Transmission is to remove the interference at the
detectors completely. However, for that the necessary transmit power has to be increased.
Alternatively, only a scaled version of the undisturbed data symbols is present at the
receivers, if the available transmit power is limited. There are many ways to derive the
TxZF [Bar02], [JKG+02a] which all lead to more or less the same result. Here, only the
formulation of the optimization criterion and the result in [JKG+02a] is given. The zero
forcing condition is put into the first constraint (4.5):
d˜ = APZFd
d˜ = βZF Id, (4.5)
where the block diagram of fig. 4.1 can serve to understand the meaning of the involved
vectors and matrices. The second constraint is the limited transmit power
E{sHs} = tr (PZFRddPHZF ) = ETx. (4.6)
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The optimization criterion is to maximize the received data symbol power, or to minimize
the power of the inverse power scaling factor β−2ZF
PZF =argmin
P
β−2 s.t. (4.5) and (4.6). (4.7)
The result is the Moore-Penrose pseudo-inverse of the system matrix
PZF = βZFA
H
(
AAH
)−1
with βZF =
√√√√ ETx
tr
{(
AAH
)−1
Rdd
} . (4.8)
An equivalent expression of the Moore-Penrose pseudo-inverse (4.8) is shown in (A.1) to
be
PZF = βZF
(
AHA
)−1
AH , (4.9)
however the solution (4.8) is considered following. The TxZF solution is valid for any
system with a linear pre-processing P and a linear channel and receiver expressed by
the chip-symbol system matrix A. This general result is now applied to the system
model established in chapter 2. Looking at (4.9) with the chip symbol system matrix
A = CHHRxH ∈ CUN×KW (2.31), it can be rewritten as
PZF = βZFHTxCT (4.10)
with the symbol pre-processing matrix T =
(
AAH
)−1
, the spreader C and the transmit
filter matrix HTx = H
HHHRx. The latter can be interpreted as a matched filter to the
combined channel and receiver filter. Furthermore, we have
T =
(
AAH
)−1
=
(
CHHRxHH
HHHRxC
)−1
= B−1 with (2.29). (4.11)
The Joint Transmission solution (TxZF) can be interpreted with (4.10) and (4.11) as
symbol pre-processing by the inverse chip-symbol system matrix B followed by a spreader
and a filter matched to the combination of the channel and receiver (Pre-RAKE).
4.2.3. MMSE Multiuser Transmission - Wiener Filter (TxWF)
The necessary transmit power increment problem of the TxZF for low SNR can be over-
come if the noise at the detector is considered. Consequently, a noise variance estimation
is necessary. This noise variance can not be estimated by the TDD channel reciprocity
but has to be conveyed from the receiver to the transmitter. In chapter 6 it will be shown,
that the transmit Wiener filter (TxWF) outperforms the TxZF in many situations.
For the TxWF, residual interference in the received signal is allowed, and a compromise
between interference mitigation and transmit power increase is made. For optimization,
the zero forcing criterion (4.5) in (4.7) is omitted, and the mean squared error of the
scaled received signal is minimized:
PWF =argmin
P
E
{
||d− β−1_d||22
}
s.t. E
{||Pd||22} = tr{PRddPH} = ETx. (4.12)
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The noise covariance matrix at the detector is
Rηη = E
{
ηηH
}
= E
{
Aηη
′η′
H
AHη
}
, and if nothing else stated (4.13)
= σ2ηI. (4.14)
The TxWF result is proven in [JKG+02a], and later in [JKG+02b] and [JIB+03] to be
PWF = βWF
(
AHA+ αWF I
)−1
AH , which can transformed by (A.1) to
PWF = βWFA
H
(
AAH + αWF I
)−1
with (4.15)
αWF =
tr {Rηη}
ETx
and with (4.16)
βWF =
√√√√ ETx
tr
{
AH
(
AAH + αWF I
)−1
Rdd
(
AAH + αWF I
)−H
A
}
=
√√√√ ETx
tr
{(
AAH + αWF I
)−2
AHRddA
} (4.17)
For PWF (4.15), no assumptions were made other than that it is a linear transformation of
the transmit data vector d. The general result (4.15) for the transmit matrix, minimizing
the mean squared error (MMSE) (4.12) applied to the MIMO Multiuser CDMA downlink
reads as
PWF = βWFHTxC (B+ αWF I)
−1 with HTx = HHHHRx. (4.18)
The Transmit Wiener Filter solution (TxWF) can be interpreted with (4.15) as symbol
pre-processing by the modified inverse chip-symbol system matrix B+αWF I followed by a
spreader and a filter matched to the combination of the channel and receiver (Pre-RAKE).
The solution (4.18) includes two extreme cases:
1. If the additive noise at the receiver is very low in comparison to the transmit power,
the TxWF solution (4.18) converges to the TxZF solution (4.10).
αWF −→ 0 : PWF = βHHHHRxCB−1. (4.19)
2. If the additive noise at the detectors is very high in comparison to the transmit
power, the MMSE solution (4.18) converges to the transmit matched filter solution
(TxMF, Pre-RAKE)
αWF −→∞ : PWF = βHHHHRxC. (4.20)
The transmit power normalization factor is β = βWF , β = βZF , or β = βMF . The
mean squared error of the TxWF is always less or equal to the one of the TxZF and
TxMF. Therefore, it is very attractive for implementation, since it does not suffer from
the limitation of the TxZF and TxMF: transmit power enhancement and interference
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floor, respectively. Both special cases have well-known equivalents to the corresponding
linear multiuser detectors, as it will be pointed out in table 4.2.
The result, that the linear transmit matrix P ∈ CKW×UN can be decomposed in a pre-
processing matrix T ∈ CUN×UN , spreaders C and FIR preprocessing filters HTx is ad-
vantageous for efficient implementation. In [JIB+03], which is coauthored by the author,
and [Ber03], a derivation of a FIR filter structure for P was proposed and investigated.
Chapter 7 is dedicated to the analysis and reduction of the computational complexity of
the linear approaches discussed here.
4.2.4. Tomlinson-Harashima Precoding
For the equalization of single-user transmission in frequency-selective channels, precoding
in the transmitter was proposed already in the early 70’s. This approach is named after
its inventors Tomlinson-Harashima Precoding (THP) [Tom71], [HM72]. A very good
overview on THP can be found in the book by Fischer [Fis02]. The basic idea of THP is
to move the feedback loop of a decision-feedback equalizer (DFE) from the receiver to the
transmitter. Then, no error propagation due to erroneous decided feedback symbols can
occur since in the transmitter all symbols are perfectly known. The interference of already
transmitted symbols is subtracted from the current symbols, i.e. THP can be seen as a
serial interference-canceller. However, the transmit signal can have very high amplitudes if
the channel attenuation is strong. To circumvent this problem and to include the transmit
power constraint a nonlinear modulo-device is included in both the transmitter and the
receiver. Some important properties of THP are
• The transmit signal amplitudes are uniformly distributed in the interval of the mod-
ulo operation, hence the transmit energy is slightly increased compared to conven-
tional transmission.
• The received signal has a higher dynamic range.
• A modulo device has to be included in the receiver. Especially due to its modulo
device in the receiver, THP has to be included in a wireless communications standard
specification. Other MUT methods can be applied without major changes of the
wireless standard.
• Accurate amplitude information is necessary in the receiver to accomplish the modulo-
operation. For the detection of conventional BPSK or QPSK symbols, no amplitude
information is necessary.
• With THP, performance gains over linear MUT methods are possible [JBU04],
[MQW03].
• The modulo operation in the receiver can be seen as an periodic extension of the
decision region, i.e. non-simply connected decision regions have to be considered.
Then, much more possibilities exist to generate a feasible ZF solution in the trans-
mitter. Contrary, for TxZF only one solution exists. Out of the feasible THP-ZF
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solutions, the one with the lowest transmit energy can be chosen. A similar ap-
proach can be taken for a THP with an MMSE criterion. For the choice of the
THP solution, a QR-decomposition [GL96] of the system matrix is necessary, and
an intelligent sorting algorithm has to be applied.
THP or the similar flexible precoding and trellis precoding [EF92], [Fis02] is successfully
applied in fixed-line communications systems like DSL (Digital Subscriber Line) and cable-
modems (V.34, V.90 and V.92). However, its application to wireless environments is still
under investigation.
For MUT or MIMO in frequency-selective channels, THP must be extended to a vector-
version. Both inter-symbol interference and multi-user interference are present. Recent
proposals for this problem include [Fis02], [WFVH03] and [MQW03]. In [JBU04], the
multiuser THP method is extended from a zero-forcing criterion to the MMSE criterion
(Wiener THP).
THP is not considered in the MUT comparison of chapter 6 since the receiver structure
of the conventional CDMA standard (e.g. 3GPP-TDD, TD-SCDMA) is assumed there.
However, THP should be studied in more detail in the future. THP can be combined with
different optimization criteria. The Minimum BER Multiuser Transmission approach can
also be extended to non-simply connected decision regions.
It remains an open question whether the THP advantages overbalance its disadvantages
in wireless communications. Also a comparison of different optimization criteria, the
performance of CDMA systems and the efficient implementation of a THP transmitter
are current research topics in different research groups, including the one of the author.
4.2.5. Minimum Bit Error Rate Multiuser Transmission
Minimum BER Multiuser Transmission (TxMinBer) will be explained in more detail in
chapter 5.
4.3. Philosophy and Comparison of MUD and MUT
In this section, the previous chapter is summarized by a comparison of the most important
multiuser approaches.
Table 4.2 lists different optimization criteria and the corresponding MUD and MUT
methods. The matched filter maximizes the signal to noise ratio (SNR) at the detector.
The corresponding MUD and MUT approaches are the RAKE (RxMF) and Pre-RAKE
(TxMF). At least in a single-user environment, Pre-RAKE and RAKE have the same
performance. For a joint TX-Rx optimization in channel oriented signal processing, the
Eigenprecoder (TxEig) has to be applied to maximize the SNR. All approaches are inter-
ference limited in frequency-selective channels with high system load.
The interference is completely removed by the linear zero-forcing approaches. The RxZF
(Joint Detector, Decorrelating Detector) suffers from noise enhancement for low SNRs,
whereas the TxZF (Joint Transmitter, Transmit Precoder) suffers from a transmit power
increase.
The mean squared error of the received symbols is minimized by the Wiener filter with
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Better BER with less Tx Power ? MUD MUT
Matched Filter RxMF TxMF
Max SNR Detector (RAKE) (Pre-RAKE)
Linear ZF RxZF TxZF
No Interference (Joint Detection) (Joint Transmission)
Linear MMSE RxWF TxWF
Minimize MSE (Wiener Filter) (Wiener Filter)
Linear Minimum BER RxMinBer
Minimize BER
Nonlinear Decision Feedback PIC and SIC THP
Subtract Interference (Tomlinson-Harashima
Precoding)
Nonlinear Minimum BER MLSE TxMinBer
Min BER! Max. Likelihood! ( Chapter 5)
Table 4.2.: Optimization criteria and approaches of MUD and MUT
the linear MMSE criterion. The corresponding approaches are known as receive Wiener
filter (RxWF) and transmit Wiener filter (TxMF).
There are also proposals for linear receiver structures which minimize the BER directly.
These RxMinBer approaches work usually adaptively. Their performance gains compared
to the RxWF are however only moderate for fading channels.
Decision feedback structures are successfully applied for the MUD problem by parallel
and successive interference cancellation (PIC and SIC) , since the complexity of these
approaches is relatively moderate. In the transmitter, a feedback structure is possible by
Tomlinson-Harashima Precoding (THP), where the receiver has to be modified by addi-
tional modulo operations.
The bit error rate (BER) is minimized in the receiver directly by a maximum likelihood
approach (MLSE). This method can however not be applied directly in the transmitter.
To optimize the bit error rate at the receivers with a transmit power constraint, Mini-
mum Bit Error Rate Multiuser Transmission (TxMinBer) was proposed. The transmit
signal is optimized by numerical approaches. More details can be found in the next chapter
The performance of most MUT algorithms is compared in chapter 6.
4.4. Joint Transmitter and Receiver Design
The focus of this thesis is the design of transmitters for a predefined transmission standard
or for a given receiver structure. This can also be called receiver oriented design [Tro¨03],
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[MBQ04], since the transmitter algorithm is adapted for a given receiver. If both the
transmitter and the receiver are jointly optimized, we can speak of channel oriented design.
This concept offers more degrees of freedom, but requires usually the redefinition of a
whole wireless standard and it is much more complicated. Furthermore, both receiver
and transmitter algorithms have to cooperate. The standard approach of channel oriented
transmission is to pre- and postprocess the multiuser-MIMO frequency-selective channel
matrix in a way that independent AWGN data sub-channels can be created. The Singular
Value Decomposition (SVD) of the channel matrix and the usage of the Eigenvectors for
pre- and postprocessing is one such approach. Another approach is the diagonalization of
the frequency-selective channel matrix by the FFT /IFFT, after making it circulant with
a cyclic prefix. This approach is taken in OFDM.
The Eigenprecoder in chapter 3 follows channel oriented transceiver design applying the
SNR as optimization criterion. Therefore, it could be placed in the first line and a new
third column of table 4.2. A topic of further research is to find algorithms filling the other
fields in this ”channel oriented” column.
5. Minimum Bit Error Rate Multiuser
Transmission
In this chapter, the proposals of the author for nonlinear transmitter algorithms are
described, starting from very general considerations of vector channels with interference
down to computational efficient solutions for CDMA systems.
5.1. Transmit Signal Design by Transmission Line
Emulation
Most linear MUT methods and also THP pre-distort in some way the data symbols and
broadcast them afterwards from the transmit antennas. In linear MUT algorithms, the
transmit data symbols are multiplied by a matrix (or a concatenation of matrices) whereas
in THP also a feedback matrix structure is applied.
Structure pre-definitions are very often helpful to obtain efficient solutions, but they limit
the degrees of freedom. The most general formulation of the MUT problem is to find
a transmit signal s which fulfills the transmit power constraint and optimizes a certain
performance criterion.
After definition of a suitable performance criterion, any MUT approach for the generation
of the transmit signal s can be evaluated provided that a model of the relationship between
s and the performance criterion is available. With such a model, the whole transmission
line comprising the physical channel and the receiver can be emulated in the transmitter,
without actually transmitting the signal. Transmit vectors s from different MUT methods
can be compared. Finally, a decision has to be made which transmit signal s is transmitted
from the antennas.
This transmit signal design by transmission line emulation was proposed in [IH03]. Figure
5.1 illustrates the transmission line emulation principle.
5.2. Performance Measures in the Presence of
Deterministic Interference
For the transmit signal generation by transmission line emulation in figure 5.1, a math-
ematical expression of the relation between the performance criterion and the transmit
signal is necessary. This section discusses suitable performance criteria. Indirect perfor-
mance criteria like the MSE or a zero-forcing condition can be used to optimize sk, but
error probabilities at the detector can also be directly used as performance measures.
It is assumed, that the influence of interference is known instantaneously for every symbol,
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Transmission Line
Model
Multiuser
Transmission
Algorithm
Transmit
Signal
Transmit Signal for
Transmission from Tx
Antennas
Performance
Criterion
(BER, MSE)
Figure 5.1.: Transmit signal design by transmission line emulation.
while the additive noise at the detector is only known by its statistical parameters. This
means that the expectation and the variance of each received symbol is predictable in the
transmitter.
In the following analysis, coding is not considered and hard decisions at the detector
are assumed. Furthermore, the receiver has no knowledge about the interference. These
assumptions do not prevent the application of coding and soft decision in a MUT trans-
mission, but make the analysis much more accessible.
Following, the error probability for one received interference-affected symbol x which is
subject to additive noise is calculated. Then, the average symbol error rate for a transmit
symbol sequence with inter-symbol interference d of length X is calculated. The analyti-
cal bit error rate expressions are given for Gray-labelled QAM and for QPSK.
The difference to the BER and SER calculations in most textbooks should be emphasized.
Here, we want to calculate a transmitter-based prediction of the error probabilities at the
detector for known deterministic interference and for a specific transmit data symbol.
The average error rate of a specific digital modulation constellation subject to zero mean
additive noise is not of interest here.
Symbol Error Rate (SER)
The average symbol error rate for any QAM or PSK modulation for a symbol d˜x with
exactly known interference and additive random noise ηx can be calculated by
Ps,x
(
dˆx 6= dx|d˜x
)
= 1−
∫
F
p
(
_
dx
)
dF (5.1)
where the symbol dx is transmitted, but the symbol
_
dx = d˜x + ηx is received. The
expectation of the instantaneous symbol at the receiver including the interference is given
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by d˜x. F denotes the region where the detector makes a correct decision dˆ when d was
transmitted. The only random variable in (5.1) is ηx. The probability density function of
the received signal
_
dx with complex Gaussian distributed additive noise with variance σ
2
x
reads as
p
(
_
dx
)
=
1√
2piσx
e
−
∣∣∣∣_d x−d˜x
∣∣∣∣2
2σ2x . (5.2)
xd
x
d
Q
2)1)
3)
I
Figure 5.2.: Symbol error rate Ps,x for the QAM symbol dx. A correct decision is made if
the received symbol
_
dx = d˜x + ηx is in the shaded region F .
Figure 5.2 shows as an example 16-QAM modulation. The symbol dx was transmitted
and the corresponding correct decision region F is shaded. In a certain interference
scenario, the predicted symbol at the receiver is d˜x. This prediction can be made in
the transmitter if it has sufficient channel and other user transmit signal knowledge.
Additionally, additive noise with variance σ2x is present at the receiver which can not be
predicted in the transmitter. The probability distribution of the noise-affected symbol
_
dx
is indicated by the circles around the center d˜x. The symbol error rate Ps,x is now the
integral of this probability density function outside the region F .
The shaded region F is exemplary for the inner constellation points of type 3) in fig.
5.2, which is enclosed by boundaries. The border constellation points 2) have one open
boundary, and the edge constellation points of type 1) have open boundaries in two
directions. For QPSK, all constellation points are of type 1).
Equations (5.1)-(5.2) are very general expressions which are also valid for non-simply
connected decision regions. Thus this performance measure is also applicable for a periodic
extension of the decision regions caused by the modulo device in the receiver of a THP
system.
In (5.1), the symbol error probability of only one specific symbol is calculated. The average
symbol error probability of a vector d ∈ CX of transmitted symbols is
Ps = E {Ps,x} = 1
X
X∑
x=1
Ps,x. (5.3)
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Bit Error Rate
The average bit error rate can be approximated by the symbol error rate Ps (5.3) [Pro95].
However, there is also an alternative exact expression for the bit error rate for Gray-coded
QAM constellations. All transmitted bits can be decided independently, i.e. we can see
Gray-coded QAM as an independent multiplexing of bits. To obtain the expectation of the
bit error rate, the average of the independent bit error probabilities has to be calculated.
It is referred to appendix A.2 for further details on general constellations. Following, the
BER expressions for QPSK are illustrated in figure 5.3 and given by formulas.
Q
I
xd
xd,I xξ
,Q xξ
Figure 5.3.: Symbol dx of a QPSK constellation with the interference-affected expectation
of the received signal d˜x and the distances to the I- and Q decision thresholds
ξI,x and ξQ,x, respectively
Figure 5.3 shows the I-Q plane with the symbol we want to transmit dx, which may stem
from a QPSK constellation. Due to interference, it is moved to d˜x at the detector, and
additionally Gaussian noise is present leading to the actual symbol at the receiver
_
dx. A
bit error for the I-component occurs if
_
dI,x is left of the detector decision threshold ζI = 0.
The probability of a bit error depends now on the distance ξI,x to the decision threshold
, i.e. the higher this distance the more reliable is the decision. The same applies to the
Q-component of dx. The difference to the mean squared error (MSE) criterion should be
emphasized here, which has as its metric |dx − d˜x|2. The MSE delivers the best estimate
of the transmitted bit, but errors are made by erroneous decisions. A transmit algorithm
with the MSE criterion tries to move d˜x back to dx, whereas a minimum bit error criterion
tries to move d˜x as far as possible from the decision thresholds.
For instance, in figure 5.3, the Q-component has a low distance ξQ,x to ζQ = 0 due to
interference. This can be seen as ”bad” interference. However, the distance of the I-
component ξI,x is larger due to interference, i.e. we have ”good” interference. The MSE
criterion and the ZF criterion fight interference, regardless whether it is constructive or
destructive. The idea of the minimum bit error probability criterion is now to mitigate
destructive interference while keeping constructive interference.
The generalized minimum bit error rate problem for QPSK modulation can now be ex-
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pressed by
Pe =
1
2X
X∑
x=1
[
P
(
sgn
(
_
dI,x
)
6= sgn (dI,x)
)
+ P
(
sgn
(
_
dQ,x
)
6= sgn (dQ,x)
)]
=
1
4X
X∑
x=1
[
erfc
(
ξI,x√
2σx
)
+ erfc
(
ξQ,x√
2σx
)]
, (5.4)
As shown in figure 5.3, for decision thresholds of the I- and Q component ζ = 0, the
distances of the received symbols to the decision thresholds are
ξI,x = <
(
d˜x
)
sgn (< (dx)) (5.5)
ξQ,x = =
(
d˜x
)
sgn (= (dx)) . (5.6)
If the transmission line can be expressed by a linear transformation A of the transmit
signal vector s ∈ CM to the received symbol d ∈ CX , we have
d˜x =
M∑
m=1
A(x,m)sm. (5.7)
In the case of a nonlinear transmission line due to a limited dynamic range of the trans-
mitter or receiver, due to antenna nonlinearities or due to dirty RF effects, the linear
matrix A has to be replaced by an operator describing the mapping from s to d˜.
This is the general result for vector channels with interference, where X symbols are
broadcast by a signal of length M .
Bit Error Rate for the Multiuser CDMA Downlink and QPSK
We consider now again the CDMA downlink for U users with N QPSK symbols (X =
UN). At the transmitter, K antennas are applied, and N symbols are spread with
spreading factor G (M = KGN). Eqn. (5.4), (5.5) and (5.6) can be rewritten as
Pe(s) =
1
4UN
U∑
u=1
N∑
n=1
[
erfc
(
ξI,u,n√
2σu
)
+ erfc
(
ξQ,u,n√
2σu
)]
with (5.8)
ξI,u,n = <
(
KGN∑
m=1
A ((u− 1)N + n,m) sm
)
sgn (< (du,n)) and (5.9)
ξQ,u,n = =
(
KGN∑
m=1
A ((u− 1)N + n,m) sm
)
sgn (= (du,n)) . (5.10)
Other Performance measures
Minimum BER multiuser transmission was first proposed by the author in [Irm03a] and
[Irm03b] and subsequently extended and analyzed in different publications.
The minimization of the average BER or the minimization of the maximum BER was also
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proposed independently by [WMS03a] and [WMS03b] for a space-time coding method,
where interference is also an issue.
Besides the proposed minimization of the average SER or BER for all users, it is also
possible to define different performance measures for two reasons:
1. A performance measure which does more closely match the QoS requirements of the
customers or does maximize the revenue of a network operator. For instance, a bit
error rate below a certain level is guaranteed for as much as possible users (min max
criterion). This bit error rate level should be adjusted to the employed coder and
the QoS service class. Furthermore, differences between the users could be included
in the cost function by appropriate weighting factors.
2. A performance measure which allows easier analytical or numerical optimization
makes a MUT algorithm in a transmitter with limited computational resources more
feasible. Here, the SER could be preferable over the BER, and simplifications are
also possible for constellations with non-simply connected decision regions.
5.3. Chip-Level Minimum Bit Error Rate Transmission
(TxMinBerChip)
Error probabilities in dependency on the transmit signal for a given chip-symbol system
matrix and receiver noise variance were established in the previous section. Now, we
attempt to calculate the transmit signal vector s, which optimizes the error probabilities.
Besides the transmit power constraint, no other presumptions on the transmitter and its
structure are made. Only the receiver structure is fixed and assumed to be known.
The allowed transmit energy of one signal burst is ETx, leading to the transmit power
constraint
g(s) = sHs− ETx != 0. (5.11)
The first derivative, the vector of the derivatives and the Hessian Matrix of the second
derivatives of the constraint are
∂g(s)
∂sm
= 2sm (5.12)
∇g(s) = 2s ∈ CKW (5.13)
∇2g(s) = 2I ∈ CKW×KW , (5.14)
respectively. Eq. (5.11) can also be formulated as an inequality constraint, if this would
help the optimization algorithm.
The optimization problem for the transmit signal minimizing the BER of a linear trans-
mission system with limited transmit power is
sopt = arg min
s
Pe(s) s.t. g(s) = 0. (5.15)
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Using a Lagrange multiplier, the constrained problem can be reformulated into the un-
constraint problem
sopt = arg min
s
Pe(s) + λg(s). (5.16)
The complex-valued derivative of the BER (5.8) ∂Pe(s)
∂sm
with respect to each chip sm can
be arranged in the Jacobian vector
pC,chip =
[
∂Pe(s)
∂s1
, ..,
∂Pe(s)
∂sKW
]T
∈ CKW . (5.17)
Appendix A.4 shows the analytical expressions for the complex-valued Jacobian pC,chip
(A.28) as well as its real-valued counterpart pchip ∈ R2KW (A.26) and the real-valued
Hessian Wchip ∈ R2KW×2KW (A.32).
What is available now are analytical expressions of the objective function BER, the con-
straint and the respective first and second derivatives.
Unfortunately, there exists to the authors knowledge no analytical solution of (5.15) or
(5.16), nor is it generally convex. This means, that multiple local optima may exist, and
it is hard to identify the global optimum. However, with state-of-the-art optimization
methods the problem can be solved numerically with satisfactory results. In chapter B,
suitable numerical optimization methods are described and their application to Multiuser
Transmission is investigated. The analytical expressions from A.4 are very valuable to
apply efficient nonlinear numerical optimization routines.
This TxMinBerChip approach was first proposed in [IH03], [Hab03], and [IHRF04a]. It
is the most general form of a transmitter algorithm since no assumptions besides the
transmit power constraint are made on the transmit signal or the transmitter structure.
5.4. Symbol-Level Minimum Bit Error Rate Transmission
(TxMinBerSymb)
d1
dU
1C 1s
TxH
UC
ks
Ks
α
Figure 5.4.: Transmitter structure for symbol-based minimum BER multiuser transmis-
sion TxMinBerSymb
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The TxMinBerChip method has 2KW real-valued optimization variables. This dimension
is independent of the number of active users U . The question arises, if it would be possible
to make some structural transmitter presumptions to reduce the number of variables in
the optimization problem.
As it is pointed out in chapter 4.2 and was shown in [Bar02], the linear MUT approaches
TxZF and TxWF can always be decomposed in a symbol-based pre-distortion matrix T
followed by a spreader C and a channel matched filter HTx(Pre-RAKE). This motivates
a similar approach for a Minimum Bit Error Rate transmit signal optimization. Instead
of a linear transform T which does not depend on the transmitted symbols d, a vector
of pre-processing coefficients T = diag(α) is introduced, as shown in figure 5.4. This
means, that each symbol of each user is multiplied by its own coefficient αu,n, which can
be arranged in α = [α1,1, .., α1,N , .., αU,N ] ∈ CUN . The nonlinearity is that each element
αu,n can depend on all transmitted symbols.
In 2.28, the received symbols are calculated using the symbol-symbol system matrix B.
If now the symbol pre-distortion is introduced, we achieve
d˜ = βCHHRxHHTxCTd ∈ CUN (5.18)
= BTd with T = diag(α). (5.19)
The prediction of one specific symbol at the receiver is now
d˜u,n =
U∑
v=1
N∑
m=1
αv,mdv,mB ((u− 1)N + n, (v − 1)N +m) . (5.20)
If the assumption of previous sections is revived that the channel impulse response is short
enough with respect to the symbol duration, simplifications are possible.
One received symbol at the detector is affected from the previous, current and next trans-
mitted (and pre-distorted) symbols of all active users. The prediction (5.20) of the n-th
symbol of user u at the decision device becomes
d˜u,n =
U∑
v=1
(
αv,n−1dv,n−1γa,v,u + αv,ndv,nγb,v,u + αv,n+1dv,n+1γc,v,u
)
. (5.21)
This prediction of the symbols at the receivers can be used to calculate the distances to
the decision thresholds with (5.9) and (5.10). With the additive noise, the symbol at the
decision device is
dˆu,n =d˜u,n + ηu,n. (5.22)
(5.23)
With the knowledge about the statistical properties of ηu,n, the bit error probability
Pe(α) in dependency on the pre-distortion coefficient vector α can be predicted by (5.8).
The optimization problem formulation for the symbol-based Minimum Bit Error Rate
Multiuser Transmission is
αopt = arg min
α
Pe(α) s.t. g(α) = 0. (5.24)
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The respective unconstrained problem reads as
F (α, λ) = Pe(α) + λg(α). (5.25)
It should be noted, that Pe depends also on the data sequence d and on the system
matrix B. The latter is determined by the spreading codes, the channel coefficients and
the receive and transmit filters.
Constraint
The allowed transmit power of one TDD-burst is ETx, leading to the constraint
g(α) = sHs− ETx != 0 with (5.26)
sHs = αH diag(dH)CHHHTxHTxCdiag(d)︸ ︷︷ ︸
RTx
α
= αHRTxα. (5.27)
The vector of the first derivatives and the Hessian matrix of the second derivatives of the
constraint are
∇g(α) = 2RTxα ∈ CUN (5.28)
∇2g(α) = 2RTx ∈ CUN×UN . (5.29)
[IRF03] proposes a simplified g(α) for the case that no Pre-RAKE filter HTx is used
in the transmitter. If a RAKE is applied in the receivers, in certain circumstances the
application of a Pre-RAKE may be unnecessary. Then, the signal energies of the symbols
n are independent, i.e. ETx =
∑N
n=1ETx,n. The transmit energy of symbol n is
ETx,n =
G∑
x=1
|s|2nG+x =
G∑
x=1
∣∣∣∣∣
U∑
v=1
αv,ndv,ncv(x)
∣∣∣∣∣
2
=
U∑
u=1
[ G∑
x=1
|αu,ndu,ncu(x)|2 +
G∑
x=1
∣∣∣∣∣2αu,ndu,ncu(x) ∑
x=1,v 6=u
αv,ndv,ncv(x)
∣∣∣∣∣
2 ]
=
U∑
u=1
[
|αu,n|2 |du,n|2︸ ︷︷ ︸
=1
G∑
x=1
|cu(x)|2︸ ︷︷ ︸
=1
+2αu(n)du,n
∑
x=1,v 6=u
αv,ndv,n
G∑
x=1
cu(x)cv(x)︸ ︷︷ ︸
=0 for orthogonal codes
]
=
U∑
u=1
α?u,nαu,n (5.30)
with the assumption of unit energy transmit symbols and spreading codes and orthogonal
spreading codes. The constraint (5.27) and the Jacobian vector of the first derivatives
(5.28) simplify for this condition to
g(α) = αHα− ETx (5.31)
∇g(α) = 2α ∈ CUN (5.32)
∇2g(α) = 2I ∈ CUN×UN . (5.33)
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Derivatives
The analytical partial derivatives of Pe(α) with respect to each pre-processing coefficient
αv,n are arranged in the complex-valued Jacobian vector pC,symb ∈ CUN , which is given
in appendix A.4 by (A.38). The real-valued Jacobian vector psymb ∈ R2UN and the real-
valued Hessian Wsymb ∈ R2UN×2UN are given in (A.37) and (A.45) , respectively.
In [IHRF03], TxMinBerSymb is modified in a way, that for each transmit antenna k an
independent pre-processing vector α(k) is applied. With that, KUN complex optimization
variables are available. However, simulations have revealed that the additional degrees of
freedom do not lead to any performance improvement. The space-time transmit filterHTx
does already match to the equivalent MIMO channel. This seems to be sufficient to make
the spatio-temporal dimensions accessible. Hence UN nonlinear pre-distortion coefficients
are sufficient, even withK transmit antennas. This configuration can be seen in figure 5.4.
5.5. Phase-only Chip-level Minimum BER Transmission
(TxMinBerPhase)
Due to the transmit power constraints of TxMinBerChip (5.11), which are quadratic,
computationally costly nonlinear optimization with a nonlinear constraint has to be used.
Furthermore, the number of real optimization variables in (5.10) is 2KW because s is
complex.
A conventional MUT scheme, like TxMF, TxZF or TxWF could deliver a quite satis-
factory initial transmit chip vector s0. The available transmit energy in s0 is already
distributed ”somewhat good” across the chips. If now the phase ϕm = arg(sm) of each
chip sm is adjusted to minimize Pe, the performance can be increased further while the
computational complexity is much lower than TxMinBerChip in section 5.3 or TxMin-
BerSymb in section 5.4. Since only the phases of s are changed, the constraint g(s) (5.11)
is always fulfilled, provided that g(s) is fulfilled for the initial chip vector s0. Now much
more efficient unconstrained optimization methods can be used, and the number of free
variables is only KGN . With the replacement sm = rme
jϕm , rm = |s0| the optimization
problem (5.15) can be restated now by
ϕopt = arg min
ϕ
Pe(ϕ). (5.34)
60 5 Minimum Bit Error Rate Multiuser Transmission
Eqn. (5.8)-(5.10) can now be reformulated for
Pe(ϕ) =
1
4UN
U∑
u=1
N∑
n=1
(
erfc
(
ξI,u,n√
2σu
)
+ erfc
(
ξQ,u,n√
2σu
))
(5.35)
ξI,u,n = <
(
d˜u,n
)
sgn (< (du,n)) (5.36)
ξQ,u,n = =
(
d˜u,n
)
sgn (= (du,n)) (5.37)
d˜u,n =
KGN∑
m=1
A ((u− 1)N + n,m) rmej·ϕm . (5.38)
The analytic partial derivatives of Pe(ϕ) with respect to each chip-phase ϕm are arranged
in the Jacobian vector pphase ∈ RKGN (A.47), which is calculated in appendix A.4. The
Hessian Wphase ∈ RKW×KW is given in (A.49).
The phase-only chip-level minimum BER MUT approach TxMinBerPhase was first pro-
posed in [IH03] and [IHRF04a].
5.6. Numerical Optimization of the Bit Error Rate
Appendix B on page 109 gives a short introduction to numerical optimization methods
for nonlinear problems with nonlinear constraints. This section shows the application of
these methods to the optimization problems stated in the previous sections. Table 5.1
gives an overview of important parameters and their references which are necessary for
numerical optimization. The general optimization problem Rn → R (B.1) with the Tx
TxMinBerChip TxMinBerSymb TxMinBerPhase
Opt. problem xopt = .. (5.15), (5.16) (5.24) and (5.25) (5.34)
Opt. function f(x) Pe(¯s) (5.8) Pe(α¯) (5.8) with (5.20) Pe(ϕ) (5.35)
Opt. variable x s¯ (A.23) α¯ (A.34) ϕ
Opt. problem size n 2KW (2KGN) 2UN KW (KGN)
Jacobian ∇f(x) pchip (A.26) psymb (A.37) pphase (A.47)
Hessian ∇2f(x) Wchip (A.32) Wsymb (A.45) Wphase (A.49)
Constraint g(x) g(¯s) (5.11) g(α¯) (5.26) -
Jacobian ∇g(x) ∇g(¯s) (5.13) ∇g(α¯) (5.28) -
Hessian ∇2g(x) ∇2g(¯s) (5.14) ∇2g(α¯) (5.29) -
Table 5.1.: TxMinBer methods and important values for optimization
power equality constraint is
xopt = argmin
x
f(x) subject to g(x) = 0. (5.39)
For numerical optimization, complex-valued parameters are split into their real and imag-
inary parts and stacked into a real-valued parameter vector x of doubled length. The
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Jacobian of the partial derivatives at the point xk is ∇f(xk), and the Hessian of the sec-
ond derivatives at the point xk is ∇2f(xk). The constraint g(x) and its first and second
derivatives are ∇g(xk) and ∇2g(xk), respectively.
The numerical performance of the proposed algorithms is analyzed later by simulations
in chapter 6.
5.6.1. TxMinBerChip
Equation (5.15) states the constrained optimization problem for TxMinBerChip, and
(5.16) the corresponding unconstrained problem using Lagrange multipliers. The opti-
mization variables are x ≡ s¯ ∈ Rn with the stacked real-valued chip-vector s¯ (A.23). The
dimension of this optimization problem is n = 2KW or 2KGN , i.e. it is independent of
the number of active users. The Tx power constraint is quadratic.
Unfortunately, this problem is non-convex in most cases, i.e. a local solution is not nec-
essarily a global optimum. Numerical optimization algorithms can usually find only local
solutions and we can only hope that this is sufficiently good.
For numerical optimization, the Sequential Quadratic Programming (SQP) method is cho-
sen as explained in appendix B.5. This algorithm is considered in the literature as efficient
for nonlinear problems with nonlinear constraints.
For the iterative algorithm, a feasible initial transmit signal x0 = s0 is necessary. A careful
choice of s0 does reduce the number of necessary iterations significantly. Furthermore, it
prevents the algorithm to be trapped in a ”bad local minimum”. Possible initialization
vectors are:
• An arbitrary initialization vector like a random vector or unity vector can be used,
but has a slow convergency speed.
• By any MUTmethod, like TxMF, TxZF, TxWF or just a simple spreader, a transmit
chip sequence can be calculated. Simulations have shown that the TxWF solution is
a good initial chip vector. The trade-off between the additional complexity of TxWF
and the saved number of iterations should be carefully balanced. This trade-off can
be based on the complexity approximation in chapter 7.
• Adaptive optimization was proposed in [IRF04] to reduce the number of necessary
iterations and to achieve a better performance. The BER Pe in (5.8) is first opti-
mized for a higher additive noise variance σ˜2u than is actually present. This solution
is then used as an initialization for the actual noise variance σ2u. The reduction of
σ˜2u till σ
2
u can be made in steps. In the first steps, the termination tolerance can be
relaxed significantly. Thus, the total number of iterations can be reduced consider-
ably. The reason is, that the complementary error function erfc() in (5.8) is almost
linear for large σ˜2u, as outlined in appendix A.3 and figure A.3. The optimization
problem becomes then almost linear. In contrast to that, for low σ˜2u, erfc() in (5.8)is
almost a step function. Thus the problem becomes ”more nonlinear” with more
local optima. The proposed adaptive optimization first solves an easier substitute
problem and uses this solution for the actual problem. More details can be found
in [Ja¨s03] and [IRF04].
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From the current iterate xk, a step with a certain step-length and a certain search di-
rection is taken for a new point xk+1. This line-search strategy consists of two parts:
determination of the search direction and step length calculation.
The search direction is determined by modelling the constrained problem by an uncon-
strained quadratic model of the problem in the vicinity of the current iterate xk by a
second-order Taylor approximation and by linearization of the constraint, which is also
called active set strategy. For the quadratic model, the Hessian or its quasi-Newton ap-
proximation W is necessary. The latter is obtained iteratively with the BFGS-algorithm
(B.36). The analytic Hessian (A.32) can unfortunately not be used since its positive def-
initeness can not be guaranteed. The Hessian approximation by BFGS is unfortunately
dense, whereas the analytic Hessian is sparse (banded). The solution of the quadratic
sub-problem requires the multiplication of (KW ×KW ) matrices and the solution of an
equation system of similar size.
Then an one-dimensional line-search is performed to determine the step-length. Golden
section, quadratic and cubic line-search procedures are applicable.
The algorithm iterates until one of the stopping conditions is fulfilled. A local minimum
is reached if the value of the objective function derivative is small enough. Furthermore,
a maximum number of allowed iterations and a minimum function value Pe are other
stopping conditions.
In [Hab03], a real-valued representation of s by its magnitude or its squared magnitude
and its phase was investigated. However, no advantages over a representation by real and
imaginary components could be observed.
Simulations have shown that less than 100 iterations are necessary to reach a local op-
timum solution. The number of iterations is relatively independent of the number of
symbols per block N , and also the BER performance is almost independent on N .
5.6.2. TxMinBerSymb
The important parameters for the optimization in the symbol-based Minimum Bit Error
Rate Multiuser Transmission approach are shown in table 5.1. Nearly the same optimiza-
tion approach as for TxMinBerChip can be followed. The only difference is, that 2UN
real parameters have to be optimized. TxMinBerSymb is for complexity reasons especially
advantageous for a low number of active users and a high spreading factor, or for many Tx
antennas. If a different MUT method, like TxMF is used to find an initialization vector,
an equivalent α has to be calculated from T, which is straightforward.
5.6.3. TxMinBerPhase
Phase-only chip-level minimum BER transmission (TxMinBerPhase) of section 5.5 gets by
without any constraint, provided that the start vector fulfills already the transmit power
constraint. Furthermore, only KW optimization variables have to be optimized. For
unconstrained nonlinear problems trust-region methods as explained in appendix B.6 are
considered to be very efficient. In contrast to line-search methods, trust-region approaches
can cope with non-positive definite Hessian matrices. Thus the analytic Hessian can be
5.6 Numerical Optimization of the Bit Error Rate 63
utilized instead of a BFGS approximation. Using the analytic gradient and the Newton
direction, a two-dimensional subspace is spanned in which the direction with minimum
model function value is searched by a preconditioned conjugate gradient method. After a
step into this direction, this procedure is repeated until a stopping condition is fulfilled.
The complexity of the trust-region optimization for TxMinBerPhase is much lower than
the SQP-method for TxMinBerChip and TxMinBerSymb.
Figure 5.6.3 shows the optimization function Pe for two arbitrary phase vector compo-
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Figure 5.5.: TxMinBerChip: phase ϕ7 vs. ϕ8 (left) and ϕ19 vs. ϕ44 (right)
nents in the range ϕx = −pi..pi. The other phases of ϕ are left constant. Whereas in the
left plot several multiple local minima are visible, the objective function in the right plot
has only one minimum. This figure emphasizes the difficulty in finding a global minimum.
Possible modifications of the iterative algorithms includes the following:
• For RxMinBer receiver design, [WLA00] proposes to impose an additional con-
straint that no bit errors are made when no noise is present, as mentioned in section
4.1.3. Then the RxMinBer problem gets convex allowing for simpler optimization
algorithms and for achieving an exact solution. The application of this method to
TxMinBer seems to be attractive.
In this chapter, a novel Multiuser Transmission approach was proposed. The optimiza-
tion criterion for the transmit signal design is the bit error probability or the symbol
error probability at the detectors. As in other MUT algorithms, the knowledge about
the channel impulse response, the receiver structure, and the noise variance is exploited.
Additionally, the error-free knowledge about the instantaneous data symbols of all users
in the transmitter is used. Contrary, linear MUT methods calculate a linear transform of
the transmit symbols, which is independent from the actual data symbols.
Analytical expressions of the BER and the transmit power in dependency of the trans-
mit signal vector can be established. The same holds for their first and second partial
derivatives with respect to each signal component. Using numerical nonlinear optimiza-
tion methods, the BER can be minimized using these expressions.
If a spreader and Pre-RAKE is used in the transmitter, a symbol-level approach TxMin-
BerSymb is possible instead of the chip-level TxMinBerChip. If only the phases of the
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transmitted chips are altered, the TxMinBerPhase method does not even have a con-
straint. The approaches can also be applied for multiple Tx and Rx antennas.
6. Performance of Multiuser
Transmission Approaches
6.1. System and Channel Model
A CDMA system similar to the 3GPP-TDD or TD-SCDMA standards described in chap-
ter 2 is used for evaluation of the MUT algorithms. Monte-Carlo simulations in the
equivalent baseband are conducted to evaluate the average bit error probability. The
simulation tool for the downlink transmission line was implemented in MATLAB. A uni-
formly distributed random vector of data bits is generated and mapped to QPSK symbols
for each user. It serves as the input signal for the MUT processing modules under investi-
gation. The resulting transmit signal vector (chip sequence) s is normalized afterwards for
each burst for the block energy ETx. The spreading codes correspond to the 3GPP-TDD
/ TD-SCDMA standards. The cell-specific scrambling code is taken randomly for each
burst from the 128 specified codes in [Pro03a]. A spreading factor G = 16 is chosen.
Pulse-shaping filters are not considered explicitly.
A block-fading channel model is used, i.e. the channel realizations of consecutive blocks
are independent and the channel is constant during one data burst. The channel model
excludes the path loss effects, i.e. the average power of each sub-channel is normalized
E
{∑L
l=1 |hu,q,k(l)|2
}
= 1. Each channel coefficient is subject to fading, i.e. each com-
plex coefficient hu,q,k(l) has a complex Gaussian distribution. The amplitude has hence
a Rayleigh distribution, and the phase is equally distributed. An exponentially decaying
power delay profile according to 3GPP case 3 [Pro03b] as shown in table 6.1 is assumed.
In this simple channel model taps of all users, delays, Tx and Rx antennas are indepen-
Path Index Mean relative path power Delay (HCR) Delay (LCR)
0 0 dB 0 ns / 0 chips 0 ns / 0 chips
1 -3 dB 260 ns / 1 chip 781 ns / 1 chip
2 -6 dB 521 ns / 2 chips 1563 ns / 2 chips
3 -9 dB 781 ns / 3 chips 2344 ns / 3 chips
Table 6.1.: 3GPP-TDD multipath channel model (case 3)
dent. More elaborate channel models include correlation, spatial geometries etc. As the
result of the discussions in the the 3GPP/3GPP2 spatial channel modelling group (SCM)
a MIMO channel model was defined [GG03], but multiple users are not considered explic-
itly. Therefore, the performance evaluation in this chapter should be also conducted for
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these channel models once they are available. The evaluation of different spatial scenarios
is beyond the scope of this thesis.
For all MUT methods, the same channel, data symbols and noise realizations are used for
a fair comparison. At the receiver, white Gaussian noise (AWGN) is added. The ratio of
the energy of each bit of each user at the transmitter Eb,Tx to the spectral noise density
N0 is used as expression for the signal-to-noise ratio SNR. For a certain Eb,Tx/N0 value,
the corresponding noise variance σ2n of each chip is calculated by
σ2n =
ETx
UN log2(N )10
[Eb,Tx/N0]dB
10
, (6.1)
where N is the constellation size of N −QAM and log2(N ) is the number of bits in one
symbol.
In the receiver, alternatively a RAKE (RxMF, channel matched filter) or a simple code
matched filter (RxCMF) is used. The bit error rate Pe can be determined by two methods:
• The symbol estimates are used at the detector to determine the ratio of the number
of erroneous bits to the number of transmitted bits. To evaluate very small bit
error rates, a high number of iterations is necessary. This is a so-called Monte-Carlo
approach.
• An analytical method to evaluate the BER was proposed in [IRF03]. No noise is
added at the receiver input. From the interference-affected symbol vector d˜ without
the additive noise, the expectation of Pe can be calculated for a certain noise variance
σ2n with (5.8). This approach has the advantage, that very low bit error rates can
be predicted with a few number of iterations.
In figure 6.1, the Monte-Carlo method is indicated by markers and the analytical method
by lines. The good agreement of both methods is obvious.
The block lengths for the 3GPP-TDD standards are given in table 2.2. Simulations have
shown that the performance of the MUT methods is nearly independent of the block
length N . Therefore, N = 10 is chosen in the subsequent figures to reduce the simulation
complexity.
6.2. Multiuser Transmission Performance
Figure 6.1 from [IRF04] shows the average uncoded BER across all users versus Eb,Tx/N0
for U = 12 users, i.e. the cell has a load of 75% with the spreading factor G = 16. In
the left hand diagram, a simple code-matched filter (RxCMF) is used in the receivers,
whereas in the right hand diagram a channel matched filter (RAKE, RxMF) is used in
the receivers. The performance is clearly interference limited if only a TxMF (Pre-RAKE)
or a RxMF(RAKE) is applied. Even for a high transmit power, the BER can not reach
Pe = 10
−2, i.e. no transmission is possible without MUT in such a frequency-selective
scenario. The MUT methods which take MAI into account can achieve a sufficiently low
BER, but they need different transmit energies for the same AWGN noise level. The TxZF
has a good performance for high SNRs, i.e. for interference-dominated environments, but
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Figure 6.1.: Uncoded BER vs. SNR for the downlink with U = 12 users, spreading gain
G = 16, SISO, simple receiver (left) and RAKE receiver (right)
is worse than the matched filter at low SNR values, i.e. in noise-dominated environments.
Since the TxWF takes also noise into account, its curve is the lower bound of the TxMF
and the TxZF, as anticipated. The performance of the proposed TxMinBerChip and
TxMinBerSymb is almost identical and outperforms the linear schemes. For the TxMin-
BerPhase, a performance degradation has to be taken into account, but its advantage
is the reduced complexity. The application of a RAKE in the receiver in the right-hand
diagram of fig. 6.1 is advantageous for the TxWF and the TxMinBer approaches, whereas
the TxZF performance is lower. A more detailed comparison of RxMF and RxCMF fol-
lows in the next section.
Figure 6.2 from [IHRF04a] shows the required Eb,Tx/N0 to achieve an uncoded BER of
Pe = 10
−2 versus the number of active users. This BER is sufficient for an efficient ap-
plication of a forward error correcting code. In both diagrams, a RAKE receiver is used.
In the left diagram, only single antennas are used, whereas the right diagram shows the
MISO performance (K = 2). The RxMF can not support more than U = 5 active users,
whereas the required energy per bit increases nearly linearly with the number of users
for the MUT methods. An interesting observation is that the necessary energy per bit is
lower for two users than for one user. The reason is the effect of the so-called Multiuser
Diversity, i.e. a diversity gain exists because the transmit power is shared among the
users. However, the diversity gain is superimposed by the effect of the residual interfer-
ence for more users and the transmit power penalty [Tro¨03].
If multiple antennas are applied in the transmitter (fig. 6.2, right), a significant perfor-
mance gain is possible with all MUT methods. The differences between the methods get
smaller and the slope of the required SNR vs. the number of users curve is very small.
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RAKE receiver and SISO (left) and MISO (right) with K = 2
6.3. Comparison of Simple Receiver and RAKE Receiver
Differences between a simple code matched filter receiver and a RAKE were already
recognizable in figure 6.1. Both schemes are compared in more detail in figure 6.3 from
[IRF04]. The linear methods are shown on the left, whereas the proposed nonlinear
TxMinBerSymb can be seen on the right. The dashed lines indicate a RAKE receiver
(RxMF) and the solid lines a simple RxCMF. For the TxWF and TxMinBerSymb the
application of a RAKE makes sense. A performance gain of about 2 dB can be achieved.
For the TxZF, a RAKE is only advantageous for high system loads with more than 12
active users.
6.4. Overloaded CDMA Cells
It could be shown in the previous sections that with linear and nonlinear MUT methods
fully-loaded transmission is possible even in frequency-selective channels. The choice of a
suitable MUT method is important to reduce the necessary transmit power. However, the
number of active users is limited to the spreading factor U ≤ G, since it is not possible
to construct more orthogonal spreading codes. Contrary, random codes do not have the
orthogonality property, but can make use of their so-called soft capacity limit. Orthogonal
codes have a lot of advantages and are used in many standards, e.g. 3GPP-TDD CDMA
and TD-SCDMA. Therefore it is desirable to use them somehow also for the extension of
the cell capacity. [SVM00] proposes overloaded CDMA cells with orthogonal spreading
codes by reusing the orthogonal OVSF codes but with application of different scrambling
codes. This approach is followed here also. Each user has a unique spreading code, but
users with different scrambling codes are not orthogonal. The BER performance depends
now on the code cross-correlation properties, the channel conditions and the applied MUT
algorithm. We speak of overloaded cells if multiple scrambling codes are co-located in one
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Figure 6.3.: Comparison of RAKE receiver (dashed lines) and simple code matched fil-
ter (solid lines): Required Eb,Tx/N0 to achieve BER Pe = 10
−2 for linear
MUT methods (left) and nonlinear symbol- based Minimum BER Multiuser
Transmission (TxMinBerSymb), right
base station.
Using multiple antennas, the users can be separated spatially in addition, i.e. the cells
can be overloaded.
The term overloading is used if the number of users is higher than the spatio-temporal
dimension U > KG.
It should be mentioned, that overloaded cells are also feasible by re-using the same scram-
bling codes, but then a clear identification of the users is more difficult.
The proposed overloading strategy has some similarities to SDMA (Space Division Mul-
tiple Access). However, no explicit location information is used to assign the spreading
codes to the users. SDMA for interference-limited up- and downlink is investigated in
[Wal03]. Overloading in conjunction with multiuser detection is investigated in [KV03].
The required Eb,Tx/N0 to achieve BER Pe = 10
−2 is shown versus number of users per
cell in figure 6.4 in the left diagram for a MISO configuration with 1,2 and 4 transmit
antennas. The maximum number of supported users is around Umax = KG. For the
TxZF, it is approximately 1− 2 users lower, for the TxWF it is ca. 10− 20% higher and
for TxMinBerPhase it is ca. 20−25% higher. The TxZF has to pay a higher necessary Tx
power penalty than the TxWF and the TxMinBerPhase, especially if the spatio-temporal
dimension is fully exploited.
In the right diagram of figure (6.4) additionally multiple antennas are used in the receiver
in conjunction with a space-time Rake. Additional SNR gains can be achieved. However,
the number of supported users Umax does not increase. Figure 6.5 shows the mean Eigen-
value spread ζ of the symbol-symbol-system matrix B (2.26). The Eigenvalue spread is
the ratio of the highest to the lowest Eigenvalue of B. If ζ is large, the system can be
considered as ill-conditioned, i.e. the required number of dimensions can not be provided
with a reasonable Tx power. The Eigenvalue spread reflects the behavior of the TxZF.
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With K < U/G, no transmission is possible.
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6.5. Performance with Channel Coding
So far, raw Bit Error Rates without coding are considered in the numerical algorithm
evaluation. The performance measures in this thesis did also leave out coding. The reason
is that coding and detection/equalization can be separated in certain circumstances. The
joint analysis of MUT and forward error correction coding is beyond the scope of this
thesis. However, simulations of the transmission line shown in figure 6.6 including coding
were conducted to gain some insight into the behavior of the MUT algorithms with coded
transmission.
Convolutional codes from the 3GPP-TDD standard are selected. The code rate is 1/2,
the constraint length is 9 and the octal code generator polynomials are [561, 753]. In
the receiver, a soft-input Viterbi-decoder is used with a decision depth of five times the
constraint length. The bits are permuted after coding by a random interleaver.
The performance of a coded transmission in fading channels depends strongly on the
available temporal diversity. This means, the interleaver length should be as large as
possible to include several fading situations in one interleaver/coding block. Contrary, for
many applications like speech and video transmission the delay caused by the interleaver
should be as short as possible. Following, two extreme cases are considered. The left
diagram of figure 6.7 shows the coded performance if no temporal diversity is available,
i.e. the channel scenario remained constant during one interleaver/coding block. This
scenario is representative for indoor-scenarios with low speed of the mobile stations.
The right diagram of figure 6.7 shows the performance, if several (here: five) TDD-slots
with completely uncorrelated channel realizations are interleaved and coded together.
This scenario is representative for full temporal diversity.
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6.6. Performance with Channel Estimation Errors
All simulations assumed so-far perfectly known channel estimates in the transmitter, and
also in the receiver if a RAKE is used. To evaluate the performance in the presence of
channel estimation errors without pre-assuming a specific channel estimation algorithm, a
simple channel estimation error model is used. The channel estimation error in the trans-
mitter and the receiver is modelled as an additive complex Gaussian variable ηu,q,k(l) with
variance σ2η,Tx and σ
2
η,Rx, respectively. The Tx and Rx estimation errors are independent
if TDD channel reciprocity is exploited.
Of interest is its ratio to the mean variance of all channel taps σ2h. This means, that the
additive channel estimation error has the same variance regardless of the current channel
coefficient which is subject to fading. This assumption reflects the ability of a channel
estimation algorithm to detect strong channel coefficients better than week ones.
The erroneous channel estimate in the transmitter is
h′u,q,k(l) = hu,q,k(l) + ηu,q,k(l). (6.2)
For the TxZF, the impact of channel estimation errors is approximated analytically in
[MW04]. There, also an additive Gaussian error model is applied.
Figure 6.9 shows an overloaded cell with K = 4 transmit antennas and linear MUT
approaches. The channel estimation error at the transmitter is σ2h,Tx = 10 dB. Channel
estimation errors do significantly reduce the overloading capabilities of CDMA systems
with MUT. Therefore one should be aware of the danger to jump to conclusions without
considering channel estimation errors.
6.6 Performance with Channel Estimation Errors 73
−15 −10 −5 0 5 10 15 20
10−2
100
Eb,Tx/N0 [dB]
ra
w
 B
ER
σ2
ν
/σ2h=−10dB
−15 −10 −5 0 5 10 15 20
10−6
10−4
10−2
100
Eb,Tx/N0  [dB]
ra
w
 B
ER
−15 −10 −5 0 5 10 15 20
10−6
10−4
10−2
100
Eb,Tx/N0  [dB]
ra
w
 B
ER
RxMF
Linear/TxZF 
Linear/TxWF 
TxMinBerSymb 
TxMinBerChip
TxMinBerPhase
σ2
ν
/σ2h=−20dB
TxMinBerSymb 
TxMinBerChip
TxMInBerPhase
Simple RxCMF     
K/Q/L=1/1/4    
σ2
ν
=0
−15 −10 −5 0 5 10 15 20
10−2
100
Eb,Tx/N0 [dB]
ra
w
 B
ER
σ2
ν
/σ2h=−10dB
−15 −10 −5 0 5 10 15 20
10−6
10−4
10−2
100
Eb,Tx/N0  [dB]
ra
w
 B
ER
−15 −10 −5 0 5 10 15 20
10−6
10−4
10−2
100
Eb,Tx/N0  [dB]
ra
w
 B
ER
RxMF
Linear/TxZF 
Linear/TxWF 
TxMinBerSymb 
TxMinBerChip
TxMinBerPhase
σ2
ν
/σ2h=−20dB
TxMinBerSymb 
TxMinBerChip
TxMinBerPhase
RxMF (RAKE)     
K/Q/L=1/1/4 
σ2
ν
=0
Figure 6.8.: MUT performance with channel estimation errors, σ2η/σ
2
h = −20 dB (middle
diagram) and σ2η/σ
2
h = −10 dB (bottom diagram). U = 9 users, SISO, Simple
RxCMF (left) and RAKE RxMF (right)
74 6 Performance of Multiuser Transmission Approaches
1 8 16 24 32 40 48 56 64 72
−5
0
5
10
15
20
25
30
re
qu
ir
ed
 E
b,
Tx
/N
0 
fo
r 
BE
R
=1
0−
2  
[d
B]
number of users U
Simple RxCMF           
TxZF 
TxWF 
σ2η,Tx=−10dB
perfect channel knowledge 
TxMF 
Figure 6.9.: Overloaded cell with channel estimation errors at the transmitter σ2h,Tx = 10
dB, K = 4,Q = 1, Simple RxCMF receiver
6.6 Performance with Channel Estimation Errors 75
Another way to investigate the channel estimation error is taken in [RIF02]. There, the
outdated channel coefficients due to the vehicular speed of the mobile receiver and due
to the TDD downlink/uplink ratio βDL/UL (2.6) on page 21 are considered. For the Pre-
RAKE and the Eigenprecoder, the performance degradation at vehicular speeds of up to
40km/h is negligible.
76 6 Performance of Multiuser Transmission Approaches
6.7. Summary
The main observations of the MUT algorithm comparison are summarized below:
• In the CDMA downlink with frequency-selective channels, the number of admissible
users in a cell is very low if no MUT algorithm is applied. With linear or nonlinear
MUT, all users can be supported, but different transmit powers have to be invested.
• The advantage of the TxWF over the TxZF is remarkable in important BER regions.
• The proposed Minimum BER Multiuser Transmission (TxMinBer) is superior to the
linear MUT methods. TxMinBerChip and TxMinBerSymb have almost the same
performance, whereas a performance degradation has to be taken into account for
TxMinBerPhase.
• The RAKE receiver in conjunction with a MUT transmitter is advantageous for the
TxWF and the TxMinBer schemes, but degrades the performance of the TxZF.
• Using multiple transmit antennas, the required transmit power to achieve a certain
BER can be significantly reduced. The number of active users can be larger than
the spreading gain, i.e the cells can be overloaded up to the dimension KG in
uncorrelated scenarios. A further overloading beyond KG is possible for TxWF and
TxMinBer, but only if the channel estimates are very reliable.
7. Computational Complexity Analysis
and Reduction
Computational Complexity
The computational effort for an algorithm depends always on the actual hardware struc-
ture. However, it is necessary to find a way to compare algorithms without considering
specific hardware. For that, two basic methods exist. First, the complexity 1order O (..)
defines the complexity exponent if one parameter goes to infinity. Second, the number
of required operations is also a common measure for the computational complexity. This
approach is taken in this thesis. The number of operations are expressed following as
real or complex floating point operations, (Flops / CFlops). A note on the relevancy of
flop counts can be found in [GL96]. For simplicity, only multiplications and additions are
counted, whereas loop control, jump or data movement operations are not regarded. The
latter operations are crucial for many applications, but depend strongly on the hardware
structure. Exploiting the algorithm and data structure to minimize the computational
effort of these operations is a research topic of its own which is not considered in this thesis.
In this chapter, efficient implementations for different algorithm modules are given and
analyzed. The system matrix calculation in section 7.1 is used in both the linear and the
nonlinear MUT methods. Algorithm alternatives for the system matrix inversion in the
linear MUT methods are presented in section 7.2. The linear MUT method complexity
and performance are compared in section 7.3. Linear MUT with its matrix inversion core
can also be used to initialize MinBerMut.
The complexity of the nonlinear Minimum BER Multiuser Transmission approaches is
analyzed in section 7.4.
7.1. System Matrix Calculation
Symbol-Symbol System Matrix B
The symbol-symbol system matrix B describes the influence of each transmitted symbol
to each received symbol. For linear TxWF, the transmit signal is given by
1The order is defined following [NW99]: Given two nonnegative infinite sequences of scalars {ηk} and
{νk} it can be written ηk = O (νk) if there is a positive constant C such that |ηk| ≤ C|νk| for all k
sufficiently large.
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s = Pd (7.1)
P = βAH


B︷ ︸︸ ︷
AAH +αI


︸ ︷︷ ︸
B˘
−1
(7.2)
where B is Hermitian and B˘ is the matrix to be inverted. The same applies to TxZF,
where α = 0. The calculation of all U 2N2 elements of B˘ requires usually a high compu-
tational and storage effort. However, a close examination of B˘ reveals its sparsity and
banded structure, as it is pointed out in [WIF02] and [IRF03]. A reasonable assumption
for a well-designed short-code CDMA system is that one symbol is only affected by the
previous, current and next symbols of all users. This is valid for Lall < 2G+1 for a typical
ν , or for L ≤ G + 1 if a Pre-RAKE/RAKE is utilized. Then only the distinct nonzero
elements of B have to be calculated, as shown in the following.
In section 2.3, two cases for the generation of the transmit signal are considered. On the
one hand, the transmit signal s˜ ∈ CK(GN+LTx−1) (2.17) is elongated by the transmit filter.
This is feasible if the guard interval after the transmission burst is sufficiently large. The
advantage of this approach is that the system matrix has a regular banded structure, as
shown in the remainder of this section.
If the transmit signal s ∈ CKGN (2.20) is not allowed to be elongated, the upper left or
lower right elements of B˘v,u need to be treated separately. For this case, the author has
also shown a simplified system matrix calculation [WIF02], which is however not deepened
here.
The partial cross-correlation functions of the short spreading codes (3.1) and (3.2) are
repeated here:
ϕ(1)v,u(m) =
∑m−1
i=0
cv(G−m+ i)c?u(i) (7.3)
ϕ(2)v,u(m) =
∑G−m−1
i=0
cv(i)c
?
u(i+m). (7.4)
Both equations are visualized in fig. 3.1 on page 24. The effects of the transmit, channel
and receive filters for multiple antennas are summarized by
pv,u,k = hTx,v,k⊗
∑Q
q=1
hu,q,k⊗hRx,u,q. (7.5)
The length of pv,u,k = [pv,u,k(0), .., pv,u,k(Lall − 1)]T is Lall. The influence of the previous,
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current and next symbol of user v with Tx antenna k on the current symbol of user u is
γka,v,u =
∑Lall−1
x=ν+1
ϕ(1)v,u(x− ν)pv,u,k(x) (7.6)
γkb,v,u =
Lall−1∑
x=ν
ϕ(2)v,u(x− ν)pv,u,k(x) +
ν−1∑
x=0
ϕ(1)v,u(G− x− ν)pv,u,k(x)
+ δu,vα (7.7)
γkc,v,u =
ν−1∑
x=0
ϕ(2)v,u(G− x− ν)pv,u,k(x), (7.8)
respectively. For the Wiener filter, α = αWF (4.16) denotes the ratio of the noise variance
and the received signal power. The respective term is only activated in (7.7) by the
Kronecker delta δu,v if u = v.
The influence due to all transmit antennas is γx,v,u =
∑K
k=1 γ
k
x,v,u; x = {a, b, c}. Now, the
system sub-matrix B˘v,u for user u and v can be composed
B˘v,u =


γb,v,u γc,v,u
γa,v,u γb,v,u γc,v,u
γa,v,u γb,v,u ·
· · ·
· γc,v,u
γa,v,u γb,v,u


∈ CN×N , (7.9)
and these sub-matrices are arranged in block-columns v and block-rows u for B˘. The
symbol-symbol system matrix for all users has a banded structure as shown in fig. 7.1.
For the TxWF and the TxZF, the transmit filter is matched to the channel and receive
filter HTx = H
HHHRx, i.e. the system matrix B is Hermitian. From that follows, that
γc,v,u = γ
?
a,v,u. With the method shown here, only 2U
2 distinct elements of B˘ have to be
calculated, instead of U 2N2. The code-correlation ϕ has only to be re-calculated when
the channel conditions change.
Rearranged System Matrix
The matrix B˘ on the left-hand side of fig. 7.1 has a banded structure. For an efficient
calculation of the transmit signal, it can be transformed to a rearranged block tridiagonal
matrix B¯, as shown on the right-hand side of fig. 7.1. It consists of the elements
B¯x =


γx,1,1 · · · γx,U,1
· · ·
γx,1,U · · · γx,U,U

 ∈ CU×U , x = {a, b, c} (7.10)
The transmit data sequence d has to be rearranged to d¯ = [d1,1, .., dU,1, .., dU,N ]
T , and
the resulting pre-processed data sequence x¯ = B¯
−1
d¯ = [x¯1,1, .., x¯U,1, .., x¯U,N ]
T has to be
rearranged back to x = [x¯1,1, .., x¯1,N , .., x¯U,N ]
T .
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Figure 7.1.: System matrix B˘ and rearranged system matrix B¯ for U = 4 and N = 7
For the TxWF and TxZF, B¯ is a block banded Hermitian and block Toeplitz matrix. If
the channel is short enough as indicated at the beginning of section 7.1, B¯ is also block
tridiagonal. Otherwise, B¯ consists of more sub-blocks and is a banded matrix with a
higher bandwidth, but remains still relatively sparse.
If the transmit signal s is required not to be lengthened by the transmit filter HTx, the
upper left sub-block B¯ has to be modified [WIF02], leading to a still banded but not
exactly block Toeplitz structure.
7.2. Matrix Inversion
The Joint Transmission process x = Td = B˘
−1
d is the main complexity bottleneck. In-
stead of finding out the inverse it is better to solve the equation system B¯x¯ = d¯ for x¯.
The matrix B¯ is square, Hermitian for the TxZF and the TxWF and has a banded struc-
ture with elements around the main diagonal. Furthermore, it is block tridiagonal for a
limited channel length. B¯ is block Toeplitz in some cases, and almost block Toeplitz in
general.
Algorithms to solve structured equation systems are given in [GL96], [PTVF92] and
[Min03]. Several complexity reduction proposals [VHG01], [BS01] exist for Multiuser
Detection / Joint Detection. Algorithms for the TxZF are proposed in [KM00], [WR01b],
[Wal03]. In [GC02] and [Geo03], the complexity for the block-based TxZF is compared
to inverse filters. However, no structural properties of the involved matrices in TxZF are
considered.
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7.2.1. Block Tridiagonal Algorithm
The block tridiagonal structure of B¯ can be exploited. The scalar version of the tridi-
agonal algorithm [PTVF92] is extended to a block tridiagonal algorithm by replacing
scalar operations on matrix elements by block operations on block matrices, as shown in
algorithm 7.1. The algorithm is exact, i.e no approximations are made. In the block-
triangular algorithm, subsystems have to be solved. A matrix-matrix subsystem of size m
takes 7
3
m3 CFlops, whereas a vector-matrix subsystem solution takes 2
3
m3 + 2m2 CFlops
by LU-factorization [GL96]. The whole complexity approximation of the block triangular
and subsequent algorithms is shown in table 7.2.
Z⇐ B¯b
x¯(1 : U)⇐ Z\d¯(1 : U)
for t = 2 : N do % Decomposition and forward substitution
S ((t− 1)U + 1 : tU, 1 : U)⇐ Z\B¯c
Z⇐ B¯b − B¯aS ((t− 1)U + 1 : tU, 1 : U)
c = B¯ax¯ ((t− 2)U + 1 : (t− 1)U)
e = d¯ ((t− 1)U + 1 : tU)− c
x¯ ((t− 1)U + 1 : tU)⇐ Z\e
end for
for t = N − 1 : −1 : 1 do % Back substitution
w⇐ S (tU + 1 : (t+ 1)U, 1 : U) x¯ (tU + 1 : (t− 1)U)
x¯ ((t− 1)U + 1 : tU)⇐ x¯ ((t− 1)U + 1 : tU)−w
end for
Algorithm 7.1: Block tridiagonal algorithm to solve x¯ = B¯
−1
d¯⇒ B¯x¯ = d¯
7.2.2. Band Cholesky Algorithm
The Cholesky factorization decomposes B¯ (which is Hermitian and in most cases positive
definite) intoGHG whereG is an upper triangular matrix, which is called Cholesky matrix
subsequently. Back and forward substitutions can then be used to solve the equation
x¯ = B¯
−1
d¯. The regular Cholesky algorithm is O (m3/3) = O (U 3N3/3). However the
matrix B is band limited with a bandwidth 2U . This banded structure is utilized in the
band Cholesky algorithm [GL96]. Moreover realizing that G is also bandlimited with the
same bandwidth as B¯, computational load of forward and back substitutions can also be
reduced. This algorithm 7.2 is also exact.
7.2.3. Approximated Band Cholesky Algorithm
Although the band Cholesky algorithm is able to utilize the banded structure of B¯, it fails
to exploit the Toeplitz structure of the matrix. Much more savings can be realized if G
is computed only approximately. This is because G not only has the banded structure of
B¯ but it also has a partial Toeplitz structure. It is sufficient to compute the first few χ
block rows of G and then approximate all the remaining block rows to be equal to the last
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1: q ⇐ NU % Matrix dimension of B¯
2: p⇐ 2U % Bandwidth of banded B¯
3: G⇐ 0q×q % Initialize Cholesky matrix
4: for t = 1 : q do % Calculation of upper triangular Cholesky Matrix G
5: v(t : q)⇐ B¯(t, t : q)
6: for k = max(1, t− p) : t− 1 do % Use banded structure
7: λ⇐ min(k + p, q)
8: v(t : λ)⇐ v(t : λ)−G(k, t : λ)G(k, t)H
9: end for
10: λ = min(t+ p, q)
11: G(t, t : λ) = v(t : λ)/
√
v(t)
12: end for
13: for t = 1 : q do % Solve GHx = d and overwrite d with solution
14: d¯(t)⇐ d¯(t)/GH(t, t)
15: for k = t+ 1 : min(t+ p, q) do % Use banded structure
16: d¯(k)⇐ d¯(k)−GH(k, t)d¯(t)
17: end for
18: end for
19: for t = n : −1 : 1 do % Solve Gx¯ = d¯ and overwrite d¯ with solution
20: d¯(t)⇐ d¯(t)/G(t, t)
21: for k = max(1, t− p) : t− 1 do % Use banded structure
22: d¯(k)⇐ d¯(k)−G(k, t)d¯(t)
23: end for
24: end for
25: x¯⇐ d¯ % Save result back
Algorithm 7.2: Band Cholesky algorithm to solve x¯ = B¯
−1
d⇒ B¯x¯ = d
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computed [RB69]. According to [VHG01] only χ = 2 or χ = 3 block rows are required for
an appreciably low BER.
1: q ⇐ NU % Matrix dimension of B¯
2: p⇐ 2U % Bandwidth of banded B¯
3: G⇐ 0q×q % Initialize Cholesky matrix
4: for t = 1 : χU do % Calculation of upper triangular Cholesky Matrix G
5: v(t : q)⇐ B¯(t, t : q)
6: for k = max(1, t− p) : t− 1 do % Use banded structure
7: λ⇐ min(k + p, q)
8: v(t : λ)⇐ v(t : λ)−G(k, t : λ)G(k, t)H
9: end for
10: λ = min(t+ p, q)
11: G(t, t : λ) = v(t : λ)/
√
v(t)
12: end for
13: for t = χU + 1 : q do % Copy block
14: G(t,t)=G(t-U,t-U)
15: for k = t+ 1 : q do %
16: G(t,k)=G(t-U,k-U)
17: end for
18: end for
19: for t = 1 : q do % Solve GHx = d and overwrite d with solution
20: d¯(t)⇐ d¯(t)/GH(t, t)
21: for k = t+ 1 : min(t+ p, q) do % Use banded structure
22: d¯(k)⇐ d¯(k)−GH(k, t)d¯(t)
23: end for
24: end for
25: for t = n : −1 : 1 do % Solve Gx¯ = d¯ and overwrite d¯ with solution
26: d¯(t)⇐ d¯(t)/G(t, t)
27: for k = max(1, t− p) : t− 1 do % Use banded structure
28: d¯(k)⇐ d¯(k)−G(k, t)d¯(t)
29: end for
30: end for
31: x¯⇐ d¯ % Save result back
Algorithm 7.3: Approximated band Cholesky algorithm to solve x¯ = B¯
−1
d⇒ B¯x¯ = d
7.2.4. Block FFT Algorithm
If a matrix is block-circulant, its inverse can be calculated efficiently in the frequency
domain [VHG01], [BS01], [WR01b]. The system matrix and the data matrix will be
transformed into the frequency domain and then the solution will be computed. The
frequency domain solution can then be brought back into the time domain. The system
matrix B in our case is not block-circulant. However the matrix can be extended to
a circulant matrix, with some approximations. The complexity of the size-m FFT is
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about 5m log2(m) CFlops [GL96]. Further simplifications are possible by the overlap-save
technique [VHG01], which will however not be considered here.
7.2.5. FIR Filter Implementation of MUT
It would be advantageous to represent the whole transmission process by FIR filters. In
[Ber03] and [JIB+03], which is coauthored by the author of this thesis, Tx FIR filter
coefficients are computed directly, but some performance degradation has to be taken
into account.
The approximation of T by FIR filters is also possible. The inverse of B¯ is not strictly
Toeplitz. However it can be approximated to be Toeplitz with the same bandwidth as
B¯ [AM02]. Thus an approximation of the filter is possible. However, simulations have
revealed that the BER performance is degraded heavily, if only single Tx antennas are
applied, whereas for multiple Tx antennas a competitive performance can be achieved.
7.3. Linear MUT Complexity and Performance
Comparison
The spreader and the Pre-RAKE are very similar to the corresponding receiver algorithms.
For them, many efficient implementations exist in the literature for a high variety of
hardware structures, among them frequency-domain convolution, which will however not
be considered here. In table 7.1 an approximation of the common hardware effort to
all algorithms is made. With the approximations for the hardware effort for the matrix
inversion in table 7.2, the complexity is visualized for U = 16, G = 16, N = 160, K =
4, Q = 1, L = 4 in figure 7.2. For the spreader in table 7.2 (iv), a full operation (CFlop)
for each chip is assumed. This is a multiplication for an arbitrary spreading sequence, or
a much simpler operation for a spreading sequence with elements 1 and −1 only. Since
we do not distinguish different operations in the complexity approximation here, a full
CFlop is counted.
The complexity is almost independent of the number of antennas K and Q. The proposed
block tridiagonal is the exact algorithm with the lowest effort, whereas the approximated
band Cholesky algorithm outperforms the block FFT algorithm, which give both only
approximative solutions. The complexity order of linear MUT can be considered to be
O (U 3N).
Step CFlops
(i) Calculation of ϕ 2GU 2
(ii) Effective filter p (with RAKE Rx) U 2K(2QL2 + 8L2 − 8L)
(iii) Calculation of γ 8U 2L− 4U 2
(iv) s˜ = H˜TxCx 2UNK(G+ LTx)
Table 7.1.: Complexity approximation for common linear MUT steps
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Problem Number of CFlops
Block Tridiagonal 4U 3N + 5U 2N − 10
3
U3 − 2U 2 + 2UN − U
Exact Cholesky 4U 3N + 12U 2N + 2UN
Approx. Cholesky (4U 3 + 2U 2)χ+ 8U 2N + UN
Block FFT 2
3
U3N + 2U 2N + (5U 2N + 10UN) log2(N)
Table 7.2.: Complexity approximation for solution B¯x¯ = d¯
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Figure 7.2.: Computational complexity for U = 16, G = 16, N = 160, K = 4, Q = 1, L = 4
(in CFlops)
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Performance Comparison
Fig. 7.3 shows the performance of the investigated algorithms for the fully loaded CDMA
downlink. The conventional receiver-only processing (RAKE) is clearly interference lim-
ited, as shown before. The TxZF in conjunction with RAKE receivers achieves a rela-
tively good performance for high SNRs, whereas it has substantial performance problems
for noise-dominated regions. This problem does not exist for the exact TxWF, which can
be implemented by the block tridiagonal algorithm or the band Cholesky algorithm. The
approximated band Cholesky algorithm and the block FFT-algorithm have a performance
degradation beyond Pe = 10
−3. The Minimum BER Multiuser Transmission TxMinBer
achieves the best performance, but for much higher computational costs [IRF04].
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Figure 7.3.: BER performance of different MUTmethods, 3GPP-TDD codes, G = 16, U =
16, K = 1, Q = 1, L = 4
Conclusion
A careful analysis of the signal properties can lead to significant complexity reductions
of Multiuser Transmission approaches. The complexity of the Transmit Wiener Filter
(TxWF) with its substantial BER performance advantage is only around twice as large as
of the conventional Pre-RAKE. The complexity of the system calculation is negligible if
its properties are exploited. The approximated band Cholesky is fastest, followed by the
FFT algorithm. However, both suffer from performance degradations for achieving BERs
beyond 10−3. The exact algorithms - the proposed block tridiagonal algorithm and the
band Cholesky algorithm have similar complexity with the block tridiagonal algorithm
being slightly more efficient. The major result of this section is, that the complexity for
linear Multiuser Transmission (MUT), e.g. Joint Transmission (JT) is not an obstacle.
For an actual implementation, the specific hardware structure has to be taken into account
of course.
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7.4. Minimum BER Multiuser Transmission
The Minimum BER Multiuser Transmission approaches of chapter 5 rely on numeri-
cal nonlinear optimization methods, which are summarized in appendix B. Since linear
MUT methods are already known for some time and they are similar to linear MUD,
several reduced complexity methods exist already in the literature, as described in the
previous sections. Nonlinear TxMinBer was proposed only recently, hence no substan-
tial complexity analysis and reduction proposals exist so far. Some ideas from Minimum
BER Multiuser Detection (RxMinBer, section 4.1.3) can be used, but major structural
differences do exist. In this chapter, a first computational complexity approximation is
provided, and some ways for efficient implementations are proposed.
The TxMinBerMut complexity is much higher than that of linear MUT. However, the
computing power is constantly growing, and research on simplification of iterative nonlin-
ear methods is going on. With this two trends, the performance gain of TxMinBer over
linear MUD methods will eventually outbalance the complexity disadvantage.
In section 7.4.1 the complexity of the evaluation of the objective function, gradient and the
Hessian matrix is approximated. Section 7.4.2 estimates the complexity of the nonlinear
iterative algorithms. Finally, the algorithms are compared for a selected example.
7.4.1. Evaluation of Function, Gradient and Hessian
In [Ja¨s03] and [IRF04], a complexity approximation for TxMinBerSymb can be found in
detail. The summary is given here, as well as complexity comparison for the two other
TxMinBer methods.
The evaluation of the BER function value, gradient and the calculation of the Hessian
matrix have all common elements, which can be reused of course. Special properties of
the matrix structure can be exploited. Since the optimization routines require real-valued
input values, real flops are counted here. For the evaluation of special functions, the
according complexity terms Cerfc, Cexp, Csin, and Csqrt are used.
Table 7.3 shows the complexity of TxMinBerChip according to (A.19)-(A.22) on page 101.
Following, it is assumed that transmit filtering does not elongate the transmit signal, i.e.
M = KGN and a Rake receiver is used. The sparsity of the chip-symbol system matrix A
can be exploited in (A.22). It has a block-banded structure with bandwidth G+2ν, where
ν denotes the inter-chip influence length ν = 1
2
(L+ LRx − 2). With that, the complexity
of Pe and pchip is only linear with N instead of O (N 2). More details on A can be found
in [Hab03]. The normalized distances
ξI,u,n√
2σu
and
ξQ,u,n√
2σu
have only to be calculated once and
can be reused for the gradient and Hessian calculation.
Structure of Hessian matrix (TxMinBerChip)
Following, we only consider exemplarily the upper left sub-matrix of the Hessian Wchip
(A.32) of size KGN×KGN . It contains the partial derivatives with respect the real com-
ponents of the transmit chip sequence (A.29) and is denoted by WR/R,chip subsequently.
The other three sub-matrices of Wchip have the same structure. As shown in figure 7.4, it
has a sparse and block-banded structure. The shaded squares mark the Hessian as it would
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Problem Number of Flops
Function Pe(full) 8KGN
2U + 8UN + 2UNCerfc
Function Pe(sparse) 8KG
2NU + 8KGNUν + 8UN + 2UNCerfc
Gradient pchip(full) KGN(8UN + 2U) + 2UNCexp + 3UN
Gradient pchip(sparse) KGN(8U(G+ ν) + 2U) + 2UNCexp + 3UN
Exact Hessian Wchip(full) 12K
2G2N3U + 2UN
Exact Hessian Wchip(sparse) 18K
2UN(N(G2 + 4Gν)− 4Gν) + 2UN
Exact Hessian Wchip(banded) 9K
2UN(G2 + 4Gν + 2ν2) + 2UN
BFGS Update Wchip 12K
2G2N2 + 12KGN
Constraint 3KGN
Table 7.3.: Complexity approximation for TxMinBerChip
Problem Number of Flops
Function Pe(full) 8U
2N2 + 14UN + 2UNCerfc
Function Pe(sparse) 24U
2N + 14UN + 2UNCerfc
Gradient psymb(full) 14U
2N2 + 4UN + 2UNCexp
Gradient psymb(sparse) 42U
2N + 4UN + 2UNCexp
Exact Hessian Wsymb(full) 12U
3N3 + 6U 2N2 + UN
Exact Hessian Wsymb(sparse) 60U
3N2 + 6U 2N2 + UN
BFGS Update Wsymb 12U
2N2 + 12UN
Constraint + derivative (sparse) 18U 2N + 6UN
Table 7.4.: Complexity approximation for TxMinBerSymb
be for a flat-fading channel without interchip interference. The white marks denote the
interchip interference components. The HessianWR/R,chip hasK
2N(G2+4Gν)−4Gν non-
zero elements. Because of the short-code spreading codes, WR/R,chip is also block-banded.
Exceptions are the first and last elements of each band. The Hessian is Hermitian (con-
jugate symmetric). It has hence K2(1
2
G2 + 2Gν + ν2) distinct elements.
Table 7.3 compares the complexity of different Hessian calculation methods. If no matrix
properties are exploited, it has a cubic complexity order O (N 3) with N . By exploiting the
sparsity, the complexity is O (N 2) and by making use of the banded structure of Wchip,
the complexity order is only O (N). The BFGS update of Wchip has a square complexity
order O (N 2).
Table 7.4 shows the complexity approximation for TxMinBerSymb. The symbol-symbol
system matrix B is sparse if each symbol influences only the previous, current an next
symbol. This sparsity pattern is exploited in table 7.4. The matrix structure is shown in
figure 7.1 on page 80.
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Problem Number of Flops
Function Pe(full) 8KGN
2U + 8UN + 2UNCerfc
Function Pe(sparse) 8KG
2NU + 8KGNUν + 8UN + 2UNCerfc
Gradient pphase(full) (6UN + 2)KGN + 2UNCexp + 6UN + 2KGUN
2(1 + Csin)
Gradient pphase(sparse) (18U + 2)KGN + 2UNCexp + 6UN + 6KGUN(1 + Csin)
Exact Hessian Wphase(full) 6K
2G2N3U + 3K2G2N2 + 6KGN 2U
Exact Wphase(sparse) 6K
2UN + 3K2(N(G2 + 4Gν)− 4Gν) + 6KGN 2U
Exact Wphase(banded) 6K
2UN + 32(0.5G2 + 2Gν + ν2) + 6KGN 2U
Table 7.5.: Complexity approximation for TxMinBerPhase
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Figure 7.4.: Structure of the Hessian matrix WR/R,chip with G = 4 and L + LRx − 2 = 1
small squares and N = 6, and with K = 1 Tx antenna (left) and K = 2 Tx
antennas (right).
Table 7.5 shows the complexity approximation for TxMinBerPhase. The Hessian has a
similar structure as WR/R,chip in figure 7.4, but it has only the total size KGN ×KGN
instead of 2KGN × 2KGN
7.4.2. Complexity of iterative optimization methods
SQP for constrained problems TxMinBerChip and TxMinBerSymb
Table 7.6 summarizes the complexity approximation of the SQP method as described in
section 5.6 on page 60 and appendix B.5 on page 116. The SQP method can be applied for
the constrained problems TxMinBerChip and TxMinBerSymb. The projection of the Hes-
sian and the solution of the quadratic subproblem are of cubic order for both approaches:
O (K3G3N3) and O (U 3N3). This is the dominating component in terms of computational
complexity. No savings due to matrix sparseness are made, since a positive-definite matrix
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Problem Number of Flops
Projected Hessian ZTkWkZk 4n
3 − 4n2
Quadratic subproblem (Cholesky [GL96]) 1
3
n3 + 6n2
QR factorization of active set 2n2
Table 7.6.: Complexity approximation for one SQP iteration with n = 2KGN (TxMin-
BerChip) or n = 2UN (TxMinBerSymb)
is enforced by the BFGS method, which is however non-sparse. Further significant com-
putational complexity savings are expected if the cubic complexity order could be reduced.
The complexity expressions in this and the previous sections are only for one SQP iter-
ation. However, the calculation of Pe, p and W and the steps in table 7.6 have to be
redone in each iteration. As shown in [Ja¨s03], the number of iterations is independent
from N and grows linearly with U . For TxMinBerSymb, about 40 iterations are necessary
for 5 users and 80 iterations for 15 users.
Trust-region method for unconstrained problem TxMinBerPhase
The transmit power constraint is not active, if only the phases of the transmit chip vector
are modified, i.e. the TxMinBerPhase method from section 5.6.3 is used. Then a trust-
region method [NW99], [Mat02] is applicable with the complexity given in table 7.7.
Problem Number of Flops
Preconditioning k(3n2 + 2n2 + nCsqrt)
PCG iterations (full) kl(2n2 + 14n)
PCG iterations (sparse) klK2((2N(G2 + 4Gν)− 4Gν) + 14n)
Evaluation of function, gradient and Hessian k times, see table 7.5
Table 7.7.: Complexity approximation for one trust-region iteration with n = KGN
(TxMinBerPhase). The number of PCG iterations is l (e.g. l = 7), and k
is the number of main trust-region iterations (e.g. k = 5)
.
The sparsity of the Hessian matrix can be exploited in the preconditioned conjugate
gradient algorithm B.1 an page 115. The sparsity pattern of figure 7.4 applies here also
to matrix A.
7.4.3. Complexity Comparison
Table 7.8 compares the complexity approximations of the different MUT methods. For
simplicity the complexity of the special functions Cerfc, Cexp, Csin, and Csqrt is set to one.
They are are not the dominating components anyway. It is assumed that both TxMin-
BerChip and TxMinBerSymb require 80 iterations, and that the trust region method of
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TxMinBerPhase requires k = 5 main iterations and in each iteration l = 7 PCG steps
are involved. The exact Cholesky algorithm is used for the linear TxWF reference. The
coarse approximation is made that complex operations require in average 4 real flops. The
MUT Algorithm Flops (Full Matrix) Flops (Sparse and Banded Matrix)
TxMinBerChip 3.3 · 1012 2.5 · 1012
TxMinBerSymb 2.7 · 1012 2.1 · 1012
TxMinBerPhase 2.5 · 1010 3.3 · 108
TxWF (Linear MUT) 9.7 · 109 3.8 · 106
Table 7.8.: Complexity approximation for K = 1, Q = 1, N = 60, U = 15, ν = 6
.
complexity of the nonlinear methods is some magnitudes higher than that of the linear
MUT reference. However, the complexity of TxMinBerPhase exploiting special matrix
properties is already lower than the full linear TxWF complexity, but still higher than
the most efficient TxWF approach. For TxMinBerChip and TxMinBerSymb, the Hessian
matrix sparsity is only exploited in its calculation, and not in the SQP iterations itself.
That’s why almost no savings are possible there. For the unconstrained problem TxMin-
BerPhase, the Hessian matrix properties can also exploited in the trust region and PCG
iterations. Thus two orders of magnitude can be saved compared to the full TxMinBer-
Phase complexity.
In this section, the complexity of the nonlinear MUT methods was approximated, and the
most critical components were identified. Compared to the linear MUT methods, their
complexity is much higher. However, there are potentials for significant complexity reduc-
tions, which is left here as a subject of further research. Furthermore, the processing speed
of DSPs, ASSPs and ASICs is growing constantly, whereas the the requirement to limit
the radiated transmit power stays constant, or is even tightened. Thus a performance-
complexity tradeoff would tend presently more to simplified linear MUT methods, whereas
in the future the nonlinear MUT methods could become more and more attractive.
8. Summary and Outlook
Code Division Multiple Access (CDMA) is the technology used in all third generation
cellular communications networks, and it is a promising candidate for the definition of
fourth generation standards. The wireless mobile channel is usually frequency-selective
causing interference among the users in one CDMA cell. Thus the number of supportable
users per cell is limited, or the necessary transmit power has to be increased. Interference
can be mitigated by advanced receiver-based algorithms. These are especially suitable
for the uplink from the mobile users to the base station. Recently, transmitter-based
algorithms were proposed wich are advantageous for the downlink. This direction carries
most of the data traffic for multimedia applications. Information theoretic results like the
Writing-on-Dirty-Paper theorem motivate transmitter-based methods.
Transmitter-based algorithms are also known asMultiuser Transmission (MUT) methods.
They require instantaneous channel knowledge in the transmitter. This knowledge can be
provided either by feedback or by exploiting the channel reciprocity in TDD systems. The
most important criteria for the selection of MUT algorithms are good performance and
low computational complexity. In this work it was shown how the bit error rate perfor-
mance of the linear state-of-the-art algorithms can be surpassed by the proposed nonlinear
approaches, which require however a high computational complexity. For the linear ap-
proaches, reduced complexity implementations are proposed. The most important results
are:
• A CDMA downlink vector-matrix system model was developed, which includes
frequency-selective multiuser MIMO channels, spreading, de-spreading, and trans-
mit and receive FIR filters. The introduction of the symbol-symbol and chip-symbol
system matrices allows a concise and simplified development of transmitter and re-
ceiver based algorithms.
• The signal-to-noise ratio (SNR) is a reasonable performance criterion for nearly-
ideal spreading codes, for systems with low system load or high spreading factor,
and for noise dominated scenarios. Using linear filters in the transmitter and the
receiver, the SNR can be maximized with the proposed Eigenprecoder. The receivers
are matched filters to the effective channel, i.e. conventional RAKE receivers can be
used without any special system modification, provided that the pilot symbols are
processed by the transmit filter in the same way as the data signal. In the transmit-
ter, the maximum Eigenfilter of the instantaneous channel correlation matrix has
to be applied to maximize the SNR at the receiver. Using multiple antennas in the
transmitter and/or the receivers, the link performance can be significantly improved
exploiting the diversity and coherency gain without requiring special configurations
other than FIR filters. It was shown how the filter coefficients for reduced com-
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plexity transceivers can be optimized with the concept of the Generalized Selection
Combining (GSC) MIMO Eigenprecoder.
• For vector channels with interference like multiuser CDMA in frequency-selective
channels, joint signal processing is advantageous in the centralized receiver for the
uplink (MUD) or in the centralized transmitter for the downlink (MUT). The ap-
proaches for both problems differ mainly in the optimization criterion. The methods
maximizing the SNR, mitigating the interference completely or minimizing the MSE
have very similar transmitter and receiver counterparts. The bit error rate is min-
imized by the maximum likelihood sequence detector in the receiver, which has no
direct transmitter counterpart. The proposed minimum bit error rate multiuser
transmission (TxMinBer) minimizes the BER at the detectors by transmit signal
processing.
• The transmit signal optimizing a certain performance criterion (e.g. minimum BER
or SER) with a constraint (e.g. limited transmit power) can be found by transmis-
sion line emulation. The transmit signal is altered until the performance criterion
is optimized, and then broadcast from the antennas. The BER of an instantaneous
vector of symbols and a specific system matrix (comprising the channel and the
receiver) can be predicted in the transmitter as a function of the transmit chips or
symbols. The BER can be optimized using state-of-the-art nonlinear constrained
optimization algorithms.
• Modern numerical optimization algorithms can be used for real-time communica-
tions problems, even if they are nonlinear and they have have nonlinear constraints.
The appendix of this thesis gives a short abstract on nonlinear optimization meth-
ods suitable for these problems. They include Sequential Quadratic Programming
(SQP) and trust-region methods.
• In the CDMA downlink (e.g. 3GPP-TDD or TD-SCDMA) with frequency-selective
channels, the number of admissible users in a cell is very low if no MUT algorithm
is applied. With linear or nonlinear MUT, all users can be supported, but different
transmit powers have to be invested. The advantage of the TxWF over the TxZF
is remarkable in important BER regions. The proposed TxMinBer approaches are
superior to the linear MUT methods.
• A RAKE receiver in conjunction with a MUT transmitter is advantageous for the
TxWF and the TxMinBer schemes, but degrades the performance of the TxZF.
• The required transmit power to achieve a certain BER can be significantly reduced
using multiple transmit antennas in conjunction with a MUT method. Thus, both
the coherency and diversity gains are exploitable. The number of active users can be
larger than the spreading gain, i.e. the cells can be overloaded up to the dimension
KG. A further overloading beyond KG is possible for TxWF and TxMinBer, but
only if the channel estimates are reliable.
• The exploitation of structural properties of the system matrix reduces the complexity
of the linear MUT methods significantly. Efficient methods to invert the system
matrix include the block tridiagonal, exact and approximated band Cholesky, and
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the block FFT algorithms. The complexity of a TxWF is only about twice as high
as that of a space-time Pre-RAKE, if an approximated band Cholesky approach is
used.
• The complexity of the nonlinear MUT approaches is determined by the solution of
the quadratic subproblems, which have a cubic complexity order. If the exact Hes-
sian matrix is used, its sparse and banded structure can be exploited to compute it
in quadratic or even linear complexity order. The proposed TxMinBerPhase method
requiring no constraint has some magnitudes lower computational complexity than
the other TxMinBer algorithms. However, its computational expense is higher than
that of the reduced complexity linear MUT methods.
In classical communications, advanced receiver structures in conjunction with simple
transmitters are used. However, also simple receivers are possible, if sophisticated signal
processing algorithms are applied in the transmitter. This thesis shall be a contribution
to the development of both high-performance and low-complexity multiuser transmission
methods. The network capacity of cellular systems like the third generation standard TD-
SCDMA or future wireless systems can be increased by MUT approaches. Furthermore,
the necessary transmit power can be significantly reduced, imposing less interference on
the environment and neighboring cells.
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Outlook
The proposed Minimum Bit Error Rate Multiuser Transmission (TxMinBer) and the other
MUT algorithms can also be applied to other vector channels with interference. For exam-
ple, space-time coding or spatial multiplexing schemes can be used in the downlink of one
or multiple users. In [BWLC01] and [CM03], Alamouti-style Space-Time Block Coding
(STBC) with a TxZF precoding is proposed. Essentially, the system matrix is modified
to include the STBC detection in the receiver. Thus the MUT approaches can be applied
as described. The application of TxMinBer to CDMA systems with STBC seems to be
straightforward but needs further investigation.
An important requirement on transmit signals is a low peak-to-average power ratio (PAPR).
That is especially important, if low-cost amplifiers with a limited linear range are applied.
In this thesis, PAPR was not considered. However it can be potentially included in the
transmit signal optimization as an additional constraint or could be included in the ob-
jective function.
Channel estimation was discussed only shortly, e.g. the influence of the channel estima-
tion errors was quantified using a simple error model. The channel estimation error for
MUT can be reduced using channel prediction algorithms, like the Kalman filter [Bar02].
For systems with feedback of the channel coefficients from the receiver to the transmitter,
quantization effects have to be considered.
For fixed-line communications, Tomlinson-Harashima Precoding (THP) is used success-
fully as a transmitter-based equalization method. It seems to be a promising approach
for wireless communications, although a lot of questions still have to be answered. So far,
only the zero-forcing and MMSE optimization criteria are used in THP. The Minimum Bit
Error Rate as optimization criterion for THP could potentially offer better performance.
In this field, further research is going on at TU Dresden.
The TxMinBer approaches find local minima of the bit error probability. However, their
relation to the global optimum is still an open research topic. The application of addi-
tional constraints can lead to a global optimum in certain circumstances for minimum bit
error rate multiuser detection problems.
The computational complexity of the TxMinBer approaches is too high for real-time im-
plementation in currently available reasonably-prized hardware. However, the processing
power is constantly increasing, and there are still potentials to reduce the complexity
of the TxMinBer algorithms. Some ways to reduce the computational complexity were
already shown in this thesis.
A. Background Formulas
A.1. MMSE Matrix Representation
Here, the equivalency of two representations of the TxWF solution is proven. The impor-
tant point is that I1 and I2 might have different dimensions.(
AHA+ αI1
)−1
AH = AH
(
AAH + αI2
)−1
(A.1)
AH
(
AAH + αI2
)
=
(
AHA+ αI1
)
AH
AHAAH + αAHI2 = A
HAAH + αI1A
H
αAH = αAH
For α = 0, the equivalency of the two presentations of the Moore-Penrose pseudo-inverse
is also shown. The result (A.1) is used for the TxZF representation in (4.8) and (4.9).
A.2. Bit Error Rate of Gray-Labelled Modulation with
Predictable Interference
For Gray-labelled QAM constellations, all transmitted bits can be decided independently.
To obtain the expectation of the bit error rate, the average of the independent bit error
probabilities has to be calculated. Each separate bit error probability is characterized by
the distance to the respective decision threshold(s). Here we consider the transmission of
a complex symbol dx = dI,x + j · dQ,x, which has at the detector the expectation d˜x due
to predictable interference and the actual value
_
dx due to additional additive noise.
Figure A.1 shows in the top row a Gray-labelled 16-QAM constellation. In the bottom
row, the decision thresholds and regions for each separate bit are drawn. The shaded
region is the decision for a corresponding ”1”. Following, the most significant (MSB, left)
bit b3 and the least significant (LSB, right) bit b0 are considered exemplarily. For their
detection, only the real component of the received symbol
_
dI,x is of interest. Equivalently,
for the two middle bits of one symbol dx, only the imaginary component of the received
symbol
_
dQ,x is relevant.
The probability density function of the received symbol
_
dI,x is visualized in figure A.2.
The expectation of the received signal due to predictable interference is d˜x. In the shaded
region, bit errors occur since the decision threshold ζ is crossed.
The probability that the MSB b3 is detected incorrectly when a ”1” was transmitted is
with the decision threshold ζ = 0
Pe,x(b3 = 1) =
∫ ∞
0
p(
_
dI,x)d
_
dI,x. (A.2)
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Figure A.1.: Gray-labelled 16-QAM decision regions for each separate bit
,I xd

,I xd,I xd ζ
( ),p I xd
Figure A.2.: Probability density function of received symbol
_
dI,x, where the symbol pre-
diction including interference is d˜I,x. The correct symbol constellation point
is dI,x and the decision threshold is ζ.
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Additive white Gaussian noise (AWGN) with the variance σ2x of the I or Q-component is
added to d˜x:
_
dx = d˜x + ηx. This is the interference and noise affected received symbol.
Equation (A.2) reads now as
Pe,x(b3 = 1) =
1√
2piσx
∫ ∞
0
e
−
(
_
d I,x−d˜I,x
)2
2σ2x d
_
dI,x
=
1
2
erfc
(
−d˜I,x√
2σx
)
, (A.3)
where the complementary error function erfc is defined in section A.3. The decision
threshold of the detector is here at
_
dI,x = 0. The probability that the MSB b3 is decided
incorrectly, when a ”0” was transmitted, is
Pe,x(b3 = 0) =
∫ 0
−∞
p(
_
dI,x)d
_
dI,x
=
1√
2piσx
∫ 0
−∞
e
−
(
_
d I,x−d˜I,x
)2
2σ2x d
_
dI,x
=
1
2
erfc
(
d˜I,x√
2σx
)
. (A.4)
Both error probabilities (A.3) and (A.4) can now be combined for
Pe,x(b3) =
1
2
erfc
(
−d˜I,xsgn(dI,x)√
2σx
)
. (A.5)
For the LSB b0 in the constellation of figure A.1, the bit error probability of an incorrect
decision if a ”1”is transmitted is obtained by integration of the multiply-connected decision
region. It depends on the decision threshold ζ, which is for example ζ = ±2√10 if the
mean bit energy is fixed to Eb = 1 and a 16-QAM constellation of figure A.1 is used:
Pe,x(b0 = 1) =
1√
2piσx
∫ +ζ
−ζ
e
−
(
_
d I,x−d˜I,x
)2
2σ2x d
_
dI,x (A.6)
=
1
2
erfc
(
d˜I,x − ζ√
2σx
)
− 1
2
erfc
(
d˜I,x + ζ√
2σx
)
(A.7)
Pe,x(b0 = 0) =
1
2
erfc
(
ζ − d˜I,x√
2σx
)
+
1
2
erfc
(
d˜I,x + ζ√
2σx
)
. (A.8)
(A.9)
The combined error probability for the LSB of symbol x is
Pe,x(b0) =
1
2
erfc
(
(d˜I,x − ζ)sgn(|dI,x| − ζ)√
2σx
)
− sgn(|dI,x| − ζ)1
2
erfc
(
d˜I,x + ζ√
2σx
)
. (A.10)
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The two examples made clear, how the error probability of each individual bit can be
calculated by integrating the probability density function of the received symbol in the
region of an erroneous bit decision of the detector. The average bit error probability Pe
of a data sequence d of length UN can be calculated by the mean of the individual error
probabilities of each bit of each symbol x
Pe =
1
UN log2(N )
UN∑
x=1
ld(N )∑
b=0
Pe,x,b (A.11)
where N is the constellation size of N −QAM and log2(N ) is the number of bits in one
symbol.
With this method, the bit error probability of Gray-labelled PSK and of constellations
with multiply-connected decision regions can be estimated as well. The bit error proba-
bility prediction for QPSK is given in section 5.2.
A.3. Error Function
The complementary error function is defined as
erfc(x) =
2√
pi
∫ ∞
x
e−t
2
dt (A.12)
= 1− 2
pi
∫ ∞
0
e−t
2
sin(2xt)
t
dt. (A.13)
For, (x < 1), the Taylor series expansion around x = 0 (also known as MacLaurin series)
approximates
1
2
erfc(x) =
1
2
− 1√
pi
(
x− 1
3
x3 +
1
10
x5 − 1
42
x7 + ...
)
=
1
2
− lim
K→∞
1√
pi
K∑
k=0
(−1)kx2k+1
k!2k + 1
(A.14)
already good for K = 10. This expansion is only valid for low distances from the decision
threshold, and therefore not of much use for the BER prediction problem. The line
approximation
1
2
erfc(x) =


1 x ≤ −1
−1
2
x+ 1
2
−1 < x < 1
0 x ≥ 1
(A.15)
is much more suitable to approximate the BER. Figure A.3 shows the complementary
error function and its approximations.
The derivatives of the error function are
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2
erfc(x) and its Taylors series and line
approximations
∂erfc(x)
∂x
=
−2e−x2√
pi
(A.16)
∂2erfc(x)
∂x2
=
4e−x
2
x√
pi
, (A.17)
and a useful relationship is
1
2
erfc(−x) = 1− 1
2
erfc(x). (A.18)
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A.4. First and Second Order Derivatives of Bit Error
Rates
For insight into the dependencies of the BER on the variables and for optimization algo-
rithms, the first and second order derivatives are necessary. Following, the analytic first
derivatives (Jacobian vector) and the second derivatives (Hessian matrix) are derived for
different variants of the Minimum BER MUT approach. The first derivatives were given
in [IRF03] and [IHRF04a]. Derivatives for further cases, like the magnitude-phase repre-
sentation of the chip-valued Minimum BER MUT can be found in [Hab03]. In [IHRF04b],
the second derivatives of the TxMinBerPhase approach are given.
Almost all optimization algorithms require real-valued optimization values. Therefore,
the complex variables are stacked and the problem is reformulated. Following, both the
real and complex-valued derivatives and the real valued Hessian are given.
A.4.1. TxMinBerChip
For the Chip-level Minimum BER Multiuser Transmission, the equations for the BER of
QPSK in dependency on the chip vector s (5.8)-(5.10) are repeated here
Pe(s) =
1
4UN
U∑
u=1
N∑
n=1
[
erfc
(
ξI,u,n√
2σu
)
+ erfc
(
ξQ,u,n√
2σu
)]
(A.19)
ξI,u,n = <
(
d˜u,n
)
sgn (< (du,n)) (A.20)
ξQ,u,n = =
(
d˜u,n
)
sgn (= (du,n)) (A.21)
d˜u,n =
KGN∑
m=1
A ((u− 1)N + n,m) sm, (A.22)
as they are a base for subsequent derivations. Following it is assumed that M = KGN
The chip-symbol system matrix can be for example A = CHHRxH (2.31).
For a real-valued representation of the transmitted chips, the complex-valued chip vector
s ∈ CM is stacked into
s¯ = [< (sT ) ,= (sT )]T ∈ R2M . (A.23)
The same applies to the Jacobian vector pC,chip ∈ CM , which is stacked for pchip ∈ R2M .
The real-valued Hessian matrix Wchip has dimension (2M × 2M).
Real Valued Derivatives of TxMinBerChip
With the derivative of the error function (A.16) and (A.19)-(A.22), the real-valued partial
derivatives can be calculated. Note that the chain rule of derivation has to be applied
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repeatedly.
∂Pe(s)
∂<(sm) =
−1
2NU
√
2pi
U∑
u=1
1
σu
N∑
n=1[
< (A(u−1)N+n,m) sgn (R (du,n)) e− ξ2I,u,n2σ2u
+ = (A(u−1)N+n,m) sgn (I (du,n)) e− ξ2Q,u,n2σ2u ] (A.24)
∂Pe(s)
∂=(sm) =
1
2NU
√
2pi
U∑
u=1
1
σu
N∑
n=1[
= (A(u−1)N+n,m) sgn (R (du,n)) e− ξ2I,u,n2σ2u
−< (A(u−1)N+n,m) sgn (I (du,n)) e− ξ2Q,u,n2σ2u ]. (A.25)
All elements (A.24) and (A.25) can be stacked for the Jacobian vector of first derivatives
pchip =
[
∂Pe(s)
∂<(s1) , ..,
∂Pe(s)
∂<(sM) ,
∂Pe(s)
∂=(s1) , ..,
∂Pe(s)
∂=(sM)
]T
∈ R2M . (A.26)
Complex Valued Derivative of TxMinBerChip
The real-valued derivatives (A.24) and (A.25) can be combined to form the complex-valued
derivative
∂Pe(s)
∂sm
=
∂Pe(s)
∂<(sm) + j ·
∂Pe(s)
∂=(sm)
=
−1
2NU
√
2pi
U∑
u=1
1
σu
N∑
n=1
A∗(u−1)N+n,m
[
sgn (R (du,n)) e
− ξ
2
I,u,n
2σ2u + j · sgn (I (du,n)) e−
ξ2Q,u,n
2σ2u
]
.
(A.27)
pC,chip =
[
∂Pe(s)
∂s1
, ..,
∂Pe(s)
∂sM
]T
∈ CM . (A.28)
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Real Valued Hessian of TxMinBerChip
If the Jacobian (A.24) and (A.25) are derived again, we obtain the elements of the Hessian
matrix
∂2Pe(s)
∂< (sm) ∂< (st) =
1
2NU
√
2pi
U∑
u=1
1
σ3u
N∑
n=1
[
ξI,u,ne
− ξ
2
I,u,n
2σ2u < (A(u−1)N+n,m)< (A(u−1)N+n,t)
+ ξQ,u,ne
− ξ
2
Q,u,n
2σ2u = (A(u−1)N+n,m)= (A(u−1)N+n,t) ] (A.29)
∂2Pe(s)
∂< (sm) ∂= (st) =
1
2NU
√
2pi
U∑
u=1
1
σ3u
N∑
n=1
[
− ξI,u,ne−
ξ2I,u,n
2σ2u < (A(u−1)N+n,m)= (A(u−1)N+n,t)
+ ξQ,u,ne
− ξ
2
Q,u,n
2σ2u = (A(u−1)N+n,m)< (A(u−1)N+n,t) ] (A.30)
∂2Pe(s)
∂= (sm) ∂= (st) =
1
2NU
√
2pi
U∑
u=1
1
σ3u
N∑
n=1
[
ξI,u,ne
− ξ
2
I,u,n
2σ2u = (A(u−1)N+n,m)= (A(u−1)N+n,t)
+ ξQ,u,ne
− ξ
2
Q,u,n
2σ2u < (A(u−1)N+n,m)< (A(u−1)N+n,t) ] (A.31)
Using the elements (A.29)-(A.31), the Hessian matrix of the second derivatives becomes
with M = KGN
Wchip =


∂2Pe(s)
∂<(s1)∂<(s1) ..
∂2Pe(s)
∂<(s1)∂<(sM )
∂2Pe(s)
∂<(s1)∂=(s1) ..
∂2Pe(s)
∂<(s1)∂=(sM )
.. .. .. .. .. ..
∂2Pe(s)
∂<(sM )∂<(s1) ..
∂2Pe(s)
∂<(sM )∂<(sM )
∂2Pe(s)
∂<(sM )∂=(s1) ..
∂2Pe(s)
∂<(sM )∂=(sM )
∂2Pe(s)
∂=(s1)∂<(s1) ..
∂2Pe(s)
∂=(s1)∂<(sM )
∂2Pe(s)
∂=(s1)∂=(s1) ..
∂2Pe(s)
∂=(s1)∂=(sM )
.. .. .. .. .. ..
∂2Pe(s)
∂=(sM )∂<(s1) ..
∂2Pe(s)
∂=(sM )∂<(sM )
∂2Pe(s)
∂=(sM )∂=(s1) ..
∂2Pe(s)
∂=(sM )∂=(sM )


∈ R2M×2M .
(A.32)
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A.4.2. TxMinBerSymb
The symbol valued Minimum BER Multiuser Transmission approach has the complex pre-
processing factors α as its optimization variables. The expression for the BER is given in
(A.19)-(A.21), where the prediction of the received symbol d˜u,n (A.22) has to be replaced
by (5.20), which is repeated here:
d˜u,n =
U∑
v=1
N∑
m=1
αv,mdv,mB ((u− 1)N + n, (v − 1)N +m) . (A.33)
For the real-valued representation, the complex-valued vector of pre-processing coefficients
α ∈ CUN is stacked into
α¯ = [< (αT ) ,= (αT )]T ∈ R2UN . (A.34)
The same applies to the Jacobian vector pC,symb ∈ CUN , which is stacked for psymb ∈ R2UN .
The real-valued Hessian matrix Wsymb has dimension (2UN × 2UN).
Real valued derivatives of TxMinBerSymb
With (A.19)-(A.21), (A.33) and (A.16), we can obtain the real-valued derivatives of
TxMinBerSymb and the Jacobian vector (A.37).
∂Pe(α)
∂< (αv,m) =
−1
2NU
√
2pi
U∑
u=1
1
σu
N∑
n=1
[
sgn(<(du,n))< (dv,mB ((u− 1)N + n, (v − 1)N +m)) e−
ξ2I,u,n
2σ2u
+ sgn(=(du,n))= (dv,mB ((u− 1)N + n, (v − 1)N +m)) e−
ξ2Q,u,n
2σ2u
]
(A.35)
∂Pe(α)
∂= (αv,m) =
1
2NU
√
2pi
U∑
u=1
1
σu
N∑
n=1
[
sgn(<(du,n))= (dv,mB ((u− 1)N + n, (v − 1)N +m)) e−
ξ2I,u,n
2σ2u
− sgn(=(du,n))< (dv,mB ((u− 1)N + n, (v − 1)N +m)) e−
ξ2Q,u,n
2σ2u
]
. (A.36)
psymb =
[
∂Pe(α)
∂< (α1,1) , ..,
∂Pe(α)
∂< (α1,N ) , ..,
∂Pe(α)
∂< (αU,N)
∂Pe(α)
∂= (α1,1) , ..,
∂Pe(α)
∂= (α1,N ) , ..,
∂Pe(α)
∂= (αU,N)
]T
∈ R2UN .
(A.37)
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Complex valued derivative of TxMinBerSymb
The real-valued derivatives (A.35) and (A.36) are combined for
∂Pe(α)
∂αv,m
=
∂Pe(α)
∂< (αv,m) + j ·
∂Pe(α)
∂= (αv,m)
=
−d?v,m
2NU
√
2pi
U∑
u=1
1
σu
N∑
n=1
[
B? ((u− 1)N + n, (v − 1)N +m) ·
sgn(<(du,n))e−
ξ2I,u,n
2σ2u + j · sgn(=(du,n))e−
ξ2Q,u,n
2σ2u
]
. (A.38)
With the assumption that each symbol is only affected by the previous, current, and next
one we can express the received symbol prediction (A.33) by
d˜u,n =
U∑
v=1
(
αv,n−1dv,n−1γa,v,u + αv,ndv,nγb,v,u + αv,n+1dv,n+1γc,v,u
)
(A.39)
which was shown already in (5.21). The complex-valued first derivative (A.38) can now
be simplified to
∂Pe(α)
∂αv,n
=
−d?v,n
2NU
√
2pi
U∑
u=1
1
σu
[
sgn(<(du,n−1))γ?c,v,ue−
ξ2I,u,n−1
2σ2u +
+ sgn(<(du,n))γ?b,v,ue
− ξ
2
I,u,n
2σ2u + sgn(<(du,n+1))γ?a,v,ue
− ξ
2
I,u,n+1
2σ2u +
+ j · sgn(=(du,n−1))γ?c,v,ue
− ξ
2
Q,u,n−1
2σ2u + j · sgn(=(du,n))γ?b,v,ue
− ξ
2
Q,u,n
2σ2u
+ j · sgn(=(du,n+1))γ?a,v,ue
− ξ
2
Q,u,n+1
2σ2u
]
. (A.40)
The Jacobian vector of the complex-valued first derivatives reads as
pC,symb =
[
∂Pe(α)
∂ (α1,1)
, ..,
∂Pe(α)
∂ (α1,N )
, ..,
∂Pe(α)
∂ (αU,N)
]T
∈ CUN . (A.41)
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Real valued Hessian of TxMinBerSymb
The Hessian matrix elements are
∂2Pe(α)
∂< (αv1,m1) ∂< (αv2,m2) =
1
2NU
√
2pi
U∑
u=1
1
σ3u
N∑
n=1
[
< (dv1,m1B ((u− 1)N + n, (v1− 1)N +m1)) ·
· < (dv2,m2B ((u− 1)N + n, (v2− 1)N +m2)) e−
ξ2I,u,n
2σ2u ξI,u,n+
+ = (dv1,m1B ((u− 1)N + n, (v1− 1)N +m1)) ·
· = (dv2,m2B ((u− 1)N + n, (v2− 1)N +m2)) e−
ξ2Q,u,n
2σ2u ξQ,u,n
]
(A.42)
∂2Pe(α)
∂< (αv1,m1) ∂= (αv2,m2) =
1
2NU
√
2pi
U∑
u=1
1
σ3u
N∑
n=1
[
− < (dv1,m1B ((u− 1)N + n, (v1− 1)N +m1)) ·
· = (dv2,m2B ((u− 1)N + n, (v2− 1)N +m2)) e−
ξ2I,u,n
2σ2u ξI,u,n+
+ = (dv1,m1B ((u− 1)N + n, (v1− 1)N +m1)) ·
· < (dv2,m2B ((u− 1)N + n, (v2− 1)N +m2)) e−
ξ2Q,u,n
2σ2u ξQ,u,n
]
(A.43)
∂2Pe(α)
∂= (αv1,m1) ∂= (αv2,m2) =
1
2NU
√
2pi
U∑
u=1
1
σ3u
N∑
n=1
[
= (dv1,m1B ((u− 1)N + n, (v1− 1)N +m1)) ·
· = (dv2,m2B ((u− 1)N + n, (v2− 1)N +m2)) e−
ξ2I,u,n
2σ2u ξI,u,n+
+ < (dv1,m1B ((u− 1)N + n, (v1− 1)N +m1)) ·
· < (dv2,m2B ((u− 1)N + n, (v2− 1)N +m2)) e−
ξ2Q,u,n
2σ2u ξQ,u,n
]
.
(A.44)
Using the elements (A.42)-(A.44), the real-valued Hessian matrix Wsymb of the second
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derivatives of size (2UN × 2UN) becomes
Wsymb =


∂2Pe(α)
∂<(α1,1)∂<(α1,1) ..
∂2Pe(α)
∂<(α1,1)∂<(αU,N)
∂2Pe(α)
∂<(α1,1)∂=(α1,1) ..
∂2Pe(α)
∂<(α1,1)∂=(αU,N)
.. .. .. .. .. ..
∂2Pe(α)
∂<(αU,N)∂<(α1,1)
.. ∂
2Pe(α)
∂<(αU,N)∂<(αU,N)
∂2Pe(α)
∂<(αU,N)∂=(α1,1)
.. ∂
2Pe(α)
∂<(αU,N)∂=(αU,N)
∂2Pe(α)
∂=(α1,1)∂<(α1,1) ..
∂2Pe(α)
∂=(α1,1)∂<(αU,N)
∂2Pe(α)
∂=(α1,1)∂=(α1,1) ..
∂2Pe(α)
∂=(α1,1)∂=(αU,N)
.. .. .. .. .. ..
∂2Pe(α)
∂=(αU,N)∂<(α1,1)
.. ∂
2Pe(α)
∂=(αU,N)∂<(αU,N)
∂2Pe(α)
∂=(αU,N)∂=(α1,1)
.. ∂
2Pe(α)
∂=(αU,N)∂=(αU,N)


.
(A.45)
A.4.3. TxMinBerPhase
Instead of expressing the transmitted complex chips of the chip-level approach by its
real and imaginary parts, a magnitude and phase representation sm = rme
jϕm is also
possible. Thus the complex optimization problem of size M can be transformed into a
real optimization problem of size 2M , as it is done in the TxMinBerChip approach. This
way is taken in [Hab03]. However, if the magnitudes are fixed and only the phases of the
chips are remaining variables, an unconstraint problem of size M remains, since the chip
phases do not affect the transmit power constraint [IH03], [IHRF04a]. Following, the first
derivatives and the Hessian for the phase-only approach are shown.
Derivatives of TxMinBerPhase
By introducing sm = rme
jϕm in the expression of Pe(s) (A.19)-(A.22), the relation of the
BER Pe and the chip phases ϕm can be established. Its derivative is
∂Pe(ϕ)
∂ϕm
=
−rm
2NU
√
2pi
U∑
u=1
1
σu
N∑
n=1
∣∣A(u−1)N+n,m∣∣ [
− sgn (R (du,n)) e−
ξ2I,u,n
2σ2u sin
(
ϕm + arg
(
A(u−1)N+n,m
))
+ sgn (I (du,n)) e
− ξ
2
Q,u,n
2σ2u cos
(
ϕm + arg
(
A(u−1)N+n,m
)) ]
. (A.46)
The Jacobian vector of the first derivatives is
pphase =
[
∂Pe(ϕ)
∂ϕ1
, ..,
∂Pe(ϕ)
∂ϕM
]T
∈ RM . (A.47)
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Hessian of TxMinBerPhase
The elements of the Hessian matrix are
∂2Pe(ϕ)
∂ϕm∂ϕt
=
rmrt
2NU
√
2pi
U∑
u=1
1
σ3u
N∑
n=1
∣∣A(u−1)N+n,m∣∣ ∣∣A(u−1)N+n,t∣∣ [
ξI,u,ne
− ξ
2
I,u,n
2σ2u sin
(
ϕm + arg
(
A(u−1)N+n,m
))
sin
(
ϕt + arg
(
A(u−1)N+n,t
))
+ ξQ,u,ne
− ξ
2
Q,u,n
2σ2u cos
(
ϕm + arg
(
A(u−1)N+n,m
))
cos
(
ϕt + arg
(
A(u−1)N+n,t
)) ]
+
+ δm,t
rm
2NU
√
2pi
U∑
u=1
1
σu
N∑
n=1
∣∣A(u−1)N+n,m∣∣ [
sgn (R (du,n)) e
− ξ
2
I,u,n
2σ2u cos
(
ϕm + arg
(
A(u−1)N+n,m
))
+ sgn (I (du,n)) e
− ξ
2
Q,u,n
2σ2u sin
(
ϕm + arg
(
A(u−1)N+n,m
)) ]
. (A.48)
The Kronecker delta δm,t includes the second term of (A.48) only if t = m. The reason
for the second term is that the second derivative of (A.47) with respect to ϕt for t = m
requires the product rule of derivation. The Hessian matrix Wphase for the phase-only
chip-level approach is
Wphase =


∂2Pe(ϕ)
∂ϕ1∂ϕ1
..
∂2Pe(ϕ)
∂ϕ1∂ϕM
.. .. ..
∂2Pe(ϕ)
∂ϕM∂ϕ1
..
∂2Pe(ϕ)
ϕM∂ϕM

 ∈ RM×M . (A.49)
B. Numerical Optimization
Almost all engineering problems can be formulated as an optimization problem: minimize
some cost function, maximize some performance measure, achieve the best goal with given
resources. The engineering achievement consists hence of two parts: first formulate an
appropriate objective, i.e. a quantitative measure for the goal one wants to achieve and
second find a feasible solution. However, very often both steps are mixed and the optimiza-
tion is not clearly formulated. A clear separation of the problem formulation, including
the analysis of its structure and properties, from the actual optimization is advantageous
in many occasions. Many powerful optimization algorithms have been developed in the
recent years, and mathematical research results are ready to be used in practical prob-
lems. Many algorithms are available as source code for common programming languages,
or are integrated into mathematical or engineering software, like MATLAB or MATHE-
MATICA.
In mechanical engineering, modern numerical optimization methods are used more often
than in communications. The reason is, that most communications problems have to be
solved in real time, i.e. a solution, like detection of transmitted data, has to be found in
a limited time, otherwise it is useless. Furthermore, there is always a tradeoff between
the computational cost of an optimization algorithm and the cost saving it can provide
by achieving a better solution.
The so-far ever growing processor speed and available memory for the same or less amount
of money makes the use of optimization algorithms in real-time applications more and
more feasible.
[AD00] optimizes the channel throughput by the SQP algorithm. In [Dha96], SQP is
applied to measurement problems.
Unfortunately, many engineering problems are very complex, i.e. they depend on many
variables, and the inter-relations can not be expressed in an easy manner. These problems
are in general nonlinear and have usually also nonlinear constraints. The vast amount of
well-developed linear optimization algorithms can unfortunately not be applied. However,
there exist also some very powerful methods for nonlinear optimization. In this thesis,
their application to the problem of Multiuser Detection is shown. Following, a short
overview of numerical optimization (also known as mathematical programming) is given,
as far as it is necessary to understand the methods of Sequential Quadratic Program-
ming(SQP) or the Preconditioned Conjugate Gradient Algorithm (PCG). For simplicity
strict mathematically conditions, like differentiability etc. are omitted. It is referred to
the literature instead. A good overview of the state-of-the-art numerical optimization can
be found in [NW99], [Pap96], [Ven01], [Mat02], [Fis03], [K01] and [Hab03].
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B.1. Optimization Problem Formulation
An objective function f can be maximized or minimized. Since a maximization can be
also expressed as a minimization of −f , only minimization is considered following. The
function depends on the vector of n real variables x ∈ Rn (also unknowns or parameters).
A complex variable, as it is very common in communications, has to be expressed in real
variables, since almost all optimization algorithms work on real variables. The general
optimization problem Rn → R is
xopt = argmin
x
f(x) subject to
{
geq,i(x) = 0, i ∈ E
gieq,i(x) ≤ 0, i ∈ I
. (B.1)
The scalar valued equality constraint functions geq,i(x) have to be satisfied by the vari-
ables, where E is the set of equality constraints. The inequality constraint functions
gieq,i(x) form the set I. A solution xk is called feasible, if it fulfills all constraints, and a
set of feasible points is a feasible region. If the constraints are not present, one speaks of
unconstrained optimization. Usually, constrained optimization problems are transformed
to unconstrained problems by adding an appropriate penalty term to the objective func-
tion to discourage constraint violations.
The gradient of the function f(x) at the point xk is the vector of its first partial derivatives,
also called Jacobian
∇f(xk) =
[
∂f(x)
∂x(1)
, ..,
∂f(x)
∂x(n)
]T
x=xk
∈ Rn. (B.2)
The Hessian matrix of f(x) at the point xk are its second partial derivatives
∇2f(xk) =


∂2f(x)
∂x(1)∂x(1) ..
∂2f(x)
∂x(1)∂x(n)
.. .. ..
∂2f(x)
∂x(n)∂x(1) ..
∂2f(x)
∂x(n)∂x(n)


x=xk
∈ Rn×n (B.3)
Further classifications of optimization problems are possible:
integer / discrete / continuous optimization If the values x are only allowed to be
elements of a discrete set (e.g. the set of all integers), integer programming methods
should be applied, rather than solving the problem with real variables and rounding
the solution afterwards. In discrete optimization problems, the solution belongs to
a finite set. These problems are usually more difficult than continuous optimization,
since the smoothness of the function around a specific point x0 can not be exploited
to find information close to that point.
global / local optimization A local solution is a point, at which the objective function
is smaller than at all feasible points in its vicinity. However, there may exist several
local minima. Usually, it is both hard to identify, whether a local solution is a global
optimum, and it is even more difficult to find such a global optimum. If it can be
shown, that a problem is convex, all its local solutions are also the global ones. A
function f is concave if −f is convex. A global optimization problem is a nonconvex
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problem.
Following, the necessary and sufficient conditions for a local optimum of an uncon-
strained problem ((B.1) without constraints) are given. The first order necessary
condition for xk being a local minimizer of f is [NW99]
∇f(xk) = 0 , (B.4)
which is of course also fulfilled for local maxima or saddle points. The second
order necessary condition can be found in [NW99], and the second order sufficient
conditions for a strict local minimum are
∇f(xk) = 0 and ∇2f(xk) is positive definite (B.5)
B.2. Optimization strategies
Almost all optimization algorithms work iteratively: Beginning at an initial point x0,
a sequence of iterates xk is generated, where it is strived for f(xk) < f(xk−1). This is
repeated until the solution is reached with sufficient accuracy or no more progress is made.
Common stopping conditions are a maximum allowed number of iterations, a sufficiently
low function value or gradient.
An appropriate sequence of iterates can be generated by the line search and trust region
methods.
B.2.1. Line Search
The line search algorithm chooses a search direction sk. Starting from the current iterate
xk, it searches along this direction for the lowest function value, i.e. the one-dimensional
optimization problem
αk = argmin
α>0
f(xk + αsk) (B.6)
is solved. Thus, the new iterate
xk+1 = xk + αksk , (B.7)
is obtained with the optimized step length αk, where a new search direction is determined,
followed again by line search until one of the stopping conditions is fulfilled. Instead
of putting too much effort to solve (B.6) exactly, it is in most cases sufficient to find
an approximate step length αk by comparing a few trial step length results [NW99].
Quadratic or cubic interpolation and extrapolation is also common [Mat02]. Section
(B.3) investigates the search direction determination for line search.
B.2.2. Trust Region
The basic idea of the trust region method is to construct a model function mk, whose
behavior in a region (trust region) around the current point xk is similar to that of the
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objective function f . The trust region sub-problem is now to find a direction s, which
minimizes the model function inside the trust region.
sk = argmin
s
mk(xk + s) where xk + s lies inside the trust region. (B.8)
If the decrease of the f is too small, the trust region is adjusted and (B.8) is re-solved,
until a stopping condition of the trust region sub-problem is reached [NW99]. The new
iterative of the objective function is now xk+1 = xk + sk.
Usually, the trust region is a hyper-ball defined by ||s||2 ≤ ∆,where ∆ > 0 is called the
trust region radius.
There are various suitable model functions. Usually, the model function mk is defined
as the Taylor series of f(x) around xk, where only the terms up to the second order are
taken
mk(xk + s) = f(xk) + s
T∇f(xk) + 1
2
sT∇2f(xk)s. (B.9)
The Hessian matrix ∇2f(xk) (B.3) of the second derivatives in (B.9) can also be an ap-
proximation Wk. This is usually obtained by a quasi-Newton method, as it will be shown
in section B.3.3.
The trust region and line search methods are in a way similar. Line search fixes first a
search direction sk and finds then an appropriate distance αk, whereas in trust region
a maximum distance (trust region radius ∆k) is given first and then a direction sk is
calculated. The application of both methods to Multiuser Transmission problems will be
shown later.
B.3. Search Direction Determination for Line Search
To guarantee that a direction sk is a downhill direction [NW99], the angle θk between sk
and the gradient ∇f(xk) has to have cos θk < 0, i.e.
sTk∇f(xk) = ||sk|| ||∇f(xk)|| cos θk < 0. (B.10)
B.3.1. Steepest Descent
The most obvious search direction for (B.7) is the steepest descent, i.e. the direction of
the negative gradient
sk = −∇f(xk). (B.11)
Since the steepest descent has very often slow convergence properties, it is not used
so often. Section B.6 shows the combination of the steepest gradient with the Newton
direction.
B.3.2. Newton Direction
The second-order Taylor series approximation mk of the objective function f(xk) in the
vicinity of xk was already given in (B.9). By simply setting its derivative to zero, we can
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obtain the explicit formula
sk = −
{∇2f(xk)}−1∇f(xk). (B.12)
which points to the minimum of the model function. One condition for (B.12) is that
∇2f(xk) is positive definite. Otherwise, the Newton direction may not exist, since there
exists no solution to {∇2f(xk)}−1. Even if the Newton direction is defined but ∇2f(xk)
is not positive definite, the resulting direction may not be a downhill direction, since the
condition (B.10) is not fulfilled. By inserting (B.12) into (B.10), the condition reads as
sTk∇f(xk) = −∇fT (xk)
{∇2f(xk)}−T ∇f(xk) < 0. (B.13)
One way to deal with this problem is to modify the definition of sk that it always fulfills
the downhill condition [NW99].
The Newton method has an important feature that there is a ’natural’ step length α = 1
to reach the model function minimum, unlike in the case of the steepest descent algorithm.
Newton methods have a fast speed of convergence (usually quadratic), especially in the
vicinity of a local minimum. However, the calculation of the Hessian and its inverse are
computationally expensive. Remember, that the Hessian has n2 elements.
B.3.3. Quasi-Newton Search Direction
The problem that the Hessian is not always positive definite and the high costs of its
computation can be circumvented by Quasi-Newton methods. The Hessian (or directly
its inverse) is only approximated by Wk ≈ ∇2f(xk). The approximation Wk is updated
after each step k, using information from the previous step. Changes in the gradient
from step to step provide information about the second derivative of f along the search
direction. With
pk = xk+1 − xk (B.14)
qk = ∇f(xk+1)−∇f(xk), (B.15)
the BFGS formula, named after its inventors Broyden, Fletcher, Goldfarb, and Shanno is
defined by
Wk+1 = Wk +
qkq
T
k
qTkpk
−Wkpkp
T
kW
T
k
pTkWkpk
. (B.16)
W is always positive definite, as long the initial matrix W0 is positive definite [NW99].
Therefore, the BFGS updated is usually initialized with W0 = I. The quasi-Newton
search direction
sk = −W−1k ∇f(xk) (B.17)
is given by replacing the Hessian in (B.12). Both the exact Hessian ∇2f(xk) (B.3) and
the approximation W (B.16) are symmetric matrices.
A computational efficient modification is to update directly the inverse of Wk rather than
Wk, which is given in [Pap96], [NW99]. There exist also other methods to calculate
W, namely the symmetric-rank-one formula (SR1) [NW99] or the DFP formula, named
after its inventors Davidon, Fletcher, and Powell [Mat02]. Further algorithms are limited-
memory BFGS or partially separable optimization.
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A quasi-Newton line search has not the fast convergence speed of the exact Newton
method, but needs less computational effort to compute the Hessian and delivers always
a positive definite solution.
B.3.4. Linear Preconditioned Conjugate Gradient Method
The iterative conjugate gradient methods are used widely to solve linear problems and for
nonlinear optimiation [She94], [GL96], [PTVF92], [NW99], [TB92].
In both line-search (B.17) and trust-region methods (B.9) the problem is approximated
in the current point xk by the second-order Taylor-series. This substitute function can be
minimized by solving a linear equation system of the form
As = b (B.18)
for s, which is equivalent to minimizing
1
2
sTAs− bT s. (B.19)
A is a positive-definite symmetric matrix, e.g. the HessianW and b is a coefficient vector,
e.g. the Jacobian vector of first derivatives. A set of nonzero vectors {p0, ..,pl, ..pn} is
said to be conjugate with respect to the symmetric positive definite matrix A [NW99], if
pTi Apj = 0 for all i 6= j (B.20)
A set satisfying this property is also linearly independent, i.e. n conjugate vectors span the
whole space Rn. Equation (B.19) can be minimized in n steps by successively minimizing
it along the individual directions in the conjugate set. The conjugate gradient method
can compute iteratively conjugate vectors (or gradients / directions), where each vector
pl can be computed from pl−1 without knowledge of the other element of the conjugate
set. Thus storage and computation requirements are kept low.
The convergence speed depends very much on the Eigenvalue distribution of A [NW99],
[TB92], i.e. it should be well-conditioned or have clustered Eigenvalues. The linear
system in B.18 can be transformed to a more favorable system by preconditioning [TB92]
to speed up convergence. The variable vector x is transformed with the non-singular
preconditioning matrix C to x¯ = Cx. Equation (B.18) can now be substituted by solving
the linear system
C−TAC−1x¯ = C−Tb (B.21)
for x¯. The preconditioner C should be chosen that the Eigenvalues of C−TAC−1 are more
favorable for fast convergency. In the actual algorithm, only the symmetric and positive
definite matrix M = CTC is used.
For the calculation of suitable preconditioners C or M exist different proposals. It should
guarantee fast convergence, but should also require only an inexpensive computation and
little memory. Furthermore, the solution of the linear equation system should be fast.
Algorithm B.1 shows the preconditioned conjugate gradient method to solve a large linear
equation system linearly [NW99] [Mat02]. This algorithm is given here to illustrate the
principle and to identify the elements with the largest computational complexity for the
complexity approximation in chapter 7.
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1: r0 ⇐ As0 − b %
2: Solve My0 = r0 for y0
3: while rl 6= 0 do % Conjugate Gradient Iteration
4: αl ⇐ r
T
l yl
pTl Apl
5: sl+1 ⇐ sl + αlpl
6: rl+1 ⇐ rl + αlApl
7: Solve Myl+1 = rl+1 for yl+1
8: βl+1 ⇐ r
T
l+1yl+1
rTl yl
9: pl+1 ⇐ −yl+1 + βl+1pl
10: l ⇐ l + 1
11: end while
Algorithm B.1: Preconditioned conjugate gradient algorithm to solve As = b for s
B.4. Constrained Optimization
So far, the problem was assumed to have no constraint. However most engineering prob-
lems have at least one constraint. For example, in the case of Multiuser Transmission the
available transmit power is limited.
The general optimization problem with equality and inequality constraints was formu-
lated in (B.1). The constraints can be linear, quadratic or nonlinear. The basic concept
of constrained optimization is to incorporate somehow the objective function and the
constraints into a new unconstrained merit function. These methods are the Lagrangian
function and the barrier, penalty and augmented Lagrangian methods.
B.4.1. Lagrangian function
The Lagrangian function is
L(x,λ) = f(x) +
∑
i∈E∪I
λigi(x), (B.22)
where λ is the vector of the Lagrange multipliers λi. It should be noted, that in literature
exist different definitions of (B.22). The active set A(x) at any feasible x is the union of
the equality constraint set E (B.1) and the active inequality constraints
A(x) = E(x) ∪ {i ∈ I(x)|gi = 0} . (B.23)
The necessary first-order conditions for local optimality at the point xk with the Lagrange
multipliers λi are [NW99], [Pap96]
∇x(xk,λ) = ∇f(xk) +
∑
i∈A(xk)
λi∇gi(xk) = 0 (B.24)
gi(xk) = 0 for all i ∈ E (B.25)
gi(xk) ≤ 0 for all i ∈ I (B.26)
λi ≥ 0 for all i ∈ I (B.27)
λigi(xk) = 0 for all i ∈ E ∪ I, (B.28)
which are known as Karush-Kuhn-Tucker (KKT) conditions.
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B.4.2. Penalty Function
Another way to treat constrained problems as unconstrained ones is by combining objec-
tive function f and equality constraints gi into a penalty function [BS89], [NW99]
xopt = argmin
x
f(x) +
1
2µ
∑
i∈E
g2i (x). (B.29)
with the penalty parameter µ > 0. The unconstrained function is then minimized for
increasing values of µ, until a sufficient accuracy is obtained.
B.4.3. Barrier Function
The barrier function is also used frequently to transform a constrained problem into an
unconstrained one:
xopt = argmin
x
f(x) + µ
∑
i∈I
log gi(x). (B.30)
B.4.4. Augmented Lagrangian
For equality constrained functions it is also possible to combine the Lagrangian (B.22)
with the quadratic penalty function (B.29) for the augmented Lagrangian function.
xopt = argmin
x
f(x)−
∑
i∈E
λigi(x) +
1
µ
∑
i∈E
g2i (x), (B.31)
B.5. Sequential Quadratic Programming (SQP)
The following approach is used for the optimization problems TxMinBerChip and TxMin-
BerSymb in chapter 5. SQP approaches are considered as the most efficient and accurate
nonlinear optimization methods [Mat02], [K01], [NW99], [Pap96]. In each iteration, the
objective function is approximated quadratically in the vicinity of the current point and
the constraints are linearized. Then, this quadratic sub-problem is solved to find a new
search direction from the current point. Using an one-dimensional line search method, the
step length is determined to finally proceed to the next iteration point. For the quadratic
sub-problem, the Hessian or its quasi-Newton approximation is necessary. Following, only
the most important points of the SQP method are outlined. For a full description and a
discussion of variants it is referred to the literature.
To optimize a general constrained function f(x) (B.1) near the point xk, its quadratic
approximation (B.9) (second order Taylor series)
sk = argmin
s
1
2
sTWks+∇fT (xk)s (B.32)
subject to ∇gTi (xk)s = 0, i ∈ E (B.33)
∇gTi (xk)s ≤ 0, i ∈ I (B.34)
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with linearized constraints is minimized instead. This is also called quadratic subproblem,
which can be solved by quadratic programming. The solution sk is the direction, in which
a step is taken to form a new iterate
xk+1 = xk + αksk. (B.35)
The matrix Wk in (B.32) is the Hessian of the Lagrangian function (B.22), or more often
its positive definite quasi-Newton approximation. Equation (B.16) is modified for the
BFGS-formula for constrained optimization [Mat02],
Wk+1 = Wk +
qkq
T
k
qTkpk
−Wkpkp
T
kW
T
k
pTkWkpk
where (B.36)
pk = xk+1 − x (B.37)
qk = ∇f(xk+1) +
∑
i∈A
λi∇gi(xk+1)−
(
∇f(xk) +
∑
i∈A
λi∇gi(xk)
)
(B.38)
[Mat02] discusses also methods to keep W positive definite.
The scalar α (step length) in (B.35) is determined by a line search procedure, e.g.
quadratic or cubic line search to minimize a suitable merit function.
B.5.1. Quadratic Programming
In each major SQP iteration step, a quadratic sub-problem (B.32) has to be solved. The
merit function of this subproblem is the search direction s in (B.32) with the linearized
constraints (B.33) and (B.34). The matrix of active constraints
Ak = [∇g1(xk), ..,∇gi(xk), ..,∇gm(xk)]T ∈ Rm×n for i ∈ A (B.39)
is updated in each iteration. All equality constraints are included in Ak, whereas only
active inequality constraints remain in Ak. The active set strategy [Mat02] involves the
calculation of a feasible point and possibly the generation of an iterative sequence of
feasible points that converge to the solution. If only equality constraints are present,
the active set remains constant and we obtain directly the solution of the quadratic sub-
problem.
The feasible subspace for sk (B.32) is formed from a basis Zk whose columns are orthogonal
to Ak (i.e. AkZk = 0). Thus a search direction, which is formed from a linear summation
of any combination of the columns of Zk is guaranteed to remain on the boundaries of
the active constraints. The matrix Zk ∈ Rn×n−m is found by QR-decomposition [GL96]
of Ak. The new parameter vector of length n−m is r with sk = Zkr. If we rewrite (B.32)
as a function of r, we obtain the new optimization function
rk = argmin
r
1
2
rTZTkWZkr+∇fT (xk)Zkr. (B.40)
The gradient of (B.40) is called the projected gradient of the quadratic function since it
is the gradient projected in the subspace defined by Zk. The term Z
T
kWZk is referred to
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as projected Hessian. Equation (B.40) is solved by setting its gradient to zero, leading to
the equation system
ZTkWZkr = −ZTk∇f(xk). (B.41)
Equation (B.41) can be solved for r with standard methods like LU-factorization [GL96].
The direction of descent we have searched in (B.32) can be found by back substitution
sk = Z
T
k r. This can be used for line search (B.35) to finally find the next function iterate
xk+1.
B.6. Efficient Nonlinear Unconstrained Optimization:
Two-Dimensional Subspace Minimization
The following approach is used for the optimization problem TxMinBerPhase in chapter
5. For relatively large unconstrained nonlinear problems with analytic formulas for the
objective function, the gradient and the Hessian matrix, a trust region method with two-
dimensional subspace minimization and a preconditioned conjugate gradient subproblem
solution is proposed in [Mat02] and [NW99].
As described in section B.2.2, in one iteration step the trust region radius ∆ is fixed,
and a search direction sk is calculated, which minimizes the second-order Taylor ap-
proximation (B.9) of the objective function inside the trust region radius (trust region
sub-problem). A direct solution of (B.9) is prohibitive for high dimensions, requiring
for simplifications. One proposal [NW99], [Mat02] is to limit the quadratic sub-problem
to the two-dimensional subspace S = span {s1, s2}, which is spanned by the gradient
s1 = ∇f(xk) and the approximate Newton direction s2 = −W−1k ∇f(xk). The solution of
the quadratic subproblem in the two-dimensional subspace has an equivalent linear equa-
tion system, which can be solved for instance by the preconditioned conjugate gradient
method, see section B.3.4.
Once the direction sk is found, the new iteration point is found by (B.8) xk+1 = xk + sk,
provided that the new function value is really smaller than the previous one. Otherwise,
the trust region radius has to be adjusted. This algorithm is repeated iteratively until a
suitable stopping condition is fulfilled.
The application of the optimization methods to the problem of Minimum BER Multiuser
Transmission is shown in section 5.6.
C. Frequently Used Symbols and
Acronyms
Symbols
α, αWF Ratio of noise variance and signal power
α Preprocessing coefficients for TxMinBerSymb (complex-
valued)
α¯ Preprocessing coefficients for TxMinBerSymb (real-
valued)
β Transmit power normalization factor
βDL/UL Ratio of downlink and uplink slots in one TDD-frame
γkx,v,u Symbol-symbol system matrix element x = {a, b, c}
δm,n Kronecker delta, δm,n = 1 for m = n, zero for m 6= n
ζ Eigenvalue spread of a matrix
ζ Decision threshold
ηu,q,k(l) Channel estimation error on h
′
u,q,k(l)
η′u,q Additive noise vector at receive antenna q of user u
ηu Additive noise vector at detector of user u
η′ QU(W+L-1) Additive noise vector at receive antennas
η M or UN Additive noise vector at the detectors
νTx Latency in chips of the transmit FIR filter
νRx Latency at the receiver (in chips), at which the signal is
de-spread
ξI,x Distance of symbol x at the detector to the decision thresh-
old, real (in phase) component
ξQ,x Distance of symbol x at the detector to the decision thresh-
old, imaginary (quadrature phase) component
σ2 Variance of two-dimensional (complex) noise
σ2η Variance of two-dimensional (complex) noise at detector
σ2n Noise variance on each received chip
σ2n Noise variance on each received chip
ϕ Transmit chip phase vector for TxMinBerPhase
ϕ
(x)
v,u(m) Partial cross-correlation of spreading codes of user v and
u, x ∈ {1, 2} for the lag of m chips
χ Number of blocks considered in approximated band
Cholesky algorithm
A UN ×M Chip-symbol system matrix
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Aη UN × (W + L−
1)QU
Receive noise processing matrix
B UN × UN Symbol-symbol system matrix
B˘ UN × UN Matrix inverted in linear MUT algorithms (modified sys-
tem matrix)
B¯ UN × UN Rearranged modified system matrix B˘
B¯v,u U × U Rearranged sub-matrix of B˘ with impact of user v on user
u
Cu GN ×N Spreading code matrix for user u
C UGN × UN Spreading code matrix for all users
cu G Spreading code of user u
D UN × (W + L−
1)QU
Linear receive processing matrix
du,n Data symbol n of user u
d˜u,n Data symbol n of user u at the detector without additive
noise
_
du,n Data symbol n of user u at the detector including additive
noise
ˆdu,n Hard decision at the detector for data symbol n of user u
d NU Data symbol vector for all users
du N Data symbol vector for user u
d¯ UN Rearranged data symbol vector
E{} Expectation
Eb,Tx Bit energy at the transmitter
Es,Tx Symbol energy at the transmitter
ETx Energy of one transmit signal block (instantaneous or av-
erage)
erfc() Complementary error function
G Spreading factor
F Decision region for a correct symbol decision
fc Carrier frequency
fD,max Maximum Doppler frequency
G Cholesky matrix (upper triangular matrix)
g(x) Transmit power constraint
∇g(x) M Jacobian vector of first partial derivatives of Tx power
constraint
∇2g(x) M ×M Hessian matrix of second partial derivatives of Tx power
constraint
Hu,q,k W + L− 1×W Channel filter matrix representing sub-channel of user u
from antenna k to antenna q
Hu (W + L− 1)Q×
WK
Channel filter matrix for user u
H KGN × UGN MIMO-multiuser frequency-selective channel matrix
H˘u,q,k 2L− 1× L Upper left sub-matrix of Hu,q,k
H˘u (2L− 1)Q× LK Short channel matrix of user u
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hu LQK Stacked channel vector of user u
hu,q,k(l) Channel coefficient with l chips delay for user u from an-
tenna k to antenna q
h′u,q,k(l) Erroneous channel coefficient estimate
heff,u,q L+ LTx − 1 Effective channel ”seen” at receive antenna q of user u
HTx,u,k GN ×GN Transmit filter matrix for user u at antenna k, shortened
version
HTx KGN × UGN Transmit filter matrix for all users and Tx antennas
H˜Tx,u,k GN + LTx−1 ×
GN
Transmit filter matrix for user u at antenna k with full
length
hTx,u,k LTx Transmit filter of user u and antenna k
hTx,u KLTx Stacked transmit vector of user u
H˜Rx,u,q W + L + LRx −
2×W + L− 1
Full length receive filter matrix of user u and antenna q
HRx,u,q GN ×W +L− 1 Receive filter matrix of user u and antenna q with short-
ened length
HRx UGN×QU(W+
L− 1)
Receive filter matrix for the whole MIMO multiuser down-
link, shortened version
hRx,u,q LRx Receive filter coefficient vector of user u and antenna q
h(t, τ)(l) Time-variant channel impulse response with time t and
delay τ
K Number of Tx antennas
L Channel length in chips
LTx Transmit filter length in chips
LRx Receive filter length in chips
MTx Transmitter masking matrix
MRx Receiver masking matrix
M Size of transmit signal
N Number of symbols per user per transmitted burst
O () Computational complexity order
P UN ×KW Linear transmitter processing matrix
Pe Mean bit error probability or rate of all symbols of all users
Pe,b3 Error probability for the third bit of a symbol
Ps,x Symbol error rate (SER) for symbol x
Ps Average symbol error rate (SER) for a vector of symbols
p(x) Probability density
pC,chip KW Jacobian vector of first derivatives of BER, chip-level,
complex-valued
pchip 2KW Jacobian vector of first derivatives of BER, chip-level, real-
valued
pv,u,k Lall Effective filter impulse response from Tx antenna k and
user v to user u
Rdd Transmit symbol covariance matrix
Rhh,u,q,k L× L Instantaneous channel correlation matrix of one sub-
channel of user u
Rhh,u LK × LK Instantaneous channel correlation matrix
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Rhh,Rx,u Effective channel correlation matrix with a GSC receiver
r (W + L− 1)QU Received signal vector of all users and all Rx antennas
SNRTxEig,u Normalized signal to noise ratio at the detector of user u
for a transmission line with a Eigenprecoder
s M or KGN Transmit signal (chip) vector from all antennas
s˜ K(GN + LTx−1) Transmit signal (chip) vector from all antennas, elongated
by Tx FIR filter
Tc Chip duration
Tcoh Coherence time of the channel
Test Time between channel estimation and end of transmission
Tslot Time slot duration
tr() Trace
U Number of active users
Vd Space of all joint constellations of symbol vector d
W Length of transmit signal from one antenna
Wchip 2KW × 2KW Hessian matrix of second derivatives of BER, chip-level,
real-valued.
WR/R,chip KW ×KW Submatrix of Wchip, which contains only the interrelation
of the real chips with the real chips
Wphase KW ×KW Hessian matrix of second derivatives of BER, phase-only,
real-valued.
Wsymb 2UN × 2UN Hessian matrix of second derivatives of BER, symbol-level,
real-valued.
X Length of the general data symbol vector with elements dx
X Counter-diagonal swapping matrix
x UN Pre-processed data symbol sequence
x¯ UN Rearranged pre-processed data symbol sequence
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Acronyms
3GPP Third Generation Partnership Project
3GPP-FDD 3GPP standard, based on Frequency Division Duplex
3GPP-TDD 3GPP standard, based on Time Division Duplex
ASK Amplitude Shift Keying
ASIC Application Specific Integrated Circuit
ASSP Application Specific Signal Processor
BCJR Maximum likelihood algorithm detection algorithm named by
its inventors Bahl, Cocke, Jelinek and Raviv
BER Bit Error Rate
BFGS Approximation of Hessian named after Broyden, Fletcher,
Goldfarb, and Shanno
CDMA Code Division Multiple Access
CIR Channel Impulse Response
DFE Decision Feedback Equalizer
DFP Approximation of Hessian named after Davidon, Fletcher, and
Powell
DSL Digital Subscriber Line
DSP Digital Signal Processor
GP Guard Period
GSC Generalized Selection Combining
HCR High Chip Rate
HSDPA High Speed Data Packet Access
LCR Low Chip Rate
LSB Least Significant Bit
MAI Multiple Access Interference
MAP Maximum a posteriori
MIMO Multiple Input Multiple Output
MISO Multiple Input Single Output
MLSE Maximum Likelihood Sequence Estimation
MMSE Minimum Mean Squared Error
MRC Maximum Ratio Combining
MSB Most Significant Bit
MSE Mean Squared Error
MUD Multiuser Detection
MUT Multiuser Transmission
Mcps Megachips per Second
OFDM Orthogonal Frequency Division Multiplexing
OVSF Orthogonal Variable Spreading Factor
PAPR Peak to Average Power Ratio
PCG Preconditioned Conjugate Gradient Algorithm
PIC Parallel Interference Cancellation
PSK Phase Shift Keying
QAM Quadrature Amplitude Modulation
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QoS Quality of Service
QPSK Quaternary Phase Shift Keying
QR-Decomposition Decomposition into an orthogonal and upper triangular matrix
RF Radio Frequency
Rx Receive
RxMinBer Multiuser Detector with Minimum Bit Error Rate Criterion
RxWF Receive Wiener Filter
RxZF Receive Zero Forcer (Joint Detector)
SDMA Space Division Multiple Access
SER Symbol Error Rate
SIC Successive Interference Cancellation
SIMO Single Input Multiple Output
SISO Single Input Single Output
SNIR Signal to Noise and Interference Ratio
SNR Signal to Noise Ratio
SQP Sequential Quadratic Programming
TD-SCDMA Time Division Synchronous CDMA
TDD Time Division Duplex
THP Tomlinson-Harashima Precoding
Tx Transmit
TxEig Eigenprecoder
TxMinBerChip Chip-level Minimum Bit Error Rate Multiuser Transmission
TxMinBerPhase Chip-level Phase-only Minimum Bit Error Rate Multiuser
Transmission
TxMinBerSymb Symbol-level Minimum Bit Error Rate Multiuser Transmission
TxRxMF Pre- and Post-RAKE
TxWF Transmit Wiener Filter
TxZF Transmit Zero Forcer (Joint Transmitter)
W-LAN Wireless Local Area Network
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