Abstract-Energy efficiency is a key enabler for the next generation of communication systems. Equally, resource allocation and cooperative communication are effective techniques for improving the communication system performance. In this paper, we propose an optimal energy-efficient joint resource allocation method for the multi-hop multiple-input-multipleoutput (MIMO) amplify-and-forward (AF) system. We define the joint source and multiple relays optimization problem and prove that its objective function, which is not generally quasiconvex, can be lower bounded by a convex function. Moreover, all the minima of this objective function are strict minima. Based on these two properties, we then simplify the original multivariate optimization problem into a single variable problem and design a novel approach for optimally solving it in both the unconstraint and power constraint cases. In addition, we provide a suboptimal approach with reduced complexity; the latter reduces the computational complexity by a factor of up to 40 with a near-optimal performance. We finally utilize our novel approach for comparing the optimal energy-per-bit consumption of multihop MIMO-AF and MIMO systems; the results indicate that MIMO-AF can help to save energy when the direct link quality is poor.
be used to downsize the donor cell and, hence, save energy. Cooperative communication and RNs have been extensively researched in the past [11] [12] [13] [14] , and have been mainly utilized as a mean of increasing the spectral efficiency (SE) and/or the coverage of cellular networks [14] as well as reducing the cost of network deployment [15] . Relaying is already part of 3GGP standards [16] and is currently deployed in 4G systems. It is also foreseen to play an important role in 5G systems, given that multi-hop communication is one of the most important enabling technologies for machine-to-machine and/or deviceto-device communications. As far as relaying techniques are concerned, amplify and forward (AF) is one of the most simple and popular technique, which is by-design wellsuited to be combined with multi-input multi-output (MIMO) communication. As such, MIMO-AF communication has attracted a lot research interests, especially when it comes to SE-optimal precoding/resource allocation [17] [18] [19] [20] [21] [22] . As in cooperative communication, the research focus in resource allocation is gradually shifting from SE-based to EE-based such that numerous works on EE-based resource allocation for MIMO have recently been proposed [23] [24] [25] [26] [27] . In multi-hop MIMO systems, the work of [6] has studied the relationship between energy consumption and bandwidth efficiency, as well as optimizing the energy consumption in an equally spaced RNs setting. As far as MIMO-AF is concerned, EE-based resource allocation schemes have been proposed in [8] and [10] for the two-hop scenario; the former provides a method for independently allocating resources at source node (SN) or RN when considering as in [17] and [18] that transmit and receive channel state information (CSI) is (perfectly or statistically) available at the relay and transmit CSI is also available at the SN. It then uses a holistic iterative method for performing the joint optimization; whereas the latter directly tackles the EE-based joint source and relay optimization problem, when assuming perfect CSI knowledge. In the multi-hop scenario, we have recently proposed in [28] a near-optimal EE-based joint resource allocation method, which is related to this paper.
In this paper, we revisit one of the key assumptions of [28] and derive an optimal approach (instead of near-optimal) for solving the joint source and multiple relays optimization problem when considering a realistic multi-hop MIMO power model. More specifically, it was assumed in [28] that the objective function of the joint SN-RNs optimization problem was quasiconvex, however, we show here that it is not generally the case, i.e. for any number of RNs. Thus, we propose a novel optimal approach for tackling this 0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. problem, not only in the unconstrained setting (as in [28] ), but also in the power constrained setting. In addition, we also provide low-complexity algorithms for obtaining bounds of the optimal solution as well as a new simplified near-optimal approach. Contrary to [8] and [10] , we generalize the problem for N hops instead of two hops and, contrary to [6] , we consider AF relaying, a realistic multi-hop MIMO power model and variable distances between RNs. The rest of the paper is organized as follows. Section II defines the achievable sum-rate, power consumption, and energy-per-bit consumption of the multi-hop MIMO-AF system. In Section III, we introduce the joint source and multiple relays optimization problem and prove that its objective function is not generally quasiconvex, but this function can be lower-bounded by a convex function; moreover, all the minima of this function are strict minima. We then simplify the original multivariate optimization problem into a single variable problem and design a novel approach, based on a simple unidimensional root finding method, for optimally solving it in the unconstraint and power constraint cases; we also provide a sub-optimal approach with reduced complexity. In Section IV, we discuss the accuracy and computational complexity of our novel approaches in numerous settings. The results show that our sub-optimal approach is near-optimal and has a lower complexity (up to 40 times) than our optimal approach. As an application, we utilize our novel approaches for comparing the optimal energy-per-bit consumption of multi-hop MIMO-AF and MIMO systems; results show that multi-hop MIMO-AF can be useful for saving energy when the direct link quality is poor. Finally, conclusions are drawn in Section V.
II. MULTI-HOP MIMO-AF EE FRAMEWORK

A. System Model
In this paper, we consider a classic N-hop MIMO AF system, where an SN with t 1 antennas transmits a signal to a destination node (DN) with t N+1 antennas via N − 1 nonregenerative RN with t i antennas, i ∈ {2, . . . , N}, as it is depicted in Fig. 1 . The signal transmission is performed over N phases of equal duration and each node operates in halfduplex mode, as in [6] and [29] , such that the aggregate mutual information (over N time slots) of this N-hop MIMO-AF system can be expressed as I (y N ; y 0 ) =
where H i ∈ C t i+1 ×t i represents the MIMO channel between the i -th and i + 1-th nodes, F i ∈ C t i ×t i is the i -th node precoding matrix, I x is a x × x identity matrix, |.| is the matrix determinant, (.) † denotes the conjugate transpose, and the notation
In addition, the i -th noise covariance matrix, R i , with i = N in (1), is defined as
for any i ∈ N = {1, . . . , N}, where σ 2 i is the variance of the Gaussian noise vector n i ∈ C t i+1 ×1 . Note that R 0 = 0 t 1 with 0 x being a x × x matrix of zeros.
According to the Hadamard determinant theorem [30] , an optimal precoder structure diagonalizes the matrix within the determinant in (1). In the two-hop scenario, such a structure has been proved to be optimal for maximizing the SE, minimizing the transmit power, and optimizing the EE in [8] , [17] , and [31] , respectively. Assuming as in [29] that each node knows its previous and next links' CSI (only next and previous link CSI for the SN and DN, respectively), an optimal precoder structure is one of the form [29] 
for any i ∈ N , where V i and U i−1 are unitary matrices that contain the t i right-singular vectors of H i and t i left-singular vectors of H i−1 , respectively, with U 0 = I t 1 . In addition
Inserting (2) into (1) and assuming perfect CSI knowledge, the sum-rate (sum of instantaneous rates, i.e. W I (y N ; y 0 )) can be expressed as
where W is the channel bandwidth, λ i,m denotes the m-th eigenvalue of H i H † i and M is the number of available subchannels for each hop. Note that M = t in flat channel condition or M = K t in frequency selective channel condition [18] , with K and t min i∈{1,...,N+1} {t i } being the numbers of frequency-flat subchannels and spatial subchannels, respectively, for each hop. In addition, p i,m represents the transmit power of the m-th subchannel of node i , such
Hence, the total transmit power of each node is given by [29] 
where 
i ) as the achievable SE of the m-th subchannel of node i , the total transmit power per node and sum-rate in (4) and (3), respectively, can then be re-expressed as a function of the SE, such that
respectively, where
i,m and j = √ −1. Note that i is a power consumption parameter (see next subsection for more details).
B. Power Consumption Model
During the propagation of the signal y 0 from the SN to the DN via the N − 1 relays (see Fig. 1 ), three types of power consumption modes can be identified for the nodes, i.e. transmission, P .
Tx , reception, P . Rx , and sleep, P . Sl , such that the total consumed power of the MIMO-AF system over N time slots can be formulated as follows
when assuming that the N transmission phases have equal duration. In transmission mode, a node transmits data to another node; the transmitting node consumes power for preparing the information to be sent (e.g. baseband processing, RF transceiver chain) and sending it (power amplifier). It has been established that the power consumption of the most common types of equipments in a relay-based MIMO cooperative system, e.g. BS, RN or user equipment (UE), grows linearly with their transmit power in transmission mode (see [5] , [24] , or [32] , respectively). Hence, the power consumption of a node in transmission mode can be expressed via a generic linear MIMO power model [33] , such that
where i , P Ci and P CipA are parameters modeling the power consumption of various elements, e.g. power amplifier, DC-DC conversion, baseband processing, RF transceiver chain [5] ; i models the inefficiency of the i -th transmitting node power amplifier, P CipA models the circuit power consumption that scales with the number of antennas (e.g. RF transceiver chain power consumption), and P Ci models the other types of circuit power consumption (e.g. DC-DC conversion, baseband processing). In reception mode, a node receive data from a transmitting node; the receiving node consumes power for receiving the information (e.g. RF transceiver chain) and processing it (e.g. baseband processing), such that P Rx = ς [t P CipA + P Ci ], where 0 ≤ ς ≤ 1; ς characterizes the fact that reception usually consumes less circuit power than transmission. Finally, given that the information propagates over N time slots and only two nodes are active (i.e. one in transmission and one in reception mode) for a given time slot, it implies that the other N − 1 nodes are inactive, i.e. in sleep mode. In sleep mode, a node waits to transmit/ receive and does not perform any processing, such that only a fraction of the circuit power is consumed [5] . By inserting the definitions of P Tx and P Rx into (6), the total power consumption of the N-hops MIMO-AF system can be re-expressed as
where 1 = SN , and i = RN i−1 , for any i ∈ {2, . . . , N}.
according to (6) , (7) and (8); P c accounts for all the fixed circuit consumed powers.
C. EE Formulation
The existence of a trade-off between EE and SE [34] implies that these two quantities can only be jointly optimized by using the explicit expression of this trade-off as an objective function. In the general case, it has been shown in [34] that an explicit expression of this trade-off can be obtained through the ratio between the sum-rate and total consumed power, expressed as a function of the SE, C , which are respectively given in (5b) and (8) & (5a). Consequently, the EE-SE tradeoff of the N-hop MIMO-AF system with CSI knowledge can be expressed as
where E b stands for the energy-per-bit, i.e. 1/EE.
III. MULTI-HOP MIMO-AF EE OPTIMIZATION
We have recently proposed in [28] , a near-optimal joint resource allocation scheme for multi-hop MIMO-AF systems by assuming that E b was quasiconvex for any C 0 and regardless of N. However, it turns out that E b is not necessarily quasiconvex in the general case, as it is discussed in section A of the Appendix; thus, a different approach must be followed for optimizing the EE of N-hop MIMO-AF systems. Even though E b is not necessarily quasiconvex, by knowing that it can be lower bounded by a convex function, we design here algorithms for optimally solving the following problem
i.e. finding the optimal energy-efficient joint resource allocation for N-hop MIMO-AF systems in the unconstrained as well as power constraint cases, where P i,n (C ) and P max i,n are respectively the transmit and maximum transmit powers per antenna of node i . We also provide alternative sub-optimal procedures for solving this problem in a simplified manner.
Proposition 1:
The function E b in (10) can be lower bounded as
for any C 0; see section B of the Appendix for the proof.
is the end-to-end SE per subchannel, and conversely,
Note that the formulation of (13) is equivalent to the formulation of a classic MIMO system with CSI [35] . Contrary to (10) , E b in (13) is a convex function (see proof in [35] ), such that
is a convex optimization problem with a unique solution that occurs at C = C • . Corollary 1: According to Proposition 1 and (11),
, for any C 0, and both functions are continuous, it implies that
, can be obtained by solving the following convex optimization problem (in abstract form)
where C • m is first obtained by solving (16) via Algorithm 1. According to (17) , we obtain
where μ • m can be obtained in a low-complexity and optimal manner by means of the Newton-Raphson method [36] , for any m ∈ M = {1, . . . , M}, as it is detailed in Algorithm 2; the 
6:
while | f | > do 8 :
Compute f as in line 6; 
initial value of μ • m at line 5 of Algorithm 2 is based on the fol-
A. Unconstrained EE Optimization
EE optimization is a generalization of both sum-rate maximization and transmit power minimization [35] . Hence, enforcing rate or power constraints on EE provides either a power or sum-rate optimal solution, which is however suboptimal in terms of EE. The sole EE-optimal solution is the optimal unconstrained EE solution [35] and, consequently, we first aim at finding a solution to the problem in (11) for the unconstrained scenario, i.e. with constraint (12a) only.
1) Lower and Upper Bounds:
In this scenario, C • m can be expressed in closed-form as
where [x] + = max{x, 0}. Thus, the problem in (16) for getting a lower bound of E b can be solved in a low-complexity and optimal manner by using a unidimensional search based on the Dinkelbach method [37] (see Algorithm 1). Moreover, an upper bound of E b can then be obtained via Algorithm 2, by using the values of C • m returned via Algorithm 1.
2) Optimal Solution for (11):
for z → 0 and z = 0; see section C of the Appendix for the proof. Note that local extrema of differentiable functions can only occur at stationary points (see [38, p. 194] ). However, stationary points are not necessarily local extrema (see [38, p. 195] ), which highlights the importance of Proposition 2.
Proposition 3: According to Corollary 1, (11) has at least one solution in the unconstrained scenario, i.e. it has at least one local minimum (occurring at a stationary point); and according to Proposition 2, this local minimum is a strict local minimum. Let E * b be a strict minimum of E b occurring at C = C * then it can be expressed as 
for any i ∈ N and m ∈ M . Corollary 3: According to (20) and (21), C * m can be obtained by solving F(X m ) = 0, for any m ∈ M * , where
, and X m = 2 C * m − 1. In turn, any root of F in (22) 
See section E of the Appendix for the proof of this corollary.
As a result of Proposition 3 and Corollary 3, we can obtain C * i,m , for any i ∈ N and m ∈ M , in a low-complexity (based on the Newton-Raphson method [36] ) by using the
Set C * 0 = 1, and C * m = 0, for any m ∈ M ; 3:
Set m = 1 and = 10 −6 ; 4:
Compute X max m in (23); 6: Set X m = X max m , and obtain F in (22); 7: while |F| > do 8: Compute ∂ F in (24);
9:
Compute F in (22); 11: end while 12: Set C * m = [log 2 (1 + X 2 m )] + and m = m + 1; 13: end while 14: Obtain C * i,m by inserting E * b and C * m into (21), for any i ∈ N ; 15: return C * ; 16: end function function "C * UNC " that is detailed at the top of this page, with
Corollary 4:
be the minimum of the strict local minima, i.e. the global minimum, it then can also be expressed as in (20) such that C m can be obtained via (22) .
Even though E b in (10) is not a convex function, we can obtain the optimal solution to the problem in (11), i.e. E b , by using Corollaries 1 and 4; on the one hand, since E
with
On the other hand, Corollary 4 states that C m can be obtained via (22) when E * b = E b . Accordingly, the following procedure can be used to find E b with a precision of (see details in Algorithm 3): E − b and E + b are first obtained by using Algorithms 1 and 2, respectively; then E b (C • , α) is computed via (25) , where α = 0 is chosen as a starting value; next, C * m is obtained by solving (22) 
and, in turn, C * i,m is calculated through (21) . Note that (20) is a function of M * and, hence, E b can only be obtained for m ∈ M = {m ∈ M |C m > 0}; M is obtained by using E b = min m∈M E b (C m ), such that M contains only the index of subchannels minimizing (10) . If the subchannels are sorted in descending order according to their strength, it is only necessary to find m ∈ M such that
Algorithm 3 E b : Optimal Solution
= 10 −6 ; 4: while (η > ) and (v < V ) do 5: α = α min ; 6: while (η > 0) and (α ≤ α max ) do 7 :
Obtain C * via C * UNC for U = M;
Set C m by using (26) for C = C * , ∀m ∈ M ;
10:
11:
12:
Set α = α + 10 −v ; Next, E b is computed by setting C = C m and inserting it into (10). As long as
<< 1, the same procedure is repeated for an incremented α. Since E b (C • , 0) ≤ E b and C * is unique when E * b is a strict minimum (Propositions 2 and 3), it ensures that the first point C * verifying (20) is the lowest of the minimum points, i.e. C * = C .
3) Low-Complexity Solution: Algorithm 3 returns the optimal solution to the problem in (11) with a precision of ; however, its computational complexity is high since it is based on an exhaustive search method. A low-complexity alternative to Algorithm 3 is to use the Dinkelbach approach, as in Algorithm 1; however, this approach is not necessarily optimal since E b may have more than one minimum. Given that E b is obtained for m ∈ M , the likelihood of finding E b can be increased by repeating the Dinkelbach method at least once to ensure that E b C m ≤ E b C m −1 , as it is further detailed in Algorithm 4.
B. Transmit Power Constrained EE Optimization
In the power constraint scenario, the optimization problem is defined as in (11) but with both constraints (12a) and (12b).
Whenever the transmit power per antenna of node i
is strictly lower than P max i,n , for C = C and any i ∈ N as well as n ∈ {1, . . . , t}, this problem is equivalent to the unconstrained EE optimization. At the other extreme, whenever all the power constraints are enforced, the optimization problem of (11) subject to (12a) and (12b) reverts to a sum-rate maximization problem.
1) Lower and Upper Bounds:
In the intermediate case, i.e. when some power constraints are enforced on some antennas, some elements of (10) would become fixed while some others Obtain C * via C * UNC ;
Obtain E * b by inserting C * into (10); 8: if |E * b − x| < then 9: if E * b ≥ E b then 10: Set η = 1;
Set E b = E * b and C = C * ;
14:
Set U = U − 1;
15:
end if 16: end if 17: end while 18: Outputs: E b and C .
would remain variables. For instance, the total consumed power in the nominator of (10) would be re-expressed as
where P c = P c + t n=1 i∈N n P max i,n . In addition, N n = {i ∈ N |P i,n (C ) < P max i,n } and N n = {i ∈ N |P i,n (C ) ≥ P max i,n } are sets of node indices for which the n-th antenna transmit power is unconstrained or power constrained, respectively. Given that P i,n (C ) only depends of the elements C i,(n−1)K +[1,...,K ] of C , the problem in (11) becomes equivalent to finding the optimal unconstrained elements of C knowing the constrained elements. Modifying the constrained elements without updating the unconstrained elements is clearly not optimal; hence, a simple upper bound for the power constrained case can be obtained by computing the constrained elements of C (by solving a classic water-filling problem) while keeping unchanged the unconstrained elements of C , which results from the unconstrained search, as it is detailed in Algorithm 5. Note that the C • i,m values in line 1 of Algorithm 5 need first to be obtained from Algorithm 2.
As for the lower bound, it is obvious that the optimal E b obtained from the unconstrained search is always lower than any constrained E b and, thus, E − b is also a lower bound (but a looser bound) for the power constrained case.
2) Optimal Solution for the Flat Channel Case: As it has previously been mentioned, in the power constrained scenario, the problem in (11) becomes equivalent to finding the optimal unconstrained elements of C knowing the constrained ones. For a given antenna n, if i ∈ N n , then relation (20) holds where C * i,m is replaced by C * i,(n−1)K +k and, hence,
, can be expressed as in (21); otherwise, if i ∈ N n , then P i,n (C * ) is equal to P max i,n such that for n = 1 : t do 4:
Obtain p via water-filling by knowing γ , the power-constrained elements of C * are expressed as
in the multi-hop MIMO-AF case with flat channel condition, i.e. K = 1 and m = n. Then, knowing the constrained C i,m values from (27) , C m as well as the unconstrained C i,m values can be obtained by inserting (27) into (21) such that (22) is modified as
in the power constrained scenario when K = 1, and where 
Note that if |N m | = 0, C m can directly be obtained by inserting C i,m in (27), ∀i ∈ N , into (14) . Hence, we can obtain C * i,m ,
Set M = t, C * 0 = 1, and C * m = 0, for any m ∈ M ; 3:
while η > 1 do 7: if k > 0 then Add k to N m and remove it from N m ; 8: if N m == ∅ then fully constrained 9: Obtain C * i,m via (27) , ∀i ∈ N ;
10: end if 18: Same as lines 6 to 12 of "C * UNC ", but where Fand ∂ F are given in (28) and (30), respectively.
19:
end if 20 :
21:
η = max i {χ} and k = arg max i {χ };
23:
end while 24: Set m = m + 1; 25: end while 26: return C * . 27: end function for any i ∈ N and m ∈ M , in the transmit power constraint case (for K = 1) by using the function "C * PWC " that is detailed thereafter, where ∂ F is given by
The optimum solution for (11) in the flat channel scenario with power constraint can finally be obtained by using Algorithm3, but where E + b is computed via Algorithm 5 and by using the function "C * PWC " instead of "C * UNC " for getting C * .
3) Low-Complexity Solution:
Similarly to the optimal case, Algorithm 4 in conjunction with the function "C * PWC ", instead of "C * UNC ", can be used for obtaining a low-complexity solution to the problem in (11) with constraints (12a) and (12b).
C. Energy-Efficient Multi-Hop MIMO-AF Procedure
As it has been previously mentioned, the sole EE-optimal solution is the optimal unconstrained EE solution; consequently, the various algorithms developed in this paper must be sequentially utilized for solving (11) subject to the constraints in (12) , as it is depicted in Fig. 2 . Algorithm 1 is first used to obtain E − b and C • m , since the former is an input of both Algorithms 3 and 4, and the latter is an input of Algorithm 2. In order to obtain the sub-optimal solution in Algorithm 4, the function "C * PWC " is utilized, which is a generalization of "C * UNC " that can be used for both the unconstrained and power constraint cases. Whereas, in order to obtain the optimal solution in Algorithm 3, Algorithm 2 is used to compute E + b , which is further refined in Algorithm 5 if some per-antenna power constraints are not met.
From an implementation perspective, similar to cooperative multi-point (CoMP) communication, a central processing unit needs to first collect the CSI of all the channels/subchannels, and then performs the joint optimization (by using our algorithms) before sending back the results of this optimization process to each relevant transmitting node.
IV. NUMERICAL RESULTS AND DISCUSSION
In order to demonstrate the reliability of our various algorithms for jointly optimizing the resource usage of multiple nodes in an energy-efficient manner, we compare their results, averaged over 1000 runs. In our simulations, we assume a downlink transmission of the N-hop MIMO AF system, such that the SN is a BS and the DN is a UE, and utilize the power model parameters of Table I Table I do not differentiate between antenna dependent and independent circuit powers. In addition, 24 different settings, which are listed in Table II , of the parameters Fig. 3 .
Comparison of the energy-per-bit performances of our lower bound, upper bound, optimal and sub-optimal approaches in the unconstrained scenario for various settings. N (number of hops), t (number of antennas), K (number of subchannels), P max i,n (per-antenna constraint at each node), and σ 2 i , ∀i ∈ {2, . . . , N} are simulated. For simplicity reason, we consider that all P max i,n are equal ∀i ∈ N , n ∈ {1, . . . , t}. We also assume, as in [8] and [17] , that the eigenvalues λ i,m are sorted in descending order for each link prior to run our algorithms.
A. Accuracy Results and Discussion
In Figs. 3 and 4 , we compare the energy-per-bit performance of our lower bound, upper bound, optimal and sub-optimal approaches as a function of the noise power at RN 1 in the unconstrained and power constrained scenarios, respectively, for the various settings of Table II. Note that the lower bound results have been omitted in Fig. 4 since they are the same as in Fig. 3 . The results first show a good match between our sub-optimal and optimal approaches in both figures, which emphasizes that the sub-optimal approach can achieve near-optimal performance. Moreover, they confirm that the performance of these two approaches are bounded by E Regarding the variation of E b in relation to the various settings, it can be seen from Figs. 3 and 4 that increasing the number of nodes (when comparing setting A with B in Fig. 3 and setting N and O in Fig. 4) , increases the energy-per-bit consumption. Indeed, adding more nodes increases the power consumption which in turn increases the energy consumption, unless it helps to improve the channel quality between the nodes. Moreover, increasing the number of antennas (when comparing setting A with M in Fig. 3 and settings N with W/X in Fig. 4 ) reduces the energy consumption; indeed, having more antennas helps to improve the channel quality, which in turn decrease the energy consumption. Similarly, increasing the number of frequency flat subchannels (when comparing setting A with L in Fig. 3 ) reduces the energy consumption. Finally, lowering the power constraint value (when comparing settings N and U in Fig. 4 ) degrades E b performance.
In order to quantify more finely the accuracy of our sub-optimal approach against our optimal one, we plot in Fig. 5 the approximation error, ae , between E b (obtained via Algorithm 4) and E b (obtained via Algorithm 3) for various settings, such that ae = 100(1 − E b /E b )%. We quantify the accuracy of the original sub-optimal approach (as described in Algorithm 4) in the upper part of Fig. 5 , whereas in the lower part, we quantify the accuracy of a simplified sub-optimal approach (where U = 0 instead of U = U − 1 in line 14 of Algorithm 4) such that the algorithm stopped once the first E b is obtained, without extra recursion. The results in the upper part of Fig. 5 confirm the near-optimality of our original sub-optimal approach; indeed, since the figure is only white, it indicates (based on the legend) that E b differs from E b by less than 0.001% regardless of the settings. Whereas the simplified sub-optimal approach exhibits an approximation error that is lower than 2% for most of the settings, as it is depicted in the lower part of Fig. 5 .
B. Complexity Discussion and Results
It can be remarked that the function E b in (10) is a N M variable function and, hence, solving the problems in (11) requires to search for N M optimal variables at the same time. Such an approach exhibits a prohibitive computational complexity for large values of N or M. Instead, given that we can express C * i,m solely as function of the same variable, e.g. by using equations (21), (22) and (23) in the unconstrained scenario, the problem in (11) reverts to a single variable problem that can be solved by using a unidimensional root finding method such as the Newton-Raphson or Dinkelbach method. Concerning the complexity of our approaches:
• our lower bound E • our sub-optimal approach in Algorithm 4 is based on a low-complexity approach, i.e. a unidimensional search based on the Dinkelbach method. Most of the computational complexity arises from the computation of C * i,m in the function C * UNC and C * PWC in the unconstrained and power constrained scenarios, respectively, which grows with both N and M. As it is explained in Section III-A.2, the first minimum obtained by Algorithm 4 is not necessarily the lowest minimum and up to M − 1 iterations can be necessary to obtain E b such that computational complexity of Algorithm 4 is at worst of O(N M 2 ). Whereas, in its simplified version, where only one iteration is needed, the complexity is of O(N M).
• our optimal approach in Algorithm 3 is based on an iterative approach, where the maximum number of iterations for finding E b is such that N max iter = 10 v 1 + 2
with u, v and V being accuracy parameters that are defined at line 3 of Algorithm 3. The larger v and V are, the more accurate is this algorithm, but the more iterations (complexity) are required. For instance, when u = 4, v = 2 and V = 10 as in Algorithm 3, then N max iter = 500. The computational complexity of our optimal approach is O(N max iter N M) and this approach is expected to be the most complex of all our proposed algorithms. In order to confirm the conclusions of our complexity analysis, we compare in Figs. 6 and 7 the average number of basic operations (e.g. addition, substraction, multiplications, etc.) that are required by each of the previously mentioned approaches for returning a result in the unconstrained scenario. The number of basic operations for each approach has been averaged over σ 2 1 and plotted as a function of N with t = K = 4 and of K with N = 2 & t = 4 in the upper and lower parts of Fig. 6 , respectively. The results in Fig. 6 confirm that the complexity of Algorithm 1 (Lower bound) is independent of N, and that the complexity of the other algorithms grows linearly with N. Whereas, the results in Fig. 7 demonstrate that the complexity of Algorithm 1, Algorithm 2 and the simplified version of Algorithm 4 grows linearly with M, i.e. K for a fixed t, whereas, the complexity of both Algorithms 3 and 4 grows as a power of M for large M. Note that the complexity results, as a function of t, for fixed N and K are similar to the ones in Fig. 7 and, thus, have been omitted for the clarity of the presentation. More generally, the results in Figs. 6 and 7 confirm that Algorithm 3 (optimal approach) is the more computationally demanding and requires at least 8 times more operations that Algorithm 4; whereas the complexity of Algorithms 1 and 2 (lower/upper bound) is at least 100 times lower than that of Algorithm 3.
Similar to Fig. 5 , Fig. 8 quantifies in a more precise manner the difference in complexity between Algorithm 3 (optimal approach) and Algorithm 4 (sub-optimal approach). In this regards, we define the complexity reduction gain, G cr , as the ratio of the number of operations of Algorithm 3 to the number of operations of Algorithm 4. In the upper and lower parts of Fig. 8 , we depict results for the original and simplified suboptimal approaches, respectively. The results indicate that the original sub-optimal approach requires from 2 to 40 times less operations than the optimal approach. Whereas, the simplified sub-optimal approach requires from 25 to 200 times less operations than the optimal approach. Thus, according to these results and Fig. 5 , we can conclude that our original sub-optimal approach (Algorithm 4) can achieve near-optimal performance but with a reduced complexity.
C. Application
When it comes to energy efficiency, multi-hop communication presents both shortcomings and benefits in comparison with direct communication. On the one hand, since the fixed power consumption, P c in (6), increases linearly with N, conveying information over multiple hops is likely to increase the overall power consumption. Moreover, it can be easily shown based on (15) that
in other words, C m can only be as good as the worst of the N links' subchannel rate. Thus, multi-hop communication is prone to the 'bottleneck' effect (see [18, Fig. 4 ]), where one hop can bring down the rate of all the other hops, which makes joint optimization even more desirable. On the other hand, relay nodes are low-power consumption nodes, they can consume at least 20 times less power than a macro BS according to [32, Tables 3.1 and 3.2] . In addition, let d be the distance between the SN and DN, having N − 1 relays can reduce the inter-node distance at best by a factor N and, hence, improve the channel quality.
Consequently, a trade-off between the number of relays and the resulting improvement in channel quality should be reached for multi-hop communication to be energy efficient. In a realistic system, the channel gain improvement is generally synonymous of pathloss improvement. Considering a simple distant-dependent pathloss model such that the channel gain of the SN-DN link is given by ρ = 10 1 10 ( −10κ log 10 (d)) , then the maximum channel gain improvement provided by having N − 1 relays can be quantified as 10κ log 10 (N) dB, where κ is the pathloss exponent and is a constant. Thus, multi-hoping is more likely to be energy-efficient when the channel quality degrades rapidly as a function of the distance, i.e. for large values of κ, and when ρ/σ 2 1 1, since the rate scales linearly with the signal-to-noise ratio (SNR) at low SNR.
In order to illustrate this premise, we plot in Fig. 9 the optimal energy-per-bit consumption of N-hops MIMO-AF and MIMO systems in the unconstrained scenario. We consider both path-loss and small scale (Rayleigh) fading, the power parameters of Table I 
Based on the same parameters as in Fig. 9, Fig. 10 depicts the average sum-rate and transmit power per hop as a function of κ. These results, which complement the results of Fig. 9 , provide further insights on the reason behind multi-hoping being more energy efficient that direct communication when the direct link quality is poor. Indeed, the rate and transmit power results for ρ = −20 dB show that the channel gain improvement due to multi-hoping translates into a drastic transmit power reduction (> 90% when comparing the transmit power of 11-hops MIMO-AF with MIMO at κ = 5) as well as a significant increase in average rate per hop (> 4 times when comparing the rate of 11-hops MIMO-AF with MIMO at κ = 5). Whereas for ρ = 20 dB, the average rate of N-hops MIMO-AF is always worst than MIMO, but N-hops MIMO-AF still requires less transmit power per hop than MIMO.
V. CONCLUSION
In this paper, an optimal energy-efficient joint resource allocation method has been designed for the multi-hop MIMO-AF system when considering that transmit and/or receive CSI is available at each node. We have first expressed the EE-SE trade-off of the multi-hop MIMO-AF system with CSI in close-form when considering a realistic power model and, then, use it as an objective function. Even though, the latter is not generally quasiconvex, we have proved that it can be lower bounded by a convex function, and that all of its minima are strict minima. In addition, we have shown that the optimal solution to the joint resource allocation problem can be upper bounded by solving a low-complexity convex optimization. Based on these properties, we have simplified the multivariate joint resource allocation problem into a single variable problem and designed a novel approach for optimally solving this problem in both the unconstrained and power constraint energy-efficient cases. We have also provided a sub-optimal approach with reduced computational complexity. Accuracy and computational complexity simulation results undertaken in numerous settings have shown that our suboptimal approach is near-optimal with a complexity reduced by up to 40 times in comparison the optimal approach; these results have also confirmed the reliability of our bounds. As an application, we have compared the optimal energy-per-bit consumption of multi-hop MIMO-AF and MIMO systems with CSI. The results have indicated that transmitting over multiple hops can save energy-per-bit when the channel quality of the direct link is poor, i.e. for large pathloss exponent and/or at low SNR. In such channel condition, the rate improvement due to the reduced inter-node distances more than offset the extra power consumption resulting from deploying extra nodes.
APPENDIX
A. Non-Quasiconvexity of E b in the General Case
According to [39, Example 3.38] , if P (C ) ≥ 0 and R (C ) > 0 would be convex and concave, respectively, for any C 0, then E b would be quasiconvex. Clearly, according to (8) & (5a), P (C ) ≥ 0 and is strictly convex for any C 0. Whereas, R (C ) > 0 for any C 0, but it is not always concave, as it is shown in the following. The function R (C ) in (5b) is twice differentiable such that the elements of its gradient and Hessian are expressed as
respectively. Let z ∈ R N M , then, according to (31) ,
. In the case
either be positive or negative, depending on the sign of the elements of z. Thus, R (C ) is not always concave and, hence, E b in (10) is not necessarily quasiconvex.
In addition, according to (3.20) of [39] , if (10) is not quasiconvex in the general case.
B. Proof for (13) in Proposition 1
Proof: By inserting (14) into equations (5b) and (5a), the latter can be re-expressed as follows
C m , and (32a)
respectively, for any C 0. Given that
with ε N ≥ 0, i.e. ε 2 = 0, ε 3 = 
Moreover, given that 2 x − 
for any C 0, since √ 2 x (2 x − 1) ≥ (2 x − 1), ∀x ≥ 0, and (13) is finally obtained by substituting the numerator and denominator of (10) with (35) and (32a), respectively.
C. Proof for Proposition 2
Proof: Let C * be a stationary point of E b , accordingly,
In addition, let F : X ∈ R 2M → R and z → 0, then the gradient of F is similar to
Given that ∇ P (C )(2 z − 1) T > ln(2)∇ P (C )z T , for z = 0, it implies with (36) and (37) that E b (C * + z) > E b (C * ), for z → 0 and z = 0.
D. Proof for Proposition 3
Proof: From (10), solving ∇ E b (C * ) = 0 is such that
In turn, it yields, as it is summarized in equation (20), 
E. Proof for Corollary 3 1) Equation (22):
Proof: Given any m ∈ M * , relation (20) holds for any i ∈ N , and . Note that we have relied on equation (15) for transforming (38b) into (38c). Equation (22) is then obtained by replacing C * i,m in (38c) with (21) and applying the change of variables X m = 2 C * m − 1.
2) Equation (23):
Proof: Firstly, given that a * i,m > 0, it implies that 
