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A B S T R A C T
This thesis is concerned with the analysis of some aspects of time 
varying parameter models. In Chapter 1 we introduce a model upon which 
we mainly concentrate ourselves in this thesis. The model, often referred 
to as a state space system, is such that the observable process is made 
up additively of two unobservable variables, signal - a known linear 
transformation of a state vector generated by an autoregressive process - 
and white noise. Although it is well known that the optimal estimate of 
the state vector can be obtained at each time by a Kalman filter, this is 
possible only when a finite number of parameters involved in the model 
are all known.
Chapters 2 and 3 consider the identification and estimation of these 
parameters for this model. We extensively discuss the case where the 
observable process is stationary, which will become important when con­
sidering seasonal adjustment procedures in Chapter 4. The laws of large 
numbers and the central limit theorems are proved for the estimators 
suggested.
The role of the time varying parameter model under consideration is 
twofold; on one hand it is an extension of the usual linear regression 
model and on the other hand it is regarded as a signal plus noise model. 
Chapter 4 emphasizes the latter interpretation and we apply the estima­
tion procedure discussed in Chapter 3 to a changing seasonal plus noise 
model while Chapter 5 considers hypothesis testing for the constancy of 
the coefficient parameters in usual linear regression models with the 
time varying parameter model as an alternative.
The last two chapters deal with possible extensions of previous 
chapters. In Chapter 6 the Kalman filter is adapted to general time series 
models and in Chapter 7 signal plus noise models contaminated with 
transients are analyzed.
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C H A P T E R  1
TIME VARYING PARAMETER MODELS
1.1 Introduction
It has usually been the case with econometric models that the model 
parameters have been assumed to be constant over time. In some instances, 
however, the validity of this assumption is open to question. Time 
varying parameter models can, thus, be regarded as a natural extension 
of these classical econometric models. As to a simplest econometric 
model, i.e., a linear regression model, its version might be of the form:
where
(i)
(ii)
(iii)
(iv)
These assumptions will be imposed throughout the thesis unless 
otherwise stated. The model (1.1) is also called a state space system, 
which has ßt as a state variable, and has frequently been used in 
engineering in connection with the analysis of a system. For the model 
(1.1) to cover the usual case we allow Z = E(ete^.) to be non-negative 
definite. In this thesis we assume that Z is of the form:
xt6t + ut
F ß t-i + Et
(1.1)
(t = 1,2,...)
{yt} is a sequence of scalar observations while {xt} Is
a sequence of kxl known and non-stochastic vectors;
{ßt} is a sequence of kxl random vectors starting with
the {ug} (lxl) and {e^ .} (kxl) sequences are independent
2of each other for all s,t and u^. ^ i.i.d. (0,a ),
> 0 and e ^ i.i.d. (0,1), Z > 0;
F is a kxk non-singular matrix with all eigenvalues inside 
or on the unit circle.
2 .
En °12
Z
°21 °22
where En is a k^xk^ positive definite
^2X^2 null matrix, etc. and k = ^l+^2’ k
(1.2)
C> 2 2 is the
model (1.1) lacks the so-called controllability condition whose defini­
tion is introduced in Section 2. If this is the case, we also assume 
that F takes the form:
Fn °12
i—1<N
O (1.3)
where F^^ is a klxkl
and I. is the
k2
k2xk2
matrix having the property (iv) described above 
identity matrix. Then it is seen that the sub-
(2') (1)’ (2 ) ’ ' (2) vector ßj; ' (k2*l) of ß = (ß£ ' , ß^ ; ) is equal to ß^ ' for
all t (t = 1,2,...). It should be emphasized here that the non-negative
definiteness of E does not necessarily lead to (1.2) and (1.3) in
general. Nonetheless we assume these to relate the model (1.1) with the
usual regression model. The initial vector ßQ is drawn, independently
of ut and e , from some a priori distribution. If the distribution is
degenerate, ßQ reduces to an unknown constant.
Although the model (1.1) can, of course, be extended to the case 
where y is also a vector, we shall not pursue that generalization here 
because it increases the complexity of the problems which we shall deal 
with. On the other hand the model (1.1) itself may be generalized in 
some ways. For example,
(1) ut and e are serially correlated or correlated with
each other;
(2) ß is generated by a more general process.
We shall return to these points later in the next section in connection
3 .
with the estimation of 3 . While some other classes of time varying 
parameter models than (1.1) have been suggested, such as random coef­
ficient models (Hildreth and Houck (1968)) or the Cooley-Prescott model 
(Cooley and Prescott (1973)), attention will be paid to the model (1.1) 
throughout this thesis and by time varying parameter models we shall 
mean the model (1.1).
By the way, our model may be interpreted as a signal plus noise 
model as in Kalman (1960) where the signal is a linear transformation of 
the unknown vector $ generated by a first-order autoregressive process. 
Namely we can rewrite the model (1.1) as
= st +
s^ = x f 3t t t
et = F3t- +  e t  •
(1.4)
This interpretation of the model enables us to apply it to the problem 
of unobservable variables in economics. For example s may be taken 
as a seasonal in some economic time series. Then we can extract the 
seasonal by estimating 3^ so that the seasonally adjusted series can 
be obtained. In fact this will be a main topic in Chapter 4 and some 
generalization will be given in Chapter 7.
Now given the data up to time T our main concern is to estimate
3 for all t. If E = 0, i.e., 3t = 3Q for all t, this problem
reduces to that in the usual case whether the distribution of ß iso
non-degenerate or not. However, if E _> 0 and E =j= 0, the estimation
2of 3t will depend on the parameters o^, E, and F. In Section 2 
the solution to this problem is given under the assumption that these 
parameters are all known. Section 3 further examines the properties of 
the estimator assuming E to be the null matrix. In practice it is
4 .
n e c e s s a r y  t o  e s t i m a t e  a Z, and F b e f o r e  o b t a i n i n g  t h e  e s t i m a t o r  o f  
3^. In  C h a p te r  2 we d i s c u s s  t h e  c o n d i t i o n s  f o r  t h e s e  p a r a m e t e r s  to  be 
i d e n t i f i a b l e  and t h e  e s t i m a t i o n  t h e o r y  i s  p u r su e d  i n  C ha p te r  3.
1 . 2  Summary of Kalman Fil ter ing and Smoothing
In  t h i s  s e c t i o n  we a r e  c onc e rne d  w i t h  t h e  e s t i m a t i o n  o f  3t  f o r  
t h e  model ( 1 . 1 )  d e s c r i b e d  i n  S e c t i o n  1. Le t  3 ( t [s ) be t h e  b e s t  l i n e a r  
u n b i a s e d  e s t i m a t e  of  3 t  o b t a i n e d  from y ^ , . . . , y  . I t  has  been  shown 
i n  Kalman (1960)  t h a t  t h e  p r e d i c t e d  e s t i m a t e  ß ( t | t - l )  and t h e  f i l t e r e d  
e s t i m a t e  $ ( t [ t )  can be computed r e c u r s i v e l y  t h r o u g h  t h e  f o l l o w i n g  
f o r m u l a e :
ß ( t 1t - l ) = F 3 ( t - l | t - l ) ( 2 . 1 )
g ( t l t ) = 3 ( t  | t - l )  + K^_u(t | t - l )  , ( t  = 1 , 2 , . . . ) ( 2 . 2 )
where i s  c a l l e d  t h e  Kalman g a i n  and u ( t | t - l )  t h e  i n n o v a t i o n
p r o c e s s .  These  a r e  d e f i n e d  a s  f o l l o w s :
Kt  = P ( t | t - l ) x t / 0 2 ( t | t - l )
y ( t | t - l )  = V a r ( u ( t I t - l ) ) = + x ^ P ( t I t - l ) x t
u ( t | t - l )  « y t  -  x j . ß ( t | t - l )
P(c  j t - l )  = E ( g ( t | t - 1 )  -  ßt ) ( ß ( t | t - l )  -  ßt ) ’ .
Here P ( t | t - 1 )  can a l s o  be computed r e c u r s i v e l y  v i a
P C t I t - l )  = F P ( t - l I t - l ) F '  + Z ( 2 .3 )
P ( t I t )  = E ( 3 ( t I t )  -  3t ) ( 3 ( t | t )  -  3t ) '
= ( I k -  Kt x J . ) P ( t | t - l )  . ( 2 .4 )
In  o r d e r  to  s t a r t  t h e  above r e c u r s i o n s  t h e  i n i t i a l  v a l u e s  3 ( 0 |0)  
and P (0 j 0) need t o  be s p e c i f i e d .  These  a r e  assumed to  be
5.
6(0 I 0) = E(ßo)
P (0 j 0) = E(ßo - E(ßo))(ßo - E(ßo))’ .
(2.5)
The recursions are also based on the assumption that the parameters 
2o , Z, and F are known together with E(S ) and Cov(B ). We also u o o
assume that Cov(B ) > 0 since if not, the distribution of $ becomeso o
(2)degenerate and consequently the case occurs that the 3fc (t = 1,2,...) 
are completely known if £ _> 0.
To discuss some properties of the Kalman filter three definitions 
are introduced. These are due to Jazwinski (1970).
Definition 2,1 (uniform, complete observability)
The model (1.1) in Section 1 is said to be uniformly completely 
observable (UCO) if there exist a positive integer T-^  and positive 
constants c^, such that
ClIk -  0(T’ T_Tl) 1  for a11 T > Ti (2.6)
where
0 (T, T-T ) = E F,t: T x x'F11 T .
t=T-T^ t t
The observability matrix 0(T, T-T^) reduces to the sum of squares 
matrix when E = 0. In general the matrix comes from expressing y^ 
in terms of 3^ (T > t), i.e., from
xtßt + ut
x'F^ "^ ß - x' I FS h  + ut ßT Xt 1 et-s+T t •s=t
(2.7)
6 .
D e f i n i t i o n  2.2 (uniform, complete controllability)
The model (1.1) in Section 1 is said to be uniformly completely
controllable (UCC) if there exist a positive integer T2 and positive
constants c~, c, such that 3 4
c3Ik 1  C(T, t"t2) 1  c4Ik for a11 T > T2 (2.8)
where
T-l T-t-1 T-t-1C(T, T-T2) = Z F Z F' 
t=T-T2
The controllability matrix C(T, T-T2) is t i^e covariance matrix of 
T2ß - F ß since
2
T2 ™  T-t-1
ßT ■ F 6t-t + 1 F S + iT T x2 t=T-T t+1
(2.9)
and thus
Cov(ß - F ß ) = Cov
2
T-l' %  T-t-1Z F e
t=T-T„ t+1
C(T, T-T2) . (2.10)
D e f in i t i o n  2.3 (uniform, asymptotic stability)
The linear system with inputs vfc and outputs defined by
zt= Vt-i + vt (t =
is said to be uniformly asymptotically stable (UAS) if there exist 
positive constants c^, c^ such that
-cfit
||$(t)|| = IIG G , ... GJI < c,-e for all t (2.11)t t-l 1 — b
where the matrix norm IIAll is taken as the positive square root of the 
largest eigenvalue of A'A. The UAS condition is related to the Kalman
7 .
filter equation in the following way. Equation (2.2) can be rewritten 
as
ß(t|t) = d k " Ktx£)Fß(t-l| t-1) + Ktyt . (2.2)'
Therefore in future we take $(t) to be the matrix
4(t) ■ " Kt-s+lxUs+l)F • (2'12)s=l
Under the UCO and UCC conditions it has been shown in Jazwinski 
(1970) that
(a) P(111) is uniformly bounded from both above and below for all
t > max(T^, T2);
- c 6t(b) 3(t [ t) is uniformly asymptotically stable, i.e., ||$(t)|| _1 c^e
for all t and some positive constants c^,c^;
_ — c q b _
(c) IIP (t I t)-P (111) I <_ c^e for all t where P(t|t) is the
solution of (2.4) starting with any P (010) >_ 0 and c.., cQ 
are positive constants.
These results should be distinguished from those of the constant parameter 
case. Under some suitable conditions on x it is shown in this case 
that
(a) ' P(tIt) converges to 0 and tP(t|t) converges to a positive
definite matrix as t ->
(b) ! ll$(t)ll 0 as t -* °°;
(c) ’ I P(11 t) - P(111)I 0 as t
The result (a)1 is well known in econometrics since in the constant para­
meter case the matrix P(t|t) reduces to the covariance matrix of the 
OLS estimate. The result (c)' is an immediate consequence of (b)' and 
(b)’ comes from the fact that $(t)=P(t|t)P 1(k|k) and P(t|t) converges
8.
to the null matrix. That 8(t|t) is not UAS can be best seen by con­
sidering the simplest case where k = 1 and x = 1 for all t.
So far attention has been paid to two extreme cases, E > 0 and
E = 0. The reality may lie between these cases and take the form (1.2)
in Section 1. In this case, putting P_^(t|t) = E(ß^^ (t | t)-ß£"^)
(8^^ (t 11)-8^1*’^ )' (i = 1,2), it has been shown in B.D.O. Anderson (1971)
that (b)' and thus (c) ' hold and that P^(t|t) satisfies (a). On the
(2 )other hand P 2 2 (t |t) satisfies (a)' so that ßv ;(t|t) is a consistent 
estimate of ß^^ = ^o^ ’ This last has been shown in Hatanaka (1978). -^e
The Kalman filter can be extended to more general cases mentioned 
in Section 1. Jazwinski (1970) deals with some cases where the disturb­
ances u and e are serially correlated or correlated with each 
other. The recursions for these cases can also be obtained under the 
assumption that the model parameters are all known though the computa­
tional burden increases. If the state vector ß is generated by a 
more general process, for example, an autoregressive process of order p,
then defining
ßt = ^  Y t - j  + £t
F, F0 . . . F1 2 P
i—i o 0k
> 0 . . *° Ik °
(e;,0V. .,0')’
.,0')'
p+r
(2.13)
we get the following 'augmented' model
9 .
* t 6t  + ut
Fh -1  + £t
( 2 .1 4 )
Here ß i s  t h e  k p xl  v e c t o r ,  F t h e  k p xkp m a t r i x ,  e t c . ,  wh ich  a l s o  
i n c r e a s e s  t h e  c o m p u t a t i o n a l  b u r d e n .  In  b o t h  c a s e s  t h e r e  may be some 
p o s s i b i l i t y  t h a t  t h e  Kalman f i l t e r  does  n o t  work w e l l  b e c a u s e  o f  t h e  
way i n  which  t h e  s t a t e  v e c t o r  i s  augmented.  We s h a l l  n o t  p u r s u e  t h e  
m a t t e r  f u r t h e r .
R e t u r n i n g  to  t h e  Kalman f i l t e r  e q u a t i o n s  ( 2 . 1 ) ,  ( 2 . 2 )  we d e s c r i b e  
some o t h e r  p r o p e r t i e s .
(1) The i n n o v a t i o n  p r o c e s s  u ( t | t - l )  i s  u n c o r r e l a t e d .  I f  b o t h  u^ _ 
and e a r e  G a u s s i a n ,  t h e n  i t  i s  i n d e p e n d e n t .  Moreover  t h e  p r o c e s s
u ( t | t )  = y t  -  x ^ . ß ( t j t )  i s  a l s o  u n c o r r e l a t e d  and has  v a r i a n c e
A 2 2 2o / o  ( t I t —1) which  i s  l e s s  t h a n  a and t h u s  o ( t I t —1 ) .  u u 1 u u 1
(2) The Kalman f i l t e r  e q u a t i o n s  ( 2 .1 )  and ( 2 . 2 )  w i l l  n o t  be a l t e r e d  
i f  we a p p ly  t r a n s f o r m a t i o n s
and
P ( t  11-1) P ( t  11-1) /  <j 2
P ( t  11) -> P ( t  I t ) / o 2
Z + Z /o2u
o 2 ( t | t - i )  -> a 2 ( t | t - l ) / o 2 .
(3)  The Kalman f i l t e r  e q u a t i o n  ( 2 .2 )  can  be  e x p r e s s e d  by an ’ o f f - l i n e '  
form:
3 ( t1 1 )  = P ( 1 1 1 ) ( P - 1 ( t I t - l ) ß ( t | t - l )  + x t y t / a 2 ) . ( 2 . 2 ) "
Then i t  i s  shown t h a t  u n d e r  t h e  n o r m a l i t y  a s s u m p t i o n  on u^ _ and e t h e  
e s t i m a t e  ß ( t | t )  i n  ( 2 . 2 ) "  i s  t h e  p o s t e r i o r  mean f o r  ß^ g iv e n  t h e  d a t a  
y 1 , . . . , y t_ and i s  t h e  Bayes e s t i m a t e  unde r  s q u a r e d  e r r o r  l o s s  (Duncan 
and Horn ( 1 9 7 2 ) ) .
10.
The estimates 3(t [t—1) and 3(111) which we have so far discussed 
are both based on the data prior or up to time t. On the other hand if 
we are given the whole data estimates 3(t|s) (t < s) may
be meaningful. Especially 3(t|T) is called the smoothed estimate of 
8t and it has been shown in the literature (Meditch (1967), for example) 
that 3(tIT) satisfies
3(tIT) = 3(t11)+ Jt(3(t+11T) - $(t+111)) (t = T-l,T-2,...,1) (2.15)
where
J = P(t|t)F'P_1(t+l|t) .
It should be noted here that the computation of 3(t|T) requires the 
estimates 3(t+l|t) and 3(t|t) together with P(t|t) and the inverse 
of P(t+l|t). We prove that (2.15) is equivalent to the computationally 
simpler recursion (Mehra (1969), J. Math. Anal, and Appl. 3 1-8):
3(tIT) = 3(tIt) + P(t|t)F’A(t) (t = T-l,T-2,...,1) (2.15)'
where
A(t) = (Ik - Kt+1xJ.+1) 'F* A(t+1) + xt+1u(t+l|t)/o^(t+l|t)
X (T) = 0 .
Proof. It is not hard to see that
Jt(e(t+i|i) - e(t+i|t>)
T-l , 
E
s=t '
sn
j=t
j .j Ks+iu(s+1ls)
where K is the Kalman gain. On the other hand, by virtue of (2.4), 
we have
h  - V i xt+i = p(t+i|t+i)p 1(t+i|t)
so that
11.
A(t) = P 1(t+l|t)P(t+l|t+l)F'A(t+l) + xt+1u(t+l|t)/o^(t+l|t)
f T 1 T s-1
n As A(T) + E n a.( s=t+l 3 s=t+l j-t+i 3
P 1(t+l|t) E
T-l
11 KS+1U(S+1IS)s=t v j = t+l 3
where we put A^ _ = P ^ (t | t-l)P(11 t)F' , b^ _ = x^uCt | t-l)/o^(t | t-l) ,
s-1 s
II A. = I. for s = t+1 , and II J . = I. for s = t. Then 
j-t+i 3 k j-t+i 3 k
B(tIT) = B(tIt) + P (tIt)F'A(t)
T-l
= B(t 11) + J E 
s=t
s
n j.
j=t+i 3
(s+lIs)
T-l
= 3(tIt) + E 
s=t
s
n j 
j - t ;
K uCs+ils)
which completes the proof.
Some properties of B(t|T) follow.
(1) The covariance matrix P (t|T) = E(B(t|T)-Bt)(B(t|T)-$ )1 of 
smoothed error can also be computed recursively via
P(tIT) = P(tIt) + Jt(P(t+l|T) - P(t+l|t))J’
though this is not used in the computation of B(t|T).
(2) The process u(t|T) = yt~x^3(t|T) is not uncorrelated. In 
u(t|T) is the moving average of uncorrelated sequences u(s|s-l) 
(s = t,t+1,...,T):
T-l
u(t I T) = (l-x^.Kt)u(t I t-l)-x^. E
s=t
sn J. 
Jj=t Ks+lu(s+1ls)
the
(2.16)
fact
(2.17)
12 .
(3) When E i s  n o n - n e g a t i v e  d e f i n i t e  and t a k e s  t h e  form ( 1 .2 )  i n
( 2 )S e c t i o n  1,  t h e  smoothed e s t i m a t e  3 V 7 ( t | T ) i s  c o n s t a n t  f o r  a l l  t  and
I
( 2 )
i s  e q u a l  to  3^ ^ ( T |T ) .  F o r ,  f o l l o w i n g  San t  (1977)  we c o n s i d e r
Jt = P(tIt)F’ FP(tIt)F' +
F11 °12
°21  \
+
f z 0 011 12
1—
1 
C
N
o
°22
r A B
0 021 22
-1
-1
, say
so t h a t  J t  i s  o f  t h e  uppe r  t r i a n g u l a r  form
C D
°21
s a y ,
Now i t  i s  e a s i l y  s e e n  from ( 2 .1 5 )  t h a t  3 ^ ^ ( t | T )  = 3 ^ ^ ( T | t ) f o r  a l l  
t .  Moreover  i t  can  a l s o  be shown by s i m i l a r  a rgum en ts  t h a t  
P 2 2 ( t | T )  = P 2 2 ( t | t ) as  sho u ld  b e .
(4) The s m oo th ing  e q u a t i o n  ( 2 . 1 5 )  o r  ( 2 . 1 5 ) '  o b t a i n e d  above may be 
r e g a r d e d  as  t h e  backward r e c u r s i o n  o f  t h e  Kalman f i l t e r  ( 2 . 2 ) .  The 
l a t t e r  s t a r t s  w i t h  3(0 j0) and i f  t h i s  e s t i m a t e  i s  p o o r ,  t h e  f i l t e r e d  
e s t i m a t e s  w i l l  be u n r e l i a b l e  a t  t h e  b e g i n n i n g  o f  r e c u r s i o n s .  Running 
t h e  s m oo th ing  e q u a t i o n  w i l l  improve  t h e s e  e s t i m a t e s .
1.3 Recursion for Linear Regression Models
In  t h i s  s e c t i o n  we e x p l o r e  some o t h e r  p r o p e r t i e s  o f  t h e  Kalman 
f i l t e r  c a l l i n g  a t t e n t i o n  to  t h e  u s u a l  l i n e a r  r e g r e s s i o n  model
y t  = Xt 3 + u t  ’ ( t  = > ( 3 .1 )
where y^ ,  x fc and u a r e  t h e  same as  b e f o r e  and we assume 3 to  be
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an unknown constant.
Let 3 (t >_ k) be the ordinary least-squares (OLS) estimate of 3 
obtained from observations y^,...,yt. Then Plackett (1950) has shown 
that
-13, lAl = 3 + P . ' J  (I +X,P#. nX ) (y -X' 3 .) (3.2)(t-l)+n t-1 t-1 n n n t-1 n' v/t,n n t-1
where X
t
that
n = (xt>...,xt+n_:L), yt>n - (yt,...,yt+n-1 )’ while
T. x x , s s s=l
is assumed to be non-singular for t > k. Noting
P_ -X = P , _P ] P J  t-1 n t+n-1 t+n-1 t-1 n
-1P , .(P . + X X ' ) P  Jt+n-1 t-1 n n t-1 n
P.. ,X (I + X ’J> J  ) t+n-1 n v n n t-1 n
(3.2) can also be written as
(t-l)+n ®t-l + P (t-l)+nXn (yt,n Xn h - 1 ) (3.2)'
and ^(t-l)+n Can comPute<^  vi-a
P, , % = P - P .X (I + X'P .X ) 1X ’P ,(t-l)+n t-1 t-1 n v n n t-1 n' n t-1 (3.3)
The above algorithm can be adapted to the case where n observations 
come in at each time, but it involves inversion of an n><n matrix so 
it may be useful provided n is small and less than k. Especially 
if n = 1, we have
K-i + V i v < t | t - i ) / ( i + * ; p t _ i * t )
3t_1 + Ptxtu(t|t-1)
where u(tlt-l) = y -x’3. and 1 J t t t-1
V i  - pt-ixtx;pt-i/(i+x;pt-ixt)
(3.4)
(3.5)
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Now it is seen that 3 corresponds to both 3(t|t) and B(t+l|t) 
while au^t is equivalent to both P(t|t) and P(t+l|t) in the Kalman 
filter. However, it should be noted here that the present recursion 
always starts with 3 at t = k. As in the Kalman filter the innova­
tion process u(t|t-l) is serially uncorrelated with mean 0 and 
2variance o (l+x!P x ). If we have a sample of size T and define u t t-1 t ^
U<R) = u(t 11-1) / (1 + , (t = k+1.... T) (3.6)
(R)then (u^ '} (t = k+l,...,T) forms an uncorrelated sequence of T - k
2random variables with mean 0 and variance o . Moreover it is shownu
(R) (R) (R) 'that the vector u v = (u^+^,...,u^ ) belongs to the class of linear 
unbiased residual vectors with a scalar covariance matrix (LUS). A
k)xl vector v belongs to LUS if and only if
(i) V = Cy where y = (y2.---.y-j)' ;
(ii) E(v) = 0 ;
(iii) E(vv') = °uIT-k •
That u (R) £ LUS is seen by noting
u(t|t-l) = yt - xj.3t_1
t-1
- x'P 1 Z x y t t-1 , sJss=l
and thus defining
Xk+lPkXk/ak+l
'V t-Ä-i^ t
1/ak+1
0
l/ar
(3.7)
:t =
,t  =  ( 1  +  ■
where
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In general the matrix C can be determined in the following way. 
First of all consider an orthogonal transformation Q(TxT) such that
where w and v are kxl, (T-k)xl vectors respectively while R is 
a kxk upper triangular matrix with X,j,X = R'R. Then if C is defined 
to be the matrix composed of the last T-k rows of Q, it really holds 
that
(
(1) c c1 = iT_k ;
(2) CXT = 0 ;
(3) v = Cy = Cu where u = (u^,...,u^)’ .
Moreover it also holds that 
- -1(4) 3T = R w ;
(5) (y-XT§T)’(y-XT3T) = v ’v
and thus v E LUS. These are due to Golub (1965). Incidentally it is
2shown from (5) that the sum of squares of OLS residuals divided by o^ 
has a chi-square distribution with T-k degrees of freedom if u is 
normally distributed. Because of the non-uniqueness of LUS vectors 
Theil (1971) suggested squared error loss
L(v) = (v - u(2))'(v - u(2)) (3.8)
(2)where u is the vector composed of the last T-k elements of u.
(b)He then determines the so-called BLUS vector uv which attains the 
minimum of E(L(v)) in (3.8) within the class LUS. Then it is shown
that
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E(L(u(B))) 2a E (1-Ä.)U . 1 11=1
(3.9)
E(L(u (R))) 2q T-k - \  f
t=k+l t
(3.10)
- 1  i-'where X^?s are the non-zero eigenvalues of (X^(X^X^,) X^) 2. These
-1 h
are, of course, equal to the eigenvalues of (X^X^(X^X^) ) and are
all positive and less than 1. If k=l, (3.9) and (3.10) reduce to
E(L(u (B))) 2o‘ 1 - 2 / l  2 ^x / E x 
1
(3.9)’
E(L(u(R))) 2a'
T
Z
t=2
r t-i t 9 1h '
1 - E x‘/E x 2
( 1 S 1 S > >
(3.10)’
Because of the optimality of u^B  ^ E(L(u^B^)) <_ E(L(u^B^)) and the 
equality holds only for T = 2 in general. More specifically if 
x = 1 for all t, we have the following results on the relative 
efficiency R = E(L(u^B^))/E(L(u R^  ^) ) :
Table 3.1
Relative Efficiency of u ^
T 2 4 6 8 10 50 100
R 1 .82 .74 .69 .65 .47 .41 0
relative to(R)As is seen from the above results the efficiency of u
u decreases monotonically to 0 as T -* °°. Though this may be the
(R)case for general k > 1, the use of u
(R)
does have the advantage of
computational flexibility. For u 
the sample size is increased while u J need be. Recursive residuals 
will be reintroduced in Chapter 5 when constructing some tests on the
constancy of parameters.
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So far recursive estimation has been restricted to the one 
developed by. Plackett (1950), which is the equation (3.4) governed by 
the additional equation (3.5). Here we disregard the equation (3.5) 
and consider a recursion of the form
h  = h-l + ht(yt ' ’ (t = ) (3.11)
where h^ is a kxl known vector and the recursion starts with an 
arbitrarily fixed vector 3 . The study of the asymptotic behaviour of 
this recursion is difficult for k > 1. Here we consider only the case 
for k = 1. The following lemma seems to be useful for the study of 
convergence.
LEMMA 3.1. The sequence {a^} starting with arbitrarily fixed a^:
at = ktat-l + £t ’ (t = ) (3.12)
converges to 0 as t if
(i) kfc is bounded for all t and there exists tQ such that 
t
11 ks = at 1 0 ; s=to
00
(ii) ' E £ < 00 .
t=l
Proof. Iterating (3.12) back to 0 we get
f t 1 t f 1n k a + E n k.i sv s=l ; ° S=1  ^ i=s+l 3 ^
f 1 1 o f 1 )= n k a + E n k.T) r—
1
IIW c Cß II  ^ i=s+l 3 >
£ 4- a s t
t
E
s=t
£ /a s s
t
Now it is seen that the first two terms converge to 0 since IT k -* 0
I Ss—1
and £g is bounded. On the other hand by virtue of (i) bfc = 1/a^
(t _> t ) is positive and monotonically increasing to 00 so that
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t t
a E i / a = E b £ /t> -> 0 as t -> 00 because of (ii) andt s s  ^ s s ts=t s=to o
Kronecker’s lemma (Gihman and Skorohod (1974), p.71).
The above lemma also holds if a and £fc are random variables. 
For that case by convergence should be meant the almost sure (a.s.) 
convergence. As to the convergence of the recursion (3.11) for k = 1 
we have
Theorem 3.1. The recursive solution ß in (3.11) converges a.s. to 
8 as t if
(i)
(ii)
k = 1 - trx^ is bounded for all t and there exists t t t t ot
such that II k = a. 1 0 ;. s t s=t o
00
E h2 < * .
t=l Ü
Proof. From (3.11) we easily get
a t V t - l  + V t
where c*t = ß - ß and the recursion starts with arbitrarily fixed aQ .
Then we can get the conclusion by virtue of the above lemma if
00
E h u < 00 (a.s.). This is really ensured since {h^u^} (t = 1,2,...)
t=l 1
is a sequence of independent random variables with
OO OO
2 2E Var(h^u^) = a E h < 00 by (ii) so that Kolmogorov's theorem 
t=i 1 u t=i c
(Gihman and Skorohod (1974), p.67) applies.
Theorem 3.2. Under the same conditions as stated in Theorem 3.1 ß 
converges in mean square (m.s.) to ß as t 00.
We omit the proof since it is obvious. Some remarks follow:
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2 2(1) If h = x / E x and E x  -* °°, then the conditions (i) and t t , s . ss=l s=l
(ii) in Theorem 3.1 are necessarily satisfied. For 0 < 1-h xt _< 1 
for all t _> 2, which implies (i) and (ii) is ensured by the fact that
Vit=l E x s=l S for a > 1 if E x s=l * (3.13)
In this case Theorem 3.1 gives an alternative proof for the theorem due 
to Anderson and Taylor (1976).
(2) Two sets of conditions which seem more plausible but stronger than 
the conditions in Theorem 3.1 are
(i)' 
(ii)T
(i) holds;
■t = xt /
t
E xi ss=l
(a > and E x  -> °° ;i ss=l
and
(i)" ht “ xt / r t ?\a t(h < a < 1) and E x  00 ;E x.s=l s—1
(ii)" htxt + 0 .
That (ii)1 -> (ii) is obvious from (3.13). On the other hand from the 
inequality
tn (1 - h X ) < expo os=l
t
- E h x for . 0 < h x <1 , — s s —
it is seen that the condition (i) is satisfied if diverges to 00
and htxt i 0* The former is implied by (i)" and the latter is just the 
condition (ii)". On the other hand (ii) holds because of (i)".
2 , 2, \ \ h(3) If lim Ext/t remains bounded and | x^. | <_ t for t > t , then 
we can put ht = x^/t. It is easily checked that this satisfies the 
conditions (i), (ii) in Theorem 3.1.
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Finally we mention some possible applications of the Kalman filter 
or Plackett’s algorithm. These are:
(i) detection of the parameter change over time;
(ii) detection of the parameter change over the frequency bands;
(iii) estimation of the coefficient parameters for time series 
models.
As said before (i) is discussed briefly in Chapter 5 together with (ii) 
while we deal with (iii) extensively in Chapter 6.
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C H A P T E R  2
THE IDENTIFICATION PROBLEM IN TIME VARYING PARAMETER MODELS
2.1 Introduction
In Chapter 1 we discussed how to estimate Bt in the time varying 
parameter model:
yt = + u
Bt = Fßt_1 + et , (t = 1....T)
(1.1)
assuming that the parameters o = Var(ut), E = Cov(et), and F are all
known. In practical situations they are either unknown or known only
approximately. Then it is necessary to estimate these parameters.
However, and here the situation is different from the usual linear
regression model, it is not obvious that these parameters are estimable
or identifiable. Let 0 be the set of possible parameters 0 which is
£a set of K-dimensional Euclidean space R and 0q the true parameter 
value in 0. Also let £(0) be the likelihood function based on a 
sample of size T. Then by the identifiability of 0q ^ 0 we mean that
£(0) = £(0q) (a.s.) =► 0 = 0q (1.2)
where the measure is taken with respect to the true distribution. This 
definition of identifiability is concerned with all 0 in 0 and we 
shall speak of global identification in this case. On the other hand 
if (1.2) holds in some open neighbourhood of 0q, 0q is said to be 
locally identifiable. As is clear from the definition, a knowledge of 
the distribution of the sample is needed. Throughout this chapter we 
deal explicitly with the case where the distribution is normal.
However, the above criteria for identifiability are usually 
difficult to check. Bowden (1973) has shown that (1.2) is equivalent to
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I *(e„)I(6|0O) = I £(0o)log w  dyr ..dyT = 0 -  0 - 6q (1.3)
where we assume that the integral is meaningful. 1(016Q) is called 
Kullback’s information integral. It is noted that 1(0|0 ) is always 
non-negative and that identifiability is concerned with finding a unique 
solution to the minimum of 1(0| 0q) , that is, 1(0|0 ) = 0. Notice also 
that 1(0 100) = E{log £(0q) “ log £(0)} and thus we may say that the 
parameter 0q is identified if and only if E{log £(0)} attains a 
unique maximum at 0 = 0 . The function 1(0|0Q) can be used as a 
criterion for discriminating £(0 ) against £(0). The so-called 
Akaike’s information criterion (AIC) (see Akaike (1973)) was derived 
using this property of I(0|0q). In any case following the criterion 
(1.3) it is easily shown that the parameter 3 in the usual, normal 
linear regression model is globally identifiable if = (x-^,...x^)
is of full rank as expected.
On the other hand as far as local identification is concerned, it 
has been shown in Rothenberg (1971) that, under some regularity condi­
tions, the local identifiability of 0q is equivalent to the positive 
definiteness of the information matrix:
W  E- E ' a 2 log £(0) 30 30’
0=0
(1.4)
Note that 11^(0^) = (3^1(0|0 )/3630’)q_q under the regularity condi-
o
tions and that H,j,(0o) depends only on the true parameter 0q. Bowden 
(1973) points out that the condition (1.4) can be derived as a simple 
corollary to (1.3). In terms of the information matrix Rothenberg 
(1971) also considers global identification. His result is that every 
parameter 0 in 0 is globally identifiable if £(0) belongs to the 
exponential family and H^ ,(0) > 0  in a convex set containing 0.
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Following this criterion we get the same identifiability condition as 
above for the parameter 3 in the normal linear regression model since 
HT(ß) = Xptj/o^.
So far we have restricted ourselves to the case where the sample 
size T is finite. In connection with inference problems the case where 
T -> °° is also important. The identif iability for that case we call 
’asymptotic identifiability', the definition of which is given by
I
lim(L(0)/dT) = lim(L(0 )/d ) (a.s.) =► 0 = 6 (1.5)
T-K» T-x» ° °
where L(0) = log £/(0) and d^ is a positive number such that d^ °° 
as T -* 00. The criterion similar to (1.3) is
lim(I(0 I 0 )/d ) = 0 =* 0 = 0 . (1.6)
T-x» o i o
As noted below (1.3) 0^ is asymptotically, globally identifiable if
and only if lim(E(L(0))/d~) attains a unique maximum at 0 = 0 .
T-x» °
Considering again the parameter 3 in the normal linear regression 
model it is asymptotically, globally identifiable if X^X^/d^ Q > 0.
In this case the normalizing factor dT is usually taken as T.
Moreover asymptotic, local identifiability can be checked by
lim(H (8 )/dT) = H(0 ) > 0 . (1.7)
T-*»
The identification problem in time varying parameter models was 
initially considered in Cooley and Wall (1978). Using a more general 
model than the present one they deal with the case where T is finite 
and try to relate the condition which they derived with the UCO or UCC 
condition introduced in Chapter 1.
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Here we consider the identification problem independently of 
their work since our model is different and we are mainly concerned with 
asymptotic identifiability.
In Section 2 we consider the case where y^ _ is stationary with an 
absolutely continuous spectrum. Although this may be very special, this 
case becomes important when constructing stationary signal plus noise 
models in Chapter 4. In Section 3 a general case is considered for 
finite T where the matrix F is assumed to be the identity matrix. 
Asymptotic identification is considered in Section 4 using the same model 
as in Section 3. Only some partial results are given to this problem 
since it is not easy to give a complete answer as far as the author's 
present knowledge is concerned.
2.2 Identifiabi1ity for Stationary Cases
In this section we deal with the asymptotic identifiability of the 
true parameter 0q assuming that yfc is stationary in the wide sense 
with the autocovariance function y(r) = Cov(y ,y + ) (r = 0, + l,...).
It is necessary that E(31) = 0 for all t since E(yt) = x^.E(ßt); 
otherwise E(yt) is not constant for all t. Then it is known that 
there exists a uniquely defined non-decreasing function F(u)) ( - it <_ w  <_ it) 
with F(-tt) = 0, F (tt) = y(0), and continuous on the right ( - it' < w  < tt) 
such that
Y(r)
r-n irooe dF (to)
J -TT
(r = 0,+ 1,...) ( 2. 1)
where the integral is a Lebesgue-Stieltjes integral and F(m) is called 
the spectral distribution of yt. F(w) may be decomposed as
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F(ü>) = F1(o)) + F2(üj) + F3(oj) (2.2)
where F^ Coo) is absolutely continuous, F2(w) is a step function con­
taining at most a countable number of finite jumps, and F3(m) is con­
tinuous and may be increasing although dF3(to)/dw = 0 (a.e.). In 
practice F^ Coo) may be disregarded. In the subsequent discussions we 
assume that F(w) itself is absolutely continuous so that dF(m) = f(w)dw. 
The function f(w) is called the spectral density or simply the spectrum 
of y . A sufficient condition for F(w) to be absolutely continuous 
is that y(r) is absolutely summable, that is
oo
E Iy (r) I < oo . (2.3)
£• =  —  OO
This assumption seems reasonable with the present model (1.1) since 
y(r) is expected to decrease exponentially with r. Thus (2.3) is also 
assumed and then we have
OO
f (to) = -rt E y(r)e-lra’ (2.4)
—  —  CO
which is continuous under the assumption (2.3). Note that .f(w) is 
always non-negative and even. To express the dependence of f(w) on 
the parameter 0 we change its notation to f(o),0).
We have so far assumed that yfc is a zero-mean stationary process 
with an absolutely summable autocovariance sequence (y(r); r=0,+l,. ..}. 
As explained in Section 1 we also assume that y is Gaussian. Since 
we are concerned here with asymptotic identification, the sample size 
T is assumed to be quite large. Under such a circumstance, as pointed 
out in Walker (1964), if f(w,0) is continuous and positive for all co 
in [ —7T,7T] , the log-likelihood L(0) for any 0 in 0 can be 
approximated by
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fU
L(0) = ■ tlog 2nf(m.0) + 7 ^ ) - )  d<0 (a.s.) (2.5)
• —  TT
where I(oo)
T 2 5 y e I / (2ttT) . 
t=l
To give an asymptotic, global
identifiability theorem we also require the process to be ergodic (see 
Hannan (1970, p.201) both for the definition and for the justification 
of this assumption). Of course y becomes ergodic in the present case 
if ut and e are both Gaussian. Under the ergodicity assumption 
Hannan and Robinson (1973) have shown that if g(w) is a continuous 
function of oo with period 2 t t, then
r TT
lim g (a)) I (oo) do) =
T-*x> J -u
The proof of this statement will be given in Chapter 3 when we prove 
central limit theorems for spectral estimators. By virtue of this 
result L(0) in (2.5) can further be written as
g(ui)f (a), 0o)do) (a.s.) (2.6)
“ IT
lim(-2L(0)/T)
T-*»
(log 2Trf(o),0) +
f (a),0Q) 
f (oo, 0) doo (a.s.).\ (2.7)
It is also known that if f(o),0) is positive and continuous for all w 
in [ — it,tt] , yt has a unique one-sided moving average representation:
and thus
yt a,(0)e3=o
2E a . (0) < « , aQ(0) = 1
j=o J
f (a»,0) o2(6)2 tt E a.(0)eljw j=o J
(2. 8)
Here a sequence of independently distributed normal variables
2with mean 0 and variance a (0). Now we have the following theorem.
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The major reference here is Hannan (1970, p.159).
Theorem 2.1. Assume that y is Gaussian and that the spectrum f (oo, 0) 
is continuous and positive for all to in [ — tt , tt] . Then the parameter 
0q is asymptotically, globally identifiable if and only if
f (to, 0) = f (to, 0q) (a.e.) => e = 0q .
P r o o f . All that is needed is to prove that (2.7) attains a unique
minimum at 0 = 0  if and only if the condition described in the theorem o
2holds. Since a (0) is the prediction variance of a stationary process 
with the spectrum (2.8), it holds that
log o (0) JL_2 tt J-
l o g  2ttf ( t o , 0 ) dm (2.9)
Note that the integral in (2.9) is well defined because f(io,0) is 
continuous and positive for all oo in [ —tt ,tt] . On the other hand we 
have
o2(8)
f (u>,90) 
f(u,0)
dw ( 2. 10)
since the right hand side is the variance of a process with the spectrum
f (to, 0q) / (2iTf (to, 0)) (see the formula (2.1)) and this is not smaller than
2 2its prediction variance o (0 )/a (0) (see the formula (2.8)). The 
equality holds if and only if
f(to,0 ) o2(0 )’ o _ o'
f(“’9) ” a2(0)
( 2. 11)
After all the following inequality holds:
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[TT f ( u ) » e ) ~ (0 )
—  {log 2ttf (o), 6) +  -F7— r^-} doü > log o (0) + — --- (2.12)
2,1 J-n £(“’0) ~ o2(0)
with equality if and only if (2.11) holds. Moreover, using the 
inequality log x + c / x  1 + log c (c > 0) with equality only when 
x = c, we have
? a2(e ) ,
log a (6) + ■ i  1 + log a (6 ) . (2.13)
a (0) °
The equality holds if and only if o2(e) a (0O). Therefore
min
0 2*
{log 2irf(a),0) +
J - n
f (w,0Q)
f (a>,0) } doo 1 + log a (0q) (2.14)
2 2and the minimum is attained if and only if both (2.11) and a (0) = a  (0Q) 
hold. Since f(oo,0) can be expressed as in (2.8), we must have the 
condition described in the theorem, which completes the proof.
Because of this result we can check the asymptotic, global 
identifiability of the parameter 0q in terms of the spectral density. 
The parameter 0q will be asymptotically, globally identifiable if 
there exist no other 0 in 0 which give rise to f(w,0) = f(o),0Q) 
(a.e.). It may be noted that the uniqueness of f(w,0) at 0 = 0q 
is a conventional identifiability criterion adopted in time series 
analysis. Since there exists a one-to-one correspondence between the 
spectrum and the autocovariance sequence, we may say that 0^ is 
identifiable if the latter is uniquely determined. For illustration we 
consider some simple models to see if the parameters in those models are 
asymptotically, globally identifiable.
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(i) Case I
Consider the simplest model
yt = et + ut
(2.15)
ß t  = Pß t _ 1 + e t > P + °> iPI < 1
2 2where all variables are scalar. Put 0 = (a , o , p)'.u e Then we have
r 2
p °e 2y(r) = --- + 5 a' , 2 or u
1-P
f (u),0) 2tt 1 - pe
e . 2— ;--~ + oleu I 2 u
Now it is almost obvious that f(co,0) is unique at 0 = 0^ (see Hannan
(1970), p.171). The assumption that p 0 and |p| < 1 is indispen-
2 2sable. If p = 0, yt itself is white noise and f(oo,0) = (a + g u )/2tt
2 2so that we cannot determine ö£ and a uniquely. On the other hand 
if Ip j >_ 1, y is not stationary any more and thus p must be less 
than 1 in modulus. This may also be justified in terms of f(w,0) 
since there always exists
9 = (V Ge^p2 ’ 1/,p^ '
such that f(w,0) = f(u),0Q).
(ii) Case II
Consider another special model (1.1) with
x^ = (cos X,t, sin X,t,...,cos X t, sin X t)' t 1 1 s ’ s ; 2sxl
F = diag(p1,p1,...,ps,ps) ; 2sx2s (2.16)
E = diag(o^,o^,...,Og,Og) ; 2sx2s
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where A_. =j= A^ (mod 2ir) and if A^ = nir (n; integer), sin A_.t will
be suppressed from the model together with corresponding elements in F
and E. This model seems useful if the data contains periodicities
2tt/A_. (j = l,...,s). Especially if the data is monthly, we may put
\ = 2tt j /12 (j = 1,...,6). The A ’ s are called seasonal frequencies
and we shall deal with this case more closely in Chapter 4. Put 
2 2 29 = (ou,a1,...,ög, p1,...,p)'. Now we have
y(r)
s
Z
j=l 1-P
i 2, cos A .r + 6 a : j or u (2.17)
so that, following the definition of f(m,0) in (2.4), it is not hard 
to derive
f (a), 0 )
1-p . e 
J
i(o)-A^) 2 +
1-p . e 
J
i(m+Aj) + 2 ^ ‘ (2'18)
To identify the parameter 0q it is more convenient in the present 
case to use y(r) than f(oj,0). It is seen from (2.17) that we can
r 2 2observe p 'a./(1-p.) for each j and r > 0 so that p.'s can be 
J J J J
2 2identified first and thus a.'s can also be identified. Finally a
J u
can be determined putting r = 0.
(iii) Case III
This illustrates a case where the parameter 0q is not identifiable.
Consider a time-invariant system
yt = h'et + ut
3 = F3 _ + ept pt-l t
(2.19)
where h is a kxl (k>l) constant vector. Then we have
31.
y(r) h ’ Z FJZF
j=°
j + |r h + 6 o2 or u
f(U ,9) = i  h'(Ik - F e lü))
-1
2 (Ik - Fe1U)) *
-1
h + 2tt
where A is the complex conjugate transpose of a matrix A. From a
different point of view Mehra (1970) has shown that Z cannot be
identified if the number of unknown parameters in Z is greater than k
even if F is known; otherwise there is a possibility that Z can be
identified. Thus if Z is positive definite and there exists no a priori
restriction on Z, Z is not identifiable. As an illustration consider a
simple case where F = pl^. Then it is seen that h ’Z^h = h ’Z 2 h does
2not necessarily imply Z^ = Z2 . Note that in this simple case and
p are identifiable.
The following case deals with a somewhat different situation. So 
far we have discussed the case where y is Gaussian and stationary.
The process y^ becomes Gaussian if u and e are both Gaussian 
since x._ is assumed to be non-stochastic. However if x^ . is 
stochastic, the distribution of yt is far from Gaussian though y 
may be still stationary. Then the above theorem cannot be applied 
directly to this case. Therefore it should be understood that the 
identification result described below is the one based on a knowledge of 
the spectrum of yfc or its autocovariance sequence and has no relation 
to our identifiability criterion.
(iv) Case IV
In this case we assume that x^ is stochastic and consider a simple
model
X t3t + U t
Pß t-1 + £t’ + < 1
(2.20)
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where all variables are scalar. Let us assume that is mutually
independent of u^ and and is stationary with an absolutely con­
tinuous spectrum fx (u)) • Then we have
r 2
p °e 2y(r) = Cov(x.,x. ) ---- + 6 o' v t t+r  ^ 2 or u1-p
f (a), 0 ) fx (a.-A)fg(A)dA + ± o 2u
2 2where 0 = (a , o , p)', f (w) is the spectrum of ß , and we haveU £ p t
assumed that Cov(x .x,. ) and thus f (w) are known. If xt ist t+r x t
white noise, then the parameter 0^ cannot be identified as is easily
seen. On the other hand if Cov(x ,x^. ) is not zero for at leastt t+r
I r I 2 2two r(> 0), then p 1 ‘a /(1-p ) is observable for these r. Hence pe
2 . 2 ...........is identified and thus a is also identified. Hence a is identified,e u
For example if x follows an autoregressive process
2 2say with mean 0 and variance o f (1-a ), we have
axt-i + v
r 2 r 2 a 1 1 a p 1 ' a _/  ^ v e , P 2y (r) = ---- 5—  ---- —  + 6  a2 . 2  or u1-c 1-p'
f (a), 0)
2 2
0 0  n tv e 1
/ 2 J I i(ü)-X) 12 I 4 tt j - it 1-ae 1-pe
. ■> , 1 2— — r- dA + —  O lX 1 2 2 tt u
2 2 o a v e , 2 2 1-a p
2 2.1-ape (1-a ) (1-p )
1 2 
+  -y— P2tt u
and thus 0 is identifiable if a and o are known. As explained o v
before we need some care when we deal with this case in connection with 
estimation problems since yt is far from Gaussian even if the other 
random variables are Gaussian.
As far as stationary cases discussed above are concerned, we need
3 3 .
not consider local identifiability defined in (1.7). Nonetheless it is 
of some interest to see under what conditions (1.7) holds. To do this 
we assume that f(oo,0) is twice continuously differentiable with 
respect to 0 and that the resulting derivatives are also continuous 
in a). Now it is seen from (2.7) that
9L(0) m  f7TT I 1 9f (o),0) f (a), 0q) 9f(co,0) ' dto (a
QJ
 
CD
1 1
4>|
 
=3 
1
1 =i f (u),6) 90 f2(u,0) 90
92L(0) ip 'TT 1 9f ( ü j , 0) 9f ( w , 0) r f ( w ' , 0  )o  ° i
9090' 4tt ' -7T . f 2 ( u , e ) 90 90' l "  f (cu, e ) J
a2f (co,9) f f(t0’9o) 1
3030’ l f2(M ,e) " f(“ >0)
dm (a.s.) .
Therefore we have
lim
T-x»
1 32 l (0o >] 1 r i 9f (oo ,0 ) o 9 f (a) ,0 ) o
T 3 0 9 0 ’ 4 t t o
CD3■w'
CNJcwt=1 90 30'
doo (a.s.). (2.21)
We note that the matrix integral on the right hand side of (2.21) is
necessarily positive definite if the parameter 0q is asymptotically,
globally identifiable and some regularity conditions are satisfied. For
if 0q is asymptotically, globally identifiable, 0q gives a unique
maximum of lim E(L(0)/T). Therefore, under some regularity conditions, 
T-x»
it must hold that
lim E 
T-x»
1 3L<0O> 1
T 30 o
lim E 
T-x»
JL
T
92L(0 ) > _____ o_
9090' < 0 .
On the other hand we want to find a necessary and sufficient con­
dition for the matrix integral in (2.21) to be positive definite. Let
34.
us consider
where x is a K><1 constant vector and x =j= 0. Then it is seen that
we must find a condition that
x' --- I dm > 0 for any x
9f (to, 0 ) a ^
00 j + o •
Since the components of 9f(co,0 )/90 are rational polynomials of to so 
that x'9f(to,0 )/30 is also a rational polynomial, the above inequality 
holds if and only if the components of 3f(to,0Q)/90 are, as functions 
of to, linearly independent (a.e.) with respect to Lebesgue measure.
This is summarized in
Theorem 2 . 2 . Assume that y is Gaussian with an absolutely continuous 
spectrum f(to,0) which is positive for all to in [ - i t, it].  Also assume 
that f (to, 0) , 9f(to,0)/30, and 92f (to, 0) / 90 90 ’ are continuous in to and 
0. Then a necessary and sufficient condition for the parameter 0^ to 
be asymptotically, locally identifiable is that the components of 
9f(to,0 )/90 are, as functions of to, linearly independent (a.e.) with 
respect to Lebesgue measure.
In general it is not easy to check if the above identiflability
condition is satisfied or not. This is mainly because F is unknown.
Let us assume that F is known. Then the unknown parameter 0 is 
2composed of and E. Moreover the spectrum f(to,0) becomes linear
in 0 and can be expressed as
f(m,0) 9f (to,0) (2 .22)
since
35 .
_, . 1  ^ ✓ v -irw
f (w’0) = 2tt e y (r)er=-oo
and
y(r) = x' £ (FJEF,J)F'Sc + 6 q t . t+r or u
J = o
Hence global and local identiflability conditions are equivalent in the 
present case as is easily seen.
2.3 I d e n t i f i a b i 1 ity for N o n - S t a t i o n a r y  Ca s e s  W h e n  T is F i n i t e
Throughout the present and next sections we consider local
identification for non-stationary cases. In this section the case where
the sample size T is finite and fixed is discussed. To reduce the
complexity of the problem we assume that the matrix F in (1.1) is'the
identity matrix of kxk. We start by describing the likelihood function
based on a sample of size T. To do this we assume that the initial
value 30 is also an unknown parameter to be identified. Now expressing
y in (1.1) in terms of 3 we have t o
x'$ + x ’ Z e + ut o  t s ts=l
(t = 1,...,T) (3.1)
or equivalently
where
y = X3 + v
y (yi> • • • ,yT) j x (x^,... ,x,j,) ,
and
X f Ne. Ul I1 1 10
x 2 X2 e2 u2• • + •
XT XT * * * XT £T j tu,
(3.2)
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It is seen from (3.2) that the time varying parameter model is, in
appearance, a linear regression model. However, the present model is
essentially different from the usual one. We shall return to this point
2later. Put 0 = (a , a')’ where a is the vector composed of distinctu
elements of E. We assume, for the time being, that E is positive 
definite and the dimension of 0 is denoted by K. For notational 
simplicity we do not differentiate between true and any other parameters 
without confusion. Then under the normality assumption on u^_ and e^, 
the exact log-likelihood L(3q ,0) is
L(ßo,e) = - I  log 2n--|log IQI --|(y-Xßo)'n'1(y-Xßo) (3.3)
where |ft| is the determinant of ft and
ft = Cov(y)
= g^It + A*XEX’ . (3.4)
Here the TxT matrix A is defined by
A = (min(t,s))
1 1 
1 2
1 1 
2
1 2 . . . Tv y
(3.5)
and is positive definite, as is seen later, while * is the Hadamard
product (see Marcus and Mine (1964), p.120) defined by B*C = (b^c„)
2Note that ft is always positive definite since o^I > ^ an<^  A*XEX' 
is non-negative definite (see Marcus and Mine (1964), p.121).
The information matrix H^,(3o,0) can be easily obtained by using 
the following formulae:
log Iftl 
30 . 1tr
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aft“1 - i  aft - i
=  -  ft —  ft30 ae
where 0^ is the i-th component of 0. Note also that 32ft/30^30^ = 0 
since ft is linear in the present case. More specifically we have
K
i=l i30. 6i
(3.6)
This argument leads us to
H^ljl)(ß0)
V Bo’9)
H<2>2)(6)
(3.7)
where
4 1,1)(ßo> - E
f 32L(ß ,0) ____ o
33 93’ o o
X'ft 1x (3.8)
42,2)(0) - E 32L(3O,0)3030’ 12 tr ft"130 ft 130 (3.9)
(2 2)Here ’ '(0) is a K*K matrix with % tr
(i,j)-th place and
3ft -1 _3ft_ -1
30 30 . J
in the
3ft = I if 0. = 2a30 .l T l u
= A*X X'„ if . 0 . =•Z •Z
= A* (X X' + X X' ) 
•Z *m -m •Z J if
l
9i -
ZZ
o (£ > m)£m
where X is the Txl vector composed of the £-th column components
of X (Z = l,...,k). To give the identifiability theorem below we'
introduce a definition:
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ft (a)
K
Z
i=l a i *
(3.10)
ft(a) can be formally obtained from (3.6) by replacing 0 by an 
arbitrary vector a. It should be noted that ft(a) thus obtained is 
neither positive definite nor non-singular in general though it is still 
symmetric and that ft(a) reduces to ft when a = 0. Then we have
Theorem 3.1. When the sample size T is finite, 0 and 0 are 
identified if and only if ft(a) =j= 0 for any non-zero vector a.
P r o o f . Since Ht (0q ,0) is positive definite if and only if H ^ ’^  (ßQ) 
(2 2)and ’ (0) are both positive definite, ß and 0 are identified1 o
if and only if
(i) rank(X) = k
(ii) a ' H ^ ’^  (0)a > 0 for any a =}= 0 .
Now we show that the condition (i) is necessarily satisfied if the con­
dition (ii) is and that (ii) is equivalent to the condition given in the 
theorem. To do this assume that (i) does not hold. Then X ^ can be
expressed as a linear combination of X 's and thus the matrix•m
9ft/9o^ = A * X ^ X ' ^  can also be expressed as a linear combination of
9ft/9o 's. On the other hand consider mn
a'H^2’2) (0)a = i- £ a.a. tr 
r i.i-i 1 J
9 ft ft1 ft190 90
\  tr v n— 1 9ft n“ 1 9ft. E “i V  30 7 n -907i,J = l i J
h tr
K
Z
i=l
9ft 
90 . a .l
2
% tr {£2 (cc) . (3.11)
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Now it is clear that we can find a non-zero vector a such that 
(3.11) = 0 if X is not of full rank. Next we show that the condition 
(ii) is equivalent to that given in the theorem. Consider further
tr{fi_1fi(a)}2 = tr{sr1n(a)fl~1ß(a)}
= tr{fi 2ß(a)ß 2ft(a)ft 2}
_i^ 2
= tr{ß 2ß(ct)ß 2}
- h  - hwhich is equal to the sum of squares of the eigenvalues of ß 2ß(a)ß 2 
(= C, say) so that (3.11) is positive if and only if C has at least 
one non-zero eigenvalue for any a ( =j= 0) . Since C is symmetric and 
ß is non-singular, the case where the eigenvalues of C are all zero 
occurs only when ß(a) = 0, which completes the proof.
The above result can be derived from another expression for the
(2 2)information matrix * (0). Using a result due to Neudecker (1969)
we have
9ß 1 9ß 1
90 90 . 
J
9 vec(fl) 
90 . (ß 1 0 ß X)
9 vec(ß)
90 .3
(3.12)
where ’vec’ is a stacking operation, i.e., if B is a pxq matrix,
vec(B) is a pqxl vector having b ^ in row i + p(j-l) for
i = 1,. ..,p and j = 1,...,q while 0 is the Kronecker product. Now
the information matrix (3.9) can be written as
_1 9 vec(ß)' 
2 90
2where 9 vec(ß)'/90 is the KxT 
i-th row and 9 vec(ß)/90' is its
(ß 1 @ ß 1) (3.13)
do
matrix with (9 vec(ß)/90^)’ in the 
transpose. Then it is seen that ßQ
and 0 are identified if and only if
4 0 .
( i )  rank(X) = k 
( i i )  r a n k 3 vec(fQ 
3 6 '  j
Here i t  i s  n o t  h a rd  t o  s e e  t h a t  t h e  c o n d i t i o n  ( i )  i s  i m p l i e d  by ( i i )  a s  
b e f o r e .  On t h e  o t h e r  hand ( i i )  i s  e q u i v a l e n t  to
^  3 vec (
Lx
i = l 30 .l
r Kvec *
L i = l
3 v e c ( ^ )
3 0 ’
-L -X  1
, K
30. " il
= v e c ( f i ( a ) )  =f 0 f o r  any a 4 0 
which  i s  t h e  c o n d i t i o n  g i v e n  i n  t h e  above theorem.
F i n a l l y  we m en t io n t h e  c a s e where E t a k e s  t h e  form:
f  E
>
0 ^11 12
E =
0 0 „
(3 .1 4 )
l 21 22 j
where  E ^  i s  a k-^xk^ m a t r i x , O2 2  i s  t h e ^ 2 X^ 2 nu i i  m a t r i x ,  e t c . ,
and = k ,  k^ > 0, k 2 > 0. A cco rd ing to t h i s  p a r t i t i o n  l e t  us
assume t h a t  t h e  model  ( 1 . 1 )  t a k e s  t h e  form:
y t  = ^ ' ^ + X <2 ) ' ß <2 ) + u t
B<1J -  B(1) +-  ® t - l  + e (1)t
3 (2) -  r (2)
"  ßt - l  * ( t  = 1,
where  x ^   ^ , 3 ^   ^t  ’ wt a r e  k . x l  J
v e c t o r s
(3 .15 )
j  = 1 ,2 )  and a k ^ * l
v e c t o r .  Then p r o c e e d i n g  i n  t h e  same way a s  i n  t h e  c a s e  where  E > 0 i t
i s  s e en  t h a t  3 ^ ^  = 3 ^ ^  and Z , a r e  i d e n t i f i e d  t o g e t h e r  w i t h  3 ^ ^  t  o 11 °  o
2
and Ou i f  f i(a)  4 0 f o r  any ot 4 0> where  t h e  d i m e n s io n  o f  a i s
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equal to that of 0 composed of o and distinct elements of u 11
2.4 Asymptotic I d e n t i f i a b i 1i ty
Now we consider the asymptotic, local identifiability of 30 and
0 for non-stationary cases, where F is assumed to be the identity
matrix throughout this section. E is assumed, for the time being, to be
positive definite. First of all we show that 3Q is not asymptotically
identified, which distinguishes the present model from usual linear
regression models though it is, in appearance, a linear regression model
(see (3.2)). To show this we need only to prove that the elements of
the information matrix for 3 do not increase in modulus as T -> <».o
Consider the simplest model
yt = ßt + ut 
h  = h - i  + et
(4.1)
(t = 1,2,...)
where variables are all scalar. Then
HT1’1)(6o ) = (1.... 1)fl 1(1.....1)1
where
to
2 2a IT + o k  u T £
Let At(B) be the t-th largest eigenvalue of B. Then
At(fi) = a* + o^At(A) .
Here it is shown (see Bellman (1960), p.66, for example) that
At(A) 1 2 T+l-t4 sec 2T+1 77 (4.2)
Kt,s
2 (2(T-s)+l)(2t-l)
/2T+1 C0S 4T+2
7T (4.3)
where Ft,s is the s-th component of the eigenvector £ corresponding
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to A . This can be easily checked by noting that
-1
2
-1
-1
2
2
-1
-1
1
(4.4)
Since £ ’s are als0 the eigenvectors of ft in the present case, we 
have
h t1’1)(3o ) =
A1(ft 1)
XT(ft~1)
4
( T  ^2
£ 5.
s=l t,sT
t=i V n)
(4.5)
Paying attention to the first row of the following relation:
i.e. ,
A5t = Xt(A)e (t = 1,...,T)
T
l £
S = 1 t.s ■ V A>et.i (t = 1>---’T)
Hm^*^(3 ) can be written as 1 o
(i l) T xt(A)ct i
HT ’ “ I — At--(lT-
4 sin2 tTT2T+1
2T+1 . 2 , , 2 2 tTTt=l a + 4o cos - e u 2T+1
(4.6)
Therefore by the definition of the Riemann integral we have
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lim H 
T-x»
(l.i)
T <ßo>
4
7T
. 2 sin tu
2 2 2o + 4o cos ü) e u
du) . (4.7)
This proves that 3q is not asymptotically identified since
^  ($q ) /d^ , -x 0 as T -x oo, where d^ is a positive number such that
(2)d^ -x 00 as T x- o o .  When the model takes the form (3.15), 3^ is still
(2)
asymptotically identified since the filter 3 V (t|t) is consistent 
(Hatanaka (1978)). In the subsequent discussions we call attention to 
the parameter 0. This is justified because the information matrix for 
3q and 0 is block diagonal and that for 0 does not depend on 3 . 
For the simplest model just dealt with above we have
1
2
tr(fi ^) 
tr(ft ^A)
tr(fi ^A)
-1 2tr(fi XA)Z j
(4.8)
where
2 2 (a , a )'u e
t r(ti ^) 2 - 1T. A (ft )
t=l
tr(ft ^A) f A 1 )a (A) 
t=l
-1 2 tr(ft A)z E A2 (fi 1)Aß (A) 
t-1 *
Note that the simple expressions for tr on the right hand side do not
-1 -2hold in general because A does not commute with ft or . Then
it is seen that
Iimal2,2)(e)/T)
Txoo x
r t t / 2
, 2±/ 2 2x2(a +4a cos ua)
£ U
16cos 4(D
4cos u)
4cos^a) ^
dco. (4.9)
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It is of some interest to compare this information matrix with that of 
the model (2.15) considered before:
= h  + ut
ßt = Pßt_-L + et , p H .  IP1 < 1 .
(2.15)
From the formula (2.21) we get
lim(H (9)/T) 
T-x»
_1_
4 tt , 2. 2 I. im I 2. 2-7T (a + g  1-pe ) e u 1 1
1-pe
1-pe
io) I 4
iw I 2
1-peiu) I 2 ■n
2 2where 0 = (o , a , p)'. Now it can be shown that the above matrix u e* K
converges to (4.9) as p -* 1. In any case we have shown that the para- 
2 2meter 0 = (cr , P£)’ in the model (4.1) is asymptotically identified 
and that the normalizing factor d^ is T. In general it is not 
obvious that d^ = T. Nevertheless we have
(2 2)
LEMMA 4.1. Each element of the information matrix * (0) has
order T at most.
(2 2)Proof. We first consider the diagonal elements of * '(0). These
-2 -1 2are of three types, i.e., tr(£2 ), tr{fi (A*X^X'^)} (£ = l,...,k),
and tr{^ ^(A*(X X* +X X ’ ))}2 (& > m). Now each case is examined• x, *m • m • Z
step by step.
(i) tr(ft-2)
Let X^_ be the t-th largest eigenvalue of ft. Then
_?0 < tr(ft )
T: i t
E 2 — 2t=i xt X^
Since ft = a2I + A*XEX' and A*XZX' is positive semidefinite, X^ > a2 u T r T —  u
so that
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0 < tr(ft 2) < T/a^ .— u
Therefore
-2 40 j< lim (tr(ft )/T) <_ 1/a < 00 •
T-H» u
(ii) tr{S2_1(A*X_£X;il)}2 1, —  ,k)
Note that the eigenvalues of ft are all real.
Defining by c (> 0) the smallest eigenvalue of Z we have
ft = a2IT + A*XEX'u T
> A*XZX’ _> c(A*XX’) _> c(A*X x; ) _> 0 .
Now we show that the eigenvalues of eft (A*X nX') are all between• Z • Z
0 and 1. Let p be the t-th largest eigenvalue of this matrix and 
z the eigenvector corresponding to rjt. By definition we have
cfi-1(A*x.4x;pzt V t
so that
cz'CA*X.£X:pzt Vt^t
This implies p _> 0 for all t. On the other hand
ex’(a*x#£x;ä)x
Pn = max ------ rA1 I x ftxX=fO
and this implies p < 1 for all t since ft > c (A*Xb^X'^) Therefore
tr{n 1(A*x.£x;),)}2 = -t- tr{cn 1(A*x-£x;£)}2
c
i : 2 t
~ 2  1. \  c t=l c
so that
0 _< lim [ tr{ft 1(A*X#£X;£)}2/T] < ~ < ^ -  
T-x» c
46 .
(iii) tr{ft 1(A*(X X’ +X X'))}2 (£ > m)• Z *m ‘in • Z
Note that the eigenvalues of ft ^(A*(X nX' +X X')) are all real•Z *m Tn • Z
as in (ii). Then, for any vector x, we have
x’(A*(X X' + X X'))x| < x'(A*(X 0X'0+X X? ))x •Z *m *m •£ —  • £ •Z *m *m
since
x,(x.,xh +x.mx:m)-±-’(x./:m+x<mx-)x
x' (x + X ) I > 0 . •I—  *m 1 -
-1Defining by 6 the t-th largest eigenvalue of eft (A*(X Xj +X^ X' )) t * X/ * in * m * 36
it is easily obtained from the above inequality that
ex’ (A*(X nX' + X X\))x . •£ *m *m •Z «6, = max ----------- ------------  < 21 7x^o x' ftx
ex' (A*(X „X' + X X’ J)x
6 = m m  ---------- t—----------  > -2T I x ftxx=fo
so that, proceeding in the same way as in (ii), we get
0 < lim [tr{ft 1(A*(X X' +X x' ))}2/T] < A :  < —  •£ *m •m •£ —  2T-*» c
Finally using a result in Magnus (1978) it is shown that
3L(ß0,e) 3L(ß ,0) o 92L(0o ,0)
•H
CDCD e.3 J — — h 30.30.1 3 J
and thus it is seen from the Cauchy-Schwartz inequality
f 3L(ß .0) S NCDcaCO p f 3L(ß ,0) 1 2 r ' f 3 L ( ß ,0) 1 2 ]o o < - p o 1 . 0
30 . 30 . 30 . 1 30 .
3 J j 1 J  J
that the off-diagonal elements also have order T at most, which 
completes the proof.
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Note that the above lemma applies, after suppressing the parameters 
a priori known to be zero, to the case where 1 is of the form (3.14) 
and the model is given by (3.15). Because of this lemma the asymptotic, 
local identifiability criterion (1.7) may be written as
lim(H^2,2)(0)/T) = H(0) > 0 . (4.10)
T-*»
By virtue of (3.11) we have
a'H^2,2)(8)a/T = tr{sf liU) }2
and it is seen that a necessary condition for the parameter 0 to be 
asymptotically identified is that the number of non-zero eigenvalues of 
ft f^t(a) increases with T. For illustration consider a simple model
yt = xtßt + ut
3 = 3  , + ept pt-l t
where variables are all scalar. Now we have
At(ft 1ft(a)) = 1(a1IT + ~  (ft - o2Ix))}
a
e
= -^ 2 {(a^o2 - a2a2)At(ft 1) + a2> . 
oe
(4.11)
Then allowing for three cases (1) = 0, a2 4 0, (2) =j= 0, c*2 = 0,
2 2and (3) a, 4 0, an 4 0 it is seen that a and o will not be 1 1 2 1 u £
asymptotically identified unless the number of A (ft .^ ) (t = 1,...,T) 
which satisfies the following three conditions increases with T:
(1) A t (n” 1 ) + 1/a2
(2) At(n_1) + 0
(3) A^ (ft ) 4 1/(a + da^) where d (4 0) is constant.
48.
Note here that
X (fi) = o2 + o2X (A*xx') t u e t
= o2 + a2X (D(x)AD(x)) u e t
= a2 + a2X (A^ D2(x)A^ ) u e t
where D(x) = diag(x^,...,x^) and we have used the fact that if B and 
C are square matrices with the same dimension, X^CBC) = X^CCB). Putting
ST = lnf Xt> ST = SUP Xt l<t<T l<t<T
we have
a2 + cj2stX. (A) < X^ Cft) < a2 + a2SrX (A) u e T t — tv / — u e T t
so that
. i ti.
~2— T ----- - xt(£!_1) - 2— T -----  •au + W t (A> au + o2£STAt(A)
If 0 < lim S < », then the condition (2) will be satisfied by virtue 
T-H» 1
of the property of X (A). On the other hand the conditions (1) and (3) 
depends crucially on the behaviour of xt. The existence of the limit in 
(4.10) also depends on x , which may lead us to restrict the class of 
Xj_. The problem needs further research and we shall not pursue the
matter here.
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C H A P T E R  3
THE ESTIMATION THEORY OF TIME VARYING PARAMETER MODELS 
3.1 Introduction
This chapter deals with the problem of estimating the parameters 
in the time varying parameter model:
yt = xtBt + ut (1.1)
6t = Fet-i + Et ’ (t = 1....T)
where the definition of variables in the model is given in Chapter 1.
Our main concern is to suggest an estimation procedure, which is com­
putationally feasible and leads to an asymptotically efficient estimator,
p.in the sense that the estimator, multiplied by T 2, converges in distribu­
tion to normality with the inverse of the information matrix as the 
covariance matrix.
It is natural to consider maximum likelihood (ML) estimation under
the normality assumption on ut and e^. However, as will be seen, ML
estimation is not feasible in the present case. On the other hand, as
was explained in Chapter 2, the MLE of the initial vector 3Q is not
consistent even if = Cov(y) is known, where y = (y^,. .. ,y~,) '.
Though it is still possible that the other parameters can be consistently
estimated when 3 is not known, we assume 3 to be known in the o o
subsequent discussions and consider the estimation of the Kxl vector 0 
2composed of o^ = Var(ut), E = Cov(e^), and F. Under the normality 
assumption on ufc and e the log-likelihood L(0) based on a sample 
of size T is
L(e) = - jlog 2tt - log I ft [ -i(y-Zßo)’n'1(y-Zßo) (1.2)
where
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xjF
’ Tx'F1T
and the (t.s)-th element ft of ft ists
ft = 6 G2 + x! Z Fü  ^ZF'S ^x if t < s ts ts U t . - s —3=1
if t > s .
The MLE of 0 is defined as the solution to 3L(0)/30 = 0, i.e,
-1 3ft
30 (y-Zßo)'!2"1f : ßo + ^ I f ^ ' V z ß o )l l
+ (y-zV  I a_1 ^7 n_1 (y-Zßo) (i = 1,...,K) . (1.3)
It is impossible to solve this equation analytically. Numerical 
methods must be used, but the computation involved becomes formidable 
as T gets large.
Schweppe (1965) has shown that L(0) in (1.2) can be expressed in 
terms of innovations as
L(0) = - j  log 2tt - j  Z log o2(t|t-l)
t=l U
Z u2(t|t-l)/o2(t|t-1) (1.4)
t=l
where u(t|t-l) = yt - xj.3 (111-1) and ö (t|t-l) = Var (u(t 11-1))
(see 1.2 for the definition of these variables). The Kalman filter 
introduced in Chapter 1 needs to be computed and to initiate it we put
3(0|0) = ßo 
P (0 [ 0) = 0 .
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As noted in Chapter 1, asymptotically the choice of these initial values 
will not affect the Kalman filter under the UCO condition. Again the MLE 
of 0 cannot be computed analytically, but the computational burden of 
maximizing L(0) seems to have been decreased to a large extent.
The estimation theory of time varying parameter models has recently 
been developed in Pagan (1978) using the likelihood (1.4). On the other 
hand in so far as yt is stationary, with an absolutely continuous 
spectrum, the asymptotic properties of the MLE have been considered in 
Walker (1964) and generalized in Hosoya (1974). These results are shown 
briefly in Section 2. Although Pagan's results, of course, apply to 
general cases, we study the stationary case in its own right in Section 3. 
Our purpose there is to suggest a computationally simpler and efficient 
procedure computed in the frequency domain. The procedure is divided in 
two steps; the first step is to obtain a consistent (not efficient) 
estimator and the second to obtain an efficient estimator iteratively 
using the consistent estimator as a starting value. The laws of large 
numbers (LLN's) and central limit theorems (CLT's) are also proved for 
these estimators. Some simulations are conducted in Section 4 to 
illustrate the foregoing methodology.
3.2 Asymptotic Properties of the MLE
We start with the case where y is stationary with a continuous 
spectrum f(m). We assume that E(3t) = 0  so that E(yt) = 0 for all 
t. Then yt has a unique one-sided moving average representation:
oo
J t-j (2.1)
1, and {e^ .} is a white noise sequence with
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mean 0 and variance o . Walker (1964) discussed the case where the
oij ’ s are functions of K independent parameters and
examined the asymptotic properties of the MLE’s of 0 = (01,...,0„)'i. K.
2 2and a . Note that a does not depend on 0. Therefore the model 
takes the form:
yt Zj=° aj(0)et-j
(2.2)
where £ a . (0) < 00 Jj=o
assumed that the e 
finite fourth moment.
and aQ(®) = 1* As for the sequence {e^} it is
2are i.i.d. with mean 0 and variance a and 
Now we have
2
f(w) = g(w,0) (2.3)
where
00 _ 
g(to,0) = I Z a.(0)ei^W | 
j = o  3
/v 2To discuss the asymptotic properties of the MLE's § and o we assume 
that
2(i) The true values 0q, o q lie in a region defined by 
20 < ao < °°> 0q E 0 where 0 is a compact subset in 
K-dimensional Euclidean space.
(ii) The function g(to,0) is positive for all to in [ - i t , it] .
Moreover h(to,0) •= l/g(u),0), 9h(to,0)/90 are continuous in 
((0,0) for -TT <_ 00 <_ 7T, 0 £ 0.
(iii) 9^ h(u), 0)/90.90 . and 9~^ h(to, 0) / 90 . 90 . 90 „ exist and are 1 J 1 J &
continuous in (to,0) for -tt <_ to <_ tt, 0 E N^(0q) where 
N6(0o) = {011©—0o I < 6} is some open neighbourhood of 0 .
53.
(iv) E j |a (0Q) | < °°.
j=o
2(v) The parameters 0q and aq are asymptotically, globally 
identifiable under the normality assumption on {et}.
The condition (v) implies that g(w,0) and thus h(m,0) are unique 
at 0 = 0q and that the matrix W q defined below is non-singular. The 
above conditions we will refer to as Condition W. Now we consider the 
following log-likelihood:
L(0,cj ) T , 2T  lo8 G “ 2a
I(oo)
g(m,0) da) . (2.4)
Strictly speaking L(0,o ) should be regarded as the ’quasi’ log-
likelihood since we have not assumed {y^} to be normal. In fact Walker
2(1964) calls the estimates obtained from the maximization of L(0,o )
’least-squares’ estimates. However these estimates are referred to
2simply as the MLE’s of 0q and oQ in the subsequent discussions. The
„2MLE’s 0, a can be obtained separately in the present case. Namely 0
is the one which minimizes the integral in (2.4). This may be regarded
~ 2as a concentrated log-likelihood function for 0. The estimator a can 
be obtained simply by
71 Km)
-7T g((O,0)
do) .
Then, under Condition W, it has been shown in Walker (1964) that the 
limiting distribution of /f(0-0o) when T -> °° is N(0,Wq), where
W = 4tt o
3h(m,0 ) 9h(u),0 )
J-v h (a), 0 ) 90 90’
da)
-1
(2.5)
The limiting distribution of /f(a^-a^) is N(0, (2 + ) ) where
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is the fourth cumulant of e^ evaluated at the true parameter 
value, and in the limit /f(a -a ) and /t (0-0q) are independent.
When we apply the above results to the time varying parameter model
2(1.1), we need to allow ö to be dependent on 0. To see this consider 
a simple model:
yt = 3t + ut
3t = P3t_1 + et, P + 0, IpI < 1
(2.6)
where all variables are scalar. Then y can be represented as in (2.2) 
with the spectrum
f(w)
2 I n ioj I 2 ö 1-ae
2 tt
1 -p e
im I 2
2 2where it is shown (see Hannan (1970), p.171) that a = p a ^ / a  and
-1 -1 2 2 2 2 
(p +  p )(l+6) = a + a with 6 = 0£/(g u (1 + p )). Thus the parameter a
2 2is a function of 0 = ( a ^ ,  a , p ) ' .  Under such a circumstance Hosoya 
(1974) has shown that under Condition W, v/T(0-0o) converges in distribu­
tion to normal with mean 0 and covariance matrix W + icf^W U W /4o 4 o o o
where
ru n 3h(oo,0 ) nt1 o'
■ dmo . . 2 h (a), 0 ) 30( 2 tt) ; - it
x 3h(m,0q)
h(to,0 ) 30’ dm . (2.7)
It should be noted that 0 (e) cannot be concentrated out in the present 
case and we should use
L(0) _T_4tt i -1
log £ (u) + ) dto (2.8)
to obtain the MLE of 0 .
o
By the way, the above results are all based on the assumption that
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the sequence {e^} in (2.2) is i.i.d. Given the time varying parameter 
model (1.1), however, this is hardly satisfied unless u^ . and e are 
both Gaussian. To see this consider again the simple model (2.6). It 
can be shown that
■ = E aJ{c . + u . - pu n .} .t . t-i t-i t-l-jj=o
(2.9)
The sequence (e } is, in fact, white noise with variance pa /a as was 
i t  fo S-ee hou, e t  can  be L i.tt. c+n&rs ^
seen before, but .camto.fe-be i.i.d.— if— uz and— s-— a-re - simply i'.i. iH 
A t t r J
To avoid this difficulty with the above asymptotic theory we assume that
u fc and e are both Gaussian so that is a Gaussian independent
2sequence with mean 0 and variance a (0). Under this assumption 
Condition W seems reasonable in the present model and the limiting 
distribution of /r(0-8o) reduces to N(0,Wq) since the fourth cumulant 
vanishes when the process is Gaussian. It is one thing to define the 
MLE and another to compute this. In section 3 we suggest a computationally 
feasible and asymptotically efficient estimation procedure.
Pagan (1978) considers the asymptotic theory of the MLE 0 for the 
model (1.1) using the log-likelihood (1.4) based on the innovations 
approach. The process is not now stationary. It is assumed that
(i) The system (1.1) is UCO and UCC (see Chapter 1 for these 
definitions).
(ii) The x are bounded uniformly above and
lim
T-K»
T
I x x'/T 
t=l
= Q > 0.
2(iii) The true parameter vector 0q composed of a^, E, and F is 
an interior point of 0 and is asymptotically, globally 
identifiable.
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Assuming also that and e are Gaussian it has been shown in Pagan
(1978) that the limiting distribution of /T(0-0o) when T -* 00 is
normal with mean 0 and covariance matrix H ^(0 ), whereo' ’
r 92L(0q) , 1
H(0n) = lim - E 9090’ J / TT-*x> l J (2.10)
As a computationally feasible and asymptotically efficient estimation 
procedure, Pagan (1978) suggests the method of scoring, that is,
(1) ■ +  H - h e ^ - » ) (2.11)
where H^(0) = E(-9 L(0)/9090'). To initiate the above iteration a con­
sistent estimator 0^^ is needed. This is troublesome in general.
«>•
The difficulty mainly comes from the estimation of the matrix F. Unless 
F takes a very special form, it is almost impossible to obtain a con­
sistent estimator of F. Therefore F is usually taken as a diagonal 
matrix or assumed known. When F is the identity matrix, it is worth­
while to mention the work by Magnus (1978). The basic model considered 
is
y = Xß + v (2.12)
and the asymptotic properties of the MLE’s of ß and 0 are discussed 
there, where 0 is a Kxl parameter vector which specifies ft = Cov(v). 
As noted in Chapter 2 our model can be written as in (2.12) when F is 
the identity matrix apart from the interpretation of ß. Using the 
likelihood (1.2) with F = 1^ the MLE ß is defined as
ß = (X’f t ^ x r V f t ^ y  (2.13)
where ft is the estimator of ft based on the MLE 0, which is defined 
as the solution to
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f -1 9 f t  1 f  -1 9 f i  - 1  1tr [ il 96.L 1 ;
= (y-X3)' n  3 6 .  " ^ 1 '
(y-X3) (i = 1,...,K) (2.14)
Then it has been shown in Magnus (1978) that under some conditions 
described below, the limiting distributions of ß and 9 are normal and 
asymptotically efficient. The assumptions imposed are:
(i) X'fi ^X/T converges as T -> 00 to a positive definite matrix.
(ii) Every diagonal element of X ’ft ^(9!2/90^)£! ^(9S2/90^)ft ^X/T^ 
converges as T to zero (i = 1,...,K).
(iii) The matrix having tr{(9fi/90^)ft (^9fi/90^ .)fi ^}/T in row i
and column j converges as T -* °° to a positive definite 
matrix (i,j = 1,...,K).
2-1 2 2(iv) tr{(9 ft /90.90.)ft} /T converges as T -> °° to zero 1 J
(i,j = 1,...,K).
The convergence stated in the above assumptions should be uniform for 0 
in 0. With the time varying parameter model we have assumed that ß is 
known, thus the conditions (i) and (ii) may be omitted. While it is 
interesting to see if there is any equivalence between the conditions 
given in Pagan (1978) and those given in Magnus (1978), it is difficult 
to do it. The difficulty is closely connected with that encountered in 
the asymptotic identification problem discussed in Chapter 2. We do not 
pursue the matter further.
The asymptotic theory so far discussed serves as a basis for various 
problems. In Chapter 5 we consider the problem of detecting a parameter 
change in terms of hypothesis testing and the properties of the MLE will 
be effectively used.
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3.3 Asymptotic Properties of Spectral Estimators
Our purpose in the present section is to suggest a computationally
feasible estimation procedure which yields an asymptotically efficient
estimator of the parameter 0. Throughout this section we assume that
yt is a zero-mean stationary process with an absolutely continuous
spectrum f(co,0). Our procedure is made up of two steps; the first step
is to obtain a consistent estimator 0 of 0 and the second to obtain
an asymptotically efficient estimator 0 iteratively using 0 as a
starting value. There is, however, some limitation to the procedure. As
noted in Section 2 the consistent estimation of the matrix F is almost
impossible unless F takes a very special form. Here we assume, as far
as the first step is concerned, that F is known. Thus the parameter 0 
2is composed of and Z.
First of all we discuss how to obtain 0. To do this we assume that
(i) The true parameter 0q is asymptotically, globally identifiable,
(ii) The process yt is ergodic.
OO
(iii) E IY (s) I < oo where y(s) = E(ytyt+S)*
s=o
(iv) f(u>,0) and 3f(m,0)/90 are continuous in (co,0) for 
I 00 I <_ IT, 0 £ 0.
that the spectrum 
as
(3.1)
Note that x(oo) is 
by
Under the assumption that F is known, we note 
f(oo,0) is a linear function of 0 and is expressed
f (a), 0) = x(co) ' 0
where x(oo) = Bf (u>, 0) / 30 is a function of oo only, 
continuous in oo with period 2tt. No w we define 0
0 = ( E x(oo0)x(oo0) ' ) 1 Z x(oo.)I(oo0) (3.2)
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where u)^ = 2tt£/T(-T/2 < l < _ T / 2) and
T itw£ 2
2 y re I
t=i
The inverse matrix in (3.2) does exist at least for T large by virtue 
of the condition (i) described above. The estimator 0 may be regarded 
as an OLS estimator obtained from spectral regression:
I ( V  ■ (2nT) . (3.3)
I(iUj) = xCuij,)' 0Q + e(oj^ ) (3.4)
where e(at.) = I(<Dp) ~ f(w >6 ). The idea was initially suggested byX/ X/ X/ o
Hannan (1963) and within the present framework the first use seems to 
have been Hosoya (1974). 1 Now we have
Theorem 3.1. Under the assumptions (i) through (iv) given above the 
estimator 0 in (3.2) converges almost surely to 0 .
Proof. From (3.2) and (3.4) we have
0 + o — I x(oa^ )x(rn^ ) ' 1 Yzxupatep - f(<ve0))
and thus we need only to prove that Ex(m )(I(m ) - f(oj ,0 ))/T -* 0^ X/ X/ X/ o
(a.s.) since
1 The model used in Hosoya (1974) is
y t = 3t + u t
3t = .Enaj3t-j + £t j=i
where variables are all scalar. In this formulation the parameter
2 20 is composed of a/s, au = Var(ut), and = Var(et). The a/s
can be consistently estimated from the Yule-Walker equations. See 
also Pagano (1974) for a different estimation procedure and Pagan 
(1973a) for practical applications of this model.
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£ x(wÄ)x(a>Ä) ' /T -> —  x(o))x(o)) 'dm > 0 .
£  J - T T
A proof for this is given in Hannan and Robinson (1973). Because some 
parts of the proof are used in proving Theorem 2, we show below their 
proof.
\
T-r
Define c(r) = £ y yt_j_r/T (r j> 0). Then we first note that
t=l r
c (r) -*■ y (r)
M.J
x . ( o o )  =  £  <j>T
J -M.J
rir irm.,
e  f C(JL) J 0o)daj (a.s.) (3.5)
J
,
On the other hand x(o)) is continuous with
(j = 1,.. • >K) can be approximated by
(j) '
m
1  _  Iml] 
M. JJ
irnore (j = 1....K) (3.6)
( j) = .(j)
m -m
for any e > 0. Consider
where (j)'-" = <{>_J , M. sufficiently large, and sup | x . (w) - x . (go) | < e J w J J
T (W^)I<W )^ T JXj ^ “S’->£ “^V 0O') I i I T ^ Xj
+ |-| Zx («, )f(u 0 (ui )f(u ,e )|
£ J £ J
+ \ -  £x^(o)^)I(m£) - t £ xj(w£)f (ü,£»e0) I *
Here the first two terms on the right hand side can be made arbitrarily 
small since
I T ^ Xj (<V 1 (“P T ^ Xj <‘u,pI<-“P I — T  ^I(-“P 2 it C<-°^
izx.(upf(Ureo) -£l*J(»t)£<<V90>l <§ EfUr 0o)
£ £ £
2 tt
1 — 7T
f(o),6o)d1o = Y(0) .
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Therefore we have only to consider the last term. For T >
T ^ j W )I((V
J _  7 ,(j)
2ttT E V£,m,r
1 -
i(m-r)a).
c (r) e
J
_1_
2tt <f>(j)c(0) + 2 1  o i m 1 - —  (c(m) + c (T-m))V
By virtue of the assumption (iii), c(T-m) 0 (a.s.) as T ->
Therefore from (3.5) we have
’ i rlim y  (a) )I(a>£) 
T-K» £ J
2tt -TT
Xj (w ) f  (ü),eo )du) (a.s.) . (3.7)
The right hand side is lim ( Z x . (u ) f (oj , 0 )/T) and thus the theorem is
T^x. I J 1 * 0
established.
To prove the CLT for 0 we replace the conditions (ii) and (iii) by
(ii)’ The u and et are both Gaussian so that y fc is also 
Gaussian and can be expressed by
y = Z 0. (0)e
j=o
■j
where Z a. (6) < a (0) = 1, and {et> is normally 
j=o J
2
independently distributed with mean 0 and variance a (0)
(iii)' £ sIy(s) | < «.
s=o
The condition (iii)’ is ensured if Z j|a.(0)| < », as is easily
j=o
seen. Now we have
Theorem 3 . 2 . Under the conditions (i), (ii)’, (iii)T and (iv) the limiting 
distribution of /f(0-0 ) as T is N(0,Vq ), where
6 2 .
V = 4 tt o
'TT ’I - I f *  2
x ( w ) x ( w )  Vdoo I f  (oj, 0 ) x(a))x(oo) ’ do)
■'-•nr '  '  -7 T
•IT - 1
x(w)x(co) ’ da)
■' -7T '
( 3 . 8 )
Proof. From ( 3 .2 )  we have
/ f ( 0 - 0  )o -  E x ( w£ ) x ((jo^ ) ’
- 1  1
/ f  %
l  x(o)0) ( I ( w 0) -  f (ü)n ,0 ) )  ( 3 .9 )£ o'
and t h i s  can  be a p p ro x im a te d  by
2 tt
-7T
x(w)x(co) Mu) I —  Z x(w ) ( I ( m  ) -  f(o> ,0 ) )  
J / f  Z
C o n s id e r
—  E x .  (m ) I(o) )
/ ?  i  3 1 £
S r
2 tt
p  M.
<f>( j ) c ( 0 ) + 2  E <f>(^  o m
[ i _ j l '
M. ( c ( m ) + c (T -m ) )1 1 J j _
For T l a r g e  / f  c(T-m) i s  n e g l i g i b l e  by v i r t u e  o f  ( i i i ) ’ so t h a t  we a r e  
l e d  t o  c o n s i d e r  t h e  d i s t r i b u t i o n  of
/ r
2 tt
M.
E
- M3
Tt M  (c(m) -  y(m))  .
j  j
( 3 .1 0 )
I t  i s  known ( s e e  T.W. Anderson (1971,  p . 4 7 8 ) ,  f o r  example)  t h a t  i f  t h e  
c o n d i t i o n  ( i i )  ’ h o l d s ,  t h e n  / f ( c ( 0 )  -  y ( 0 ) ) , . . . , / T ( c ( n )  -  y ( n ) ) f o r  f i x e d  
n have  a l i m i t i n g  normal  d i s t r i b u t i o n  w i t h  means 0 and c o v a r i a n c e s
, . m n n / ns f71 / i£w , - i£ok  , imw , -imm. r 2 , „ N ,l im  T C ov(c (£ )  , c(m) ) = tt (e  + e  ) (e + e  ) f  (w,0 )doo
T - x c  — tt ;
(£,m = 1 , . . . , n ) . ( 3 .1 1 )
T h e r e f o r e  t h e  v e c t o r  w i t h  ( 3 .1 0 )  i n  row j  ( j  = 1 , . . . , K )  i s  
a s y m p t o t i c a l l y  n o r m a l l y  d i s t r i b u t e d  w i t h  mean 0 and c o v a r i a n c e  m a t r i x  
\py where t h e  ( j , h ) - t h  e le m en t of  \jj i s
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, _ _JL_ y ,(j),(h)
^jh , 2 /4 tt £ , m
i _ M ]  fi U1
' Mj H  \ “ IT
, i£üj -i£uk , lmw, -imWv-2/(e +e ) (e +e )f (w,0 )dojo
-7T
x (w)xh (0))f (u),0Q)du) .
Since sup|xj(w) - (co) | < e for any e > 0 and
■7 Eij(“£)f(“r 8o) + ß  f ij(“)f(w,0o)dU
✓T l J-TT
M.
2ti _m  m 
3
1 - y(m)
J
it is seen that the limiting distribution of v^ T(0—0^) is normal with
mean 0 and covariance matrix V , whereo
2 tt
^  ^ ^ 1 9
x(a) )x (m) ' du)l — x(co)x(u)) ’ f  ( w , 0 o )dw
-7T ~T\
_1_
2 tt
fTT - 1
x(u>)x(w) ’ do)
J -7T J
-1r rTT -! [ V 0 r rTT
=  Att x(o))x(oo) 'doo
-IT '
f (a), 0o)x(oo)x((jj) ’ dm
3 -TT „ . x(oo)x(w) 1 dm-TT J
The estimator 0 is not asymptotically efficient though it is con­
sistent. We suggest the following estimator 0 which is shown to be 
asymptotically efficient:
0 = 0- 9 L(0)
-1 9L (0 ) 
90 (3.12)9090’
Here the log-likelihood L(0) is defined, for computational purposes, as
1 1
L(6) - - 2 E iog £(.t.e) - 2 E foTTeT '
30 X/ 36
(3.13)
The estimation procedure (3.12) is called the Newton-Raphson procedure 
with the consistent estimator 0 as the initial value. In actual
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computations the procedure may be iterated until convergence is reached. 
Under the conditions described in Theorem 2
I  32L(9)
T 9030' -* 4tt
x(rn) x(oo) 1
-7T f2 (w,0 )o
dm
9-1J (a.s.)
1 9L(9)
T 90 + 0 (a.s.)
and thus we have
Theorem 3 . 3 . Under the conditions (i), (ii)', (iii)', and (iv) described 
above 0 converges almost surely to 0 .
To give the CLT for 0 we return to Condition W described at the
beginning of Section 2. It is noted that under this condition L(0) has
a third order derivative with respect to 0 which is continuous in
1 +£0 £ Ng(0o). Moreover (9 L(0)/90^30^ 90^)/T is negligible as T -* 03
for any e > 0 and 0 £ N^(0o). Now we ^ave
Theorem 3 . 4 . Under Condition W and the normality assumption on u and
e /T(0-0o) has the same asymptotic distribution as /T(0^-0o), where
§ML Is the MLE of 0q . Namely the asymptotic distribution of /r(§-0Q)
as T 00 is normal with mean 0 and covariance matrix W , whereo
Wo 4tt
x(m)x(m)1
f2(u,eo) (3.14)
Pr o o f . By Taylor’s expansion we have
0
/f 90
JL_ 9L (8) 1  92L(9)
^  90 T 9090’ 0) + third order terms.
As T third order terms may be negligible and using (3.12) we get
JL_ 9L(8) 1. 92L(9)
^  90 T 9090' /T(0M L -e) - _1_ 9L(9)/ f  80 0 (a.s.).90
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Thus
Since (8 L(0)/3080T)/T converges almost surely to a non-singular
3MLmatrix - W , we must have - 0) -> 0 (a.s.), which completes the
proof.
Some remarks follow.
(i) As is seen from the proof of Theorem 4 any estimator computed 
from the Newton-Raphson procedure (3.12) is asymptotically 
efficient under some regularity conditions if the initial 
estimator is consistent and has a limiting distribution.
(ii) 32L(0)/30301 in (3.12) may be replaced by
1 2- Ex (üj^ )x((jOß) '/f (u)ß,0). The estimator thus obtained is 
also asymptotically efficient. The procedure is called the 
method of scoring.
(iii) Roughly speaking the estimator computed by the method of scoring 
is the generalized least-squares estimator (GLSE) of 0 .
For, in the regression equation (3.4), it holds that
2
Cov(e(w ) ,e(oo )) -* 5 f  (ojo,0 ) as T -> °° for 0<oo., to < it £ m o £ m
so that replacing f^(to^,0o) by f^(to^,0) the GLSE 0 of
0 is obtained as
E x(to£)x(to£) ' /f ‘ (w£,0)
-1
Zx(wÄ)I(ajÄ)/f^(ü)Ä,0) • (3.15)
Then it is seen that the iterative form for 0 is nothing 
but the method of scoring.
It should be emphasized again that the above results are all based 
on the assumption that the matrix F is known. That assumption was
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imposed because we do not know how to obtain a consistent estimator of F
in general. However, as remarked in (i) above, if we have a consistent
2estimator 0 of 0 composed of a , E, and F, the estimator 0 computed
by the Newton-Raphson procedure or the method of scoring is still
asymptotically efficient and Theorems 3, 4 hold, where x(w) should be
replaced by 3f(w,0 )/90. It is of some interest to consider the effect
2of mis-specification of F on the estimation of ou and E. For example 
consider a very simple model (2.6), which is
yt = 3t + ut
3t = P3t_1 + et, P + 0, IpI < 1
(2.6)
where all variables are scalar. For this model we can, of course, obtain 
a consistent estimator of p by the Yule-Walker equation:
py(l) = Y(2) .
Nevertheless in order to get some idea about the biases caused by mis-
specifying p, we act as if p cannot be estimated consistently in any 
2 2way. Put 0 = (au, a )’ and assume that p is mistaken for p. Because 
the evaluation of the bias for the efficient estimator 0 is much 
complicated, we call attention to 0. Then
6 = i _1_2tt
1-pe
1
icv 2
£ h • lV11-pe £  I .  • iM£,41-pe
-1
f  2  I ( u >  )
£ 36
I(V
1-pe1U£,2
f
'IT 1 1 ^
-1 ("IT
I ( go)  dm
—7T
1
2 tt
1 1 * i e j  I 2[1-pe |
dm ■
•
- 1 1 r  i ( w )  j u
1 1 ’ i oo  I 2 ^ |l-pe | • • i o »  I 4[1-pe | ; J l i  * i w  i 2 dw - T r  [1-pe |
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r
l l
i-;2
-1 r G e
. 2 1-p
2 1+ au
l 1 + P2 o2(l+pp)
2a
+ u
. i-p2 (I-P2)3 . (x-p p )(i-p 2)(i-p 2) 1-p J
Therefore 0 is asymptotically biased by
f z 2  2 1
f o ' )
P - P a 2
0 0u u
P ( 1 - p 2 ) ( 1 - p p )  £
0  -  0  =
~ 2  2
-4-
rsit
• Q.1CL
. e £ J
. P ( 1 - P P )  £
(3.16)
Now we can conclude that
2(i) The bias of 0, Bias (0), depends on o , P, and p, but 
2not on o .u
2(ii) The estimate of is more sensitive to mis-specification
2of p . than that of o and it holds thate
Bias (o2) = Bias (o2)/(p2-l).U.
-2 ~2(iii) Bias (a^) and Bias (o^) work against each other. Namely
~2upward mis-specification of p(> 0) causes o to be biased
~2upward and a to be biased downward. The reverse is true 
for downward mis-specification.
In connection with the evolving seasonal model discussed in the next
chapter the case where p is positive and close to unity is important.
2Table 3.1 shows Bias (0)/o for some values of such p.
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Table 3.1
2Bias (e)/a Resulting from Mis-specification of p
p .97 .98 .99
p .98 .99 .97 .99 .97 .98
Bias r 2. / 2 (o )/o u £ 3.50 8.61 -5.27 8.56 -26.10 -17.21
Bias C o 2z ) / ° l -.21 -.51 .21 -.34 .52 .34
~2It is seen from the table that there is a strong possibility that 
takes a negative value if p is mis-specified downward slightly. This 
fact may be effectively used in practice. An example will be shown in 
Chapter 4 when we deal with real data.
3.4 Some Simulations
Some simulation experiments are conducted in this section to 
illustrate the foregoing methodology. Here we concentrate ourselves on 
non-stationary cases. Simulation results for stationary cases are reported 
in Chapter 4 using the evolving seasonal model.
We consider two simple models; one is
Model (A)
ßt = + et> (t = 1.... T)
and the other is
(4.1)
Model (B)-
Yt = V t  + Ut
Bt = ßt_1 + et, (t = 1,...,T)
(4.2)
where all variables are scalar. The values of x in Model (B) were 
drawn from N.I.D. (0,25) and were mutually independent of u^. and e^.
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The initial value 3q was set to BQ = 1 in both models while the sample
to T = 50 and 100 . Simulation results are presented for
six combinations of 2a and Q2:u e
(1) (2) (3) (4) (5) (6)
2a 1 1 1 1 4 2u
20e .01 .1 .25 1 1 2
through (4) are ordered so that the ratio a^/a2 is in- e u
2au fixed. On the other hand (3) and (5) have the same
variance ratio. The same is true for (4) and (6). We used the algorithm 
'PRAXIS’ (see Brent (1972)) to maximize L(0), which is packaged at the 
ANU Computer Centre. The algorithm started with true parameter values. 
Table 4.1 shows the sample mean and variance of each estimator computed 
from 100 replications, where the values of x in Model (B) remained 
identical across all replications and the above combinations of parameter 
values. For reference the theoretical variance based on the information 
matrix (see (4.9) in Chapter 2) is shown in parentheses for Model (A).
It is seen from the results that
~ 2 a2 2 2 (i) Var(o^) and Var(6 ) are increasing functions of a /o .
2They also depend on the magnitude of a . More precisely put
A, = a(1)2/o(1)2, A, - a(2)2/a(2)2, A - o (1)2/o(2)2 .1 e u 2 e u u -u
Then
Var(a(1) ) < Var(S(2) ) u u
Var ( a ^  ) < Var(S(2) ) e e
if
2 2 2 2 (D _ (2)Z (1)Z (2)Za = a , a < a u u * e e
Table 4.1
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Simulation Results for Models (A) and (B)
Model (A) Model (B)
T = 50 T = 100 T = 50 T = 100
2
ö
u
2
0
e
2
0
u
2
a
e
2
a
u
2
a
E
2
a
u
2
g e
* ( ! )  o 2 = 1, a 2 = .0 1e
Mean .9 9 5 .011 1 .0 1 4 .0 1 2 .9 8 2 .0 1 1 1 . 0 1 2 .0 1 0
Var .0 5 0 .0 0 0 3 .030 .0 0 0 1 .0 8 8 .0 0 0 1 .0 4 3 .0 0 0 0
( . 0 4 4 ) ( . 0 0 0 2 ) ( . 0 2 2 ) ( . 0 0 0 1 )
(2)  a 2 = 7 u 1,
2 , a = . 1E
Mean 1 . 0 0 8 .098 1 . 0 1 1 .1 0 4 1 . 0 0 2 .096 1 . 0 3 5 .097
Var .0 7 3 .0069 .039 .0036 .1 9 7 .0 0 1 3 .072 .0007
( . 0 5 8 ) ( . 0 0 5 5 ) ( . 0 2 9 ) ( . 0 0 2 8 )
(3)  o 2 = 1, 2  0  ra = . 25 e
Mean 1 . 0 0 0 .245 1 . 0 1 1 .2 5 2 1 . 0 1 9 .239 1 . 0 4 1 .2 4 4
Var .0 9 5 .030 .0 5 0 .015 .2 8 2 .006 .0 9 8 .0 0 3
( . 0 7 4 ) ( . 0 2 3 ) ( . 0 3 7 ) ( . 0 1 2 )
(4)  a 2 = u 1,
2a = 1e
Mean 1 . 0 1 5 .9 4 8 1 .0 2 4 .9 7 6 1 . 0 4 4 .9 7 3 1 .0 5 7 .9 8 4
Var .2 1 3 .2 7 1 .105 .1 3 1 .8 8 5 .0 7 7 .1 8 3 .0 3 6
( . 1 5 7 ) ( . 2 1 9 ) ( . 0 7 9 ) ( . 1 0 9 )
( 5 )  o 2 = 4, a 2 = 1 e
Mean 3 .9 9 9 .984 4 .0 4 2 1 . 0 1 0 4 .0 7 5 .957 4 .1 6 5 .976
Var 1 . 5 1 6 .462 .802 .236 4 . 5 0 1 .094 1 .5 6 3 .0 4 8
( 1 . 1 8 1 ) ( . 3 7 0 ) ( . 5 9 1 ) ( . 1 8 5 )
( 6 )  G2 =u 2,
2  9a = 2e
Mean 2 . 0 4 4 1 .9 0 6 2 .0 4 9 1 .9 4 9 2 . 0 8 8 1 . 9 4 7 2 .1 1 7 1 . 9 6 8
Var .907 1 .0 4 7 .417 .5 2 0 3 .5 4 6 .3 0 7 .7 3 8 .1 4 3
( . 6 2 8 ) ( . 8 7 5 ) ( . 3 1 4 ) ( . 4 3 8 )
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and
Var(a(1) ) = A2Var(G(2) ) u u
if X1 = X2 *
-(l)2 2 ~(2)2Var(au; ) = A Var(av ; )
€  £
For model (A) this fact can be checked directly from the 
information matrix (4.9) in Chapter 2.
(ii) The speed of convergence to the limiting distribution is not so 
rapid as far as the estimators for Model (A) are concerned.
At T = 100 the variances are still above their limiting 
values.
Models (A) and (B) will be reintroduced in Chapter 5 when we consider 
the problem of detecting a parameter change in terms of hypothesis testing.
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C H A P T E R  4
THE ESTIMATION OF A CHANGING SEASONAL PATTERN
4.1 Introduction
This chapter is concerned with the application of the time varying 
parameter model discussed in previous chapters to economic problems. 
Although the model has a wide applicability, we restrict ourselves here 
to the problem of seasonal adjustment procedures. In its simplest form 
the data y^ after trend elimination may be represented by
yt = St + Ut * = (1.1)
where s^ is a seasonal component and ut is a disturbance term. If a 
monthly sampling period is being used and the seasonal st is stable 
over the sample period, st may be of the form:
6
s. = l (a.cos A. t + b . sin A . t) (1.2)
t j=i J J J J
where A^  = 2ttj/12 (j = 1,...,6) are called seasonal frequencies and a^  
and b^  are unknown constants. It is known that the expression in (1.2) 
is equivalent to a 'dummy variables' expression:
12
E
3=1
c. D J Jt (1.3)
where D.J t
12
E c. = 0.
3=1 J
regression.
is unity if 12 divides t-j and zero otherwise while 
Then a_. , b^  and c^  may be estimated by least-squares
On the other hand if we allow a. and b.J J
through time, st may be represented by
in (1.2) to be changing
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s. = E (a. cosA.t+3. sinA.t) . t . . J , t  3 j , t  3 (1.4)3=1
Following Hannan (1964) a. and 3. are assumed to be randomJ > J > t
variables and satisfy:
E(a ) = E(g ) = 0J ) L J > t
= E(ßj)te£>t+r) “ V j pj (1.5)
E(a. E ) = 0 for all 3 »s
where pj 1 is very near to unity for small r and then gradually dies
away to zero. More specifically a. and 3. satisfy3 »1 3 > t
a . = p . a . , + £ .3,t 3 3 > t-1 j,t
(1.6)
3,j.t= pjej,t-i + nj,t’ pj + °* 1 pj. < 1
where £ ^ i.i.d.(0,a2) , n. . % i. i. d . (0, a2) , and E(C. n0 .)3»t 3 3»t 3 3 >s
all j,£,s,t. Moreover we assume that the disturbance term
2ut ^ i.i.d.(0,o ) and is uncorrelated with  ^ and n .t u 3 > t j , t
Under the above assumptions it is shown that
0 for
E(yt) = 0
Y (r) = E(ytyt+r)
r r 26 p: 'c 2
E — 1-- 5^ - cos A.r 4-6 o. , t 2 j or u3=1 1-P.3
(1.7)
and thus yfc has the spectrum f(aj,0):
f(o),0) = ~  E y (r)e irw
£ = — 00
l a 2  
J-l J 1-P j e
i (o)-A .) 2 
3 I
+ i(m+A.) 2 + ¥ ° u  (1-8)
1-Pj e
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2 2 ,where 0 is the parameter vector composed of o^, o^ s, and p^ s 
(j = The function f(co,0) will be very concentrated around
a) = Aj. Hannan (1964) points out that the parameters must be quite
near to unity. For even with p. = 0.95 we find that 0.95 0.085
and after four years the seasonal can differ quite radically.
It has been demonstrated in Pagan (1973b) that the model (1.1) com­
bined with (1.6) can be put into a state space form:
where
y t =  X ^ t  +  U t
3 = F 3  +  et t - 1  t
X  = t (cos A^t, sin A^t, . . . ,cos A^t) ' ; l l x l
II4J
CQ
(al , t ’ ß l , t , , ' * ,a6 , t ) ' ; l l x l
£ t = ^ l , t *  n l,t* “  ' ’^6, t \
; l l x l
F = diag(p1,p1,...,p6) ; 1 1 x 1 1
(1.9)
It should be noted here that the term 3^  ,sinA,t always vanishes so that6, t D
it has been suppressed from the model (1.9). The model (1.9) is nothing 
but the time varying parameter model we have discussed in previous 
chapters. The estimation of 0 is fairly straightforward and then our 
purpose is to extract the seasonal component st = x^3^ from y^ so that 
the seasonally adjusted series can be obtained. This can be done by 
estimating 3t for each t by the Kalman filter discussed in Chapter 1. 
However, there is a problem associated with this. The s^ is the seasonal 
for y , not for the raw data Y^, say. What we really need is the 
seasonal for Y . The problem will be discussed in Section 3. In
reality our model may be too simple and some generalizations will be given
in Section 4.
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4.2 Estimation Procedures
In this section we assume that the raw data has been transformedt
to v so that y. satisfies (1.9) and that u. and are both
J t t t t
Gaussian. The problem of trend elimination is briefly discussed in the 
next section. Since we are dealing with a stationary case with a con­
tinuous and positive spectrum, we can use the estimation procedure 
suggested in 3.3.
First of all let us assume that F is known, i.
2 2known. Therefore 0 is composed of a and a . 's
u J
explicitly with monthly data. Given a sample of size
e . , p . ’s are all 
3
only. Here we deal 
T we put
x1(m) 2ir
xj+i(u) " Ä5T
1-p e
i(rn-A^) 2 + i (u)+A .) 2
1-p . e 
J
(j = 1,...,6)
I(u>) 2ttT ^ y fet=i
itm
From the discussions in 2.2 we have that 0 is asymptotically, globally 
identifiable. Moreover it is not hard to see that x^.(a))’s (j = 1,...,7) 
are linearly independent in -tt <_ u> _< tt so that the matrix
Z x(o)£)x(w£) ’
£
is non-singular for T large where
x(u)£) = (x1(oj£),...,x7(oj£))1, m£ = 2tt£/T (-T/2 < £ £  T/2) . 
Then consider
. “IZ x (oj£)x(m£) ’ j E x (oj£) I (o)£) . (2.1)
It is also easily seen that the present model (1.9) satisfies the conditions
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i n  Theorem 3 . 3 . 2 .  Thus 6 i s  s t r o n g l y  c o n s i s t e n t  and / t ( 0-0)  i s  
a s y m p t o t i c a l l y  n o r m a l ly  d i s t r i b u t e d  w i t h  mean 0 and c o v a r i a n c e  m a t r i x  
V where
r rTT >- 1 r 2  r rV = 4tt x(m)x(o)) ' da) f  (uj,0)x(a))x(oo) ' dor x(oa)x(o)) ' dm
. -TT -TT ' — TT ^
Here f ( oj, 0) i s  g i v e n  i n  ( 1 . 8 )  and 0 d e n o t e s  t h e  t r u e  p a r a m e t e r  v e c t o r  
w i t h o u t  any c o n f u s i o n .  I t  i s  a l s o  shown t h a t  t h e  e s t i m a t o r  0 computed 
by t h e  method of  s c o r i n g :
0 0 -  E x (w^)x (w£ ) ' / f  (w£ ,0 Ex(<o ) ( l / f ( u )  , 6 )  -  I(<o ) / f 2 (ü , 0 ) )  ( 2 . 3 )  
£
i s  e f f i c i e n t  and i s  a s y m p t o t i c a l l y ,  n o r m a l l y  d i s t r i b u t e d  w i t h  mean and 
c o v a r i a n c e  m a t r i x  W/T where
-1
4tt
V. J  _ TT f  ( o )  , 0 )
x(oo)x(io) ’ dm ( 2 .4 )
I f  F i s  unknown, t h a t  i s ,  P j ’ s a r e  unknown, i t  i s  n o t  ea sy  to  
o b t a i n  a c o n s i s t e n t  e s t i m a t o r  o f  F e x c e p t  when F i s  a c o n s t a n t  
(p ,  say )  m u l t i p l e  of  t h e  i d e n t i t y  m a t r i x .  I n  t h i s  c a s e  p s a t i s f i e s
p 12 = y ( r + 1 2 ) / y ( r )  f o r  r  = 1 , 2 , . . .  .
1/12
( 2 . 5 )
may be e s t i m a t e d  as ( c ( 1 3 ) / c (1 ) )
T - r
c ( r )  = E y t y t + r /T i f -  r  >_ 0
t = l
= c ( - r ) i f  r  < 0
( 2 . 6 )
and t h e  e s t i m a t o r  w i l l  be c o n s i s t e n t  s i n c e  t h e  p r o c e s s  y i s  e r g o d i c .
I n  any c a s e  a l l  p . ' s  must  be v e r y  c l o s e  to  u n i t y  and t h u s  t h e  a s s u m p t io n
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F = plu  , P 4 0 , IP I < 1 (2.7)
seems reasonable. This enables us to estimate the parameter 0 composed 
2 2of g ,^ g ' s, an<^  P using the method of scoring (2.3) with 0 as a 
starting value. It is noted that the assumption (2.7) reduces the com­
putational burden considerably involved in (2.3) as far as monthly data 
is concerned.
To illustrate our procedure some simulation experiments were conducted
assuming F = p l ^  to be known. Thus we have seven parameters o^ and 
2
gj ’s (j = 1,...,6) to be estimated. Throughout the experiments we set the
2sample size T to 300 and the true parameter values of 0j 's t0
= 2, a2. = 1.5 (j = 2,3,4), = 1 (j = 5,6) .
In Table 2.1 are shown the means and variances of 0 and 0 obtained 
from 30 replications together with parenthesized theoretical variances. 
The iterations were carried out to obtain 0 using (2.3) while theoretical 
variances were computed from (2.2) and (2.4) using Simpson’s rule. We 
examined three cases where
(a) p = 0.97 (b) p = 0.98 (c) p = 0.99 .
For each case two different values of o were chosen so that the varianceu
ratio Var (x^ .ßt)/Var (y t) = 0.9 or 0.8 where
Var(yt) Var(x'ß ) + c^  t t u
2 2g . + G J u
The true value of o^ used for each experiment is shown in the first 
column.
7 8 .
Table 2.1
Sim ula t ion i R esu l t s f o r  the Evolving Seasonal Model
2 2 2 2 2 2 2
U a i 2 °  3 °4 ° 5 ° 6
( a ) p = 0 . 97
2
0 u
= 16
0
Mean 30.9 1.78 1.20 1.47 1.34 .89 .86
V a r 202.9 .69 .44 .53 .60 .26 .37
(232.7) ( .61) ( .35) ( .35 ) ( .35) ( .16) ( .30)
0
Mean 19.5 2.03 1.38 1.61 1.54 1.06 1.03
V a r 57.3 .33 .23 .24 .34 .20 .13
(44 .7 ) ( .34) ( .22 ) ( .22) ( .22 ) ( .12) (-16)
2
ö
u
= 36
6
Mean 51.6 1.79 1.17 1.46 1.32 .88 .85
V a r 222.7 .76 .46 .57 .65 .30 .33
(256.4) ( .64) ( .37) ( .37 ) ( .37) ( .18) ( .31)
9
Mean 41.6 2.01 1.32 1.55 1.48 1.01 1.01
V a r 92.1 .34 .27 .28 .80 .23 .18
(75 .0 ) ( .44) ( .29) ( .29 ) ( .29) ( .16) ( .21)
(b) p = 0 . 98
a 2
u
= 25
0
Mean 54.0 1.70 1.05 1.40 1.29 .89 .82
V ar 329.4 .80 .41 .64 .63 .35 .51
(602.0) ( .88) ( .50 ) ( .50 ) ( .50 ) ( .23 ) ( .43)
0
Mean 29.9 2.08 1.41 1.66 1.58 1.08 1.06
V ar 68.2 .32 .26 .29 .41 .22 .16
(59 .3) ( .37) ( .24 ) ( .24 ) ( .24) ( .13) ( .18)
2
a
u = 49
0
Mean 78.6 1.70 1.02 1.39 1.26 .88 .82
V a r 345.0 .84 .41 .66 .70 .38 .49
(636.3) ( .90) ( .52) ( .52 ) ( .52 ) ( .24) ( .44)
0
Mean 56.3 2.06 1.35 1.61 - 1.52 1.02 1.04
V ar 108.2 .34 .30 .35 .47 .23 .20
(109.9) ( .47) ( .31 ) ( .31 ) ( .31 ) ( .17) ( .22)
( c ) p = 0 .99
2
a u = 49
0
Mean 144.6 1.43 .72 1.19 1.01 .78 .68
V ar 1119.2 .93 .27 .79 .62 .41 .67
(3700.6) (1 .71) ( .97) ( .97 ) ( .97 ) ( .43) ( .84)
0
Mean 57.0 2.23 1.50 1 .81 1.72 1.14 1.15
V a r 106.2 .37 .37 .57 .71 .31 .24
(106.2) ( .45) ( .30) ( .30 ) ( .30) ( .16) ( .22)
C o n t .
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Table 2.1 (Continued)
öu
2 o26
o2 = 100 u
Mean 195.8 1.44 .70
Var 1229.3
(3819.6)
.94
(1.73)
.25
(.98)
Mean 112.8 2.18 1.39
Var 186.5
(243.7)
.49
(.60)
.41
(.40)
(c) p = 0.99
1.18 1.01 .78 .67
.79 .66 .44 .63
(.98) (.98) (.44) (.86)
1.74 1.61 1.04 1.10
.72 .75 .30 .31
(.40) (.40) (.22) (.29)
As far as simulation results are concerned, the variance of 0 is
quite reasonable, compared with its theoretical value. (Note that the
sample size is 300.) On the other hand 0 has shown some fluctuations. 
2As for aj's 0  = l»«-*>6) all estimators but in one case differ from
the true value by less than one standard deviation. The only exception
2is the estimator of in Case (c) where p is larger than the other
two cases. This, however, is still within two standard deviations. The
estimator of gave upward bias in all cases. Especially in Case (c)
the bias seems significant.
We also tried another experiment to examine the robustness of our 
estimation procedure resulting from mis-specification of F. In Table 2.2 
results of four cases are reported where the first two cases (a), (b) are 
concerned with downward mis-specification of p and the other cases (c), 
(d,) with upward mis-specif ication of p where p = x -> y means that x 
was mistaken for y.
It is seen from Table 2.2 that 0 and 0 are both biased though
0 is more robust than 0 with respect to mis-specification of p. Down-
2ward mis-specification of p causes the estimator of o^ to be biased
2downward and those of a.'s to be biased upward. The reverse is true
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Table 2.2
Estimates Resulting from Mis-specification of p
2
0u
2
°1
2
° 2
2
°3
2
°4
2
°5
2
° 6
(a) P = 0.98 -* 0.97
2au = 25
0 Mean -3.31 3.30 2.14 2.72 2.89 1.75 1.66Var 637.73 2.50 1.38 1.87 1.95 1.00 1.53
0 Mean 18.96 2.84 1.86 2.21 2.09 1.51 1.39Var 75.40 .60 .37 .51 .56 .34 .23
(b) P = 0.99 -> 0.97
2au = 49
0 Mean -141.33 8.09 4.81 6.66 6.00 4.54 4.36Var 5088.58 18.38 6.92 13.81 12.49 7.63 15.94
0 Mean 29.35 4.50 2.42 3.68 2.92 2.22 1.91Var 453.65 4.20 2.68 6.36 3.75 1.38 2.33
(c) P = 0.98 -> 0.99
2au = 49 *
0 Mean 153.88 .50 .27 .42 .37 .27 .22Var 368.80 .09 .04 .09 .08 .05 .06
0 Mean 69.10 1.46 .96 1.14 1.07 .66 .73Var 122.79 .20 .20 .25 .34 .14 .13
(d) P = 0.97 -> 0.99
2ou = 15
0 Mean 107.25 .24 .14 .21 .18 .13 .11Var 178.37 .02 .01 .02 .02 .01 .01
0 Mean 36.09 1.16 .79 .92 .88 .55 .60Var 80.88 .14 .13 .13 .22 .12 .08
for upward mis-specification and this, of course, agrees with the results 
given in 3.3. As an example we dealt with monthly data (January 1949 
to December 1960) on international airline passengers taken from Box and 
Jenkins (1970). The original data Yt/1000 (t = 1,...,144) is shown in
Figure 2.1 Airline Passengers Data 
(a) Raw Data
ICQ 120
TIME
(b) Transformed Data
-  - 1 0
- .30
TIME
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Figure 2.1(a) while 2.1(b) gives the graph of yt (t = 7,138) , a centered
12-month moving average of log (Yt/1000), plotted against t. Assuming
100xyt to satisfy (1.9) with pj = p (j = 1,...,6) we obtained the
following estimates using (2:. 1) for some fixed values of p:
2 2 > 2 2 2 2 2
0 u °1 ° 2 °3 °4 °5 °6
p = .98 -44.05 5.77 1.63 0.26 0.37 0.20 0.03
= .984 -11.94 3.94 1.10 0.15 0.22 0.10 0.01
= .988 24.60 2.28 0.62 0.07 0.11 0.04 0.00
= .99 42.88 1.58 0.43 0.05 0.07 0.02 -0.01
Therefore the true value of p may be around 0.988. In fact starting
with any set of the estimates presented above we obtained the final results
as follows together with standard errors (S.E. ):
Parameter Estimate S.E.
20u 3.297 1.147
2
°1 1.713 0.388
2
° 2
0.965 0.265
2
°3 0.073 0.037
2
°4 0.118 0.050
2
°5 0.093 0.042
2
°6 0.001 0.001
P 0.989 0.003
4.3 Empirical Results
When we apply the foregoing estimation procedure to economic time 
series, we need to eliminate the trend from raw data Y^ ,. This means that 
a filter h(L) must be applied in order to get a stationary sequence 
y = h(L)Yt, where h(L) is a polynomial in the lag operator L and is
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defined by
h(L) = E h.LJ . (3.1)
j = - p J
If h(L) = 1 - L, i.e., hQ = 1, h-^  = -1, and 0. otherwise, then h(L) is 
called a 'first differencing' filter. In this case we are assuming that 
Yt may be represented by
Y t-i + st +
On the other hand if h(L) takes the form:
(3.2)
h.
3 12 + l,...,+ 5
_1_
24 if j = + 6
n
12 if j = 0
(3.3)
h(L) is a centered 12-month moving average' subtraction filter. A
linear trend will be eliminated by this filter while a stable seasonal
defined in (1.2) remains unchanged since the frequency response function 
iA .
h(e ^) =1. It is also shown in Hannan, Terrell and Tuckwell (1970) that 
the effects of the filtering on the evolving seasonal will be slight.
This justifies that the seasonal st of yfc = h(L)Yt is also regarded 
as that of Y^. Thus we can obtain the seasonally adjusted series just 
by Yt - st.
As an illustration empirical results are shown below using quarterly 
personal consumption expenditure series ($m) on food in the Australian 
National Accounts. The data was taken from Pagan (1973b) and is shown 
later, where the sample period is 1950/3 ^ 1970/2. Since we are dealing 
with quarterly data, the model (1.9) reduces to
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y = (cos nt/2 sin ttt/2 cos ttü) 31 +
V i  + et
2 J
(3.4)
The trend was subtracted by a'centered 4-term moving average’ subtrac­
tion filter, that is,
h. = - \ 
J 4
if 3 = + i
11 1
00
11—
*
if j = + 2 (3.5)
3= -4 if j = 0 .
Thus the actual sample period to be analysed below is 1951/1 'v 1969/4. 
Although we could use a technique designed to remove trend which can be 
carried up to the last observation, we do not pursue the matter (see 
Hannan, Terrell and Tuckwell (1970) for this technique).
We first estimated the parameter 0 = (a^, o^, P-^ » P2 appearing
in the above model (3.4). To obtain initial guesses of and p2 > we
have assumed that p^ = p^ = P and we applied the procedure (2.1) for 
various values of p. The results were:
2 2
0 a 1u 1
.97 -50.40 11.82
.98 2.46 5.28
.99 38.38 1.32
2
°2
4.98
2.22
0.55
Therefore the true value of p, if the assumption that p^ = p^ is 
correct, should be greater than 0.97 and may be less than 0.99. On 
the other hand the Yule-Walker equations gave the following results:
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pl,5 P2,6 P3,7 00<3-
<ci P5,9 P6,10
.984 .995 .985 .993 .970 .993
where p . ... =J >3+4 (c(j+4) /c (j ) )^ . The final results are shown below
together with standard errors.
P a r a m e t e r E s t i m a t e S.E.
2au 4.884 3.249
2
°1 5.202 2.013
2
g2 2.798 1.397
p i 0.980 0.093
P2 0.977 0.017 ‘
The estimates of and p^ are both close to unity and very close
to each other. Under the assumption p^ = p^ = p we have the following
results:
P a r a m e t e r E s t i m a t e S.E.
2au 4.903 3.260
2
G1 5.271 1.986
2
a2 2.706 1.302
P 0.979 0.009
The hypothesis P1 = P2 was not rejected even at: the 75% significance
level with the likelihood ratio test.
For reference we also dealt with consumption expenditure series
(1000 million yen) on foods, beverages and tobacco in the Japanese National
Accounts. The data was taken from Annual Report on National Income
Statistics (1977) published by Economic Planning Agency in Japan. We took 
about the same sample period as in the Australian data and the data is
shown in Table 3.1.
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Table 3.1
The Foods, Beverages and Tobacco Data in Japan (1000 million yen)
1951/3
M
1952/1 
/ 2 
/ 3
M
1953/1 
/  2 
/  3 
/  4
1954/1 
/ 2  
/ 3 
/ 4
1955/1 
/  2 
/  3 
/ 4
1956/1 
/  2 
/ 3 
/  4
1957/1 
/  2 
/  3 
/ 4
935.6
1036.4
970.5
1016.3
1036.0
1231.4
1101.9
1151.9
1168.7
1300.0
1146.3
1190.0
1185.7
1333.7
1191.3
1249.9
1294.7
1468.1
1305.5
1352.5
1393.1
1556.1
1368.7
1400.5
1422.9
1629.6
1958/1 
/ 2 
/ 3 
/  4
1959/1 
/  2 
/ 3 
/ 4
1960/1 
/  2 
/ 3 
/ 4
1961/1 
/ 2 
/  3 
/ 4
1962/1 
12 
/ 3 
/ 4
1963/1 
/  2 
/ 3 
/ 4
1964/1 
/  2 
/ 3 
/  4
1451.0
1505.9
1564.5
1692.9
1503.0
1570.3
1666.3
1776.6
1597.8
1603.0
1673.1
1910.8
1621.2
1704.6
1765.4
1991.0
1702.0
1774.6
1876.5
2139.4
1821.2
1875.4
1982.6
2279.1
1939.2
2059.7
2151.1
2459.5
1965/1 
/  2 
/  3 
/ 4
1966/1 
/  2 
/  3 
/ 4
1967/1 
/  2 
/  3 
/ 4
1968/1 
/  2 
/  3 
/  4
1969/1 
/  2 
/ 3 
/ 4
1970/1 
/  2 
/  3 
/ 4
1971/1 
/  2
2007.0
2125.7
2320.0
2555.1
2157.2
2322.9
2437.7
2778.4
2322.8
2551.2
2704.9
2976.7
2477.2
2684.2
2785.2
3112.0
2607.8
2881.2
2986.9
3351.3
2734.4
2946.2
3203.9
3561.3
2904.3
3160.6
Proceed ing  i n  the  same way as above we o b ta in e d  i n i t i a l  e s t i m a t e s  of
° u ’ °j's ^  = 1 »2  ^ for various values
2
0 u
of p (=
2
G1
Pl = P 2 ) as follows 
2
°2
p = . 97 -2 4 3 6 .8 746.0 332.5
= .98 994.7 332.7 148.4
= .99 3318.0 82.7 36.9
Hence the  t r u e  v a l u e  of p , i f  the  assumption  t h a t  Pp = P2 i s  c o r r e c t
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may be around p = 0.98. In fact the restricted estimation results are
P a r a m e t e r E s t i m a t e S . E .
20 u 504.5 278.2
2
°1 448.3 170.3
2
°2 97.5 58.5
P 0.980 0.009
On the other hand the unrestricted estimation results are
P a r a m e t e r E s t i m a t e S . E .
2au 481.5 279.9
2
°1 472.9 181.8
2
°2 90.2 58.3
P1 0.976 0.013
p2 0.985 0.012
The hypothesis p ^  = p ^  was not rejected at the 50% significance level.
Next we estimated the seasonal s^ = x f3t t t in the following three
ways:
(i) xj.e(t|t-l) (ii) xj_ß(t|t) (iii) x^3(t|T)
where x^ = (cos ttt/2 sin itt/2 cos TTt) 1 and 3(t|t-1), $(t|t), and
3 (11T) are the predicted, filtered, and smoothed estimates of 3t
respectively. To initiate the Kalman filter we must specify 3(0jO) and
P(0|0). Here we used 3Q and Co v (3q), where
3 = (Z'ft-10 Z)~1Z ,ft~1y
and
y  =  ( y 1 # •• • > y T ) ’
ft = Cov(y)
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x|F
x ’FTT
Cov(ßo) = (z'ft 1z) 1 .
In practice the computation of ft  ^ is troublesome. Instead we proceed
*-ta)s_T/2as follows. Defining the matrix having e in row s, column t
by V(w) we obtain
ßQ = (Z*(ü))D 1 (co)Z(oo)) 1Z*(m)D 1 (m)y(m) (3.6)
where Z(to) = V(oo)Z, Z*(oo) is the transposed conjugate of Z(co), and 
y(oo) = V(oo)y while D (^oo) = V(o>)ft ^V*(<d) is nearly diagonal with 
1/(27rf (ms_rj,^ 2 > 9)) in s“th diagonal. The covariance matrix of ß^  
reduces to
Cov(ßQ) = (Z*('üj)D 1 (oo)Z(tu)) 1 (3.7)
Using unrestricted estimation results on the parameter 0, that is, those 
for ^ p2’ we have
ßo = ß(010) = (12.085, -0.788, 4.997)'
Cov(ßQ) = P (0 I 0)
0.389 0.000 0.067
0.000 0.382 -0.019
0.067 -0.019 0.198
It should be noted that ßQ will become meaningless as T gets large 
since ßQ cannot be asymptotically identifiable.
Table 3.2 shows the raw data Yt and seasonally adjusted series:
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Table 3.2
Seasonally Adjusted Series for the Food Data ($m)
Yt (a) (b) (c) Yt (a) (b) (c)
1950/3 237 1960/1 526 528.7 532.7 533.2
/ 4 257 / 2 532 5A0.2 5A3.5 5AA.1
/ 3 551 556.2 553.5 553.9
1951/1 263 268.7 268.2 268.2 /A 587 566.5 560.8 560.9
12 279 286.0 287.0 287.2
/ 3 307 310.6 308.0 309.2 1961/1 556 565.2 565.0 565.5
/A 3A2 327.3 325.5 326.0 / 2 556 568.9 568. A 568.3
/ 3 569 572.6 570.2 570.6
1952/1 338 3AA.3 339.3 340.7 /A 595 572.3 571.6 570.6
/ 2 3A6 356.9 348.9 349.1
/ 3 3A6 352.6 353.3 352.7 1962/1 560 569. A 572.8 572.2
/A 375 362.7 358.6 357.7 / 2 566 576.A 577.2 576.6
/ 3 575 57A.7 583.0 582.9
1953/1 353 357.5 363.3 363.3 /A 620 593.5 593.3 593.0
/ 2 366 367.0 371.5 371.7
/ 3 379 382.A 380.1 381.0 1963/1 593 602.3 602.5 603.1
/A A06 389.7 386.7 386.5 / 2 602 610.9 611.1 611.7
/ 3 613 620.2 618.5 618.1
195A/1 380 390.8 390.5 390.3 /A 651 627.2 625.0 623.0
12 391 397.6 394.6 394.1
/  3 389 392.0 398.0 397.5 196A/1 618 628.2 632.1 632.7
/A A2A A0A.2 405.1 405.1 / 2 629 636.5 6A3.5 6A3.6
/ 3 652 652.7 656.1 656.3
1955/1 403 411.0 412.5 411.9 /A 708 679.7 669.7 668.6
/ 2 A17 418.4 420.1 420.7
/ 3 A23 429.8 428.8 428.0 1965/1 656 671.9 678.7 679.3
/A A51 433.4 436.2 436.0 / 2 679 691.A 691.8 692.1
/ 3 700 703.1 702.7 702.9
1956/1 AA2 449.2 446.8 446.3 /A 755 718.7 713.6 712.9
/ 2 AA3 446.9 453.2 453.3
/ 3 A6A 466.7 461.5 462.7 1966/1 695 718.3 722.3 721. A
/A A8A 471.7 466.3 466.2 / 2 720 731.6 733.5 733.8
/ 3 7A2 7A3.1 786.2 7A6.5
1957/1 A58 464.6 467.4 466.9 /A 800 759.2 759.6 759.7
/ 2 A65 475.6 469.6 469.3
/ 3 A63 463.8 470.1 470.1 1967/1 753 776.6 771.9 771.6
/A A90 471.9 474.3 473.6 / 2 765 779.3 781.5 781.2
/ 3 788 791.9 792.A 793.A
1958/1 A7A 480.5 478.7 478.3 /A 8A1 803.8 803.5 803.3
/ 2 A77 480.4 483.1 483.4
/ 3 A80 485.2 489.0 489.0 1968/1 797 813.9 812.5 812.7
/A 515 498.2 495.7 495.0 / 2 809 825.0 820.8 820.5
/ 3 81A 820.5 827.0 826.A
1959/1 A98 501.9 501.3 501.3 /A 877 8A0.8 836.9 839.1
/ 2 A97 503.1 507.5 507.6
/ 3 507 513.7 515.4 514.8 1969/1 827 8A1.9 8A5.A 8A1.9
/A 5A6 526.2 524.0 523.2 12 8A2 851.A 857.8 853.7
/ 3 860 868.3 872.7 867.8
/A 935 893.5 891.0 891.0
1970/1 885
/ 2 920
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On the other hand Figures 3.1(a) and 3.1(b) give the graphs of
(3)and Y respectively. It is seen that the application of the smoothed
estimate modifies to some extent and that the graph of is
rather smooth compared with that of Y ^  . For reference some summary 
statistics are presented in Table 3.3 where F is defined by
F = 4 (M-l) 3 (3.8)
Here S and T denote the sum of squares of seasonal and total effects e e
respectively•while M is the number of years contained in the sample and 
is 19 in the present case. The statistic F in (3.8) may be treated 
as an F-distribution with (3, 4 (M-l)) degrees of freedom under the 
hypothesis that there exists no seasonal effect. The F-test provides no 
indication that there remains the seasonal effect in the seasonally 
adjusted series.
Table 3.3
Some Summary Statistics for Seasonally Adjusted Series
F Mean Var
(1)
t 0.108 560.1 26146.9
(2)
t 0.086 560.4 26284.1
(3)
t 0.085 560.2 26184.5
We are also interested in the normalized error series 
u(tIt-l)/au (tIt-1), u(tIt)/au (tIt), and u(t|T)/o^(t|T), where 
u(t|s) = yt ~x|.ßCt|s) and ou (t|s) = /Var (u(t | s)). Theoretically the 
first two should be white noise with mean 0 and variance 1. To check 
this we tried a frequency domain test based on the periodogram I(w)
(see Jenkins and Watts (1968), pp.234-237). The test is based on the
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Figure 3.1 Seasonally Adjusted Series
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9ÜÜF-
(b) Y (3)
see /
7 0 G
6G0
5 GO
B-
4GG Ej—-
I—
F
30 0 E- 7
/
1 G
1 1 M  i i 1 I I M  1 i I I I i I i i i  1 i I I l 1 i l i I j
2 0 3 G -4 0 50 6 G 7G 5 0
TIME
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statistic:
t j T/2
ip = E I(u>.) / Z I (co.) (t = 1,. . . ,T/2) . (3.9)
j=i 3 / j=i 3
The null hypothesis of white noise should be rejected if > c for
some positive constant c. In this case the Kolmogorov-Smirnov probability 
limits can be used as a critical line. Figure 3.2 shows the plot of ip£
versus t for the normalized predicted error series together with critical 
lines of the 75 and 95% limits. It is seen that ip^  falls well within 
them. Hence there is no evidence that the series does not come from a 
white noise source. The situation was almost the same for the normalized 
filtered error series.
F i g u r e  3.2 A Test for White Noise 
Based on the Plot of 4b
1 - Ü 
- 8 
-6
■ 4
■ 2
.0
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4.4 Concluding Remarks
Throughout this chapter we concentrated ourselves on the estimation 
of a changing seasonal pattern formulated in (1.9). A key assumption on 
the model was that although frequencies of the seasonal are assumed to be 
constant, the amplitude and phase are allowed to be changing through time 
stochastically and that the seasonal itself is stationary with an abso­
lutely continuous spectrum. The formulation described in and below (1.6) 
is essential to the stationarity of the seasonal, where all p^’s must 
be close to unity; otherwise the whole notion of a seasonal pattern fades 
into nothing.
The model, however, can be generalized in some ways. For example 
we may take F to be the identity matrix so that the seasonal follows a
2random walk. In fact Pagan (1973b) assumed this and tried to estimate ou2
and 0j's together with the initial parameters 3(0|0).
Another generalization is that we allow correlation among different 
frequencies. One simple model is such that F = pl^, E = Cov(et) is a 
general symmetric matrix and thus
Y(t,r) = Cov(yt,yt+r)
1-p
77 x’Ex + 6  a 2 t t+r or u (4.1)
This implies that yt is not stationary though 3 is still stationary.
2It is not obvious that the parameters o^, E, and p are identifiable 
and thus we need again to consider the identification problem. Because 
of the special property of xt, xfc can be expressed, for monthly data, as
6 iA . t
Xf. = z' C.e 3 (4.2)
-5 J
where the prime indicates that the term for j = 0 is omitted from the
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summation while c .3 is an llxl vector defined by
1 ^
o o 0 r \0
1
•H O
 
1
1 1 1
• •
C1 “ 2
0
’ c2 2 -i0
0 j
, . . . , c 5 2 0
1
-i
0
’ c 6 0
1 ,
and c_^ is the complex conjugate of c ^ . It is easily seen that these 
vectors c^  form a set of linearly independent vectors. Then, for r >^ 0, 
we have
1 Tyr + pr
T E, ytyt+r + —  ,t=l 1-p -5
6 iA r
Tr Z' c'.Zc.e J + 6 o (a.s.) 2 - J J or u
Y (r), say.
Now we consider the problem of determining g , Z, and p given 
(y(r); r = 0, +1,... } . For some fixed r > 0, we can always determine
IT 2p cjZCj / ( l - p  ) for each j and thus p can be identified uniquely.
2Then o can also be determined from y(0). The identification of E
is equivalent to finding a unique solution to the simultaneous equation:
clZc_. = (cl 8 c\ )vec (E) = b^ (j=+l,...,+5,6) (4.3)
where b^ and c^  are known. This equation is composed of only eleven 
equations, which implies that Z cannot be identified even if the vectors 
Cj are linearly independent. We need to impose some restrictions on Z 
to identify this. The same is true for quarterly data.
Finally we mention a model which extends the present model (1.9) to 
another direction. As said before, the model (1.9) may be regarded as a 
stationary signal plus noise model, that is, t^: = st + ut* However, there 
are some cases where y is contaminated with interventions caused by 
economic changes. The model then may take the form:
95.
yt = ft + st + ut . (4.4)
In Chapter 7 we consider this sort of model assuming to be
’transient’ and try to estimate the parameters for the transient part ffc 
as well as those for s and ut. The identification problem will 
become important again as the sample size T gets large.
A. 1
Appendix to Chapter 4
In this appendix we try to compare the forecasts derived from the 
time varying parameter (TVP) model (1.9) with those from Box-Jenkins 
(B-J) models. Two sets of data were examined; one is the monthly 
airline data dealt with in Section 2 and the other the quarterly foods, 
beverages and tobacco data in Japan dealt with in Section 3. Since we 
are mainly concerned with forecasting the raw data Y , two-sided 
moving average filters used before are not suitable for this purpose. 
Instead we used a one-sided filter 1 - L to construct TVP models.
As for the forecasting of TVP models we proceed as follows. 
Suppose we have a model:
yt = xtBt + ut
h ■ FBt-i +  Et
(A. 1)
and consider the problem of forecasting y^ (m = 1,2,...) given the 
observations y^,...,y . Denoting by y(t+m|t) the best predictor (in 
the mean square sense) of yt+m given the observations up to time t, 
this can be accomplished by
y (t+m 11) = x^ .+mß(t+m| t) (m = 1,2,...) (A. 2)
where ß(t+m|t) can be computed recursively as
$(t+m|t) = FB(t+m-l|t) (m = 1,2,...) . (A.3)
It is seen that the computation of 3(t+m|t) is fairly easily done once 
the Kalman filter 3(t|t) is obtained (see Hannan (1970), p.183). The 
forecasts of Y fc can also be obtained similarly since Y was 
transformed by a one-sided filter. As for the forecasting of B-J models 
we refer the reader to Box and Jenkins (1970). Now we proceed to the 
forecasting of two sets of data.
(i) Airline Data
A.2
First of all we estimated the parameters involved in each 
model. For the TVP model we have
yt = 100(1-L)log Yt = x’ßt
h  = pßt-i + Et ’ (t = 
2 2 2 2Defining Cov(et) = diag(a^,a ,... ,o^,o^) 
following parameter estimates:
(A.4)
2,...,144).
(11x11) we obtained the
Parameter Estimate S.E.
2
°1 .877 .259
2
°2 1.233 .376
2
°3 .169 .081
2
°4 .245 .098
2
°5 .386 .148
2
°6 .379 - .176
P .988 .013
It is noticed that the present model (A.4) does not contain the term ut
2in (A.l) since the estimate of o^ = Var(ut) was statistically 
insignificant.
On the other hand we identified the B-J model as
yt = 100(l-L)(l-L12)log Yt
= (l+oL)(l+ßL12)et , (t = 14,...,144)
where
Parameter a 3
Estimate -.399 -.623
S.E. .084 .075
The above estimates were almost the same as in Box and Jenkins (1970).
Then we tried to obtain the forecasts of 100 log Yt+m for lead times 
up to m = 36 months, all made at t = 103 (July 1957) as in Box and 
Jenkins (1970). The results are shown in Table Al, where (bias) stands 
for the bias of the forecast from the observed value. We also computed 
the root mean square error (RMSE):
RMSE of TVP Model = 14.12 
RMSE of B-J Model = 19.59.
It is seen from these results that the TVP model supplies slightly 
better forecasts than the B-J model although the former gives downward 
biased forecasts and the latter upward biased forecasts. We are often 
interested in post sample forecasting and the next example deals with 
this.
(ii) Foods, Beverages and Tobacco Data in Japan 
We identified the TVP model as
yt = 100(1-L)log Y t = xj.8t +
(A.6)
3t = diag(p1,p1 ,p2)ßt-i + et ’ (t = 1,...,80)
Note that Y was availableo and we used this to form y^
estimation results were:
Parameter u
2
°1
2
° 2 P1 P 2
Estimate 1.084 .512 .416 .989 .990
S.E. .476 .217 .206 .006 .008
The B-J model finally identified was: 
yt E 100(1-L) (l-d)log Yt
= (l+aL)(l+ßL4)et , (t = 1.....80).
(A. 7)
Table Al
Within Sample Forecasts of Airline Data
m 1 2 3 4 5 6 7 8 9
TVP 6 1 1 . 6 5 9 8 . 8 5 8 4 . 0 5 7 1 . 9 5 8 1 . 2 5 8 3 . 1 5 7 8 . 1 5 9 1 . 2 5 8 8 . 4
( b i a s ) - 3 . 0 - 1 . 3 - . 9 - . 2 - . 5 .2 1 . 9 2 . 1 3 . 2
B - J 6 1 1 . 9 5 9 9 . 9 5 8 5 . 0 5 7 5 . 1 5 8 8 . 3 5 9 3 . 5 5 9 0 . 6 6 0 8 . 7 6 0 4 .6
( b i a s ) - 2 . 8 - . 2 .1 3 . 1 6 . 6 1 0 . 6 1 4 . 4 1 9 . 5 1 9 . 4
m 10 11 12 13 14 15 16 17 18
TVP 5 8 9 . 4 6 0 3 . 6 6 1 1 . 2 6 0 8 . 9 5 9 7 . 8 5 8 5 . 0 5 7 4 . 4 5 8 2 . 5 5 8 4 . 1
( b i a s ) - . 1 - 4 . 0 - 8 . 5 - 1 3 . 5 - 2 . 3 - 3 . 4 .7 .5 - 4 . 5
B - J 6 0 4 . 9 6 2 1 . 3 6 2 8 . 7 6 2 7 . 6 6 1 5 . 6 6 0 0 . 8 5 9 0 . 8 6 0 4 . 0 6 0 9 . 2
( b i a s ) 1 5 . 5 1 3 . 8 9 . 1 5 . 1 1 5 . 5 1 2 .4 1 7 . 2 2 2 . 0 2 0 . 6
m 19 20 21 22 23 24 25 26 27
TVP 5 7 9 . 8 5 9 1 . 2 5 8 8 . 7 5 8 9 . 6 6 0 1 . 9 6 0 8 .5 6 0 6 .6 5 9 6 . 9 5 8 5 . 8
( b i a s ) - 3 . 7 - 9 . 4 - 9 . 4 - 1 4 . 4 - 1 3 . 8 - 2 2 . 1 - 2 6 . 0 - 1 6 . 8 - 1 5 . 1
B-J 6 0 6 . 4 6 2 4 . 4 6 2 0 . 4 6 2 0 . 6 6 3 7 . 0 6 4 4 .5 6 4 3 . 3 6 3 1 . 3 6 1 6 . 5
( b i a s ) 2 2 . 9 2 3 . 8 2 2 . 2 1 6 . 6 2 1 . 3 1 3 . 8 1 0 . 7 1 7 . 6 1 5 . 6
m 28 29 30 31 32 33 34 35 36
TVP 5 7 6 . 6 5 8 3 . 6 5 8 5 . 0 5 8 1 . 3 5 9 1 . 2 5 8 9 . 1 5 8 9 . 8 6 0 0 . 5 6 0 6 . 2
( b i a s ) - 1 2 . 6 - 1 6 . 8 - 1 8 . 3 - 1 5 . 6 - 1 2 . 6 - 2 4 . 3 - 2 5 . 9 - 2 7 . 7 - 3 7 . 1
B - J 6 0 6 . 2 6 2 2 . 0 6 2 8 .5 6 2 5 . 9 6 4 5 . 3 6 4 1 .5 6 4 3 . 6 6 6 1 . 8 6 7 0 . 0
( b i a s ) 1 7 . 1 2 1 . 6 2 5 . 2 2 9 . 0 4 1 . 5 2 8 . 2 2 7 .9 3 3 . 6 2 6 .7
Note that the data (t = -4,-3,...,0) were available and were used
to compute (t = 1,2,...,5). The parameter estimates were:
Parameter a 3
Estimate -.303 -.599
S.E. .102 .080
Defining by r(k) the estimated k-th order autocorrelation of residuals, 
we refer the Box-Pierce test statistic Q :
Q
24 
80 Z 
k=l
r2(k) 13.79
to a chi-square table with 22 degrees of freedom. The 10% and 5% points 
2for x (22) are 30.8 and 33.9 respectively. Therefore this test 
does not give any evidence that the fitted model is inappropriate.
Next we obtained the post sample forecasts of 100 log Yt+m of both 
models for lead times up to m = 6 quarters, all made at t = 80 
(1972/4). The results are shown in Table A2.
Table A2
Post Sample Forecasts of Japanese Data
m 1 2 3 4 5 6
TVP 811.5 817.0 821.6 830.5 811.9 817.1
(bias) .6 1.1 -1.4 -4.0 5.8 1.2
B-J 812.7 819.2 826.4 836.5 818.4 824.8
(bias) 1.8 3.3 3.4 1.9 8.3 8.9
The RMSE of the forecasts was:
RMSE of TVP Model = 3.02
RMSE of B-J Model = 5.44.
As far as the results in Table A2 are concerned, the forecasts of the TVP
model perform better than those of the B-J model as in the previous 
example. It seems that TVP models serve as a strong tool for forecasting
economic time series.
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C H A P T E R  5
TESTING THE CONSTANCY OF REGRESSION RELATIONSHIPS OVER TIME 
5.1 Introduction
When we deal with time series data and regression analysis is applied 
to the data, it is usually assumed that the model parameters are stable 
over time. In this chapter we call attention to the case where the para­
meters are suspected to be unstable over time and consider the problem 
of detecting a parameter change in terms of testing procedures. The basic 
.model which we consider is
yt = xj.6t + ut , (t = 1,...,T) (1.1)
where the definition of variables is the same as in Chapter 1 except that
the error terms, ut, are independent and normally distributed with means
20 and variances a . Then the null hypothesis of the stability of para­
meters over time is
Hq: 3t = 3 and a* = o^ (t = 1,...,T) . (1.2)
As mentioned in Garbade (1977) several authors have considered this 
problem. Among the early works are Quandt (1958, 1960) and Chow (1960) 
on testing the null hypothesis of a shift at a particular point in time. 
These techniques are appropriate when it is believed that the regression 
relationship may have changed abruptly at an unknown time point so that 
their alternative hypotheses are more specified than (1.1). We shall 
examine Chow’s procedure more closely in Section 4. Recently Brown, 
Durbin, and Evans (1975) (hereafter BDE) proposed two more general methods 
of testing the constancy of parameters together with some practical ways 
of investigating the time variation of 3fc. Section 2 reviews the BDE 
tests and some extensions are given, where it is seen that the one step
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ahead prediction error or the innovation process plays a very important 
role.
More recently Garbade (1977) compared the power of the BDE tests with 
that based on 'variable parameter regression'. In other words his 
alternative allows $ to follow a random walk:
ßt t-1 + e (1.3)
where e v N.I.D.(0,Z). Now it is obvious that the model (1.1) combined 
2 2with (1.3) and o = for all t is nothing but the time varying para­
meter model described in previous chapters. The null hypothesis of the 
stability is equivalent to E = 0 in the present case and Garbade (1977) 
tested the hypothesis with the likelihood ratio statistic. We shall 
discuss his procedure in Section 3 and suggest another testing procedure 
as in Pagan (1978). Section 4 is concerned with some testing procedures 
based on a decision theoretic approach.
5.2 The BDE Tests
As explained in Brown, Durbin, and Evans (1975) it is natural to look
at residuals to investigate departures from model specification. For
example, by calculating the OLS residuals u (t = 1,...,T) and plotting
these against time abscissa t the parameter change might be detected.
2However even if ut ^ N.I.D.(0,o ), T  is correlated with u in thet * u * t s
following way:
Cov(ut,ug) = a^mts , (t,s = 1,...,T) (2.1)
where
M = (mts) = IT -
Therefore the plot of the OLS residuals against time may not be a very
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sensitive indicator of small or gradual changes in the parameters.
Avoiding the use of ut they have suggested two statistics based 
on w defined by
(t = k+l,...,T) (2.2)
where $ is the OLS estimate from the observations up to time t and
Pt = (X^X^)  ^ is assumed to be non-singular. As was seen in Section 3
of Chapter 1 ß can be computed recursively by Plackett's algorithm and
2the recursive residuals w follow N.I.D.(0,ou) under Hq. The first 
test suggested is the cusum test based on
1 t
W = t  2 wc , (t = k+1,. .. , T) (2.3)
c 0 k+l s
2^ L 2where a = Z (y^-x^ß^) /(T-k). Under is approximately normally
distributed with mean 0 and variance t-k. The cusum test suggests that 
the null hypothesis should be rejected if W^ _ crosses either of two lines 
tangent to the curves + X/t-k halfway between t=k and t=T, i.e., the 
lines through the points
{k, + a /r-k} , {T, + Saj^v^k} (X = 2/2 a-^ .
Using the fact that the probability of W^’s crossing the line 
y = d+c(t-k) for some t in (k,T) is
$ — —  ] + exp (-2dc) $ d-c(T-k)
L /T-k J ( /T-k J
we obtain the equation
$(3a^) + exp(-4a^)(l-$(a^)) (2.4)
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to be solved for a^. Here $ is the standardized normal distribution 
function while a may be regarded as the size of the test.
Although the cusum test uses the lines tangent to + x/t-k halfway 
between t=k and t=T, we can also suggest a set of two lines through 
the points:
{k, + a2/T-k} , {T, + | a2/r^k} (X = /6 a2)
{k, + a3/r-k} , {T, + a^/T-k} (X = 4/3 ,3 a3
{k, + a4/r^k} , (T, + 2a, /r-k} — 4 (X = 2V •
These lines correspond to those tangent to + X/t-k at the points
t = (k+2T)/3, (k+3T)/4, T respectively and the values a^  (j = 2,3,4) 
can be obtained from the equations:
$(-| a2) + exp(-3a2) (l-$(-|- a2)) = -|a (2.5)
$(^ a^ ) + exp(- a^ ) (l-^Cj a^)) = ^a. (2.6)
$(2a^) + exp(-2a^)-| = a . (2.7)
The values a^  (j = 1,2,3,4) were found by numerical methods and Table 2.1 
shows these values under the significance levels a = 0.01, 0.05 and 0.1.
T a b l e  2.1
V a l u e s  a- U n d e r  S o me S i g n i f i c a n c e  Le v e l s
ai a2 a3 a4
a = 0.01 1.143 1.306 1.376 1.552
= 0.05 0.948 1.079 1.134 1.273
= 0.10 0.850 0.964 1.013 1.133
Now it is seen from the table that the critical lines cross each other in
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the interval between t=k and t=T, which implies that there are some 
cases where the null hypothesis is not rejected with a-^ , i.e., the cusum 
test, but is rejected with a^. (j =f 1) . Especially if the parameter change 
is believed to be dominant at the points close to the end of the record, 
tests with a^. (j = 2,3,4) will be more powerful than the cusum test.
As reported in Garbade (1977) the power of the cusum test is quite poor 
and this may be one reason for it.
The other test called the cusum of squares test is based on
(t = k+1,...,T) . (2.8)
k+1 k+1
Under the null hypothesis has a beta distribution with mean
(t-k)/(T-k) and the null hypothesis is rejected if l^t ~ (t-k)/(T-k)| > cq
for some constant c . According to simulation results in Garbade (1977)
this test seems to give a correct probability of type I error and has a
moderate power. In any case it may be useful to plot 3t against time,
which enables us to identify the source or location of the parameter
change. An effective way of doing this is to fit the regression on a short
segment of n successive observations and to move this segment along the
series as described in Brown, Durbin, and Evans (1975). Their algorithm
for doing this is separated in two steps; the first is to add a new
observation to the segment using Plackett’s algorithm and the second is
to drop the first, observation from the segment by means of the backward
recursion. On the other hand it has been shown in Belsley (1973) that
these computations can be accomplished at one time. Define by t+n
the OLS estimate obtained from the n observations y*., i »• • • »Y,., •■'t+l t+n
Then ß^^ can be computed recursively for each t via
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t t,t+n-1) ] (2.9)
where
t+n
E x x’
-1
Pt+1,t+n (2.10)
(2.11)
and
-1 0
D =
0 1
It is seen that the computation in (2.10) involves inversion of a kxk 
matrix while the recursion in (2.11) is accomplished with inversion of a 
2x2 matrix.
So far we have considered testing procedures in the time domain. If 
we are interested in the parameter change over frequency bands, we are led 
to consider testing procedures in the frequency domain. Given the 
observations up to time T, we have the following regression relation in 
the frequency domain:
where w = 27rt/T (t = 1,...,T) and z(wt) is the Fourier coefficient 
of zfc (t = 1,...,T) defined by
Under the null hypothesis of stability the recursive residuals in the
yU)t) = x'(o)t)3 + u(wt) , (t = 1,...,T) (2.12)
z(u) ) = —  E z e
/ rn t S/T s=l
frequency domain
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y(o) )-x' (ü) ) ß(ü) ,)
w(o) ) = ----------------------p , (t = k+1, . . . ,T) (2.13)
(l+xi'(oot)P(a)t_1)x(oat)) 2
2follow N.I.D. (0,au) , where both 3(cot) and P(wt) can be computed
recursively as in the time domain. This comes from the fact that the 
ioo^ s
matrix having e //F in row t, column s (t,s = 1,...,T) is unitary. 
Now proceeding in the same way as before we can construct the BDE tests 
in the frequency domain. Because of the definition for w , those cor­
responding to the lowest frequencies are dealt with first, but re-ordering 
the transformed observations is possible. This point is discussed in 
Harvey (1978).
We can also suggest a moving regression in the frequency domain as 
in the time domain described above. In the frequency domain we fit the 
regression on a short band of n successive frequencies and move this 
band along the frequencies. This idea was initially suggested in Duncan 
and Jones (1966). Needless to say we can use the algorithm (2.9) combined 
with (2.11) for adding a new (transformed) observation to and dropping 
the first (transformed) observation from the frequency band just dealt 
with.
5.3 Tests Based on Variable Parameter Regression
In this section we assume that the observations y^ (t = 1,...,T) 
are generated by
yt = xt3t + ut ’ Ut ^ N.I.D.(0,ou) (3.1)
together with
3t = 3t-l + Et ’ £t % N.I.D.(0, £) (3.2)
where ug and e are mutually independent for all s,t. Then our
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p u r p o s e  i s  to  t e s t  Hq : E = 0 a g a i n s t  H^: E ={= 0. I t  s h o u ld  be n o t e d  
h e r e  t h a t  v a r i a n c e s  of  u a r e  c o n s t a n t  f o r  a l l  t  b o t h  unde r  t h e  n u l l  
and u n d e r  t h e  a l t e r n a t i v e  h y p o t h e s e s  and we a r e  m a in ly  con c e rn e d  w i t h  
t h e  e v o l u t i o n  of
A n a t u r a l  way of  t e s t i n g  t h e  h y p o t h e s i s  i s  to  u s e  t h e  l i k e l i h o o d  
r a t i o  (LR) s t a t i s t i c :
- 2  log  A = - 2 ( L ( E o |öjj) -  L ( 2 | < 3 ) )  ( 3 . 3 )
~2where  L i s  t h e  l o g - l i k e l i h o o d  t o  be d e f i n e d  s h o r t l y  w h i l e  cr i s  t h e
2 Ä ~2 2 
MLE of  o unde r  t h e  n u l l  and E, o a r e  t h e  MLE's o f  E, a u u ’ u
r e s p e c t i v e l y  u n d e r  t h e  a l t e r n a t i v e .  I n  a c t u a l  c o m p u t a t i o n s  Garbade  (1977)
—  2 2
h a s  shown t h a t  an e s t i m a t e  o o f  a , f o r  g i v e n  E, $ ( 0 | 0 ) ,  and P ( 0 | 0 ) ,  
T U
i s  o b t a i n e d  by E u 2 ( t j t - 1 ) / (T (1 + x ’P ( t | t - 1 ) x  ) )  where u ( t | t - l ) ,  
t = l
P ( t [ t - 1 ) ,  e t c . ,  have been  i n t r o d u c e d  i n  C h a p te r  1 when c a l c u l a t i n g  t h e  
Kalman f i l t e r  though  a t r a n s f o r m a t i o n  h a s  been  a p p l i e d  t o  t h e s e  v a l u e s  
f o r  c o m p u t a t i o n a l  r e a s o n s .  A f t e r  a l l  t h e  f u n c t i o n  L i n  ( 3 .3 )  i s  t h e  
c o n c e n t r a t e d  l o g - l i k e l i h o o d  d e f i n e d  by
L ( E | a 2) = -  •? l o g  o 2 -  ~  E l o g ( l + x ’P ( t I t - l ) x  ) ( 3 .4 )
1-1 1-1 ^ L L
_2
where  o and P ( t | t - 1 )  a r e  b o t h  i m p l i c i t  f u n c t i o n s  of  E so t h a t
n u m e r i c a l  methods  must  be used  t o  maximize L. Then t h e  LR s t a t i s t i c
( 3 . 3 )  w i l l  have  a c h i - s q u a r e  d i s t r i b u t i o n  unde r  t h e  n u l l .  However as
e x p e r i e n c e d  i n  Garbade  (1977) , t h e  d i s t r i b u t i o n  unde r  t h e  n u l l  i s  more
c o n c e n t r a t e d  toward  t h e  o r i g i n  t h a n  a c h i - s q u a r e  d i s t r i b u t i o n .  The
2r e a s o n  i s  c l e a r  a t  l e a s t  f o r  k = l ,  i . e . ,  E = o s i n c e  t h e  p a r a m e t e re
s p a c e  i s  c o n s t r a i n e d  t o  be  n o n - n e g a t i v e  and maximum l i k e l i h o o d  e s t i m a t e s  
l e s s  t h a n  z e r o  a r e  s e t  to  z e r o .
Under  such  a c i r c u m s t a n c e  t h e  s o - c a l l e d  Lagrange  m u l t i p l i e r  (LM)
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test suggested by Aitchison and Silvey (1960) may be useful as explained 
in Pagan (1978). In general the LM test for 9 = 6q is to form
1 3L(9) -1 3L(9)
T 99', 39. (3.5)
where both 3L(9)/39 and H are evaluated under the null at the 
restricted MLE 9. The matrix H is the asymptotic information matrix 
defined by
H = lim E T-H»
1 32L(9) '
T 3939' J * (3.6)
Of course it is difficult to evaluate (3.6) analytically, but Pagan 
(1978) has derived a simple expression for this, namely, for T large 
the (i,j)-th element of H can be approximated by
ij
3c7(t|t-l) 3c7(t|t-l)
38 39j
au (t|t-l) +
+ 2 E E 
t
3u(tIt-1) 3u(tIt-1)
39 39 a (t| t-i) (3.7)
where o^(t|t-l) = l+x^.P(t | t-l)xt.
Now it is noted that the LM test does not require estimates under
/
the alternative, which are usually difficult to obtain. Aitchison and 
Silvey (1960) suggest that the LM statistic in (3.5) should be treated 
as a chi-square variable under the null. To see the behaviour of the LM 
statistic under the null we tried some simulation experiments similar to 
Garbade (1977). The model was
yt = xtA + ut ’ ut a. N (0,1)
= et-i + £t > et 'v, N(0,o^)
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where 3t and x^ are both scalars. The initial value of 3 was set 
to 3 = 1  and the sample size to T = 31 throughout the experiments.
The values of x were chosen from N(0,25) and remained identical 
across all replications and the following four null hypotheses:
(i) T  ='0, (ii) a 2 = 0.01, (iii) = 0.1, (iv) o* = 1.b b b b
Here the cases (ii), (iii), and (iv) are not those for stable coefficients,
but the LM test can still be applied in the same way as in the case (i).
Table 3.1 shows the distribution of the LM statistic for four values of 
2a described above. These were obtained from 300 replications. The 
width of the cells is tabulated in Garbade (1977) and was chosen so that 
a chi-square variable with one degree of freedom has equal probability 
of appearing in any of the cells.
T a b l e  3.1
D i s t r i b u t i o n  o f  the LM S t a t i s t i c  U n d e rpthe T r u e  Null H y p o t h e s i s  on g ^
2 2 «cell G =0e .01 .1 1 cell G =0 £ .01 .1 1
1 .020 .010 .040 .023 18 .030 .057 .033 .027
2 .037 .023 .020 .027 19 .030 .017 .043 .053
3 .017 .037 .040 .010 20 .047 .037 .030 .030
4 .020 .033 .010 .040 21 .020 .020 .023 .023
5 .037 .027 .017 .027 22 .047 .030 .033 .047
6 .040 .040 .020 .037 23 .020 .027 .050 .047
7 .023 .037 .040 .013 24 .030 .017 .023 .020
8 .023 .013 .027 .033 25 .030 .027 .030 .040
9 .057 .020 .017 .033 26 .020 .030 .023 .023
10 .033 .040 .030 .017 27 .023 .010 .063 .027
11 .037 .023 .027 .020 28 .023 .060 .033 .033
12 .040 .033 .027 .027 29 .020 .033 .037 .050
13 .023 .027 .033 .023 30 .023 .030 .027 .037
14 .040 .033 .023 .013 31 .030 .043 .043 .030
15 .030 .027 .023 .030 32 .023 .057 .020 .027
16 .023 .023 .027 .020 33 .027 .010 .013 .037
17 .047 .030 .027 .023 34 .010 .020 .027 .033
Unlike the distribution of the LR statistic, that of the LM statistic
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seems to follow a chi-square distribution. In fact for all cases studied 
here the hypothesis that the statistic has a chi-square distribution was 
not rejected with a goodness of fit test. 1
Next we tried some other experiments to compare the power of these 
tests to reject a false null hypothesis of stability, where the Wald (W) 
test was also examined. In the present context the W statistic is defined 
by
W = T(§ - 0 )'H(§ - eQ) . (3.8)
Here 0 is the MLE of 0 under the alternative, 0 is the true valueo
under the null while H is evaluated under the alternative hypothesis.
2Since a and thus 0 are unknown, we replaced 0 by 0, which is u o o
the MLE of 0 under the null though that distribution under £ = 0 is 
more concentrated toward the origin as in the LR statistic. We used two 
simple models; one is
Model (A)
Bt + ut
h-i + et
and the other is the same as in the previous experiments, which is
yt = xtA + ut ’ xt ^ N(0’25)
Model (B)
h  " ßt-l + £t •
The initial value of 3^  was set to 8 = 1  in both cases while thet o
sample size was set to T = 50 and 100. Simulation results are
2 2presented for the following six combinations of o and o^:
(1) (2) (3) (A) (5) (6)
1 1 1 1 4 2
.01 .1 .23 1 1 2
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Here the cases (1) through (4) are ordered according to the increasing
2magnitude of the instability with fixed. On the other hand (5) and
2 2(6) have the ratio ae/Qu equal to those in (3) and (4) respectively. 
Table 3.2 shows the rejection incidence of the null hypothesis for the LM, 
LR and W tests at 5% and 1% significance levels obtained from 100 
replications and entries are in per cent.
It is concluded from Table 3.2 that:
(i) The power of three tests is an increasing function of T and
2 2 2 the ratio °e^°u (not the magnitude of o^ itself) though
the power of the LM test for Model (B) is not so sensitive
2 2to the change of (see cases (2), (3), and (4)).
The power also depends on the type of regressors x^_ when 
2 2oJ a^ is small (see cases (1), (2), (3), and (5) for both 
models).
2 2(ii) The relationship LM _< LR W holds when öe^öu i-s not so
small. This inequality is well known for testing linear
restrictions on the coefficients of linear regression models
(Savin (1976)). The difference is that the distributions of
LR and W statistics are concentrated toward the origin when 
2 2E = 0 or a£/au is close to zero and thus the inequality 
does not hold for these cases. On the other hand the LM test 
has a correct size and the null hypothesis should be rejected
if the LM statistic exceeds a preassigned significance point.
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Table 3.2
Rejection Incidence of the Null Hypothesis of Stabi l i ty
Model (A) Model (B)
T=50 T=.100 T=50 T=a o o
5% 1% 5% 1% 5% 1% 5% 1%
(1 )
2
ö = u 1 , a 2 = .0 1
LM 18 5 46 39 68 63 95 93
LR 0 0 7 3 73 58 95 89
W 3 ' 1 26 17 85 77 98 97
(2 )
2o = u = .1
LM 56 44 85 79 85 79 98 96
LR 29 19 75 63 100 100 100 100
W 61 48 91 87 100 100 100 100
'
(3 )
2
ö = 
u
1 , a 2£ = .2 5
LM 70 56 94 86 88 80 98 95
LR 58 40 92 86 100 100 100 100
W 83 77 99 99 100 100 100 100
(4 )
2
o = u
, 2 
° c
= 1
LM 79 70 96 93 88 80 98 95
LR 82 77 99 99 100 100 100 100
W 97 95 100 100 100 100 100 100
(5 )
2a = u 4 , a 2 0 = 1
LM 73 62 94 92 89 80 98 97
LR 51 . 39 92 85 100 100 100 100
W 84 77 99 99 100 100 , 100 100
(6 )
2
a u
„ 2 2, ° e = 2
LM 81 72 96 92
LR 84 7 8 ' 99 99
W 97 95 100 100
80 99 97
100 100 100
100 100 100
88
100
100
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5.4 Tests Based on a Decision Theoretic Approach
In this section we consider testing procedures in connection with 
forecasting problems. This may be reasonable if the main reason for 
detecting a parameter change consists in obtaining a better predictor of 
future values of y .  The basic model used here is
yt = + ut , (t = 1,.. . ,T) (4.1)
where we assume that the disturbance term u^_ is independent and normally
2distributed with mean 0 and variance o . This is maintained both underu
the null and under the alternative hypotheses. On the other hand the time- 
variation of $ is assumed to be non-stochastic. We do not assume any 
particular form of ß , but just assume that ß^ has a continuity property 
especially when t is close to T.
Then if we try to forecast 24 +1^T+1 + UT+1> a Predictor. YT+1 of 
y^+  ^ may take the form:
yT+l XT + A  + VT if | F | 1 v
x ' RT+1PT if |f | < X
(4.2)
where is the OLS estimate obtained from the data up to time T and
v^ is a correction term needed when [f | _> A. F is some statistic 
while X is a positive constant. As a correction term v^ we consider
vT = cTwT (4.3)
where c^ is some constant and w^ is the mean of the recursive 
residuals, i.e.,
T
w = E w /(T-k) . (4.4)
t=k+l
Since
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yt-*;vi t
(i+x;pt-ixt>!'2
(t = k+l,...,T)
where P  ^
and
f t_1 r 1Z x x' is assumed to be non-singular for t-1 > k,i s s ^ S=1 ;
yt"Xth-l = Xt{ W l  Z. xsxsßs} + V XPt-l * XSU;S=1 S=1
2it is not hard to see that ^ N.I.D.(i l ,o ), where u = E(w^). Givent v t * u t ty
the form of in (4.3) a useful statistic F is found to be
F = n w^/o^ (4.5)
-2 ^ - 2where n = T-k-1 and o = E (w -w ) /(T-k). Under the null hypothesis
U t=k+l Ü
the statistic F has an F-distribution with (l,n) degrees of freedom,
%
i.e., F ^ F(l,n), or equivalently /F has a t-distribution with n 
degrees of freedom, i.e., /F 'v t(n). Then we can apply the F- or t-test. 
The null hypothesis of stability should be rejected if F _> A. Here A 
is usually taken as the 5% or 10% significance point of F(l,n), but as 
is seen later, under the alternative hypothesis, such a choice of A will 
cause the mean square error (MSE) of the predictor y^+^ to ^igh«
Since MSE(yT+-^) measures the goodness of y^+ ,^ this is not 
desirable. Our purpose is then, defining a risk function based on 
MSE(y^+^), to find the value of A which attains the minimum risk. To 
do this note that the statistic F in (4.5) has, under the alternative 
hypothesis, a doubly non-central F-distribution with (l,n) degrees of 
freedom and non-centrality parameters 20-^ , 20^, i.e., F ^ F(l,n; 20-^,202) 
where
20^  = (l-k)Jj^ /
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26 = Z (y - y )2/a2
t=k+l
and y = E(w ). *
Following Appendix to this section we get
2c
MSE(yT+1)/o^ = l+x^+1PTxT+1 [h(e,X)+201(s(e,X)-2h(0,X)+l) ] (4.6)
where 0 = and the functions h and s are defined in the
appendix. Then in order to make our decision independent of given 
constants °T an<^  T - k we take the fallowing quantity as
a risk function:
R(0,X) = (T-k)[MSE(JT+1)/o^-l-x^+1PTxT+1]/c^
= h(0,X) + 20.(s(0,X) - 2h(0,X) + 1) . (4.7)
Here we give a solution to the problem assuming that the distribution
-2 2of F in (4.5) is approximated by that of (T-k)w^,/ou . If this is the 
case, the distribution of F reduces to x2(l;20^) and the risk 
function to
R(01 ,A) = h(01,A) + 201(s(01 ,A) - 2h(0r A) + 1) (4.7)'
where
h O ^ X )  = P(x 2(3;201) > X) 
s(01 ,A) = P(x2(5;201) _> A)
and
P(x2(m;20) >_ A) Z
j=o
e-90jrA/2 (f + j) 
j!r(f + j)
Here r (x)a is the incomplete gamma function defined by
112.
r x_i _.r  (x) = I t e dt . a
J OL
It should be noted that the present risk function (4.7)' is a function of 
scalar 0^ (not vector) and A. The function R(0^,A) is also suggested 
in Sawa and Hiromatsu (1973) in connection with preliminary tests for 
linear restrictions on the coefficients of linear regression models. 
Plotting R(0^,A) for various values of 0^ and A it is seen (see 
Sawa and Hiromatsu (1973)) that
(i) when 20^ j< 1, R is minimum for A = °°; otherwise R is 
minimum for A = 0;
(ii) if we consider the classical F- or t-test, it may cause the 
risk to be extremely high;
(iii) the value A = 0 is the minimax solution with respect to R,
but as explained in Sawa and Hiromatsu (1973) this sometimes 
leads to unreasonable or trivial results, especially in 
prediction problems.
Following again Sawa and Hiromatsu (1973) we try to find the optimal 
value A which minimizes the maximum regret, where the regret function 
r(0^,A) is defined as
r(0]_,A) = R(01,A) - inf
K
R(01,C) (4.8)
inf R(0^,£) = 20^ if 291 1 1
= 1 if 201 > 1 .
Then relying on numerical computation we get the minimax solution 
A = 1.88 with respect to the regret function r. This value is rather 
small compared with the significance points of the F-test under some
113.
reasonable significance levels. It should be emphasized again here that
the result was obtained under the assumption that the distribution of F
-2 2in (4.5) can be approximated by that of (T-k)w^/o^ so that our test is 
free from both the sample size T and the number of coefficient para­
meters k. It is also remarked that our test need not use the whole data 
up to time T, but just a smaller portion of the data close to the end of 
the record. This is justified if it is believed that the parameter 3 
is really changing over time.
As another application of the minimax regret principle we take up 
the Chow test (Chow (I960)). Suppose we have two regression relationships
(1) U  = xißi + u ,
(4.9)
(2) Xi = X2ß2 + Ü2 ’ u2 % N(0,g2It )
where the subscripts 1 and 2 refer to each model (not to time), Let
us denote by and the sample sizes of models (1) and (2)
2 2respectively. Under the assumption that he suggests testing
Hq: 3-^ = 32 using the statistic F:
(e’e-te^e^j+e^) }/k
F = (e'ei+e'e2)/(T-2k) ’ (I = T1 + T2)
where e’e is the residual sum of squares obtained from the model under
the null while ele. (j = 1,2) are those obtained from each model. Under J J
the null hypothesis the statistic F has an F-distribution with (k,T-2k) 
degrees of freedom and the hypothesis should be rejected if F exceeds 
some preassigned value. Here we consider the maintained hypothesis of
2 2 a, < a» .
the form:
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2 2This may be the case with time series data and we try to test o-^ =
of as
Chow test. We proceed as follows. Under the main-
2  ^ 2 . is reasonable to define the estimator s?1 —  2 1
-2 2 2,2
si ■ si if s2/ _> A
(4.10)
=  s 2 2 2if s2^sl < X
where
S1 ~ eiei/(^“k)
s2 = e2e2^ ^T2_ k ^
(ej^ + e^e2)/(T-2k) .
We again adopt as a risk function the MSE of s-^:
MSE(s^) = Var(s^) + E(E(s^) - 0^)^ (4.11)
Following the results in Bancroft (1944) we have
MSE(s1) 2 2n2 —  + — 7^~ B. .
n! ni+n2 X*
^2 ni
2 ’ 2 + 1
n2(n1+2)(2n1+n2) f n2
. + ,2 Bx* “ ’T +2
nl(nl+n2>
92 + 2nln2
(n1+n2)
n2 ni
2 bx*It + 1 » ~ T + 1 B 1 ^ + 1  ni+n2 A* I 2 ’ 2
n„(n?+2)
+ ------- ^ B
(nl+n2)
2 ni A
—  +  2 —2 A* • 2 ’ 2 (4.12)
2 . 2where n^ = T -k, n2 = T2~k, A* = n2A0/(n^+n2A0), 0 = 0^/0 ^  and B^(x,y) 
is the incomplete beta function defined by
Ba(x,y) x-1,, vy-1.t (1-tr dt .
Defining the risk function R(0,A) as
115.
R(0,A) = MSE(s^)/ ( 4 . 1 3 )
we put
r (0 , A) = R(0 , A) - inf R(0,O . (4.14)
6
The function inf R(0,£) is not so simple in the present case, but it is
£
nearly true that
I I
inf R(0,£) = R(0,1) if 0 <_ 0q
= R(0,oo) if 0 > 0q .
The value 0q varies depending on n-^  and n^. Relying on numerical 
methods we ask for the optimal value of A which minimizes the maximum 
possible regret r(0,A). Table 4.1 shows these values for various com­
binations of n-^  = T^-k and n^ = T^-k.
Table 4.1
Minimax Regret Significance Points for Two Regimes
nl
2
10 20 30 40
10 2.11 1.88 1.82 1.78
20 1.94 1.70 1.62 1.58
30 1.88 1.63 1.54 1.49
40 1.84 1.59 1.50 1.45
50 1.82 1.56 1.46 1.42
60 1.81 1.54 1.45 1.40
70 1.79 1.54 1.43 1.39
80 1.79 1.52 1.43 1.38
90 1.78 1.51 1.42 1.37
100 1.78 1.51 1.41 1.37
50 60 70 80 90 100
1.75 1.74 1.73 1.71 1.70 1.70
1.55 1.53 1.52 1.50 1.50 1.48
1.47 1.45 1.43 1.42 1.41 1.40
1.42 1.40 1.38 1.37 1.36 1.36
1.39 1.37 1.35 1.35 1.34 1.33
1.37 1.35 1.33 1.32 1.32 1.31
1.35 1.34 1.32 1.30 1.30 1.29
1.34 1.32 1.31 1.29 1.28 1.28
1.34 1.31 1.30 1.29 1.27 1.27
1.33 1.31 1.29 1.28 1.27 1.26
It may be concluded from the results in Table 4.1 that:
(i) The significance points based on the minimax regret principle 
are uniformly smaller than those of the F-test under some
reasonable significance levels.
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(ii) For fixed the optimal significance point is nearly
constant if n^ is not so small and vice versa.
(iii) If we denote the optimal significance point by X(n^,n2),
then when both n^ and n2 are large
A(n^,n2) > X(n2»n^) when n^ is fixed and small.
Finally it should be mentioned that the minimax regret principle is not, 
of course, the only criterion we can use in decision problems. It may 
be interesting to compare the results obtained from various criteria, 
but we don’t pursue the matter here.
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A p p e n d i x  to S e c t i o n  4 
D e r i v a t i o n  of M S E ( y j + -|)
1. We derive MSE(y^+ )^ by evaluating the characteristic function 
<f>(t) of yT+1:
<j)(t) = E[ exp(ityT+1)]
= E[ exp (it (x^+1ßT + cTwT) ) I Fj> X ] P(F^A)
+ E [exp (itx^ ,+13T) I F < A ] P (F < A )
T_2 a2 *2 — 2where F = nw /a , n = T-k-1, and a = £ (w - w ) /(T-k). Noting
T u u k+1 C
that (3^ is independent of both w^ and F we get
<|>(t) = E [exp(itx^,+13T)] {E [exp(itcTwT) |f ^.A ]P(F A)+P(F < A) }. (A.l)
2. Now we evaluate (t) term by term. The essential idea in the 
following derivation is due to Sawa (1968).
.2 2 ,
u xT+rT~T+r(i) E [exp(itx^+1ßT)] = exp [itx^+1E(&T) - o^t XT+iPxXrri,,/2 ] 
since x t+ 1^T ^ N C x ^ E C ß J ,  Pt x t x i ) *
(A. 2)
(ii) P ( F ^ A )
Noting that the statistic F is a ratio of two mutually independent
-2random variables w„ and o , we haveT u
P(F _> A)
- 2 , - nw_ > Ao T —  u
£l("l)f2(5u)dV “u (A. 3)
where f^ and £2 are the probability densities of w^ and o^ 
respectively. On the other hand as proved in Section 4 the statistic 
F follows F (1, n; 2 0 262) so that
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P(F > A) f(F)dF
E e 
i, j=o
-er e2 6[62 f + j)
i!j! M h + i ,| + j)
= g(9;l,n) (A. 4)
where A* = n/(A+n) and B.. , is the incomplete beta function.Ax
(iii) E [exp (itc^ w^ ,) IF >_ A ] P(F>_A)
-2 J ~2 
nWip— Xau
.2 - -2exp(itcTwT)f1(wT)f2(ou)dwTdau
g(e*; l,n)exp [itcTPT - oVc^/2 (T-k) ] (A. 5)
where 0* = (20*,202)', 20* = (T-k)y*2/a2, and y* = yT + ita2cT/(T-k).
3. Substituting the above results into (A.l) we get
(j>(t) = exp [itx^ ,+1E($T) - c2t2x^+1PTxT+1/2 ] 
x {g(0*;l,n)exp[itcTyT - o2t2c2/2(T-k)] + l-g(0;l,n)} (A. 6)
Then defining the cumulant (t) = log cf>(t) it is shown that
dip (0) — V-' Fd (it) t+ie
d2ip(0) = a2 [xl
d(it)2 u T
"X ^X
+  C2 y2 (s (0,A) - h2(0,A))
where h(0,A) = g(0;3,n) and s(0,A) = g(0;5,n). Finally
2
MSE(yT+1) d2ip(0)
d(it)2
+ E difi(O) _ d(it) 7T+l
2 2
2 ° cT
au(l+x,|+1PTxT+1) + - ^ —  [h(0,A)+201(s(0,A)-2h(0,A)+l) ] . (A. 7)
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C H A P T E R  6
THE RECURSIVE ESTIMATION OF TIME SERIES MODELS*
6.1 Introduction
The present and next chapters deal with somewhat different topics.
In this chapter we call attention to linear time series models:
ß(L)yt = y(L)xt + ut (1.1)
where 3(L) and y(L) are polynomials in the lag operator L and are 
defined by
q r
3(L) = Z 3.LJ with 3 = 1 ,  y(L) = E y.LJ , 
j=o J ° j=l J
Here {x } is a sequence of scalar non-stochastic variables and is 
uncorrelated with the disturbance term ut which is assumed to be 
stationary. We parameterize ut in two ways, i.e., ut = a(L)et and 
u = e /a(L) where (e } is an i.i.d. sequence.y t l
Given the above model (1.1) together with the parameterization of 
u^ our purpose is to estimate the coefficients of lag polynomials a(L), 
3(L), and y(L) recursively on receipt of the additional observations. 
Although the model (1.1) can be put into a state space form and the Kalman 
filter may be discussed within this framework, it seems worthwhile to 
consider the recursive estimation of the model (1.1) in its own right 
since the parameters to be estimated are constant. Of course, ’off-line' 
estimation is possible in this case and there is a large amount of 
literature concerning this. Nevertheless recursive estimation seems 
useful, because of reasons to be given later. The recursive estimation
* This chapter is based in part upon Hannan and Tanaka (1978) and 
Tanaka (1977).
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of time series models was originally suggested in the engineering 
literature (Söderström, Ljung, and Gustavsson (1974), Young (1974)) as an 
algorithm for parameter estimation. These algorithms probably arise there 
because of their importance in 'real time' calculation. The method is 
based on the successive use of the estimator got from previous observa­
tions as in the Kalman filter. The estimator thus obtained may be regarded 
as a solution to a stochastic approximation algorithm. Therefore it is 
most important to study the convergence property of recursive estimators 
from a theoretical point of view and in fact some authors (Hannan (1976), 
Söderström, Ljung, and Gustavsson (1978)) have shown that they have some 
desirable properties. It should be emphasized that the parameter is 
constant over time in these analyses.
On the other hand as explained in Söderström, Ljung, and Gustavsson 
(1974) the recursive estimator adapts, to some extent, to a time varying 
value of the parameter. This implies that if the recursive estimator does 
not become stable as the sample size increases, there is a strong 
possibility that the parameter is changing over time. In this sense 
recursive estimation is useful not only for estimating the parameter, but 
also for detecting a parameter change. In Section 2 we review recursive 
methods within the framework of econometrics and time series analysis. 
Parameterizing the disturbance term u we consider three types of 
estimators: one is based on OLS methods, another on instrumental variable
(IV) estimation and the third on ML methods. Using a simple model some 
connections of these estimators with off-line estimators are found and 
their properties are also examined. In Section 3 some simulation results 
are reported and some remarks are given in Section 4, where real data is 
analysed to see to what extent recursive estimation adapts to a parameter
change.
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6.2 Three Recursions for Time Series Models
The models for which we present three recursive estimators are of two 
types: an autoregressive moving average model with exogenous variables,
defined by
$(L)yt = Y ( L ) + a(L)et (2.1)
and a dynamic adjustment model with autoregressive errors, defined by
ß(L)yt = Y(L)xt + et/a(L) . (2.2)
We denote these models by ARMAX and DAAR models respectively. The former 
is obtained by parameterizing u in (1.1) as a moving average (MA) 
error while the latter as an autoregressive (AR) error. The order of 
the polynomial a(L) is assumed to be p with aQ = 1 and we put
0 = (ot' ,3 '  , y ’ ) '
—  ( o t ^ , . . . , o t p ,  B ^  > • • • > 3 ^  > Y i »  • • • > Y r )
Assuming that both models are identified, we first consider the 
recursive estimation of 0 for the ARMAX model (2.1). Let 0(t) = (a(t)', 
ß(t)', Y(t)')T be an estimator of 0 obtained from the data up to time 
t. Then we put
h  = yt - ^ 0(t-1}
where
z'vt (£t-1 ’ ' * * , E t-p ’ ^ - l ’**’’ 7 t-q * xt-l* * * * ,xt-p ’ *
A AAs is seen from the definition of e^ ., the computation of et-j
(j = l,...,p) at time t is not necessary. We have only to compute e
at each time t. Of course et:-j may be computed at time t from the
estimators up to time t-1. In any case we assume that the recursion is
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initiated at time t = 0 by prescribing z values for t < 0. Now%t —
the first estimator 0^^(t) is computed as
e(1)(t) = e(1)(t-i) + ptztet (2.3)
where Pt can also be computed recursively via
(2.4)
.si: Vt
*
* rO
$•
Here P ,z., and e depend on the estimators 0^P^(t-j) (j > 1), but t o-t t —
we have omitted the superscript (1) for notational simplicity. Once 
we get the initial values 0^"^(O) and P , the estimator can be com­
puted recursively. We shall discuss how to choose these values in 
Section 3. To illustrate the property of 0^P\t) we consider a very 
simple model
* s
4  I 
! S
5
^  9
J <
V ). ?
V ,  *
o'8
*  *
3 *
s^
 I >w ^  N
J X  -
yt = e + ae ^  , |a| < 1 . (2.5)
Then we have
a^(t) = a^(t-l) + e(._1et
/ i s-1
The corresponding off-line estimator, say, is
a(1) - l l ,y / E £2 - . 
1 S"1 S / 1 S"1
(2.6)
(1)
$* C?
Now it is seen that the asymptotic efficiency of a (t) will be less
than 1. The reason is as follows. If we denote the MLE of a by a,
then /t(a-a) -> N(0, 1-a ) under some suitable conditions, as is well
known (Hannan (1970), p.380). On the other hand /t(a^"^ - a) N(0,1),
as can be easily checked, so that the asymptotic efficiency of
2 (1)relative to a is 1-a (< 1). Nevertheless ' (t) converges almost
surely to a as t 00 (Hannan (1976)).^ It may be noted that 0^P^(t)
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i s  a r e c u r s i v e  e x t e n s i o n  of  t h e  OLS e s t i m a t o r .
( 2)
The second  e s t i m a t o r  0 ( t )  i s  c l o s e l y  r e l a t e d  to  IV e s t i m a t i o n .
I t  t a k e s  t h e  form:
e ( 2) ( t )  = e ( 2 ) ( t - i )  + p j ;
t'vt t
P t  P t - 1  P t - l t t ^ t P t - l / ( 1 + ^ t P t - l t t )
( 2 . 7 )
( 2 . 8 )
where
h  ■ y t  -  ^ e ( 2 ) ( t - 1)
and z i s  d e f i n e d  i n  t h e  same way a s  b e f o r e  w h i l e  (j) w i l l  be d e f i n e d
%t fV,t
s h o r t l y .  Again we have  o m i t t e d  t h e  s u p e r s c r i p t  (2) on t h e s e  v a r i a b l e s
( 2 )f o r  n o t a t i o n a l  s i m p l i c i t y .  As p o i n t e d  ou t  i n  Young (1976)  0 ( t )  may
be r e g a r d e d  a s  a r e c u r s i v e  e x t e n s i o n  o f  t h e  IV e s t i m a t o r .  To s e e  t h i s  
c o n s i d e r  t h e  s o l u t i o n  to  t h e  l i k e l i h o o d  e q u a t i o n  unde r  t h e  n o r m a l i t y  
a s s u m p t io n  on £ :
s = l W  Cys -  ^ s e) = 0
( 2 .9 )
where
Xt ( e t _ 1 , . . . , e t _ , y t _q > x t - l ’ * * ' , x t - r ^  *
T h i s  y i e l d s
0 ^
t
E
s = l
3e
s i-----  w80 %s
- 1 t
E
s = l
8e _s
80
( 2 . 10 )
and t h u s  0
e s t i m a t o r  0
■x ( 2 )
( 2 )
i s  an o f f - l i n e  IV e s t i m a t o r  w i t h  8e /80 a s  an  IV. Thes
w i l l  be a s y m p t o t i c a l l y  e f f i c i e n t  s i n c e  i t  i s  t h e  s o l u ­
t i o n  t o  t h e  l i k e l i h o o d  e q u a t i o n .  E v a l u a t i n g  8£g /80  we a r e  l e d  to  p u t
( 2 . 11)
124.
where
A t = e t - la.(t-l)\t_y  it = Yt - I a. ^  = xt - l a . (t-1) nt_..
j=l j=l j=l
Returning again to the model (2.5) we have
a(2)(t) = a(2)(t-l) + i  .e . / l i  ,e nt-1 t / s-1 s-1
~ (2)The corresponding off-line estimator a is
a(2) = E X .y / E X Xe _ s-lys J s-1 s-1 (2.12)
and from this equation and the regression relation y = ae^  ^+ e it 
can be best seen that = et_^/(1+ aL) is the instrumental variable
for e ^  then holds that
E(Xt£s) = 0 t <• S
= o if t = s .
(3)The third estimator 0 (t) can be obtained from the off-line
'linearized* MLE. We follow Box and Jenkins (1970, pp.236-238; pp.390-391) 
Noting that e is non-linear in a though it is linear in 0 and y, 
we consider Taylor's expansion about some given value 0:
3(L)yt = y(L)xt + a(L)et + (a(L) - a(L)) +  a(L)(et - et)
where
. = E ß.y. . - E y.x. . - E a.e . .t • J t-J -1 j t-j . , j t-j
2=o J J j=l J J j = l J J
(2.13)
Then this leads us to the minimization of the sum of squares of
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q r „ P
e = Z 3.(yt_./a(L)) - Z y .(xt_ ./a(L)) - Z a (e /a(L)) +
j=o j = l J=0
£ - x + E - <j>’0t t Yt (2.14)
which yields the estimator 0(3)
(3) ( tz i, i s s
-l t
£ (j) U  " A + e ) . Ys ^s s s (2.15)
~ (3)It is interesting to note that 0 was obtained from the regression
(3)of “ ^t + et 0n ^t* recursive estimator 0 (t) is nothing
- (3)but the extension of 0 , which is given by
e(3)(t) = e(3)(t-i) + P 4 it'-ut t
h  ■ pt-x - pt-iht;vi/(i n t h - i t d
(2.16)
(2.17)
Here the variables e^, <f>t, etc., are computed in the same way as before 
using 0^(t-j) (j _> 1).
(3)For the simple model (2.5) 0 (t) reduces to
a (3)(t) = a (3)(t-l) + d . x
and the off-line estimator ~ (3)
~(3) t ~ - ~ ~ / t ~2=  Z X . (£ - X + £  ) Z X . .s-1 S S s / 1 S_1 (2.18)
~ (3)The estimator a will be asymptotically efficient since
Var{ /t ( a - a) } 'v j  Z x 2t s-1
-1
_1_
2tt
-1
—7T 1+ae im I 2
1 - a
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In this case the off-line expression for ~ (3) a also reduces to
a ^  = 2f(a) + g(a) (2.19)
where
f (a)
t
Z X
1
i es-1 s Z As-1
g(a)
t
- Z A ,As-1 s Z A2 . 1 S “ X
Moreover noting that e = A + aA (2.19) can be written ass S S -L
~ (3) a 2a - g (a) (2.20)
Here it is not hard to see that
lim
£->co
dg(a)
da a=a
2 (2.21)
which implies the non-convergence of the iteration:
(i) (i-l)v /. io \a = g(a ) , (i = 1,2,... ) (2.22)
though this might be thought of as a reasonable algorithm. For if we use 
true e (not et) > we have
2 r 7T
Var(At) - ^  j
C°v(X
f dco 2au | l+ae1U) 2 " i 21-a
•TT eiC°do) 2aa
-IT ll+ae1“ 2 1-a2
so that - Cov(At,A ^)/Var(At) = a, namely g(a) = a,
Next we present three recursive estimators for the DAAR model (2.2), 
one of which was obtained in Hannan and Tanaka (1978) from the off-line 
efficient estimator suggested in Hatanaka (1974). However almost the same
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algorithm had earlier been suggested by Gertler and Banyäsz (1974). As 
an illustration we consider the following simple model (p= q = r = 1 in 
( 2 . 2 ) ) :
y
u
t
t
+ 3yt-1
+ aut-1
YX _ + u ' t-1 t
(t = 1,...,T)
(2.23)
Then the off-line efficient estimator is obtained as follows:
(i) obtain consistent estimators 3, y of the parameters ß, y 
included in the first equation,
(ii) calculate residuals ut = yfc + 3yt_^ “ Txt_i>
(iii) obtain the estimator a of a included in the second 
equation using ut>
(iv) make the following transformation:
d(L)yt+ ßa(L)yt_1 = ya(L)x ^  + (a-a)u ^
= ya(L)xt_1 + (a-a)uJ._1 +e + o(l)
where
a(L) = 1 + aL
o(l) = - (a-a)(3-3)yt_2 + (a-a)(y-y)xt_2 ,
(v) regress a(L)yt on the variables -u -a(L)y and 
a(L)xt_^ to get the estimator 0 of (a-a, 3,y)',
(vi) obtain the final estimator 0 of 0 = (a,ß,y)' by 
0 = 0 +  (a,0,0)1.
Hatanaka (1974) has shown that /l(0-0) converges in distribution to
2 -1normal with mean 0 and covariance matrix ö V , where
2„-l o V
e r
lim E 1 3 L(0)T 9030'
-1
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and L is the log-likelihood. If and have continuous spectra
f (w) and f (w) respectively, the matrix V can be expressed asy x
where
V B(e1“)f(M)B*(e1“)du)
-IT
(2.24)
B(z) =
-1 - 3z 
-1 - az
yz
0 , f(u>) =
' fy (U ) f (aj) yx
0 1 + az . t x y M f (co) x v \
Here B* denotes the transposed conjugate of the matrix B while 
fxy(w) is the cross-spectrum between xt and y^ .. The expression (2.24) 
is useful when we try to compute the asymptotic covariance matrix of the 
efficient estimator. In the above estimation procedures (iv) is a 
crucial step to the asymptotic efficiency, namely the transformation at 
this step makes the disturbance terms serially uncorrelated and mutually 
uncorrelated with explanatory variables. From this point of view the 
transformed variables are nothing but instrumental variables. For the 
general model (2.2) we can similarly find instrumental variables. The 
procedure is much the same as in the ARMAX model (2.1). Let some estimator 
0 of 0 be given and consider Taylor’s expansion about 0 to get
efc = et + a(L){(ß(L) - 3(L))yfc - (y (L) - y(L))xfc}+ (a(L) - a(L))ut 
= B(L)|t-y(L)nt+ (a(L) -a(L))ut 
= lt - (a(L) - l)ut- ij.0
where
l t  =  a(L)yt, nt = a(L)xt, ut = 3(L)yt - y(L)xt
^t = (_Ut-l’* * * ,_Ut-p’ ~^t-l’ * * ‘ ’~^t-q’ \ - l ,* " ,\ - r )' '
Then  ^ is the vector of instrumental variables. It is also seen from
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the last expression for e that - (ot(L) - l)ut may be regarded as 
a dependent variable regressing on <j> , which enables us to disregard 
the step (vi) described above.
Now the above procedures can be adapted to the recursive one. Put
$ ^ ^ » ? f. -]>•••> )%t t-1 t-p t-1 t-q t-1 t-r (2.25)
where
A. = E 3.(t-1)y . - S y .(t-l)x. .t . /Jc-j . -j j t-j
J = o  J J = 1  J
P .  P
£ = E a (t-l)y , H = £ a (t-l)x
L J L J L * _  ^  J ^ JJ=o 3=o
Now we (3)can define 0 v '(t) by (2.16) where e is computed as
P (3)
Et = ,E «]3ht-i)u
3=o
(2.26)
On the other hand defining
It = (-ut-i’-'-’"Gt-p’ "yt-r-**’"yt-q5 V r — V P ’ (2.27)
0^^(t) and 0^^(t) can be computed recursively using (2.3) and (2.7)
(3)respectively, where is computed as in (2.26) replacing a^. (t-1)
by (t-1) or a^^(t-l). It may be noted that the recursions for
the DAAR model are simpler than those for the ARMAX model in that the 
computation of A , lt, and nt is fairly easy. As in the ARMAX model 
the first estimator 0^^(t) is not asymptotically efficient. Return to 
the simple model (2.23). Then the corresponding off-line estimator 0^^ 
is obtained from the regression relation:
yt = ~ßyt-i + YXt-i - aut-i + £t
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Suppose 3 = 0  and x 
where
i.i.d.(0,cj2). Then we have - 0) N(0,E1)
l - a “
2 , 2a /ax
while the MLE 0 satisfies /r(0-0) -* N(0,Zo), where
t n 2 l-a
o2/(o^(l+a2)) J
In the next section we try some simulation experiments to examine 
convergence properties of the above estimators.
6.3 Some Simulation Results
The simulations presented below are illustrative only and we do not 
attempt the very large task of a definitive simulation study of the 
various methods. The recursive calculations described in previous sections 
were applied to the following model:
yt = ßyt-i + YXt-i + ut (3.1)
wherein u was generated by two sets of stationary processes:
MA ut = aet-i + Et (3.2)
AR ut = aut-i + £t • (3.3)
On the other hand the sequence x was generated by
xt = 1'lxt-l ' °* 3xt-2 + \  •
The and q sequences are independent of each other and
e v N .I.D.(0,o2), nt % N.I.D.(0,1). The variance o2 was chosen so that
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the ratio R = Var(3yt_^ + yxt_-^)/Var(yt) was equal to 0.8. We show
below simulation results for the case a = 0.5, 3 = 0.7, y = 0.3. In 
2this case o =0.39 for the ARMAX model and 0.25 for the DAAR model.
For both models we computed four types of estimators. These are:
(a) = 0^(t), (b) = 0(2)(t), (c) = 9^(t), (d) = OLS for ARMAX
(e) = 0(1)(t), (f) = e(2)(t), (g) = e(3)(t), (h) = OLS for DAAR.
To start a recursion we always have to deal with the initialization 
problem, namely have to determine 9(0) and Pq. In the results reported 
below we put 9(0) = 0 and Pq = the identity matrix. In general Pq is 
regarded as the covariance matrix of the prior distribution of 9(0) so
that if the prior is diffuse, we may put Pq = cl with c large. This
point will again be discussed in Section 4. Table 3.1 shows the sample 
mean and variance of each estimator computed from 20 replications for
■.I,.
sample sizes 20, 80, 140, and 200. For reference we also show,in the
table the theoretical variances of off-line efficient estimators (VE) and
mean square errors of estimators (MSE). The VE for the DAAR model was
computed using (2.24) while we computed the VE for the ARMAX model using
(3)Theorem 1 in Hannan and Nicholls (1972). One realization of 9 (t)
for the ARMAX model is shown in Figure 3.1 and that for the DAAR model in 
Figure 3.2.
These simulations do not suggest very strongly that the asymptotically 
inefficient estimator 0^^(t) is in any way worse than 0^2\t) or
(3)9 (t). This, of course, depends partly on the combination of true
I u
parameter values which we used. In fact from simulation results in Hannan
and Tanaka (1978) it is seen that 0^3^(t) performs as well as 0^2\t)
(3)or 9 (t) for a close to 0 as should be expected. For a close
to 1, however, the superiority of 9^2^(t) or 0^3^(t) over 9^^(t)
1 3 2 .
Table 3.1
Simulations of Recursions
ARMAX Model DAAR Model
Sam ple  s i z e 20 80 140 200 20 80 140 200
(a ) . 1 9 7 . 3 2 1 .3 8 4 .4 1 7 (e) .252 .362 .4 1 3 .446
M e a n ( a ( t ) ) (b) .2 1 7 .3 3 6 .4 1 1 .4 4 0 ( f ) .2 4 4 .3 7 2 .4 1 0 .4 4 4
(c ) .2 0 3 . 3 2 3 .4 0 0 .4 3 2 (g) .2 5 2 .3 8 7 .4 3 1 .4 6 2
(a ) .5 8 8 .6 9 7 . 6 9 1 .6 8 3 ( e ) .599 .7 0 8 .7 0 5 .6 9 5
M ean ( 3 ( t ) )
(b) .5 7 7 .6 9 2 .6 8 5 .6 8 0 ( f ) .6 1 7 .7 0 6 .7 0 9 .7 0 1
(c) . 5 7 7 .7 0 3 .6 9 4 .6 8 8 (g) .6 1 8 .7 1 1 .7 1 1 .6 9 8
(d) .7 2 2 .7 5 2 .7 6 6 .7 7 2 (h) .7 5 9 .7 8 1 .7 9 4 .8 5 0
( a ) . 3 0 9 .266 .2 8 0 .2 8 7 (e) .3 1 5 .2 7 3 .2 8 1 .287
M e a n ( y ( t ) ) (b) . 3 1 2 .2 6 6 .2 8 0 .2 8 7 ( f ) . 3 0 8 .2 7 1 .2 7 9 .2 8 3
(c) .3 2 2 .269 .2 8 3 .289 (g) .3 1 2 . 2 9 3 .2 8 1 .2 8 7
(d) .285 .2 7 5 .2 7 9 .266 (h) .2 7 1 .2 6 0 .2 6 3 .2 5 2
VE .0 4 2 1 .0 1 0 5 .0 0 6 0 .0 0 4 2 VE .0 6 6 6 .0 166 .0 0 9 5 . .0 067
Var  (cx ( t ) )
( a ) . 0 2 9 2 .0 2 3 7 .0 1 2 9 .0 077 (e) . 0 5 7 8 .0 2 9 8 .0 166 .0 1 2 3
(b) . 0 2 9 0 .0 2 0 0 .0 1 2 6 .0 0 7 4 ( f ) .0 391 .0 2 2 8 .0 0 9 3 .0 0 6 5
(c) . 0 3 0 1 .0 1 9 3 .0 1 1 9 .0 0 7 0 (g) .0 4 2 3 .0209 .0 0 8 4 .0 0 6 2
VE .0 1 5 1 .0 0 3 8 .0 0 2 2 .0 0 1 5 VE .0219 .0 0 5 5 .0 0 3 1 .0 0 2 2
V a r ( 3 ( t ) )
( a ) .0 2 6 0 .0 0 6 3 .00  39 . 0 0 2 1 (e) . 0 2 8 1 .0089 .0 0 5 0 .0 0 3 1
(b) .0 2 5 2 .0 0 5 8 .0 0 3 8 .0 0 2 4 ( f ) .0 125 .0 076 .0 0 4 2 .0 0 3 1
(c) . 0 2 5 9 .0 0 5 3 .0 0 3 9 .0 0 2 3 (g) .0 1 5 2 .0 0 8 2 .0 0 4 2 .0 0 3 1
VE .0 1 2 5 .0 0 3 1 .0 0 1 8 .0 0 1 2 VE .0 1 0 1 .0 0 2 5 .0 0 1 4 .0 0 1 0
V a r ( y ( t ) ) ( a) . 0 2 5 4 .0 0 4 5 .0 0 2 1 .0 0 1 5 (e)
. 0 1 8 2 .0 0 3 4 .0 0 2 1 .0 0 1 5
(b) .0 2 3 1 .0 0 3 7 .0 0 1 8 .0 0 1 4 ( f ) .0 1 7 9 .0025 .0016 .0 0 1 3
(c) . 0 2 4 7 .0 0 3 4 .0 0 1 7 .0 0 1 2 (g) .0 1 6 8 .0 0 2 3 .0 0 1 5 .0 0 1 2
(a) .1 2 1 0 .0 5 5 7 .0 2 6 2 .0 1 4 6 (e) . 1 1 9 3 .0 4 8 8 .0 2 4 2 .0 1 5 2
M S E ( a ( t ) ) (b) .1 0 9 1 .0 4 6 9 .0 2 0 5 .0 1 1 0 ( f ) .1 046 .0 3 9 1 .0 1 7 4 .0 096
(c) .1 1 8 3 .0 5 0 6 .0 219 .0 1 1 6 (g) .1 0 3 8 .0337 .0 1 3 2 .0 0 7 6
(a) .0 3 8 5 .0 0 6 3 .0 0 4 0 .0 0 2 4 (e) . 0 3 8 3 .0 0 9 0 .0 0 5 0 .0 0 3 1
M S E ( 3 ( t ) ) (b) . 0 4 0 3 .0 0 5 9 .0 0 4 0 .0 0 2 8 ( f ) .0 1 9 4 .0 0 7 6 .0 0 4 3 .0 0 3 1
(c) .0 4 1 0 .0 0 5 3 .0 0 3 9 .0 0 2 4 (g) .0 219 .0 0 8 3 .0 0 4 3 .0 0 3 1
(a) . 0 3 3 5 .0 0 5 7 .0 0 2 5 .0 0 1 7 ( e ) . 0 1 8 4 .0 0 4 1 .0 0 2 5 .0 0 1 7
H S E ( y ( t ) ) (b) . 0 2 3 2 .0 0 4 9 .0 0 2 2 .0 0 1 6 ( f ) .0 1 8 0 .0 0 3 3 .0 0 2 0 .0 0 1 6
(c) .0 2 5 2 .0 0 4 7 .0 0 2 0 .0 0 1 4 (g) .0169 .0 0 3 9 .0019 .0 0 1 4
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is not so clear as might be expected. The situation may be that 0 ^ \ t )
(2)is approaching its limiting distribution more quickly while 0 (t) and
(3)0 (t) have variances, even at t = 200, still above their limiting
values. This may be especially true for the ARMAX model because the 
(2) (3)recursion 0 (t) or 0 (t) for that model is relatively complicated
as compared with that for the DAAR model.
The OLS estimators for the present types of models are biased. 
Following Griliches (1961) it is shown that the asymptotic bias of ß(OLS) 
is upward for a > 0 and is
2aö A for ARMAX
2.a a A for DAAR
(1-aß)(l~a )
while y(OLS) is asymptotically biased downward for a > 0 by
2ao B for ARMAX
2a a B for DAAR
(1-aß)(1-a2)
where
A = Var(xt)/C 
B = Cov(yt,xt)/C
C = Var(yt)Var(xt) - (Cov(yt,xfc))2 .
Table 3.2 shows the above values for the present combination of true para­
meter values together with those obtained from simulations, where B(ß) 
denotes the asymptotic bias of ß and b (ß(t)) the sample bias of ß(t).
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Table 3.2
Biases of OLS Estimators
B(§) fa(ß(200)) b (ß(140)) b (y ) b(y(200)) b(y(140)
ARMAX .070 .072 .066 -.035 -.034 -.021
DAAR .096 .094 .100 -.049 -.048 -.037
6.4 Concluding Remarks
We conclude this chapter by mentioning some advantages of recursive 
estimation. First of all recursive estimation enables us to reduce the 
storage problem for old data and consequently estimators can be updated 
rather easily. In the second place, as said before, it can be expected 
that 6(t) will adapt, to some extent, to a time changing value of 6.
Thus we are led to use recursive procedures to detect the instability of 
parameters. As an illustration we dealt with monthly data (October 1952 
to June 1970) on liquid assets of an Australian trading bank. The data 
is shown in Chapter 7 when we treat the problem from a different point of 
view. Through the iterative cycle of identification, estimation, and 
diagnostic checking as Box and Jenkins (1970) did, a suitable model was 
found to be
yt = (X + aL)(l+ßL12)et , (t = 1,...,200) (4.1)
12where y^ = (1-L) (1-L )log and is raw data. The off-line estima­
tion results are given below together with standard errors in parentheses:
a = 0.20(0.07)
B = -0.70(0.05).
We applied a 'portmanteau' test of the hypothesis of model adequacy (see
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Box and Jenkins (1970)). Defining by r(k) the estimated k-th order 
autocorrelation of residuals we refer the statistic
Q 187 2E r (k) 
k=l
15.58
to a chi-square table with 22 degrees of freedom. The 10% and 5% points 
for x2(22) are 30.8 and 33.9 respectively. Therefore this test does 
not provide any evidence of inadequacy in the fitted model.
(3)On the other hand the recursive estimator 0 (t) applied to the
model (4.1) exhibited some instability of the parameters a and 8, which 
is shown in Figure 4.1. The degree of instability may be within a reason­
able range in terms of standard errors of estimates, but the change which 
occurred at around t = 80 (June 1960) seems important. In Chapter 7 we 
deal with the same data more closely assuming the parameter change to be 
transient. When we apply recursive procedures to the case where parameters 
are susceptible to time variation, it may be advantageous to replace
P = (Zz z’) P by = (Ew z z') P with weights w . Especially if we t %s^s J t s^s^s & s  ^ J
put wg = pt-s
S'YiS'^S
(0 < p _< 1) , then P can be updated by
pP, pt-i pt-i£t£tpt-i/(p + ^tpt-i-5t) * (4.2)
The recursive estimator thus obtained puts the greatest emphasis on data
close to time t, as is obvious from P P = z^z’ + p P .t 'X.t'X-t t-1
Finally, we can point out the judicious mixture of recursion with 
iteration as explained in Hannan and Tanaka (1978). It is seen from 
Figures 3.1 and 3.2 that the recursions are quite unstable at the beginning 
of the record because they were started with arbitrary 6(0) and Pq 
values and that the convergence is not rapid, in relation to the number 
of observations commonly available in economics. Then one might
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Figure 4.1 Recursive Estimation for the Model (4.1) 
(a) a(t) (a = 0.20)
Z 1 0 5-
2 0 0 1:
8 0 1 00 120 1 40  1 60 1 80 2 00
TIME
(b) 3( t )  (3 = -0.70)
80 1 00 1 20 1 40 1 60 180 2 0 0
TIME
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judiciously mix recursion with iteration, for example, by iterating the 
recursion over a period for which the initial recursive estimation was 
one such that 0 was relatively stable, commencing the second recursion 
with the final 0(t) and Pt values from the initial recursion.
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C H A P T E R  7
ESTIMATION FOR TRANSIENTS
7.1 Introduction
This chapter considers an extension of the time varying parameter 
model discussed in Chapters 1 through 5. As was frequently mentioned, 
the time varying parameter model may be regarded as a signal plus, j
noise model:
yt = st + ut (l.i)
where s = x'ß and 3*. = F3,_ i + The signal s. is a lineart t t t t-1 t ° t
transformation of the state vector 3^  which follows a first-order auto­
regressive process while u^ has been assumed to be white noise. Thus 
yt is made up additively of two stochastic components st and u^.
On the other hand the model considered here takes the form:
y t = ft +  st +  ut (1-2)
where the signal f is assumed to be non-stochastic and 'transient'.
By the transient signal is meant that it begins at some time point within 
the sample^period and has virtually died away by the end of the period. 
(This terminology comes from Brillinger (1973).) Transients seem 
frequently to occur in many fields. Some examples will be found in Box 
and Tiao (1975) and Cameron and Hannan (1979). The first of these is 
concerned with economic and environmental problems and deals with the 
determination of the parametric form of transients in the time domain 
and the second, based on non-parametric methods, with the velocity and 
direction of a transient of seismic waves in the frequency domain.
When we call attention to economic applications, there are some 
problems associated with the analysis of the model (1.2). These are:
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(i) formulation of transients if they are to be parameterized;
(ii) elimination of trend and formulation of s^ which usually 
contains strong seasonal effects;
(iii) estimation of the exact time points at which transients 
occurred;
(iv) analysis of multiple transients in the frequency domain.
As for (i) we essentially follow Box and Tiao (1975) where transients 
are referred to as interventions. In their model transients and noise 
are both constructed via the so-called transfer functions and they 
estimate all the parameters of these functions at the same time assuming 
that the problem (ii) described above has been satisfactorily solved. 
Namely it is assumed that the trend and seasonal components are both sub-
5tracted by suitable filters such as 1-L, 1-L where s is the period 
contained in the data. Here we take a different approach allowing for 
the time variation of seasonal. This is discussed in Section 2. In 
connection with asymptotic inference the identification problem discussed 
in Chapter 2 is important when we consider the estimation of the para­
meters for transients. This is also discussed briefly in Section 2.
As for (iii) a priori information is usually available and it is not 
so difficult to find the time points^of occurrence of transients under 
such a circumstance. When such information is not available, we need to 
estimate these points and two methods are suggested in Section 3, where 
one is based on the time domain and the other based on the frequency 
domain approaches. It is also shown there that part of the frequency 
domain approach for estimating the transient parameters is much like 
complex demodulation frequently used in time series analysis and that this 
approach enables us to estimate the parameters for the transient part and 
those for st and u separately. However the problem (iv) described 
above emerges as a serious matter when transients are close to each other
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in time, which is also discussed in Section 3. In Section 4 some simula­
tion experiments are conducted to illustrate our procedure and to compare 
the results with those of the time domain estimates. These are further 
compared with asymptotic results derived from the maximum likelihood 
estimation in the time domain. A tentative analysis with real data on 
liquid assets of an Australian trading bank is also given in Section 4.
7.2 Formulation of Transients
In this section we discuss how to formulate a model for transients. 
First of all we assume that the data contains no periodicities so that 
the model (1.2) reduces to y = ffc + ut. Following Box and Tiao (1975) 
we consider
ft + ut
k y,(L)
E .J „ , £. + 4 © -  ej=1 «j(L) -jt ß(L) t ’ (2.1)
where
1. y^ is some appropriate transformation of raw data while
f^_ and u^ represent transients and noise respectively;
2. a(L), S(L), Yj(L), and 6^(L) are polynomials in the lag
operator L with a(0) = 3(0) = 6  ^(0) = 1 and the roots 
of a(L), 3(L), and 6^(L) are all outside the unit circle;
3. Cjt takes one of two forms, either a step or an impulse;
4. (et) is a sequence of independently distributed normal
2variables with mean 0 and variance a , i.e. 
e ^ N.I.D.(0,a2).
Note that f is totally independent of the other variables and we do not 
attempt to specify the nature of f by relating it to other observable
phenomena. This is not because we do not think that better, but rather
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b e c a u s e  we do n o t  know how to  do i t .
The d e f i n i t i o n  o f  ne e ds  f u r t h e r  e x p l a n a t i o n .  By a s t e p  we
mean
h t  = 1 l f T . < t  < T . + d . J ~  J 3
( 2 . 2 )
0 o t h e r w i s e
where  x i s  t h e  t im e  p o i n t  a t  which  t h e  s t e p  o c c u r s  w h i l e  d^ i s  t h e  
t im e  l e n g t h  o f  t h e  s t e p .  The m ag n i tu d e  o f  each  s t e p  i s  r e f l e c t e d  i n  t h e  
c o n s t a n t  t e rm  of  y . ( L ) , wh ich  i s  n o t  n e c e s s a r i l y  u n i t y .  I n  f u t u r e  we 
d e n o t e  t h e  s t e p  by £ .  ^ . On th e  o t h e r  hand by an im p u l s e  we mean
h t  = 1 lf t = Tj
= 0 i f  t  4 T •
(2 .3 )
where  x.  i s  t h e  t im e  p o i n t  a t  wh ich t h e  im p u l s e  o c c u r s .  I n  c o n n e c t i o n  
3 (t . ,1)
w i t h  t h e  d e f i n i t i o n  o f  t h e  s t e p ,  t h e  im p u l s e  may be e x p r e s s e d  as  J
( V  J
b u t  t h i s  i s  d e n o te d  s im p ly  by £^^ i n  f u t u r e .  The m a gn i tude  of
( tj )
F. i s  r e f l e c t e d  i n  t h e  c o n s t a n t  t e rm  of  y . ( L ) . I t  i s  a l s o  n o t e d
J t  ’j
( t . , d , )  ( t . )
t h a t  £ . J can be e x p r e s s e d  as  t h e  sum of  J ' s ,  t h a t  i s ,
J t  j  t
, j v x . + d . - l  ( T . , d . )  J J / \
5.  J 2 = E 5 s)J t  Sj tJ s=x .  J
J
(2.4)
(x d )
A more u s e f u l  and i m p o r t a n t  e x p r e s s i o n  f o r  £ i s
(Tj , d j ) (Tj )
« j t  -  s d . ( L ) h t
(2 .5 )
Sd (L) = 1 + L + . . . + L" j “ 1
where
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Then the transient part f in (2.1) can always be expressed as
k yj (L)Sd.(L) (T .)
j=l 6j(L) V ( 2. 6)
The estimation of the coefficient parameters of a(L), 3(L), y^ (L), 
and (L) in the time domain is quite straightforward once the exact 
time points Tj ?s are given together with the time lengths d^'s (see 
Box and Jenkins (1970), Chapter 11). With this procedure the parametric 
forms for both transient and noise parts must be specified at the same 
time.
Because of the transience of f , we need some care when we discuss 
the asymptotic properties of the estimators. The problem is closely 
connected with the identification problem discussed in Chapter 2. To see 
this consider a very simple model:
yt — L_ e (t) + — 1 -  e 1-SL H  1-3L t * (2.7)
Let L(0) be the log-likelihood based on a sample of size T, where 
0 = (3,y,6)f- Moreover putting 0 ^  = 3, 0 ^  = (y,6)' it is not hard 
to see that
HT (0) e E 92L(0)9030'
T/ (1-3 ) O'
Ht (0(2))
(2 . 8)
where HT (0(2)) = E(-92L(0)/90(2)90(2)'). Note here that 
2 fi\ (2V »E(9 L(0)/90v "d0v y ) = 0 and that the information matrix
E(-32L(0)/90^ 2) does not depend on the transient parameter 0^2\
(2)This is true for more general models. On the other hand Hr^(0 ) depends
(2)on the noise parameter in general. The computation of HT (0 J) as T
< 1
00
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is fairly easily done by noting that if the polynomials a(L) and b(L) 
have no zero on or inside the unit circle,
(x+s)
E — -----
t a (L) b (L) 2tt
(•IT 
' -7T
ism
a(ei“)b(e-1“ )
(2.9)
For example we have
32L(9) 1 1-BL (t ) 1-BL (t +1)3 y 3 6  J a 2  t 1-6L h  (1_sl)2 h
1-ßeioo I 2 -ico
l-6e iw I 2 (l-6e 1W)
dco .
Compare this with the time domain calculation, which uses the following 
relations:
1-6L 1 if t >_ x
0 if t < t
and, for n > 1,
(t)
(1-6L)
(t+n-l-x)
(n-1)!
(t+l-T) 6t-x t > x
= 0  if t < x .
After all it is seen that each element of the information matrix
(2 ) (2 )H^ ,(0 ') is 0(1), which implies that the transient parameter 0
cannot be asymptotically identifiable. In order to discuss the asymptotic
(2)theory it is necessary that the order of H^(0 ) should be of order T.
Cameron and Hannan (1979) developed an asymptotic theory to deal with 
this kind of situation. We do not wish to go into these difficult problems 
here. What the asymptotic theory indicates is that when the signal sum of
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squares is an appreciable part of the total sum of squares, and the signal
-1 (2)lasts for a reasonable length of time relative to T, the use of (0 )
to give approximations to the covariance matrix of the estimates will be 
reasonable. We return to this point in Section 4.
So far we have assumed that there exists no seasonal component.
However it is usually the case with economic time series that the data 
contains strong seasonal effects and the seasonal itself is also changing 
over time. Under such a circumstance we do not want to use a filter such
3as 1 - L to subtract seasonal. Rather we incorporate the seasonal 
component st into the model formulating it as the evolving seasonal model 
suggested in Chapter 4. Therefore our model for monthly data takes the 
form:
yt ■ ft +
s_ = x!Btt t t
■ Fßt-
+ ut
et
(2.10)
where ft and u^. are the same as before while the definition of the 
other variables is given in Chapter 4. It is assumed that ug and e 
are mutually independent for all s,t. Because of the existence of f^, 
y is not now stationary and thus we cannot use the frequency domain 
procedure suggested in Chapter 4 directly. We need to estimate f 
first to obtain a stationary sequence yt - f . The procedure is dis­
cussed in the next section. It may be noted that the Box-Jenkins pro­
cedure fails to be applicable since yfc in (2.10) contains composite
error terms.
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7.3 Estimation Procedures in the Frequency Domain
Now we call attention to the frequency domain approach. First of 
all we consider the case where there exists only one transient, that is, 
the case where k = 1 in (2.1). The case of multiple transients will 
be discussed later. Therefore we consider first the model:
Y(L)S (L) , .
yt = 6(L) Et + 1 *Vt ’ (t = (3.1)
where is a stationary process with a continuous and positive
spectrum.
The purpose in this section is to give the estimation procedures
for the parameter vector 0 in the model (3.1) together with the time
flV (2V ' (1)point t and the time length d, where 0 = (0V , 0 ) , 0  is
(2)composed of the parameters in v^ while 0 is the vector composed
of the coefficients of y(L) and 6(L). If x and d are both known, 
it does not matter much whether the transient is generated from a step 
or from an impulse. For the time being we assume that these are known. 
Then without any loss of generality we may put d = 1 so that S^L) = 1, 
Now our procedure starts with computing the Fourier coefficients:
1 T i t w 0
y(<V - “  £ yte
* /t t=l
(3.2)
which are computed at frequencies w£ = 2tt£/T’, £ = 1,...,T' ( V  T). 
Unless V  =? T y needs to be mean corrected. We assume that this has 
been done. We also define v(oo£) similarly though this is not com­
putable. Then it holds that
iw£ ixo)£ 
y(e ) e
iw
6(e *) /T
+ v(w£) . (3.3)
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Here y(e )/6(e ) is the frequency response function of the filter
y(L)/6(L) at frequency a). It is seen then that this function divided 
by /T is very smooth over a narrow band of frequencies. We call this 
band Bu which is composed of m neighbouring frequencies centered 
at ( j O n  the other hand as pointed out in Brillinger (1973) v^^)
(0 < < tt) is asymptotically normally distributed with mean 0 and
variance 27Tf(m^) as T -* °°. The situation remains unchanged if v^^)
is divided by e . Thus we are led to take the average of (3.3)
iTW£divided by e over the band B to obtainJ u
-iito
z (w ;t ) - z y(up e
St
Y(e U)
6(e u)
1 " iTü)£ +  -  l v(o) )em „ ZZ
(3.4)
Since the second term on the right hand side has mean 0 and the 
variance is reduced to some extent because of the averaging procedure 
(in fact if v is white noise, the variance ratio of the weighted 
average of v^^) to V 0^J£^  itself is reduced to 1/m), we may express 
y(w ), for reasonably large m, as
• - lT“£y(<»P = z(«u ;T)e + v(ut) . (3.5)
When m is even, a centered moving average may be used. Averaging 
procedures serve essentially as low-pass filters. The larger m, the 
smaller the bandwidth and vice versa. If m is too large,
iu£y(e )/6(e ) cannot be regarded as constant in the band B^ and thus
z ((jou ;t ) becomes meaningless. On the other hand m should not be very 
small as explained above.
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By the way, it is now evident that the procedure for computing 
z (oo^ ;t ) is much like complex demodulation (see Granger and Hatanaka 
(1964) and Bloomfield (1976)). This technique enables us to look at the 
amplitude and phase of a particular frequency at each time t assuming 
that they are smooth functions of time. For example suppose the model 
takes the form:
yt = R^cos (At + <J>t) + v (3.6)
where R and are changing amplitude and phase respectively while
v is a stationary noise. For simplicity we assume that the period 
2tt/A is an odd integer and we put 2tt/A = 2n+l. To estimate R and <j> 
we proceed as follows. Multiplying e on both sides of (3.6) we
have
yte-iAt
1 . 1 -i(2Xt+cf>t) _u t
2 Rte + 2 Rte + e vt
Noting that R^_ and cj>t are smooth functions of time t we take the 
average
z(t;A) 12n+l
n
j
e-iA(t+j)
-i (2At+4>t) 1
2n+l
n
E e-i2Aj
j=-n
(3.7)
Here the average of e v^ may be negligible because of the same 
reason as described above. Using the fact
1
2n+l
n
2 e_1J“
j=-n
(2n+l)oo 
sxn 2
(2n+l)sin ^
(3.8)
we obtain
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. 1z(t;X) = j Rte
Therefore Rfc and 4>t can be estimated from this relation. and <{>
may be called the instantaneous amplitude and phase respectively. If 
2tt/X is even, but not 2, we put 2tt/X = 2n and take the average of the 
form:
where
-iX(t+j)z(t;X) = E h.yt+.e 
j=-n J J
. l= i V
h = —  if j = 0, + 1,...,+ (n-1)
(3.9)
4n if j = +n
and the result is based on the fact that
E h.e
J ~ n  J
sin nto cos-ijo) _ _________ 2
2n sin 77
(3.10)
From the above discussions we may say that z in (3.4) is computed 
in the frequency domain by demodulating y(oj ) at time x while z in 
(3.7) or (3.9) is computed in the time domain by demodulating y at 
frequency X. There exists the following dual relation between two 
demodulates:
a) (f.d.) <--t(t.d.)
t (t. d. ) X(f.d.)
where f.d. and t.d. denote the frequency domain and the time domain 
respectively.
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Now we discuss how to estimate 0^^ and As said before
these can be estimated separately. From the relation (3.5) we first
A
obtain the estimate f (oo^ ) of the spectrum v as
f(u>) = f  |v (cü0) I 2u Z tt m-1 ' £ 1
£ |yS )  - i(«u ;T).
iTU 2
(3.11)
As mentioned in Brillinger (1973) 2(m-1)f(wu)/f(w^) follows
asymptotically a chi-square distribution with 2(m-1) degrees of 
freedom. Then we obtain the estimates of 0^^ and 0^^ from the 
minimizations of
(1) £(tJu)Sx(0^ ') = £ log f(uu) + Z j r ^ y
u u u'
(3.12)
iw /
S (0(2)) = E |z(u ;t) - —  ^ I /  f(w )2 „ 1 u* iw 1 / uy
/T 6(e U)
(3.13)
Here S^(0^^) is twice the negative of the approximated log-likelihood 
frequently used in previous chapters. Note that the periodogram I(m)
A
has been replaced by f(co). If v follows an autoregressive moving
2 (l)average process with prediction variance a , S-^ (0 ) can be concentrated
as £ f ( go )/(o f(mu)). On the other hand ^(Q^ ) has an obvious meaning
U A (1)
with f(wu) as a weighting function. The minimization of S^(0V ') may
be accomplished by the method of scoring while the Gauss-Newton algorithm
(2)or some other numerical methods must be used to minimize 82(0 ).
So far we have been acting as if the time point x of occurrence of 
a transient were known. If x is not known, x can be estimated as the
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value which attains the maximum of
4> (t) = £ |z(oju;t) |2/f (o)u) (3.14)
u
as a function of t (t = 1,...,T). The function (t) implicitly 
depends on the number m used for the averaging procedure. With a 
reasonable choice of m there is a strong possibility that the transient 
actually occurred at time t . However the estimation of d, if d is 
greater than 1, is not easy. This should be done by trial and error 
looking at the data closely. We also need some care in this qase about 
the interpretation of x. It is possible that the time point x which 
maximizes <j>(t) does not necessarily correspond to that of occurrence 
of the transient. Rather the true point of occurrence may be located 
before x. In any case it is most important to have a look at the data 
very closely. We also note that the computation of the instantaneous 
amplitude or phase is useful for finding t . Since economic data usually 
has a period s = 12 or 4, we can choosers n in (3.9) n = 6 or 2 
and apply a centered moving average. These techniques will be illustrated 
in Section 4 using real data.
Now we consider the case of multiple transients. We return to a 
model:
yt
k y L ) s d .(L)
A  v l> +  V t * (3.15)
The complex demodulation procedure yields
iw iw
z(w ;x, ) u h i  E /r j=i
Yj(e )sd.<e
.1
iw
Ve
i „ i(V ThK—  £ e J 
m £
(3.16)
where the sum over £ is again taken over m frequencies around co .u
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For simplicity, but without any loss of generality, we consider the case 
where h = 1, k = 2, and m = 2n+l. Then (3.16) reduces to
ico iu)
z(w ;t,) = u 1
Yl(e U)S, (e U) 
1 1
/T id)6x (e
+
Y,(e1Wu)S, (eX“u) i(T2-Tl)ü)u . m(T2-Tl)lT 
± 2 d2 e sin ----------
/r iw
¥ e u) m sin
(T2-Tl)T'
T ’
Here the function of the form sin mio/ (m sin d)) has the first zero at 
d) = ir/m and the side peaks are decreasing in magnitude. Therefore if 
m is reasonably large and t ^ is large enough, the second term on
the right hand side may be negligible. However if - x^ is small,
increasing m does little to improve the relationship between the height 
of the main peak to the side peak as explained in Granger and Hatanaka 
(1964). Although increasing m moves the position of the first zero 
continually to the left, too large m cannot be acceptable. The 
difficulty arises also in computing z(tjX^). If X ’s are so close 
together, it is almost impossible to obtain each demodulate separately.
One condition for which the present difficulty vanishes is that 
T' (_> T) is a divisor of m (Tj “ (j >h = l,...,k). Under this con­
dition it holds that over the band Bu
k ix.d>
y(co£) = Z z(d)u ;x )e J + v(d) ) 
3=1 J
(3.17)
and we can estimate the parameters of each transient separately by the 
minimization of (3.13) using
f<“u> 2tt m-1 i I y (t )|2 -
k
Z
j=l
Z (dJ
Tj)| (3.18)
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The noise parameters can be estimated in the same way as before by the 
minimization of (3.12). However the condition that T' is a divisor
close together. In this case a simple moving average filter may be 
replaced by some other low-pass filters called convergence factors or 
tapers (see Brillinger (1975), p.69), but how these filters improve the 
situation is not obvious. We do not pursue the matter here.
7.4 Some Simulations and Empirical Study
In this section some simulations are conducted to examine the pro­
perties of the estimates both in the time domain and in the frequency 
domain. Also is given a tentative analysis with real data on bank assets 
dealt with in Chapter 6.
In simulation experiments it is desirable to compare the results
with those derived from theory, but no precise statistical theory seems
to be available because of the transient nature of the signal, as explained
in Section 2. On the other hand it was also pointed out there that the
asymptotic theory is still possible by allowing transients to be non-
- (2)negligible as T -* °°. Under such a circumstance the MLE 0 of the
(2) -1 (2)transient parameter 0 will have the covariance matrix (0 ),
h are
where
Ht (0(2)) = E 02L(0) (4.1)
(2)As T becomes large, H^(0 ) can be approximated by the complex
integral as described in (2.9). As for the noise part the usual 
asymptotic theory will apply to the MLE 0 ^  of the noise parameter 
0 ^ \  that is
Cov/f(0(1) - 0(1)) -* lim E
T-x»
1 ___92L(0) (4.2)
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We now check these points using some simple models. We considered 
the following three models for a single transient:
(I) r =  Y °  f ( x )t 1- 5,L ?t + et
(II)
(III)
Y
y ° efT) +
c 1 6!L C l - ß 1L - 3 2L2 C
Yr r (x) 1 a l L
1-61L-62L2 Ü I ' V  1
The true parameter values are:
Yo h fi2 °i 1^ e2
(I) 5 0.8
(II) 5 0.8 1.1 -0.3
(III) 5 0.8 -0.5 -0.3 0.5
and throughout the experiments we used
T = T' = 200, m = 5, x = 90 and e ^ N.I.D.(0,1)
We also considered one model for multiple transients, which is
(IV)
j = l lj
The true parameter values are:
3  ^. (T^ )Z — £ J + 1-5,. ^t
1 “ 31L " ß2L
2 t
Y
(IV)
01 Y02 Y03 6n «12 S13 h ß2
5 5 5 0.8 0.8 0.8 1.1 -0.3
and we used
TT = 200, m = 5, x^ = 50, x2 = 90, x^ = 130 and e % N.I.D.(0,1)
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The combination of the values x (j = 1,2,3) and the choice of T' 
and m satisfy that T' is, a divisor of m(xj “ t )^ (j = 1>2,3). 
Hence the transient parameters are expected to be estimated with high 
accuracy, as explained before. We have assumed that the time points x^  
are all known. (It is the author's experience that if there exists only 
one transient, the estimation of transient parameters is very sensitive 
to mis-specification of x.)
In Table 4.1(a) are shown means and variances of both time domain 
(t.d.) and frequency domain (f.d.) estimates for Models (I), (II), and 
(III). These were calculated from 20 replications. T.V. is the 
theoretical variance of each estimator derived from (4.1) or (4.2). In 
Table 4.1(b) we show the results for Model (IV) where only the frequency 
domain estimates are reported.
As far as the results in Table 4.1(a) are concerned, the frequency 
domain estimates are as good as the time domain estimates and both seem 
to be compatible with theory. On the other hand it is seen from the 
results in Table 4.1(b) that the variances of estimates for the transient 
part are rather large compared with those in Model (II) though, theoreti­
cally, these should give about the same values as in (II).
Next we dealt with the data on monthly liquid assets ($m) of an 
Australian trading bank. Liquid assets include cash, Australian notes, 
treasury bills and treasury notes, and other government securities. The 
data was taken from various issues of Banking and Currency published by 
Australian Bureau of Statistics. The raw data Y and the first 
differenced data, (l-L)Yt, (November 1953 to January 1970) are shown in 
Figures 4.1(a) and 4.1(b) respectively. In the analysis reported below 
we used the transformed data y shown in Figure 4.2, where 
yt = 100 log(Y /Y x). As is seen from the figure there occurred some 
change just after the time point 80 (June 1960) which may be regarded
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Table 4.1
Simulation Results for Transient Signal plus Noise Models
(a) Single transient
Yo «1 52 ai ßi ß2
(I) Mean (t.d.) 5.30 .778
(f.d.) 5.89 .745
Var (t.d.) .80 .0022
(f.d.) .74 .0025
T.V. .59 .0019
(II) Mean (t.d.) 5.26 .746 1.10 -.32
(f.d.) 5.25 .741 1.07 -.34
Var (t.d.) .53 .012 .004 .004
(f:d.) .63 .012 .006 .005
T.V. .93 .020 .005 .005
(III) Mean (t.d.) 5.33 .806 -.546 .311 .487
(f.d.) 5.33 .745 -.571 .307 .424
Var (t.d.) .65 .016 .017 .005 .008
(f.d.) .73 .017 .015 .007 .008
T.V. .97 .018 .020 .009 .008
(b) Multiple transients
Y01 Y02 y03 611 612 «13 ßl ß2
(IV) Mean (f.d.) 4.85 5.48 4.98 .669 .762 . 737 1.05 -.327
Var (f.d.) 1.69 1.86 1.56 .050 .040 .068 .005 .007
as a transient. Formulating a model for as in (2.10), we first tried
to identify the time point t of occurrence of the transient. Using 
T' = 2T = 400, m = 7 we computed 4>(t) defined in (3.14) and the graph 
of f(t) is shown in Figure 4.3. The graph is very smooth and has a 
maximum at t = 93. (Some other reasonable choices of T’ and m gave 
a maximum at around t = 93.) At first sight this might be regarded as 
bigger than the actual time point of occurrence. However a closer look
158.
Figure 4.1 Liquid Assets Data 
(a) Raw Data
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Figure 4.2 First Differences of Log Transformed Data
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at the data seems to justify this since, as shown below, y^_ at t = 93 
takes a relatively large value compared with the monthly mean computed
from the data y^ (t = 99 ,...,194).
t 81 82 83 84 85 86 87 88 89 90
yt -2.5 -0.2 -2.5 1.5 -0.9 2.0 1.3 -3.3 0.2 2.4
mean -2.7 -1.5 2.1 2.2 3.8 5.2 17.8 7.7 -2.3 -11.4
month 7 8 9 10 11 12 1 2 3 4
t 91 92 93 94 95 96 97 98 99 100
yt -2-7 -1.7 20.6 8.5 2.7 10.2 1.7 6.9 19.1 3.0
mean -12.4 -6.7 -2.7 -1.5 2.1 2.2 3.8 5.2 17.8 7.7
month 5 6 7 8 9 10 11 12 1 2
It is seen that the change at t = 93 is not the beginning of the
transient, but rather follows a previous change which seems to have
occurred at t = 87. In fact the estimates of the instantaneous amplitude 
and phase at A = tt/6 both gave a sharp change at t = 87 as is shown 
in Figure 4.4. Therefore identifying x as x = 87 we considered, as 
a first approximation, the transient of the form:
ft
11
E y.LJ 
j=o J
(4.3)
This is nothing but a 'dummy variables' expression and the dummy variables 
extend over one year from January 1961 to December 1961. Then we obtained 
the following estimates for y^'s (j = 0,1,...,11) using (3.13), where 
we used T' = 400, m = 7, and 'deviation' in the table means the deviation 
of y (t = 87,...,98) from its monthly mean computed from the data
mentioned above.
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Figure 4.4 Demodulation of Liquid Assets at X = tt/6 
(a) Instantaneous Amplitude
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TIME
(b) Instantaneous Phase
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Yo Y1 Y2 Y3 Y4 Y5
estimate -16.8 -7.1 -0.8 6.7 12.8 4.3 • 1
S.E. 2.2 2.2 2.2 2.3 2.3 2.3
deviation -16.5 -11.0 2.4 13.8 9.7 4.9
t 87 88 89 90 91 92
Y6 y7 Y8 Y9 Y10 Yn
estimate 24.4 10.7 3.4 7.3 -1.2 -1.5
S.E. 2.3 2.3 2.3 2.2 2.2 2.2
deviation 23.3 10.0 0.6 8.0 -2.1 1.7
t 93 94 95 96 97 98
It seems that the estimated values of Y. ’s J track the deviation
sequence to a large extent. A more parsimonious model we finally found
f = — ——  (y rt 1-6 L VYo
3 6 9+ y 3l j + y 6l + y 9l  )C (87)t (4.4)
and the results were:
P a r a m e t e r E s t i m a t e S.E.
Yo -13.75 2.20
Y3 8.98 2.27
y6 24.14 2.37
Y9 5.50 2.50
h 0.41 0.06
The evolution of the transient was:
t 87 88 89 90 91 92 93
ft -13.8 -5.6 -2.3 8.0 3.3 1.4 24.7
t 94 95 96 97 98 99 100
f 10.1 4.2 7.2 3.0 1.2 0.5 0.2
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Comparing these results with the deviation sequence it is seen that the 
parsimonious formulation (4.4) describes the behaviour of the transient 
reasonably well. Although the transient may be formulated in terms of a 
step, we did not try it here. It is also interesting to formulate the 
transient in terms of a two-sided filter such as
f = y(l) r(T)
t 6(L) H
with
y(L) = z y.lj , 
j=-p J
which we did not pursue either.
Next we estimated the parameters for s^ and u^_ in (2.10). As a 
rough guess we first estimated these parameters acting as if there were 
no transient, then using these estimates as starting values we accomplished 
the minimization of (3.12) using the method of scoring. The results were:
( I n i t i a l ) ( F i n a l )
P a r a m e t e r E s t i m a t e S.E. E s t i m a t e S.E.
20u 12.847 1.845 3.411 2.066
2
°1 1.091 0.272 1.539 0.338
2
°2 0.226 0.088 0.788 0.212
2
°3 0.080 ' 0.042 0.193 0.076
2
°4 0.109 0.051 0.237 0.088
2
°5 0.049 0.029 0.170 0.070
2
° 6
0.013 0.011 0.153 0.075
P 0.988 0.004 0.971 0.006
variance of y based on the initial estimates is
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1
I-P 2
6
£
j=l
2 2g . + a J u 80.1
while the sample variance of y^_ was 75.9. On the other hand the 
variance of y^_ based on the final estimates is 57.3 and this may be 
regarded as that of y^ after the effect of the transient has been 
removed.
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