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ড়䰞ཝᆜᆜփ䇰ᮽ৕ࡑᙝ༦᱄
ᵜӪ੸Ӕ的学ս䇪᮷ᱟᵜӪ൘ሬᐸᤷሬл，⤜・ᆼᡀ的研究ᡀ果Ǆ
ᵜӪ൘䇪᮷߉֌ѝ৲㘳ަԆњӪᡆ集փᐢ㓿ਁ表的研究ᡀ果，൷൘᮷
ѝԕ䘲ᖃ方ᔿ᰾确ḷ᰾，ᒦㅖ合法ᖻ㿴㤳和ǉ৖䰘བྷ学研究⭏学ᵟ⍫
ࣘ㿴㤳（䈅㹼）ǊǄ
ਖ外，䈕学ս䇪᮷Ѫ（ ）䈮仈
（㓴）的研究ᡀ果，㧧ᗇ（ ）䈮仈（㓴）㓿䍩ᡆ实
傼ᇔ的䍴ࣙ，൘（ ）实傼ᇔᆼᡀǄ（䈧൘ԕкᤜ号
内ປ߉䈮仈ᡆ䈮仈㓴䍏䍓Ӫᡆ实傼ᇔ਽〠，ᵚᴹ↔亩༠᰾内ᇩ的，可
ԕ不֌⢩࡛༠᰾Ǆ）
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ড়䰞ཝᆜᆜփ䇰ᮽ㪍֒ᵹֵ⭞༦᱄
ᵜӪ਼᜿৖䰘བྷ学ṩᦞǉѝॾӪ≁ޡ和ഭ学սᶑֻᲲ㹼实ᯭ࣎
法Ǌㅹ㿴ᇊ؍⮉和֯⭘↔学ս䇪᮷，ᒦ向ѫ㇑䜘䰘ᡆަᤷᇊ机构䘱Ӕ
学ս䇪᮷（वᤜ㓨䍘⡸和⭥子⡸），ݱ䇨学ս䇪᮷䘋ޕ৖䰘བྷ学图Җ
侶৺ަ数ᦞᓃ㻛ḕ䰵、ُ䰵ǄᵜӪ਼᜿৖䰘བྷ学ሶ学ս䇪᮷࣐ޕޘഭ
ঊ༛、⺅༛学ս䇪᮷ޡᔪঅս数ᦞᓃ䘋㹼Ự㍒，ሶ学ս䇪᮷的ḷ仈和
᪈㾱≷编ࠪ⡸，䟷⭘ᖡঠ、㕙ঠᡆ㘵ަᆳ方ᔿ合⨶༽ࡦ学ս䇪᮷Ǆ
ᵜ学ս䇪᮷኎Ҿ：
（ ） 1. 㓿৖䰘བྷ学؍密ငઈՊᇑḕṨᇊ的؍密学ս䇪᮷，
Ҿ ᒤ ᴸ ᰕ䀓密，䀓密ਾ䘲⭘к䘠ᦸᵳǄ
（ ） 2. 不؍密，䘲⭘к䘠ᦸᵳǄ
（䈧൘ԕк相ᓄᤜ号内ᢃĀXᡆāປк相ᓄ内ᇩǄ؍密学ս䇪᮷
ᓄᱟᐢ㓿৖䰘བྷ学؍密ငઈՊᇑᇊ䗷的学ս䇪᮷，ᵚ㓿৖䰘བྷ学؍密
ငઈՊᇑᇊ的学ս䇪᮷൷Ѫޜᔰ学ս䇪᮷Ǆ↔༠᰾ḿ不ປ߉的，唈䇔
Ѫޜᔰ学ս䇪᮷，൷䘲⭘к䘠ᦸᵳǄ）
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᪎ 㾷
൘䘀⭘支持向量机䘋㹼儈㔤数ᦞ分类ᰦ，ᡁԜᖰᖰ൘支持向量机ѝ࣐ޕḀӋ
惩罚ԕ৫䲔不相关的预测因子，ᨀ儈预测准确率ǄLasso和ަԆ变量选择方法ᐢᡀ
࣏ᓄ⭘到支持向量机ѝ，䗮到㠚ࣘ䘋㹼变量选择的᭸果Ǆն൘䇨ཊ实䱵䰞仈ѝ，
ㆰঅ的线性可࣐模型不㜭ཏᖸྭ的ᦅ᥹到预测因子与૽ᓄ变量ѻ䰤的关系，࣐ޕ
变量的Ӕӂ亩Պ֯模型预测࣋໎ᕪǄֻྲ，൘⯮⯵䇺ᯝᰦ，є⿽⯷⣦的਼ᰦਁ⭏
Պᑞࣙ५⭏ڊࠪᴤ᰾确的ࡔᯝ˗൘ራ᢮⯵因ᰦ，ส因与ส因、ส因与⧟ຳ因㍐的
相ӂ֌⭘ᱮᗇቔѪ䟽㾱Ǆᖃᆈ൘Ӕӂ亩ᰦ，变量ѻ䰤▌൘ᆈ൘⵰分ቲ结构，Lasso
ㅹ方法ᡰᗇ到的模型ᑨᑨ䘍㛼䘉⿽分ቲ结构，֯ᡰᗇ模型䳮ԕ䀓䟺Ǆ因↔ᵜ᮷൘
支持向量机ѝ䘋㹼变量选择的਼ᰦᯭ࣐结构㓖ᶏ，֯ᗇ≲䀓的䎵ᒣ䶒䚥ᗚᕪ分ቲ
的㓖ᶏ，ণӔӂ亩系数不Ѫ 0，ަѫ亩系数ҏ不Ѫ 0Ǆ俆ݸሶӔӂ亩系数᭩߉ᡀव
ਜ਼ѫ亩系数҈〟的ᖒᔿ，֯≲䀓的模型㠚❦ᆈ൘分ቲ结构˗ަ次൘ᴰሿॆᒣ方合
亥ᦏཡ࠭数的਼ᰦ，࣐ޕ Lasso的惩罚ᖒᔿ，ѪҶ䘋а↕ᨀ儈预测准确率৺变量
选择的᭸果，ᕅޕ adaptive的ᙍᜣ，ሩ不਼系数ᯭ࣐不਼〻ᓖ的惩罚，模型䟷⭘
єњ䈳ᮤ৲数，从㘼൘变量选择кާᴹ⚥⍫性，ণѫ亩系数ᵚ㻛঻㕙Ѫ 0ᰦ，Ӕ
ӂ亩系数ҏᴹ可㜭㻛঻㕙Ѫ 0˗ᴰਾ൘模ᤏ数ᦞк䘋㹼傼证，从预测因子相关与
不相关、Ӕӂ亩ᆈ൘与不ᆈ൘、Ӕӂ亩᭸ᓄ相ሩѫ᭸ᓄ的བྷሿ、真实模型ᱟ੖┑
䏣ᕪ分ቲ㓖ᶏㅹ方䶒ᶕኅ⽪ᵜ᮷模型的Ո࣯Ǆ相∄Ҿ L1-SVM，ᵜ᮷模型൘䚥ᗚ
分ቲ结构的ส⹰к，不ն㜭ཏᨀ儈预测准确率，㘼ф㜭ཏ䖳准确的选ࠪ相关变量，
ࢄ䲔߇։变量，൘实䱵数ᦞк的表⧠ҏާᴹаᇊ的Ո࣯Ǆ
ީ䭤䈃φ支持向量机˗变量选择˗ᕪ分ቲ㓖ᶏ
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Abstract
When applying support vector machine to high-dimension data classification, we of-
ten add some penalty to the support vector machine to remove the irrelevant predictors.
Lasso and other variable selection methods have been successfully applied to the support
vector machine, which can perform variable selection automatically. But in many prac-
tical problems, the simple linear additive model can not capture the relationship between
the predictors and response variables, and the interaction of variables can increase the
predictive power of the model. For example, in the diagnosis of the disease, two kinds of
symptoms at the same time will help doctors make a more clear judgment; in the search
for the cause, the interaction between genes and genes, genes and environmental factors
are particularly important. In the presence of interactions, there exists natural hierarchical
structure among variables. Lasso and other methods, however, do not respect the heredity
principle, so the model is difficult to explain. Therefore, in this paper, we impose a sparse
structure and structural constraints in the support vector machine simultaneously, so that
the hyperplane follows the strong heredity, that is, an interaction term can be included in
the model only if both of the corresponding main terms are also included in the model.
Firstly, We rewrite the interaction coefficients into the product including the main coeffi-
cients, then the model itself enforces the heredity constraint. Secondly, while minimizing
square hinge loss function, Lasso penalty is added. In order to further improve the accu-
racy of prediction accuracy and the performance of variable selection, adaptive weights
is introduced to apply different degrees of punishment on different coefficients. And the
introduction of two tuning parameters makes the model have the flexibility to select vari-
ables. If the coefficients of main terms are not equal to zero, the model has chances to
compress the coefficient of the interaction to zero. Finally, we verify our model on simu-
lated data to show the advantages of the model from that predictors are correlated or not,
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Abstract
the interactions exist or not, the interaction effects are strong or not, the model satisfies the
strong hierarchical constraint or not etc. Compared with L1-SVM, this model follows the
heredity principle. It can not only improve the prediction accuracy, but also choose the
relevant variables more accurately, and eliminate redundant variables efficiently, which
also has certain advantages in the performance on real data.
Keywords: Support Vector Machine, Variable Selection, Strong Heredity Constraint
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1.1 研究㜂Ქૂᝅѿ
൘ؑ᚟⠶⛨的Ӻཙ，བྷ数ᦞᡀѪᖃл✝⛩Ǆ䲿⵰ؑ᚟ᆈۘᢰᵟ的ਁኅ，ᡁԜ
⇿ཙ可ᗇ到⭏⍫ѝ方方䶒䶒的数ᦞ，从㖁䍝到实փ⎸䍩，Ӗᡆᱟ从䠁㶽ᐲ൪到⭏
⢙५学，ਚ㾱ᡁԜ൘䘀䖜，ቡՊ⮉лⰅ䘩，ቡՊӗ⭏਴⿽਴ṧ的数ᦞǄᖃᡁԜ䈅
图从ⴻլᵲҡᰐㄐ的བྷ㿴模数ᦞѝᨀਆؑ᚟ᰦ，ᡁԜՊ䶒Ѥ䘉ṧ的䰞仈：数ᦞ㔤
数ᖰᖰᖸ儈，㘼ṧᵜ数ᖰᖰ不䏣ᡆᱟቁҾ数ᦞ㔤数，Ր㔏的数ᦞ分᷀方法不䘲⭘
ᡆᱟ构ᔪ的模型䀓䟺性不ᕪǄ因↔，ӪԜᐼᵋሩ模型䘋㹼变量选择，䱽վ㔤数的
਼ᰦਁ⧠关䭞性的䀓䟺变量Ǆ
变量选择，亮਽ᙍѹᱟ从༷选䀓䟺变量ѝ选择ᴹ⭘的变量，൘㔏计ѝ，ቡᱟ
ᓄ⭘㔏计⨶䇪方法᤹➗аᇊ的ḷ准选择ᴰՈ的模型Ǆᦒਕ䈍䈤，൘实䱵ᔪ模ᰦ，
ᡁԜ不ᙫᱟ䟷⭘वਜ਼ᡰᴹ⢩ᖱ的模型，㘼ᱟ选择ᴰՈ的䀓䟺⢩ᖱ子集䘋㹼学ҐǄ
变量选择኎Ҿ模型选择的а⿽方ᔿ，ᡁԜ构ᔪ㔏计模型的ⴞ的不ӵӵ൘Ҿሩᐢᴹ
数ᦞ㿴ᖻ䘋㹼ᙫ结归㓣，㘼ф㾱ሩᵚᶕ的数ᦞ分᷀ᨀ׋⸕䇶，൘实䐥ѝᗇ到ᓄ⭘Ǆ
ྲ果ᗇ到的模型वਜ਼不相关的变量，不ӵᖡ૽ᡁԜሩ数ᦞѻ䰤关系的⨶䀓৺模型
表⧠，㘼ф൘ᵚᶕ䘈㾱ሩᰐ关变量数ᦞ䘋㹼㧧ਆ，⎚䍩ᰦ䰤、Ӫ࣋，ঐ⭘ᆈۘオ
䰤Ǆ
变量选择䰞仈⭡ᶕᐢѵ，ԕ Hirotugu Akaike（1973）[1]ᨀࠪ的 AIC准ࡉѪḷ
ᘇǄ൘㔤数䖳ቁ的ᰦى，ԕ AIC（Akaike Information Criterion）、Mallow’s Cp 准
ࡉ（Mallows，1973）[2]、BIC（Bayesian Information Criterion，Schwarz，1978）[3]、
CIC（Covariance Inflation Criterion，Tibshirani和 Knight，1997）[4]ㅹ方法֌Ѫ䇴ࡔ
ḷ准，䟷⭘子集选择方法䘋㹼模型选择，ྲᴰՈ子集法（Best Subset）、向ࡽ/向ਾ
䙀↕回归法（Stepwise）ԕ৺䙀⇥法（Stagewise）ㅹǄቭ㇑䘉Ӌ方法൘㔤数䖳վᰦ
ᴹ䖳ᕪ的实⭘性，նᖃ㔤数变儈，䘉Ӌ方法的计㇇ᡀᵜᰲ䍥，ф计㇇䗷〻非䘎㔝，
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1.1 研究㛼Ჟ和᜿ѹ ㅜаㄐ 㔚䇪
ሩ数ᦞ集的㓶ᗞ变ॆ非ᑨ᭿ᝏ，ሬ㠤模型っᇊ性䖳ᐞǄ
䲿⵰实䱵䰞仈的不ᯝᨀࠪ，变量选择的研究ҏ不ᯝ␡ޕǄ⭏⢙研究ѝ的ส因
数ᦞ、ᗞ䱥ࡇ数ᦞ，图ᖒ䇶࡛的ᖡۿ数ᦞ，ӂ㚄㖁ӗ⭏的਴⿽਴ṧ数ᦞ，䠁㶽ᐲ
൪的Ӕ᱃数ᦞㅹ，䘉Ӌ数ᦞާᴹањޡ਼⢩⛩：䀓䟺变量的㔤数ᖸ儈，նṧᵜ数
ᑨᑨቁҾ变量њ数Ǆྲส因研究数ᦞ，测䈅㘵可㜭ਚᴹࠐⲮӪ，㘼测䈅的ส因㜭
䗮到кзњ，ф数ᦞѝཀྵᵲ的ಚ༠䖳ཊ，ᖸ䳮ࡔᇊส因൘⯮⯵ѝᱟ੖䎧㠣关䟽㾱
的֌⭘Ǆ因↔，สҾ惩罚的变量选择方法༷ਇ䶂ⶀǄަสᵜᙍᜣᱟሩⴞḷ࠭数ྲ
ᴰሿҼ҈ᡆᶱབྷլ❦࠭数ਾ࣐ањ惩罚亩，䈕惩罚亩相ᖃҾሩ系数的㓖ᶏᶑԦ，
䘀⭘䈳ᮤ৲数的选择，঻㕙系数，᧗ࡦ模型变量选择的᭸果Ǆ䙊ᑨሶᖡ૽不ᱮ㪇
ᡆᱟ䖳ሿ的变量系数঻㕙Ѫ 0，从模型ѝࢄ䲔，ሩᖡ૽ᱮ㪇的变量系数䘋㹼䖳ሿ঻
㕙ᡆᱟ不঻㕙，ᨀ儈模型的䀓䟺性৺预测㜭࣋Ǆ相∄ҾՐ㔏的模型，䘉Ӌ方法㜭
൘৲数估计的਼ᰦ䘋㹼变量选择，䗷〻䘎㔝，模型䖳っᇊ，计㇇䙏ᓖ䖳ᘛǄᴰᰙ
ᓄ⭘惩罚࠭数的Ѫ岭回归（Hoerl和 Kennard，1970）[5]，նᆳ不ާᴹ选择变量的᭸
果˗ѻਾ，Breiman（1995）[6]ᨀࠪ NNG（Nonnegative Garrote），䈕方法实⧠Ҷ൘
঻㕙系数的਼ᰦ䘋㹼子集选择，模型选择䖳っᇊ˗䲿ਾ，Tibshirani（1996）[7]ᨀࠪ
Lasso（Least Absolute Shrinkage and Selection Operator），ᡰ䉃的 L1惩罚，ሩ变量
选择的ਁኅާᴹ䟼〻⻁的᜿ѹ，ѻਾ的惩罚࠭数䜭ᱟสҾ Lasso的ᙍᜣᨀࠪ的Ǆֻ
ྲ Fan和 Li（2001）[8]ᨀࠪ的 SCAD（Smoothly Clipped Absolute Deviation）方法，
Zou 和 Hastie（2005）[9]ᨀࠪ的 Elastic Net 方法，Zou（2006）[10]ᨀࠪ的 Adaptive
Lasso方法，Zhang（2007）[11]ᨀࠪMCP（Minimax Concave Penalty）方法ㅹǄ
൘变量选择ਁኅ的਼ᰦ，机ಘ学Ґ方法ҏ൘不ᯝ的ਁኅᆼழ，ަѝ Cortes
和 Vapnik（1995）[12]ᨀࠪ的支持向量机（Support Vector Machine，ㆰ〠 SVM），൘
数ᦞ的分类预测ѝᒯ⌋ᓄ⭘，ᰘ൘䟷⭘ᴰབྷ䰤䳄的䎵ᒣ䶒ሶ不਼类࡛的数ᦞ分
ᔰ，ᆳ不ն൘䀓ߣሿṧᵜ、非线性的数ᦞкާᴹՈ࣯，㘼ф൘儈㔤数ᦞѝ的分类
ѝᴹ⢩ᴹ的Ո࣯Ǆ䙊ᑨᡁԜ不ӵӵ㾱≲分类准确，ᡁԜᴤᜣ⸕䚃ᖡ૽分类的相
关变量，因↔，支持向量机与变量选择方法ᔰ࿻相结合ǄBradley和 Mangasarian
（1998）[13]ሶ SVM与 Lasso相结合˗ZhangㅹӪ（2006）[14]ሶ SCAD的惩罚ᓄ⭘
到Ҷ SVMѝ˗WangㅹӪ（2006）[15]ሶ Elastic Net惩罚与 SVM结合˗WangㅹӪ
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