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Kedem’s Comment [1] on our Letter [2] boils down to
the claim that because we did not consider imaginary or
complex weak values, our conclusions do not hold gen-
erally. The first example of analysis of complex weak
values, along the same lines as we have provided in our
Letter, was done by Knee and Gauger [4]. It was shown
that the same kind of inequality that Tanaka and Ya-
mamoto [5] and we [2] have derived still holds. In a follow
up paper [6], we proved that for any quantum operation
post-selection cannot improve estimation. The analysis
there, which is a straightforward generalization of that
we provided in [2], includes the most general evolution al-
lowed by quantum theory—a quantum operation. Thus,
it includes all possible experimental arrangements and
consequently includes any defined quantities such as real
weak values, imaginary weak value even quaternionic or
topological weak values, which, in our view, only seems
to obscure what is a simple problem of statistics.
Vaidman’s Comment [7] can be deconstructed in to
two distinct logical fallacies. Below we state the logical
fallacies, summarize them and then comment on them.
Part 1 (the straw man fallacy): Vaidman cherry
picks a quote from our Letter stating that “post-selection
cannot aid in detect and estimate” and then goes on to
quote experiments which claim the opposite.
Vaidman has a point that our wording “cannot aid”
might suggest to some that have not read and under-
stood our Letter that the experiments he cites are not
possible, whereas clearly they are possible since they were
performed. However, Vaidman is attacking a straw man
as this was the wrong interpretation of our comment.
Our intended meaning was that post-selection cannot aid
above and beyond the usual quantum limits for estima-
tion. In fact, we prove that post-selection and arranging
for a large weak value actually decrease estimation and
detection accuracy. Part 2 (the irrelevant conclu-
sion): Vaidman goes on to say that the reason our con-
clusion is questionable is that in optical implementations
of weak value amplification the total number of photons
is not the relevant number because of detector saturation.
We will argue that detector saturation is a red herring.
Vaidman claims that because in his particular experimen-
tal setup [3] the detector saturates at a power level less
than the laser, he only needs to count as a resource those
photons that are detected. This sentiment is equivalent
to the conclusion of Ref. [8] which Vaidman quotes “the
probability reduced by post-selection need not be consid-
ered....”
Of course, we are not the resource counting police and
one is free to count whatever resources one wishes; how-
ever, with post-selection, one can always ignore resources
which make one look bad. If we count all photons enter-
ing the experiment, then WVA is not optimal—this is
our result [2]. However, if we ignore the discarded data
and only count as a resource the post-selected data, then
WVA appears to improve matters. One might also note
that if we count only the money spent on winning lot-
tery tickets, our net income looks pretty good—the bank
disagrees, however.
There is also something more broadly interesting at
play here. In theoretical analyses, one must necessarily
ignore at least some experimental contingencies. Then,
when the optimal experiment is determined and imple-
mented, various work-arounds can be employed to cir-
cumvent these contingencies. However, and this is the
key point, the reason that one experiment outperforms
another is due to physics, not the particular way in which
some technical limitation was overcome and certainly not
the way the data was processed.
In a follow up paper [6], we formulated the following
desiderata for rigorous analysis of probabilistic metrology
(a generalization which includes WVA):
D1: Choose a performance metric, and apply it uni-
formly to all data.
D2: Include the success probability correctly in the
analysis. This should happen automatically if the
problem is set up properly.
D3: Compare the performance of probabilistic protocols
with deterministic protocols, using the same per-
formance metric for all cases. If possible, compare
with the optimal deterministic protocol, which sets
a quantum limit on estimation as measured by the
chosen performance metric.
If an analysis that adheres to these desiderata is to con-
clude that probabilistic metrology improves parameter
estimation it would require violating one of the following
two principles:
P1: A suboptimal strategy cannot achieve optimal per-
formance;
P2: Information cannot be increased by throwing some
of it away.
There is little reason to believe that the presence of de-
tector saturation, when analyzed properly, will invalidate
these principles. The onus is on the probabilistic metrol-
ogy and WVA community to detail how such obvious
principles can be violated. Results without the context
that comes from adhering to the desiderata have little call
on the attention of the quantum metrology community.
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