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Abstract.
We study Lie-Poisson actions on symplectic manifolds. We show that they are generated by
non-Abelian Hamiltonians. We apply this result to the group of dressing transformations in
soliton theories; we find that the non-Abelian Hamiltonian is just the monodromy matrix.
This provides a new proof of their Lie-Poisson property. We show that the dressing trans-
formations are the classical precursors of the non-local and quantum group symmetries of
these theories. We treat in detail the examples of the Toda field theories and the Heisenberg
model.
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0 Introduction.
Are quantum integrable models reducible to quantum group theory? This assertion is best
exemplified by the algebraic formulation of two-dimensional conformal field theories [1] but
remains uncertain for massive integrable models. On one hand, quantum groups [2, 3] and
their representation theory are now well understood although some of their relations with
the quantum algebraic Bethe Ansatz are still mysterious. On the other hand, a large number
of methods for studying integrable models have been developed, cf e.g. [4, 5], including the
most famous algebraic quantum inverse scattering method [6]. More recently, new develop-
ments have suggested the use of non-local symmetries for reformulating integrable models
as quantum group theories [7, 8, 9]. However, despite suggestive facts, the assertion is still
not established by any of these approaches.
The aim of this paper is to try to understand the occurrence of non-local symmetries
in classical soliton equations and their relations with semi-classical analogues of quantum
group symmetries.
We will deal with integrable soliton equations having a zero-curvature representation
and admitting a Hamiltonian formulation based on the standard transfer matrix formalism.
As is well known, this formulation ensures that the models possess integrals of motion in
involution. These integrals are computed from the monodromy matrix T as:
Hinvolution = tr(T )
Natural candidates for the non-local symmetries are the so-called dressing transformations
[10, 11, 13]. These are special transformations acting on the solution space of the soliton
equations or equivalently on the phase space. They form a usually infinite dimensional
symmetry group of the soliton equations. Moreover, this group possesses three remarkable
properties:
(a) Dressings are Lie-Poisson actions. In Hamiltonian mechanics one is usually used to
consider symplectic actions generated by Hamiltonians. Lie-Poisson actions are generaliza-
tions of this notion. Namely, they are actions of a Lie group, itself equipped with a Poisson
structure, such that the Poisson brackets transform covariantly. Contrary to the symplectic
actions, the Lie-Poisson actions are not generated by Hamiltonian functions but, as we will
show, by non-Abelian generalizations of them, which we refer to as non-Abelian Hamiltoni-
ans. This non-Abelian structure reflects the nature of the Poisson bracket on the Lie group
which, in its turn, is the semi-classical ancestor of the quantum group. The remarkable
property of the group of dressing transformations is that, if it is equipped with suitable
Poisson brackets, it defines a Lie-Poisson action on the phase space [13]. Moreover, as we
will prove, the non-Abelian Hamiltonian of these transformations is the monodromy matrix
of the models. This means that the generators of the infinitesimal dressing transformations
can be thought of as being:
Hdress = tr(X log T )
for any X in the Lie algebra of the dressing group. (A more precise formulation will be given
in the following.) This relation indicates that the transfer matrix can be reconstructed from
the “Hamiltonians” Hdress and Hinvolution.
(b) Dressings are non-local. This is true by construction. It implies that the charges
which generate the dressing transformations are also non-local. This non-locality is an
2
echo of the Poisson structure defined on the dressing group. Both facts have two related
consequences: (i) the dressing transformations are not linearly generated by the charges, and
(ii) the Poisson algebra of the charges is not the Lie algebra of the dressing group although
it is related: It is a semi-classical deformation of it. However, any algebraic relation in the
dressing Lie algebra, e.g. the Serre-like relations, yields a relation in the dressing Poisson
algebra.
(c) Dressings induce field multiplets. Because the dressing transformations map so-
lutions of the soliton equations into solutions, they provide a way to gather the fields into
non-local field multiplets [14, 15], alternatively named non-local blocks. For example, by
dressing local conserved currents one defines a set of non-local conserved currents which
form the current multiplets generating the dressing transformations. The field multiplets
are closed by dressing and form orbits of the dressing group. The number of multiplets is
therefore the number of orbits of the dressing group in the phase space. We do not know
under which conditions the quotient of the phase space by the dressing group reduces to a
finite number of points. (This notion is the classical analogue of the notion of rationality in
massive quantum field theory.) However, a few hints indicate that this is the case in some
models invariant under infinite dressing groups.
Section 1 deals with basic facts about Lie-Poisson actions. We generalize the notion of
the moment map and explain its relation with the above mentioned non-Abelian Hamilto-
nians. We give new proofs of the Lie-Poisson properties of the dressing transformations and
establish the relation between the non-Abelian Hamiltonians of these transformations and
the monodromy matrices
Section 2 is concerned with the dressing transformations in the Toda field theories. In
particular, we show how they provide a classical explanation of the occurence of quantum
group symmetries in two-dimensional conformal field theories. In this case the orbits of the
dressing group are in one-to-one correspondence with the fundamental highest weights of the
Lie algebra.
In Section 3 we study the Heisenberg model. We show that the Poisson algebra of the
dressing transformations is a semi-classical Yangian. We describe the relation between the
local conserved quantities and the generators of dressing transformations. In this case the
orbit space is likely to be reduced to a finite number of points (as local arguments indicate).
Moreover, the relation between the algebraic Bethe Ansatz and the representation theory of
the dressing group appears clearly.
Although dressing transformations and T au functions are intimately related, e.g. T au
functions are orbits of the dressing groups, we reserve their study for a future work.
1 Lie Poisson Actions and Dressing Transformations.
In this section we present a few basic facts about Lie-Poisson actions and dressing transfor-
mations. Some of them also appeared in [2, 13, 16, 17]. However, we feel that it is worth
explaining these results in a way perhaps more accessible to a physicist. We will also give
new proofs of these results. Let M be a sympletic manifold. We denote by { , }M the
Poisson bracket in M .
1a- Sympletic actions. Before describing Lie-Poisson actions, we recall some well known
facts about Hamiltonian actions [18, 19]. Let H be a Lie group and H its Lie algebra. The
action of a one parameter subgroup (ht) of H is said to be symplectic if for any functions f1
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and f2 on M ,
{f1(h
t.x), f2(h
t.x)}M = {f1, f2}M(h
t.x) (1)
Introducing the vector field X on M corresponding to the infinitesimal action, X.f(x) =
d
dt
f(ht.x)|t=0, the condition (1) becomes:
{X.f1, f2}M + {f1, X.f2}M = X.{f1, f2}M (2)
We have the standard property that the action of any one parameter subgroup of H is locally
Hamiltonian. This means that there exists a function HX , locally defined on M , such that:
X.f = {HX , f}M (3)
The proof is standard and is a particular case of the more general proof we will describe in
the following section. The global existence of HX is another state of affair.
The Hamiltonians HX are used to define the moment map. Namely, assume that they
are globally defined on M , depend linearly on X ∈ H, and are such that:
H[X,Y ] = {HX , HY }M
Then, the moment map P is a map from M to H∗, defined by:
P :M −→ H∗
P (x)(X) = HX(x) ; ∀ X ∈ H
Moreover, the symplectic action of H on M is transformed by P into the coadjoint action of
H on H∗:
HX(h.x) = H(AdHh).X(x), ∀ x ∈M ; ∀ X ∈ H ; ∀ h ∈ H
These are the properties we want to generalize to Lie-Poisson actions.
1b- Poisson-Lie groups. Assume now that H is a Poisson- Lie group. This means that H
is a Lie group equipped with a Poisson structure such that the multiplication in H viewed
as map H × H → H is a Poisson mapping. Let us be more explicit. Any Poisson bracket
{, }H on a Lie group H is uniquely characterized by the data of a H ⊗H-valued function:
h ∈ H → η(h) ∈ H ⊗H. Indeed, introducing a basis (ea) of H, the Poisson bracket for any
functions f1 and f2 on H can be written as :
{f1, f2}H(h) =
∑
a,b
ηab(h)(∇Ra f1)(h)(∇
R
b f2)(h) (4)
where η(h) =
∑
a,b η
ab(h)ea ⊗ eb and ∇Ra is the right-invariant vector field corresponding to
the element ea ∈ H:
∇Ra f(h) =
d
dt
f(eteah)
∣∣∣
t=0
In particular, if we take for f the matrix elements of a representation of H , we get
{h ⊗, h}H = η(h) · h⊗ h ; h ∈ H (5)
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The antisymmetry of the Poisson bracket (4) requires η12 = −η21, and the Jacobi identity is
equivalent to a quadratic relation for η which can be easily written down. The Lie Poisson
property of the Poisson brackets (5) is the requirement that they transform covariantly under
the multiplication in H ; e.g. for the right multiplication ρg(h) = hg this corresponds to the
equality of the following brackets:
{ρg(h) ⊗, ρg(h)}H×H = {h ⊗, h}H g ⊗ g + h ⊗, h {g ⊗, g}H
ρg({h ⊗, h}H) = η(hg) · hg ⊗ hg
Comparing these two equalities implies that η(h) is a cocycle [2]:
η(hg) = η(h) + Adh · η(g) (6)
The same cocycle condition is needed for the left multiplication to be a Lie Poisson mapping.
The bracket {, }H can be used to define a Lie algebra structure on H∗ by the following
formula:
[deφ1, deφ2]H∗ = de{φ1, φ2}H (7)
with deφ ∈ H∗ the differential of the function φ on H evaluated at the identity of H .
Introducing a basis (ea) in H∗, dual to the basis (ea) in H, the differential at the identity
can written as deφ =
∑
a e
a(∇Laφ)(e) ∈ H
∗ where ∇La are the left-invariant vector fields on
H i.e
∇La f(h) =
d
dt
f(hetea)
∣∣∣
t=0
In this basis, eq.(7) gives: [
ea, eb
]
H∗
= fabc e
c (8)
where the structure constants are fabc = (∇
L
c η
ab)(e). The Lie bracket eq.(8) satisfies the
Jacobi identity thanks to the Jacobi identity for the Poisson bracket in H . We denote by
H∗ the Lie group with Lie algebra H∗.
In the same way as the Poisson structure on H induces a Lie algebra structure on H∗, the
Lie algebra structure on H induces a Lie-Poisson structure on H∗. We denote by {, }H∗ these
Poisson brackets and by η∗ the corresponding cocycle: η∗(γ) =
∑
a,b η
∗
ab(γ)e
a⊗ eb ∈ H∗⊗H∗.
It is characterized by the property that:
(∇dLη
∗
ab)(e) = C
d
ab
where Cdab are the structure constants of H in the basis (ea) ∈ H.
1c- The action of a Poisson-Lie group on a symplectic manifold. The action of a
Poisson-Lie group on a symplectic manilfold is a Lie-Poisson action if the Poisson brackets
transform covariantly; i.e. if for any h ∈ H and any function f1 and f2 on M ,
{f1(h.x), f2(h.x)}H×M = {f1, f2}M(h.x) (9)
The Poisson structure on H ×M is the product Poisson structure.
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Let X ∈ H and denote also by X the vector field onM corresponding to the infinitesimal
transformation generated by X . By duality, this defines, for any function f on M, a covector
ζf , taking values in H∗ by:
X.f(x) =
d
dt
f(etX .x)|t=0 = < ζf(x), X >
where <,> denote the pairing between H and H∗. The infinitesimal form of (9) is then:
{X.f1, f2}M + {f1, X.f2}M + < [ζf1, ζf2]H∗ , X > = X.{f1, f2}M (10)
or equivalently,
{ζf1, f2}M + {f1, ζf2}M + [ζf1, ζf2]H∗ = ζ{f1,f2}M
Introducing two dual basis of the Lie algebras H and H∗, ea ∈ H and e
a ∈ H∗ with
< ea, eb >= δ
a
b , eq. (10) becomes:
{ea.f1, f2}M + {f1, ea.f2}M + f
bd
a (eb.f1)(ed.f2) = ea.{f1, f2}M (11)
It follows immediately from eq.(10) that a Lie-Poisson action cannot be Hamiltonian unless
the algebra H∗ is Abelian.
However, in general, we have a non-Abelian analogue of the Hamiltonian action eq . (3) [16].
Proposition. There exists a function Γ, locally defined on M and taking values in the
group H∗, such that for any function f on M ,
X.f = < Γ−1 {f,Γ}M , X > , ∀ X ∈ H (12)
or equivalently,
ζf(x) = Γ
−1 {f,Γ}M(x)
We will refer to Γ as the non-Abelian Hamiltonian of the Lie-Poisson action.
The proof is the following. Introduce the Darboux coordinates (qi, pi). Let Ω = ea Ωa be the
H∗-valued one-form defined by Ωa = eq
i
a dp
i − ep
i
a dq
i where eq
i
a , e
pi
a are the components of the
vector field ea, ea = e
qi
a ∂qi+e
pi
a ∂pi . Eq. (10) is then equivalent to the following zero-curvature
condition for Ω:
dΩ + [Ω,Ω]H∗ = 0
Therefore, locally on M , Ω = Γ−1 dΓ. This proves eq.(12).
The converse is true: an action generated by a non-Abelian Hamiltonian as in eq.(12) is
Lie-Poisson since then we have:
X.{f1, f2}M − {X.f1, f2}M − {f1, X.f2}M
= <
[
Γ−1{f1,Γ}M , Γ
−1{f2,Γ}M
]
H∗
, X >
The moment map P for the Lie-Poisson action is defined by:
P :M −→ H∗ (13)
x −→ Γ(x) with Γ(x) = exp (−Q(x)) .
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We refer to the H∗-valued functions Q(x) as the charges generating the Lie-Poisson action.
The transformation (12) can alternatively be written in terms of the charges Q as follows.
Let ωa be the component of the Maurer-Cartan form in H∗, γ−1dγ = ωa dqa, in the local
coordinate system qa specified by the exponential map, γ = exp(−qaea) ∈ H∗. Let Qa and
Ωa be the pull-back of qa and of ω
a by P, i.e. Qa = P∗qa, Γ = exp(−Qaea) = P∗γ and
Ωa = P∗ωa, then,
X.f(x) = < Ωa(Q(x)) {Qa, f}M(x), X > (14)
Or explicitely,
X.f(x) = <
[
exp(AdH∗Q(x))− 1
AdH∗Q(x)
]
· {Q, f}M(x) , X >
As Γ is the pull-back of an element γ ∈ H∗ by P, it is natural to require for the Poisson
brackets in M of the functions Γ to be the pull-back of the Poisson brackets of the γ’s in the
group H∗:
{Γ ⊗, Γ}M = P
∗ { γ ⊗, γ}H∗ = η
∗(Γ) · Γ⊗ Γ (15)
Proposition. Assuming this relation implies that the action defined in eq.(12) is a repre-
sentation of H on the space of functions f on M :
(XY − Y X) · f =< Γ−1{f,Γ, }M , [X, Y ]H > (16)
This is proved by noticing that
(XY − Y X).f =< (AdΓ−1)12{f, η12(Γ)}M , X1Y2 >
and using that (∇dLη
∗)(γ) = Adγ · (∇dLη
∗)(e) as follows from the cocycle condition. The
converse is also true: requiring the relation (16) implies the Poisson brackets (15) for Γ.
1d- The groups G and G∗. As a preparation to our study of dressing transformations, we
apply the previous results to a more specific situation.
The group G: Let G be a Lie algebra with a bilinear invariant form denoted by tr. Let G
be its connected Lie group. We choose an orthonormal basis in G; ta ∈ G, tr(tatb) = δab and[
ta, tb
]
= fabc t
c where fabc are the structure constants of G. We denote by C =
∑
a t
a ⊗ ta the
tensor Casimir in G ⊗ G.
Following Sklyanin [20], the group G is equipped with a Poisson structure as follows. Let
r± ∈ G ⊗ G, r± =
∑
a,b r
±
abt
a ⊗ tb, with r+12 = −r
−
21 and r
+ − r− = C, be two solutions of the
classical Yang-Baxter equation:[
r±12, r
±
13
]
+
[
r±12, r
±
23
]
+
[
r±13, r
±
23
]
= 0 (17)
Eq.(17) is an equation in G ⊗G ⊗G, and the indices on r± refer to the copies of G on which
r± is acting. Using the bilinear form tr to identify the vector spaces G∗ and G, the elements
r± of G ⊗ G can be mapped into elements R± ∈ G ⊗ G∗ ∼= EndG defined by [12]:
R±(X) = tr2
(
r±12(1⊗X)
)
; ∀ X ∈ G (18)
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Note that we have R+ − R− = Id. The Sklyanin bracket is then defined for any functions
f1 and f2 on G by
{f1, f2}G =
∑
a,b
(
r±ab(∇
a
Rf1)(∇
b
Rf2) − r
±
ab(∇
a
Lf1)(∇
b
Lf2)
)
where ∇aL,R denote the left (right) invariant vector fields corresponding to the elements
ta ∈ G. Taking as functions the matrix elements in some representation of G, we have:
{ x ⊗, x }G =
[
r± , x⊗ x
]
; x ∈ G (19)
In eq.(19) we can choose to use either r+ or r− as the difference is the tensor Casimir.
Comparing with the general situation described above, we see that the cocycle η is here a
coboundary η(x) = r± − Adx. r±.
The group G∗: The Poisson bracket (19) on G induces a Lie algebra structure on G∗ by
the formula (7). Again, identifying the vector spaces G and G∗ by means of tr, the brackets
on G∗ read [12]:
[ X, Y ]R =
[
R±(X), Y
]
+
[
X,R∓(Y )
]
=
1
2
(
[R(X), Y ] + [X,R(Y )]
)
(20)
with R = R+ +R−. The Jacobi identity for the commutators (20) follows from the classical
Yang-Baxter equation for r± . It also implies that R± are Lie algebra homorphisms from G∗
to G. In particular, G± = ImR± are subalgebras of G, and r± ∈ G± ⊗ G∓. The group G∗
and the algebra G∗ are related to a factorization problem in G specified by the matrices R±.
First consider G∗; because R+ − R− = Id, any X ∈ G admits a unique decomposition as :
X = X+ −X− with X± = R
±(X) = tr2
(
r±(1⊗X)
)
(21)
In terms of the components X+ and X−, the commutator in G∗ becomes:
[ X, Y ]R = [X+, Y+] − [X−, Y−]
In particular, the plus and minus components commute in G∗. We denote by G∗ the corre-
sponding group. By exponentiation, the group G∗ is made of the couples (g−, g+) with the
composition law,
(g−, g+) · (h−, h+) = (g−h−, g+h+), (22)
Just as G ≃ G∗ as vector spaces, we have G ≃ G∗ as manifolds: (g−, g+) ∈ G∗ → g =
g−1− g+ ∈ G. Equivalently, any elements g ∈ G (in a neighbourhood of the identity) admits a
unique factorization as:
g = g−1− g+ with (g−, g+) ∈ G
∗ (23)
Notice the analogy between the definition of G∗ and the standard notion of normal order in
quantum field theory. The plus and minus component of g ∈ G in G∗ can be thought as the
positive and negative “frequency part” of g. The product in G∗ is then the product of the
Wick ordered objects g =: g−1− g+ : and h =: h
−1
− h+; i.e. : g
−1
− g+ h
−1
− h+ :=: (g−h−)
−1g+h+ :.
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The group G∗ itself becomes a Poisson-Lie group if we introduce on it the Semenov-Tian-
Shansky Poisson bracket [13]:
{g+ ⊗, g+}G∗ = −
[
r±, g+ ⊗ g+
]
{g− ⊗, g−}G∗ = −
[
r∓, g− ⊗ g−
]
{g− ⊗, g+}G∗ = −
[
r−, g− ⊗ g+
]
{g+ ⊗, g−}G∗ = −
[
r+, g+ ⊗ g−
]
(24)
or, for the factorized element g = g−1− g+:
{g ⊗, g}G∗ = −(g ⊗ 1)r
+(1⊗ g) − (1⊗ g)r−(g ⊗ 1)
+(g ⊗ g)r± + r∓(g ⊗ g). (25)
The multiplication in G∗ is a Poisson map for the brackets (24). The group G∗ is therefore
a Poisson-Lie group. Notice that, as it should be, the Lie algebra structure induced by the
Poisson brackets (25) on the dual of G∗, i.e. on G, is the original structure on G.
The action of G∗ on G. This is a part of the multiple relations between G and G∗ forming
the theory of the classical double [2, 13]. We consider the action of G∗ on G defined, for any
(g−, g+) ∈ G∗, as follows:
(g−, g+) ∈ G
∗, x ∈ G → xg = (xgx−1)± x g
−1
± ∈ G with g = g
−1
− g+ (26)
The two signs give the same result for xg. First, we have to justify that this is really an action
of G∗ on G, i.e. we have to prove that the composition law of the transformations eq.(26)
is the same as the composition law in G∗. Therefore, consider two elements g = g−1− g+ and
h = h−1− h+ and transform successively an element x ∈ G: x→ x
g → (xg)h; we have [13, 21]:
xg = Θg± x g
−1
± with Θ
g
± =
(
xgx−1
)
±
(27)
(xg)h = Θhg± x
g h−1± with Θ
hg
± =
(
xghxg −1
)
±
The factorization of (xghxg −1) can be written as follows:
(Θhg− )
−1Θhg+ ≡ x
ghxg −1 = Θg− x (h−g−)
−1(h+g+) x
−1Θg+
−1
or, equivalently,
Θhg± Θ
g
± =
(
x (h−g−)
−1(h+g+) x
−1
)
±
Inserting this formula into eq.(27) proves that the multiplication law for the dressing trans-
formations is the same as in G∗.
One of the main property of this action is that it is a Lie-Poisson action of G∗ on G if
the groups G and G∗ are equipped with the Poisson structures defined in eqs.(19) and (24);
i.e. we have:
{xg ⊗, xg}G×G∗ =
[
r± , xg ⊗ xg
]
This was proved in [13] using the classical double. We will give another proof of this fact
below.
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The infinitesimal form of eq.(26) is for any X ∈ G, with X = X+ −X−:
δX x = Y± x− x X± with Y± = (xXx
−1)± (28)
Proposition. The non-Abelian Hamiltonian of the transformations (26), which is an ele-
ment of G∗∗ ∼= G, is the group element itself, i.e.:
δX x = tr2
(
(1⊗Xx−1) {x ⊗, x}G
)
∀X ∈ G, ∀x ∈ G (29)
Indeed, from eq.(19) we have, ∀ X ∈ G:
tr2
(
(1⊗Xx−1){x ⊗, x}G
)
= tr2
(
r±(1⊗ xXx−1)
)
x− x tr2
(
r±(1⊗X)
)
= (xXx−1)± x− xX± = δX x (30)
In the last step we used eq.(18). It is a remarkable fact that there exists a non-Abelian
Hamiltonian since the group G with the Sklyanin bracket is not a symplectic manifold.
The existence of a non-Abelian Hamiltonian for these transformations gives a two-line proof
of their Lie Poisson property. Indeed, using the Jacobi identity for {, }G, we have:
δX{x1, x2}G − {δXx1, x2}G − {x1, δXx2}G
= tr0
(
X0
[
x−10 {x1, x0}G , x
−1
0 {x2, x0}G
])
where we put x0 = x⊗ 1⊗ 1, x1 = 1⊗ x⊗ 1 and x2 = 1⊗ 1⊗ x; it is just eq.(10).
1e- The dressing transformations. Dressing transformations are special symmetries
of soliton equations which admit a Lax representation [10, 11]. Namely, consider a set of non-
linear differential equations for some fields φ(x, t), which can be written as a zero-curvature
condition: [
Dµ [φ] ,Dν [φ]
]
= 0 (31)
for a connexion Dµ [φ] = ∂µ − Aµ [φ] depending on the fields φ. The connexion Aµ [φ] is
usually called the Lax connexion; it belongs to some Lie algebra G and its form depends
on the soliton equations. The zero-curvature eq.(31) is the compatibility condition for an
auxiliary linear problem:
(∂µ − Aµ)Ψ(x, t) = 0 (32)
where the wave function Ψ(x, t) takes values in the group G. Due to the zero-curvature
condition, the Lax connexion is a pure gauge: Aµ =
(
∂µΨ
)
Ψ−1. The wave function Ψ(x, t)
is defined up to a right multiplication by a space-time independent group element. This
freedom is fixed by imposing a normalization condition on Ψ; e.g. Ψ(0) = 1.
Suppose now that the soliton equations (31) admit an Hamiltonian formulation [6, 4]
and moreover that the Poisson brackets of the components of the Lax connexion (which are
deduced from those of the fields φ) give rise to the Sklyanin brackets for the function Ψ(x, t):{
Ψ(x) ⊗, Ψ(x)
}
=
[
r± , Ψ(x)⊗Ψ(x)
]
(33)
where r± ∈ G ⊗ G are solutions of the classical Yang-Baxter equation. As we explained in
the previous section, the matrices r± can be used to define two subalgebras G± of G and the
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associated factorization problems, either in the algebra G: X = X+−X− or in the group G:
g = g−1− g+.
For any g = g−1− g+ ∈ G, a dressing transformation consists in transforming the variables
Ψ(x, t) to the variables Ψg(x, t) defined by
Ψg = Θ± Ψ g
−1
± (34)
where the group elements Θ± are solutions of the factorization problem:
Θ−1− Θ+ = Ψ g Ψ
−1 (35)
Notice that the two signs give the same result in eq.(34). Also this transformation preserves
the normalization condition Ψ(0) = 1. The action on the wave function eq.(34) induces a
gauge transformation on the Lax connexion : Aµ = (∂µΨ) Ψ
−1 is transformed into Agµ =
(∂µΨ
g) Ψg −1 with:
Agµ = (∂µΘ±)Θ
−1
± + Θ±AµΘ
−1
± (36)
In general [10, 13], and as we will illustrate by examples in the following sections, the factor-
ization problem is constructed in such a way that the form of the Lax connexion is preserved
by the dressing transformations. This is the main property of these transformations. It
implies that they form a (usually called “hidden”) symmetry group of the soliton equations.
The transformations (34) are similar to the action of G∗ on G we considered in previous
sections. Therefore,
—(i) the commutation relations of the dressing transformations are those of G∗ (in particular
the plus and minus components commute),
—(ii) the action of G∗ on the phase space induced by eq. (34) is a Lie Poisson action if the
dressing group is equipped with the Semenov-Tian-Shansky’s bracket.
—(iii) the non-Abelian Hamiltonian of the Lie-Poisson action (34) is the monodromy matrix.
This matrix is T (L) = Ψ(L)Ψ−1(0), with 0 and L the two boundary values of the coordinate
x. Using the ultralocality property, its Poisson bracket with the wave function is:{
Ψ(x) ⊗, T (L)
}
=
(
1⊗ T (L)Ψ−1(x)
)[
r± , Ψ(x)⊗Ψ(x)
]
Therefore, in the same way as in eq.(30), we have:
tr2
(
1⊗XT−1(L)
{
Ψ(x) ⊗, T (L)
})
=
(
Ψ(x)XΨ−1(x)
)
±
Ψ(x)−Ψ(x)X±
= δX Ψ(x)
for any X ∈ G. This proves that T (L) is the non-Abelian Hamiltonian. We will illustrate
this relation in various ways in the following.
2 Example 1: Dressings in the Toda field Theories.
In this section, we apply the previous results to describe the dressing transformations in Toda
field theories. The dressing transformations in the Toda field theories reflect an invariance
of these models under a semi-classical version of the quantum algebras Uq(G
∗). It provides
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a simple explanation of the occurence of quantum groups in conformal field theory. Some of
these results were announced in [25].
2a- The Toda field theories. Let us first fix the notations. Let G be a semi-simple Lie
algebra equipped with its Killing form denoted by (, ) = tr. We denote byG its Lie group. Let
H be a Cartan subalgebra of G, G = N−⊕H⊕N+ the Cartan decomposition, G = N− H N+
the corresponding Gaussian decomposition and B± = HN± the Borel subgroup. We denote
by (e−i , α
∨
i , e
+
i ), i = 1, · · · , rankG, the generators associated to the simple roots αi of G,
αi ∈ H. They satisfy: [
α∨i , α
∨
j
]
= 0[
α∨i , e
±
j
]
= ± αj(α
∨
i ) e
±
j[
e+i , e
−
j
]
= δij α
∨
i
and
(
ad e±i
)1−aij
e±j = 0 for i 6= j, with aij = αj(α
∨
i ) the Cartan matrix of G. The algebra
G can be equipped with a natural gradation, sometimes called the principal gradation. It is
specified by setting deg(α∨i ) = 0; deg(e
±
i ) = ±1.
We denote by (x, t) the space-time coordinates and by x± = x ± t, the light-cone coor-
dinates. We consider the model on a cylinder of radius L (therefore, x goes from 0 to L).
Let Φ(x, t) be a field taking values in the Cartan subalgebra H. The Toda field equations
for Φ(x, t) are:
∂µ∂µ Φ(x, t) =
1
2
∑
i
α∨i exp
[
2αi
(
Φ(x, t)
)]
(37)
The sum in eq.(37) is over the simple roots of G. As is well known, eq.(37) admits a Lax
representation. The Toda equations of motion (37) are equivalent to the zero curvature
condition,
[
Dµ,Dν
]
= 0 for the Lax connexion, Dµ = ∂µ − Aµ, defined by,
Dx+ = ∂x+ + ∂x+Φ + e
adΦ E+
Dx− = ∂x− − ∂x−Φ + e
−adΦ E− (38)
with E± =
∑
i e
±
i . Note that deg(E±) = ±1. Let, as in the previous section, Ψ(x, t) be
the normalized wave function; it is specified by (∂µ − Aµ)Ψ(x, t) = 0 and the normalization
condition Ψ(0) = 1.
The Toda field theories are Hamiltonian systems. The Poisson brackets between the field
Φ(x, t) and its conjugate momentum Π(x, t) are introduced in the usual way. As is well
known it implies the following Poisson brackets for the G-valued function Ψ(x, t):{
Ψ(x) ⊗, Ψ(x)
}
=
[
r± , Ψ(x)⊗Ψ(x)
]
The matrices r± are given by [22, 23]:
r± = ±
(∑
i
Hi ⊗Hi + 2
∑
α>0
E±α ⊗ E∓α
)
(39)
with Hi an orthonormalized basis of H and E±α the normalized Chevalley generators. The
sum
∑
α>0 is over all the positive roots of the algebra G. The matrices r
± are solutions of
the classical Yang-Baxter equation (17).
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2b- Dressing transformations in the Toda models. The dressing transformations
are associated to a factorization problem in the group G. For the Toda field theories,
this factorization is specified by the classical r± - matrices given in eq.(39). It can be
described as follows. Any element g ∈ G admits a unique decomposition as g = g−1− g+ with
g± ∈ B± = HN± and such that g− and g+ have inverse components on the Cartan torus. In
practice it is given by half splitting the Gaussian decompostion of g. The infinitesimal version
of this factorization problem consists in decomposing any element X ∈ G as X = X+ −X−
with X± ∈ (H⊕N±) such that X+ and X− have opposite components on H.
The dressing transformations are defined as in eqs.(34) and (35): Ψ(x) → Ψg(x) =
Θ±Ψ(x)g
−1
± with Θ
−1
− Θ+ = Ψ(x)gΨ
−1(x). They induce gauge transformations on the Lax
connexion : Aµ = (∂µΨ) Ψ
−1 is transformed into Agµ = (∂µΨ
g) Ψg −1. The factorization
problem described above is cooked up such that the form of the Lax connexion is preserved
by these transformations. The proof of this statement essentially relies on the fact that the
gauge transformations (36) can be implemented using either Θ− or Θ+. One first shows that
the degrees of the components of the Toda Lax connexion are preserved by the dressing and
then, one verifies that the connexion can be written as in eq.(38).
The (non-local) gauge transformations eq.(36) of the Lax connexion induce transforma-
tions of the Toda fields Φ(x, t). Because the form of the Lax connexion is preserved by
these transformations, the induced actions map a solution of the Toda equations Φ(x, t) into
another solution Φg(x, t) (which, in general, possess non-trivial topological numbers). The
transformations of the Toda fields can be described as follows. Factorize Θ± as :
Θ± = (ΨgΨ
−1)± = K
g
± M
g
±
with Mg± ∈ N± and K
g
± ∈ H . According to the factorization problem, the components of
Θ− and Θ+ on the Cartan torus are inverse: K
g
−K
g
+ = 1. Put K
g
± = exp∆
g
± with ∆
g
± ∈ H:
∆g− +∆
g
+ = 0. Then, by looking at the exact expression of the transformed Lax connexion
Agµ, one deduces that:
Φg = Φ−∆g+ = Φ +∆
g
− (40)
By construction, if Φ is a solution of the Toda equations, so is the dressed field Φg. The
relation between Φg and Φ is non-local because ∆g± are expressed in a non-local way in terms
of Φ. We have: exp(±2λmax(∆
g
±)) = 〈λmax|ΨgΨ
−1|λmax〉, for any highest weight λmax.
We explicitly checked in [25] that the action defined in eq.(34) is a Lie Poisson action
provided that the group G∗ is equipped with the Semenov-Tian-Shansky Poisson brackets
(24).
2c- Dressings of the chiral fields. If G possesses highest weight representations, the Toda
field equations admit a remarkable chiral splitting. Requiring that the Kac-Moody algebra
possesses integrable highest weight representations selects the finite dimensional Lie algebras
or the affine algebras but excludes the loop algebras. Let us denote by ρ a highest weight
vector representation of G acting on the linear space V , and by |λmax〉 its highest weight
vector. To any representation ρ we associate two fields, ξ(x, t) and ξ(x, t), taking values in
V and in its dual V ∗. They are defined by:
ξ(x) = 〈λmax|
(
e−Φ(x) Ψ(x)
)
(41)
ξ(x) =
(
Ψ−1(x) e−Φ(x)
)
|λmax〉 (42)
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ξ(x) is a line vector, ξ(x) is a column vector. The Toda field equations imply that these
fields are chiral: ∂x−ξ = ∂x+ξ = 0. The Toda fields Φ(x) can be reconstructed from the fields
ξ(x) and ξ(x):
exp
(
− 2λmax(Φ)(x)
)
= ξ(x) . ξ(x)
The Poisson brackets between the fields ξ(x) and ξ(x) are derived from the Sklyanin brackets
(33) as in [24]. They are the following semi-classical exchange relations:{
ξ(x) ⊗, ξ(y)
}
= −ξ(x)⊗ ξ(y)r± ; for x >< y{
ξ(x) ⊗, ξ(y)
}
= −r∓ξ(x)⊗ ξ(y) ; for x >< y{
ξ(x) ⊗, ξ(y)
}
=
(
ξ(x)⊗ 1
)
r−
(
1⊗ ξ(y)
)
; ∀ x, y{
ξ(x) ⊗, ξ(y)
}
=
(
1⊗ ξ(y)
)
r+
(
ξ(x)⊗ 1
)
; ∀ x, y
Proposition. The action on the chiral fields ξ(x, t) and ξ(x, t) induced by the dressing
transformation is remarkably simple:
ξg(x, t) = ξ(x, t) . g−1−
ξ
g
(x, t) = g+ . ξ(x, t) (43)
It gives another formula for the dressed Toda fields:
exp
(
− 2λmax(Φ
g)(x)
)
= ξ(x).g.ξ(x)
The transformation properties of the chiral fields ξ(x, t) and ξ(x, t) shows clearly that
the plus and minus components in G∗ commute. Note that the g± components of g act
separately on the two chiral sectors. The proof of eq.(43) is very simple:
ξg = 〈λmax|
(
e−Φ
g
Ψg
)
= e−λmax(Φ
g) 〈λmax|
(
Θ− Ψ
)
g−1−
= e−λmax(Φ
g−Φ−∆g
−
) 〈λmax|
(
e−Φ Ψ
)
g−1−
= ξ . g−1− (44)
In eq.(44) we implemented the transformation using Θ− and g−, and we used the property
that |λmax〉 is a highest weight vector and the relation (40). The transformation law eq.(43)
of the chiral fields probably provides the simplest way to derive the Poisson structure (24)
of the dressing group.
2d- Non-local charges and the monodromy matrix. Let us first check that the mon-
odromy matrix T = Ψ(L) is the non-Abelian Hamiltonian generating the dressing transfor-
mations. The Poisson brackets between the chiral fields and the monodromy matrix are:
{ξ(x) ⊗, T} = −ξ(x)⊗ T r−
{ξ(x) ⊗, T} = (1⊗ T )r+(ξ(x)⊗ 1)
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Therefore, by a direct computation, we find, for any X ∈ G:
tr2
(
1⊗XT−1 {ξ(x) ⊗, T}
)
= −ξ(x)X− = δXξ(x)
tr2
(
1⊗XT−1 {ξ(x) ⊗, T}
)
= X+ξ(x) = δXξ(x) (45)
Eqs.(45) are the infinitesimal actions of the dressings (43) by g ≃ 1 +X+ −X−.
As explained in Sect. 1, the Poisson algebra of the charges which generate the dressing follow
from the Poisson brackets of the monodromy matrix:
{T ⊗, T} = [rǫ, T ⊗ T ]
To give a more precise description of this algebra, we introduce a more adequate parametrisa-
tion of the monodromy matrix T . This parametrization is obtained by factorizing T = T−1− T+
with:
T± = D
±1M± with D ∈ expH, M± ∈ expN±
The Poisson brackets for the matrix T then become
{D ⊗, D} = 0
{M± ⊗, D}(M
−1
± ⊗D
−1) = ±
1
2
∑
i
(
M±HiM
−1
± ⊗Hi −Hi ⊗Hi
)
{M+ ⊗, M−} = 0
{M± ⊗, M±}(M
−1
± ⊗M
−1
± ) =
(
rǫ −M± ⊗M±r
ǫM−1± ⊗M
−1
±
) ∣∣∣
N±⊗N±
Notice that the Poisson brackets between M+ and M− are zero and that the matrix D is a
generating function for charges in involution. The matrices T± are related to the charges Qi
and Q±α by:
D2 = exp
(∑
i
QiHi
)
M± = exp
(
2
∑
α>0
Q±αE±α
)
Proposition. The dressing Poisson algebra is generated by the charges Q∨i = (α
∨
i , Q) =∑
j(α
∨
i , Hj)Qj and Q±αi , where αi are the simple roots. The only relations among these
generators are:
{Q∨i , Q
∨
j } = 0
{Q∨i , Q±αj} = ±aijQ±αj
{Q±αi, Q∓αj} = 0 (46)
plus the deformed Serre-like relations:∑
0≤2k≤1−aij
B2kij Q
2k
±αi {Q±αi , {· · · , {Q±αi︸ ︷︷ ︸
1−aij−2k factors
, Q±αj} · · ·} = 0 (47)
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where the Bij-coefficients are given by the generating function Bij(x):
Bij(x) =
∑
0≤2k≤1−aij
B2kij x
2k =
∏
0≤2p≤−aij
(
1− (αi, αj + pαi)
2 x2
)
For the proofs see [26]. Eqs.(47) are exactly the semi-classical limits of the quantum
Serre relations. As it should be this Poisson algebra is the semi-classical limit of Uq(G∗) ≃
Uq(B+)× Uq(B−), which is not quite the same as the semi-classical limit of Uq(G).
The action of these charges on the chiral fields is described as follows:
{ξ(x), Qi} = ξ(x) ·Hi
{ξ(x), Qαi}+ (ξ(x) ·Hαi)Qαi = ξ(x) · E−αi
{ξ(x), Q−αi} = 0
Similarly with the other chirality. The extra piece in the bracket between the charges Qαi
and the chiral fields arises from the non-locality of the charges: it reflects the semi-classical
exchange relations between the chiral fields and the non-local currents.
The fields ξ(x, t) and ξ(x, t) are the classical analogues of the field multiplets which
transform covariantly under the action of the quantum group symmetry in the WG-invariant
conformal field theories, (theories which include the minimal conformal models for G = su(2))
[28, 29].
3 Example 2: The Heisenberg Model.
As a second example, we consider the Heisenberg chain. We restrict ourselves to the isotropic
case, although the same considerations also apply to the non isotropic cases. Besides being
one of the simplest and most studied model, our present interest lies in the fact that the
group of dressing transformations is infinite dimensional. We will show that the Poisson
algebra of these transformations form a Yangian. Recall that according to Drinfeld [2], the
Yangian Y (G) is an associative algebra with unity generated by the elements Q0i and Q
1
i
with the defining relations [
Q0i , Q
0
j
]
= fijkQ
0
k[
Q0i , Q
1
j
]
= fijkQ
1
k[
Q1i ,
[
Q1j , Q
0
k
]]
−
[
Q0i ,
[
Q1j , Q
1
k
]]
= Aijklmn{Q
0
l , Q
0
m, Q
0
n}sym[[
Q1i , Q
1
j
]
,
[
Q0k, Q
1
l
]]
+
[[
Q1k, Q
1
l
]
,
[
Q0i , Q
1
j
]]
= (Aijrstufklr − A
klr
stufijr){Q
1
s, Q
0
t , Q
0
u}sym (48)
where fijk are the structure constants of G, A
ijk
rst =
1
24
firafjsbfktcf
abc and {x1, x2, x3}sym =∑
i 6=j 6=k xixjxk. It is a Hopf algebra with comultiplication
∆Q0i = Q
0
i ⊗ 1 + 1⊗Q
0
i
∆Q1i = Q
1
i ⊗ 1 + 1⊗Q
1
i −
1
2
fijkQ
0
j ⊗Q
0
k (49)
The antipode and the counit can be deduced from this comultiplication. The Yangian Y (G)
acts on the fields Φ through the adjoint action, which for the generators Q0i and Q
1
i is given
16
by:
(AdQ0i ) · Φ = [Q
0
i ,Φ]
(AdQ1i ) · Φ = [Q
1
i ,Φ] +
1
2
fijk[Q
0
j ,Φ]Q
0
k (50)
Our purpose is to obtain the semiclassical version of the above formulae by investigating
the group of dressing transformations in the Heisenberg model.
3a- Definition of the model. We start with the definition of the model. Consider a spin
variable S(x):
S(x) =
3∑
i=1
Si(x)σi with
3∑
i=1
Si(x)2 = s2
where the σi are the Pauli matrices with [σi, σj ] = 2iǫijkσk and tr(σjσk) = 2δjk. Introduce
the Poisson bracket
{Si(x), Sj(y)} = ǫijkSk(x)δ(x− y)
The Hamiltonian is
I1 = −
1
4
∫ L
0
dx tr(∂xS∂xS)
The equations of motion deduced from this Hamiltonian read
∂tS = −
i
2
[S, ∂2xS] =
i
2
∂x[Sx, S] (51)
Notice that these equations are the conservation laws for a su(2)-valued current. The inte-
grability of the Heisenberg model relies on the fact that the equations (51) can be written
as a zero curvature condition (
∂x + Ax
)
Ψ(x, λ) = 0(
∂t + At
)
Ψ(x, λ) = 0
with Lax connexion:
Ax =
i
λ
S(x)
At = −
2is2
λ2
S(x) +
1
2λ
[S(x), ∂xS(x)] (52)
The Lax connexion (52) is an element of the su(2) loop algebra ˜su(2) = su(2)⊗ C [λ, λ−1].
An important ingredient is the transport matrix T (x, λ); it is defined as
Ψ(x, λ) = T (x, λ)Ψ(0, λ)
T (x, λ) = P exp
[
−
∫ x
0
Ax(y, λ)dy
]
(53)
The monodromy matrix T (λ) is simply T (L, λ). As is well known, the importance of the
monodromy matrix lies in the fact that one can calculate the Poisson bracket of its matrix
elements. One finds [20]:
{T (λ) ⊗, T (µ)} = 1
2
[r(λ, µ), T (λ)⊗ T (µ)] (54)
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where
r(λ, µ) =
∑
i σi ⊗ σi
λ− µ
(55)
From this result, it follows that tr(T (λ)) generates quantities in involution.
3b- The transfer matrix and the local conserved charges. From its definition, T (x, λ)
is analytic in λ with an essential singularity at λ = 0. From eq.(53), we can easily find an
expansion around λ =∞:
T (x, λ) = 1− i
λ
∫ x
0
dyS(y)− 1
λ2
∫ x
0
dyS(y)
∫ y
0
dzS(z) · · ·
This development in 1/λ has an infinite radius of convergence. We will study it later in more
details in relation with the dressing transformations.
To find the structure of T (x, λ) around λ = 0 is more delicate but important as it provides
the local conserved charges in involution. The main point [6] is to notice that there exists a
local gauge transformation, regular at λ = 0, such that
T (x, λ) = g(x)D(x)g−1(0) (56)
where D(x) is a diagonal matrix: D(x) = exp(id(x)σ3). We can choose g to be unitary, and,
since g is defined up to a diagonal matrix, we can require that it has a real diagonal:
g =
1
(1 + vv)
1
2
(
1 v
−v 1
)
The differential equation for T becomes a differential equation for g and d:
g−1∂xg + i(∂xd) σ3 +
i
λ
g−1Sg = 0 (57)
Projecting eq.(57) on the Pauli matrices σi’s gives differential equations for v and d:
∂xv = −
i
λ
(S− + 2vS3 − S+v
2)
∂xd =
1
2λ
(−2S3 + vS+ + vS−)
The first of these equations is a Ricatti equation for v(x). Expanding in λ the functions v(x)
and d(x) as:
∂xd(x) = −
s
λ
+
∞∑
n=0
ρn(x)λ
n
v(x) =
∞∑
n=0
vn(x)λ
n ; v0 =
S3 − s
S+
The Ricatti equation (57) becomes:
2is vn+1 = −v
′
n + iS+
n∑
m=1
vn+1−mvm
ρn =
1
2
(vn+1S+ + vn+1S−) (58)
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Note that v(x) is regular at λ = 0. Equations (58) recursively determine the functions vn(x)
and ρn(x) as local functions of the dynamical variables S
i(x). This describes the asymptotic
behaviour of T (λ) at λ = 0. The asymptotic series become convergent if we regularize the
model by discretizing the space interval.
Concerning the monodromy matrix T (λ), since g(x) is local and if we assume periodic
boundary conditions, we can write
T (λ) = cosP0(λ) Id + i sinP0(λ) M(λ)
where M(λ) = M(L;λ) with M(x, λ) = g(x)σ3g
−1(x) and
P0(λ) =
∫ L
0
dx(∂xd) (59)
The trace of the transfer matrix tr(T (λ)) is:
tr(T (λ)) = 2 cosP0(λ) (60)
Using the previous result at λ = 0, we can use P0(λ) as a generating function for the
commuting local conserved quantities:
In =
∫ L
0
dxρn(x)
The first ones are
I0 =
i
4s
∫ L
0
dx log
(
S+
S−
)
· ∂xS3
I1 = −
1
16s3
∫ L
0
dx tr(∂xS∂xS)
I2 =
i
64s5
∫ L
0
dx tr(S
[
∂xS, ∂
2
xS
]
)
I0 and I1 correspond to momentum and energy respectively.
3c- Dressing transformations. We now describe the group of dressing transformations
for the Heisenberg model. Our first task is to specify the Lie algebras G± entering the
factorization problem. The matrices r± correspond to expanding the matrix r(λ, µ) either
in powers of (λ/µ) or in powers of (µ/λ); e.g.:
r+(λ, µ) =
∞∑
n=0
λnσi ⊗
(
σi
µn+1
)
r−(λ, µ) = −
∞∑
n=0
(
σi
λn+1
)
⊗ (µnσi)
These are projection operators in the loop algebra ˜su(2). For any X(λ) = ∑i λiXi ∈ ˜su(2),
we define as in eq.(21),
X±(λ) = R±(X(λ)) =
∮
dµ
2iπ
tr2
(
r±12(λ, µ)1⊗X(µ)
)
(61)
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We have
X+(λ) =
∑
n≥0
λnXn (62)
X−(λ) = −
∑
n<0
λnXn (63)
Therefore, G± = ImR± are the subalgebras of
˜su(2) with elements of the form eq.(62) and
eq.(63) respectively. Notice that any X(λ) ∈ ˜su(2) has a unique decomposition
X(λ) = X+(λ)−X−(λ)
This defines our factorization (or Riemann-Hilbert) problem.
Remark that the transfer matrix T (x, λ) belongs to the subgroup G− = exp(G−). This is an
important particularity of the Heisenberg model.
From the factorization problem, one can define the dressing transformations. Let X(λ) ∈˜su(2) and set
Θ(λ) =
(
TXT−1
)
(λ) = Θ+(λ)−Θ−(λ)
A dressing transformation is a gauge transformation with either Θ+ or Θ−
δXAx = −[Ax,Θ+]− ∂xΘ+
The gauge transformation with Θ− gives the same result.
If X ∈ G−, then δXS(x) = 0 since Θ = −Θ−. For X ∈ G+, one has:
δXS(x) = −
[
S(x),Θ+
(
x)|λ=0
]
= −
∮
dλ
2iπλ
[
S(x),Θ(x, λ)
]
(64)
This is proved by noticing that [30]:
δXS = −iResλ=0(δXAx)
= i∂xResλ=0(Θ+) + iResλ=0([Ax,Θ+])
One can give a more explicit description of these transformations.
Proposition. Let X = iλnv, with v+ = v, and denote δX by δ
n
v . Then:
δnvS(x) = i
[
Znv (x) , S(x)
]
(65)
where the functions Zkv (x) can be computed recursively by
∂xZ
k
v (x) + i
[
S(x), Zk−1v (x)
]
= 0 ; Z0v = v (66)
This can be proved as follows. Let us define the functions Zkv (x) by:
(TvT−1)(x, λ) =
∞∑
k=0
λ−kZkv (x) (67)
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The differential equations satisfied by these fucntions are consequences of those satisfied by
the transport matrix T (x, λ). For X = iλnv, we can expand Θ(x, λ) as:
Θ(x, λ) = i
∞∑
k=0
λn−kZkv (x)
With these notations, the factorization problem has a simple solution:
Θ+ = i
n∑
k=0
λn−kZkv , Θ− = −i
∞∑
k=n+1
λn−kZkv
It is then also a simple exercise to check that the form of Ax is preserved. In fact
δXAx = −[Ax,Θ+]− ∂xΘ+
= λ−1[S, Znv ]− i
n−1∑
k=0
{
∂xZ
k+1
v + i[S, Z
k
v ]
}
= λ−1[S, Znv ]
the last sum vanishes by vitue of eq.(66) and we are left with δnvS(x) = i [Z
n
v (x), S(x)]. This
proves eq.(65). One can check similarly that the form of At is unchanged, and its variation is
compatible with eq.(65). It in particular implies that the equations of motion are invariant.
In other words, the transformations (65) are symmetries of the equations of motion. This
can also be checked directly.
It is proved in the appendix that this action is Lie-Poisson i.e.
{gSi(x),
gSj(y)}G×M = ǫijk
gSk(x)δ(x− y)
where for an infinitesimal transformation gS = S + δXS. Taking X = i
∑
n≥0
∑3
i=1 ξ
i
nλ
nσi,
the Poisson bracket on G reads
{ξin, ξ
j
m}G = ǫ
ijkξkn+m+1 (68)
The shift in the grading (i.e. n+m+1 instead of n+m) is due to the choice of the bilinear
form on ˜su(2) made in eq. (61).
3d- The non-local charges and the monodromy matrix. We already remarked that
the equations of motion have the form of a conservation law
∂tJt − ∂xJx = 0
with Jt = S and Jx =
i
2
[Sx, S]. Since the dressing transformations are symmetries of the
equations of motion, by dressing this local current we produce new currents which form an
infinite multiplet of non-local conserved currents,
Jn,vt = δ
n
vS = i[Z
n
v , S]
Jn,vx = −
1
2
[∂x[Z
n
v , S], S]−
1
2
[Sx, [Z
n
v , S]] (69)
for any n ≥ 0 and v ∈ su(2). The charges are defined by:
Qnv =
∫ L
0
Jn,vt (x)dx = Z
n+1
v (L)
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Since the currents are non local, the charges are not conserved. We have
d
dt
Qnv = J
n,v
x (L)− J
n,v
x (0)
or
d
dt
Qnv =
1
2
[[Sx(L), S(L)], Q
n−1
v ]− 2is
2[Qn−2v , S(L)] n ≥ 2
Nevertheless, these charges are important because, as we will see, they are the generators of
the dressing transformations.
We now show that they are equivalent to the knowledge of the monodromy matrix T .
Let
T (λ) =
(
A(λ) B(λ)
C(λ) D(λ)
)
; AD −BC = 1
Let us define
Qij(λ) =
1
2
tr(TσiT
−1σj)(λ) = δij +
∞∑
p=0
λ−p−1Qpij
where Qpij =
1
2
tr(Zp+1σi σj). The Qij(λ) are the generating functions of the non-local charges.
Introduce the antisymmetric part of the matrix elements Qij(λ)
Qi(λ) =
3∑
j,k=0
ǫijkQjk(λ)
The quantities Qi(λ) are quadratic functions of the matrix elements of T (λ). But, one can
invert these relations and express T (λ) in terms of the Qi(λ)’s;
Proposition. The relation between the transfer matrix and the non-local charges Qi(λ) is:
T (λ) = 1
2
X(λ) Id− i
2
X−1(λ)
∑
i
Qi(λ)σi
with
X(λ) =
√√√√
2 + 2
√
1−
1
4
~Q2(λ)
Using this result, we can express the matrix Qij in terms of the charges Qi. Setting
A(λ) =
1
2
 0 Q3 −Q2−Q3 0 Q1
Q2 −Q1 0

we find
Q(λ) = Id+A+ 2X−2A2
So, the charges Qi(λ) contains the same amount of information as the transfer matrix.
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We will show in the next section that the charges Qi(λ) as well as T (λ) generate the
dressing transformations, and that under Poisson bracket the Qi(λ)’s generate a Yangian.
It is interesting in this context to examine more closely the relation between the Qi(λ) and
the matrix elements of T (λ). We have
Q+(λ) = Q1(λ) + iQ2(λ) = 2iX [ ~Q
2(λ)] C(λ) (70)
Q−(λ) = Q1(λ)− iQ2(λ) = 2iX [ ~Q
2(λ)] B(λ) (71)
In view of eq.(70,71), one can speculate that, in this case, the algebraic Bethe Ansatz [6] is
nothing else but the construction of highest weight representations of Y (su(2)), the symmetry
group of our model.
Moreover
tr T (λ) = X [ ~Q2(λ)]
Therefore, ~Q2(λ) is also a generating function for commuting quantities. Its relation with
the generating function P0(λ) is:
~Q2(λ) = 4 sin2
(
2P0(λ)
)
However, expanding ~Q2(λ) around λ = ∞ gives non-local commuting quantities while ex-
panding P0(λ) around λ = 0 gives the local commuting quantities. The links between them
are hidden in the subtilities of the analytic properties of the monodromy matrix. These
analytic properties should be encoded into the representation theory of the Yangian.
As another application of the relation between Qi and T , we give a formula for the
coproduct of the charges Qi. Recall that following an idea of [27], and as is well known in
the formalism of integrable systems [6], the classical counterpart of the coproduct on T is
given by
∆Tij = (T
′T )ij
where T and T ′ are the transport matrices on two adjacent intervals. Then
∆Qij =
1
2
tr(T ′TσiT
−1T ′−1σj)
and using TσiT
−1 =
∑
lQilσl, we obtain
∆Qij =
∑
l
QilQ
′
lj
Inserting the precise form of Q in terms of A, we find
∆A = A+A′ + 1
2
[A,A′] +X−2(A2A′ +A′A2)
+X ′−2(AA′2 +A′2A) + 2X−2X ′−2[A2,A′2]
If we expand in λ, Qi(λ) =
∑∞
n=0 λ
−n−1Qni , we get
Proposition. For n = 0 and 1, we have:
∆Q0i = Q
0
i +Q
′0
i
∆Q1i = Q
1
i +Q
′1
i −
1
4
ǫiklQ
0
kQ
′0
l
These are exactly the comultiplications in the Yangian, cf. eq.(48).
3e- Charges as generators of dressing transformations. We now calculate the Poisson
bracket of the charges Qi with the dynamical variable S. We will first show that the non-
Abelian Hamiltonian of the transformations (64) is the monodromy matrix and then, we
show that the charges Qi also generate these transformations. We start form
T−11 (λ, x){T1(λ, x), S2(y)} =
1
2λ
θ(x− y)
3∑
i=1
σi ⊗ [T (λ, y)σiT
−1(λ, y), S(y)] (72)
This is easily established from the linear system or from the definition of T (λ, x) as a path
ordered exponential. With this formula, we can check immediately that the generator of the
dressing transformations is T (λ) itself. Indeed, setting x = L, multiplying eq.(72) by X on
the first space and taking the trace, we get
tr1
(
X1T
−1
1 (λ){T1(λ), S2(y)}
)
=
1
λ
[T (λ, y)XT−1(λ, y), S(y)]
Choosing X = iλnv and using eqs.(67,65), we find
δnvS(y) =
∮
dλ
2iπ
tr1
(
λniv1T
−1
1 (λ){T1(λ), S2(y)}
)
which is exactly what was to be expected: T (λ) is the generator of dressing transformations.
To express this formula in terms of the charges Qi, one can also calculate the Poisson bracket
of Θv = TvT
−1 and S. We find
{Qij , S(y)} = ǫijkδ
n
kS(y)−
n−1∑
p=0
ǫiklQ
n−p−1
lj δ
p
kS(y)
or else
δni S(y) =
1
2
{Qni , S(y)}+
1
2
n−1∑
p=0
[
Qn−p−1 − tr(Qn−p−1)Id
]
ik
δpkS(y)
This equation can be interpreted in two different ways: (i) this is a system of equations
allowing to express recursively δnvS(y) in terms of Poisson brackets; or (ii) it allows to express
the dressing δXS in a non-linear way in terms of the charges Qi as in eq. (14).
Proposition. For n = 0 or 1, we have:
δ0i S(y) =
1
2
{Q0i , S(y)}
δ1i S(y) =
1
2
{Q1i , S(y)} −
1
8
ǫijkQ0j{Q
0
k, S(y)} (73)
These equations are the semi-classical analogue of the adjoint action of the Yangian, eq.(50).
3f- The Poisson algebra of the charges. It remains to calculate the Poisson brackets of
the charges. For this purpose, it is enough to calculate the Poisson brackets of Θ. We find
{Θv(λ, x) ⊗, Θw(µ, x)} =
1
2
1
λ− µ
∑
i
[σi,Θv(λ, x)]⊗ [σ
i,Θw(µ, x)]
−
1
2
1
λ− µ
∑
i
Θ[σi,v](λ, x)⊗Θ[σi,w](µ, x)
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Expanding the factors 1
λ−µ
(it does not matter whether we expand in µ
λ
or in λ
µ
), we find
{Qnij , Q
m
pq} = 2
(
δiqQ
n+m
pj − δjqQ
n+m
pi + δipQ
n+m
jq − δjpQ
n+m
iq
)
−2
n−1∑
a=0
(
δjqQ
n−1−a
ir Q
m+a
pr −Q
n−1−a
iq Q
m+a
pj − δipQ
n−1−a
rj Q
m+a
rq +Q
n−1−a
pj Q
m+a
iq
)
Multiplying by ǫijkǫpql, we get
{Qnk , Q
m
l } = 8A
n+m
kl
−4
n−1∑
a=0
[
(Σn−1−aAm+a)kl − (A
n−1−aΣm+a)kl + tr(Σ
m+a)An−1−akl − tr(Σ
n−1−a)Am+akl
]
where Σ denotes the symmetric part of Q: Σ(λ) = 2X−2A2 =
∑∞
n=0 λ
−n−1Σn.
For n = 0 or 1, we get
{Q0k, Q
m
l } = 4ǫklrQ
m
r
{Q1k, Q
m
l } = 8A
m+1
kl − 4
[
tr(Σm)A0kl − (A
0Σm)kl
]
The first equation shows that Q0k generate an su(2) subalgebra and that Q
m
l transform in
the adjoint representation. Setting m = 1 or 2 gives
{Q1k, Q
1
l } = 4ǫklrQ
2
r +
1
2
( ~Q0 · ~Q0)ǫklrQ
0
r
{Q1k, Q
2
l } = 4ǫklrQ
3
r + (
~Q0 · ~Q1)ǫklrQ
0
r +
1
2
ǫkrsQ
0
sQ
1
rQ
0
l
With the help of these results it is easy to prove the following:
Proposition. The dressing Poisson algebra is generated by Q0k and Q
1
l . These charges
satisfy the semi-classical analogues of the defining relations of the Yangians:
{Q0k, Q
0
l } = 4ǫklrQ
0
r
{Q0k, Q
1
l } = 4ǫklrQ
1
r (74)
{Q1λ, {Q
1
µ, Q
0
ν}} − {Q
0
λ{Q
1
µ, Q
1
ν}} = aλµναβγQ
0
αQ
0
βQ
0
γ
{{Q1λ, Q
1
µ}, {Q
0
ρ, Q
1
σ}}+ {{Q
1
ρ, Q
1
σ}, {Q
0
λ, Q
1
µ}} = 8(aλµναβγǫρσν + aρσναβγǫλµν)Q
0
αQ
0
βQ
1
γ
The last two equations are the semi-classical Serre relations since in the semi-classical limit
we have
{Q0α, Q
0
β, Q
1
γ}sym = Q
0
αQ
0
βQ
1
γ
Above, aλµναβγ =
2
3
ǫλαiǫµβjǫνγkǫijk.
These relations are proved directly using all the relations we gave. There is no extra
relation between the chargesQ0n andQ
1
k since there is no extra relation between the generators
δ0n and δ
1
k in the su(2) loop algebra.
Finally, notice that the quantization of the algebra of the dressing transformations is
canonical in the variables Q0n and Q
1
k (i.e. one goes from the semi-classical relations to the
quantum relations just by transforming the Poisson brackets into commutators), but it is
not canonical in terms the transfer matrix.
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4 Appendix
We prove that the action of the dressing transformations in the Heisenberg model is Lie-
Poisson. Let gS be the dressed spin variable. We want to show
{gSi(x), gSj(y)} = ǫijk gSk(x)δ(x− y)
or in tensor notation
{ gS1(x),
gS2(y)} =
i
2
[C12,
gS2(x)]δ(x− y)
where C12 =
∑3
i=1 σ
i ⊗ σi is the Casimir element. Infinitesimally, we have
gS(x) = S(x) + δXS(x)
with
δXS(x) = −i∂x
∮
dz
2iπ
ΘX(z, x) (75)
We have to check
{δXS1(x), S2(y)}M + {S1(x), δXS2(y)}M + {δXS1(x), δXS2(y)}G
=
i
2
[
C12, δXS2(x)
]
δ(x− y) (76)
where { }M is the Poisson bracket on phase space, and { }G is the Poisson bracket on the
group of dressing transformations. Using eq.(72), we get
{Θ1(x), S2(y)}M = −
1
2λ
θ(x− y)T1(x) [[T
−1
1 (y)C12T1(y), X1], S2(y)]T
−1
1 (x) (77)
Consider first the term proportional to δ(x − y) in the left hand side of eq.(76). It comes
from the derivatives in eq.(75) acting on θ(x − y) in the first two terms of this expression.
Explicitly:
− i
2
δ(x− y)
{∮
dz
2iπz
T1(x)[[T
−1
1 (x)C12T1(x), X1], S2(x)]T
−1
1 (x)
−
∮
dz
2iπz
T2(x)[[T
−1
2 (x)C12T2(x), X2], S1(x)]T
−1
2 (x)
}
or else
− i
2
δ(x− y)
∮
dz
2iπz
{[[C12,Θ1(z, x)], S2(x)]− [[C12,Θ2(z, x)], S1(x)]}
Using the fact that [C12, S1(x)] = −[C12, S2(x)] and [C12,Θ1] = −[C12,Θ2] we can rewrite
this as
− i
2
δ(x− y)
∮ dz
2iπz
{−[[C12,Θ2(z, x)], S2(x)] + [[C12, S2(x)],Θ2(z, x)]}
Finally, using the Jacobi identity, we get
− i
2
δ(x− y)
∮
dz
2iπz
[C12, [S2(x),Θ2(z, x)]] =
i
2
δ(x− y)[C12, δXS2(x)]
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Next we consider the terms obtained when the derivatives act on the other factors. Assume
x > y. These terms read
− i
2
∂x
∮
dz
2iπz
T1(x)[[T
−1
1 (y)C12T1(y), X1], S2(y)]T
−1
1 (x) (78)
We must compare with
{δXS1(x), δXS2(y)}G =
∂x∂y
∮
dz
2iπ
∮
dz′
2iπ
T1(z, x)T2(z
′, y){X1(z), X2(z
′)}GT
−1
1 (z, x)T
−1
2 (z
′, y) =
−i∂x
∮
dz
2iπ
∮
dz′
2iπz′
[S2(y), T1(z, x)T2(z
′, y){X1(z), X2(z
′)}GT
−1
1 (z, x)T
−1
2 (z
′, y)
Suppose
{X1(z), X2(z
′)}G =
1
2
[
C12
z − z′
, X1(z)
]
|z′| < |z| (79)
Deforming the integration contour |z′| < |z| to |z′| > |z|, we get a contribution of the residue
at z′ = z.
− i
2
∂x
∮ dz
2iπz
{
[S2(y), T1(x)T
−1
1 (y)C12T1(y)X1T
−1
1 (x)]
−[S2(y), T1(x)X1T
−1
1 (y)C12T1(y)T
−1
1 (x)]
}
matching exactly eq.(78). The remaining integral |z′| > |z| gives no contribution since we
must expand
1
z − z′
= −
1
z′
∞∑
n=0
(
z
z′
)n
and since there is already a factor 1
z′
, we see that the order of the pole at z′ = 0 is ≥ 2.
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