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where   is the threshold of distance variable  referring to the distance between the experimental value and 








Given a false alarm probability  the threshold for is  
 
  









Therefore by adjusting the threshold variable the best detection probability  and the least false alarm 
probability  can be achieved. 
Although the statistical method may not be flexible and adaptable to all the patterns, the detection criteria can be 
amended from time to time to deal with different situations. This method is faster than other methods such as 
neural network or data mining because it consumes less computational resources. 
 
 
Fig. 3. A DML example 
 
D. Simulation 
The cost of building a real distributed testing defense environment for web applications is expensive. So a 
simulation work by a network simulator, SSFNet (Scalable Simulation Framework) [23], was conducted, which 
provided experimental data for analysis. Although further development and deployment of the real system 
with hardware and software support is required to test the capability and efficiency of this system, the test 
results show that this system can efficiently protect web applications from DDoS attacks. 
SSFNet is a collection of Java components used for modelling and simulation of Internet protocols and 
networks at and above the IP packet level of detail. The SSFNet models are self‐configuring, which infers that 
by querying a configuration database, each SSFNet class instance can be autonomously configured. The 
network configuration can be written in the Domain Modeling Language (DML) format. We can describe a 
network environment by using a simple, standardized syntax of all configuration files. The DML syntax specifies 
a hierarchy of lists of attributes (key‐value pairs), which can be stored as ASCII files and are easy to read and 
interpret. Figure 3 is an example to describe a network topology with one client host and a server host, linked 
by a network interface. 
With this capability of building models of large‐scale network environments by using the SSFNet, many 
experiments were conducted to simulate this system. Figure 4 illustrates the network topology for the new 
experimental DDoS attacks and defense. Four networks were set up, which are linked by 5 routers. Each 
network contains several hosts; some are client hosts, and some are server hosts. Attacking hosts are deployed 
in both Network 0 and Network 3, while the victim server is host 1:4 in Network 1. 
7 
 
Two packages in the SSFNet simulator are used in our experiments. One is a DDoS package and the other is a 
tcpdump package. The DDoS package is used to simulate the TCP SYN flood attack, which was described in the 
section of Flood Attacks. The tcpdump package is used to capture every packet going across. Only the source IP 
addresses in the packets were analyzed. The number of new IP addresses was observed within a time period 
and statistic methods were applied to detect the attack pattern. 
 
 
Fig. 4. Network topology in simulation 
 
E. Results 
In the experiments, the TCP‐based flood attacks were used to simulate the real situation. The attacking hosts 
keep sending SYN packets with spoofed source IP addresses to exhaust the targets resources. The protecting 
communication network component, intrusion surveillance system and attack control system of this 
distributed defense system are deployed at each router. When the attack is found in any of these routers by 
the intrusion surveillance system, attacking signatures are shared among the protected routers by the 
protecting communication network component. Then each sub‐system takes action by the attack control 
system. 
The numbers of new IP addresses in the routers are shown in Fig. 5. In Router 1:0, the number rises 
dramatically during the attack. But in the other routers, the rises are not so evident. Because every upper 
router contributes a small part of change, the overall change can obviously be shown at the victim end router. 
The original traffic volumes in Router 1:0 and Router 0:0 are shown in Fig. 6. The abrupt change traffic volume 
can be easily detected at the victim end. It is evident that both the victim end router and upper routers could 
suffer congestion. 
By using the statistical method described above, the normal traffic pattern can be modeled. Then in each 
router, an attack control sub‐system can filter the malicious packets by comparing the ongoing traffic with the 
normal one. If only the defense system at the victim end is deployed, thus only activating the attack control 
sub‐system at the victim end in these experiments, then lots of network bandwidth still will be consumed as is 
depicted in Fig. 7. As it can be seen in Figs. 6(b) and 7(b) there is not much difference in traffic volume of the 
upper routers between the protected case and the unprotected one. The malicious packets also cannot be 
filtered well, as shown in Fig. 7(a). 
8 
 
When the proposed defense system is deployed, the network traffic is shaped to normal as shown in Fig. 8. As 
it can be seen from Figs. 7(a) and 8(a) in the later deployment, less malicious packets arrive at the victim end. 
These two figures obviously show that the amount of filtered malicious packets in this proposed deployment is 
greater than current traditional systems’ deployment. In Fig. 8(a), the victim end traffic is in a normal 
condition, because most of the attacking traffics are controlled in the source end. Figure 8(b) shows how the 
traffic volume in Router 0:0 is shaped by the attack control subsystem, which is activated in all routers. It also 
demonstrates how the global deployment of this defense system is better than other deployments. 
If all the attack control sub‐systems are activated, the traffic volume at the victim end can be controlled 
effectively. In this simulation experiment, 98.3% of the malicious packets are filtered. Detecting and filtering 
the malicious packets as early as possible achieve the design objectives. The experiments prove that this 
approach is a fast and accurate method to detect and control the DDoS attacks. Moreover, the mixture of both 
victim end and source end deployments is a more powerful way to protect web applications from DDoS 
attacks than traditional approaches. 
 
F. Analysis 
Compared with current passive DDoS defense systems, this active defense system does not follow the passive 
protect detect‐ react cycle, but rather supports an active surveillance trace‐ control cycle. In this active defense 
cycle, surveillance is one of the important chains. It is different from the passive monitoring action, which is 
just waiting for the attack signals. Surveillance is used to deploy distributed sensors throughout the protected 
network, which proactively surveys the possible attack signatures. 
Here, attack signatures not only include some patterns which can be used to help distinguish malicious packets 
from normal traffic, but also the malicious scanning signatures, propagation patterns and communication 
patterns of the masters, handlers, and zombies. The aim of active traceback is not to find the zombies 
exclusively, but to dig out the wirepuller behind curtain. The control stage of the active defense cycle is to 
block attack packets not only near the victim side, but also close to the attack source end. It is a cooperative 
mechanism in which routers can ask adjacent routers to clog an aggregate upstream, in order to penalize the 
source attacker. 
The benefits of this active defense system not only provide good filtering results, but also assist in avoiding the 
network congestion from the attacker side to target side. If the malicious packets are dropped as early as 
possible in the upstream routers, then more network resources can be available to legitimate users. So this 
system can protect web applications from DDoS attacks as well as provide maximum resources to legitimate 
users. 
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Fig. 5. Number of new IP addresses in different routers 
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Fig. 6. Original traffic volume in Router 1:0 and Router 0:0 
 
 
Fig. 7. Traffic volume in Router 1:0 and Router 0:0 if defense system deployed at Router 1:0 
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Fig. 8. Traffic volume in Router 1:0 and 0:0 when attacking packets are dropped at all the routers 
 
 
V. CHALLENGES 
Although our distributed defense system is an effective system to protect web applications from DDoS attacks, 
it still faces many challenges. First, the DDoS attack tools have currently become more sophisticated and 
difficult to detect. How to detect the minus intrusion signature remains a challenge. For example, some attacks 
just compromise a huge number of hosts and use their legitimate IP address to start a well organized assault. 
So there is no signal of deluge of forged IP addresses during the attack. Other mechanisms must be found to 
detect the possible intrusion signature. These experiments were only concerned with the spoofed IP case. 
Many network Intrusion Detection Systems (IDS) use byte sequences as signatures to detect malicious network 
traffics. Context analysis may be a feasible method to detect the early signature of malicious scanning, 
propagation of attack tools, and communication between the attacker, handlers and zombies. 
Second, finding a way to trace the real attacking source is another major challenge. Traceback may be an 
effective countermeasure against DDoS attacks [24]. However, the prevalent traceback methods can only 
probabilistically trace attack hosts, but not the real attacker. So if there are thousands of zombies launching a 
single attack, the traceback will become totally ineffective. Therefore, at present traceback is not panacea to 
DDoS attacks. Further research is required to provide a solution for tracebacking the real attacker. This 
approach provides more opportunities to traceback, since it is deployed in both victim end and source end, it 
could save time for a traceback system to process, and the path of attack is shortened. 
Third, further research is required for the coordinated defense system. Because the defense system should be 
deployed at all the network ends, at victim end and source end, the defense sub‐systems should have a secure 
(encrypted) channel to communicate with each other, and avoid possible attacks. Trust and privacy will be one 
of the major issues for distributed systems [7], [3]. Moreover, the communication and computation load of the 
system should be controlled in a modest scale [2]; otherwise it will cause new denial of service to the rest of 
the network. 
 
VI. CONCLUSION 
In this paper, an active distributed system to protect web applications from DDoS attacks is presented. The 
simulation experiments demonstrate how this system can detect DDoS attacks quickly and safeguard web 
applications effectively. Compared with the traditional passive defense systems, it provides better filtering, 
congestion control results and offers more resources for legitimate web users. It is the first step towards 
realizing a distributed web application security system. In the next step, experiments in real network 
environment need to be designed and deployed, whereby, robust web security systems will benefit all 
societies and countries. 
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