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ABSTRACT 
In order to achieve global carbon reduction targets, buildings must be designed to be 
energy efficient. Building performance simulation methods, together with sensitivity 
analysis and evolutionary optimization methods, can be used to generate design solution 
and performance information that can be used in identifying energy and cost efficient 
design solutions. Sensitivity analysis is used to identify the design variables that have 
the greatest impacts on the design objectives and constraints. Multi-objective 
evolutionary optimization is used to find a Pareto set of design solutions that optimize 
the conflicting design objectives while satisfying the design constraints; building design 
being an inherently multi-objective process. For instance, there is commonly a desire to 
minimise both the building energy demand and capital cost while maintaining thermal 
comfort. 
Sensitivity analysis has previously been coupled with a model-based optimization in 
order to reduce the computational effort of running a robust optimization and in order to 
provide an insight into the solution sensitivities in the neighbourhood of each optimum 
solution. However, there has been little research conducted to explore the extent to 
which the solutions found from a building design optimization can be used for a global 
or local sensitivity analysis, or the extent to which the local sensitivities differ from the 
global sensitivities. It has also been common for the sensitivity analysis to be conducted 
using continuous variables, whereas building optimization problems are more typically 
formulated using a mixture of discretized-continuous variables (with physical meaning) 
and categorical variables (without physical meaning).  
This thesis investigates three main questions; the form of global sensitivity analysis 
most appropriate for use with problems having mixed discretised-continuous and 
categorical variables; the extent to which samples taken from an optimization run can be 
used in a global sensitivity analysis, the optimization process causing these solutions to 
be biased; and the extent to which global and local sensitivities are different. The 
experiments conducted in this research are based on the mid-floor of a commercial 
office building having 5 zones, and which is located in Birmingham, UK. The 
optimization and sensitivity analysis problems are formulated with 16 design variables, 
including orientation, heating and cooling setpoints, window-to-wall ratios, start and 
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stop time, and construction types. The design objectives are the minimisation of both 
energy demand and capital cost, with solution infeasibility being a function of occupant 
thermal comfort. 
It is concluded that a robust global sensitivity analysis can be achieved using stepwise 
regression with the use of bidirectional elimination, rank transformation of the variables 
and BIC (Bayesian information criterion). It is concluded that, when the optimization is 
based on a genetic algorithm, that solutions taken from the start of the optimization 
process can be reliably used in a global sensitivity analysis, and therefore, there is no 
need to generate a separate set of random samples for use in the sensitivity analysis. The 
extent to which the convergence of the variables during the optimization can be used as 
a proxy for the variable sensitivities has also been investigated. It is concluded that it is 
not possible to identify the relative importance of variables through the optimization, 
even though the most important variable exhibited fast and stable convergence. Finally, 
it is concluded that differences exist in the variable rankings resulting from the global 
and local sensitivity methods, although the top-ranked solutions from each approach 
tend to be the same. It also concluded that the sensitivity of the objectives and 
constraints to all variables is obtainable through a local sensitivity analysis, but that a 
global sensitivity analysis is only likely to identify the most important variables. The 
repeatability of these conclusions has been investigated and confirmed by applying the 
methods to the example design problem with the building being located in four different 
climates (Birmingham, UK; San Francisco, US; and Chicago, US). 
 
 
 
Key words: Sensitivity analysis, Global sensitivity analysis, Stepwise regression 
analysis, Local sensitivity analysis, Evolutionary optimization, Genetic algorithm, 
Building design, Building energy demand. 
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CHAPTER 1: INTRODUCTION  
Due to the serious change of the climate, carbon reductions have been targeted as the 
greatest long-term challenge in different countries. To achieve the overall target of 
carbon reductions, buildings (as a major carbon source) firstly have to be built energy-
efficiently. In the UK, buildings’ heating, cooling and power consumptions are 
responsible for almost half of the national annual energy consumption and CO2 
emissions, including 27% from houses and a further 17% from non-domestic buildings 
(Communities and Local Government, 2008). According to the Building a Greener 
Future Regulatory Impact Assessment (Communities and Local Government, 2007), the 
UK government has proposed an ambitious target to achieve zero carbon new houses by 
2016, with progressively tightening the Part L of Building Regulations in 2010 and 
2013 (i.e. about 25% and 44% improvements in houses energy efficiency in 2010 and 
2013 separately). And the standards for zero carbon non-domestic buildings in 2019 
have been set out in the Pre-Budget Report 2008 (House of Commons Environmental 
Audit Committee, 2009). 
During the concept design, the building designers normally rely on the experience and 
intuition to make decisions, rather than on the quantitative prediction of the 
performance indicators, including e.g. the annual energy demand, thermal comfort and 
running costs (Struck & Hensen, 2007). De Wilde (2004) suggests that a model-based 
building design is better used in the way of coupling with sensitivity analysis for 
guiding variables influences, or coupling with optimization for conflicting design 
objectives. Thus, both sensitivity analysis and model-based optimization can be used to 
inform design decisions. In literatures (Reuter et al., 2012; Kim et al., 2001; Zhang 
2003), sensitivity analysis has been combined with an optimization process to reduce 
the computational efforts/costs (for performing the optimization), or to have further 
insights in the neighbourhood of each optimum solution. In our research, applying the 
sensitivity methods directly to solutions obtained from a model-based optimization 
process can help designers find the set of optimum solutions and better understand the 
influences of variables around the optimum solution(s), especially when some 
uncertainties exit in the choice of design solutions.  
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1.1 Sensitivity Analysis for Building Performance Design 
Trinius et al. (2005) state that building design has to predict how a specific design 
decision is related to the performance of entire building or functional components. The 
whole design process suffers from limited resources and knowledge (defined as the 
specification uncertainty, including e.g. the building geometry, the properties of 
building materials and systems components). Struck and Hensen (2007) state the 
specification and scenario uncertainties are particular important for decision-making 
during the concept design. Scenario uncertainties refer to the uncertainty that is imposed 
on the building by dynamic effects from occupancy pattern or external weather 
conditions. Thus, sensitivity analysis (SA) is used to enhance the performance of the 
building simulation, through a qualitative and/or quantitative assessment about how the 
performance of the model responds to the changes in the uncertainties (Saltelli et al., 
2008). SA can be considered as an ‘input-output analysis’ of a building simulation 
model. 
There are various techniques to facilitate SA for building design, which are at least 
grouped into global and local forms (Lomas & Eppel, 1992). The local SA is performed 
in a similar manner to the differential analysis, where each variable is incremented by a 
pre-defined amount to evaluate the impact on the design objectives and constraints. In 
contrast, with the global SA the solution space is sampled and the influences of input 
variables are ranked on the uncertainty of outputs. Normally, the global SA is based on 
a linear regression model in the stepwise manner (Saltelli et al., 2008). 
1.2 Model-Based Optimization for Building Performance 
Design 
Building design is an inherently multi-objective process, where a trade-off needs to be 
made between two or more conflicting design objectives (e.g. minimised energy 
demand and capital costs, against maximised thermal comfort). This leads the research 
to the application of model-based optimization, which is coupling an optimization 
algorithm with building simulation software (such as the EnergyPlus) (Crawley et al., 
2005). Usually, the input variables of the simulation model are the variables related to 
building construction, form, and the operation of the HVAC (heating, ventilation and air 
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conditioning) systems (Alajmi, 2006). Each set of variable values results in a possible 
solution for design objectives and constraints. Thus, model-based optimization can 
systematically find a set of optimum solutions being trade-off the conflicting design 
objectives while satisfying the design constraints. Generally, the design constraints refer 
to building thermal comfort. 
Evolutionary algorithms (EAs), as the most common algorithms to match the 
characteristics of building optimization problems, they can handle mix-integer variables, 
as well as not be sensitive to the behaviour of the objective functions (Alajmi, 2006). In 
particular, the genetic algorithms (GAs) and NSGA-II are found to be robust in finding 
the optimum solutions for the single- and multi- objective problems (Wetter & Wright, 
2004; Brownlee & Wright, 2012).  
1.3 Aims and Objectives 
As mentioned before, both sensitivity analysis and model-based evolutionary 
optimization can be used to inform design decisions. However, both make use of a large 
number of time-consuming simulation runs. Combining these two methods together to 
conceptual design can help designers find the optimum solutions more efficiently, as 
well as better understand the influences of variables on the optimum solutions, 
especially when some uncertainties exist in the choice of decisions. Therefore, this 
research aims to explore the extent to which the sensitivity methods (the global SA and 
local SA) can be used directly with the biased solutions obtained from a single- or 
multi- objective optimization process in the concept design stage, to inform the 
sensitivity of input variables and be confident of the design decisions. Meanwhile, the 
convergence behaviours of variables during an optimization process are also 
investigated, which is expected as a further indication of the relative importance of the 
variables.  
The strategic objectives of the research are: 
 Literature review: review up-to-date researches in the field of sensitivity 
analysis, model-based optimization and the combined method used for building 
design (Chapter 2); 
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 Experimental approach: introduce the methodology of coupling the global and 
local sensitivity methods with a single- or multi- objective optimization process, 
particularly discussed the choice of procedure options of a stepwise regression 
(used for global SA), the characteristics of the optimization algorithms, GA 
(genetic algorithm) and NSGA-II (non-dominated sorting genetic algorithm II), 
and the algorithm convergence analysis (Chapter 3); 
 Example building and design problems: introduce the simulation software, the 
example building and its performance system, the considered input variables, 
design objectives and constraints (Chapter 4); 
 Comparison of approaches for global SA: examine the influences of 
procedure options on the robustness of the stepwise regression for global SA, 
and resulting in the stepwise regression analysis with the use of bidirectional 
elimination, rank transformation, BIC (Bayesian information criterion) and a 
sample size of 100, applied to further researches (Chapter 5); 
 Coupling global SA with model-based evolutionary optimization: investigate 
the extent to which the global SA can be used to solutions obtained from a 
single- or multi- objective optimization process, to inform the relative sensitivity 
of variables for design objectives and constraints; as well as the extent to which 
the rate of convergence of the variables during the optimization can be used to 
indicate the sensitivity information (Chapter 6); 
 Coupling local SA with model-based evolutionary optimization: investigate 
the extent to which the local sensitivities vary around the set of optimum 
solutions obtained from a single- or multi- objective optimization process; as 
well as the extent to which the local sensitivities differ from the global 
sensitivities in all of variables for design objectives and constraints (Chapter 7); 
 Further multi-objective optimization case studies: investigate the 
repeatability of the combined method between sensitivity methods and multi-
objective optimization, used for the same example building but under different 
climate conditions (Chapter 8); 
 Conclusion and discussion: draw conclusions and discuss further challenges 
(Chapter 9) 
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CHAPTER 2: LITERATURE 
REVIEW  
For building design, both sensitivity analysis and model-based optimization can be used 
to inform design decisions. Sensitivity analysis (SA) is designed to assess how the 
variations in outputs can be apportioned qualitatively and/or quantitatively to the 
variations in a set of input variables, which can be considered as an ‘input-output 
analysis’ of a building simulation model (see Section 2.1.1). Various sources of 
uncertainty exist when using the simulation model to assess building performance, such 
as the physical and design uncertainties (see Section 2.1.2). The techniques used to 
facilitate sensitivity and uncertainty analyses for building design are at least grouped 
into global and local forms (see Section 2.1.3). In particular, Monte Carlo analysis 
(MCA) with random sampling is a simpler and well-developed method for building 
design (see Section 2.1.4). Coupled the sensitivity techniques with building 
performance simulation models (e.g. simulated by EnergyPlus) can evaluate a 
comprehensive list of stochastic input variables, as well as highlight the important 
variables that have the most contributions on building performance achievement (see 
Section 2.2). 
Model-based optimization is designed to find a set of variable values that optimize the 
objectives while satisfying the design constraints (see Section 2.3.2). Compared to 
many single-objective algorithms, genetic algorithms (GAs) can find the nearly best 
solutions with fewer simulations (Wetter & Wright, 2004), and therefore it is advanced 
for building optimization problems (see Sections 2.3.1 & 2.3.2). Building design is an 
inherently trade-off process between two or more conflicting design criteria, the non-
dominated sorting genetic algorithm II (NSGA-II) with the Pareto curve is suggested as 
a fast and elitist multi-objective genetic algorithm for such complicated optimization 
problems (see Sections 2.3.3 to 2.3.5). According to previous researches, sensitivity 
analysis can be used in a building optimization process, to either enhance the 
performance of optimization, or to provide further analysis around optimum solution(s) 
(see Section 2.4). However, there is no specific research that investigates the extent to 
which the sensitivity methods can be used directly to solutions obtained from an 
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evolutionary optimization process, to help designers better understanding the influences 
of variables on the design decision(s), especially when some uncertainty exists in the 
choice of design solutions (see Section 2.5). This is the purpose of this research. 
2.1 Sensitivity Analysis  
Sensitivity analysis (with the use of uncertainty analysis) has been confirmed as an 
important part of a model-based design process to provide high quality controls. 
European Communities (2009) in the context of a working document, ‘the EC handbook 
for extended impact assessment’, states that: ‘A good sensitivity analysis should 
conduct analyses over the full range of plausible values of key parameters and their 
interactions, to assess how impacts change in response to changes in key parameters.’ 
The journal of ‘Science Online’ between 1997 and 2003 reviewed by Saltelli et al. 
(2008) also highlight the importance of sensitivity analysis (with the use of uncertainty 
analysis) in corroborating or falsifying a simulation model. A simulation model is never 
‘verified’ or ‘validated’, only ‘confirmed’ or ‘corroborated’ by the demonstration of 
agreement (non-contradiction) between observation and prediction (Saltelli et al., 2008). 
Thus, how robust the design decision(s) is related to the choice of sensitivity methods. 
The following sections give insights in the definition, the category, the techniques and 
applications of sensitivity analysis (with the use of uncertainty analysis) for building 
design problems.  
2.1.1 Sensitivity and uncertainty analyses 
Sensitivity analysis (SA) is designed to assess how the variations in outputs of a model 
can be apportioned qualitatively and quantitatively to the variations in a set of input 
variables (Macdonald et al., 1999; Lam & Hui, 1995; Helton et al., 2006; Saltelli et al., 
2008). Thus, the SA can be considered as an ‘input-output analysis’ of the simulation 
model (Corson, 1992). Taking a simulation model for energy use as an example, its 
results are firstly simulated according to a set of input variables, which is used as a base 
case to explore the extent to which the changes in energy use are related to the 
variations of input variables.  
Consequently, input variables can be classified to be ‘sensitive’ or ‘robust’ (or 
insensitive) to the outputs. Sensitive variables refer to the variables which changes in 
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their values lead to important changes in outputs, while the robust variables have 
negligible influences on output changes (Macdonald et al., 1999; Harputlugil et al., 
2009). The influences of sensitive variables on outputs are related to the choice of value 
ranges: if a sensitive variable is known to within a close tolerance, its uncertainty will 
not cause significant uncertainty for the predicted outputs (the standardized regression 
coefficient calculated to measure its sensitivity will corresponding become smaller) 
(Hamby, 1994).  
The definition of uncertainty analysis (UA) is close to that of SA, which difference is 
stated by Helton et al. (2006) as that: ‘Specially, uncertainty analysis refers to the 
determination of the uncertainty in analysis results that derives from uncertainty in 
analysis inputs, and sensitivity analysis refers to the determination of the contributions 
of individual uncertain inputs to the uncertainty in analysis results.’ UA and SA are 
most often run in tandem, where the SA is used to rank the uncertainty sources 
identified by UA, according to their influences on outputs (Saltelli et al., 2008). Taking 
a crude UA for building performance evaluation as an example, the first step is to assess 
the plausible ranges of input variables and globally express the uncertainties of variable 
values; and then a SA is performed to find a limited set of variables that take the most 
important roles on model output uncertainties (De Wit & Augenbroe, 2002; De Wit, 
2001). However, it is not necessary to run both sensitivity and uncertainty analyses for a 
particular building design problem, especially when the uncertainty sources have been 
already specified due to previous literatures.  
In summary, the SA with the use of UA can be applied for the following issues 
(Macdonald et al., 1999; Macdonald & Strachan, 2001; Macdonald, 2002): ‘ 
 Model realism: how well (and to what resolution) does the model represent 
reality? 
 Input variables: what values should be used in the absence of measured data? 
 Stochastic processes: to what extent do the assumptions made regarding future 
weather, occupancy and operational factors affect the predictions? 
 Simulation program capabilities: what uncertainties are associated with the 
particular choice of algorithms for the various heat and mass transfer process? 
 Design variations: what will be the effect of changing one aspect of the design?’ 
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Even ad hoc techniques exist to do sensitivity and uncertainty analyses for building 
design, there are some difficulties required to be overcame. First of all, limited 
information of sensitive variables is available for various building models and their 
performance systems. Furthermore, a routine design process based on the SA and UA 
for buildings is demanded to make sound design-decisions automatically (Macdonald & 
Strachan, 2001).   
2.1.2 Sources of uncertainty 
Many sources of uncertainty exist when using a simulation model to assess building 
performance. To improve the accuracy of the modelling process, it is necessary to 
understand the risks, which they are derived from. According to De Wit (1997 & 2001), 
the sources of uncertainty are classified as below, which is slightly different to the 
definition from MacDonald et al. (1999):  
 Specification uncertainty: it is due to the lack of information from model 
properties, including the building geometry, the properties of building materials 
and systems components (Struck & Hensen, 2007; De Wit & Augenbro, 2002). 
 Modelling uncertainty: it is due to the assumptions and simplifications of the 
physical modelling process, which results in the value ranges of semi-empirical 
variables for building design are from literatures (De Wit & Augenbro, 2002). 
 Numerical uncertainty: it is introduced by model discretisation and simulation 
processes, but it can be arbitrarily small, through selecting appropriate model 
discretisation and time steps. 
 Scenario uncertainty: it is imposed on the building model by dynamic effects 
of external conditions (e.g. outdoor climate conditions and occupant behaviour), 
related to the variables of infiltration rate, internal gains and weather data. The 
analysis of scenario uncertainty can support modelling robustness (Struck & 
Hensen, 2007).  
Furthermore, Struck and Hensen (2007) state the specification and scenario 
uncertainties are particular important for concept design, where the specification 
uncertainty contains the physical and design uncertainties (see Figure 2.1). Physical 
uncertainty refers to the physical properties of building materials, varying with 
temperature, moisture content and aging processes. Its variables for SA/UA are 
Literature review 
 
Loughborough University Page 9 
 
typically normal distributed around a mean value. Design uncertainty, e.g. window-wall 
ratio, represents a possible value range (i.e. 0.2 – 0.9) of variables with uniform 
probability distribution. For concept design, even the assessment of scenario uncertainty 
is related to model robustness, it is usually considered separately as further analysis 
(Struck & Hensen, 2007). 
 
Figure 2.1 Traditional decision-making process in building design (Torcellini & Ellis, 2006). 
As mentioned before, the categories of uncertainty from MacDonald et al. (1999) are 
defined as below, where the first two uncertainties (abstraction & databases) are the 
main sources for building modelling (those are similar to the categories of specification 
and scenario uncertainties): 
 Abstraction: in order to accommodate the design, certain simplifications or 
concessions have to be made to transfer the design into a computer 
representation, e.g. the average occupancy of a design zone.  
 Databases: it results from the assumptions of properties or measurements, when 
the information in the database does not match the modelling elements. 
 Modelled phenomena: it is related to the detailed level of a physical modelling 
process (for a simulation software, such as 1, 2 or 3-D heat transfer). 
 Solution methods: the users generally cannot control this category of 
uncertainty, which is introduced by various solution techniques (e.g. a 
discretisation error is caused by the numerical discretisation techniques). 
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2.1.3 Sensitivity techniques 
There are various techniques to facilitate SA/UA for building design, which are at least 
grouped into global and local forms (Lomas & Eppel, 1992). The local SA is performed 
in a similar manner to the differential analysis, where the uncertainty of outputs is 
examined by increasing a small amount of each variable value. While, for the global SA, 
the solution space is sampled and the influences of all of input variables are estimated 
on the uncertainty of outputs. The following sections discuss the various categories of 
sensitivity techniques, and the most common methods used for building design, 
including the scatterplots and box-whisker plots, Monte Carlo analysis (MCA), 
ANalysis Of Variance (ANOVA), screening methods and finite-difference 
approximation. 
Categories of sensitivity techniques 
According to Macdonald (2002), there are two general approaches used for uncertainty 
quantification, the internal and external approaches. The internal approaches are 
interpreted as arithmetical techniques, altering the fundamental arithmetic during a 
calculation procedure. In this case, the arithmetic techniques operate on ranges rather 
than individual values, where a single simulation is enough to calculate the total 
influences of overall uncertainties. Three common internal approaches are including, 
interval arithmetic, fuzzy arithmetic and affine arithmetic. But, the most possible 
methods for uncertainty quantification in the field of building design belong to 
straightforward external methods (Macdonald, 2002). 
The essence of external approaches is to treat the mathematics of simulation software as 
a black box (i.e. only altering model descriptions, including the initial conditions, 
boundary conditions and solution methods), and repeatedly simulate each set of input 
variables as a separate model. The statistical techniques are further adopted to analyse 
the relationships between the perturbations (different sets of input variables) and outputs, 
and overall uncertainty quantification (Macdonald, 2002). 
According to Hamby (1994) and Kleijnen (1997), the external approaches can be sub-
divided into, structured and non-structured sensitivity methods. The structured method 
is derived from experimental techniques, the performance of a simulation model will be 
analysed by a series of experiments; the non-structured method is referred to as 
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stochastic in nature. But, the external approaches are commonly grouped into local and 
global methods, which distinctions are listed by Hoes and de Vaan (2005) in Table 2.1: 
Table 2.1 Comparison of local and global SA methods (Hoes & de Vaan, 2005 in Hopfe, 2009). 
ITEMS LOCAL SA GLOBAL SA 
Aim It is meant for the determination of 
partial derivation of the output in relation 
to a specific input variable. 
It is meant for the determination 
of output uncertainty in relation 
to the overall input variables. 
Input variables Input variables are sampled one-at-once 
(remain variables stay at their ‘base-case’ 
values (Lomas & Eppel, 1992)). 
Input variables are sampled 
simultaneously. 
Relationship between 
input variables and 
outputs 
A linear relationship is assumed between 
input variables and outputs. 
A linear relationship is assumed 
between input variables and 
outputs. 
Distribution of input 
variables 
There is only one assigned distribution to 
input variables (typically a normal 
distribution). 
Each input variable can be 
assigned to different 
variation/distribution (typically 
a normal distribution). 
Numbers of 
simulations 
On average, a large number of 
simulations are required (but the exact 
numbers depend on the local SA 
method). 
The number of simulations in 
global SA is less than that in 
local SA. 
Scatterplots and box-whisker plots 
Scatterplots and box-whisker plots are most intuitive and straightforward methods to 
measure variables sensitivities (Saltelli et al., 2008). Examination of scatterplots is 
always a good start for sensitivity and uncertainty analyses. Sometimes it alone can 
reveal the relationships between input variables and outputs, e.g. having a linear or 
nonlinear relationship. It can also visually reveal variables influence and interactions 
(especially for dominant variables), having confidences in further applications of the 
sophisticated sensitivity methods (Iman & Helton, 1985). But, the examination of 
scatterplots always requires a large computational effort to generate and examine data 
plots.  
Compared to the estimation of means and variances of the variables, or the examination 
of scatterplots, distribution functions can provide a more effective summary of output 
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uncertainty for at least two reasons (Saltelli et al., 2008). Firstly, there is always 
information lost in the calculation of means and variances, or in the visual measurement 
of scatterplots. Secondly, distribution functions can convey more meaningful 
information about where the quantity under consideration is located. Box-whisker plots 
as an alternative of distribution functions provides less congested display of multiple 
distributions of variables in a single-plot frame. In such plots, the lower and upper 
bounds of a box are formed by the one and third quartiles of the data separately, namely, 
𝑥0.25  and 𝑥0.75  (see Figure 2.2). The red line within the box represents the medium 
value of the data, 𝑥0.5. The tail on the top of the box extends to the maximum value of 
the data, 𝑥0.75 + 1.5(𝑥0.75 − 𝑥0.25), the tail on the bottom of the box extends to the 
minimum, 𝑥0.25 − 1.5(𝑥0.75 − 𝑥0.25). The individual cross is an outlier.  
 
 
 
 
 
 
 
Figure 2.2 An example of box-whisker plots. 
Monte Carlo analysis (MCA) and sampling methods 
Monte Carlo analysis (MCA) is the most widely used method for global SA in all area 
of building design, due to its fast computation and easy understanding (Tian, 2013). The 
approximate distribution of possible outputs can be analysed through the probabilistic 
input variables (Lomas & Eppel, 1992; Hopfe et al., 2007). In particular, the overall 
uncertainty of an output is assessed due to the overall uncertainties of input variables, 
regardless of the amount of variables and interactions. Since, each input variable in the 
MCA is firstly assigned to a definite probability distribution (e.g. normal distribution). 
For a simulation model, the values of input variables within their probability 
Bottom tail 
Lower bound, 𝑥0.25 
Medium value, 𝑥0.5
Upper bound, 𝑥0.75 
Outlier 
Top tail 
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distributions are randomly generated at the same time, and then result in the overall 
uncertainty of the output. Repeated simulations with various sets of input variables, 
once the repeated numbers are sufficient, the Gaussian distribution of outputs will be 
exhibited, irrespective of the types of variables probability distributions (Lomas & 
Eppel, 1992). 
Lomas and Eppel (1992) also state that the accuracy of MCA depends only on the 
numbers of simulations, rather than the numbers of input variables and outputs: the 
performance of MCA can be marginally improved after 60 to 80 simulations (see Figure 
2.3). Moreover, the support documents of SA/UA from SimLab (2009) state that the 
minimum number of simulations should be no less than 1.5 times the numbers of input 
variables.  
 
Figure 2.3 Relationship between normalized confidence interval and number of Monte Carlo 
simulations (Lomas & Eppel, 1992). 
As the computer effort of MCA for building design is usually costly, sampling methods 
are introduced to reduce the simulation runs and improve sample coverage (Macdonald, 
2009). Three sampling techniques are widely used, simple random sampling, stratified 
sampling and Latin Hypercube sampling (LHS): 
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 Simple random sampling: it is the most basic sampling technique, which works 
through randomly generating samples and scaling them to the target output, by 
means of the probability distributions of samples. 
 Stratified sampling: it is an improvement sampling method over the simple 
random sampling, which forces samples to conform to the whole distribution 
being analysed. To achieve this, each sample value is randomly selected within 
each stratum, where several strata have equal probability, divided according to 
the probability distribution of the target output.  
 Latin hypercube sampling (LHS): it is an evolution of the stratified sampling, 
which works by dividing the input variables into strata, and then generating 
samples that have variable values from different stratum.  
Using the stratification (stratified sampling or LHS) can improve the coverage of the 
samples, especially when the modelling process is expensive (Macdonald, 2009; 
Maxval, 2009). But, according to the study of Macdonald (2009) and Iman (1999), the 
results from different sampling methods have no significantly difference (at a 5% level) 
in increasing the robustness of MCA, after approximately 60 simulations (see Figure 
2.4). Similarly, Saltelli et al. (2008) state that it is not possible to make firm conclusions 
that LHS is far superior to the random sampling method. Thus, LHS and stratified 
sampling are used in the case of fewer simulations required, but simple random 
sampling is more preferred for MAC in the area of building design with about 100 
simulation runs (Macdonald, 2009). 
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Figure 2.4 Sampling coverage for simple random sampling and LHS (Iman, 1999), showing the 
number of samples on the x-axis, and the fraction of the sampling coverage on the y-axis. 
The MCA is normally based on a linear regression model, using regression coefficients 
to provide a quantitative measure of variables sensitivity (Saltelli et al., 2008). As 
Capozzoli et al. (2009) statement, ‘a multi-linear regression analysis was applied to a set 
of inputs and a set of outputs allowing the construction of a polynomial function that 
fitted a model’s response’. The performance of a linear regression model is related to 
the linear relationship between input variables and outputs. The rank transformation can 
be adopted to mitigate the problems driven by non-linear relationships, through 
replacing the raw data of variables by their corresponding ranks (Iman & Conover, 1979; 
Conover & Iman, 1981; Saltelli & Sobol’, 1995). As, it is based on the strength of 
monotonic relationship, rather than the linear relationship  
The regression coefficients commonly used for SA/UA are including, PEARs (Pearson 
coefficients), SRCs (standardized regression coefficients) and PCCs (partial correlation 
coefficients), and their rank transformations SPEAs (Spearman coefficients), SRRCs 
(standardized rank regression coefficients) and PRCCs (partial rank correlation 
coefficients) (Brohus et al., 2009 A&B; Tian, 2013). SRCs and SRRCs are the most 
popular choice to provide sensitivity measures for building design (Saltelli et al., 2008). 
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Helton et al. (2006) state that, when there is no correlation among input variables, SRCs 
and PCCs will give the same ordering of variable importance (global sensitivity). The 
difference between SRCs and PCCs is that PCCs is more suitable for correlated 
variables, as the PCCs provide a measure of the linear relationship between input 
variables and output after a correlation has been made for the linear effects of the other 
variables in the analysis. However, the PCCs tend to be larger than SRCs, which have 
the potential to produce misleading impressions of variables importance; therefore, care 
should be exercised in the use and interpretation of PCCs (Saltelli at el., 2008).   
Moreover, except the SRCs, many other indicators can also be used to evaluate 
variables importance: e.g. the order of variables entry into the linear regression model 
(Helton et al., 2006) and the size of R
2
 changes (coefficient of determination) 
attributable to additional variables at each step (Hopfe & Hensen, 2011). According to 
Iman and Conover (1982), the correlations between variables within a Latin hypercube 
or random sample are indeed close to zero, where the ordering of variables importance 
based on each of indicators are expected to be same (Saltelli et al., 2008). Thus, in the 
previous researches, the determination of variables importance is usually based on one 
particular sensitivity indicator from a linear regression analysis, particularly a linear 
regression model constructed in a stepwise manner.   
Furthermore, regression analysis can use the results generated from the input-output 
mapping of MCA directly (there is no problem with non-linearity in the input-output 
mapping) (Hopfe, 2009), unlike some other SA methods (such as the screening method 
of Morris, Fourier amplitude sensitivity test (FAST) and the Sobol’s method) that need 
propagating specific results tailored to sensitivity analyses. However, MCA can neither 
distinguish the influence of individual variable, nor identify each variable’s distribution; 
thus, in practice, most input variables are assigned to normal distributions.  
ANalysis Of VAriance (ANOVA) 
ANalysis Of VAriance (ANOVA) (Sobol’, 1993) is a sampling-based method, but also 
relied on the computations of conditional variance. It can decompose the uncertainty of 
outputs for an individual variable or a group of variables (Saltelli et al., 2008). In 
particular, the ANOVA has two main sensitivity measures, the first order and total 
effects. The first order effects account for the main contributions to the output variance 
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due to the corresponding input variables, which added to the higher-order effects that 
are due to the interactions among input variables are equal to the total effects. Hence, 
the differences between the first order and total effects are the effects of interactions 
between variables (Tian, 2013). If the purpose of the research is to identify no impacted 
variables, the total effects should be used; otherwise the first order effects are a better 
choice. Moreover, the ANOVA can also be used in the case where complicated or 
unknown relationships between input variables and outputs exist, e.g. complex non-
linear and non-additive models (Saltelli et al., 2006). But, all of benefits brought by 
ANOVA are based on high computation efforts and costs.  
ANalysis Of VAriance (ANOVA) can be performed through different computational 
techniques, such as the Fourier amplitude sensitivity test (FAST) and the Sobol’s 
method. FAST is introduced in the 70s by Cukier et al. (1973), and further improved by 
Saltelli in 1999 (Saltelli et al., 1999). The classical FAST considers only the non-linear 
effects, while the Sobol’s method can decompose all the output variance, but with more 
money cost, compared to other global methods (e.g. the linear regression model) 
(SimLab, V2.2, 2011). Both FAST and Sobol’s method have already been used in the 
area of building energy research (Ruiz et al., 2012; Spitz et al., 2012; Shen & 
Tzempelikos, 2012). 
Screening methods 
Screening methods are a particular sampling-based method, which often fix some 
variables from a large number of input variables without reducing the output variance 
(Tian, 2013). Particularly, the method suggested by Morris has been widely used in 
exploring building energy performance (Sanchez et al., 2012; Heo et al., 2012). The 
Morris method is based on the elementary effects of variables, but without any 
assumptions of the relationship between input variables and outputs (e.g. linearity). The 
elementary effect of an input variable is represented by the magnitude of the variation 
of output driven by a change in the variable value (keeping other variables at their fixed 
values). The results can be easily examined through a graph plotted by the mean and 
standard deviation of each variable’s elementary effect. Large values of the mean and 
the standard deviation imply high sensitivity, and vice versa.  
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The Morris method belongs to global sensitivity method, as every step has different 
baselines and the average baselines of the input space are calculated to provide final 
sensitivity measures. Compared to other global methods, the input variables in Morris 
method are taken as a discrete number of values. Thus, the probability density functions 
of variables are not accounted for by this method (De Wit et al., 2001). Moreover, this 
low computation cost approach tends to provide qualitative measures by ranking input 
variables, but it cannot quantify the influences of variables, or know how much of the 
total variances of outputs have been taken into account in the analysis (Tian, 2013). 
Finite-difference approximation 
Local SA concentrates on the local impact of input variables on model outputs. It is 
usually carried out by computing partial derivatives of the outputs, with respect to a 
small interval fractional variation of an input variable around its normal value (Saltelli 
et al., 2008). The interval could be the same for all of input variables, but it is not 
related to the knowledge degree of input variables.  
Finite-difference approximation (also called differential analysis here) is the simplest 
way to calculate local SA, slightly changing one input variable once a time and 
rerunning the model to measure the degree of outputs change. The elements of the 
sensitivity matrix can be approximated by (Saltelli et al., 2008): 
𝜕𝑦
𝜕𝑥𝑖
 ≈  
𝑦(𝑥𝑖 + ∆𝑥𝑖) − 𝑦(𝑥𝑖)
∆𝑥𝑖
, 𝑖 = 1, … , 𝑚. 
Where: 
𝑚: the number of input variables. 
Finite-difference approximation requires 𝑚  +1 simulations of the original model to 
calculate local sensitivities of input variables. If central differences are used, it requires 
2𝑚 simulations. The accuracy of local SA depends on the changes of input variables, 
∆𝑥𝑖. For a non-linear model, too large changes of input variables (e.g. > ±5% of the 
nominal value stated by Falls et al. (1979)) would violate the assumption of local 
linearity. But, too small changes of input variables would enlarge the round-off error. In 
most cases, 1% perturbation is a good practical choice; the process to find the ‘best’ (or 
acceptable) value is trail-and-error.  
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Finite-difference approximation is less helpful to compare variables influences on 
outputs, as the relative uncertainties of variables are un-weighted. A developed method 
is thus introduced by Capaldo and Pandis (1997), where an incremental ratio is 
considered: 
𝑆𝑖 =  
𝑥𝑖
𝑦
∗
𝜕𝑦
𝜕𝑥𝑖
 
In this method, the effect on the relative variation of output 𝑦 is measured by perturbing 
an input variable 𝑥𝑖  by a fixed fraction of its central value. 𝑆𝑖 can be estimated by 𝑆?̂? as: 
𝑆?̂? =  
𝑙𝑛𝑦 − 𝑙𝑛𝑦𝑏
𝑙𝑛𝑥𝑖 − 𝑙𝑛𝑥𝑖𝑏
 
Where:  
Subscript 𝑏 indicates a baseline value; 
𝑥𝑖 indicates a generic input value. Each of the 𝑥𝑖 is given a different variation between 
the baseline and a ‘sensitivity test value’. 
Even the methods of local SA are considered to be computational faster and easier. Less 
accurate is their inherent problem, compared to the sophisticated global SA methods. 
According to literatures, it also has been stated that the global SA should be used, when 
input variables are in a non-linear model and from different magnitudes of uncertainty 
sources (Cukier et al., 1973). 
Summary 
The main methods of SA are further compared in Table 2.2, where Monte Carlo 
analysis is as good as other global SA, but it is faster and well-developed, especially for 
building design (Hopfe, 2009). 
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Table 2.2 Comparison of four different methods to conduct global sensitivity analysis (European 
commission, 2005 in Hopfe, 2009). 
METHOD NAME Ⅰ Ⅱ Ⅲ Ⅳ 
Monte Carlo analysis (MCA) Yes Yes Yes No 
Variant based methods (e.g. 
ANOVA) 
Yes Yes Yes Yes 
Screening methods No/yes Yes Yes Yes 
Local methods (e.g. Finite-
difference approximation) 
No No No Yes 
Ⅰ: Input variables The influences of input variables (on outputs) will incorporate 
the effects of the range of input variation and the probability 
density function (particularly, the normal or uniform 
distribution). 
Ⅱ: Variation of input variables Different to partial derivatives, the variation of one input 
variable will cause the changes of others. 
Ⅲ: Model independence The performance of sensitivity techniques will not be affected 
by model non-linearity, if input variables are independent. 
Ⅳ: Treat group variables as they 
were individuals 
The influence of individual variable should be evaluated, even 
variables are varied as a group. It improves the agility of 
results interpretation. 
2.2 Building Performance Simulation 
During the last three decades, there is a large number of simulation software available to 
analyse the thermal behaviour, energy consumption and systems operation of buildings, 
290 programmes of which for building energy efficiency evaluation have been listed in 
‘Building Energy Software Tool Directory’ (DOE, 2001). Most of them (the simulation 
software) have the same modelling principles, and used in similar manners: to check 
code compliance and calculate the thermal load for sizing HVAC (heating, ventilation 
and air conditioning) systems (Hopfe et al., 2005). De Wilde and Van der Voorden 
(2004) also state the requirements that must be followed by simulation software, when 
they are used in building design context: ‘ 
 Tools must accommodate specific, design-driven option spaces (in other words: 
the tools must be able to deal with design options as generated during the design 
process, without imposing any constraints). 
 Tools must be able to carry out the specific ‘virtual experiments’ that relevant for 
the design decision in question. 
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 Tools must provide relevant performance information without halting the 
building design process. 
 Tools that are to be used to support the selection of energy saving building 
components must be applicable during early design stages (feasibility study, 
conceptual design).’  
Thus, EnergyPlus, Capsol, Esp-r, IDA-ICE and TRNSYS, as commonly used building 
simulation software, they meet all previous requirements, and have the ability to 
identify the energy-saving components of buildings, if the numbers of simulations are 
large enough (MacDonald, 2002; MacDonald et al., 1999; MacDonald & Strachan, 
2001).  
The method of building performance simulation (BPS) is based on the simulation 
software to explore the relationships between design variables (e.g. the variables related 
to the construction properties and HVAC systems control) and building performance 
(e.g. annual energy uses and thermal comfort) (Struck et al., 2008). Hopfe et al. (2007) 
state that the method of BPS has the potential to provide valuable guidance for detailed 
design decision-making, if it is integrated with the sensitivity techniques. Trinius et al., 
(2005) also state that the BPS coupled with SA/UA can expand the concept of 
performance prediction and evaluation for the entire building or its functional 
components prior to construction. Similarly, Hopfe (2009) suggests using the SA/UA as 
a post-processing step for building simulation, to provide an output analysis for 
different sets of variables.   
For applications, the approach of applying the SA and UA with BPS can evaluate the 
comprehensive list of stochastic input variables, and highlight the important variables 
that have the most contributions on building performance achievement, for instance, the 
summer overheating risk in naturally ventilated buildings (De Wit & Augenbroe, 2002; 
Breesch & Arnold, 2005), the impacts of architectural designs on building energy 
performance (Capozzoli et al., 2009), and the mold growth risk in real-life buildings 
(Moon & Augenbroe, 2005). Some other researches use the SA/UA as an aid tool for 
BPS, to reduce the difference in model assumptions (Hopfe, 2009; Brohus et al., 2009A 
& B; Struck & Hensen, 2007), or to explain the difference between simulations and 
measurements, for instance, the thermal conductivity of insulation materials 
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(Dominguez-Munoz et al., 2009) and the energy consumption of domestic buildings 
(Brohus et al., 2009A & B). Even applying SA/UA in BPS is a powerful technique to 
predict the performance of design objectives; it is not a route stage of building 
performance design, and it requires further developments (Struck & Hensen, 2006 & 
2007; Struck, et al., 2008; de Wilde & Van der Voorden, 2004).  
2.3 Model-based Building Optimization Problems 
For building optimization problems, the optimization methods are normally based on a 
simulation model (Evins, 2013). Evolutionary algorithms, particularly the GAs (genetic 
algorithms) and NSGA-II (non-dominated sorting genetic algorithm II), are common 
meta-heuristic optimization algorithms used for building design. Since, building design 
is an inherently trade-off process between two or more conflicting design criteria, where 
the solutions can be evaluated by multi-criteria decision making methods (MCDM). 
NSGA-II with the Pareto curve is suggested as a fast and elitist multi-objective genetic 
algorithm for such complicated optimization problems (Deb et al., 2000 & 2002). 
2.3.1 Overview model-based optimization methods 
‘Optimization theory encompasses the quantitative study of optima and methods for 
finding them’ (Beightler et al. in Goldberg, 1989). Various optimization methods exist 
in all fields of physics, chemistry, biology, medical science, finance and engineering. 
Particularly, a rapid growth of interest is in derivative-free (DF) optimization methods. 
They are designed to optimize an objective function of a given problem via a ‘black box’ 
computation, where the derivative information is neither symbolically available nor 
numerically computable, and the bounds on Lipschitz constants are not known 
(Neumaier, et al., 2011). Since 1961, Hooke and Jeeves (1961) have proposed numerous 
algorithms and software implementations of DF optimization methods, until 2011, the 
already exist methods categorised by Neumaier et al. (2011) are including: direct 
methods (deterministic methods without model assumptions, e.g. pattern search (PS)), 
indirect methods (deterministic methods based on model assumptions) and stochastic 
methods (using random choices as strategies, e.g. genetic algorithms (GAs), simulated 
annealing, particle swarm optimization (PSO), ant colony optimization). 
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For building design, the optimization methods are normally based on a simulation 
model, where the computer simulation is a feedback loop between design decisions and 
performance evaluations. Taking the building energy model as an example (as the 
building energy model is advanced, accurate and easy-to-use model), the coupled 
optimization methods are summarized by Eisenhower et al. (2012) as below: 
 Numerical optimization: it firstly arises in the 1970s, which typically contains 
an optimizer and a function. The function is given by a certain building ‘design 
and operation scenario (DOS)’ (i.e. it defines the building’s architectural design, 
the specific strategies and considerations of operation). Design objectives are 
numerically calculated during an annual year. The optimizer determines the new 
DOS intelligently based on previous attempts, which converges the DOS to an 
optimum value. However, the environment of software for numerical 
optimization is either specific to an energy simulator (Ellis et al., 2006) or 
generic to all (Wetter, 2001).  
 Derivative-free (DF) optimization routines: the DF methods do not require the 
gradient information of energy models, which make the optimization process 
easily and simply (Wetter & Wright, 2004; Wetter & Polak, 2004). Due to the 
un-continuous or in-differentiable objective functions, the derivative information 
obtained numerically from an energy model may be inaccurate. But, the study of 
Caldas and Norford (2003) state that DF methods often lead optimizers 
converged to local search area, where many alternative optimum design 
solutions can be found. The most two common types of DF methods adopted in 
building community are genetic algorithms (GAs) and pattern search (PS). 
 Genetic algorithms (GAs): it is a class of mathematical optimization 
approaches to imitate the natural biological evolutions, together with mutation, 
selection and crossover operators. Since a GA-based research considers a 
population of solutions rather than a descent along a gradient, it reduces the 
likelihood of converging to sub-optimum solutions. 
 Pattern search (PS) method: it can find the optimum value of each design 
objective by searching along coordinates in an intelligent way. Djuric et al. 
(2007) use this method through the software of GenOpt, to investigate how 10 
problem variables influence the optimum solution(s) among building energy 
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demand, capital costs and thermal comfort. Peippo et al. (1999) use the modified 
PS (Hooke-Jeeves PS) to optimize 30 problem variables for a set of algebraic 
equations, through 5,000 to 10,000 model simulations.  
 Comparison GAs to PS: in the study of Kampf et al. (2010), the methods of 
GAs and PSs are compared, which can find similar optimum solutions for 
objective functions, but with a different combination of variable values. The 
conclusion highlights that to use only one optimization method for a given 
problem does not always lead to the best practice, which may have multiple 
minimums, especially in the case of having complex building models with a 
large number of problem variables.  
Other than GAs and PS, Evins (2013) summarizes the common heuristic optimization 
algorithms and their characteristics for sustainable building design, which are coupled 
with different simulation software. All of those algorithms offer high probability to find 
the optimum solution(s) or the solutions getting close to optimum, but without 
guarantee. Even the direct methods (e.g. PS) are efficient, the search areas are easily 
trapped into 'local optimum' only (Korda et al., 2003). Conversely, evolutionary 
algorithms (EAs) (especially the GAs) perform much better for building optimization 
problems, which are meta-heuristic optimization algorithms, based on Darwinian 
principle: survival of the fittest population of solution, and elimination of the poorest 
solution during each generation. Types of EAs include (Evins, 2013): 
 Genetic algorithms (GAs): a fixed, linear data structure (a list of variable 
values). The most common implementation for multi-objective problems is the 
non-dominated sorting genetic algorithm II (NSGA-II). 
 Evolutionary programming (EP) and genetic programming (GP): for these 
two methods, hierarchical variables and objective functions are represented in 
tree-structures, but in EP only variable values are changed (Fogel, 1999), whilst 
in GP the structure is changed as well (Sette & Boullart, 2001). 
 Covariance matrix adaptation evolutionary strategies (CMA-ES): design 
objectives are represented by a covariance matrix, which is updated at each 
generation, according to new variables values sampled from probability 
distributions (Hansen & Ostermeier, 1996).  
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 Differential evolution (DE): variables values in DE are perturbed by 
components introduced from other good solutions (Storn & Price, 1997). 
The meta-heuristic algorithms that mimic other natural processes are including (Evins, 
2013): 
 Harmony search: recombining variable values to find better combination(s), 
through having some perturbation to neighboring values, and a rolling 
population of best solutions maintained (Geem & Kim, 2001). 
 Particle swarm optimization: moving solutions in the design space based on 
their own positions and the best position in the swarm (Kennedy & Eberhart, 
1995). 
 Ant colony optimization: mimicking the process of ants depositing pheromones 
on the path to encourage others to follow, in which much-used variable values 
are accumulated, biasing their further selections (Dorigo et al., 1996). 
 Simulated annealing: perturbing solutions away from their current positions, 
and then gradually increasing the probability of retaining the better solutions 
with time (Kirkpatrick et al., 1983). 
2.3.2 Building optimization problems with the application of GAs 
Building optimization problems are usually characterized according to problem 
variables, objective functions and design constraints, to ensure the optimization process 
efficiently (Wright, 1996; Wright & Farmani, 2001A). The general mathematical 
description of a constrained optimization problem is (Wang et al., 2005): 
𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 𝐹(𝑥1, 𝑥2, … , 𝑥𝑛) 
𝐺(𝑥1, 𝑥2, … , 𝑥𝑛) ≥ 0 
𝑥𝑖 ∈ 𝑆𝑖 
The ‘optimal’ combination of variable values provides the minimum (or maximum) 
objective functions while satisfying the design constraints. For some optimization 
problems, design objectives and constraints are interchangeable, and the mathematical 
description does not require any of the functions to be continuous, or differentials 
(Evins, 2013). 
Literature review 
 
Loughborough University Page 26 
 
Problem variables for building optimization problems are defined either as discrete or 
continuous variables, which are normally from building envelope, shape and orientation, 
as well as the setup and control of HVAC systems (Evins, 2013). Variables related to 
constructions and windows must be carefully considered firstly to achieve high 
performance of buildings, particularly for sustainable or low-carbon building design. As 
those are barriers of the heat, light and air between inside and outside building 
environments, which influences will affect solar gains, heat gains from daylight and 
heat loss from envelope. Furthermore, a building’s HVAC systems and artificial 
lighting systems have significant effects on the achievement of building performance, in 
terms of energy consumption, capital costs and thermal comfort. Those systems require 
careful configurations and efficient operating controls, which variables are usually 
including, e.g. heating and cooling setpoints, summer and winter start and stop times for 
systems operations (Evins, 2013).    
For a building optimization process, the computer time and costs may limit its ability, 
especially when the simulation model is complex and with a large set of problem 
variables. In this case, the building model can be simplified firstly before an 
optimization analysis. For instance, in the study of Eisenhower et al. (2012), a meta-
model (a model of a model) is created through characterizing the building energy model 
that varies all of problem variables within a certain range around the baseline design, 
and then analysed by a particular optimization algorithm.  
Compared to other single-objective algorithms (e.g. PS, PSO), the solutions found by 
GAs are nearly best, but require fewer simulations (Wetter & Wright, 2004). Similarly, 
Tuhus-Dubrow and Krarti (2009) and Bichiou and Krarti (2011) both find that the GA 
performed best, especially for problems with more than 10 variables. Thus, Coello 
(2004) state the GAs is popularly advocated in the researches of building design. 
Meanwhile, for multi-objective problems, NSGA-II (also called non-dominated sorting 
genetic algorithm II; see Section 2.3.4) is found as the best optimization algorithm 
(Brownlee et al., 2011; Bichiou & Krarti, 2011).  
Since 1989, GAs as a kind of evolutionary optimization method has been widely 
applied for building optimization problems. Caldas and Norford (2003) list the whole 
aspects of GAs applied in building design from IEE 1995 and 1997: ‘ 
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 Equipment design: shaping radar radiation patterns, optimizing airfoil 
geometries to produce desired pressure distributions, reducing noise emissions 
from an engine block, vibration control; 
 Manufacturing: shop-floor scheduling; 
 Controls: controller design and tuning, system identification; 
 Municipal utilities: dispatch of electricity generators, planning electricity 
transmission system, scheduling of municipal water-supply pumps; 
 Robotics: design of multi-link mechanisms to follow a prescribed path, object 
recognition; 
 Signal processing: filter design; 
 Fault detection: detection of incipient sensor faults, design of fault-tolerant 
system.’ 
Similarly, Wright et al. (2008) summarize the applications of GAs in the field of 
building optimizations as:  
 Building fabric construction (Caldas & Norford, 2002 & 2003; Wetter & Wright, 
2004; Wang et al., 2005); 
 The size of HVAC systems (Wright & Hanby, 1987; Wright, 1996); 
 HVAC system supervisory control (Nassif et al., 2005); 
 The simultaneous optimization of building construction, HVAC-system size, 
and system supervisory control (Wright & Farmani, 2001A&B; Wright et al., 
2002); 
 The optimization of building layout (Jo & Gero, 1998; Gero & Kazakov, 1998). 
2.3.3 Multi-criteria decision-making methods 
Building design is an inherently trade-off process between two or more conflicting 
design criteria (e.g. minimizing both energy consumption and capital costs), which 
solutions can be evaluated by multi-criteria decision-making methods (MCDM) (Wright 
& Loosemore, 2001; Wright et al., 2002). The process of MCDM has two elements: 
 Decision: the decision made by designers must be the ‘most’ desirable design 
solutions from the trade-off between design criteria; 
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 Search: the searching procedure for one or more design solution(s) must reflect 
the ‘most’ desired trade-off between design criteria. 
The relationship between two elements of MCDM (decision and search) has three forms 
(Veldhuizen & Lamont, 2000; Miettinen, 2001): 
 A priori preference articulation (decide to search): the decision maker (DM) 
defines a preferred trade-off between design criteria before search start (for 
instance, the capital cost is defined as twice as the operating cost by designer); 
 A progressive preference articulation (decide from search): the DM uses 
progressive solutions to inform the decision-making process, and to get the final 
selection of trade-off, where the DM and search are intertwined; 
 A posteriori preference articulation (search to/from decide): a set of 
solutions is presented firstly, and the DM chooses a final design solution from 
them.  
For a common procedure of priori preference articulation, the weights assigned to each 
of criteria, the weighted sum of the criteria becomes to a single design criterion. An 
optimization algorithm is then performed to find the single design solution that has the 
minimum weighted sum of the criteria. For example, a single design criterion is 
transformed by the sum of capital cost fc(X) and the operating cost fo(X) of a building, 
with different assigned weights, wc  and wo  separately (Wright & Loosemore, 2001; 
Wright et al., 2002): 
f(X) =  wo × fo(X) +  wc × fc(X) 
If the designer decides minimising the capital costs is twice as important as minimising 
the operating costs, a single design decision can be made through minimising the single 
weighted criterion (the sum of design criteria). But, the weights are selected by arbitrary, 
and the information about the sensitivities of each design criterion is limited (e.g. the 
designer would not be able to say a potential 25% reduction in operating costs due to a 
50% reduction in the capital costs).  
For a progressive preference articulation approach, it likely needs intensive 
computational efforts for building optimization problems (Wright & Loosemore, 2001; 
Wright et al., 2002). Since, at least one alternative solution is generated for a single 
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design decision (e.g. through assigning different weights and repeating the optimization 
process), and each new single design decision would require repeated computer efforts 
for building simulations and optimization. Furthermore, as an uncompleted trade-off 
curve restricts the available range of design solutions, the progressive preference 
articulation approach can only solve the problems in part.  
Contrary, the posteriori preference articulation approach with a completed trade-off 
characteristic can greatly minimise the computer efforts for building simulations and 
associated optimization processes. According to the advantages of GAs, the posteriori 
preference articulation approach optimized by GAs is advocated for multi-objective 
building optimization problems, which can not only offer great potential for 
identification the trade-off between design elements of building, but also help to inform 
the design decisions (Wright & Loosemore, 2001; Wright et al., 2002).  
2.3.4 Multi-objective genetic algorithm 
GAs is designed as an unconstrained search method to optimize a single-criterion 
problem. Various approaches based on simple GA exist for multi-objective optimization 
problems (Coello, 2004). Caldas and Norford (2003) category these approaches into: 
population-based non-Pareto and Pareto approaches. For instance, the vector evaluated 
genetic algorithm (VEGA) as a population-based non-Pareto approach has been 
proposed by Schaffer (1985), where the populations are belonged to disjoint sub-
populations according to individual objective functions. But the VEGA seems to find 
only extreme solutions on the Pareto front, as the overall fitness is a linear combination 
of individual objectives with weights dependent upon the population distribution 
(Murata & Ishibuchi, 1995).  
The multi-objective genetic algorithm with Pareto ranking scheme is mostly advocated 
for building optimization problems (Fonesca & Fleming, 1995 & 1998). Particularly, 
NSGA-II is suggested as a fast and elitist multi-objective genetic algorithm for 
complicated optimization problems, which can alleviate the difficulties in terms of 
finding a diverse set of solutions and converging around the true Pareto-optimum set 
(Deb et al., 2000 & 2002). The Pareto rank is used to sort the fitness of each solution 
(i.e. solutions of equal rank have equal fitness): the normal Pareto rank is designed to 
seek the maximum fitness; the inverted Pareto rank is to find the trade-off between 
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minimum criteria. An exponential weighting is employed as well, to give extra weight 
to the non-dominated (Pareto 0) solutions (Wright & Loosemore, 2001; Wright et al., 
2002).  
In the case of a Pareto-based NSGA-II search, building thermal comfort is usually 
defined as design constrain (‘goal restraint’) for multi-objective optimization problems, 
which forces the solutions into the desired feasible region by penalizing the Pareto rank 
of the infeasible solutions. Thus, the NSGA-II provides the trade-off between constraint 
bounds and design objectives. Increased the number of design criteria (including the 
design objectives and constraints) will bring more difficulty in the interpretation of 
trade-off characteristic (e.g. the trade-off curve becomes a trade-off surface, when the 
number of criteria is increased from two to three).  
For building optimization problems, the extent to which the design solutions are 
optimum can only be confirmed through inspecting the solutions. According to Wright 
et al. (2002), the confidence of a solution on the Pareto curve obtained from the 
constrained multi-objective GA is confirmed, through comparing a solution obtained 
from the same GA for a single objective (their difference is only related to the fitness 
functions). The fitness function of the single objective GA addresses the process 
automatically to find an initial feasible solution from randomly generated solutions. The 
normalization (i.e. a normalized sum of the constraint violations) is further employed to 
measure solutions infeasibility (solutions infeasibility is used to sort solutions and 
inform their fitness). For example, if there is no solution feasible, the ranking obtained 
for each solution has a higher (worse) infeasibility.  
2.3.5 Pareto optimization 
When the characteristic of an optimum trade-off is represented by a Pareto set of 
solutions, each solution in the set is said to be non-dominated by others (Wright & 
Loosemore, 2001; Wright et al., 2002). In Figure 2.5, a set of seven sample solutions 
exists for two design objectives (as same as the example in Section 2.3.4, the capital and 
operating costs used as design objectives). A ranking of 0 is assigned to non-dominated 
solutions in the set. For each non-dominated solution, there is no other solution in this 
set having lower ranks in any of objectives. A solution ranked 3 indicates it is 
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dominated by three other solutions in the set (i.e. three other solutions have lower 
ranking values in both objectives, see the dashed box based on the ranking of 3). 
 
Figure 2.5 Example Pareto ranking (Wright et al., 2002). 
For identification the non-dominated set from a finite set of solutions, two conditions 
must be true (Deb, 2001): 
 Any two solutions of the non-dominated set must be non-dominated with respect 
to each other; 
 Any solution not belonging to the non-dominated set is dominated by at least 
one member of the non-dominated set.  
In the case of conflicting multi-objectives, in principle, a set of optimum solutions 
(Pareto-optimum solutions) is created, rather than a single optimum solution. Since all 
of Pareto-optimum solutions are equally important, it is difficult to prefer one solution 
to the others, without any further information (a biased search) about the problem. In 
the absence of any further information, it is important to find as many Pareto-optimum 
solutions as possible in a problem. Thus, the methods applied for multi-objective 
optimization problems should have two goals that are summarized as below (Deb, 2001): 
 To find a set of solutions as close as possible to the Pareto-optimum front: only 
when solutions converge close to the true optimum solutions, their near-
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optimality properties are assured, which is common to any optimization tasks (a 
single-objective or a multi-objective optimization problem); 
 To find a set of solutions having a good diversity in the desired space: it is 
entirely specific to multi-objective optimization, to ensure solutions being 
sparsely spaced in the Pareto-optimum regions. 
2.4 Coupled Sensitivity Analysis with Optimization Methods 
for Building Design 
According to literatures of numerical approaches, sensitivity analysis is normally 
applied before the optimization process to improve the performance or save the 
computational efforts/costs of the optimization, or after the optimization process to have 
a further insight into the neighbourhood of each optimum solution. In relative to the 
sensitivity-based optimization, Reuter et al. (2012) conclude that the significant 
variables identified from global SA (i.e. the regression-based correlation analysis and 
variance based approaches), can reduce the complexity of the optimization process for 
very high dimensional models and provide relatively good optimum results as compared 
to the optimization using the complete domain of input variables. Kim et al. (2001) 
propose a robust optimization approach adopting the second-order sensitivity 
information (defined as a ‘gradient index’), which can offer high performance as well as 
robustness of the objective and constraint functions, even without the statistical 
information on design variations and calculation of the performance reliability during 
optimization process. Moreover, during an optimization process for structural systems, 
mapping the surface sensitivities to controls points through local methods, e.g. finite 
difference, can significantly reduce the computing time and/or costs for shape 
optimization issues (Younsi, 1993; Kim & Choi, 2001; Abid et al., 2008; Takezawa, 
2010; Othmer et al., 2011).  
After the solving of the optimization problem, it is necessary to have a further insight 
into the neighbourhood of each solution, aiming to quickly inform the relative changes 
of design variables, objectives and constraints when a Pareto optimum is shifted from 
one solution to another (Zhang, 2003). Besides, it can also be used to better understand 
how about the non-linearity, differentiability and discontinuity of the Pareto curve, as 
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the latter may be highly non-linear, non-smooth and discontinuous. For example, Zhang 
(2003) uses the Pareto-optimum sensitivity analysis to study the trade-off among the set 
of objectives during a multi-objective optimization. It concludes that the projected 
gradient direction evaluated at a given Pareto optimum solution in the design variable 
space rigorously corresponds to the tangent direction of the Pareto curve at that point in 
the objective space.  
In the field of building performance design, there are also some researches combined 
both sensitivity analysis and model-based optimization. Fesanghary et al. (2008) 
optimize the influential variables on the total costs of shell and tube heat exchangers 
(STHX), based on a reduced size of problem variables through global SA (i.e. the 
Sobol’s method). Wright and Alajmi (2005) use the scatterplot to examine the 
robustness of GA in finding solutions to an unconstrained building optimization 
problem, when the numbers of building simulations adopted by the optimization are 
restricted. It concludes that the GA is insensitive to the choice of GA control parameters, 
there being no statistically significant difference in solutions found between any of the 
parameter sets. It also suggests the better solutions obtained in this study are using small 
population sizes (5 and 15 individual), with high probabilities of crossover and mutation 
(100% and 2% respectively). Marseguerra et al. (2003) analyse the evolution strategy 
followed by a GA in its search for the optimization solution with the aim of extracting 
information on the importance of the control variables of the optimization with respect 
to the sensitivity of the objective function (for a lumped nuclear reactor model), where 
the sensitivity analysis is a variance decomposition-based method. It concludes that the 
GA search evolves towards convergence in such a way to stabilize first important 
variables of the model and later those having little influences on the model outputs. 
Hopfe et al. (2012) use statistical sensitivity analysis on top of building performance 
simulation (BPS), to increase the ability to predict the impact of design variables, and to 
fast assess the robustness of an evolutionary multi-objective optimization. 
For the post-optimization research, e.g. in the study of Hajabdollahi et al. (2012), an 
underfloor heating system after being analytically modelled and optimized by both 
genetic algorithm (GA) and particle swarm optimization (PSO), its optimal solution(s) 
are further investigated by a sensitivity method (at each case a design parameter varies 
while other design parameters are fixed at the optimum points). It concludes that a GA 
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has less speed but more powerful results in the comparison with PSO. Furthermore, 
Yoshida et al. (2007) use the local SA to explore the future trend of the energy supply 
systems for hospitals, based on their typical (optimum) condition obtained from the 
optimization.  
However, there are no specific researches that applying the sensitivity methods 
(especially the global SA) to the biased solutions obtained directly from an optimization 
process, to find the optimal solutions, as well as to better understand the influences of 
variables on those solutions, this being important when some uncertainty exists n the 
choice of design solutions.  
2.5 Summary 
For building design, there are many sources of uncertainty, especially when using the 
simulation models to assess building performance. Sensitivity analysis (SA) is designed 
to assess how the variations in the outputs of a model can be apportioned qualitatively 
and/or quantitatively to the variations in a set of input variables (Macdonald et al., 1999; 
Lam & Hui, 1995; Helton et al., 2006; Saltelli et al., 2008). Various sensitivity methods 
are at least grouped into global and local forms (Lomas & Eppel, 1992). The local SA is 
performed in a similar manner to the differential analysis in which each variable is 
incremented by a small amount in order to evaluate the influence on the outputs. While, 
the global SA in which the search space is sampled can identify and rank the influences 
of all input variables related to the uncertainties of outputs. Monte Carlo analysis (MCA) 
is considered commonly for global SA, particularly in the area of building design.  
During the last three decades, a large number of simulation software (e.g. EnergyPlus) 
are available to analyse the thermal behaviour, energy consumption and systems 
operation of buildings, which have the same modelling principles, and used in similar 
manners: to check code compliance and calculate thermal load for sizing HVAC 
systems (Hopfe et al., 2005). 
Model-based evolutionary optimization can also be used to inform design decisions. For 
many single-objective optimization algorithms, particularly when discontinuities in the 
objective function caused by approximation issues with the EnergyPlus solver lead to 
failure for algorithms that require smoothness, the nearly best solution can be found by 
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GAs (genetic algorithms) with fewer simulations (Wetter & Wright, 2004). While, 
Brownlee et al. (2011) state that the NSGA-II (non-dominated sorting genetic algorithm 
II) is found to perform best for solving a multi-objective optimization problem during 
building design.  
According to literatures, even some sensitivity analyses are conducted in relation to 
building optimization problems (Evins, 2013). There are no specific researches to 
investigate the extent to which: the global and local sensitivity methods can be used to 
biased solutions obtained from a single- or multi- objective optimization process, to 
better understand variables influences on the optimum solutions without generating 
separate random solutions; the differences in the importance of variables are driven by 
different sensitivity methods during an optimization process, particularly when the 
values of some variables do not have physical meanings (e.g. the categorical variables).  
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CHAPTER 3: EXPERIMENTAL 
APPROACHES 
According to Chapter 2, both sensitivity analysis and model-based optimization can be 
used to inform design decisions. Sensitivity analysis (SA) identifies the design variables 
that have important impacts on design objectives and constraints, while the model-based 
optimization can find the optimum set of variable values that satisfies the design 
objectives as well as the design constraints. Thus, applying the sensitive methods to 
solutions obtained from a model-based optimization process can help designers find the 
set of optimum solutions, as well as better understand the importance of variables on the 
solutions, especially when some uncertainty exists in the choice of design solutions. To 
reduce the computational efforts but enhance the robustness, the issues that are required 
for the combined method here are briefly investigated in Section 3.1. 
Various sensitive techniques are at least grouped into, global SA and local SA. The 
global SA (also called Monte Carlo analysis) is considered in this research with a 
sampled space and a linear regression model constructed in a stepwise manner (see 
Sections 3.2.1 to 3.2.4), where the relative importance of variables can be measured in 
three ways: the more important the variable, the earlier it entry into the regression 
model, the bigger the absolute value of SRCs (standardised regression coefficients), the 
larger the change in the model’s R2 value (coefficient of determination) (see Section 
3.2.4). The robustness of stepwise regression analysis (i.e. how well the linear 
regression model fits to the samples) is dependent upon the procedure options, including 
the sample size, the sampling method (e.g. the samples generated randomly or biased in 
some way), the data type of input variables (e.g. rank-transformed data, raw data with or 
without categorical variables), the selection approach (e.g. forward selection, backward 
elimination or bidirectional elimination) and selection criterion (e.g. F-test, AIC 
(Akaike information criterion) or BIC (Bayes information criterion)), where the model 
accuracy is evaluated through R
2
 value and PRESS value (predicted error sum of 
squares; which is used to measure overfitting problems) (see Section 3.3). While, the 
local SA is performed similarly to the differential analysis, where the influence of each 
variable on the output uncertainty is evaluated through incrementing its value by a pre-
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defined step positively and negatively from the base-point value(s) (i.e. the base-point 
value(s) refer to the optimum value(s) found from the optimization process) (see 
Section 3.2.5). In this research, the local SA is further associated with variables box-
whisker plots, visually compared the changes in objective function value according to 
different variables increments from the base-point solution(s). Moreover, the 
characteristics of statistical programs, e.g. R statistical software, that are recommended 
for sensitivity analysis are stated in Section 3.2.6. 
The genetic algorithm (GA) adopted here for a single-objective building optimization 
problem is a modified version of the ‘simple GA’, where the constraint functions are 
mapped onto the fitness function through a penalty function. An encoded string 
represents the problem variables. A set of random population is generated initially, and 
then the GA seeks to minimise the fitness of the population by selecting the ‘fittest’ 
individuals from the population based on the stochastic ranking fitness assignment, and 
using their ‘genetic’ information in crossover and mutation operators to create a new 
population (see Section 3.4.1). However, building design is a process to conflict multi 
design objectives (e.g. minimizing both energy demand and capital costs). And resulting 
the NSGA-II is used in this research to find the Pareto optimum trade-off between 
conflicting design objectives, which procedure is outlined step-by-step in Section 3.4.2. 
The rate of convergence of the variables during an optimization process could be 
observed, through the changes in the mean value and standard deviation of the variables 
values from a window of 100 solutions (the 100 solutions is consistency with the 
sample size used in global SA), aiming to investigate the relationship between variables 
convergence and their relative sensitivities, to further reduce computational efforts (see 
Section 3.5). 
3.1 Overview the Combined Method between the Sensitivity 
Analysis and Evolutionary Optimization 
As mentioned in the introduction, the aim of this research is to help designers find the 
set of optimum solutions and better understand the influences of variables on those 
solutions, through applying the sensitivity methods directly to the solutions obtained 
from a model-based evolutionary optimization. To reduce the computational efforts but 
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enhance the robustness, the issues that are required to complete this combined method 
are investigated as below: 
 The extent to which the procedure options of a stepwise regression can 
affect the indication of variables global importance, for each of design 
objectives and constraints. 
During a stepwise regression, the procedure options include the sample size, the 
data type of input variables, selection approach and selection criterion. Even, 
each procedure option has its strengths and weaknesses, a robust indication of 
variables importance can be concluded, through comparing the entry-orders of 
variables into the linear regression model (one of sensitivity indicators) and the 
accuracy of individual linear regression models, which are result from different 
sets of procedure options, when the sample spaces are randomly generated. 
Furthermore, the categories of variables importance can be classified in this 
research, based on two different sensitivity indicators: the standardized rank 
regression coefficients (SRRCs) and the order of entry into the linear regression 
models. As, even though the correlation between any pair of variables is less 
than 0.1, it could be difficult to conclude an identical rank-order of variables 
importance based on any of sensitivity indicators, for design objectives and 
constraints. 
 The extent to which the solutions obtained from a single- or a multi- 
objective building optimization process can be used for the global SA. 
It is realized through comparing the results of variables global importance 
obtained from randomly generated solutions, with the same robust method 
applied to solutions obtained from a single- or multi- objective optimization 
process: the 100 solutions taken at the start and end, and all of solutions of the 
optimization process; the importance is not necessary to generate a separate 
random solutions, reducing the computational efforts for global SA. In this 
research, a single-objective optimization problem is solved by GA (genetic 
algorithm), and a multi-objective optimization problem is solved by NSGA-II 
(non-dominated sorting genetic algorithm II). 
 The extent to which the rate of convergence of the variables during the 
optimization can be observed, and used as an indication of the relative 
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sensitivity of the design objectives and constraints to changes in the variable 
values. 
The convergence behaviour of an optimization algorithm is examined through 
an analysis that refers to the changes in the mean value and standard deviation of 
the variable values from a set of generations to next. If it is possible to use the 
rate of convergence of the variables during the optimization as a direct 
indication of the relative sensitivities, the computational effort required to 
complete a combined design optimization and sensitivity analysis could be also 
reduced.  
 The extent to which the local sensitivities of variables vary around the set of 
optimum solutions found from a single- or multi- objective optimization 
process, and how it is different to the global sensitivities. 
In this research, the local SA is performed through incrementing each variable 
value one-step in a positive and negative direction from an optimum solution 
(found by the GA for the single-objective optimization problem) or the base-
point solutions along the trade-off (found by the NSGA-II for the multi-
objective optimization problem). The ordering of variables local importance 
(sensitivity) along the trade-off can be examined using box-whisker plots and 
the mean value of the sensitivity, which is further compared to the global 
sensitivities of variables obtained from randomly generated solutions, to 
investigate the variation of variables importance during the optimization process. 
 The extent to which the changes in the climate conditions of the example 
building can affect the robustness of previous conclusions. 
The same sensitivity methods are further applied to the solutions obtained from 
two other multi-objective optimization case studies that are based on the same 
example building but under different climate conditions (San Francisco and 
Chicago, compared to the default case of Birmingham), which is used to 
investigate the repeatability of this combined method in this research.  
The sensitivity methods are performed through R statistic software (V2.15.0, 2012) with 
the sensitivity package (Gilles et al., 2012), while the evolutionary optimization is 
performed through various JAVA packages that are developed by Pro. Jonathan Wright 
from Loughborough University and Dr Alexander Brownlee from University of Stirling; 
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where the example building and its performance model are simulated using EnergyPlus 
(V7, 2011A; see Chapter 4). 
3.2 Techniques of Sensitivity Analysis 
This section illustrates the characteristic of the global SA (i.e. stepwise regression 
analysis and correlation analysis) and local SA that are used in this research. Linear 
regression analysis is a quantitative but straightforward method to do global SA. When 
there are many input variables involved, the stepwise regression analysis provides an 
alternative of regression analysis to find a linear model that includes all of important 
variables. Moreover, the stepwise regression analysis has been developed to perform 
automatically, but its robustness depends on the choice of procedure options. In this 
analysis, the importance of input variables can be measured by different sensitivity 
indicators (e.g. SRCs). The performance of stepwise regression analysis is simply 
examined by a case study of a polynomial function. While, the local SA concentrates on 
the local impact of each input variable on the design objectives and constraints. It is 
performed by some kind of differential analysis, incremented each variable’s value by a 
re-defined small step in a positive and negative direction from the base-point solution(s) 
that are obtained from an optimization process. In this research, those sensitivity 
techniques are preformed through R statistical software (V2.15.0, 2012) with the 
sensitivity package (Gilles et al., 2012). 
3.2.1 Regression analysis 
If a multi-variable sample is generated by a particular sampling method (dimension 
𝑁 × 𝑃), and the corresponding outputs are computed by a simulation model, the form of 
a linear regression model is developed as below (Draper & Smith, 1981): 
𝑦𝑖 =  𝑏0 +  ∑ 𝑏𝑗
𝑃
𝑗=1
𝑥𝑖𝑗 + 𝜀𝑖 
i = 1, 2… N; 
j = 1, 2… P; 
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Where: 
𝑏𝑗: regression coefficients (or polynomial coefficients), which are determined by least-
squares analysis;  
𝜀𝑖: residual (or error), due to the regression model’s approximation. 
It can be rewritten as below (Saltelli et al., 2008): 
𝑦 − ?̅?
ŝ
=  ∑
𝑏𝑗ŝ𝑗
ŝ
𝑃
𝑗=1
 
(𝑥𝑗 − ?̅?𝑗)
ŝ𝑗
 
Where: 
?̅? =  ∑
𝑦𝑖
𝑁
𝑁
𝑖=1 ; 
?̅?𝑗 =  ∑
𝑥𝑖𝑗
𝑁
𝑁
𝑖=1 ; 
?̂? =  [∑
(𝑦𝑖−?̅?)
2
𝑁−1
𝑁
𝑖=1 ]
1/2; 
?̂?𝑗 =  [∑
(𝑥𝑖𝑗−?̅?𝑗)
2
𝑁−1
𝑁
𝑖=1 ]
1/2. 
The coefficients of 
𝑏𝑗?̂?𝑗
?̂?
 are called standardized regression coefficients (SRCs), which 
absolute values can be used to measure the importance of variables (the global 
sensitivity of variables) when the input variables are independent: the larger the 
absolute value of SRC, the more important (sensitive) the variable is to output 
uncertainty (i.e. when the rank transformation is used in the stepwise regression analysis, 
the SRCs is replaced by SRRCs, the standardized rank regression coefficients). The 
calculation of SRCs is equivalent to perform a linear regression model with input 
variables and outputs normalized to mean zero and standard deviation one.  
When SRCs are used in the global SA, the coefficient of determination ( 𝑅2 ) is 
important to be considered (Saltelli et al., 2008): 
𝑅2 =
∑ (?̂?𝑖 − ?̅?)
2𝑁
𝑖=1
∑ (𝑦𝑖 − ?̅?)2
𝑁
𝑖=1
=  
𝑆𝑆𝑟𝑒𝑔
𝑆𝑆𝑡𝑜𝑡
=  
𝑆𝑆𝑟𝑒𝑔
𝑆𝑆𝑟𝑒𝑔 +  𝑆𝑆𝑟𝑒𝑠
 
Where: 
𝑆𝑆𝑟𝑒𝑔: the regression sum of squares, 𝑆𝑆𝑟𝑒𝑔 = ∑ (?̂?𝑖 − ?̅?)
2𝑁
𝑖=1 ; 
𝑆𝑆𝑡𝑜𝑡: the total sum of squares, 𝑆𝑆𝑟𝑒𝑔 = ∑ (𝑦𝑖 − ?̅?)
2𝑁
𝑖=1 ; 
𝑆𝑆𝑟𝑒𝑠: the residual sum of squares, 𝑆𝑆𝑟𝑒𝑠 = ∑ (?̂?𝑖 − 𝑦𝑖)
2𝑁
𝑖=1 ; 
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The ?̂?𝑖 denotes the estimate of 𝑦𝑖 obtained from the regression model. 
𝑅2 provides a measure of how well a linear regression model can fit the observation (the 
actual output 𝑦). The closer the 𝑅2  to unity, the better the linear regression model. 
Conversely, the closer the 𝑅2 to zero, the worse the linear regression model. In most 
cases, a regression model is accepted when 𝑅2 > 0.7.  
3.2.2 Correlation and partial correlation 
Correlation and partial correlation are usually applied with a sampling-based 
sensitivity/uncertainty analysis (Saltelli et al., 2008). For a sequence of observations 
(𝑥𝑖𝑗 , 𝑦𝑖), 𝑖 = 1, … , 𝑁, the (Pearson) correlation 𝑟𝑥𝑦 between the input variable 𝑥 and the 
output 𝑦 is defined by 
𝑟𝑥𝑗𝑦 =
∑ (𝑥𝑖𝑗 − 𝑥?̅?)(𝑦𝑖 − ?̅?)
𝑁
𝑖=1
[∑ (𝑥𝑖𝑗 − 𝑥?̅?)2]1/2[∑ (
𝑁
𝑖=1 𝑦𝑖 − ?̅?)
2]1/2𝑁𝑖=1
 
Where: 
?̅? =  ∑
𝑦𝑖
𝑁
𝑁
𝑖=1 ; 
?̅?𝑗 =  ∑
𝑥𝑖𝑗
𝑁
𝑁
𝑖=1 ; 
The correlation coefficient (CC) 𝑟𝑥𝑗𝑦 provides a linear measurement between 𝑥𝑗 and 𝑦. 
It can be viewed as representing a variation of the standard deviation of output 𝑦 related 
to a variation of input variable 𝑥𝑗 (a fixed fraction of its standard deviation). For the 
same regression model defined in Section 3.2.1, the value of the coefficient of 
determination ( 𝑅2 ) is equal to the square of the correlation between 𝑦  and ?̂?  (i.e. 
𝑅2 = 𝑟𝑦?̂?
2 ) (Draper & Smith, 1981). The  𝑟𝑥𝑗𝑦 can also be viewed as a parameter in a 
joint normal distribution involving 𝑥𝑗 and 𝑦 (Myers, 1990). But, it is difficult to have 
normal distributions of 𝑥𝑗  and 𝑦 in the sampling-based sensitivity/uncertainty analysis 
(Saltelli et al., 2008). Moreover, the CC is not an appropriate method used for a non-
linear regression model. But for a non-linear but monotonic regression model, the 
relationship between variables and outputs can be measured by Spearman’s correlation 
coefficients, which is defined as the Pearson correlation coefficient between the ranked 
values of the data (see Section 3.3.2). 
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Partial correlation coefficients (PCCs) can also be used to provide a linear measurement 
between 𝑥𝑗 and 𝑦, particularly when more than one input variables are considered in the 
linear regression model (Saltelli et al., 2008). The PCC between an individual variable 
𝑥𝑗 and 𝑦 is obtained from the use of a sequence of linear regression models. The first 
two linear regression models are constructed: 
?̂?𝑗 =  𝑐𝑜 + ∑ 𝑐𝑝𝑥𝑝
𝑛
𝑝=1,𝑝≠𝑗
 
?̂? = 𝑏𝑜 + ∑ 𝑏𝑝𝑥𝑝
𝑛
𝑝=1,𝑝≠𝑗
 
Then, two new variables of (𝑥𝑗 − 𝑥?̂?)  and (𝑦 − ?̂?) are defined by the results of the 
previous preceding regressions. The PCC 𝑝𝑥𝑗𝑦  between 𝑥𝑗  and 𝑦  is the CC between 
(𝑥𝑗 − 𝑥?̂?) and (𝑦 − ?̂?). Thus, the PCC provides a measure of the linear relationship 
between 𝑥𝑗 and 𝑦 after a correlation has been made for the linear effects of the other 
variables in the analysis.  
As mentioned before, the SRCs can measure the changes in the output 𝑦 in response to 
perturbing an input variable 𝑥𝑗 by a fixed fraction of its standard deviation. Thus, both 
PCCs and SRCs provide related, but not identical, measures of variables sensitivity 
(Saltelli et al., 2008). In particular, the absolute values of variables PCCs tend to be 
larger than those of SRCs (and CCs). The lager the PCCs, the more potential the 
importance of variables misled. Taking the case study in Appendix A as an example, 
even the absolute values of variables PRCCs (partial rank correlation coefficients) are 
larger than those of SRRCs (standardized rank regression coefficients), an identical 
ordering of variables importance can be concluded, based on the relative magnitudes of 
variables PRCCs or SRRCs, for a given output, where the sample spaces are obtained 
from either the randomly generated solutions or the biased solutions found at the start of 
an optimization process. Thus, in this case, even correlations is exist between variables 
(and their rank-transforms) (i.e. the correlation coefficients between variables from 
different sample spaces are illustrated in Table 5.2 and Appendix D); there is no impact 
on the ordering of variables importance (global sensitivity) for outputs that are 
measured by different sensitivity coefficients, e.g. SRRCs or PRCCs. 
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3.2.3 Stepwise regression analysis 
For cases when there are many input variables involved, the stepwise regression 
analysis is used as an alternative, to find a linear regression model with all of important 
variables (Saltelli et al., 2008). With this approach, a sequence of linear regression 
models is constructed. The first linear regression model contains only one input variable 
(with an intercept) that has the largest impact on the output 𝑦 (i.e. the input variable that 
has the largest correlation with the output 𝑦). The second linear regression model has 
the input variable from the first step and another one that has the largest impact on the 
output 𝑦 compared to the remaining variables (i.e. the second variable has the largest 
correlation with the uncertainty in 𝑦 that cannot be accounted for by the first variable). 
The third linear regression model has two variables from last two steps and a new one 
that has the largest impact on 𝑦 compared to the remaining variables (i.e. the third 
variable has the largest correlation with uncertainty in 𝑦 that cannot be accounted for by 
the first two variables). The sequence models are added in the same way, until any of 
remaining variables does not have the largest correlation to the uncertainty in 𝑦 that 
cannot be accounted for by the existing variables from previous steps. Furthermore, at 
each step, one or more already-selected input variables could be removed out of the 
linear regression model if they are correlated to the new-added variable. That suggests 
these dropped variables no longer have important influences on the output 𝑦.  
The approach of stepwise regression can provide insights on the ordering of variables 
importance in several ways (Saltelli et al., 2008):  
 The ordering of variables importance can be indicated by the order of variables 
entry into the linear regression model: the first entry variable having the most 
important influence on the output 𝑦, the second one having the second important 
influence, and so on.  
 The ordering of variables importance can be indicated by the size of the 𝑅2 
values attributable to the individual variables. When input variables are 
uncorrelated, the differences in the 𝑅2  values for the regression models 
constructed at two successive steps equals the fractions of the total uncertainty 
in the output 𝑦 that can be accounted for by the individual input variables being 
added at each step.  
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 The ordering of variables importance can be indicated by the absolute values of 
the SRCs in the linear regression model (at the final step). The sign of an SRC 
indicates whether the input variables and outputs tend to increase and decrease 
together (a positive coefficient), or tend to move in opposite directions (a 
negative coefficient).  
Thus, in the case when there is no correlation between input variables, the ordering of 
variables importance should be as same as the order of variables entry into the linear 
regression model, the order of variables attributed to the changes in 𝑅2 values of the 
individual linear regression models, the order of the absolute values of variables SRCs 
in the linear regression model (Saltelli et al., 2008). According to literatures, the 
determination of variables importance is usually based on one particular sensitivity 
indicator from the stepwise regression (see Section 2.1.3). But, in this research, both 
variables SRCs (and their rank-transformed SRRCs) and entry-orders are considered to 
measure the importance of variables, for design objectives and constraints. As, the order 
of variables entry into the linear regression model is the direct outcome of the stepwise 
regression with particular procedure options; and the SRCs or SRRCs can provide a 
qualitative and quantitative measure of variables global sensitivities for a given output, 
especially when the regression model is linear (Saltelli, et al., 2008). While, the size of 
the model’s 𝑅2 values attributable to individual variables is difficult to directly provide 
the magnitude of the impact of an input variable on the output (how the variation in the 
output is apportioned quantitatively to the variation in each of input variables).  
There is a case study in Appendix B, where three different sensitivity indicators are 
provided, through applying the stepwise regression analysis (with the use of 
bidirectional elimination and BIC (Bayesian information criterion); see Section 3.3) to 
sets of randomly generated samples (see Section 5.1.1), for energy demand. For 
example, in the results of using Random Sample A with a sample size of 100, dead band 
and heating setpoint as the top two selected-in variables, their SRCs are about 0.6 and 
0.4 separately, indicating the impact of dead band is approximately 50% larger than the 
impact of heating setpoint (i.e. (0.6 − 0.4)/0.4 = 0.5), on the uncertainty of energy 
demand. While, the sizes of the 𝑅2 values attributable to dead band and heating setpoint 
are about 0.57 and 0.2 separately, indicating that the dead band can account for 57% of 
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the uncertainty in energy demand, and the heating setpoint can account for 20% of the 
rest uncertainty in energy demand that cannot be accounted for by the dead band. 
3.2.4 Simple tests for stepwise regression analysis 
Let say, an output model is simply expressed by three integer variables, 𝑥1, 𝑥2 and 𝑥3 
(with a noising variable 𝑥4): 
𝑦 =  𝑥1 + 𝑥2 + 𝑥3 
For each test, variables are randomly sampled from different value ranges or from the 
same value range with different increments, with a sample size of 1000 (see variables 
value ranges and increments in each test in Table 3.1), their sensitivities to output 𝑦 are 
measured by variables entry-orders, as well as the SRCs in the linear regression model 
(see Table 3.2), where the colour and the length of bars indicate the relative magnitude 
of variables importance: the redder the colour, the longer the bar, the more important 
the variable; the greener the colour, the shorter the bar, the less important the variable. 
The linear regression models constructed from the stepwise regression with R
2
 values of 
unity are what the models are originally expected, which indicates the performance of 
stepwise regression will not be affected by the noising variable(s).  
In the Test 1, the value ranges for all of variables are between 1 and 100, with an 
increment of 1, which results in the influences of variables on the uncertainty of output 
are equally important (indicated by very close SRCs). In this case, the entry-order of 
variables into the linear regression model is meaningless. In the other tests, both 
variables entry-order and SRC-order lead to a meaningful and identical rank-order of 
variables importance for output 𝑦. 
In the Tests 2 and 3, it concludes that the value ranges of variables can affect their 
influences on the uncertainty of output. For instance, the value range of 𝑥3 is one fifth 
of that of 𝑥1, which results in the corresponding SRC of 𝑥3 is one fifth of that of 𝑥1. In 
the similar cases of Tests 4 and 5, it investigates the extent to which the increments of 
variables (keeping value range constant) can affect variables global sensitivities to 
output. Particularly, an extreme case of 𝑥3  in Test 5 (it has only two value options 
possible, representing the case of categorical variables that are considered in this 
research) has a significant increase in the SRC. 
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Thus, the importance of variables that is measured by the sensitivity indicators is related 
to the value ranges and increments of variables, even the objective function of the 
output is kept the same: enlarging the value range of a variable or enlarging its 
increment during the value range could overestimate its influence on the output. 
Furthermore, those tests concludes that the rank-order of variables importance from 
stepwise regression analysis is better to be evaluated by both variables entry-orders and 
SRCs, particularly in the case when variables have equal influences on output where the 
entry-orders of variables are meaningless.   
Table 3.1 Input variables in each test for stepwise regression analysis. 
 
Table 3.2 Results of simple tests for stepwise regression analysis. 
 
INPUT VARIABLES LOWER BOUND UPPER BOUND INCREMENT THE NUMBER OF VALUE OPTIONS
X1 1 100 1 100
X2 1 100 1 100
X3 1 100 1 100
X4 1 100 1 100
INPUT VARIABLES LOWER BOUND UPPER BOUND INCREMENT THE NUMBER OF VALUE OPTIONS
X1 1 100 1 100
X2 1 100 1 100
X3 1 20 1 20
X4 1 100 1 100
INPUT VARIABLES LOWER BOUND UPPER BOUND INCREMENT THE NUMBER OF VALUE OPTIONS
X1 1 100 1 100
X2 1 60 1 60
X3 1 20 1 20
X4 1 100 1 100
INPUT VARIABLES LOWER BOUND UPPER BOUND INCREMENT THE NUMBER OF VALUE OPTIONS
X1 1 100 1 100
X2 1 100 20 5
X3 1 100 5 20
X4 1 100 1 100
INPUT VARIABLES LOWER BOUND UPPER BOUND INCREMENT THE NUMBER OF VALUE OPTIONS
X1 1 100 1 100
X2 1 100 1 100
X3 1 100 99 2
X4 1 100 1 100
TEST 4
TEST 5
TEST 1
TEST 2
TEST 3
INPUT VARIABLES TEST 1 TEST 2 TEST 3 TEST 4 TEST 5
X1 1 2 1 2 3
X2 2 1 2 1 2
X3 3 3 3 3 1
X4
R2 1 1 1 1 1
INPUT VARIABLES TEST 1 TEST 2 TEST 3 TEST 4 TEST 5
X1 0.578 0.695 0.89 0.532 0.417
X2 0.573 0.709 0.427 0.648 0.421
X3 0.572 0.137 0.17 0.516 0.795
X4
R2 1 1 1 1 1
VARIABLES ENTRY-ORDER FOR LINEAR MODELS
VARIABLES SRCs
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3.2.5 Local SA 
In this research, the local SA of variables is evaluated by incrementing each variable 
value in a pre-defined step (the smallest possible for different data types) positively and 
negatively from the base-point solution(s), and therefore the variations in the outputs 
driven by the variations of different input variables are indicated and ranked. In 
particular, for a single-objective optimization, the base-point solution is the optimum 
solution found by GA, while, for a multi-objective optimization, the base-point 
solutions are Pareto-optimum solutions along the energy-cost trade-off, found by 
NSGA-II. If the base-point solution is on the bound of a particular variable, there is only 
one direction to increment the value (away from the bound towards the defined search 
space).  
In a sense, the local SA used in this research is equivalent to a finite-difference 
approximation of (
𝑦(𝑥𝑖+∆𝑥𝑖)−𝑦(𝑥𝑖)
∆𝑥𝑖
), but with a ‘unit’ increment of variable value (the 
smallest possible value for different data types of variables, e.g. the continue variables, 
discrete variables and categorical variables). Compared to the global sensitivity methods, 
the local SA is normally less helpful to rank the orders of variables importance, due to 
effects of the units (Saltelli et al., 2008). Thus, in this research, the local SA of variables 
is given as the percentage change, particularly in the case for a multi-objective 
optimization problem. 
Local SA used with a multi-objective optimization problem 
In the case of the multi-objective optimization problem, the local SA for each of 
variables is performed through all of base-point solutions on the energy-cost trade-off 
found by NSGA-II. The total numbers of ‘increment solutions’ applied for local SA is 
in the range of (𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 ∗ 𝑀𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡)  to (2 ∗ 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 ∗ 𝑀𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡) , where 
𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 is the numbers of input variables; 𝑀𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡 is the number of the base-point 
solutions along the energy-cost trade-off. 
The local sensitivity of the design objectives (energy demand and capital costs; see 
Sections 4.3.2 & 4.3.3) to the changes in a particular variable (𝑑𝑖𝑓𝑓𝑦) is given as a 
percentage change in the objective function value (𝑦𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡) in comparison to the 
base-point function value (𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡): 
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𝑑𝑖𝑓𝑓𝑦 = (
𝑦𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 − 𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡
𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡
) × 100% 
The local sensitivity ( 𝑑𝑖𝑓𝑓𝑦 ) could be negative, if the objective function value is 
reduced through a positive increment in the variable value.  
For solution infeasibility (as design constraints; see Section 4.2.4), its local sensitivity to 
the change in a variable value (𝑑𝑖𝑓𝑓𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦) is given as a percentage change in the 
solution’s infeasibility (𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 − 𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡) against the 
maximum infeasibility found from the increments across all base-point solutions in the 
Pareto-curve (max (𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦)): 
𝑑𝑖𝑓𝑓𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 = (
𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 − 𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡
max (𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦)
) × 100% 
The local sensitivity of a particular variable for solution infeasibility (𝑑𝑖𝑓𝑓𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦) 
is normalized against the maximum infeasibility from all variables increments, rather 
than that of the base-point solution, because the infeasibilities of most base-point 
solutions could be zero.  
The box-whisker plots (see Section 2.1.3) are also used here, to visually measure 
variables local sensitivities for design objectives and constraints. Thus, the ordering of 
variables local importance (sensitivity) along the Pareto set in this research is examined 
through both the box-whisker plots and the mean value of the local sensitivity. 
3.2.6 Software issue 
Among various statistical programs, SimLab (SimLab, V2.2, 2011) and R statistic 
software (R development core team, 2011) have been recommended for sensitivity 
analysis in the area of building design, as they are free and have many packages of 
sensitivity approaches (Tian, 2013). Thus, the R statistic software is adopted in this 
research. 
The R statistic software (V2.15.0, 2012) has an open-source free software environment, 
which can provide a wide variety of statistical (e.g. linear and nonlinear modelling, 
classical statistical tests) and graphical techniques, and is highly extensible (R-project, 
2014). Using R and sharing R code can promote reproducible research in the area of 
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building performance analysis (Tian, 2013). There are many different R packages to 
perform different sensitivity methods. R sensitivity package (Gilles et al., 2012) is the 
package used in this research, to calculate the different sensitivity indicators, e.g. SRCs, 
SRRCs, PCCs and PRCCs.  
3.3 Procedure Options for Stepwise Regression 
When the stepwise regression is used to construct the linear model, to avoid abusing the 
procedure, it is necessary to have a sensible selection of the procedure options, 
including the sample size, the sampling method, the data type of variables, the selection 
approach and selection criterion. The accuracy of the linear regression model 
constructed from the stepwise regression can be determined through 𝑅2  and PRESS 
values of the models.  
3.3.1 Random sampling and sample size 
For sensitivity analysis, the computational efforts could be reduced through used an 
appropriate sampling method that improves the coverage of the samples (Saltelli et al., 
2008; Macdonald, 2009). Random sampling (or simple random sampling) is the most 
basic sampling method, which depends on the generation of random samples from a 
uniform distribution on [0, 1] (i.e. uniform random variation). According to statistics, 
the mean of a sample is (Macdonald, 2009): 
?̅?𝑠𝑖𝑚𝑝𝑙𝑒 =  
1
𝑁
∑ 𝑦𝑖
𝑁
𝑖=1
 
The sample variance is: 
𝑉𝑎𝑟(𝑦𝑠𝑖𝑚𝑝𝑙𝑒) =  
1
𝑁 − 1
∑(𝑦𝑖 − ?̅?𝑠𝑖𝑚𝑝𝑙𝑒)
2
𝑁
𝑖=1
 
The variance in the sample of the mean is: 
𝑉𝑎𝑟(?̅?𝑠𝑖𝑚𝑝𝑙𝑒) =  
1
𝑁
𝑉𝑎𝑟(𝑦𝑠𝑖𝑚𝑝𝑙𝑒) 
Where: 
N: the number of samples; 
𝑦𝑖: the model output. 
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Random sampling is the preferred technique when the sample size is sufficiently large, 
because it is easy to implement, to explain and to provide unbiased estimations of the 
mean, the variance and distribution function. Figure 2.4 states the difference between 
random sampling and Latin hypercube sampling (another very popular sampling 
method) is reduced to approximate 2% after sample size 100 (Iman, 1999). Lomas and 
Eppel (1992) also state that the accuracy of sensitivity analysis for building design 
depends only on the number of samples, not on the number of uncertain input variables, 
and the improvement in accuracy is marginal after 60 to 80 simulations. Therefore, the 
random sampling and sample size 100 is used this research.  
3.3.2 Rank transformation 
When the relationships between input variables and outputs are nonlinear, the analysis 
based on a linear regression model is not surprised to perform poorly, which can be 
mitigated by using rank transformation without extra computational costs. The rank 
transformation results in the analysis based on the strength of monotonic relationships 
rather than on the strength of linear relationships (Iman & Conover, 1979; Conover & 
Iman, 1981; Saltelli & Sobol’, 1995). The rank transformation is defined according to 
Spearman's rank correlation coefficients: raw data are replaced by their corresponding 
ranks, and then the ranks of input variables and outputs are used to do regression 
analysis. Particularly, the smallest rank 1 is assigned to the smallest value of each 
variable, and then the rank 2 is assigned to the next larger value, and so on until the 
largest rank m assigned to the largest value (i.e. m indicates the number of observations 
for each variable). In addition, the averaged ranks are assigned to the tied values of 
variable (see example in Table 3.3). 
Experimental approaches 
 
Loughborough University Page 52 
 
Table 3.3 Example of Spearman's rank calculation. 
VARIABLE VALUE SPEARMAN’S RANK 
1 1 
2 2 
3 3 
4 
4 + 5
2
= 4.5 
4 4.5 
Usually, the regression analysis with rank-transformed data performs better than the 
same analysis with raw data, but their results are very close or even identical if the 
regression model is linear (Saltelli et al., 2008). However, when the relationships 
between input variables and outputs become more complicated, the rank transformation 
may do little to improve the quality of the regression model.  
3.3.3 Selection approach 
The approaches for variable selection can be classified into three categories (Chatterjee 
et al., 2000): 
 Forward selection: which starts from an ‘empty’ model with no input variable 
but an intercept, and then adds the variable most improving the model one-at-a-
time until no more added variables can significantly improve the model. This 
approach is based on a pre-selected selected criterion (see Section 3.3.4). 
 Backward elimination: which starts from a ‘full’ model with all predictive 
input variables and an intercept, and then deletes the variable least improving the 
model one-at-a-time until no more deleted variables can significantly improve 
the model. This approach is based on a pre-selected selected criterion (see 
Section 3.3.4). 
 Bidirectional elimination: which is essentially a forward selection procedure 
but with the possibility of deleting a selected variable at each stage, as in the 
backward elimination, when there are correlations between variables. It is often 
used as a default case for stepwise regression. 
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Even the forward selection and backward elimination as the traditional approaches are 
carried out quickly in the regression analysis, they perform crudely without comparing 
to all of candidate models, which may mislead to ‘unfinished’ linear regression models 
(Chatterjee et al., 2000; Draper & Smith, 1981). Taking the backward elimination 
approach as an example, once a variable has been eliminated at a step, it is gone forever. 
The rest possible examinations do not consider the sub-models involving eliminated 
variables. Therefore, the bidirectional elimination is used as default in most cases, 
which is essentially a forward selection procedure but with the possibility of deleting an 
existed variable at each stage (the elimination approach only occurs when there is a 
strong correlation between variables (Chatterjee et al., 2000)).  
3.3.4 Selection criterion 
Selection criterion is used to stop the construction of stepwise regression. It is also used 
to determine when an already-selected variable should be deleted from the regression 
model. Some common selection criteria are including the F-test (or t-test), AIC (Akaike 
information criterion), BIC (Bayes information criterion) and PRESS (predicted 
residual sum of squares). Except the PRESS, the influences of different selection 
criteria are compared, in terms of the identification of important variables during the 
stepwise regression (see Chapter 5). 
F-test 
Usually, the F-test (or t-test, as 𝐹 =  𝑡2) is used as the default for stepwise regression 
analysis, which can be customarily calculated through ANOVA (ANalysis Of Variance) 
table (see Table 3.4, where 𝑁 is the number of observations, 𝑃 is the number of input 
variables in a linear regression model, and 𝐹∗ is the F-statistic value). For F-test, the 
probability of adding a variable to a regression model is determined by the variable’s 
regression coefficient 𝛽𝑗 with absolute value that appears to be significantly different 
from zero but not due to chance.  
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Table 3.4 The ANOVA table in multiple-regression for F-test calculation (Neter, 1996). 
SOURCE SUM OF 
SQUARE 
D.F. (DEGRESS 
OF FREEDOM) 
MEAN SQUARE F-TEST 
Regression 𝑆𝑆𝑟𝑒𝑔 P-1 𝑀𝑆𝑅 =  
𝑆𝑆𝑟𝑒𝑔
𝑃 − 1
 𝐹∗ =  
𝑀𝑆𝑅
𝑀𝑆𝐸
 
Residuals 𝑆𝑆𝑟𝑒𝑠 N-P 𝑀𝑆𝐸 =  
𝑆𝑆𝑟𝑒𝑠
𝑁 − 𝑃
 
 
To test the relationships between a set of input variables and the output is likely to test 
two hypotheses as below (Neter, 1996; Draper & Smith, 1981; Chatterjee et al., 2000): 
𝐻0: 𝛽1 =  𝛽2 = ⋯ = 𝛽𝑃−1 =  0; 
𝐻𝛼: 𝑛𝑜𝑡 𝑎𝑙𝑙 𝛽𝑘 (𝑘 = 1, … , 𝑃 − 1)𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 𝑧𝑒𝑟𝑜.  
Since the F-test is an upper-tailed test with F-distribution and two separate degrees of 
freedom ( 𝑃 − 1) and (𝑁 − 𝑃 ), to control the risk of Type І error at α-level (the 
significance level)), it is concluded as below (Neter, 1996): 
𝐼𝑓 𝐹∗ ≤ 𝐹 (1 − 𝛼; 𝑃 − 1, 𝑁 − 𝑃), 𝑐𝑜𝑛𝑐𝑙𝑢𝑑𝑒 𝐻0; 
𝐼𝑓 𝐹∗ > 𝐹 (1 − 𝛼; 𝑃 − 1, 𝑁 − 𝑃), 𝑐𝑜𝑛𝑐𝑙𝑢𝑑𝑒 𝐻𝛼 . 
Equivalently, it can also be expressed as (Chatterjee et al., 2000):  
𝐼𝑓 𝑝(|𝐹∗|)  <  𝛼, 𝑟𝑒𝑗𝑒𝑐𝑡 𝐻0  
Where: 
𝑝(|𝐹∗|): the p-value of F-test, which refers to the probability of exceeding an absolute 
F-statistic value (𝐹∗) that is calculated with two degrees of freedom, (𝑃 − 1) and 
(𝑁 − 𝑃); 
α: the pre-selected significant level (F-test is also called α-level test).    
Thus, the robustness of a stepwise regression with the use of F-test is dependent upon 
the selection of significant level (α-value). If a small α value (or a large F-test value) is 
used (e.g. 𝛼 ≤ 0.05), it will reduce the number of variables selected in, but it also 
reduces the redundant variables admitted, vice versa. The lower the significant level (α-
value) is used, the stronger the evidence is required and the less the statistical power it 
has. Usually, the default value of α-level test is 0.05 in statistics. According to Saltelli et 
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al. (2008), the α-value of 0.01 or 0.02 rather than the conventional choice of 0.05 is 
suggested for stepwise regression analysis.   
However, the F-test used as the selection criterion for stepwise regression should not be 
treated too literally. Because it is a correction criterion, based on sub-models at previous 
steps, it could overstate the importance of selected variables.  
AIC (Akaike information criterion) 
AIC (Akaike information criterion) is based on a penalty of the maximum log likelihood 
(i.e. the maximum likelihood is a general technique to estimate variables and to draw 
statistical inferences in various cases, especially in nonstandard ones), to provide 
unbiased assessment of the model fitness (Harrell, 2001). It is general expressed as 
(Rawlings et al., 1988): 
𝐴𝐼𝐶 =  −2 log 𝐿 + 2𝑃 
For multiple-regression analysis, its expression becomes to: 
𝐴𝐼𝐶 = 𝑁𝑙𝑜𝑔 (
𝑆𝑆𝑟𝑒𝑠
𝑁
) + 2𝑃 + 𝐶 
Where: 
𝐿: the likelihood of the given model; 
𝑃: the number of input variables. 
𝑁: the number of observations; 
𝑆𝑆𝑟𝑒𝑠: the residual sum of squares; 
𝐶: a constant. 
The AIC can balance the fitness of the model with its variable size, the ‘best’ fitting or 
‘best’ predicting model selected from candidate models has the minimum AIC value (i.e. 
the linear model has the minimum information lost to describe the reality of the 
observations). It does not have the same problem of the F-test, choosing an appropriate 
significant level (α-value).  
A trade-off can be made between model accuracy and complexity, with the use of AIC 
for stepwise regression, which can be performed automatically by statistical software 
(e.g. the R statistical software). However, the AIC cannot tell the test of null hypothesis. 
Experimental approaches 
 
Loughborough University Page 56 
 
That means AIC will not give any warnings if none of input variables is statistically 
significant (so does other goodness-of-fit measurements, e.g. BIC) (Rawlings et al., 
1988; Harrell, 2001). Therefore, in this research, when the stepwise regression is driven 
by AIC or BIC (one of the goodness-of-fit criteria), the F-test of each sub-model is also 
provided, to make sure the regression coefficients of variables are significantly different 
to zero not due to chance (see Chapter 5).  
BIC (Bayesian information criterion) 
The AIC tends to choose a complicated model with large number of variables, which 
could cause the ‘overfitting’ problem (i.e. too many redundant variables are included in 
the ‘best’ fitted model) (Rawlings et al., 1988; Harrell, 2001). Therefore, the BIC 
(Bayesian information criterion) is used as alternative that penalises the model more 
heavily, to avoid the overfitting strongly. Its general expression is (Rawlings et al., 
1988): 
𝐵𝐼𝐶 =  −2 log 𝐿 + (log 𝑁)𝑃 
For multiple-regression analysis, its expression becomes as: 
𝐵𝐼𝐶 = 𝑁𝑙𝑜𝑔 (
𝑆𝑆𝑟𝑒𝑠
𝑁
) + (log 𝑁)𝑃 + 𝐶 
PRESS (predicted error sum of squares) 
The PRESS just like the 𝑆𝑆𝑟𝑒𝑠 (error sum of squares), it is used to measure how well a 
sub-model fitted by observations can predict the output (Saltelli et al., 2008). If there are 
𝑁  available observations with 𝑃  input variables, the regression model can be re-
constructed by removed the 𝑖th observation 𝑦𝑖. The value of the removed observation 
𝑦?̂?(𝑃) is then estimated by the re-constructed regression model, where the PRESS is 
expressed as (Allen, 1971): 
𝑃𝑅𝐸𝑆𝑆𝑃 =  ∑[𝑦𝑖 − 𝑦?̂?(𝑃)]
2
𝑁
𝑖=1
 
The model with smaller PRESS value is considered to have a smaller prediction error 
(𝑦𝑖 − 𝑦?̂?(𝑃)) (Neter, 1996). Thus, the ‘best’ fitted model from stepwise regression has 
the lowest PRESS value. 
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3.3.5 Model accuracy 
There are at least two main methods to examine the accuracy of linear regression 
models: 
𝑹𝟐 (coefficient of determination) 
The 𝑅2 (coefficient of determination) value is often used to assess the strength of the 
linear relationships between input variables and output. The region of its value is 
between zero and unity. The larger the 𝑅2 value the better the linear model fits the data. 
For most cases, a regression model can be accepted when 𝑅2 value is more than 0.7.  
However, every time a variable added into the regression model will raise the 𝑅2 value, 
if it has some value. The 𝑅2 value can also be increased by a high number of repeated 
observations. Therefore, the 𝑅2  value by itself might be useful as an initial gross 
indicator, but this is all (Draper & Smith, 1981).  
PRESS (predicted error sum of squares) 
When a model is constructed with too many ‘insignificant’ variables, or in a too 
complicated way, the fitness of the model (e.g. 𝑅2) will be exaggerated and further 
predicted values will not express the real situation (Harrell, 2001). Thus, the PRESS is 
required to determine the adequacy of the linear regression model. In particular, the 
PRESS value will decrease in size when variables are added into the linear regression 
model without an overfitting problem, vice versa. The model with the lowest PRESS 
value is preferred to be the best fitted one. 
3.4 Evolutionary Algorithm 
According to literatures (Evins, 2013; Wright et al., 2002), the single-objective and 
multi-objective optimization problems in this research are solved by genetic algorithms 
(GAs) and NSGA-II (non-dominated sorting genetic algorithm II) separately, which are 
the most commonly implemented algorithms for building design.  
3.4.1 Genetic algorithm (GA) 
The GA adopted here is a modified version of the ‘simple GA’ introduced by Goldberg 
in 1989. The ‘simple GA’ refers to an unconstrained optimization process with three 
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simplicity but powerful operators (reproduction, crossover and mutation). In this 
implementation, the constraint functions are mapped onto the fitness function through a 
penalty function. An encoded string represents the problem variables. A set of random 
solutions (or called a population) is generated initially, and then the GA seeks to 
minimise (or maximise) the fitness of the population by selecting the ‘fittest’ 
individuals from the population based on the stochastic ranking fitness assignment, and 
using their ‘genetic’ information in crossover and mutation operators to create a new 
population. The form of a GA and its operators are discussed as below: 
Gray encoded binary chromosomes 
A set of problem variables in the GA search has to be encoded as chromosomes (or a 
string), before manipulated by operators (reproduction, crossover and mutation) 
(Fleming & Purshouse, 2002). Even there are very flexible choices for mapping actual 
variables (phenotypes) to their genetic equivalents (genotypes), the most popular way is 
to encode an arbitrary solution with continuous and discrete variables into concatenated 
binary chromosomes. To keep a change of 1 between any two adjacent chromosomes at 
either the phenotypes or genotypes level (a distance between any two chromosomes at 
the genotype level is measured by Hamming distance, which is calculated simply by a 
number of bits that differ), the Gray code is used rather than the standard binary code 
(Chakraborty & Janikow, 2003). Table 3.5 gives a comparison between Gray-coded and 
standard binary-coded integers (in 4-bit string), where a pair of adjacent Gray-coded 
integers differs by a single bit flip (Hollstien, 1971). For instance, there is a Hamming 
distance of 4 between 7 and 8 by standard binary code, corresponding a Hamming 
distance of 1 by Gray code. This problem is called ‘Hamming cliff’. To avoid it, the 
Gray code is used in GA search. 
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Table 3.5 Comparison of binary-coded and Gray-coded integers (Goldberg, 1989). 
 
Binary tournament selection 
Reproduction is to make copies of solutions based on their fitness: a ‘good’ solution in a 
population represented by a high value of fitness function has a large probability to be 
multiply copied in the next generation, while the ‘bad’ solutions may be eliminated to 
keep the population size constant (Goldberg, 1989). Binary tournament selection is 
adopted here for reproduction, where the tournament is played between two solutions 
that are randomly picked up from the population, and then a solution with higher fitness 
is selected and placed into the population slot (the mating pool) (Deb, 1999). If the 
whole process is carried out systematically, each solution is able to participate in 
exactly two tournaments. The ‘good’ solutions having twice wins will contribute two 
copies for new generation. Conversely, the ‘bad’ solutions having twice loses will be 
eliminated from the population. Thus, after binary tournament selection, each solution 
will have zero, one or two copies in the new generation.  
There is an example of binary tournament selection from Deb (1999). A population of 
six cans with their fitness marks is generated randomly. For feasible solutions, the 
fitness mark refers to the cost, while, for the infeasible ones, it is the cost and an extra 
artificial cost (a penalty). Assumed six different tournaments are played within a 
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population (each solution gets exactly two turns). If the first tournament is played 
between two cans with costs of £23 and £30, the can costing £23 will be selected and 
placed in the population slot for next generation. And the second tournament is played 
between another randomly picked pair, e.g. a feasible can with the cost of £24 and an 
infeasible can having a penalty cost of £28. In this case, the feasible one is always 
selected. The tournaments keep on going until all of population slots are filled. It is 
interesting to note ‘good’ solutions (less costs) have made multi-copies of themselves in 
the next generation, and the ‘bad’ solutions are discarded from the population, which is 
the primary purpose of reproduction (Deb, 1999).  
Uniform crossover (100% probability of chromosome crossover with 50% 
probability of gene crossover) 
Crossover and mutation are performed to create new solutions. Even there exist a 
number of methods to achieve crossover, the uniform crossover is used in this research, 
where two strings (parents) are normally picked up randomly from the population slot, 
and then exchanged some portion to create new strings (offspring) (Spears, 1998). 
Maybe there is no better new solutions created after crossover, but it increases the 
chance far than random creation (Deb, 2001). For uniform crossover, a binary crossover 
mask is randomly generated from a pair of parent strings, through 50% probability for 1, 
and other 50% for 0 (one bit per gene) (see an example in Figure 3.1) (Beasley et al., 
1993; Falkenauer, 1999). Each value in a given position of the crossover mask is set 
independently from the values in other positions. According to the crossover mask, each 
gene in the offspring is created by copied the corresponding gene from one parent string. 
For example, where there is a 1 in the first position of the crossover mask, the first gene 
in the offspring 1 is copied from the first gene in the parent 1, and where there is a 0 in 
the second position of the crossover mask, the second gene in the offspring 1 is copied 
from the second gene in the parent 2. The process is repeated until the offspring 1 
generated. Based on the opposite rule, the offspring 2 is generated as well. Thus, each 
offspring contains a set of mixed genes from both parent springs. The number of 
effective crossing points is not fixed in the uniform crossover, but it can produce on the 
average  𝑙/2 crossings on a string of length 𝑙  (Syswerda, 1989; Spears & De Jong, 
1990). 
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Figure 3.1 Uniform crossover (Beasley et al., 1993). 
Single bit mutation (a probability of 1 bit per chromosome) 
Occasionally, reproduction and crossover may be too overzealous to lose some 
potentially useful genetic materials (1 or 0 at particular locations), and the losses are 
irrecoverable without the application of mutation operator. Thus, mutation is used as an 
insurance policy to keep diversity in the population, where a few created solutions are 
bias in the search space rather than random operation. In the GA, the single bit mutation 
refers to an occasional (with small probability of pm, i.e. a probability of 1 bit per 
chromosome in here) random alteration of a value in the parent (changing a 1 to 0, and 
vice versa) to create new string.  
Stochastic ranking fitness assignment (with a 45% probability of infeasible 
solution bias) 
For constrained optimization problems, a penalty term is introduced into the objective 
function to penalize constraint violations, which is formulated as below (also called the 
fitness function) (Fiacco & McCormick, 1968; Runarsson & Yao, 2000):  
𝜑(𝒙) = 𝑓(𝒙) + 𝑟𝑔∅(𝑔𝑗(𝒙); 𝑗 = 1, … , 𝑚) 
𝒙 = 𝑥1, … , 𝑥𝑛 
Where: 
𝒙 = 𝑥1, … , 𝑥𝑛: the number of problem variables; 
𝑗 = 1, … , 𝑚: the number of populations; 
𝑓(𝒙): the objective function as a criterion to be optimized (it is normally maximised, 
but here its minimum value is preferred); 
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𝑟𝑔: a sequence of penalty coefficients, used to control the ‘penalty’ that is imposed by 
the function of ∅; 
𝑔: the generation counter (𝑔𝑗(𝒙); 𝑗 = 1, … , 𝑚 are known as design constraints); 
∅(𝑔𝑗(𝒙); 𝑗 = 1, … , 𝑚): a real-valued function (≥ 0), including both the generation 
counter 𝑔 (for dynamic penalty) and the population (for adaptive penalty). 
In this research, the optimization process is aiming to find the optimum solution with 
minimum fitness function. The most difficult part is to determine an optimum (or near-
optimum) value of 𝑟𝑔in the fitness function: if the 𝑟𝑔 is too small, the penalty will be not 
severe enough to exclude the infeasible solutions in the optimization research; if the 𝑟𝑔 
is too large, the penalty will exclude all of infeasible solutions easily, which discourages 
the exploration of infeasible regions, and leads to poor-quality feasible solutions only. 
According to Deb (2000), finding an optimum 𝑟𝑔 value in a fitness function adaptively 
is equivalent to ranking individuals (solutions) in a population adaptively, based on the 
values of objective functions and penalty terms. Thus, the stochastic ranking fitness 
assignment is adopted here from Runarsson and Yao (2000), which can balance the 
dominance of the objective functions and penalty terms directly and explicitly. For each 
pair of two adjacent individuals, if both individuals are feasible, the probability of 
comparing their fitness (to determine which one is much fitter) according to the 
objective functions is 1; otherwise, it is 𝑃𝑓 (here 𝑃𝑓 equals to 45%). 𝑃𝑓 is defined as a 
probability of using only the objective function for comparisons. As the feasible 
individuals as potential final solutions are interested in, the 𝑃𝑓  < 0.5  is preferred 
(Runarsson & Yao, 2000). Thus, in this research, 𝑃𝑓 equals to 0.45.  
3.4.2 Multi-objective optimization problems with NSGA-II 
NSGA-II (also called the non-dominated sorting genetic algorithm II) is proposed by 
Deb et al. in 2000 (Deb et al., 2000 & 2002). Over the past decade, it has been applied 
for various building optimization problems, to find the Pareto optimum trade-off (also 
called the Pareto-curve) between conflicting design objectives (e.g. minimising both 
energy demand and capital costs) (Brownlee & Wright, 2012).  
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NSGA-II procedure 
In the NSGA-II, an initial population 𝑃0 of size 𝑁 (as the parent population) is created 
randomly, where each solution is assigned a fitness (or a rank) equal to its non-
domination level (or front) (1 is the best level, 2 is the next-best and so on). An 
offspring population 𝑄0 of size 𝑁 is further created based on the parent population with 
three operators (binary tournament selection, uniform crossover and mutation). The 
following steps in the NSGA-II become different, which scenario is outlined step-by-
step as below and in Figure 3.2 (taking the 𝑖th generation as an example) (Deb et al., 
2002; Deb, 2001): 
 Step 1: A population Rt of size 2  𝑁  is created by combining the parent 
population Pt with the offspring population Qt (𝑅𝑡  =  𝑃𝑡  ∪  𝑄𝑡). The population 
Rt is sorted into different non-domination levels, and solutions are identified by 
different fronts (𝐹𝑖, 𝑖 = 1,2, …, etc). The solutions in 𝐹1 are the best solutions in 
population Rt, which must be emphasized in further steps.  
 Step 2: The new parent population 𝑃𝑡+1 of size 𝑁 is created by adding solutions 
from Rt, based on the non-domination levels (or fronts). It starts from the best 
non-dominated front 𝐹1, and continues to solutions from the subsequent non-
dominated fronts, until no more sets can be accommodated. So, if the size of 𝐹1 
is smaller than 𝑁, all members of 𝐹1 are selected into the new population 𝑃𝑡+1. 
The remaining members of the population 𝑃𝑡+1 are chosen from the solutions in 
the subsequent non-dominated fronts (i.e. 𝐹2 is the next, followed by 𝐹3 , and 
until the last one 𝐹𝑖). Other unused fronts are simply deleted.  
 Step 3: If more solutions exist in e.g. 𝐹𝑖 rather than remaining slots in population 
𝑃𝑡+1, the crowding-sorting of the solutions is performed by using a crowding 
distance metric (solutions in 𝐹𝑖 are sorted by crowded-comparison operator (<𝑐) 
in descending order, which are described in below sections). This step is 
independent to previous steps. 
 Step 4: The new offspring population 𝑄𝑡+1  is created by the new parent 
population 𝑃𝑡+1 with the crowding tournament selection, uniform crossover and 
mutation operators. Here, the crowding tournament selection refers to a binary 
tournament selection based on the crowding distance. 
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Figure 3.2 NSGA-II procedure (Deb et al., 2002; Deb, 2001). 
Crowding distance 
Crowding distance (𝑑𝑖) is used to estimate the perimeter of Cuboid that is formed by 
using the nearest neighbour solutions as the vertices (Deb et al., 2000 & 2002; Deb, 
2001). An example of the calculation of the crowding distance is illustrated in Figure 
3.3, where the crowding distance of solution 𝑖 in a front (marked with solid circles) is 
the average side length of the Cuboid (the dashed box). Crowding distance is computed 
according to sorting the population to each objective function value in an ascending 
order. Thus, an infinite distance value is assigned to solutions having the maximum or 
minimum objective function value (these solutions are called boundary solutions). A 
distance value that equals to the absolute normalized difference in the function values of 
two adjacent solutions is assigned to intermediate solutions. As the calculation is 
performed to all of objective functions, the overall crowding distance value is defined as 
the sum of individual distance value corresponding to each normalized objective 
function (each objective function is normalized before calculating the crowding 
distance). It is worth noting this procedure is applicable to more than two objectives 
comparison.  
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Figure 3.3 Crowding-distance calculation. Points marked in filled circles are solutions of the same 
non-dominated front (Deb et al., 2000 & 2002). 
Crowded comparison operator 
Crowded comparison operator (<𝑐) compares two solutions and returns the winner of 
the tournament (Deb et al., 2000 & 2002; Deb, 2001). Assume that a solution 𝑖 in a 
population has two attributes: 
 A non-domination rank 𝑟𝑖 in the population; 
 A local crowding distance (𝑑𝑖) in the population.  
According to those attributes, Deb (2001) states that ‘a solution 𝑖 wins a tournament 
with another solution 𝑗 if any of the following conditions are true: 
 If the solution 𝑖 has a better rank, that is, 𝑟𝑖  <  𝑟𝑗; 
 If the solutions 𝑖 and 𝑗 have the same rank, but solution 𝑖 has a better crowding 
distance than solution 𝑗 (𝑟𝑖 =  𝑟𝑗, but 𝑑𝑖 >  𝑑𝑗).’ 
That is, for two solutions having different non-domination ranks, the one having smaller 
rank is preferred. Otherwise, the one having larger crowding distance value is preferred.  
3.5 Algorithm Convergence Analysis 
Algorithm convergence analysis is used here to examine variables convergence 
behaviour during a model-based optimization process (see Chapter 6). If it is possible to 
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use the rate of convergence of the variables during the optimization process as a direct 
indication of the relative sensitivities, the computational efforts required to complete the 
combined design optimization and sensitivity analysis could be reduced. The 
convergence behaviour of an algorithm can be examined through the changes in the 
mean value and standard deviation of the variable values from one generation to the 
next. For consistency with the sensitivity analysis, a sample size of 100 solutions is 
adopted here to calculate the means and standard deviations of variable values, this 
sample covering 5 populations. The window of 100 solutions is moved through the 
search results, one population of 20 solutions, at a time (new information only being 
introduced with each new generation). The effect of this is to create and move the 
average of results, smoothing short-term fluctuation in any trend. 
Given that it is possible for the mean trend to exhibit some convergence, but the 
standard deviation in solutions to remain high (and vice versa), the extent to which both 
are converging is examined here using the coefficient of variation (CV), defined here to 
be equal to standard deviation divided by the mean.  
The extent to which the certain variables have converged, is also considered by 
comparing the results of the global SA of the first 100 solutions from the optimization, 
with the last 100 solutions (the implication being that the order of importance of the 
variables should change from the start of the search to the end) (see Chapter 6). 
3.6 Summary of Implementation 
As mentioned in the introduction, the aim of this research is to inform designers a set of 
optimum solutions and better understanding the influences of variables on those 
solutions, through applying the sensitivity methods to the solutions obtained from a 
model-based evolutionary optimization. To reduce the computational efforts but 
enhance the robustness, the combined method between sensitivity analysis and model-
based evolutionary optimization is used in this research to investigate the extent to 
which: 
 The procedure options of a stepwise regression can affect a robust indication of 
variables global importance from randomly generated solutions, for each of 
design objectives and constraints. 
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 The solutions obtained from a single- or a multi- objective building optimization 
process can be used for global SA. 
 The rate of convergence of the variables during the optimization can be 
observed, and used as an indication of the relative sensitivity of the design 
objectives and constraints to changes in the variable values. 
 The local sensitivities of variables vary around a set of optimum solutions found 
from a single- or multi- objective optimization process, and how it is different to 
the global SA. 
 The changes in the climate conditions of the example building can affect the 
robustness of previous conclusions. 
In this research, the global SA is based on a linear regression model constructed in a 
stepwise manner, where the relative importance of variables is evaluated through the 
standardized (rank) regression coefficients of variables, as well as the order of entry into 
the linear regression model: the more important the variable, the earlier it entry into the 
regression model, the bigger the absolute value of standardized (rank) regression 
coefficients. However, the robustness of a stepwise regression is dependent upon the 
procedure options, including the sample size, the sampling method, the data type of 
input variables, the selection approach and selection criterion, where the model 
accuracy can be evaluated through R
2
 value and PRESS value. While, the local SA is 
performed similarly to the differential analysis, where the influence of each variable on 
the output uncertainty is evaluated through incrementing its value by a pre-defined step 
positively and negatively from the base-point value(s) (i.e. the base-point value(s) refer 
to the optimum value(s) of variables found from the optimization process). In this 
research, the local SA is further associated with variables box-whisker plots, visually 
compared the changes in objectives according to the increments of different variables 
from the base-point value(s).  
The genetic algorithm (GA) adopted here for the single-objective building optimization 
problems is a modified version of the ‘simple GA’, with the operators of Gray encoded 
binary chromosomes, binary tournament selection, uniform crossover, single bit 
mutation and stochastic ranking fitness assignment. Since, building design is a process 
to conflict multi design objectives (e.g. minimizing both energy demand and capital 
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costs). The NSGA-II as a multi-objective algorithm is used in this research, to find the 
Pareto-optimum solutions along an energy-cost trade-off.  
Moreover, the convergence behaviour of variables during an optimization process is 
examined through the changes in the mean value and standard deviation of the variable 
values from a window of 100 solutions (using a window of 100 solutions is consistency 
with the sample size used in global SA).  
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CHAPTER 4: EXAMPLE DESIGN 
PROBLEMS AND BUILDING 
PERFORMANCE SIMULATION  
In this research, the example building and performance model are simulated by 
EnergyPlus (V7, 2011A). EnergyPlus is built on the most popular features and 
capabilities of BLAST and DOE-2, but it has many more innovative simulation 
capabilities, e.g. time steps of less than an hour (DesignBuilder, 2013). It is not only a 
commonly used computer tool for building simulation, but also has been coupled with 
sensitivity analysis or evolutionary optimization for building design (MacDonald, 2002; 
MacDonald et al., 1999; MacDonald & Strachan, 2001).  
The example building in this research is based on a mid-floor of a commercial office 
building with 5 zones located in Birmingham of UK (the default case), which design 
details are represented in Section 4.1, in terms of the building geometry and climate 
conditions, building constructions and window glasses, building internal heat gains, 
artificial lighting, zone’s infiltration, ventilation and controls, and idealised HVAC 
systems. To simplify the modelling process, an idealised HVAC systems is used in this 
research, providing sufficient energy to offset zone loads (zone’s moisture is not 
considered) and to meet zone temperature setpoints during the operating hours; other 
than the free-cooling available from the fixed ventilation rate, no extra free-cooling 
potential is modeled. 
There are 16 input variables associated with perimeter zones (the internal zone is treated 
as a passive unconditioned space) considered and optimized in this research, which 
include the orientation, heating and cooling setpoints (via the dead band), window-wall 
ratios, winter/summer start and stop times, and construction type (see Section 4.2.1). 
The sensitivities of variables are examined in relation to building energy demand, 
capital costs and solution infeasibility (the feasibility of solutions being a function of 
occupant thermal comfort) (see Sections 4.2.2 to 4.2.4). 
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4.1 Example Building and Performance Model 
4.1.1 Building geometry and climate conditions 
The example building is based on a mid-floor of a commercial office building with 5 
zones (see Figures 4.1 & 4.2). The sizes of two end zones and three middle zones are 
24m x 8m and 30m x 8m, with floor to ceiling height of 2.7m. Each external wall of a 
perimeter zone has three groups of windows (each group has a top and a bottom 
windows), and each internal wall has an open-door facing the centre zone. The building 
is orientated with the longest façades facing the ‘true north/south’ (i.e. the original north 
axis of the building is 0
o
), which is the default case before further analyses.  
 
Figure 4.1 Example building. 
 
 
 
 
 
 
 
 
 
 
Figure 4.2 Top view of the five-zone layout of the example building. 
  8 m                                       30 m                                    8 m 
24 
m 
Zone I 
Zone N 
Zone S 
Z
o
n
e E
 
Z
o
n
e W
 
Façade 1  
F
açad
e 3
 
Façade 2 
F
açad
e 4
 
N 
Example design problems and building performance simulation 
 
Loughborough University Page 71 
 
The default case of the building is located in Birmingham, UK, which climate condition 
is available in EnergyPlus weather format (2011C), which is from the ‘Climate Design 
Data 2009 ASHRAE Handbook’ (ASHRAE, 2009) (see Birmingham in Table 4.1, 
where 99.60% of Heating dry bulb temperature and 1% of cooling dry bulb temperature 
are used for heating and cooling separately). Other two climate conditions in San 
Francisco (with a mild climate) and Chicago (with a longer and colder winter), US, are 
also stated in Table 4.1, which will be used in Chapter 8, to further investigate the 
extent to which the changes in the climate conditions of the example building can affect 
the robustness of the combined method between sensitivity analysis and model-based 
evolutionary optimization. According to the design data of climate condition, the 
heating and cooling loads (energy demands) of the example building during the 
meteorological year are auto-calculated by EnergyPlus. 
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Table 4.1 The climate conditions for the example building (ASHRAE, 2009). 
 
99.60% 99% 0.40% 1% 2% 2% 0.40% 1% 0.40% 1% 1% 2.50% 5%
Birmingham 52.45N 1.74W 96 -5.2 -3.3 26.7 24.4 22.8 22.8 18.9 18 17.1 16.2 22.4 19.9 17.9 5701 56
San Francisco 37.62N 122.4W 20 3.8 5 28.3 25.6 23.3 22.8 18.6 17.8 16.1 15.3 28.6 25.8 23.7 2708 142
Chicago 41.99N 87.91W 673 -20.0 -16.6 33.3 31.7 30 22.8 25.5 24.5 23.8 22.9 24.8 21.1 19.2 6311 842
HDD and CDD 65: Annual heating and cooling degree-days, base 65 
o
F (18.3 
o
C), 
o
F-day 
HDD/CDD 65
Where: Lat: Latitude, 
o
; Long: Longitude, 
o
; Elev: Elevation, ft; WS: Wind speed, mph;
DB: Dry bulb temperature, 
o
C; 
WB: Wet bulb temperature, 
o
C; 
DP: Dew point temperature, 
o
C; 
COOLING DB
EVAPORATIO
N WB
DEHUMIDIFICATION 
DP
EXTREME 
ANNUAL WS
HEAT/COOL 
DEGREE-DAYS
LOCATION LAT LONG ELEV
HEATING DB
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4.1.2 Building constructions and window glasses 
Different building constructions have different abilities to delay the heat transformation 
from external to internal environments, which will save the energy demand of HVAC 
systems. Building fenestrations are normally considered as the weak thermal points, 
transferring the heat to external environment as well as absorbing solar gains 
(EnergyPlus, 2011B).  
For internal and external walls, ceilings, floors and windows, they are constructed by 
layers, from ‘outside’ (i.e. this is the layer furthest away from the zone air or internal 
environment), 2
nd
, 3
rd
 … until the ‘inside’ (i.e. this is the layer next to the zone air) 
(EnergyPlus, 2011B). According to the ‘ASHRAE Handbook of Fundamentals’ 
(ASHRAE, 2005), the physical properties (thickness and thermal resistance) of internal 
elements, and their configuration for building envelope, are stated: heavy weight 
constructions in Table 4.2, medium weight constructions in Table 4.3, light weight 
constructions in Table 4.4, and glasses types for windows (plain glass or low emissivity 
(low-E) glass) in Table 4.5 (there is no shading layers for windows), where the time 
constant of each construction type is also calculated based on function below. In this 
research, the variables related to building constructions are categorical variables, 
representing construction types, but in Chapter 5, the values of construction variables 
have physical representations, outside-to-inside time constant (see Section 5.2.1).  
Let 𝑟0 be the resistance of the outside surface, and 𝑟𝑗 be the resistance of layer 𝑗. The 
time constant for disturbances from outside of the wall 𝜏0 is then given by (Hassid, 
1985): 
𝜏0 =  ∑ (𝐶𝑙𝑎𝑦𝑒𝑟(𝑟0 +  ∑ 𝑟𝑗
𝑙𝑎𝑦𝑒𝑟−1
𝑗=1
+  
𝑟𝑙𝑎𝑦𝑒𝑟
2
))
𝑛
𝑙𝑎𝑦𝑒𝑟=1
 
Where: 
𝐶𝑙𝑎𝑦𝑒𝑟: capacitance of the layer. 
In addition, the frame and divider of windows properties (solar and visible transmittance, 
and conductance) are described in Table 4.6.  
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Table 4.2 Details of heavy weight constructions (ASHRAE, 2005). 
 
Table 4.3 Details of medium weight constructions (ASHRAE, 2005). 
 
LAYERS HEAVY WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside M01 100mm brick 0.1016 0.89
2nd F04 wall air space resistance -- 0.15
3rd I02 50mm insulation board 0.0508 0.03
4th I02 50mm insulation board 0.0508 0.03
5th M15 200mm heavyweight concrete 0.2032 1.95
6th G01a 19mm gypsum board 0.019 0.16
LAYERS HEAVY WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside G01a 19mm gypsum board 0.019 0.16
2nd M05 200mm concrete block 0.2023 1.11
3rd G01a 19mm gypsum board 0.019 0.16
LAYERS HEAVY WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside F16 Acoustic tile 0.0191 0.06
2nd F05 Ceiling air space resistance -- 0.18
3rd M15 200mm heavyweight concrete 0.2032 1.95
LAYERS HEAVY WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside M15 200mm heavyweight concrete 0.2032 1.95
2nd F05 Ceiling air space resistance -- 0.18
3rd F16 Acoustic tile 0.0191 0.06
Time constant [Day] 2.6
EXTERNAL WALL
Time constant [Day] 7.8
INTERNAL WALL
FLOOR
Time constant [Day] 0.9
Time constant [Day] 2.6
CEILING
LAYERS MEDIUM WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside M01 100mm brick 0.1016 0.89
2nd I02 50mm insulation board 0.0508 0.03
3rd F04 wall air space resistance -- 0.15
4th G01a 19mm gypsum board 0.019 0.16
5th
6th
LAYERS MEDIUM WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside
2nd 
3rd 
LAYERS MEDIUM WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside F16 Acoustic tile 0.0191 0.06
2nd F05 Ceiling air space resistance -- 0.18
3rd M14a 100mm heavyweight concrete 0.1016 1.95
LAYERS MEDIUM WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside M14a 100mm heavyweight concrete 0.1016 1.95
2nd F05 Ceiling air space resistance -- 0.18
3rd F16 Acoustic tile 0.0191 0.06
EXTERNAL WALL
Time constant [Day] 3.6
Time constant [Day]
Time constant [Day] 1.3
Time constant [Day] 1.3
INTERNAL WALL
FLOOR
CEILING
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Table 4.4 Details of light weight constructions (ASHRAE, 2005). 
 
Table 4.5 Details of window glasses (ASHRAE, 2005). 
 
Table 4.6 Frame and divider of windows properties (ASHRAE, 2005). 
 
4.1.3 Building internal heat gains 
The sources of internal heat gains from an office building are occupants (people), 
artificial lighting and electric equipment, which are categorised into constant and 
variable types. For the constant type, occupants and electric equipment, they do not vary 
with the changing of external environment, while the variable one, artificial lighting, it 
changes with the daylighting intense during the daytime. According to CIBSE Guide A 
(1999), each zone here has typical design conditions of: 1 occupant per 10m
2
 floor area, 
LAYERS LIGHT WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside F08 metal surface 0.0008 45.28
2nd I02 50mm insulation board 0.0508 0.03
3rd F04 wall air space resistance -- 0.15
4th G01a 19mm gypsum board 0.019 0.16
5th
6th
LAYERS LIGHT WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside G01a 19mm gypsum board 0.019 0.16
2nd F04 Wall air space resistance -- 0.15
3rd G01a 19mm gypsum board 0.019 0.16
LAYERS LIGHT WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside F16 Acoustic tile 0.0191 0.06
2nd F05 Ceiling air space resistance -- 0.18
3rd M11 100mm lightweight concrete 0.1016 0.53
LAYERS LIGHT WEIGHT THICKNESS [m] CONDUCTIVITY [W/m*k] THERMAL RESISTANCE [m2*k/W]
Outside M11 100mm lightweight concrete 0.1016 0.53
2nd F05 Ceiling air space resistance -- 0.18
3rd F16 Acoustic tile 0.0191 0.06
EXTERNAL WALL
Time constant [Day] 0.8
Time constant [Day] 0.1
Time constant [Day] 0.08
Time constant [Day] 0.8
INTERNAL WALL
FLOOR
CEILING
LAYERS STANDARD WINDOW THICKNESS [m] CONDUCTIVITY [W/m*k] SOLAR TRANSMITTANCE AT NORMAL INCIDENCE
Outside CLEAR 3MM 0.003 0.9 0.837
2nd ARGON 13MM 0.0127 --
3rd CLEAR 3MM 0.003 0.9 0.837
LAYERS LOW-E WINDOW THICKNESS [m] CONDUCTIVITY [W/m*k] SOLAR TRANSMITTANCE AT NORMAL INCIDENCE
Outside LoE CLEAR 3MM 0.003 0.9 0.63
2nd ARGON 13MM 0.0127 --
3rd LoE CLEAR 3MM 0.003 0.9 0.63
FRAME/ 
DIVIDER
WIDTH 
[mm]
SOLAR 
ABSORBANCE
VISIBLE 
ABSORBANCE
THERMAL 
HEMISPHERICAL 
EMISSIVITY
CONDUCTANCE 
[W/m2*k]
Frame 0.05 0.8 0.8 0.9 2
Divider 0.02 0.8 0.8 0.9 2
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equipment loads of 11.5 W/m
2
 per floor area, and maximum lighting loads of 11.5 
W/m
2
 per floor area, with the lighting output controlled to provide an illuminance of 
500 lux at two reference points located in each of the perimeter zones (see Section 
4.1.4). Thus, the internal heat gains from each zone are calculated based on the design 
conditions and the size of zone area (see Table 4.7). 
However, the ‘actual’ internal heat gains in perimeter zones are varying during hours of 
operation, which are calculated based on the design conditions and operating schedules. 
Particularly, for occupants, their effects on zone’s space conditions are listed below, 
where first 2 statements are used for internal heat gains calculation, and the others are 
for thermal comfort calculation (EnergyPlus, 2011B): 
 The number of people in each zone area is modified by the ‘schedule of 
occupancy’ (see Table 4.8 col.2). The ‘actual’ number of people in each zone 
during a particular time is the product of the number of people and the value of 
fraction of an occupancy schedule in this time (e.g. the occupancy period is from 
8am to 6pm). 
 The total amount of heat gains per person (including convective, radiant, and 
latent) in a zone under design conditions is determined by the ‘schedule of 
activity level’ (see Table 4.8 col.3), which is modified somewhat based on a 
correlation to account for variations in zone’s temperature. There are internal 
algorithms used to further determine what fraction of the total is sensible and 
what fraction is latent, and what fractions of the sensible are divided into radiant 
and convective portions separately (see ‘sensible heat fraction’ and ‘fraction 
radiant’ of people in Table 4.9). 
 The efficiency of energy usage within a human body is determined by the 
‘schedule of human work efficiency’ (see Table 4.8 col.4), which with further 
two statements are used for thermal comfort calculation. The value of ‘schedule 
of human work efficiency’ is defined between 0.0 and 1.0: a value of 0.0 
corresponds to all of the energy produced in a human body will be converted to 
heat for the zone heat balance calculation; a value of 1.0 corresponds to all of the 
energy produced in a human body will be converted to mechanical energy.  
 The amount of clothing being worn by a typical zone occupant during various 
times in the simulation period is determined by the ‘schedule of clothing 
Example design problems and building performance simulation 
 
Loughborough University Page 77 
 
insulation’ (see Table 4.8 col.5), which value should be positive real number 
with unit of Clo. 
 The amount of air movement in a zone throughout the simulation period is 
controlled by the ‘schedule of air velocity’ (see Table 4.8 col.6), which value 
should be a positive real number with unit of m
2
/s.  
For artificial lighting and electric equipment, their real effects on zones’ heat gains are 
modified as blow (EnergyPlus, 2011B): 
 The design levels for lighting power and electric equipment are modified by the 
‘schedule of work hours’ (see Table 4.8 col.8), which value in a particular time 
in a zone is the product of the design level and the value of the schedule in this 
time. The value of this schedule should be a positive number between 0.0 and 
1.0.   
 The heat from lights that is contributed to zone loads or to return air heat gains is 
divided into four fractions: return air fraction, fraction radiant, fraction visible 
and fraction convected (i.e. first three fractions are listed in Table 4.9, the last 
one is calculated by 100% subtracted other fractions). As there is no return air 
system in this example building, the ‘return air fraction’ is put into the zone air.  
 Similarly, the heat gains from electric equipment are also divided into four 
fractions: fraction latent, fraction radiant, fraction lost and fraction convected 
(i.e. first three fractions are listed in Table 4.9, the last one is calculated by 100% 
subtracted others).  
Table 4.7 Internal heat gains from five zones in the example building. 
 
INTERNAL LOAD TYPE UNIT ZONE N ZONE S ZONE E ZONE W ZONE I
People person 24 24 19 19 24
Artificial lighting W 3360 3360 2688 2688 3360
Electric equipment W 2760 2760 2208 2208 2760
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Table 4.8 Schedule type for internal load calculation. 
 
Table 4.9 Approximate values of internal heat gains from people, artificial lighting and electric 
equipment. 
 
4.1.4 Artificial lighting system 
The interaction between daylighting (natural light) and artificial lighting of a simulation 
building is determined by ‘daylighting: controls’ of EnergyPlus (V7; 2011A), which 
reduces the energy demand of artificial lighting based on the daylighting illuminance 
levels of the building. The daylight illuminance level in a zone is influenced by many 
factors, including sky condition, sun position, calculation point, location, size and glass 
transmittance of windows, window shading devices and reflectance of interior surfaces 
(EnergyPlus, 2011B).  
LIGHTING & ELECTRIC 
EQUIPMENT
OCCUPANCY
ACTIVITY 
LEVEL
HUMAN WORK 
EFFICIENCY
CLOTHING 
INSULATION
AIR 
VELOCITY WORKING HOURS
Fraction 
between 0.0 
and 1.0
Watts per 
person
Positive value 
between 0.0 and 
1.0
Positive real 
number, with 
unit of Clo.
Positive real 
numbers, with 
unit of m/s
Positive value between 0.0 
and 1.0
All days, all 
year
All days, all 
year All days, all year
All days, all 
year
All days, all 
year All days, all year
Time 0:00 – 08:00 24 hours 24 hours 24 hours 24 hours 0:00 – 08:00
Value 0 131.8 0 1 0.137 0
Time 08:00 – 09:00 08:00 – 17:00
Value 0.5 1
Time 09:00 – 12:00 17:00 – 24:00
Value 1 0
Time 12:00 – 13:00
Value 0.8
Time 13:00 – 17:00
Value 1
Time 17:00 – 18:00
Value 0.5
Time 18:00 – 24:00
Value 0
Period 4
Period 5
PEOPLE
Schedule type 
& unit
Schedule 
period
SCHEDULE 
NAME
Period 1
Period 2
Period 3
Period 7
Period 6
INTERNAL LOAD TYPE
FRACTION RADIANT SENSIBLE HEAT FRACTION
0.3 1
FRACTION RADIANT RETURN AIR FRACTION FRACTION VISIBLE
0.59 0.2 0.2
FRACTION RADIANT FRACTION LATENT FRACTION LOSS
0.3 0 0
People
Artificial lighting 
Electric equipment
FRACTIONS OF HEAT FOR ZONE LOADS
Example design problems and building performance simulation 
 
Loughborough University Page 79 
 
For the example building, two reference points in each zone are used to trigger the 
lighting system, due to daylighting illuminance levels at those points (see Table 4.10). 
These reference points are located at almost two third away from the window side, to 
ensure the whole floor-plan covered by adequate illuminance. The artificial lighting in a 
zone’s half-area is equally controlled by the daylighting illuminance of a reference point, 
where the value of illuminance level for general office work (excluding computer 
terminals) is recommended as 500 lux (EnergyPlus, 2011B). Moreover, the artificial 
lighting is assumed to be controlled by photocells, to respond the daylighting 
illuminance level at the specified reference points.  
Furthermore, the increased daylighting illuminance at those references points (measured 
by photocell sensors) are used to continuously and linearly dim the lighting system, 
from maximum electric power and lighting output to their minimums. The artificial 
lights will be turned off automatically when the minimum electric power and lighting 
output is achieved. The recommended value of maximum allowable discomfort glare 
index for offices is 22 (see Table 4.10). 
Table 4.10 ‘Daylighting: controls’ in EnergyPlus for example building’s lighting system. 
DESIGN FACTORS DESIGN 
LEVELS 
Fraction of zone controlled by each reference point 0.5 
Illuminance setpoint at each reference point [lux] 500 
Lighting control type Continuous/Off 
Glare calculation azimuth angle of view direction clockwise from zone y-axis [
o
] 90 
Maximum allowable discomfort glare index 22 
Minimum input power fraction for continuous dimming control 0.3 
Minimum light output fraction for continuous dimming control 0.2 
 
4.1.5 Zone infiltration 
An important characteristic of building energy consumption is the air flow due to 
infiltration and ventilation (natural and mechanical ventilations). Compared to 
ventilation, infiltration is a very small amount of unintended airflow from the external 
environment, through building envelope (e.g. cracks around windows), into the thermal 
zone (EnergyPlus, 2011B). There is no infiltration into internal zone. The basic equation 
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for infiltration is stated as below (EnergyPlus, 2011B), which design factors for 
perimeter zones are stated in Table 4.11: 
𝐼𝑛𝑓𝑖𝑙𝑡𝑟𝑎𝑡𝑖𝑜𝑛 = (𝐼𝑑𝑒𝑠𝑖𝑔𝑛)(𝐹𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒)[𝐴 + 𝐵|(𝑇𝑧𝑜𝑛𝑒 −  𝑇𝑜𝑑𝑏)| + 𝐶(𝑤𝑖𝑛𝑑𝑠𝑝𝑒𝑒𝑑)
+ 𝐷(𝑤𝑖𝑛𝑑𝑠𝑝𝑒𝑒𝑑2)] 
Where: 
𝐼𝑑𝑒𝑠𝑖𝑔𝑛: design volume flow rate of infiltration, [m
3
/s], which value is about 0.1 ACH 
according to ‘CIBSE Guide F’; 
𝐹𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒: the schedule of design flow rate of infiltration, where the ‘actual’ volume of 
flow rate of infiltration in a perimeter zone during a particular time is the product of 
𝐼𝑑𝑒𝑠𝑖𝑔𝑛 and the value of fraction of 𝐹𝑠ℎ𝑒𝑑𝑢𝑙𝑒 in this time; 
𝐴: constant term coefficient, which with B, C and D, are functions of environment. But 
this coefficient has a constant value under all conditions, unaffected by any 
environmental effect at all;  
𝐵: temperature term coefficient, which is modified by the temperature difference 
between the indoor and outdoor air dry-bulb temperatures; 
𝑇𝑧𝑜𝑛𝑒: zone’s indoor air dry-blub temperature, [
o
C]; 
𝑇𝑜𝑑𝑏: local outdoor air dry-bulb temperature, [
o
C]; 
𝐶: velocity term coefficient, which is modified by the 𝑤𝑖𝑛𝑑𝑠𝑝𝑒𝑒𝑑 outside the building, 
[s/m]; 
𝑊𝑖𝑛𝑑𝑠𝑝𝑒𝑒𝑑: local outdoor speed of wind, [s/m]; 
𝐷: velocity squared term coefficient, which is modified by square of the 𝑤𝑖𝑛𝑑𝑠𝑝𝑒𝑒𝑑 
outside the building, [s
2
/m
2
]. 
Example design problems and building performance simulation 
 
Loughborough University Page 81 
 
Table 4. 11 Design factors for zone’s infiltration calculation. 
 
4.1.6 Zone ventilation 
Ventilation is some amount of purposeful airflow from the external environment, 
directly into a thermal zone to provide non-mechanical cooling and fresh air 
(EnergyPlus, 2011B). As, both infiltration and ventilation are driven by the same 
physics, but through different sizes of openings. The same calculation equations are 
used, to modify the flow rate of ventilation air by the temperature difference between 
internal and external environments and wind speed. For the example building, the fixed-
rate ventilation is only applied to perimeter zones, where both intake and exhaust fans 
are assumed to co-exist, having the same flow rates and power consumptions (see ‘fan 
pressure rise’ and ‘fan total efficiency’ in Table 4.12). 
The basic equation used to calculate ventilation with this model is as same as that for 
infiltration (EnergyPlus, 2011B): 
𝑉𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛 = (𝑉𝑑𝑒𝑠𝑖𝑔𝑛)(𝐹𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒)[𝐴 + 𝐵|(𝑇𝑧𝑜𝑛𝑒 −  𝑇𝑜𝑑𝑏)| + 𝐶(𝑤𝑖𝑛𝑑𝑠𝑝𝑒𝑒𝑑)
+ 𝐷(𝑤𝑖𝑛𝑑𝑠𝑝𝑒𝑒𝑑2)] 
Since, the default coefficients of A, B, C and D are 1, 0, 0 and 0, which can give a 
constant volume flow of ventilation under all conditions. The basic equation is further 
simplified to: 
𝑉𝑒𝑛𝑡𝑖𝑙𝑎𝑡𝑖𝑜𝑛 = (𝑉𝑑𝑒𝑠𝑖𝑔𝑛)(𝐹𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒) 
Where: 
𝑉𝑑𝑒𝑠𝑖𝑔𝑛: design volume flow rate of ventilation, [m
3
/s], which value is about 0.008 m
3
/s 
per person, according to ‘CIBSE Guide A’; 
DESIGN FACTORS UNIT ZONE S ZONE E ZONE W
Idesign m
3
/s 0.018 0.0144 0.0144
Schedule period
Schedule value
A
B
C
D
0.606
0.03636
0.1177
0
ZONE N
0.018
Fschedule
24 hours, all days, all year
1 (System-on)
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𝐹𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒: the schedule of design flow rate of ventilation, where the ‘actual’ volume of 
flow rate of ventilation in a perimeter zone during a particular time is the product of 
𝑉𝑑𝑒𝑠𝑖𝑔𝑛 and the value of fraction of 𝐹𝑠ℎ𝑒𝑑𝑢𝑙𝑒 in this time (there are two separate 
schedules for winter and summer, with corresponding start and stop times during each 
day). 
Table 4.12 Design factors for zone’s ventilation calculation. 
 
4.1.7 Zone control 
Thermostatic zone control is used to control zone conditions to a specific temperature in 
a particular time. In this research, thermostats in perimeter zones (i.e. the internal zone 
is treated as a passive unconditioned space) are always controlled by dual setpoint 
(heating and cooling setpoints) and dead band. The dual setpoint for heating and cooling 
are predicted mean vote (PMV) setpoints, which are scheduled and varied all year 
around (see Table 4.13, where Heating unoccupied setpoint = Heating setpoint −
Heating setback and Cooling setpoint = Heating setpoint + Dead band).  
Table 4.13 Schedules of heating and cooling setpoint. 
 
DESIGN FACTORS UNIT ZONE S ZONE E ZONE W
Vdesign m
3
/s 0.192 0.16 0.16
Fan Pressure Rise Pa
Fan total efficiency
Period 1 (for winter)
HVAC operating period
Schedule value
Period 2 (for summer)
HVAC operating period
Schedule valueFschedule
From 1st Jan. to 30th Apr.
05:00 – 17:00
1 (System-on)
From 1st May to 31st Dec.
08:00 – 17:00
1 (System-on)
ZONE N
0.192
450
0.8
HVAC HEATING HAVC COOLING
All days during 1st Jan. to 30th Apr. All days, all year
Time 0:00 – 08:00 0:00 – 08:00
Value HVAC Heating uncoccupied setpoint: 10 oC Off
Time 08:00 – 17:00 08:00 – 17:00
Value HVAC Heating  setpoint: 18 oC HVAC Cooling setpoint: 19 oC
Time 17:00 – 24:00 17:00 – 24:00
Value HVAC Heating uncoccupied setpoint: 10 oC Off
Temperature
Period 3
SCHEDULE 
Schedule type
Schedule period
Period 1
Period 2
Example design problems and building performance simulation 
 
Loughborough University Page 83 
 
4.1.8 HVAC systems – ‘Ideal loads air system’ 
For the example building, HVAC systems and equipment are designed as ‘Ideal loads 
air system’ in EnergyPlus, since it is the simplest way to study the performance of a 
building without modelling full HVAC systems. The idealised HVAC systems can 
provide sufficient energy to offset zone loads (zone moisture is not considered here) and 
to meet zone temperature setpoints (heating and cooling setpoints) during hours of 
operation (the operating schedule is as same as that in ‘Ventilation’, see Table 4.12) 
(see design factors of ‘Ideal loads air system’ in Table 4.14). Other than the free-cooling 
available from the fixed ventilation rate, there is no extra free-cooling potential 
modelled here.  
Table 4.14 Design factors for example building’s idealised HVAC systems. 
IDEAL LOADS 
AIR SYSTEM 
SUPPLAY AIR 
TEMPERATURE [
o
C] 
SUPPLAY AIR HUMIDITY RATIO 
[kg-H2O/kg-air] 
Maximum 
heating 
Minimum 
cooling Maximum heating Minimum cooling 
Perimeter zones 35 12 0.01 0.011 
4.2 Input Variables and Outputs for Optimization Problems 
For this example problem, 16 input variables associated with perimeter zones are 
considered, and their sensitivities are examined in relation to building energy demand, 
capital costs and solution infeasibility. 
4.2.1 Input variables 
16 input variables selected in this research represent the most categories of 
(specification) uncertainties, regarding to the characteristics of the building and its 
HVAC systems at the concept design stage (see Section 2.1.2). Moreover, the date type 
of those variables is a mixture of the continuous, discrete and categorical variables. 
Table 4.15 gives the input variables and specifies their bounds and discrete increment in 
their values.  
The longest façades of the building face the ‘true north/south’, when the variable of 
orientation is set at 0
o
. For this example building, the value range of orientation is varied 
between -90
o
 and 90
o
. In order to avoid an overlap of the heating and cooling setpoint, 
dead band is used instead of the cooling setpoint, which have been explained in Section 
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4.1.7. The window-wall ratio refers to the window area of 6 equal size windows placed 
in three groups against the wall area in each façade (see Figure 4.1), which value range 
is between 0.2 and 0.9. The façade-1/2/3/4 window-wall ratio reflects its position in 
each perimeter zone, corresponding to Zone N/S/E/W. Both heating and cooling have 
the potential to be run all year around, although the operating hours are different for the 
‘winter’ months (November to April) and ‘summer’ months (May to October). Three 
construction types are available for external wall and ceiling-floor constructions: heavy 
weight, medium weight and light weight. Similarly, there are two internal wall types 
(heavy weight and light weight), and two double glazed windows types (plain glass and 
low-emissivity (low-E) glass). For categorical construction variables, the heavy weight 
construction is corresponds to a value of 0, with the construction weight decreasing with 
increasing variable value; for window type, the normal plain and low-E glasses are 
correspond to the values of 0 and 1 separately (see Table 4.15). In addition, when the 
model is constructed by variables having physical meanings (see variables indexes from 
20 to 23 in the Table 4.15), the value for opaque construction type is represented by the 
(outside-to-inside) time constant of the construction, and the value for window type is 
represented by the solar transmittance at normal incidence. Those representations are 
used in Chapter 5, to examine the influences of different data types on the robustness of 
stepwise regression. 
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Table 4.15 Input variables. 
 
Note: For consistency with the variables/outputs index in Table 5.1, the physical transformed input 
variables are assigned from indexes 20 to 23. 
4.2.2 Energy demand 
Building’s annual energy demand is the sum of the heating, cooling and lighting energy 
demands, which is expressed as below: 
𝑓(𝑥) =
[𝑄ℎ(𝑥) + 𝑄𝑐(𝑥) + 𝐸𝑡(𝑥)]
3.6 × 106
⁄   [𝑘𝑊ℎ] 
Where: 
𝑓(𝑥): building’s annual energy demand; 
𝑄ℎ(𝑥): building’s annual heating energy demand; 
𝑄𝑐(𝑥): building’s annual cooling energy demand; 
𝐸𝑡(𝑥): building’s annual electricity energy demand. 
VARIABLES 
INDEX
(UNTRANSFORMED) 
INPUT VARIABLES UNITS LOWER BOUND UPPER BOUND INCREMENT
THE NUMBER OF 
VALUE OPTIONS
1 Heating setpoint (
o
C) 18.0 22.0 0.5 9
2 Heating set-back (
o
C) 0.0 8.0 0.5 17
3 Dead band (
o
C) 1.0 5.0 0.5 9
4 Orientation (
o
) -90.0 90.0 5.0 37
5 Façade-1 window-wall ratio (-) 0.2 0.9 0.1 8
6 Façade-2 window-wall ratio (-) 0.2 0.9 0.1 8
7 Façade-3 window-wall ratio (-) 0.2 0.9 0.1 8
8 Façade-4 window-wall ratio (-) 0.2 0.9 0.1 8
9 Winter start time (hrs) 1 8 1 8
10 Winter stop time (hrs) 17 23 1 7
11 Summer start time (hrs) 1 8 1 8
12 Summer stop time (hrs) 17 23 1 7
13 External wall type (-) 0 2 1 3
14 Internal wall type (-) 0 1 1 2
15 Ceiling-floor type (-) 0 2 1 3
16 Window type (-) 0 1 1 2
VARIABLES 
INDEX
PHYSICAL 
TRANSFORMED INPUT 
VARIABLES UNITS INCREMENT
THE NUMBER OF 
VALUE OPTIONS
20
External wall type: time 
constant (hrs) (-) 3
21
Internal wall type: time 
constant (hrs) (-) 2
22
Ceiling-floor type: time 
constant (hrs) (-) 3
23
Window type: solar 
transmittance at normal 
incidence (-) (-) 2
VALUE OPTIONS
Heavy weight: 7.8; Medium weight: 
3.6; Light weight: 0.1
Heavy weight: 0.9; Light weight: 
0.08
Heavy weight: 2.6; Medium weight: 
1.3; Light weight: 0.8
Low-E glass: 0.63; Plain glass: 0.837
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4.2.3 Capital costs 
The capital costs of the example building is the product of the unit price of equipment 
from SPON’s price book (2012), where the maximum capability of heating/cooling 
equipment is designed to equal to the peak heating/cooling loads of the building (see 
Table 4.16): 
𝑔𝑡𝑜𝑡𝑎𝑙(𝑥) = (𝑔ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑥) + 𝑔𝑐𝑜𝑜𝑙𝑖𝑛𝑔(𝑥) + 𝑔𝑤𝑖𝑛𝑑𝑜𝑤(𝑥)   + 𝑔𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑤𝑎𝑙𝑙(𝑥)   
+ 𝑔𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑤𝑎𝑙𝑙(𝑥) + 𝑔𝑐𝑒𝑖𝑙𝑖𝑛𝑔/𝑓𝑙𝑜𝑜𝑟(𝑥))  [£] 
Where: 
𝑔(𝑥): building’s total capital costs; 
𝑔ℎ𝑒𝑎𝑡𝑖𝑛𝑔(𝑥): building’s heating equipment costs; 
𝑔𝑐𝑜𝑜𝑙𝑖𝑛𝑔(𝑥): building’s cooling equipment costs; 
𝑔𝑤𝑖𝑛𝑑𝑜𝑤(𝑥): building’s window costs. 
𝑔𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑤𝑎𝑙𝑙(𝑥): building’s external wall costs; 
𝑔𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑤𝑎𝑙𝑙(𝑥): building’s internal wall costs; 
𝑔𝑐𝑒𝑖𝑙𝑖𝑛𝑔/𝑓𝑙𝑜𝑜𝑟(𝑥): building’s ceiling/floor costs. 
Table 4.16 Capital costs of HVAC systems equipment in example building. 
 
4.2.4 Solution infeasibility 
Design constraints refer to thermal comfort in each perimeter zone that should not 
exceed 20% of predicted percentage dissatisfied (PPD), no more than 150 working 
UNIT COSTS
£/kW 115
£/kW 240
Heavy weight 137
Medium weight 110
Light weight 97
Heavy weight 69
Light weight 55
Heavy weight 247
Medium weight 218
Light weight 189
Plain glass 241
Low-e glass 343
HVAC SYSTEMS EQUIPMENTS
Heating equipment 
Cooling equipment
£/m
2
£/m
2
£/m
2
£/m
2
Window glass
Ceiling/floor 
External wall
Internal wall
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hours per annum. The constraint functions are configured to return the number of hour 
above 150, or zero if the constraint is feasible. The infeasibility of a solution is the sum 
of the squares of each constraint violation (i.e. an entirely feasible solution would have 
an infeasibility of zero).  
4.3 Summary 
In this research, the example building is based on a mid-floor of a commercial office 
building with 5 zones, which design details are represented in terms of the building 
geometry and climate conditions, building constructions and window glasses, building 
internal heat gains, artificial lighting, zone’s infiltration, ventilation and controls, and 
idealised HVAC systems. To simplify the modelling process, an ideal HVAC systems is 
used in this research, providing sufficient energy to offset zone loads (zone’s moisture 
is not considered here) and to meet zone temperature setpoint during the hours of 
operation. Other than the free-cooling available from the fixed ventilation rate, no extra 
free-cooling potential is modeled, which could result in atypical cases that should be 
reduced to ‘free’ in practice (e.g. the case study in San Francisco in Chapter 8).  
The building performance has been simulated using EnergyPlus (V7; 2011A). The 
default case of the building is located in Birmingham, UK, with the use of EnergyPlus 
weather format (2011C), to simulate building annual performance. Climate conditions 
of San Francisco and Chicago, US, will be further applied to the example building in 
Chapter 8, to justify the combined method between sensitivity analysis and evolutionary 
optimization that has been used in the default case in Birmingham, UK.  
There are 16 input variables associated with perimeter zones (the internal zone is treated 
as a passive unconditioned space) are considered and optimized in this research, which 
include the orientation, heating and cooling setpoints (via the dead band), window-wall 
ratios, start and stop times, and construction type. And the sensitivities are examined in 
relation to building energy demand, capital costs and solution infeasibility (the 
feasibility of solutions being a function of occupant thermal comfort). 
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CHAPTER 5: A COMPARISON OF 
APPROACHES TO STEPWISE 
REGRESSION FOR GLOBAL 
SENSITIVITY ANALYSIS 
Sensitivity techniques are mainly grouped into local and global forms (Saltelli et al., 
2008). The global SA is often based on a linear regression model in the stepwise 
manner, to evaluate the relative importance of variables (Saltelli et al., 2008; 
Dominguez-Munoz et al., 2010; Breesch & Janssens, 2005). Each procedure option of 
stepwise regression has its strengths and weaknesses. For example, the F-test is often 
used as default to stop the stepwise regression process, but it has been shown to perform 
poorly relative to other criteria, e.g. the corrected AIC (Kletting & Glatting, 2009). 
Aiming to improve accuracy, this chapter investigates the extent to which the procedure 
options selected for stepwise regression can influence the global sensitivities of 
variables, where the solution space is randomly generated. The procedure options 
include the sample size (100 or 1000), the data type of input variables (raw data with or 
without categorical variables, or rank-transformed data), selection approach (forward 
selection, backward elimination or bidirectional elimination) and selection criterion (F-
test, AIC or BIC) (see Section 5.1). The main contribution focuses on comparing the 
robustness of stepwise regression analysis (the robustness here refers to how well the 
linear regression model fits to the samples, measured by the accuracy metrics; see 
Section 5.1.5) driven by different selection criteria, AIC or BIC. It is concluded that, in 
this research, the most robust global SA for the example building’s design objectives 
and constraints is based on the stepwise regression analysis with the use of sample size 
100, bidirectional elimination, rank transformation and BIC (see Section 5.3); this 
methodology is further adopted for use with the biased solutions that are obtained from 
a single- or multi- objective optimization process (see Chapters 6 & 7).  
In a stepwise regression analysis, the relative importance of the variables for a given 
output can be evaluated through the entry-order of variables and their SRRCs 
(standardized rank regression coefficients): the more important the variable, the earlier 
it selected-in the model and the bigger the absolute value of SRRC. However, in this 
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research, for each of design objectives and constraints, the ordering of variables 
importance based on the order of variables entry into the linear regression model can be 
different to those based on the relative magnitude of variables SRRCs. Thus, the 
variables importance for design objectives and constraints are classified here using both 
SRRCs and entry-order of variables in the linear regression models (see Section 5.4); 
this approach is also used to benchmark the variable global sensitivities in the study of 
the biased solutions obtained from the optimization process (see Chapters 6 & 8).  
5.1 Stepwise Regression Methodology 
The global SA adopted in this research is based on a linear regression model in the 
stepwise manner (Saltelli et al., 2008), performed by R statistic software (V2.15.0; 
2012). According to Section 3.3, the robustness of a stepwise regression is dependent on 
the procedure options, and the robustness of each linear regression model is evaluated 
by R
2
 (coefficient of determination) and PRESS (predicted error sum of squares) values. 
5.1.1 Samples and sample size 
First, the robustness of a SA is related to the choice of sample size and the manner in 
which the samples are generated. For a sample size of 100 and above, the difference in 
the results from different sampling methods decreases, it is feasible to use simple 
random sampling method and 100 samples (100 sets of variables) in a Monte Carlo 
analysis for typical building simulation applications (Macdonald, 2009; Lomas & Eppel, 
1992). However, in this research, the conclusion is further examined through comparing 
the SA resulting from a 100 random samples with those from a 1000 random samples; 
the 100 random samples are taken as being the first 100 samples of the 1000 randomly 
generated samples. The repeatability of the approach is investigated by repeating the 
analysis for two sets of random samples (Random Sample A & Random Sample B).  
5.1.2 Input variables and rank-transformation 
The input variables considered in most sensitivity analyses are real-valued quantities 
(Helton, 1993). But in this research, the categorical variables for construction types are 
applied with others having physical representations (see Section 4.2.1). As a nonlinear 
relationship between the input variables and the output is possible, whether the input 
variables have real-valued quantities or not. The rank transformation based on a 
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monotonic relationship can mitigate the problems associated with fitting linear models 
to nonlinear data (see Section 3.3.2). Thus, three alternative representations of the input 
variables are considered in this chapter: 
 The input variables in their raw form. 
 A rank-transformation of the variables (and outputs). 
 The transformation of the categorical variables to have a physical meaning (i.e. 
the type of opaque constructions is represented by the outside-to-inside time-
constant, and the glazing type is represented by the solar transmittance at normal 
incidence; see Table 4.15). 
5.1.3 Selection approach 
As mentioned in Section 3.3.3, three model selection approaches are considered here: 
 Forward selection. 
 Backward elimination. 
 Bidirectional elimination. 
5.1.4 Selection criterion 
As mentioned in Section 3.3.4, three selection criteria are commonly used to stop the 
construction of the stepwise regression, i.e. the F-test, AIC and BIC. In this research, it 
focuses on comparing the robustness of stepwise regression driven by AIC and BIC. 
The linear regression models selected by F-test (with different α-values of 0.1, 0.2 or 
0.5) are primary used to examine the influences of the selection criterion on the 
overfitting problem.  
5.2 Input Variables, Design Objectives and Constraints 
The underlying characteristics of the variables and objective and constraint functions 
have an impact on the behaviour of the global SA, this being an important element of 
this research. 
5.2.1 Input variables 
In this research, it is assumed that, each possible value option for a variable is equally 
important. Thus, the frequency distributions of variables are uniform. The correlations 
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between any pairs of variables are approximately less than 0.1, which is examined 
through the Random Sample A with a sample size of 1000 (see Table 5.1, where 
variable indexes 1 to 12 refer to the raw data of variables having physical meaning; the 
indexes 13 to 16 refer to the raw data of categorical variables for construction types; the 
indexes 20 to 23 refer to the raw data of physical-transformed construction variables; 
the indexes 24 to 39 refer to the rank-transformed data of variables; and indexes 17 to 
19 and 40 to 42 refer to the raw and rank representations of outputs). Table 5.1 also 
states that, in the base case of randomly generated samples, the use of rank 
transformation has no impact on the correlations between variables: very close results 
between Pearson correlation coefficients (calculated between raw data) and Spearman’s 
correlation coefficients (calculated between rank-transformed data) for variables. 
Furthermore, there are some expected correlations between variables and design 
objectives and constraints (i.e. both Pearson and Spearman’s correlation coefficients are 
bigger than 0.4), e.g. the moderate correlations of heating setpoint and dead band with 
energy demand and solution infeasibility, and a nearly perfect linearity between ceiling-
floor type and capital costs (see Table 5.1). But, in the case of fitting data to non-linear 
regression model, the use of rank transformation can improve model’s linearity (see 
Section 5.3.3).  
Table 5.2 states the application of rank transformation for some variables, taking the 
first 100 randomly generated samples from Random Sample A as an example. In 
particular, for heavy weight external wall, the categorical value is 0 (time constant of 
7.8), the lower bound of the value range, which will be assigned to the smallest rank 1. 
As there are 26 tied samples (of the 100), their ranks become to 13.5 (i.e. if there is no 
tied samples, the smallest 26 items will be assigned to ranks 1, 2, 3, …, 26, thus, the 
sum of those ranks is 351, and the average of the sum is 13.5 (
351
26
)). And then, for 
medium weight external wall (corresponding categorical value of 1 and time constant of 
3.6), the averaged rank of 54 tied samples is 53.5 (i.e. if there is no tied samples, the 
larger 54 samples will be ranked to 27, 28, 29,…, 80, and the average of the sum is 
(
2889
54
)). Similarly for light weight external wall, the upper bound of the categorical 
value-range is 2 (time constant of 0.1), 20 tied samples are assigned to the averaged 
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rank of 90.5 (i.e. if there is no tied samples, the largest items will be ranked to 81, 82, 
83,…, 100, and the average of the summed ranks is 
1810
20
). 
According to Section 3.2.4, the global sensitivity of a variable measured by sensitivity 
indicators could be over-estimated by a larger increment (or a smaller number of 
options) across the value range. This is the case for construction variables in this 
research, which have the potential overestimation, compared to other variables. 
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Table 5.1 Correlation coefficients between variables and outputs from Random Sample A with the sample size of 1000. 
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
1 Heating setpoint 1.00 -0.05 -0.02 -0.01 -0.01 -0.01 0.02 -0.06 -0.02 0.03 0.01 0.08 -0.05 0.02 -0.05 -0.03 -0.46 0.02 0.53 0.05 -0.02 0.07 0.03
2 Heating set-back 1.00 -0.03 0.02 -0.03 -0.01 0.01 -0.02 -0.03 -0.03 0.01 -0.01 0.02 -0.01 -0.03 0.03 -0.08 0.05 -0.06 -0.02 0.01 0.03 -0.03
3 Dead band 1.00 0.01 0.01 -0.03 0.005 -0.06 0.05 0.002 -0.003 0.02 0.03 0.04 -0.01 -0.003 -0.67 -0.04 0.56 -0.03 -0.04 0.01 0.003
4 Orientation 1.00 0.01 0.02 0.03 -0.03 0.01 0.02 0.05 -0.03 -0.02 -0.04 0.01 -0.03 -0.01 -0.003 -0.01 0.03 0.04 -0.01 0.03
5 Façade-1 window-wall ratio 1.00 -0.07 0.05 -0.02 0.005 -0.02 -0.01 0.004 0.002 0.04 -0.05 0.03 0.04 0.19 0.03 -0.002 -0.04 0.06 -0.03
6 Façade-2 window-wall ratio 1.00 -0.02 0.05 0.05 -0.02 0.03 0.003 0.02 0.02 0.02 -0.02 0.14 0.09 0.02 -0.02 -0.02 -0.03 0.02
7 Façade-3 window-wall ratio 1.00 0.01 -0.02 -0.03 -0.03 -0.001 -0.001 0.03 -0.02 0.01 0.18 0.15 0.11 0.001 -0.03 0.03 -0.01
8 Façade-4 window-wall ratio 1.00 0.01 0.01 0.03 -0.01 -0.06 -0.01 0.09 -0.05 0.07 0.002 -0.09 0.06 0.01 -0.08 0.05
9 Winter start time 1.00 -0.01 -0.04 0.05 0.03 -0.01 0.02 -0.02 -0.10 -0.03 0.08 -0.03 0.01 -0.04 0.02
10 Winter stop time 1.00 -0.04 0.01 0.04 0.04 0.003 -0.002 -0.005 -0.01 -0.04 -0.04 -0.04 0.01 0.002
11 Summer start time 1.00 0.04 -0.02 -0.003 0.01 0.02 0.16 0.02 0.09 0.02 0.003 -0.01 -0.02
12 Summer stop time 1.00 0.04 0.01 0.001 -0.05 -0.15 -0.02 -0.01 -0.03 -0.01 0.00 0.05
13 External wall type 1.00 0.02 -0.01 0.02 0.01 -0.08 -0.03 - -0.02 0.02 -0.02
14 Internal wall type 1.00 0.02 0.08 -0.02 -0.05 0.06 -0.02 - -0.02 -0.08
15 Ceiling-floor type 1.00 -0.03 0.18 -0.94 -0.003 0.01 -0.02 - 0.03
16 Window type 1.00 -0.14 0.22 0.06 -0.02 -0.08 0.02 -
17 Energy demand 1.00 -0.09 -0.54 -0.01 0.02 -0.17 0.14
18 Capital costs 1.00 0.000 0.08 0.05 0.90 -0.22
19 Solution infeasibility 1.00 0.03 -0.06 0.02 -0.06
20 External wall type: time constant 1.00 0.02 -0.02 0.02
21 Internal wall type: time constant 1.00 0.02 0.08
22 Ceiling-floor type: time constant 1.00 -0.02
23
Window type: solar transmittance 
at normal incidence 1.00
VARIABLE
/OUTPUTS 
INDEX
CORRELATION COEFFICIENTS 
(RAW DATA)
VARIABLES/OUTPUTS INDEX
A comparison of approaches to stepwise regression for global sensitivity analysis 
 
Loughborough University Page 94 
 
 
Note: Where the length of the bars indicates the relative magnitude of variables correlation coefficients. 
  
24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42
24 Heating setpoint 1.00 -0.05 -0.02 -0.01 -0.02 -0.001 0.02 -0.06 -0.02 0.03 0.01 0.08 -0.05 0.02 -0.05 -0.03 -0.45 0.02 0.60
25 Heating set-back 1.00 -0.03 0.03 -0.03 -0.004 0.01 -0.02 -0.03 -0.03 0.01 -0.01 0.02 -0.005 -0.03 0.03 -0.07 0.05 -0.04
26 Dead band 1.00 0.01 0.01 -0.03 0.01 -0.06 0.05 -0.001 -0.003 0.01 0.03 0.04 -0.01 -0.004 -0.68 -0.05 0.64
27 Orientation 1.00 0.005 0.02 0.03 -0.03 0.01 0.02 0.05 -0.03 -0.02 -0.04 0.01 -0.03 -0.01 0.001 0.01
28 Façade-1 window-wall ratio 1.00 -0.07 0.05 -0.02 0.004 -0.02 -0.01 0.004 0.000 0.04 -0.05 0.03 0.04 0.21 0.09
29 Façade-2 window-wall ratio 1.00 -0.02 0.05 0.06 -0.02 0.03 0.005 0.02 0.02 0.03 -0.02 0.13 0.10 0.07
30 Façade-3 window-wall ratio 1.00 0.01 -0.02 -0.03 -0.03 -0.005 -0.001 0.03 -0.01 0.01 0.19 0.16 0.17
31 Façade-4 window-wall ratio 1.00 0.01 0.004 0.03 -0.01 -0.06 -0.01 0.09 -0.06 0.07 0.01 -0.05
32 Winter start time 1.00 -0.01 -0.04 0.06 0.03 -0.01 0.02 -0.02 -0.10 -0.04 0.04
33 Winter stop time 1.00 -0.04 0.01 0.04 0.04 0.001 0.000 -0.01 -0.01 -0.02
34 Summer start time 1.00 0.04 -0.02 -0.002 0.01 0.02 0.16 0.03 0.09
35 Summer stop time 1.00 0.03 0.01 0.000 -0.05 -0.13 -0.03 0.02
36 External wall type 1.00 0.02 -0.01 0.02 -0.002 -0.09 -0.04
37 Internal wall type 1.00 0.02 0.08 -0.01 -0.05 0.04
38 Ceiling-floor type 1.00 -0.03 0.18 -0.92 -0.003
39 Window type 1.00 -0.15 0.24 -0.12
40 Energy demand 1.00 -0.08 -0.59
41 Capital costs 1.00 -0.01
42 Solution infeasibility 1.00
VARIABLE
/OUTPUTS 
INDEX
CORRELATION COEFFICIENTS 
(RANKED DATA)
VARIABLES/OUTPUTS INDEX
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Table 5.2 The example of rank transformation used for selected variables from the first 100 randomly generated samples of Random Sample A. 
 
UN-
TRANSFORMED 
VARIABLES
PHYSICAL 
TRANSFORMED 
VARIABLES
UN-
TRANSFORMED 
VARIABLES
PHYSICAL 
TRANSFORMED 
VARIABLES
INDEX: 1 INDEX: 24 INDEX: 3 INDEX: 26 INDEX: 13 INDEX: 20 INDEX: 36 INDEX: 16 INDEX: 39 INDEX: 23
18 4 1 3.5 0 7.8 13.5 0 0.837 30
18 4 1 3.5 0 7.8 13.5 0 0.837 30
18 4 1 3.5 0 7.8 13.5 0 0.837 30
18 4 1 3.5 0 7.8 13.5 0 0.837 30
18 4 1 3.5 0 7.8 13.5 0 0.837 30
18 4 1 3.5 0 7.8 13.5 0 0.837 30
18 4 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 1.5 13 0 7.8 13.5 0 0.837 30
18.5 15.5 2 24.5 0 7.8 13.5 0 0.837 30
18.5 15.5 2 24.5 0 7.8 13.5 0 0.837 30
18.5 15.5 2 24.5 0 7.8 13.5 0 0.837 30
18.5 15.5 2 24.5 0 7.8 13.5 0 0.837 30
19 28.5 2 24.5 0 7.8 13.5 0 0.837 30
19 28.5 2 24.5 0 7.8 13.5 0 0.837 30
19 28.5 2 24.5 0 7.8 13.5 0 0.837 30
19 28.5 2 24.5 1 3.6 53.5 0 0.837 30
19 28.5 2 24.5 1 3.6 53.5 0 0.837 30
19 28.5 2 24.5 1 3.6 53.5 0 0.837 30
19 28.5 2.5 39 1 3.6 53.5 0 0.837 30
19 28.5 2.5 39 1 3.6 53.5 0 0.837 30
19 28.5 2.5 39 1 3.6 53.5 0 0.837 30
19 28.5 2.5 39 1 3.6 53.5 0 0.837 30
RANK 
TRANSFORMED 
DATA
RAW 
DATA
HEATING SETPOINT DEAD BAND EXTERNAL WALL TYPE WINDOW TYPE
RAW DATA RAW DATA
RANK 
TRANSFORMED 
DATA
RAW 
DATA
RANK 
TRANSFORMED 
DATA
RANK 
TRANSFORMED 
DATA
A comparison of approaches to stepwise regression for global sensitivity analysis 
 
Loughborough University Page 96 
 
 
UN-
TRANSFORMED 
VARIABLES
PHYSICAL 
TRANSFORMED 
VARIABLES
UN-
TRANSFORMED 
VARIABLES
PHYSICAL 
TRANSFORMED 
VARIABLES
INDEX: 1 INDEX: 24 INDEX: 3 INDEX: 26 INDEX: 13 INDEX: 20 INDEX: 36 INDEX: 16 INDEX: 39 INDEX: 23
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
19.5 39 2.5 39 1 3.6 53.5 0 0.837 30
20 49 2.5 39 1 3.6 53.5 0 0.837 30
20 49 2.5 39 1 3.6 53.5 0 0.837 30
20 49 2.5 39 1 3.6 53.5 0 0.837 30
20 49 2.5 39 1 3.6 53.5 0 0.837 30
20 49 3 54 1 3.6 53.5 0 0.837 30
20 49 3 54 1 3.6 53.5 0 0.837 30
20 49 3 54 1 3.6 53.5 0 0.837 30
20 49 3 54 1 3.6 53.5 0 0.837 30
20 49 3 54 1 3.6 53.5 0 0.837 30
20.5 59 3 54 1 3.6 53.5 0 0.837 30
20.5 59 3 54 1 3.6 53.5 0 0.837 30
20.5 59 3 54 1 3.6 53.5 0 0.837 30
20.5 59 3 54 1 3.6 53.5 0 0.837 30
20.5 59 3 54 1 3.6 53.5 0 0.837 30
20.5 59 3 54 1 3.6 53.5 0 0.837 30
20.5 59 3.5 66.5 1 3.6 53.5 1 0.63 80
20.5 59 3.5 66.5 1 3.6 53.5 1 0.63 80
20.5 59 3.5 66.5 1 3.6 53.5 1 0.63 80
20.5 59 3.5 66.5 1 3.6 53.5 1 0.63 80
20.5 59 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
RAW DATA
RANK 
TRANSFORMED 
DATA
RAW DATA
RANK 
TRANSFORMED 
DATA
HEATING SETPOINT DEAD BAND EXTERNAL WALL TYPE WINDOW TYPE
RAW 
DATA
RANK 
TRANSFORMED 
DATA
RAW 
DATA
RANK 
TRANSFORMED 
DATA
A comparison of approaches to stepwise regression for global sensitivity analysis 
 
Loughborough University Page 97 
 
UN-
TRANSFORMED 
VARIABLES
PHYSICAL 
TRANSFORMED 
VARIABLES
UN-
TRANSFORMED 
VARIABLES
PHYSICAL 
TRANSFORMED 
VARIABLES
INDEX: 1 INDEX: 24 INDEX: 3 INDEX: 26 INDEX: 13 INDEX: 20 INDEX: 36 INDEX: 16 INDEX: 39 INDEX: 23
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 3.5 66.5 1 3.6 53.5 1 0.63 80
21 73 4 79 1 3.6 53.5 1 0.63 80
21 73 4 79 1 3.6 53.5 1 0.63 80
21 73 4 79 1 3.6 53.5 1 0.63 80
21 73 4 79 1 3.6 53.5 1 0.63 80
21 73 4 79 1 3.6 53.5 1 0.63 80
21 73 4 79 1 3.6 53.5 1 0.63 80
21 73 4 79 1 3.6 53.5 1 0.63 80
21 73 4 79 2 0.1 90.5 1 0.63 80
21.5 88.5 4 79 2 0.1 90.5 1 0.63 80
21.5 88.5 4 79 2 0.1 90.5 1 0.63 80
21.5 88.5 4 79 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
21.5 88.5 4.5 91 2 0.1 90.5 1 0.63 80
22 98 4.5 91 2 0.1 90.5 1 0.63 80
22 98 4.5 91 2 0.1 90.5 1 0.63 80
22 98 5 99 2 0.1 90.5 1 0.63 80
22 98 5 99 2 0.1 90.5 1 0.63 80
22 98 5 99 2 0.1 90.5 1 0.63 80
RAW DATA
RANK 
TRANSFORMED 
DATA
HEATING SETPOINT DEAD BAND EXTERNAL WALL TYPE WINDOW TYPE
RAW 
DATA
RANK 
TRANSFORMED 
DATA
RAW 
DATA
RANK 
TRANSFORMED 
DATA
RAW DATA
RANK 
TRANSFORMED 
DATA
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5.2.2 Objective and constraint functions 
For the case study in this chapter, the design objectives are: 
 Energy demand: the annual energy demand of the heating, cooling and 
artificial lighting (see Section 4.2.2). It is probable that the annual energy 
demand has a degree of non-linearity to some of variables, this having an impact 
on the global SA.  
 Capital costs: is known to be a linear function of most of the variables (see 
Section 4.2.3), although the cost of the HVAC system is a function of the peak 
heating and cooling capacity, the capacity being a non-linear function of some 
variables.  
The solution infeasibility, as design constraint, it is used to combine the constraint 
violations into a single metric, and is taken as the sum of the squares of each constraint 
violation (with an entirely feasible solution having an infeasibility of zero). Thus, the 
infeasibility only has a value when one or more constraints are violated (this forming a 
discontinuity in the function space, with the infeasibility of the infeasible solutions 
changing with the variable values, but all feasible solutions having a constant 
infeasibility of zero). For randomly generated solutions, most of the solutions are 
infeasible.  
Figure 5.1 illustrates the frequency of occurrence of design objectives and constraints, 
where the samples are taken from Random Sample A with a sample size of 1000. In this 
figure, the random solutions for the example building’s energy demand or capital costs 
are normally distributed in a narrow value range (i.e. the solutions for energy demand 
are between 60,000kWh and 130,000kWh; and those for capital costs are between 
£400,000 and £500,000); while, the values of solution infeasibility are distributed over a 
large range (and the distribution is skewed to left). Figure 5.2, illustrates that the highest 
infeasibilities occur for the low-energy-demand solutions. Although high-energy-
demand can result from a poor construction (and acceptable thermal comfort), as the 
energy demand increases, there is a greater probability that thermal comfort will be 
improved. Table 5.2 also indicates that both the energy demand objective function and 
solution infeasibility are similarly correlated to the variables of heating setpoint and 
dead band, these having important impacts on thermal comfort and energy demand. 
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Figure 5.1 Frequency distributions of design objectives and constraints from Random Sample A with 
the sample size 1000. 
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Figure 5.2 The scatter plot between energy demand and solution infeasibility from Random Sample A 
with the sample size of 1000. 
5.3 Results and Analysis 
Stepwise regression analysis that is the most applicable sensitivity technique for 
building design is applied here, through an analysis of the impact of different procedure 
options on the indication of variable importance (global sensitivity), including the 
selection approach, the sample size, the treatment of the variables, and the choice of the 
selection criterion and accuracy metric. 
5.3.1 The impact of selection approach 
Table 5.3 illustrates the influence of different selection approaches (forward selection, 
backward elimination and bidirectional elimination) on the stepwise regression and 
resulting variables global sensitivities (represented by variables SRCs or SRRCs, in 
relation to the energy demand objective). The results are for the solutions taken from 
Random Sample A, with the use of BIC; further results for both capital costs and 
solution infeasibility are given in Appendix C (the same analysis driven by different 
section criteria, e.g. AIC or F-test with α-value of 0.02). In each set of samples, 
variables are represented in three forms: rank-transformed data, the data in its raw form, 
and with the value of the categorical variables being transformed to have a physical 
meaning (time constant or solar transmittance; see Section 4.1.2). In this table, the 
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length of the bars indicates the relative magnitude of the absolute values of variables 
SRCs (or SRRCs), and therefore the importance (global sensitivity) of variables for 
outputs. 
For each set of samples in Table 5.3 (where the correlations between any pairs of 
variables are less than 0.1), the linear regression models controlled by different 
selection approaches are identical, represented by the same numbers of variables 
selected-into the model (model size), and the same values of R
2
 and PRESS. 
Furthermore, for a given sample size and form of variables, the selection approach 
(forward, backward, or bidirectional) has no impact on the importance of variables, 
measured by SRCs or SRRCs, for each of the design objectives and constraints (see 
more results in Appendix C). As, the linear regression model constructed by the 
backward elimination only removes no impacted variables (from the full model), it is 
meaningless to order variables importance based on their entry-orders or individual 
contributions to R
2
 value change. In addition, according to Tables 5.3 and further tables 
in Appendix C, the conclusions of the impact of selection approach are irrespective of 
the choices of sample size, selection criterion and variables formulations.  
For further analyses in this chapter, the results from the stepwise regression with the use 
of bidirectional elimination are only presented for each of design objectives and 
constraints, as it is a combination of other selection approaches. The ordering of 
variables importance for design objectives or constraints is based on the order of 
variables entry into the linear regression model: the earlier the variable entry-in, the 
more important it is. As the entry-order of variables is the direct results related to the 
choice of selection criterion.  
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Table 5.3 Comparisons of variables SRCs or SRRCs driven by different selection approaches from samples of Random Sample A for energy demand. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC. 
Model size refers to the numbers of variables included in a linear regression model. 
  
F B BI F B BI F B BI F B BI F B BI F B BI
0.403 0.403 0.403 0.438 0.438 0.438 0.398 0.398 0.398 0.453 0.453 0.453 0.398 0.398 0.398 0.454 0.454 0.454
0.127 0.127 0.127 0.128 0.128 0.128 0.087 0.087 0.087 0.134 0.134 0.134 0.087 0.087 0.087 0.136 0.136 0.136
0.592 0.592 0.592 0.665 0.665 0.665 0.609 0.609 0.609 0.663 0.663 0.663 0.609 0.609 0.609 0.663 0.663 0.663
0.046 0.046 0.046 0.044 0.044 0.044 0.045 0.045 0.045
0.053 0.053 0.053 0.05 0.05 0.05 0.049 0.049 0.049
0.117 0.117 0.117 0.116 0.116 0.116 0.116 0.116 0.116
0.147 0.147 0.147 0.178 0.178 0.178 0.138 0.138 0.138 0.185 0.185 0.185 0.138 0.138 0.138 0.185 0.185 0.185
0.047 0.047 0.047 0.056 0.056 0.056 0.056 0.056 0.056
0.063 0.063 0.063 0.061 0.061 0.061 0.06 0.06 0.06
0.134 0.134 0.134 0.181 0.181 0.181 0.153 0.153 0.153 0.191 0.191 0.191 0.153 0.153 0.153 0.192 0.192 0.192
0.205 0.205 0.205 0.122 0.122 0.122 0.206 0.206 0.206 0.129 0.129 0.129 0.206 0.206 0.206 0.128 0.128 0.128
0.037 0.037 0.037
0.133 0.133 0.133 0.125 0.125 0.125 0.115 0.115 0.115
0.187 0.187 0.187 0.191 0.191 0.191 0.141 0.141 0.141 0.183 0.183 0.183 0.141 0.141 0.141 0.183 0.183 0.183
Model size: 7 7 7 14 14 14 7 7 7 13 13 13 7 7 7 13 13 13
R
2
: 0.855 0.855 0.855 0.82 0.82 0.82 0.877 0.877 0.877 0.839 0.839 0.839 0.877 0.877 0.877 0.836 0.836 0.836
PRESS: 1.44E+04 1.44E+04 1.44E+04 1.54E+07 1.54E+07 1.54E+07 2.94E+09 2.94E+09 2.94E+09 2.87E+08 2.87E+08 2.87E+08 2.94E+09 2.94E+09 2.94E+09 2.91E+08 2.91E+08 2.91E+08BIC
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Façade-4 window-wall ratio
Winter start time
Winter stop time
Summer start time
Summer stop time
External wall type
Internal wall type
Ceiling-floor type
Window type
Façade-1 window-wall ratio
INPUT VARIABLES
RANK TRANSFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000 100 1000 100 1000
Heating setpoint
Heating set-back
Dead band
Orientation
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Tables 5.4 to 5.9 state the entry-orders of variables from the stepwise regression with 
the bidirectional elimination and AIC (Tables 5.4 to 5.6) or BIC (Tables 5.7 to 5.9) for 
energy demand, capital costs and solution infeasibility. In each case, the variables are 
represented in three ways: rank-transformed data, raw data represented by categorical 
variables, and raw data with physical representation. Each data type of input variables 
applied to global SA has 4 sets of samples, including 100 and 1000 randomly generated 
samples from Random Sample A and Random Sample B separately. In those tables, the 
colour of the bars indicates the relative magnitude of variables entry-orders (into the 
linear regression models) and therefore the importance of variables for design objectives 
and constraints: the redder the colour the earlier the entry-order, the more important the 
variable; conversely, the greener the colour the later the entry-order, the less important 
the variable.  
The global SA driven by AIC or BIC for design objectives and constraints would 
identify different numbers of important variables, but the same variables identified by 
both criteria have the same entry-orders (i.e. the variables identified same are in the top 
ranks, having important impacts on the outputs; see details in Section 5.3.4). The linear 
regression model selected by AIC always contains a larger number of variables with a 
higher risk of overfitting, compared to that selected by BIC (Rawlings et al., 1988; 
Harrell, 2001). Thus, the results from global SA driven by BIC (Tables 5.7 to 5.9) are 
focused here to explain the impacts of procedure options for stepwise regression. 
5.3.2 The impact of samples and sample size 
In relation to the choice of sample size from randomly generated samples, it can be seen 
from Tables 5.7 to 5.9 that the increased sample size brings more variables into the 
linear regression models, but with slightly changed R
2
 values, which indicate those 
further selected variables (due to the increased sample size) have limited influences 
(less importance) on the design objectives and constraints. For instance, seven more 
variables are identified for energy demand, through enlarging the sample size from 100 
to 1000 in Random Sample A, but the R
2
 value of the linear regression model is 
decreased from 0.855 to 0.82 (see col.2 & 3 in Table 5.7). This is also the case of 
applying the same global SA for both capital costs and solution infeasibility. Although, 
the reliability of the linear regression model for solution infeasibility (whether the R
2
 
value of the linear regression model is larger than 0.7) is dependent upon the 
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representations of the variables (with or without using the rank transformation; see 
Section 5.3.3). Therefore, in this research, a smaller sample size of 100 is a reasonable 
choice for global SA to identify more important variables having earlier entry-orders, 
and to construct a linear regression model with higher R
2
 value, especially in the case of 
using rank transformation. 
Furthermore, the different samples randomly generated but with the same sample size 
(100 or 1000) for global SA, would result in the linear regression model slightly 
different, in terms of variables identification, the order of entry-in, and the R
2
 value of 
the model. However, those variables accounting for the larger uncertainties of the 
output can be identified mostly or entirely, even in the smaller size of samples. It further 
confirms that a smaller sample size of 100 can be used here to identify the most 
important variables for design objectives and constraints. The importance of those 
random tests is to illustrate the repeatability of the stepwise regression to rank variable 
importance for design objectives and constraints.  
5.3.3 The impact of data type of input variables 
Tables 5.7 to 5.9 also indicate that the raw data of input variables with or without 
categorical variables used in the same global SA for design objectives and constraints, it 
results in similar linear regression models with very close R
2
 values, and small switches 
in the order of variables entry-in, particularly in the case for energy demand and 
solution infeasibility. For example, in the case of using 1000 random raw data for 
energy demand, the entry-order of variables into the linear regression model with 
categorical variables is the same as that without categorical variables, where the 
differences in R
2
 values are about 0.03. In the case for capital costs, the R
2
 values of the 
linear regression models with the use of categorical variables for raw data are slightly 
better than those having physical representation; even all of them are nearly perfect 
linearity (their R
2
 values are more than 0.9). Therefore, in this research, the choice of 
variable formulation (the raw data with or without categorical variables) does not affect 
the global sensitivity of outputs to the changes in variable values.  
However, in the case of applying the global SA for solution infeasibility (see Table 5.9), 
using the rank transformation in stepwise regression can mitigate against the problems 
associated fitting the linear regression model to the non-linear raw data. It is indicated 
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by the significantly increased R
2
 values (from about 0.6 to above 0.8) and the enlarged 
number of identified variables, in the linear regression models with the use of the rank 
transformation. Conversely, in the case of fitting the linear regression model of energy 
demand or capital costs to the random samples, the R
2
 values of the models with the use 
of raw data (particularly contained the categorical variables) are slightly higher than 
those with the rank-transformed data. It may be due to the different characteristics of 
design objectives and constraints: the distributions of the random samples for energy 
demand and capital costs have patterns, compared to the skewed distribution of solution 
infeasibility (see Section 5.2); further research is required.  
5.3.4 The impact of selection criterion and accuracy metric 
Figures 5.3 to 5.5 compare the number of variables selected-in by different selection 
criteria (including AIC, BIC and F-test with α-level of 0.5, 0.2 or 0.1 (the lower the α-
level used, the less the redundant variables admitted; see Section 3.3.4); the size of the 
model having minimum PRESS value is also stated here that is used to evaluate 
overfitting problems), through the stepwise regression for energy demand (Figure 5.3), 
capital costs (Figure 5.4) and solution infeasibility (Figure 5.5). In those figures, the 
columns exceeding that representing the PRESS value are classed as overfitted 
(containing redundant variables). The linear regression models selected by AIC have the 
largest number of variables, which increases the risk of overfitting. In particular, the 
overfitting problem brought by AIC is related to the choice of sample size: the larger the 
sample size the lower risk of overfitting. For example, in the case of using 1000 random 
samples to do global SA, the linear regression models generated using the AIC for 
design objectives and constraints are free from overfitting problems.  
In those figures, the performance of F-test is dependent upon the choice of significant 
level (α-value): the lower the significance level used, the stronger the evidence required 
and the fewer redundant variables contained. In the experiments, the global SA driven 
by F-test with α-value of 0.01 or 0.02 is close to that found by BIC, but the F-test with 
α-value of 0.05 performs close to AIC. Usually, BIC and F-test (with α-value of 0.01, 
0.02 or 0.05) do not cause overfitting problems in global SA for design objectives and 
constraints. 
A comparison of approaches to stepwise regression for global sensitivity analysis 
 
Loughborough University Page 106 
 
5.3.5 Summary 
This section investigates the extent to which the procedure options of stepwise 
regression analysis can affect global sensitivities of either design objectives or 
constraints to the changes of variable values, when using the randomly generated 
samples (with different sample sizes). This study has focused on a multi-objective 
building design problem with a mixture of continuous variables (with physical 
representation) and categorical variables (without physical representation). 
In the experiment of applying the global SA for each of design objectives and 
constraints, an identical linear regression model is concluded through stepwise 
regression, irrespective of the choice of selection approach, which is due to the weak 
correlations between any pair of variables (less than 0.1) from the random samples. 
Thus, the bidirectional elimination is used in this research, as it is the combination of 
others.  
In this research, an increased sample size will bring more variables into the linear 
regression models; but, a smaller sample size of 100 can lead to a robust model, with 
the identification of the most important variables (having earlier entry-orders), for either 
design objectives or constraints. The repeated tests from random sets of solutions 
further confirm the robustness of the ordering of variables importance for design 
objectives and constraints. Since, the importance of variables remains the same between 
different samples, whereas the orders of less important variables entry into the linear 
regression model are slightly changed. The use of rank transformation in stepwise 
regression analysis tends to mitigate against problems associated fitting the linear 
regression model to nonlinear data, particularly in the case for solution infeasibility, 
which results in the model with rank-transformed data having a significantly increased 
R
2
 value (beyond the reliability standard of 0.7).  
Furthermore, the linear regression models constructed by different selection criteria 
have different model sizes (containing different numbers of variables), but the same 
variables have the same entry-orders, for either design objectives or constraints. The 
AIC tends to choose a larger model, with more variables accounting for the 
uncertainties of the output, which may be more useful for the uncertainty analysis. But, 
it also increases the risk of overfitting, especially in the case of small-size samples. BIC 
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and F-test normally do not cause overfitting problem, but the performance of F-test 
depends on the choice of significant level. Although the stepwise regression driven by 
AIC can inform more variables having limited influences, the linear regression model 
based on BIC is robust and easy, without overfitting problem, to identify the ordering of 
the important variables (having the earlier entry-orders in the stepwise regression 
procedure).  
Therefore, in this thesis, the global SA further used to biased solutions obtained from a 
single- or multi- objective optimization process is based on a stepwise regression with 
the use of 100 sample size, bidirectional elimination, rank transformation and BIC, for 
design objectives and constraints (see Chapters 6 & 8). 
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Table 5.4 The entry-order of variables into the linear regression model that is based on the stepwise regression with the use of bidirectional elimination and AIC for energy demand. 
  
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000
Heating setpoint 2 2 2 2 2 2 2 2 2 2 2 2
Heating set-back 7 6 10 7 7 6 10 7 7 6 10 7
Dead band 1 1 1 1 1 1 1 1 1 1 1 1
Orientation 12 13 14 12 13 13 13 13
Façade-1 window-wall ratio 11 11 11 12 11 12 11
Façade-2 window-wall ratio 10 9 9 10 9 9 10 9 9
Façade-3 window-wall ratio 3 5 4 3 4 4 4 3 4 4 4 3
Façade-4 window-wall ratio 9 12 12 8 11 12 8 11 12
Winter start time 8 10 9 10 9 10 9 10 9 10 9 10
Winter stop time 15 15 14 14
Summer start time 6 4 3 4 5 3 3 4 5 3 3 4
Summer stop time 4 8 7 8 3 7 7 8 3 7 7 8
External wall type 14 14 14
Internal wall type 8 13 8 8
Ceiling-floor type 11 7 5 6 11 8 5 6 8 5 6
Window type 5 3 6 5 6 5 6 5 6 5 6 5
R
2
0.886 0.821 0.854 0.84 0.899 0.84 0.829 0.844 0.894 0.837 0.826 0.841
INPUT VARIABLES
RANK TRANFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
Random Sample ARandom Sample BRandom Sample A Random Sample B Random Sample A Random Sample B
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Table 5.5 The entry-order of variables into the linear regression model that is based on the stepwise regression with the use of bidirectional elimination and AIC for capital costs. 
  
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000
Heating setpoint 10 10 12 12 11 10 13 9 9
Heating set-back 12 11 13 11 12 10 12
Dead band 9 9 8 9 10 9 9 9 8 9 8 10
Orientation 11
Façade-1 window-wall ratio 4 3 2 3 4 3 2 3 4 3 2 3
Façade-2 window-wall ratio 3 4 5 5 3 4 6 4 3 4 6 4
Façade-3 window-wall ratio 5 5 6 4 5 5 5 5 5 5 5 5
Façade-4 window-wall ratio 8 7 4 7 6 6 4 6 6 6 4 7
Winter start time 13 13 12 10 13 11
Winter stop time 10 15 14 14
Summer start time 11 10 11 10 11 12 11
Summer stop time 14 9 15 15
External wall type 6 6 7 6 7 7 7 7 7 7 7 6
Internal wall type 7 8 9 8 8 8 8 8 8 10 8
Ceiling-floor type 1 1 1 1 1 1 1 1 1 1 1 1
Window type 2 2 3 2 2 2 3 2 2 2 3 2
R
2
0.983 0.974 0.966 0.978 0.994 0.993 0.994 0.993 0.934 0.918 0.92 0.918
INPUT VARIABLES
RANK TRANFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
Random Sample ARandom Sample BRandom Sample A Random Sample B Random Sample A Random Sample B
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Table 5.6 The entry-order of variables into the linear regression model that is based on the stepwise regression with the use of bidirectional elimination and AIC for solution infeasibility. 
  
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000
Heating setpoint 1 1 1 2 1 2 2 2 1 2 2 2
Heating set-back 6 7 7
Dead band 2 2 2 1 2 1 1 1 2 1 1 1
Orientation 4 10 4 10
Façade-1 window-wall ratio 8 5 4 6 8 8 10 8 8 10
Façade-2 window-wall ratio 5 6 5 9 9 9 9
Façade-3 window-wall ratio 3 3 3 3 6 4 8 3 6 4 8 3
Façade-4 window-wall ratio 7 7
Winter start time 9 12 11 6 6 11 6 6
Winter stop time 10 7 3 8 7 3 8
Summer start time 7 7 5 7 5 3 5 4 5 3 5 4
Summer stop time 4 8 8 9 5 7 9 5 7
External wall type 11 9 9
Internal wall type
Ceiling-floor type 10 6 9 11 11
Window type 4 4 3 6 4 5 3 6 4 5
R
2
0.895 0.84 0.835 0.849 0.706 0.63 0.644 0.647 0.706 0.63 0.643 0.646
INPUT VARIABLES
RANK TRANFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
Random Sample ARandom Sample BRandom Sample A Random Sample B Random Sample A Random Sample B
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Table 5.7 The entry-order of variables into the linear regression model that is based on the stepwise regression analysis with the use of bidirectional elimination and BIC for energy demand. 
  
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000
Heating setpoint 2 2 2 2 2 2 2 2 2 2 2 2
Heating set-back 7 6 10 7 7 6 7 7 6 7
Dead band 1 1 1 1 1 1 1 1 1 1 1 1
Orientation 13 13 13 13 13
Façade-1 window-wall ratio 11 11 12 11 12 11
Façade-2 window-wall ratio 9 9 9 9 9 9
Façade-3 window-wall ratio 3 5 4 3 4 4 4 3 4 4 4 3
Façade-4 window-wall ratio 12 11 12 11 12
Winter start time 10 9 10 10 10 10 10
Winter stop time
Summer start time 6 4 3 4 5 3 3 4 5 3 3 4
Summer stop time 4 8 7 8 3 7 7 8 3 7 7 8
External wall type 14
Internal wall type 8 8 8
Ceiling-floor type 7 5 6 8 5 6 8 5 6
Window type 5 3 6 5 6 5 6 5 6 5 6 5
R
2
0.855 0.82 0.851 0.837 0.877 0.839 0.817 0.843 0.877 0.836 0.814 0.84
INPUT VARIABLES
RANK TRANFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
Random Sample ARandom Sample BRandom Sample ARandom Sample B Random Sample A Random Sample B
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Table 5.8 The entry-order of variables into the linear regression model that is based on the stepwise regression with the use of bidirectional elimination and BIC for capital costs. 
  
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000
Heating setpoint 10 10 12 11 10 9
Heating set-back 11 13 12
Dead band 9 9 8 9 10 9 9 9 9 10
Orientation
Façade-1 window-wall ratio 4 3 2 3 4 3 2 3 4 3 2 3
Façade-2 window-wall ratio 3 4 5 5 3 4 6 4 3 4 6 4
Façade-3 window-wall ratio 5 5 6 4 5 5 5 5 5 5 5 5
Façade-4 window-wall ratio 8 7 4 7 6 6 4 6 6 6 4 7
Winter start time 13 12 10 13
Winter stop time 14 14
Summer start time 11 10 11 10 11
Summer stop time 9 15
External wall type 6 6 7 6 7 7 7 7 7 7 7 6
Internal wall type 7 8 8 8 8 8 8 8 8
Ceiling-floor type 1 1 1 1 1 1 1 1 1 1 1 1
Window type 2 2 3 2 2 2 3 2 2 2 3 2
R
2
0.983 0.973 0.963 0.978 0.994 0.993 0.994 0.993 0.932 0.917 0.908 0.917
INPUT VARIABLES
RANK TRANFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
Random Sample ARandom Sample BRandom Sample ARandom Sample B Random Sample A Random Sample B
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Table 5.9 The entry-order of variables into the linear regression model that is based on the stepwise regression with the use of bidirectional elimination and BIC for solution infeasibility. 
 
 
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000
Heating setpoint 1 1 1 2 1 2 2 2 1 2 2 2
Heating set-back
Dead band 2 2 2 1 2 1 1 1 2 1 1 1
Orientation 4 4
Façade-1 window-wall ratio 5 4 6
Façade-2 window-wall ratio 6 5
Façade-3 window-wall ratio 3 3 3 3 4 3 4 3
Façade-4 window-wall ratio
Winter start time 9 6 6
Winter stop time 8 8
Summer start time 7 5 7 5 3 4 5 3 4
Summer stop time 4 8 8 5 7 5 7
External wall type
Internal wall type
Ceiling-floor type 10 9
Window type 4 4 3 5 3 5
R
2
0.879 0.84 0.832 0.848 0.665 0.619 0.561 0.643 0.665 0.619 0.561 0.643
INPUT VARIABLES
RANK TRANFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
Random Sample ARandom Sample BRandom Sample ARandom Sample B Random Sample A Random Sample B
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Figure 5.3 The number of variables selected into the linear regression models by different criteria for 
energy demand. 
 
Figure 5.4 The number of variables selected into the linear regression models by different criteria for 
capital costs. 
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Figure 5.5 The number of variables selected into the linear regression models by different criteria for 
solution infeasibility. 
5.4 Categorisation and Behaviour of Variables Importance 
for Design Objectives and Constraints 
Table 5.10 compares the absolute values of variables SRRCs, obtained through 
applying the robust global method to Random Samples A and B with the sample sizes 
of 100 and 1000, for energy demand, capital costs and solution infeasibility. In this 
table, the length of the bars indicates the relative magnitude of the absolute values of 
variables SRRCs, and therefore the importance of variables (the longer the bar the more 
importance the variable).  
Compared the ordering of variables importance measured by the entry-order (Tables 5.7 
to 5.9) and that by the absolute values of SRRCs (Table 5.10), it is difficult to conclude 
an identical rank-order of variables for either design objectives or constraints (switches 
always exist), especially for variables selected at the middle stage. For instance, in the 
case of using Random Sample A with a sample size of 100, the rank-order of 
importance of façade-3 window-wall ratio, summer stop time and window type for 
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energy demand are switched, according to different sensitivity indicators. Even the 
correlation between any pair of variables is less than 0.1, a small numerical difference 
in variables sensitivities exists, which could be the reason to cause switches. Thus, in 
this research, the categories of variables importance for energy demand, capital costs or 
solutions infeasibility, are concluded based on both variables entry-orders and their 
relative magnitudes of the absolute values of SRRCs (see Table 5.11).  
In the Table 5.11, the importance of variables are categorised as below:  
 The most important variables selected earliest into the linear regression 
model (marked by ‘yellow’): those variables SRRCs are normally above 0.4, 
their identification and ordering of importance are irrespective of the procedure 
options of stepwise regression;  
 The most important variables selected in the medium orders with switches 
(marked by ‘green’): those variables SRRCs are normally between 0.1 and 0.2, 
most of them can be identified through a smaller sample size (a sample size of 
100), but their ordering of importance are switched, due to different sensitivity 
indicators (variables entry-orders or SRRCs).  
 Less important variables selected latest into the linear regression model (no 
marked): those variables SRRCs are only around 0.05, their identification and 
ordering of importance are strongly dependent upon the procedure options of 
stepwise regression, i.e. the samples, the sample size (e.g. a larger sample size of 
1000) and the selection criterion (e.g. AIC); 
 No impact variables (marked by ‘blue’): those variables are never selected 
into the linear regression models for outputs (their SRRCs are always zero), 
irrespective of the procedure options of stepwise regression 
Thus, for the example building and its performance model, heating setpoint and dead 
band are identified as the top two most important variables for both energy demand and 
solution infeasibility; while, ceiling-floor type is the dominate variable for the capital 
costs, followed by the variables related to window-wall ratios and other construction 
types; which are consistence with the correlation coefficients of variables in Table 5.2. 
Moreover, orientation, and façade-4 window-wall ratio and internal wall type are 
considered as no impact variables for capital costs and solution infeasibility separately. 
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The categories of variables importance for design objectives and constraints from the 
random samples will be further used to evaluate the results of variables importance that 
are obtained from applying the same analysis to biased solutions during an optimization 
process (see Chapters 6 to 8). 
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Table 5.10 Standardized rank regression coefficients of variables for design objectives and constraints. 
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000
Heating setpoint - 0.403 0.438 0.439 0.471 - 0.037 0.024 0.019 + 0.691 0.629 0.662 0.653
Heating set-back - 0.127 0.128 0.1 0.114 + 0.02 +
Dead band - 0.592 0.665 0.682 0.682 - 0.042 0.036 0.064 0.044 + 0.523 0.616 0.534 0.617
Orientation - 0.046 -
Façade-1 window-wall ratio + 0.053 0.051 + 0.151 0.162 0.2 0.161 + 0.104 0.141 0.101
Façade-2 window-wall ratio + 0.117 0.105 + 0.139 0.15 0.1 0.137 + 0.09 0.096
Façade-3 window-wall ratio + 0.147 0.178 0.223 0.206 + 0.149 0.14 0.09 0.14 + 0.165 0.146 0.183 0.151
Façade-4 window-wall ratio - 0.047 + 0.053 0.089 0.128 0.091
Winter start time - 0.063 0.126 0.076 - 0.013 + 0.041
Winter stop time + + -
Summer start time + 0.134 0.181 0.221 0.173 + 0.02 0.023 + 0.074 0.11 0.087
Summer stop time - 0.205 0.122 0.14 0.102 - - 0.084 0.055 0.044
External wall type + 0.037 - 0.092 0.093 0.094 0.095 +
Internal wall type + 0.091 - 0.068 0.063 0.063
Ceiling-floor type + 0.133 0.195 0.141 - 0.884 0.918 0.93 0.915 + 0.041 0.036
Window type - 0.187 0.191 0.19 0.172 + 0.233 0.224 0.187 0.224 +/- 0.104 0.105
R
2
0.855 0.82 0.851 0.837 0.983 0.973 0.963 0.978 0.879 0.84 0.832 0.848
+/-
Random 
Sample A
Random 
Sample B
INPUT VARIABLES
ENERGY DEMAND CAPITAL COSTS SOLUTION INFEASIBILITY
+/-
Random 
Sample A
Random 
Sample B
+/-
Random 
Sample A
Random 
Sample B
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Table 5.11 Categories of variables importance for design objectives and constraints.  
 
5.5 Conclusions 
Sensitivity analysis (SA) has been widely applied in all areas of building performance 
simulation (Hopfe, 2009), which technologies are at least grouped into local and global 
forms (Saltelli et al., 2008). Compared to the local SA that is conducted similarly to a 
differential analysis, the global SA is often based on a linear regression model in the 
stepwise manner, to evaluate the relative importance of variables (Saltelli et al., 2008; 
Dominguez-Munoz et al., 2010; Breesch & Janssens, 2005).  
Stepwise regression is developed as an automatic computational procedure, the larger 
the number of input variables, the greater the benefits it has (Neter et al., 1996; Saltelli 
et al., 2008). The performance of a stepwise regression is dependent upon the choice of 
procedure options, including the sample size (100 or 1000), the data type of input 
variables (raw data with or without categorical variables, or rank-transformed data), the 
selection approach (the forward selection, backward elimination or bidirectional 
elimination) and selection criterion (F-test, AIC or BIC).  
ENERGY DEMAND CAPITAL COSTS SOLUTION INFEASIBILITY
Heating setpoint Heating setpoint Heating setpoint
Heating set-back Heating set-back Heating set-back
Dead band Dead band Dead band
Orientation Orientation Orientation
Façade-1 window-wall ratio Façade-1 window-wall ratio Façade-1 window-wall ratio
Façade-2 window-wall ratio Façade-2 window-wall ratio Façade-2 window-wall ratio
Façade-3 window-wall ratio Façade-3 window-wall ratio Façade-3 window-wall ratio 
Façade-4 window-wall ratio Façade-4 window-wall ratio Façade-4 window-wall ratio
Winter start time Winter start time Winter start time
Winter stop time Winter stop time Winter stop time
Summer start time Summer start time Summer start time
Summer stop time Summer stop time Summer stop time
External wall type External wall type External wall type
Internal wall type Internal wall type Internal wall type
Ceiling-floor type Ceiling-floor type Ceiling-floor type
Window type Window type Window type
CATEGORIES OF VARIABLES IMPORTANCE
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The main contribution of this approach focuses on comparing the robustness of stepwise 
regression analysis (the robustness refers to how well the linear regression model fits to 
the samples, measured by the accuracy metrics) driven by different selection criteria, 
AIC (Akaike information criterion) or BIC (Bayesian information criterion), when 
applying to randomly generated samples. It is concluded that, in this research, a most 
robust global SA for the example building’s design objectives and constraints is based 
on the stepwise regression analysis with the use of sample size 100, bidirectional 
elimination, rank transformation and BIC; this methodology is further adopted for use 
with the biased solutions that are obtained from a single- or multi- objective 
optimization process in later chapters. 
Furthermore, for a stepwise regression, the relative importance of the variables for a 
given output can be evaluated through the entry-order of variables or their SRRCs: the 
more important the variable, the earlier it selected-into the model and the bigger the 
absolute value of SRRC. However, in this research, for each of design objectives and 
constraints, the ordering of variables importance based on the order of variables entry 
into the linear regression model could be different to those based on the relative 
magnitude of variables SRRCs. Even though, the random samples indicates that there is 
a limited correlation (around 0.1) between any pairs of variables. Therefore, the (global) 
importance of variables for design objectives and constraints are classified here 
according to both SRRCs and the entry-orders of variables in the linear regression 
models; this approach will also be used to justify the global sensitivities of variables 
that are obtained from applying the same method to the biased solutions during an 
optimization process. 
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behaviours 
 
Loughborough University Page 121 
 
CHAPTER 6: VARIABLES 
GLOBAL SENSITIVITIES 
RELATED TO EVOLUTIONARY 
OPTIMIZATION AND 
CONVERGENCE BEHAVIOURS 
According to Chapter 5, the global sensitivities of variables for each of design 
objectives and constraints can be evaluated through applying the robust stepwise linear 
regression to randomly generated samples. Aiming to improve the computational 
efficiency, the biased solutions obtained from an evolutionary optimization (dealing 
with the same example building as that in Chapter 5) are re-used here to compute 
variables influences in relation to the uncertainties of design objectives and constraints. 
According to the literatures (Evins, 2013; Wright et al., 2002), the GA (genetic 
algorithm) and NSGA-II (non-dominated sorting genetic algorithm II) are commonly 
implemented for the single- and multi- objective optimization problems. And also based 
on previous researches in Loughborough University, the modified GA is used here to 
minimise a constrained energy demand, while, the NSGA-II is used to minimise a 
constrained trade-off between energy demand and capital costs (see Section 6.1.1). In 
this case, how biased the solutions around the optimum values of variables are related to 
the characteristics of the algorithms (e.g. the NSGA-II has a faster rate of convergence, 
compared to that of GA) and the numbers of design objectives. Meanwhile, the 
computational efforts required completing the combined method of global SA and 
model-based evolutionary optimization could also be reduced, if it is possible to use the 
convergence rate of variables during the optimization as a direct indication of the 
relative global sensitivities.  
Thus, in this chapter, it explores the extent to which: 
 A biased sample of solutions obtained from a single- or multi- objective building 
optimization process can be used to evaluate the global sensitivities of variables, 
compared to those obtained from random samples in Chapter 5, for each of 
Variables global sensitivities related to evolutionary optimization and convergence 
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design objectives and constraints (energy demand, capital costs and solution 
infeasibility) (see Section 6.2); 
 The rate of convergence of the variables during a single- or multi- objective 
building optimization can be observed, and further used as an indication of 
variables global sensitivities for design objectives and constraints (see Section 
6.3).  
For consistency with the global sensitivity method that is concluded in Chapter 5, the 
measurement of variables importance (global sensitivities) are based on the absolute 
values of variables SRRCs (standardized rank regression coefficients), as well as the 
order of variables entry into the linear regression model, for each of design objectives 
and constraints (see Section 6.1.2). The convergence characteristics of variables during 
an optimization, with relation to the global sensitivities of variables for design 
objectives and constraints, can be examined through the algorithm convergence analysis, 
moving averages and standard deviations of variables from 100 solutions to the next 
100 solutions (see Section 6.1.3).  
6.1 Experimental Methodology 
There are three elements to be considered in the methodology, the biased samples of 
solutions found for different optimization problems (associated with different 
algorithms), the form of global SA applied to different sets of samples to identify the 
importance (global sensitivities) of variables, and the analysis of variables convergence 
behaviours during the optimization processes.   
6.1.1 Biased solutions from different optimization problems 
The optimum solutions found by GA and NSGA-II have been stated in Table 6.2 (see 
index of variables in Table 6.1). In this table, the colours of the bars indicate how a set 
of optimum values for each variable is floating around its possible value range: the 
redder the colour, the smaller the optimum value of the variable (e.g. for categorical 
ceiling-floor type (index 15), the lower bound of heavy weight (the corresponding value 
of 0) is marked by ‘red’); the greener the colour, the larger the optimum value of the 
variable (e.g. the medium and light weight ceiling-floor types (corresponding values of 
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1 and 2) are marked by ‘yellow’ and ’green’ separately) (see variables possible value 
ranges in Table 4.15).  
Particularly for the optimum solution found by GA, the optimum construction types are 
generally of heavy or medium weight, with low-E windows. The longest façades of the 
building have been orientated -20
o
 from the ‘true north’, in order to potentially reduce 
the solar gain to the ‘south’ façade (façade 2; see Figure 4.2) (i.e. the optimum window-
wall ratio of this façade is only 0.3). Meanwhile, the façade-1 window-wall ratio (in the 
default case, it faces the ‘true north’) has been optimized to the maximum (0.9), as this 
façade is experienced very little direct solar gain, against the minimum window area 
(0.2) being placed on façade 3. Although the dead band has already assigned to the 
upper bound (5
o
C), the HVAC systems are still in operation for most times of the 
working day, even for a period after occupancy. This is atypical case, it may be due to a 
fixed ventilation rate, and it could be solved through free-cooling (confirmation of this 
requires further investigations in the building simulation model).                                                        
For the optimum trade-off found by NSGA-II, 169 optimum solutions are taken from 
the set of all solutions visited by the algorithm during the run, rather than just the final 
population. Across the energy-cost trade-off, the optimum values for some variables, 
e.g. ceiling-floor type, are floating around the whole possible value range (visually), 
while, for some others, e.g. heating setpoint and dead band, their optimum values are 
fixed to particular values.  
In theory, the result(s) found from the single-objective optimization should be part of 
the set of optimum solutions found from the multi-objective optimization problem. But, 
in this research, the optimum solution found by GA has the minimum energy demand, 
better than any of solutions on the energy-cost trade-off found by NSGA-II, which is 
due to the different characteristics of algorithms. It is interesting to note the changes in 
the optimum values of window-wall ratios are due to the 90
o
 rotation of the façade 1 (in 
the default case, it faces the ‘true north’), the optimum set of orientation changed from -
20
o
 in GA to 70
o
 in NSGA-II.  
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Table 6.1 The index of input variables. 
 
 
 
VARIABLE
Heating 
setpoint (
o
C)
Heating set-
back (
o
C)
Dead band 
(
o
C) Orientation (
o
)
Façade-1 
window-
wall ratio
Façade-2 
window-
wall ratio
Façade-3 
window-
wall ratio 
Façade-4 
window-
wall ratio
INDEX 1 2 3 4 5 6 7 8
VARIABLE
Winter start 
time (hrs)
Winter stop 
time (hrs)
Summer start 
time (hrs)
Summer stop 
time (hrs)
External 
wall type
Internal 
wall type
Ceiling-
floor 
type
Window 
type
INDEX 9 10 11 12 13 14 15 16
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Table 6.2 The optimum solution(s) found by evaluation optimization.
 
VARIABLE 
INDEX: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Energy demand 
(kWh)
Capital 
costs (£)
19 6.5 5 -20 0.9 0.3 0.2 0.6 8 23 1 23 1 0 0 1 50705.1 463188.1
VARIABLE 
INDEX: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Energy demand 
(kWh)
Capital 
costs (£)
19 8 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 0 1 55313.5 465242.2
19 7.5 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 0 1 55313.5 465242.2
19 6 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 0 1 55317.1 465169.1
19 5.5 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 0 1 55322.5 465136.4
19 7.5 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 0 0 1 55357.9 463135.2
19 4 4.5 70 0.2 0.6 0.3 0.9 5 21 1 23 1 0 0 1 55430.0 462788.4
19 7.5 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 0 0 1 55619.1 461493.1
19 5.5 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 0 0 1 55624.3 461408.9
19 4 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 0 0 1 55675.9 461186.6
19 8 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 1 0 1 55709.0 459209.9
19 5.5 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 1 0 1 55720.9 459086.4
19 4 4.5 70 0.2 0.6 0.3 0.9 5 20 1 23 1 1 0 1 55894.9 458542.0
19 7.5 4.5 70 0.2 0.6 0.3 0.8 5 22 1 23 1 1 0 1 55956.6 457914.4
19 7.5 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 1 0 1 55970.1 457590.2
19 5.5 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 1 0 1 55979.0 457480.3
19 5.5 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 1 0 1 55984.7 457477.6
19 4 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 1 0 1 56049.6 457197.3
19 4 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 1 0 1 56053.3 457186.9
19 6 4.5 70 0.2 0.6 0.3 0.8 4 19 1 23 1 1 0 1 56094.9 457182.4
19 4.5 4.5 70 0.2 0.6 0.3 0.8 5 20 1 23 1 1 0 1 56138.7 457036.7
19 4 4.5 70 0.2 0.6 0.3 0.8 5 20 1 23 1 1 0 1 56162.4 456937.1
19 8 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 2 1 0 1 56177.5 456574.0
19 4.5 4.5 70 0.2 0.5 0.3 0.9 5 20 1 23 1 1 0 1 56347.2 456562.3
19 5.5 4.5 70 0.2 0.5 0.3 0.8 4 21 1 23 1 1 0 1 56398.6 455686.0
19 7.5 4.5 70 0.2 0.6 0.3 0.8 5 22 1 23 2 1 0 1 56434.7 455169.8
19 7.5 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 2 1 0 1 56451.0 454857.4
19 5.5 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 2 1 0 1 56469.6 454727.8
19 4.5 4.5 75 0.2 0.6 0.3 0.8 4 20 1 23 2 1 0 1 56552.8 454596.7
19 4 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 2 1 0 1 56553.2 454395.8
19 4 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 2 1 0 1 56558.9 454378.8
19 8 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 1 1 56605.2 425191.5
19 7.5 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 1 1 56606.0 425155.5
19 7 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 1 1 56607.0 425117.6
19 6 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 1 1 56614.8 425024.0
19 5.5 4.5 70 0.2 0.7 0.3 0.9 4 20 1 23 1 0 1 1 56624.9 424926.6
19 8 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 0 1 1 56629.6 423104.3
19 7.5 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 0 1 1 56630.4 423068.6
19 5 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 0 1 1 56665.6 422732.9
19 4.5 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 0 1 1 56696.8 422579.8
19 5.5 4.5 70 0.2 0.6 0.3 0.9 5 20 1 23 1 0 1 1 56720.2 422522.1
19 4 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 0 1 1 56753.3 422394.6
19 8 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 0 1 1 56873.0 421463.1
19 7.5 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 0 1 1 56873.6 421433.2
19 7 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 0 1 1 56874.5 421395.4
19 5.5 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 0 1 1 56888.2 421230.5
19 5.5 4.5 70 0.2 0.6 0.3 0.8 4 19 1 23 1 0 1 1 56956.8 420889.7
19 5.5 4.5 70 0.2 0.6 0.3 0.8 5 20 1 23 1 0 1 1 56978.0 420886.3
19 4 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 0 1 1 56980.6 420766.1
19 4 4.5 70 0.2 0.6 0.3 0.8 4 19 1 23 1 0 1 1 57025.6 420522.8
19 6 4.5 70 0.2 0.5 0.3 0.9 4 19 1 23 1 0 1 1 57145.9 420483.0
19 8 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 1 1 1 57164.2 419420.3
19 6 4.5 70 0.2 0.6 0.3 0.9 5 21 1 23 1 1 1 1 57183.2 419225.5
19 5.5 4.5 70 0.2 0.6 0.3 0.9 5 20 1 23 1 1 1 1 57267.4 418781.3
19 5 4.5 70 0.2 0.6 0.3 0.9 5 20 1 23 1 1 1 1 57282.3 418660.6
19 4 4.5 70 0.2 0.6 0.3 0.9 5 20 1 23 1 1 1 1 57356.8 418352.0
19 5.5 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 1 1 1 57433.6 417452.8
19 4.5 4.5 70 0.2 0.6 0.3 0.8 4 20 1 23 1 1 1 1 57492.5 417109.2
19 4 4.5 70 0.2 0.6 0.3 0.8 5 20 1 23 1 1 1 1 57608.3 416716.9
19 4.5 4.5 70 0.2 0.5 0.3 0.9 4 20 1 23 1 1 1 1 57670.2 416680.5
19 4 4.5 70 0.2 0.5 0.3 0.9 1 17 1 23 1 1 1 1 57698.8 416395.8
19 4 4.5 70 0.2 0.5 0.3 0.9 5 20 1 23 1 1 1 1 57797.8 416283.3
19 8 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 1 1 1 57833.1 415691.1
19 5 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 1 1 1 57872.4 415237.0
19 7.5 4.5 70 0.2 0.5 0.3 0.8 5 20 1 23 1 1 1 1 57966.2 415233.1
19 4 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 1 1 1 57966.5 414849.8
19 4.5 4.5 70 0.2 0.5 0.3 0.8 5 20 1 23 1 1 1 1 58013.4 414817.0
THE OPTIMUM SOLUTION OBTAINED FROM THE GA SEARCH
A SET OF OPTIMUM SOLUTIONS OBTAINED FROM THE NSGA-II SEARCH 
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VARIABLE 
INDEX: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Energy demand 
(kWh)
Capital 
costs (£)
19 8 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 0 2 1 58145.8 382833.4
19 7.5 4.5 70 0.2 0.6 0.3 0.9 4 20 1 23 1 0 2 1 58147.6 382787.4
19 8 4.5 70 0.2 0.6 0.3 0.9 5 20 1 23 1 0 2 1 58196.4 382398.9
19 5.5 4.5 70 0.2 0.6 0.3 0.9 4 19 1 23 1 0 2 1 58205.3 382042.8
19 4 4.5 70 0.2 0.6 0.3 0.9 5 21 1 23 1 0 2 1 58338.0 381737.9
19 4 4.5 70 0.2 0.6 0.3 0.9 5 20 1 23 1 0 2 1 58341.9 381515.4
19 8 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 0 2 1 58386.2 381169.1
19 6 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 0 2 1 58402.2 380862.7
19 5.5 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 0 2 1 58417.4 380709.8
19 5.5 4.5 70 0.2 0.6 0.3 0.8 4 19 1 23 1 0 2 1 58446.0 380400.7
19 4 4.5 70 0.2 0.6 0.3 0.8 5 21 1 23 1 0 2 1 58551.1 380099.2
19 5.5 4.5 70 0.2 0.6 0.3 0.8 5 19 1 23 1 0 2 1 58652.4 380051.9
19 4 4.5 70 0.2 0.6 0.3 0.8 5 19 1 23 1 0 2 1 58735.1 379612.4
19 4 4.5 70 0.2 0.5 0.3 0.9 5 20 1 23 1 0 2 1 58753.3 379455.7
19 7 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 0 2 1 58770.6 379009.9
19 6 4.5 65 0.2 0.5 0.3 0.8 4 20 1 23 1 0 2 1 58771.4 378724.9
19 5.5 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 0 2 1 58800.3 378628.1
19 5 4.5 70 0.2 0.5 0.3 0.8 5 20 1 23 1 0 2 1 58907.1 378193.8
19 5.5 4.5 70 0.2 0.5 0.3 0.8 5 19 1 23 1 0 2 1 59108.2 377979.5
19 5 4.5 70 0.2 0.5 0.3 0.8 5 19 1 23 1 0 2 1 59123.2 377858.0
19 4 4.5 70 0.2 0.5 0.3 0.8 6 20 1 23 1 0 2 1 59201.7 377600.3
19 5 4.5 70 0.2 0.6 0.3 0.8 4 19 1 23 1 1 2 1 59413.0 376601.8
19 4 4.5 70 0.2 0.6 0.3 0.8 5 20 1 23 1 1 2 1 59538.7 376220.9
19 4 4.5 70 0.2 0.6 0.3 0.8 5 19 1 23 1 1 2 1 59676.5 375984.3
19 4 4.5 70 0.2 0.5 0.3 0.9 5 20 1 23 1 1 2 1 59708.9 375805.4
19 6 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 1 2 1 59711.5 375203.2
19 5.5 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 1 2 1 59735.8 374987.9
19 5 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 1 2 1 59775.3 374760.8
19 5 4.5 70 0.2 0.5 0.3 0.8 5 20 1 23 1 1 2 1 59831.1 374578.8
19 4 4.5 70 0.2 0.5 0.3 0.8 4 20 1 23 1 1 2 1 59929.9 374279.6
19 4 4.5 70 0.2 0.5 0.3 0.8 5 20 1 23 1 1 2 1 59938.1 374157.8
19 4 4.5 70 0.2 0.5 0.3 0.8 5 19 1 23 1 1 2 1 60111.8 373914.8
19 8 4.5 85 0.2 0.6 0.3 0.3 5 21 1 23 1 0 2 1 60183.2 373153.8
19 4 4.5 70 0.2 0.5 0.3 0.7 5 22 1 23 1 1 2 1 60244.7 372863.8
19 5.5 4.5 90 0.2 0.6 0.3 0.3 4 19 1 23 1 0 2 1 60307.0 372427.5
19 4 4.5 85 0.2 0.6 0.3 0.3 5 22 1 23 1 0 2 1 60324.1 372337.6
19 8 4.5 90 0.2 0.6 0.3 0.2 4 20 1 23 1 0 2 1 60465.1 371449.1
19 6 4.5 90 0.2 0.6 0.3 0.2 4 20 1 23 1 0 2 1 60471.0 371129.5
19 5.5 4.5 90 0.2 0.6 0.3 0.2 4 20 1 23 1 0 2 1 60479.2 370979.1
19 5.5 4.5 85 0.2 0.6 0.3 0.2 4 20 1 23 1 0 2 1 60519.9 370948.9
19 4.5 4.5 90 0.2 0.6 0.3 0.2 4 20 1 23 1 0 2 1 60522.9 370605.9
19 4 4.5 85 0.2 0.6 0.3 0.2 4 20 1 23 1 0 2 1 60610.9 370337.3
19 4 4.5 90 0.2 0.6 0.3 0.2 8 22 1 23 1 0 2 1 60942.3 369939.0
19 4 4.5 85 0.2 0.6 0.3 0.2 8 22 1 23 1 0 2 1 60992.2 369890.0
19 5.5 4.5 85 0.2 0.6 0.3 0.3 5 22 1 23 1 1 2 1 61161.9 369339.9
19 4 4.5 90 0.2 0.6 0.3 0.3 5 22 1 23 1 1 2 1 61345.4 368650.7
19 3.5 4.5 90 0.2 0.6 0.3 0.3 5 21 1 23 1 1 2 1 61365.6 368233.1
19 5.5 4.5 90 0.2 0.6 0.3 0.2 4 20 1 23 1 1 2 1 61414.3 367323.5
19 4 4.5 90 0.2 0.6 0.3 0.2 5 22 1 23 1 1 2 1 61594.4 366867.5
19 4 4.5 85 0.2 0.6 0.3 0.2 5 22 1 23 1 1 2 1 61634.0 366850.8
19 5.5 4.5 85 0.2 0.6 0.3 0.2 5 19 1 23 1 1 2 1 61876.4 366713.0
19 4 4.5 90 0.2 0.6 0.3 0.2 5 19 1 23 1 1 2 1 61898.1 366234.6
19 4 4.5 85 0.2 0.6 0.3 0.2 5 19 1 23 1 1 2 1 61948.8 366217.8
19 4 4.5 70 0.2 0.5 0.3 0.3 6 21 1 23 1 1 2 1 62188.2 366185.3
19 7.5 4.5 75 0.2 0.5 0.3 0.2 6 22 1 23 1 1 2 1 62327.5 365924.2
19 6 4.5 70 0.2 0.5 0.3 0.2 4 20 1 23 1 1 2 1 62368.0 365546.8
19 4 4.5 85 0.2 0.5 0.3 0.2 5 22 1 23 1 1 2 1 62433.5 364805.6
19 4 4.5 75 0.2 0.5 0.3 0.2 6 22 1 23 1 1 2 1 62444.5 364753.8
19 4.5 4.5 90 0.2 0.5 0.3 0.2 5 20 1 23 1 1 2 1 62583.8 364643.9
19 4 4.5 70 0.2 0.5 0.3 0.2 5 20 1 23 1 1 2 1 62658.5 364493.5
19 3.5 4.5 70 0.2 0.5 0.3 0.2 5 20 1 23 1 1 2 1 62721.7 364267.5
19 4 4.5 80 0.2 0.5 0.3 0.2 4 18 1 23 1 1 2 1 62792.7 364125.4
19 4 4.5 90 0.2 0.6 0.3 0.2 5 20 1 23 2 1 2 1 62984.2 363687.9
19 4 4.5 90 0.2 0.6 0.3 0.2 5 19 1 23 2 1 2 1 63197.2 363462.2
19 4 4.5 85 0.2 0.6 0.3 0.2 5 19 1 23 2 1 2 1 63249.3 363439.0
19 4 4.5 70 0.2 0.5 0.3 0.3 5 21 1 23 2 1 2 1 63451.5 363435.9
19 4 4.5 85 0.2 0.5 0.3 0.3 3 19 1 23 2 1 2 1 63471.9 363366.2
19 4 4.5 90 0.2 0.6 0.3 0.2 6 19 1 23 2 1 2 1 63608.8 363287.2
19 4 4.5 70 0.2 0.5 0.3 0.3 5 19 1 23 2 1 2 1 63780.8 363040.2
19 3 4.5 70 0.2 0.5 0.3 0.3 5 20 1 23 2 1 2 1 63787.2 362776.6
19 4 4.5 85 0.2 0.5 0.3 0.2 5 22 1 23 2 1 2 1 63865.4 361832.5
19 3.5 4.5 85 0.2 0.5 0.3 0.2 5 22 1 23 2 1 2 1 64030.4 361546.6
19 4 4.5 85 0.2 0.5 0.3 0.2 5 19 1 23 2 1 2 1 64186.2 361275.5
19 4.5 4.5 85 0.2 0.5 0.3 0.2 5 18 1 23 2 1 2 1 64551.7 361201.4
19 4 4.5 85 0.2 0.5 0.3 0.2 5 18 1 23 2 1 2 1 64590.2 361003.5
19 5.5 4.5 90 0.2 0.4 0.3 0.2 2 19 1 23 2 1 2 1 65075.8 360475.9
19 4 4.5 70 0.2 0.4 0.3 0.2 6 22 1 23 2 1 2 1 65215.4 359801.1
19 4 4.5 85 0.2 0.4 0.3 0.2 6 22 1 23 2 1 2 1 65220.7 359740.8
18.5 5 4.5 70 0.2 0.5 0.3 0.3 5 20 1 23 1 1 2 0 65407.4 359327.0
19 4.5 4 85 0.2 0.5 0.3 0.3 5 19 1 23 1 1 2 0 65663.7 359282.8
18.5 3 4.5 85 0.2 0.5 0.3 0.2 5 19 1 23 1 1 2 0 65669.1 357203.6
18.5 2 4.5 85 0.2 0.5 0.3 0.2 5 19 1 23 1 1 2 0 66187.0 356950.4
19 4 4 85 0.2 0.5 0.3 0.3 6 19 1 23 2 1 2 0 67312.2 356293.3
19 4 4 85 0.2 0.5 0.3 0.3 5 18 1 23 2 1 2 0 67327.8 356158.8
19 4.5 4 90 0.2 0.5 0.3 0.2 5 19 1 23 2 1 2 0 67538.2 355301.7
19 4 4 85 0.2 0.5 0.3 0.2 5 18 1 23 2 1 2 0 67688.9 354813.5
19 4 4 85 0.2 0.5 0.2 0.2 5 19 1 23 2 1 2 0 68316.2 354018.5
19 4 4 85 0.2 0.5 0.2 0.2 5 18 1 23 2 1 2 0 68348.7 353799.7
19 4 4 85 0.2 0.4 0.3 0.2 5 19 1 23 2 1 2 0 68907.7 353636.8
19 4 4 85 0.2 0.4 0.3 0.2 5 18 1 23 2 1 2 0 69010.1 353415.2
19 2.5 4 90 0.2 0.5 0.2 0.2 5 19 1 23 2 1 2 0 69225.5 353393.1
19 2 4 90 0.2 0.4 0.3 0.2 6 19 1 23 2 1 2 0 69919.6 353153.2
19 4.5 4 85 0.2 0.3 0.3 0.2 5 19 1 23 2 1 2 0 70601.4 352634.7
19 4 4 85 0.2 0.3 0.3 0.2 5 19 1 23 2 1 2 0 70691.1 352412.3
19 3.5 4 85 0.2 0.3 0.3 0.2 5 19 1 23 2 1 2 0 70825.3 352180.5
19 4 4 70 0.2 0.3 0.3 0.2 5 18 1 23 2 1 2 0 71210.2 352154.2
19 3.5 4 70 0.2 0.3 0.3 0.2 7 19 1 23 2 1 2 0 71703.2 352018.7
19 2 4 70 0.2 0.3 0.2 0.2 7 19 1 23 2 1 2 0 72045.2 350772.2
19 2 4 70 0.2 0.3 0.2 0.2 8 19 1 23 2 1 2 0 72443.9 350689.7
19 1.5 4 70 0.2 0.3 0.2 0.2 8 19 1 23 2 1 2 0 72670.3 350614.8
19 2 4 90 0.2 0.2 0.2 0.2 5 19 1 23 2 1 2 0 74083.2 349583.6
19 2 4 70 0.2 0.2 0.2 0.2 7 19 1 23 2 1 2 0 74149.4 349394.7
19 2 4 70 0.2 0.2 0.2 0.2 8 19 1 23 2 1 2 0 74698.6 349255.8
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Figure 6.1 The energy-cost trade-off found by the NSGA-II, plotted in objective space. 
Note: where the energy-cost trade-off is classified into three trends, the low-energy-high-cost, the 
medium-energy-cost and high-energy-low-cost (from left to right along the trade-off). 
Taking heating setpoint and dead band as examples, the changes in the frequency 
distributions of variables from the start to the end of the optimization process are 
illustrated in Figure 6.2 (the single-objective optimization solved by GA) and Figure 6.3 
(the multi-objective optimization solved by NSGA-II). In those figures, the solutions of 
variables at the end of the optimization are clustering around fixed values, rather than 
covering the whole value ranges, especially for dead band; which could result in the 
differences in the indication of variables global sensitivities, due to the biases in the 
solutions around the optimum values (see further discussions in Section 6.2).  
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Figure 6.2 Variables frequency distributions during the GA search. 
 
Figure 6.3 Variables frequency distributions during the NSGA-II search. 
6.1.2 Global sensitivity analysis applied to biased solutions 
For consistency with the global SA used for the random samples in Section 5.4, the 
stepwise regression with the bidirectional elimination, rank transformation and BIC is 
further applied to the biased solutions obtained from the evolutionary optimization 
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process, for each of design objectives and constraints (energy demand, capital costs and 
solution infeasibility). In this analysis, the indication of variables importance (global 
sensitivities) for a particular output is based on both the absolute values of variables 
SRRCs (standardized rank regression coefficients) and the entry-order into the linear 
regression model: the more important the variable, the earlier its entry-order into the 
model, and the larger the absolute value of SRRC.  
The analysis and global SA applied here use several different sample sizes, including 
the unbiased randomly generated solutions (those are the same as that in Chapter 5, to 
provide benchmarks of variables global sensitivities for design objectives and 
constraints), and the biased solutions found from an optimization run (where a single-
objective optimization problem is solved by GA, and a multi-objective optimization 
problem based on the same example building is solved by NSGA-II): 
 First 100 and all of 1000 random samples from Random Sample A; 
 First 100 and all of 1000 random samples from Random Sample B; 
 100 solutions taken at the start (the first 5 generations, 20 solutions per 
generation) and the end (the last 5 generations) of the GA search; 
 All solutions obtained during the GA search; 
 100 solutions taken at the start and the end of the NSGA-II search; 
 All solutions obtained during the NSGA-II search. 
In addition, the populations at the beginning of a GA or NSGA-II are randomly 
generated, which is consistent with the random samples used to perform a robust global 
SA in Chapter 5.  
6.1.3 Algorithm convergence analysis 
In this research, the algorithm convergence analysis is used to analyse variables 
convergence behaviours, and resulting the relationship between the rate of variable 
convergence and the relative sensitivities to outputs. It is performed through the CV 
(coefficient of variation) of variables, which is defined to equal to the standard 
deviation divided by the mean (see Section 3.5). For consistency with the global SA, a 
sample size of 100 (covering 5 generations) is used to examine the changes in variables 
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CVs during the whole optimization process. The window of 100 solutions is moved 
through the search space of GA or NSGA-II, one population of 20 solutions at a time 
(new information only being introduced with each new generation). The effect of this is 
to create and move the average of the results, smoothing short-term fluctuation in any 
trend. 
6.2 Applying the Global SA to Biased Solutions Obtained 
from the Evolutionary Optimization  
In order to explore the extent to which the biased solutions obtained from a single- or 
multi- objective optimization process can be used to indicate the importance (global 
sensitivities) of variables, Tables 6.3 and 6.4 state the absolute values of variables 
SRRCs (Table 6.3) and their corresponding entry-orders into the linear regression 
models (Table 6.4), for energy demand, capital costs and solution infeasibility. In each 
case, the solutions are including, 4 sets of randomly generated solutions from Random 
Sample A and Random Sample B with the sample sizes of 100 and 1000, and 6 sets of 
biased solutions obtained from the optimization processes: the first 100, the last 100 and 
all solutions obtained from a GA or NSGA-II (there is no biased solutions from a GA 
for capital costs). In those tables, the length of the bars indicates the relative magnitude 
of variables global sensitivities: the more important (sensitive) the variable (to a 
particular output), the longer the bar of SRRC, the shorter the bar of entry-order.  
6.2.1 Applying the biased solutions obtained from the start of the 
evolutionary optimization for global SA 
Applying the global SA to the first 100 GA solutions 
Applying the global SA to the first 100 solutions obtained from a GA search, it results 
in a similar indication of variables importance (especially for the most important 
variables), in terms of variables SRRCs and the order of entry into the linear regression 
model, compared to those found from the randomly generated samples, for either 
energy demand or solution infeasibility (See Tables 6.3 & 6.4). The importance of this 
conclusion is that it suggests the solutions obtained from the early stage of GA can be 
used to do global SA, and therefore it is not necessary to generate separate random 
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samples, to measure variables sensitivities to a particular output (re-use the samples 
reduces the computer efforts). 
In particular, for energy demand, the SRRCs of dead band and heating setpoint 
concluded from the first 100 GA solutions are close to those found from the random 
samples; their SRRCs are approximate 0.6 and 0.4 separately. But, the entry-order of 
heating setpoint is descended from No.2 to No.3, behind the ceiling-floor type which 
SRRC is only 0.2 (half of that of heating setpoint). This is due to the biases in the 
solutions found by GA. Furthermore, for variables having medium entry-orders (marked 
by ‘green’ in the column of ‘input variables’), most of them can be identified from the 
first 100 GA solutions, excluded the winter start time and window type. The R
2
 value of 
the linear regression model from the first 100 GA solutions is close to those obtained 
from random samples, more than 0.8. 
For solution infeasibility, the variables identified from the first 100 GA solutions are 
also similar to those found from 100 random solutions, but there is a bigger difference 
in the relative magnitude of variables SRRCs. And the R
2
 value of the linear regression 
model for solution infeasibility is approximate 0.65, less than the confidence level of 
0.7, normally considered to be an unreliable caveat (see Section 3.3.5). This is because 
the first 100 solutions obtained at the beginning of GA have already spanned 5 
generations, having some biases. Table D.1 in Appendix D states the enlarged 
correlations between variables from first 100 GA solutions, compared to the minimal 
correlations (less than 0.1) from random samples in Table 5.2. The stronger the 
solutions biased, the larger the variables correlated, the smaller the R
2
 value for solution 
infeasibility. It is not surprising that the R
2
 value of the linear regression model from 
last 100 or all GA solutions for solution infeasibility is further reduced to less than 0.6. 
Applying the global SA to the first 100 NSGA-II solutions 
Applying the global SA to the first 100 solutions obtained from a NSGA-II search for 
each of design objectives and constraints, the results further confirm the concept of re-
using the samples at the start of the optimization process, to reduce the computer efforts 
for identifying the important variables (especially for variables having earliest entry-
orders). In particular, for capital costs, excluded the noising variable of orientation, the 
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global sensitivities of variables are identified similarly to those from random samples, 
where the R
2
 value of the linear regression model is nearly unity (more than 0.95). But, 
there are also obvious differences in the ordering of variables importance based on the 
SRRCs and the entry-orders, e.g. the entry-order of dead band is No.4, with the SRRC 
of 0.087, compared to No.10 of internal wall type with a similar SRRC.   
Furthermore, even the important variables are identified similarly for design objectives 
and constraints, the differences in variables SRRCs between the random samples and 
the first 100 NSGA-II solutions become much bigger, compared to those in the case of 
using first 100 GA solutions, which is due to the stronger convergence of the NSGA-II 
(see Table C.2 in terms of variables correlations from the first 100 NSGA-II solutions, 
which are significantly larger than those from the random samples in Table 5.2 or first 
100 GA solutions in Table C.1). Particularly for solution infeasibility, as the solutions 
obtained from the start of the NSGA-II search have already converged, the R
2
 value of 
the linear regression model is only about 0.45, far worse than those from the random 
samples or the early solutions from the GA search. Moreover, for top two most 
important variables for solution infeasibility, heating setpoint and dead band are not 
identified from the first 100 NSGA-II solutions, however, the no impact variable of 
orientation is selected-in with the highest SRRC of 0.378 (see Table 6.3). All of those 
indicate the unreliability of linear regression analysis for solution infeasibility, through 
applying the global SA to the first 100 solutions obtained from the NSGA-II search, 
which is consistent with the conclusions from applying the same method to the first 100 
GA solutions.  
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Table 6.3 Variables SRRCs (standardized rank regression coefficients) for design objectives and 
constraints. 
 
Note: where the colours of variable names have the same meanings as those in Table 5.11, indicating the 
categories of variables importance for design objectives and constraints. 
100 1000 100 1000
FIRST 
100
LAST 
100
ALL 
OPT.
FIRST 
100
LAS
T 100
ALL 
OPT.
Heating setpoint - 0.403 0.438 0.439 0.471 0.442 0.457 0.473 0.537 0.084
Heating set-back - 0.127 0.128 0.1 0.114 0.137 0.034 0.067 0.052
Dead band - 0.592 0.665 0.682 0.682 0.601 0.282 0.381 0.883 0.191 0.325
Orientation +/- 0.046 0.2 0.279 0.08 0.314 0.047 0.045
Façade-1 window-wall ratio +/- 0.053 0.051 0.164 0.071
Façade-2 window-wall ratio +/- 0.117 0.105 0.269 0.067 0.263 0.149
Façade-3 window-wall ratio +/- 0.147 0.178 0.223 0.206 0.2 0.153 0.159 0.164 0.11 0.012
Façade-4 window-wall ratio - 0.047 0.056 0.202 0.268
Winter start time +/- 0.063 0.126 0.076 0.085 0.026
Winter stop time +/- 0.03 0.165 0.032
Summer start time + 0.134 0.181 0.221 0.173 0.156 0.314 0.161 0.161 0.149
Summer stop time - 0.205 0.122 0.14 0.102 0.145 0.318 0.135 0.073
External wall type +/- 0.037 0.028 0.064 0.053
Internal wall type + 0.091 0.023 0.039
Ceiling-floor type + 0.133 0.195 0.141 0.224 0.13 0.062 0.325 0.325
Window type - 0.187 0.191 0.19 0.172 0.073 0.109 0.037
R
2
0.855 0.82 0.851 0.837 0.822 0.572 0.747 0.953 0.987 0.955
100 1000 100 1000
FIRST 
100
LAST 
100
ALL 
OPT.
FIRST 
100
LAS
T 100
ALL 
OPT.
Heating setpoint +/- 0.037 0.024 0.019 0.005 0.096 0.017
Heating set-back + 0.02 0.121 0.011
Dead band +/- 0.042 0.036 0.064 0.044 0.087 0.353 0.049
Orientation +/- 0.059 0.093
Façade-1 window-wall ratio + 0.151 0.162 0.2 0.161 0.131 0.028
Façade-2 window-wall ratio + 0.139 0.15 0.1 0.137 0.144 0.134 0.193
Façade-3 window-wall ratio + 0.149 0.14 0.09 0.14 0.18 0.056
Façade-4 window-wall ratio + 0.053 0.089 0.128 0.091 0.162 0.15 0.195
Winter start time - 0.013 0.024 0.024
Winter stop time + 0.075 0.039
Summer start time + 0.02 0.023 0.069
Summer stop time - 0.017
External wall type - 0.092 0.093 0.094 0.095 0.151 0.076
Internal wall type - 0.068 0.063 0.063 0.093 0.035
Ceiling-floor type - 0.884 0.918 0.93 0.915 1 0.404 0.468
Window type + 0.233 0.224 0.187 0.224 0.34 0.199
R
2
0.983 0.973 0.963 0.978 0.987 0.988 0.984
100 1000 100 1000
FIRST 
100
LAST 
100
ALL 
OPT.
FIRST 
100
LAS
T 100
ALL 
OPT.
Heating setpoint + 0.691 0.629 0.662 0.653 0.523 0.607 0.678 0.136
Heating set-back +/- 0.138 0.07
Dead band + 0.523 0.616 0.534 0.617 0.433 0.221 0.399 0.284
Orientation +/- 0.267 0.047 0.378 0.043
Façade-1 window-wall ratio + 0.104 0.141 0.101 0.227 0.376 0.469
Façade-2 window-wall ratio + 0.09 0.096 0.153 0.142 0.093
Façade-3 window-wall ratio + 0.165 0.146 0.183 0.151 0.256 0.16 0.292 0.306 0.15
Façade-4 window-wall ratio
Winter start time +/- 0.041 0.061
Winter stop time -
Summer start time + 0.074 0.11 0.087 0.178 0.061
Summer stop time - 0.084 0.055 0.044 0.182 0.045 0.114
External wall type + 0.031
Internal wall type
Ceiling-floor type + 0.041 0.036 0.102
Window type +/- 0.104 0.105 0.238 0.132 0.247 0.339
R
2
0.879 0.84 0.832 0.848 0.647 0.581 0.59 0.447 0.311
VARIABLES SRRCS FOR ENERGY DEMAND
VARIABLES SRRCS FOR SOLUTION INFEASIBILITY
NSGA-II
GA
INPUT VARIABLES +/-
Random 
Sample A
Random 
Sample B GA
NSGA-II
INPUT VARIABLES +/-
Random 
Sample A
Random 
Sample B NSGA-II
INPUT VARIABLES +/-
Random 
Sample A
Random 
Sample B GA
VARIABLES SRRCS FOR CAPITAL COSTS
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Table 6.4 The orders of variables entry into the linear regression models for design objectives and 
constraints. 
 
Note: where the colours of variable names have the same meanings as those in Table 5.11, indicating the 
categories of variables importance for design objectives and constraints. 
Heating setpoint 2 2 2 2 3 1 2 2 7
Heating set-back 7 6 10 7 9 15 8 8
Dead band 1 1 1 1 1 5 1 1 3 2
Orientation 13 6 4 9 3 8 11
Façade-1 window-wall ratio 11 11 3 9
Façade-2 window-wall ratio 9 9 5 11 4 5
Façade-3 window-wall ratio 3 5 4 3 7 6 6 4 5 16
Façade-4 window-wall ratio 12 12 1 1
Winter start time 10 9 10 10 14
Winter stop time 14 6 13
Summer start time 6 4 3 4 4 2 4 5 6
Summer stop time 4 8 7 8 8 3 5 4
External wall type 14 13 7 10
Internal wall type 8 16 12
Ceiling-floor type 7 5 6 2 7 7 2 3
Window type 5 3 6 5 8 6 15
R
2
Heating setpoint 10 10 12 12 7 9
Heating set-back 11 8 14
Dead band 9 9 8 9 4 3 12
Orientation 11 6
Façade-1 window-wall ratio 4 3 2 3 6 6
Façade-2 window-wall ratio 3 4 5 5 8 4 2
Façade-3 window-wall ratio 5 5 6 4 3 5
Façade-4 window-wall ratio 8 7 4 7 5 1 4
Winter start time 13 13 11
Winter stop time 9 10
Summer start time 11 10 7
Summer stop time 13
External wall type 6 6 7 6 7 5
Internal wall type 7 8 8 10 8
Ceiling-floor type 1 1 1 1 1 2 1
Window type 2 2 3 2 2 3
R
2
Heating setpoint 1 1 1 2 1 1 1 8
Heating set-back 5 4
Dead band 2 2 2 1 2 2 2 7
Orientation 4 10 5 9
Façade-1 window-wall ratio 5 4 6 5 1 1
Façade-2 window-wall ratio 6 5 5 4 5
Façade-3 window-wall ratio 3 3 3 3 3 7 3 3 2
Façade-4 window-wall ratio
Winter start time 9 8
Winter stop time
Summer start time 7 5 7 3 7
Summer stop time 4 8 8 6 9 3
External wall type 11
Internal wall type
Ceiling-floor type 10 9 6
Window type 4 4 4 4 2 6
R
2
VARIABLES ENTRY-ORDER FOR ENERGY DEMAND
VARIABLES ENTRY-ORDER FOR CAPITAL COSTS
VARIABLES ENTRY-ORDER FOR SOLUTION INFEASIBILITY
INPUT VARIABLES
0.59 0.447
0.983 0.973 0.963
LAS
T100
ALL 
OPT.
FIRST
100
LAST
100
1000 100
Random Sample A
1000
FIRST
100
INPUT VARIABLES
Random Sample B GA
0.978
INPUT VARIABLES
Random Sample A Random Sample B
100
100 1000 100 1000
FIRST
100
0.3110.879 0.84 0.832 0.848 0.647 0.581
0.747 0.953
ALL 
OPT.
GA
LAS
T100
ALL 
OPT.
ALL 
OPT.
0.987 0.988 0.984
0.987 0.955
NSGA-II
FIRST
100
NSGA-II
0.82 0.851 0.837 0.822 0.572
LAST
100
Random Sample A Random Sample B GA NSGA-II
100 1000 100 1000
FIRST
100
LAS
T100
ALL 
OPT.
FIRST
100
ALL 
OPT.
LAST
100
0.855
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6.2.2 Applying the biased solutions obtained from the end of the 
evolutionary optimization for global SA 
Applying the global SA to the last 100 GA solutions 
Applying the global SA to the last 100 solutions obtained from the GA search, it 
indicates the changes in the global sensitivities of variables, in terms of variables 
SRRCs and the entry-orders, through comparing to those found from the random 
samples or the biased solutions at the start of the GA search, for energy demand and 
solution infeasibility (see Tables 6.3 & 6.4).  
In particular, for the top two most important variables in relation to energy demand, 
although heating setpoint and dead band are both identified through applying the global 
to the last 100 GA solutions. Heating setpoint instead of dead band becomes to No.1 
important variable, with a SRRC of approximate 0.4, similar to those found from the 
random samples or the first 100 GA solutions; while the entry-order of dead band is 
delayed from No.1 to No.5, with a corresponding reduction in the SRRC from 
approximate 0.6 to 0.3, from the start to the end of the GA search. According to the 
local sensitivity of variables in Chapter 7, it states that, a pre-defined increment of dead 
band around its optimum value (found by GA) has a similar influence as that of heating 
setpoint on the uncertainty of energy demand. Thus, the significant difference in the 
indication of dead band’s global sensitivity is due to the fast and stable convergence of 
dead band during the GA search (see Figure 6.4), which makes the search space of dead 
band lost ‘variety’ to perform the global SA (e.g. see the frequency distribution of dead 
band at the end of the GA search in Figure 6.2). It does not mean the influence of dead 
band on the energy demand becomes insensitive during the GA search. This is also the 
case of indicating the global sensitivities of rest variables for energy demand (except the 
façade-3 window-wall ratio). Moreover, the R
2
 value of the linear regression model for 
energy demand is less than 0.7, which is a caveat on the unreliable conclusion of 
variables global sensitivities. 
For solution infeasibility, it is interesting that a sufficient number of infeasible solutions 
exist at the end of the GA search to allow the global SA to be completed; even the R
2
 
value of the linear regression model is also less than 0.7 (the reliability level). Similarly, 
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except the heating setpoint and façade-3 window-wall ratio, the indication of variables 
global sensitivities for solution infeasibility shows a significant difference to those 
obtained from random samples or the start of the GA search. 
Applying the global SA to the last 100 NSGA-II solutions 
Applying the global SA to the last 100 solutions obtained from the NSGA-II search, 
there are also significant differences in the indication of variables global sensitivities, 
compared to those found from the random samples, for energy demand and capital costs 
(Tables 6.3 & 6.4). Due to the stronger convergence of NSGA-II, infeasible solutions 
only exist in the beginning generations (see Section 6.2.1).  
In particular, for top two most important variables in relation to energy demand, Tables 
6.3 and 6.4 indicate the significant changes in the global sensitivities of heating setpoint 
and dead band, from the first 100 to the last 100 NSGA-II solutions. Especially for 
heating setpoint, it is dropped out of the linear regression model at the end of the 
NSGA-II search. In Figure 6.3, the solutions of heating setpoint at the end of the 
NSGA-II search are clustering around the upper bound, 19
o
C, unlike that at the end of 
the GA search, floating around the whole value range (see Figure 6.2). For dead band, 
there is a slight shift (0.5
o
C) of its frequency distribution at the end of the NSGA-II 
search, compared to that at the GA search. However, according to the local SA in 
Chapter 7, increasing each variable value by a pre-defined increment across the base-
point solutions on the energy-cost trade-off illustrates that dead band and heating 
setpoint are always the top two most important variables for energy demand. This is 
also the case of applying global SA at the end of the NSGA-II search for capital costs. 
Thus, the changes in variables global sensitivities (in terms of SRRCs and entry-orders) 
at the end of a single- or multi- objective optimization process are only in relation to the 
characteristics of the optimization problem and its associated algorithm, which cannot 
be re-used to indicate the importance of variables for design objectives and constraints.  
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6.2.3 Applying all of biased solutions obtained from the evolutionary 
optimization for global SA 
Applying the global SA to all of solutions obtained from the GA search (for the single-
objective optimization problem), even the differences exist in the relative magnitude of 
variables SRRCs or the order of entry into the linear regression model, and resulting the 
different ordering of variables global importance, compared to those found from 
random samples, for each of design objectives and constraints. There are some overlaps 
in the identification and rank-order of the most important variables. For example, both 
heating setpoint and dead band are identified as the top two most important variables, 
through applying the global GA to all of biased samples obtained from the GA search, 
for both energy demand and solution infeasibility, even the SRRC of dead band is 
smaller than that from random samples. 
Similarly, in the case of using the global SA to all of solutions obtained from a NSGA-
II search, the relative magnitudes of variables SRRCs and entry-orders (in the linear 
regression model) show significant differences to those from random samples or all of 
biased solutions from the GA search, for design objectives and constraints (especially 
for solution infeasibility), which is also due to the stronger convergence of NSGA-II. 
However, some of the most important variables still can be identified, particularly in the 
case for capital costs. Even the ceiling-floor type is indicated to account for about 47% 
of the uncertainty of capital costs (nearly half of that from random samples), its 
influence is far important than others, when using all of solutions obtained from the 
NSGA-II to do global SA. The rest of important variables for capital costs are mostly 
ranked in the similar orders, compared to those in the random samples (see Table 6.4). 
6.2.4. Summary 
To examine the extent to which the solutions obtained from a constrained single- or 
multi- objective optimization (solved by GA or NSGA-II) can be used to do global SA, 
for each of design objectives and constraints. It concludes that the first 100 solutions 
obtained from a specified optimization process (particularly for the first 100 solutions of 
the GA) can be used to identify the most important variables, with similar magnitude of 
SRRCs to those from random samples; the concept being that re-use of samples reduces 
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the computer efforts. Furthermore, there are significant differences in the importance of 
variables, through applying the global SA to the last 100 optimization solutions, for 
design objectives and constraints. However, the local sensitivity of variables around the 
optimum values found from the optimization (see Chapter 7) states that those 
differences are due to the characteristics of the optimization problem and corresponding 
algorithm. Finally, applying the same global SA to all of solutions obtained from an 
optimization process, the most important variables can be identified (especially in the 
case for capital costs), but having a different relative magnitude of importance, 
compared to those found from random solutions, or the solutions obtained from the start 
of the optimization. 
6.3 The Results of Algorithm Convergence Analysis 
The computational efforts required to complete a combined evolutionary optimization 
and sensitivity analysis could also be reduced, if it is possible to use the rate of 
convergence of variables during the optimization process as a direct indication of the 
relative global sensitivities.  
Figures 6.4 to 6.8 state the convergence behaviours of variables during a single-
objective optimization process (solved by GA): two most important variables ranked on 
the top for both energy demand and solution infeasibility, dead band (Figure 6.4) and 
heating setpoint (Figure 6.5); two variables having limited or no impact on outputs, 
summer start and stop time (Figures 6.6 & 6.7) and orientation (Figure 6.8) (see more 
variables convergence behaviours during the GA search in Appendix E). Similarly, 
Figures 6.9 to 6.15 state the convergence behaviours of variables during a multi-
objective optimization process (solved by NSGA-II): the most important variables for 
design objectives and constraints, dead band (Figure 6.9) and heating setpoint (Figure 
6.10) in relation to both energy demand and solution infeasibility, ceiling-floor type 
(Figure 6.11) and window type (Figure 6.12) in relation to capital costs; and several 
variables having limited impacted on design objectives and constraints: the orientation 
(Figure 6.13), summer start time (Figure 6.14) and summer stop time (Figure 6.15) (see 
more variables convergence behaviours during the NSGA-II search in Appendix F). 
Each figure shows both changes in the coefficient of variation and the mean, from a 
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window of 100 solutions moved through the optimization process, where first values of 
variables are normalized to their bounds. The dotted lines correspond to +/- 1.0 standard 
deviation on the mean value (i.e. the + 1.0 standard deviation is represented by ‘red’ 
dotted lines, and the - 1.0 standard deviation is represented by ‘green’ dotted lines).   
Variables convergence behaviours during the single-objective optimization process 
Figure 6.4 illustrates the convergence behaviour of dead band that is the most important 
variable found from the global SA applied to random samples. It exhibits early 
convergence and the standard deviation reduces to negligible during the GA search 
(with the result that the coefficient of variation is close to zero), where the small 
variation at the end of the search is due to the inherent characteristics of the GA. In 
contrast, for the other variable that is also ranked on the top for energy demand and 
solution infeasibility, heating setpoint behaves quite different to dead band, its de-
convergence being more noticeable through an increased standard deviation coefficient 
of variation (see Figure 6.5). Thus, it would be difficult to conclude that the variables 
having important impact on outputs (being sensitive to outputs) are converged in similar 
rate during the GA search. 
Figures 6.6 and 6.8 further state the difficulty of using a sample mean and standard 
deviation to interpret variables importance. Although the summer start and stop time 
have some influences on energy demand and solution infeasibility (see Tables 6.3 & 
6.4), their rapid initial convergences become less stable, with the standard deviation 
increasing significantly during the GA search (see summer start time in Figure 6.6 and 
summer stop time in Figure 6.7). In contrast, the orientation barely has any of 
influences on energy demand and solution infeasibility, it exhibits a weak convergence, 
with the result that the coefficient of variation is reduced to near zero in the middle of 
the search (see Figure 6.8). Compared the convergence of heating setpoint and those of 
other variables considered here, it might suggest that the heating setpoint is at least 
equally important to the summer start and stop time, and the orientation. However, this 
is not the case, through applying the global SA to the random samples for energy 
demand and solution infeasibility (see Tables 6.3 & 6.4).  
Variables global sensitivities related to evolutionary optimization and convergence 
behaviours 
 
Loughborough University Page 140 
 
Variables convergence behaviours during the multi-objective optimization process 
Due to the stronger convergence rate of NSGA-II, some of variables are converged 
rapidly and stably, compared to their weak convergences or de-convergences during the 
GA search. In particular, for the most important variables in relation to the energy 
demand and solution infeasibility, the convergence rate of dead band becomes much 
more faster and stable, even it has already converged during the GA search (see Figure 
6.9 against Figure 6.4). For heating setpoint, as the second most important variable in 
relation to the energy demand and solution infeasibility, it exhibits an expected 
convergence behaviour, similar to dead band, but with slight delay and small variations 
at the end of the NSGA-II search (see Figure 6.10), if the convergence behaviour of 
variables can be used to indicate the global sensitivities of variables.  
However, the variables having limited impact or no impact on design objectives and 
constraints can also exhibit similar convergence behaviours as that of dead band or 
heating setpoint. For instance, orientation (Figure 6.13) and summer stop time (Figure 
6.15) behave similarly to dead band: a rapid initial convergence and the standard 
deviation being negligible during the NSGA-II search, especially for summer star time 
(its results of coefficient of variation keeps on zero from No.26 generation; see Figure 
6.14). The convergence of summer stop time is as rapid as heating setpoint, and the 
standard deviation is nearly zero during the whole search (except some variations). 
Thus, using the convergence behaviours of variables during the NSGA-II search to 
indicate their importance, it is as hard as that during the GA search.  
Moreover, Figures 6.11 and 6.12 illustrate the weak convergences of ceiling-floor type 
and window type, which are the most important variables in relation to capital costs. As, 
their optimum values found from NSGA-II are floating around the whole value ranges, 
rather than fixed on a particular value (see Table 6.2). This is also the case of the 
variables of construction walls and window-wall ratios (expect the façade-1 window-
wall ratio), which are impacted on the uncertainty of capital costs. Thus, it might 
suggest a slower rate of convergence of the variable accounting for more uncertainty of 
the capital costs, during a multi-objective optimization process. 
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Summary 
This chapter also investigates the extent to which the convergence characteristics of the 
variables, as represented by the mean and standard deviation in a moving set of 100 
solutions, could be used as an indication of the relative importance of the variables. It is 
concluded that, although the most important variable for both energy demand and 
solution infeasibility could exhibit fast and stable convergence during either single- or 
multi- objective optimization process, it is difficult to conclude the relative importance 
of variables through their rates of convergence. Moreover, the most important variables 
for capital costs might have weaker convergences, during the multi-objective 
optimization process. 
 
Figure 6.4 Dead band convergence during the GA search; the blue solid lines indicating the mean and 
the coefficient of variation of a window of 100 solutions moved through the optimization, the red and 
green dotted lines indicating +/- 1.0 standard deviation on the mean. 
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Figure 6.5 Heating setpoint convergence during the GA search; the blue solid lines indicating the 
mean and the coefficient of variation of a window of 100 solutions moved through the optimization, the 
red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
 
Figure 6.6 Summer start time convergence during the GA search; the blue solid lines indicating the 
mean and the coefficient of variation of a window of 100 solutions moved through the optimization, the 
red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
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Figure 6.7 Summer stop time convergence during the GA search; the blue solid lines indicating the 
mean and the coefficient of variation of a window of 100 solutions moved through the optimization, the 
red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
 
Figure 6.8 Orientation convergence during the GA search; the blue solid lines indicating the mean 
and the coefficient of variation of a window of 100 solutions moved through the optimization, the red 
and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
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Figure 6.9 Dead band convergence during the NSGA-II search; the blue solid lines indicating the 
mean and the coefficient of variation of a window of 100 solutions moved through the optimization, the 
red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
 
Figure 6.10 Heating setpoint convergence during the NSGA-II search; the blue solid lines indicating 
the mean and the coefficient of variation of a window of 100 solutions moved through the optimization, 
the red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
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Figure 6.11 Ceiling-floor type convergence during the NSGA-II search; the blue solid lines indicating 
the mean and the coefficient of variation of a window of 100 solutions moved through the optimization, 
the red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
 
Figure 6.12 Window type convergence during the NSGA-II search; the blue solid lines indicating the 
mean and the coefficient of variation of a window of 100 solutions moved through the optimization, the 
red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
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Figure 6.13 Orientation convergence during the NSGA-II search; the blue solid lines indicating the 
mean and the coefficient of variation of a window of 100 solutions moved through the optimization, the 
red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
 
Figure 6.14 Summer start time convergence during the NSGA-II search; the blue solid lines indicating 
the mean and the coefficient of variation of a window of 100 solutions moved through the optimization, 
the red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
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Figure 6.15 Summer stop time convergence during the NSGA-II search; the blue solid lines indicating 
the mean and the coefficient of variation of a window of 100 solutions moved through the optimization, 
the red and green dotted lines indicating +/- 1.0 standard deviation on the mean. 
6.4 Conclusions 
In this chapter, the extent to which the solutions obtained from a constrained single- or 
multi- objective optimization can be used to do global SA has been examined. It 
concludes that the first 100 solutions obtained from a specified optimization process can 
be used to identify the most important variables, with similar magnitude of SRRCs to 
those found from random samples, particularly for the first 100 GA solutions; the 
concept being that re-use of samples reduces the computer efforts. Furthermore, there 
are significant differences in the importance of variables, indicated through applying the 
global SA to the last 100 optimization solutions. But, the local sensitivity of variables 
around the optimum values found from the optimization (see Chapter 7) states that 
those differences are due to the characteristics of the optimization problem and the 
corresponding algorithm. Finally, applying the same global SA to all of solutions 
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obtained from an optimization process, the most important variables can be identified 
(especially in the case for capital costs), but the relative magnitudes of variables 
sensitivities are different to that obtained from the random samples, or that from the 
optimization solutions at the early stage.  
To examine the extent to which the convergence characteristics of the variables 
(represented by the mean and standard deviation in a moving set of 100 solutions) could 
be used as an indication of the relative importance of the variables. It is concluded that, 
although the most important variable for both energy demand and solution infeasibility 
could exhibit fast and stable convergences during either a single- or multi- objective 
optimization process, it is difficult to identify the relative importance of variables 
through their rates of convergence. Moreover, the most important variables for capital 
costs might have weaker convergences, compared to the variables being sensitive to 
energy demand, during the multi-objective optimization process; further research is 
required for variables convergence behaviours.  
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CHAPTER 7: LOCAL 
SENSITIVITY ANALYSIS WITH 
THE USE OF EVOLUTIONARY 
OPTIMIZATION 
According to literatures (Trinius et al., 2005; Hopfe, 2009), the local and global forms 
of sensitivity analysis (SA) have been widely applied in all area of building design, to 
identify and rank variables importance for design objectives and constraints. In this 
research, the global SA is based on a stepwise regression analysis, with the use of 
bidirectional elimination, rank transformation and BIC, which robustness has been 
investigated in Chapter 5. And Chapter 6 has concluded that the solutions found from 
the beginning of an evolutionary optimization (solved by GA or NSGA-II) can be used 
in a global SA to identify the most important variables for design objectives and 
constraints, and resulting in reduced computer efforts (no necessary to generate a 
separate set of random samples). Thus, in this chapter, the local SA is further adopted to 
extend previous researches by investigating the extent to which: 
 The local sensitivities of variables vary around the optimum solution(s) obtained 
from a single-objective optimization problem (solved by GA), or across a Pareto 
optimum trade-off between energy demand and capital costs, obtained from a 
multi-objective optimization problem (solved by NSGA-II). 
 The local sensitivities differ from the global sensitivities (particularly obtained 
from randomly generated samples). 
In particular, the ordering of variables global importance (sensitivity) for each of design 
objectives and constraints are estimated through the relative magnitude of the absolute 
values of variables SRRCs (standardized rank regression coefficients) and the orders of 
entry into the linear regression model, when applying the global SA to random samples 
(with the sample sizes of 100 and 1000 separately) (see Tables 6.3 & 6.4). While, the 
local SA is performed through incrementing each variable value one-step in a positive 
and negative direction from the optimum value (found by GA) or the base-point values 
along the trade-off (found by NSGA-II) (see Section 7.1). The ordering of variables 
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local importance (sensitivity) along the Pareto set is examined using the box-whisker 
plots and the mean value of the sensitivity. The example building is the same mid-floor 
commercial office building with 5 zones, located in Birmingham, UK, where the 16 
input variables and design objectives and constraints are consistent with those in 
previous chapters (see more details in Section 4.2).  
7.1 Local Sensitivity Analysis for Multi-Objective 
Optimization 
In this research, the local SA is evaluated by incrementing each variable’s value in a 
pre-defined step positively and negatively from the base-point solution(s) (i.e. the base-
point solution(s) refer to the optimum solution(s) found from a single- or multi- 
objective optimization process) (see details in Section 3.2.5). If the base-point solution 
is on the bound of a particular variable, there is only one direction to increment the 
value of this variable (away from the bound towards the defined search space). In the 
case of the multi-objective optimization problem, the local SA for each of variables is 
performed through all of base-point solutions on the energy-cost trade-off found by 
NSGA-II. The total number of ‘increment solutions’ applied for local SA is in the range 
of (𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 ∗ 𝑀𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡) to (2 ∗ 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 ∗ 𝑀𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡), where 𝑁𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠  is the 
numbers of input variables; 𝑀𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡 is the number of the base-point solutions along 
the energy-cost trade-off. 
In particular, the local sensitivity of a design objective (energy demand or capital costs) 
to the change in a variable value (𝑑𝑖𝑓𝑓𝑦 ) is given as a percentage change in the 
objective function value (𝑦𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡) in comparison to the base-point objective value 
(𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡): 
𝑑𝑖𝑓𝑓𝑦 = (
𝑦𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 − 𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡
𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡
) × 100% 
The local sensitivity (𝑑𝑖𝑓𝑓𝑦 ) can be negative, when the objective function value is 
reduced with a positive increment in the variable value.  
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For solution infeasibility (the design constraint), its local sensitivity to the change in a 
variable value (𝑑𝑖𝑓𝑓𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 ) is given as a percentage change in the solution’s 
infeasibility (𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 − 𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡) against the maximum 
infeasibility found from the increments across all of base-point solutions in the Pareto-
curve (max (𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦)): 
𝑑𝑖𝑓𝑓𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦 = (
𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑖𝑛𝑐𝑟𝑒𝑚𝑒𝑛𝑡 − 𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦𝑏𝑎𝑠𝑒−𝑝𝑜𝑖𝑛𝑡
max (𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦)
) × 100% 
The local sensitivity of a particular variable for solution infeasibility (𝑑𝑖𝑓𝑓𝐼𝑛𝑓𝑒𝑎𝑠𝑖𝑏𝑖𝑙𝑖𝑡𝑦) 
is normalized against the maximum infeasibility from all variables increments, rather 
than that of the base-point solution, because the infeasibilities of most base-point 
solutions could be zero.  
In this research, the ordering of variables local importance (sensitivity) along the Pareto 
set is examined using the mean value of the sensitivity and the box-whisker plots for 
design objectives and constraints and Euclidean difference in both design objectives, 
where the ‘Euclidean difference in both design objectives’ refers to the usual square 
distance between the changes in energy demand and capital costs.  
7.2 Results and Analysis 
The local sensitivity of design objectives and constraints to changes in each variable 
value is examined either around an optimum solution for the single-objective 
optimization, or across a Pareto set for the multi-objective optimization, and their 
results are further compared to the global sensitivity of variables (particularly in the 
case of using random samples).  
7.2.1 Local SA around the optimum solution(s) found from a single-
objective optimization  
Table 7.1 and Figure 7.1 state the increments of the optimum solution (found by GA; 
see Table 6.2) through the local SA, for energy demand and solution infeasibility. 
Particularly, the relative magnitude of the local sensitivity of each variable for energy 
demand is indicated by, the length of the bars in the Col.6 of Table 7.1: the longer the 
bar, the more (locally) sensitive the variable around the optimum values; and the 
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relative distance between the optimum solution (solution No.0) and the increment 
solutions in Figure 7.1: the shorter the distance, the more (locally) sensitive the variable 
around the optimum values. Only infeasible increments of the optimum solution have 
values in Col.7 of Table 7.1, i.e. solutions No.2, No.11 and No.22, measured by the 
length of the bars (i.e. the longer the bar, the more sensitive the variable to solution 
infeasibility), which are also marked by ‘red dot’ in Figure 7.1.  
From Table 7.1 and Figure 7.1, a pre-defined increment of the dead band around its 
optimum value results in as important influence as that from the heating setpoint, for 
energy demand. The magnitude of the negative increment of solution No.1 of heating 
setpoint is close to that of the positive increment of solution No.5 of dead band, 
compared to the base-point solution (the optimum solution, solution No.0) found by GA 
(see Figure 7.1). However, in the case of applying the global SA to the biased solutions 
obtained at the end of GA (see Section 6.2.2), significant differences exist in the 
indication of the global sensitivities of dead band and heating setpoint for energy 
demand. This is because of the fast and stable convergence behaviour of dead band (see 
Figure 6.4), reduced the ‘variety’ of the search space (at the end of the GA search) to do 
global SA. It does not mean the influence of dead band on the energy demand becomes 
insensitive during the GA search. Thus, applying the global SA to the biased solutions 
obtained at the end of the GA search could mislead the global sensitivities of variables. 
This is also the case of applying the same methods to Pareto-optimum solutions 
obtained from a multi-objective optimization (see explanation in Section 7.2.3). 
Moreover, the ordering of variables local sensitivities for energy demand are stated in 
col.5 of Table 7.1, which is indicated by the colour of the bars: the redder the colour the 
more important (sensitive) the variable (the further up the rank-order); the greener the 
colour the less (globally) important the variable (the further down the rank-order). It is 
interesting that the top-ranked variables are the most important variables identified 
through applying the global SA to random samples (see Tables 6.3 &6.4): including the 
heating setpoint (negative direction), dead band, façade-2 window-wall ratio (negative 
direction), façade-3 window-wall ratio, summer start and stop time, and window and 
ceiling-floor types. Figure 7.1 also illustrates that the optimum solution (solution No.0) 
found from the single-objective optimization is the ‘optimum’ one, being a feasible 
solution with the minimum energy demand. Since, any solutions having smaller energy 
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demand are infeasible (e.g. the infeasible solution increments No.2, No.11 and No.22, 
which are marked by red dots in Figure 7.1 and their corresponding values of design 
objectives are stated in col.7 in Table 7.1), which will be removed out of the GA search.  
Table 7.1 Variables local sensitivities around the optimum solution found by GA. 
 
 
Figure 7.1 The increments of the optimum solution (obtained from GA) through the local sensitivity 
analysis for energy demand (i.e. the solution No.0 is the optimum case).  
RANK-ORDER 
OF SOLUTION 
INCREMENTS
VALUE OF 
SOLUTION 
INCREMENTS
1 -0.5 2 53494.8 0
2 0.5 22 48282.5 275729
3 -0.5 20 50705.4 0
4 0.5 20 50705.1 0
5 Dead band 5 -0.5 1 53772.4 0
6 -5 15 50919.8 0
7 5 19 50712.2 0
8 Façade-1 window-wall ratio 0.9 -0.1 10 51163.0 0
9 -0.1 7 51571.4 0
10 0.1 13 51053.5 0
11 Façade-3 window-wall ratio 0.2 0.1 9 51254.3 10609
12 -0.1 14 51013.4 0
13 0.1 18 50731.8 0
14 Winter start time 8 -1 17 50816.3 0
15 Winter stop time 23 -1 16 50900.3 0
16 Summer start time 1 1 5 51749.1 0
17 Summer stop time 23 -1 6 51641.4 0
18 -1 8 51312.3 0
19 1 11 51100.3 0
20 Internal wall type 0 1 12 51061.0 0
21 Ceiling-floor type 0 1 4 51974.2 0
22 Window type 1 -1 3 52062.0 8836
Façade-4 window-wall ratio 0.6
External wall type 1
Orientation -20
Façade-2 window-wall ratio 0.3
Heating setpoint 19
Heating set-back 6.5
FEASIBILITY 
OF SOLUTION 
INCREMENTS
SOLUTION 
INCREMENT 
INDEX INPUT VARIABLES
OPTIMUM 
VALUE
VARIABLE 
INCREMENT 
ENERGY DEMAND (kWh)
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7.2.2 Local SA along the trade-off found from a multi-objective 
optimization  
Figure 7.2 illustrates the optimum solutions on the energy-cost trade-off and the 
increment solutions (perturbations) for all of variables (i.e. based on each optimum 
solution on the trade-off, increasing variable’s value positively and negatively one-at-
once; see Section 7.1). The blue ‘o’ solutions represent the Pareto-optimum solutions 
obtained by NSGA-II, the green ‘+’ solutions represent the feasible perturbations across 
the trade-off, and the red ‘x’ solutions represent the infeasible perturbations. Since a 
local SA is equivalent to a local search around the optimum solutions, Figure 7.2 also 
illustrates that the Pareto solutions are locally optimal, even some perturbations result in 
solutions having both a lower energy demand and capital costs, all of these solutions are 
infeasible. 
 
Figure 7.2 Optimum trade-off between energy demand and capital costs and local sensitivity resulting 
from all variables. 
Figures 7.3 to 7.6, illustrate the local sensitivities of variables for design objectives, 
constraints, and the Euclidean difference in both design objectives, and Figure 7.7 
illustrate the angular deviation from the local sensitivity of the Pareto-optimum 
solutions (the variable index being referenced in Table 6.1). The box-whisker plots 
show the range of variation of sensitivity across the Pareto optimum set of solutions; the 
red line is the median value; the box is the inter-quartile range; the whisker is 1.5 the 
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inter-quartile range; and the small circle and plus sign are the outliers beyond 1.5 the 
inter-quartile range (i.e. outlier symbols (red ‘+’) differ depending upon their distance 
from the box, the extreme outliers (red ‘o’) are displayed by small circles) (See details 
in Section 2.1.3). 
Figure 7.3 illustrates the local sensitivity of the energy demand to perturbations in the 
variable values. The most important variables (variables 1 & 3) are the heating setpoint 
and dead band (the dead band determining the cooling setpoint; see Section 4.1.7). The 
ceiling-floor type (variable15) and the window type (variable 16) are the next two most 
important variables, with window type resulting in the widest range of sensitivity. 
 
Figure 7.3 Local sensitivity of energy demand across the trade-off between energy demand and capital 
costs. 
Figure 7.4, illustrates the range of local sensitivity of the capital costs to perturbations in 
the variable values. The range of sensitivity of the capital costs is in the order of twice 
that of the energy demand (Figure 7.3), although fewer variables have a significant 
impact on the costs than for energy demand. The capital costs are most sensitive to the 
type of ceiling and floor construction (variable 15), followed by other constructions 
types (variables 13, 14 & 16) and window-wall ratios (variables 5 to 8). 
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Figure 7.4 Local sensitivity of capital costs across the trade-off between energy demand and capital 
costs. 
Figure 7.5 gives the range of local sensitivity of the solution infeasibility across the 
Pareto set, infeasibility being a function of occupant thermal discomfort (see Section 
4.2.4). Unsurprisingly, the most important variables in determining the feasibility of the 
solutions are the heating setpoint and dead band (variables 1 & 3). Unexpectedly 
however, is that the window-wall ratio on one façade (the façade-1 window-wall ratio in 
the default case; variable 5) and the window type (variable 16) are also important in 
maintaining occupant comfort. 
 
Figure 7.5 Local sensitivity of infeasibility across the trade-off between energy demand and capital 
costs. 
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Moreover, Figure 7.6 illustrates the range of local sensitivity of the Euclidean difference 
in both design objectives (energy demand and capital costs) to perturbations in the 
variable values. In this figure, the variables having higher local sensitivities are a 
mixture of the dominant variables for energy demand or capital costs, including the 
heating setpoint, the dead band, the window type and ceiling-floor type, while the 
variables having negligible local importance are those having negligible or no impact on 
capital costs, e.g. the heating set-back (variable 2) and the orientation (variable 4). It 
confirms that the constrained multi-objective optimization problem based on the 
NSGA-II is driven by both design objectives of energy demand and capital costs, 
particularly by capital costs. 
 
Figure 7.6 Local sensitivity of the Euclidean difference in both design objectives across the trade-off 
between energy demand and capital costs. 
Figure 7.7 illustrates the range of the local sensitivity of the angular derivation from the 
energy-cost trade-off to perturbations in the variable values, where a deviant angle from 
the trade-off is between 0
o
 and 90
o
: the closer the medium value to 90
o
, the more locally 
sensitive the variable for energy demand; conversely, the closer the medium value to 0
o
, 
the more locally sensitive the variable for capital costs. Taking variables 1 and 3 (the 
heating setpoint and dead band, the most sensitive variables for energy demand) and 
variables 13 to 16 (construction variables, sensitive to capital costs) as examples, the 
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medium values of their angular derivation from trade-off are consistence with their local 
sensitivities for energy demand and capital costs (see Figures 7.3 & 7.4). For variables 
11 and 12 (summer start and stop time), their base-point values along the trade-off are 
fixed on a particular number (see Table 6.2, pp119); any perturbations in variable value 
will lead to obvious angular derivation from the trade-off.  
 
Figure 7.7 Angular deviations of variables local sensitivities across the trade-off between energy 
demand and capital costs. 
Furthermore, Figures 7.8 to 7.11 illustrate the local sensitivities of the selected variables 
across the trade-off between energy demand and capital costs. A red line indicates that a 
change in variable value results in an infeasible solution and a green line a feasible 
solution (see more details of variables local sensitivities in Appendixes G & H). 
Figure 7.8 illustrates the sensitivity due to perturbations in the heating setpoint, this 
variable having the highest impact on energy demand. This ‘distance variable’ 
(referring to Brownlee & Wright, 2012), causes a shift in position of the trade-off, but 
all solutions that result in a lower energy demand and capital costs are infeasible (red 
line). The sensitivity is also biased in the direction of energy demand. This is also the 
case of the local sensitivity of dead band for design objectives (see Figure G.3 in 
Appendix G). 
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Figure 7.8 Local sensitivity due to the heating setpoint (highest sensitive to energy demand). 
The ceiling-floor type is the most important variable in terms of the capital costs. 
Locally to the Pareto-optimum solutions, changing the ceiling-floor type always results 
in a feasible solution, but significantly increases the capital costs of the building (i.e. it 
has some impact on energy demand) (Figure 7.9). 
 
Figure 7.9 Local sensitivity due to the ceiling-floor type (highest sensitive to capital costs). 
Unexpectedly, the variable having the (marginally) highest impact locally on solution 
feasibility is the façade-1 window-wall ratio. Note that the optimization resulted in an 
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orientation between 70
o
 and 90
o
 from the ‘true north’ (see Table 6.2), thus, the façade 1 
facing the ‘true north’ in the default case becomes to face east during the optimization. 
And any changes in the façade-1 window-wall ratio lead to infeasible solutions (Figure 
7.10). 
 
Figure 7.10 Local sensitivity due to the façade-1 window-wall ratio (highest sensitive to solution 
infeasibility). 
Figure 7.11 illustrates the local sensitivity due to a change in the window type, this 
being a variable of mid-importance (one of most important variables, but having middle 
entry-orders in the global SA; see Section 5.4) for both design objectives. The extent to 
which this variable results in an infeasible solution depends on the position along the 
trade-off (beyond or below 65000kWh of the energy demand), which kind of variables 
is named as ‘position variable’. 
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Figure 7.11 Local sensitivity due to the window type. 
7.2.3 Comparison of the local and global sensitivities in a multi-
objective optimization process 
Tables 7.2 to 7.4, compare the global sensitivity to the local sensitivity of the design 
objectives and constraints to changes in variable values. In all cases, the global 
sensitivity is measured using both the relative magnitude of variables SRRCs and the 
order of entry into the linear regression models. As, even each set of random samples 
indicates that there is a small correlation (0.1) between any pair of variables, the 
ordering of the importance of variables, for design objectives and solution infeasibility, 
are barely identical when using the SRRCs or the entry-order of variables (see Section 
5.4). Tables 7.2 to 7.4 also give the rank-order of the local sensitivity for variables that 
is measured by the mean of the sensitivity (the perturbations in Pareto-optimum 
solutions) across the energy-cost trade-off (i.e. for some variables having the tied mean 
local sensitivities, they are ranked, according to the box-whisker plots). In those tables, 
the relative magnitude of global and local sensitivities of each variable is indicated by 
the length of the bars: the longer the bar, the more globally or locally sensitive the 
variable to the design objectives and constraints; while, the ordering of importance of 
variables (it refers to the entry-order of variables from the global SA or the rank-order 
from the local SA) is indicated by the colour of the bars: the redder the colour, the more 
important (sensitive) the variable (the further up the entry-order/rank-order); the greener 
the colour the less important the variable (the further down the entry-order/rank-order). 
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It is apparent, particularly for energy demand and capital costs (see Tables 7.2 & 7.3), 
that more variables are included in the local SA than that in the global SA. Although, 
the number of variables included in the global linear model can be increased by the use 
of a larger sample size (see Section 5.3.2). However, in all cases, the number of 
variables identified through a global SA is less than that can be determined through the 
local form. For instance, in the case of energy use (Table 7.2), the number of variables 
identified from a set of 1000 random samples through the global SA is varied from 11 
(in the case of Random Sample B) to 14 (in the case of Random Sample A), whereas, 
the mean sensitivity associated with all variables is available from the local SA.  
Table 7.2 Global and local sensitivity analyses for energy demand. 
 
Table 7.2 indicates that the two highest sensitive variables for energy demand are the 
same from both global and local sensitivity analyses, the heating setpoint and dead band. 
However, the ordering of mid-importance variables is difference between the local and 
global analyses. In particular, the ordering of the importance for the façade-3 window-
wall ratio, summer start time, ceiling-floor type and window type in the global SA are 
floating within an overlap range (from 3
rd
 to 7
th
), dependent upon the choice of random 
samples and sample size, but their rank-orders in the local SA are clearly different, 
stated as 10
th
, 6
th
, 3
rd
 and 4
th
 separately. Conversely, the 11
th
 ranked façade-1 window-
wall ratio in the global sensitivity is increased to the 5
th
 important variable in the local 
sensitivity. This is because the variable of window-wall ratio is related to the orientation 
of the building, the optimum solutions along the trade-off are orientated between 70
o
 
and 90
o
 from the ‘true north’ (see Table 6.2). The ‘north’ façade in the default case 
100 1000 100 1000 100 1000 100 1000
1 Heating setpoint 0.403 0.438 0.439 0.471 4.7 2 2 2 2 2
2 Heating set-back 0.127 0.128 0.1 0.114 0.1 7 6 10 7 16
3 Dead band 0.592 0.665 0.682 0.682 5.5 1 1 1 1 1
4 Orientation 0.046 0.1 13 15
5 Façade-1 window-wall ratio 0.053 0.051 1.6 11 11 5
6 Façade-2 window-wall ratio 0.117 0.105 1.2 9 9 9
7 Façade-3 window-wall ratio 0.147 0.178 0.223 0.206 1 3 5 4 3 10
8 Façade-4 window-wall ratio 0.047 0.5 12 12
9 Winter start time 0.063 0.126 0.076 0.2 10 9 10 14
10 Winter stop time 0.2 13
11 Summer start time 0.134 0.181 0.221 0.173 1.6 6 4 3 4 6
12 Summer stop time 0.205 0.122 0.14 0.102 1.4 4 8 7 8 7
13 External wall type 0.037 1 14 11
14 Internal wall type 0.091 1.3 8 8
15 Ceiling-floor type 0.133 0.195 0.141 2.8 7 5 6 3
16 Window type 0.187 0.191 0.19 0.172 2.6 5 3 6 5 4
R
2
0.855 0.82 0.851 0.837 0.855 0.82 0.851 0.837
LOCAL SA 
(RANK 
ORDER)
GLOBAL SA (ENTRY-ORDER)
RandomSampleA RandomSampleBVARIABLE 
INDEX
LOCAL SA 
(mean, % )INPUT VARIABLES
GLOBAL SA (SRRCs)
RandomSampleA RandomSampleB
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(façade 1) has become to face east in the optimized solutions. Therefore, the rank 
associated with these most east-facing windows is similar in both the global and local 
sensitivity analyses. 
Table 7.3 Global and local sensitivity analyses for capital costs. 
 
The type of ceiling-floor construction is the dominant variable that impacts on the 
capital costs in both the global and local sensitivity analyses (Table 7.3). This is also the 
case for the 2
nd
 most important variable, the window type, in relation to the capital costs 
through local and global sensitivities. While, there are also some changes to the 
ordering of the mid-importance variables, the changes in the rank-orders of the types of 
external and internal wall construction are of note, those being more important in the 
local sensitivity, with 3
rd
 and 4
th
 ranks, compared to other mid-importance variables of 
window-wall ratios in the global SA.  
100 1000 100 1000 100 1000 100 1000
1 Heating setpoint 0.037 0.024 0.019 0.1 10 10 12 11
2 Heating set-back 0.02 0 11 15
3 Dead band 0.042 0.036 0.064 0.044 0.1 9 9 8 9 9
4 Orientation 0 16
5 Façade-1 window-wall ratio 0.151 0.162 0.2 0.161 0.8 4 3 2 3 5
6 Façade-2 window-wall ratio 0.139 0.15 0.1 0.137 0.5 3 4 5 5 6
7 Façade-3 window-wall ratio 0.149 0.14 0.09 0.14 0.4 5 5 6 4 8
8 Façade-4 window-wall ratio 0.053 0.089 0.128 0.091 0.4 8 7 4 7 7
9 Winter start time 0.013 0.1 13 13
10 Winter stop time 0.1 10
11 Summer start time 0.02 0.023 0.1 11 10 12
12 Summer stop time 0.1 14
13 External wall type 0.092 0.093 0.094 0.095 1.1 6 6 7 6 3
14 Internal wall type 0.068 0.063 0.063 0.9 7 8 8 4
15 Ceiling-floor type 0.884 0.918 0.93 0.915 10.1 1 1 1 1 1
16 Window type 0.233 0.224 0.187 0.224 2.4 2 2 3 2 2
R
2
0.983 0.973 0.963 0.978 0.983 0.973 0.963 0.978
VARIABLE 
INDEX INPUT VARIABLES
GLOBAL SA (SRRCs)
LOCAL SA 
(mean, % )
GLOBAL SA (ENTRY-ORDER) LOCAL SA 
(RANK 
ORDER)
RandomSampleA RandomSampleB RandomSampleA RandomSampleB
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Table 7.4 Global and local sensitivity analyses for solution infeasibility.  
 
Since the feasibility of the solutions is a function of occupant thermal comfort, it is 
unsurprising that the heating setpoint and dead band are amongst the most important 
variables resulting from the global and local sensitivity analyses for the solution 
infeasibility (see Table 7.4). The most noticeable difference between the variable 
orderings in the global and local analyses is the rank-orders of the façade 1 window-
wall ratio and window type in the local SA. In particular, the global sensitivity of 
window type is only identified in a sample size of 1000 from randomly generated 
solutions; the importance of façade-1 window-wall ratio is increased to the 1
st
 rank in 
the local SA, replacing the importance of heating setpoint and dead band; the reason for 
this requires further investigation, but can be a result of the impact of radiant heat 
transfer on occupant thermal comfort when the solutions lie on the comfort limit. 
Even, there are some switches in the ordering of variables importance from global SA 
to local SA, for design objectives and constraints, they are all significantly different to 
the results through applying the global SA to the solutions obtained at the end of the 
NSGA-II search (see Section 6.2.2). Thus, applying the global SA to the strongly biased 
solutions obtained at the end of evolutionary optimization could mislead the global 
sensitivities of variables. 
100 1000 100 1000 100 1000 100 1000
1 Heating setpoint 0.691 0.629 0.662 0.653 0.2 1 1 1 2 3
2 Heating set-back 0 16
3 Dead band 0.523 0.616 0.534 0.617 0.2 2 2 2 1 2
4 Orientation 0 12
5 Façade-1 window-wall ratio 0.104 0.141 0.101 0.2 5 4 6 1
6 Façade-2 window-wall ratio 0.09 0.096 0 6 5 11
7 Façade-3 window-wall ratio 0.165 0.146 0.183 0.151 0 3 3 3 3 10
8 Façade-4 window-wall ratio 0 9
9 Winter start time 0.041 0 9 8
10 Winter stop time 0 7
11 Summer start time 0.074 0.11 0.087 0 7 5 7 5
12 Summer stop time 0.084 0.055 0.044 0 4 8 8 6
13 External wall type 0 15
14 Internal wall type 0 14
15 Ceiling-floor type 0.041 0.036 0 10 9 13
16 Window type 0.104 0.105 0.1 4 4 4
R
2
0.879 0.84 0.832 0.848 0.879 0.84 0.832 0.848
VARIABLE 
INDEX INPUT VARIABLES
GLOBAL SA (SRRCs)
LOCAL SA 
(mean, % )
GLOBAL SA (ENTRY-ORDER) LOCAL SA 
(RANK 
ORDER)
RandomSampleA RandomSampleB RandomSampleA RandomSampleB
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7.2.4 Comparison of the local SA in a single- and multi- objective 
optimization processes 
Compared the local sensitivities of variables evaluated from a single- and multi- 
objective optimization processes, in relation to the energy demand (i.e. compared the 
col.5 in Table 7.1 and col.3 in Table 7.3), a similar ordering of variables local 
importance can be concluded, particularly for the variables of heating setpoint, dead 
band, ceiling-floor type, window type, and summer start and stop time. It is interesting 
to note those variables are the most important variables identified from the global SA 
for energy demand (see Table 7.2). Thus, the influences of the most important variables 
for energy demand are not changed, due to a convergence search of an evolutionary 
optimization. Moreover, the optimum values of those variables (i.e. dead band, heating 
setpoint, ceiling-floor and window types, and summer start and stop times) found by 
GA are very close to those found by NSGA-II with a low-energy-high-cost design trend 
(see Table 6.2; see more discussion in Section 7.3). 
This is not the case of comparing the rank-orders of variables local sensitivities from a 
single- and multi- objective optimization processes for solution infeasibility, as most of 
increment solutions around optimum values for variables local sensitivities are feasible.  
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7.3 Discussion of the Case Study of the Multi-objective 
Optimization Problem  
The main purpose of this chapter is to investigate the extent to which applying the 
sensitivity methods to Pareto-optimum solutions obtained from a multi-objective 
building optimization (solved by NSGA-II) can be used to identify the most important 
variables for design objectives and constraints, and resulting a confident choice of 
variable values (or value ranges) for a particular trend within the trade-off. Table 6.2 
states the optimum values of variables along the energy-cost trade-off found by NSGA-
II for the multi-objective optimization problem, where the colours of the bars indicate 
how the variables are floating around their possible value ranges: the redder the colour, 
the variable clustered around the lower bound; the greener the colour, the variable 
clustered around the upper bound.  
In particular, the ceiling-floor type is the variable driving the energy-cost trade-off into 
three trends (i.e. the ceiling-floor type is the primary ‘position variable’; the horizontal 
lines in Table 6.2 indicate the divisions between different trends): the low-energy-high-
cost trend with the heavy-weight ceiling-floor type (corresponding to the value of 0), 
the medium-energy-cost trend with the medium-weight ceiling-floor type 
(corresponding to the value of 1), and the high-energy-low-cost trend with the light-
weight ceiling-floor type (corresponding to the value of 2). Meanwhile, the ceiling-floor 
type has been identified as the most important (sensitive) variable for capital costs, 
through either global or local sensitivity analysis (see Table 7.3). Thus, the design 
decision for a particular trend depends on the value region of the ceiling-floor type, the 
most sensitive variable for capital costs in this case study.  
Conversely, the heating setpoint and dead band, regarded as ‘distance variables’, they 
have the most important influences on the uncertainty of either energy demand or 
solution infeasibility (see Section 7.2.2), their optimum values along the energy-cost 
trade-off are fixed on 19
o
C and 4.5
o
C separately for the first two trends, and then further 
converged to their (lower/upper) bounds for the third trend (a further decrease in 0.5
o
C, 
especially for dead band that is more sensitive than heating setpoint), minimising the 
capital costs due to more energy consumption for heating and cooling systems (see 
Table 6.2). Thus, for a particular design trend on the energy-cost trade-off, the heating 
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setpoint and dead band usually have fixed values. This is also the case of the optimum 
value of window type, a mid-important variable for design objectives and constraints 
(regarded as ‘position variable’; see Section 7.2.2). In particular, the low-E glass 
(corresponding to the value of 1) is preferred for the first two trends (low-energy-high-
cost and medium-energy-cost trends), but for the third one (high-energy-low-cost trend), 
the normal plain glass (corresponding to the value of 0) is preferred (see Table 6.2). 
Thus, it is not surprise noting the changes in SRRCs of the most sensitive variables, 
including the heating setpoint, dead band, ceiling-floor type and window type, through 
applying the global SA to the first 100 and last 100 optimization solutions obtained 
from a NSGA-II, for either energy demand or capital costs. As, they are converged to 
fixed values or value ranges for a particular design trend on the trade-off.  
Moreover, for the summer start and stop time and façade-1 window-wall ratio, they 
have converged even at the start of the NSGA-II. As the example building has not 
modelled the free-cooling ventilation except the fixed rate, which results in the cooling 
energy demand could not be reduced to ‘free’ as that in practice. It is represented by all 
day around operation of the cooling system (i.e. the summer start and stop times are 0 
am and 12 pm separately). Thus, some variables are converged to fixed optimum values, 
maybe due to the characteristics of the example building and its performance model; 
further research with additional case studies would be required to determine whether 
this is observed with other buildings. Without the use of sensitivity analysis, it is 
difficult to identify the most important (sensitive) variables, for design objectives and 
constrains, if it is only based on the ‘fixed’ or ‘floating’ optimum values of variables 
during an optimization search.    
The optimum values of the remaining variables (9 variables left) are floating around the 
whole range of the possible values along the energy-cost trade-off. However, the 
vertical views of variables local sensitivities along the energy-cost trade-off (see 
Appendix H) indicate those variables have different micro-influences on a particular 
design trend. Taking the external wall type as an example, Figure 7.12 illustrates its 
local influence on the uncertainties of both energy demand and capital costs.  The 
influence of external wall type is reduced significantly on energy demand, when 
shifting the design trend from the high-energy to low-energy, compared to a stable 
influence on the capital costs. That means, in this case study for a low-energy design 
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trend, the medium or light weight external wall accounts for limited uncertainty of 
building’s energy demand, but it can save the capital costs significantly.  
 
 
Figure 7.12 The different views of the local sensitivity of external wall type along the energy-cost 
trade-off; the green solutions indicating the feasible perturbations, and the red solutions indicating the 
infeasible perturbations.  
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7.4 Conclusions 
Compared to the importance of variables indicated from previous global SA (applied to 
sets of randomly generated samples), this chapter further extends the research by 
investigating the extent to which the local sensitivities vary around the optimum 
solution(s) obtained from a single-objective optimization problem (solved by GA), or 
across the Pareto-optimum solutions obtained from a multi-objective optimization 
problem (solved by NSGA-II). It also considers the extent to which the local 
sensitivities differ from the global sensitivities in all variables, for building energy 
demand, capital costs, and solution infeasibility (feasibility being a function of occupant 
thermal comfort). For consistency with previous chapters, the global sensitivity of 
variables is obtained from the stepwise regression analysis, with the use of bidirectional 
elimination, rank transformation, BIC, and randomly generated samples. The ordering 
of variables local importance (sensitivity) along the Pareto set has been examined using 
box-whisker plots and the mean value of the sensitivity. 
It is concluded that a range of different characteristic behaviour of variables is evident 
from the local SA, with increments in the value of some variables always resulting in a 
feasible solution, some always being infeasible, and others resulting in both feasible and 
infeasible solutions. The differences exist in the ordering of variables importance 
resulting from the global and local sensitivity analyses, even although the most 
important variables from each are the same. In particular for the multi-objective 
optimization problem, the highest sensitive variables for energy use and solution 
infeasibility are the heating setpoint and dead band (which determines the cooling 
setpoint); the first important variable for capital costs is the type of ceiling-floor 
construction, followed by other construction types and window-wall ratios. It is also 
concluded that the sensitivity to all variables is obtainable from the local SA, but that 
the global SA is only likely to identify the most important variables. 
Further research could compare the two approaches for problems having significantly 
more variables, the comparison including the computational load associated with each 
approach as well as the difference in global and local sensitivities (the computational 
load of the local sensitivity analysis being high when all solutions in the trade-off are 
considered). It would also be interesting to explore the use of the sensitivity information 
in decision-making. But, this is beyond the scope of this research.   
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CHAPTER 8: MULTI-OBJECTIVE 
CASE STUDY UNDER 
DIFFERENT CLIMATE 
CONDITIONS 
To improve the computational efficiency, previous researches have concluded that the 
global sensitivity analysis (SA) based on a linear regression model in the stepwise 
manner can be applied to biased solutions obtained from a building optimization 
process, particularly at the start of the optimization, to inform global sensitivities of 
variables (see Chapter 6). Compared to the global SA, the local SA that is applied to the 
base-point solutions on the trade-off between two conflicting design objectives 
(minimising both the energy demand and capital costs, without violating the thermal 
comfort) found by NSGA-II can result in a similar rank-order of variables importance, 
particularly for the more important variables, for design objectives and constraints (see 
Chapter 7).  
Therefore, in this chapter, the same global and local sensitivity methods are further 
applied to the solutions obtained from a same multi-objective optimization process that 
happens in San Francisco or Chicago (the default case is in Birmingham, UK) (see 
Section 8.1). In particular, San Francisco has a mild climate, while the winter in 
Chicago is longer and colder, compared to that in Birmingham. The purpose of this 
chapter is to explore the extent to which the changes in the climate conditions of the 
example building can affect the robustness (the repeatability) of previous conclusions 
(see Section 8.2). 
8.1 Experimental Methodology 
There are three elements to be considered in the methodology, the different climate 
conditions applied to the same example building; the different energy-cost trade-offs 
found from the same optimization problem but under different climate conditions; the 
same sensitivity methods used to biased solutions obtained from the multi-objective 
optimization process under different climate conditions.  
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8.1.1 Climate conditions 
In this chapter, the example building and its performance model are as same as those in 
previous chapters: a mid-floor of a commercial office building with 5 zones, being 
ideally offset zone loads and controlled the temperature setpoint during the operating 
hours (from 9:00 to 17:00 all year around) (see details in Section 4.1). However, the 
climate condition has been extended from the default case in Birmingham, UK, to San 
Francisco and Chicago, US. Compared to Birmingham, San Francisco has a mild 
climate, but Chicago has a colder and longer winter. 
8.1.2 Multi-objective optimization 
The same 16 input variables associated with perimeter zones are optimized, including 
the orientation, heating and cooling setpoints, window-wall ratios, start and stop times 
and construction types (see details in Section 4.2.1). The NSGA-II (non-dominated 
sorting genetic algorithm II; see details in Section 3.4.2) is also adopted in this chapter 
to solve a constrained multi-objective optimization problem, minimising both energy 
demand and capital costs, without violating the thermal comfort issues (see calculation 
equations of design objectives and constraints in Sections 4.3.2 to 4.3.4). Figure 8.1 
compares the energy-cost trade-offs that are obtained from applying the NSGA-II to the 
same optimization problem but in different locations, where the top red curve is from 
the case study in Chicago, the medium blue curve is from Birmingham, and the bottom 
green curve is from San Francisco. 
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Figure 8.1 The energy-cost trade-offs optimized from the multi-objective case studies under different 
climate conditions; the red curve indicating the trade-off obtained in Chicago, the blue curve 
indicating the trade-off obtained in Birmingham, and the green curve indicating the trade-off obtained 
in San Francisco. 
Furthermore, Tables 8.2 and 8.3 illustrate the set of optimum solutions along the 
energy-cost trade-off in the cases of San Francisco and Chicago separately (see variable 
index in Table 8.1). In those tables, the colours of the bars indicate how the variables 
are floating around their possible value ranges: the redder the colour the variable 
clustered around the lower bound, the greener the colour the variable clustered around 
the upper bound. Compared to others, Chicago needs more energy demand to offset 
zone loads and to meet zone temperature setpoint. In particular, the optimum value of 
heating setpoint in Chicago is approximately increased by 1
o
C, and the optimum value 
of dead band is decreased by at least 1.5
o
C (it is equal to 0.5
o
C decrease in the cooling 
setpoint), indicating an increased energy demand for both heating and cooling systems, 
especially for heating. For window-wall ratio, their optimum values are related to that 
of orientation, and resulting, e.g. the optimum value of 0.2 of façade-1 window-wall 
ratio in Birmingham (see Table 6.2), and that of façade-2 window-wall ratio in San 
Francisco (see Table 8.2). Moreover, in San Francisco, the window type is optimized to 
plain glass, rather than low-E glass, due to the mild climate. Summer start and stop time 
always keep on the bounds, to ensure the cooling and ventilation systems operating for 
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most day during the summer, irrespective of the climate conditions. This would be 
atypical, it may be driven by the period of free-cooling; there is no free-cooling 
available in this example building with variable ventilation rate.  
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Table 8.1 The index of input variables. 
 
Table 8.2 The set of optimum solutions on the energy-cost trade-off found by NSGA-II in San 
Francisco. 
 
Variable 
Index: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
 Energy 
demand (kWh)
 Capital 
costs (£)
19 6 5 0 0.7 0.2 0.3 0.3 1 23 1 23 1 0 0 0 53434.2 441296.2
19 8 5 0 0.7 0.2 0.3 0.3 1 23 1 23 1 0 0 0 53434.2 441296.2
19 2 5 0 0.7 0.2 0.3 0.3 1 23 1 23 1 0 0 0 53437.0 441272.1
19 6 5 0 0.7 0.2 0.3 0.2 1 23 1 23 1 0 0 0 53493.7 440217
19 6.5 5 0 0.7 0.2 0.3 0.2 1 23 1 23 1 0 0 0 53493.7 440217
19 6 5 0 0.7 0.2 0.2 0.3 1 23 1 23 1 0 0 0 53697.4 440178.4
19 6 5 -5 0.6 0.2 0.3 0.2 1 23 1 23 1 0 0 0 53705.1 438923.6
19 5.5 5 -5 0.6 0.2 0.3 0.2 1 23 1 23 1 0 0 0 53705.1 438923.6
19 6 5 0 0.6 0.2 0.3 0.2 1 23 1 23 1 0 0 0 53726.7 438904.9
19 6 5 0 0.6 0.2 0.2 0.2 1 23 1 23 1 0 0 0 53989.9 437786.5
19 6.5 5 0 0.6 0.2 0.2 0.2 1 23 1 23 1 0 0 0 53989.9 437786.5
19 6 5 0 0.7 0.2 0.3 0.3 1 23 1 23 1 1 0 0 54027.3 437268.7
19 5.5 5 0 0.7 0.2 0.3 0.3 1 23 1 23 1 1 0 0 54027.3 437268.7
19 1.5 5 0 0.7 0.2 0.3 0.3 1 23 1 23 1 1 0 0 54064.0 437135.6
19 6 5 0 0.7 0.2 0.3 0.2 1 23 1 23 1 1 0 0 54091.1 436193.4
19 6 5 0 0.7 0.2 0.3 0.3 1 23 1 23 1 0 1 0 54219.1 400333.2
19 6 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54302.2 399266.5
19 6.5 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54302.2 399266.5
19 7 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54302.2 399266.5
19 8 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54302.2 399266.5
19 6 5 0 0.7 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54319.3 399265.7
19 2 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54323.4 399119.5
19 1.5 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54383.2 398980.2
19 1.5 5 0 0.7 0.2 0.2 0.3 1 23 1 23 1 0 1 0 54480.7 398892.5
19 7.5 5 -5 0.6 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54483.9 397936.7
19 6 5 -5 0.6 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54483.9 397936.7
19 6.5 5 -5 0.6 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54483.9 397936.7
19 6.5 5 0 0.6 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54520.4 397932.3
19 1.5 5 -5 0.6 0.2 0.3 0.2 1 23 1 23 1 0 1 0 54534.1 397729.1
19 1.5 5 0 0.6 0.2 0.2 0.3 1 23 1 23 1 0 1 0 54650.8 397641.3
19.5 6 4.5 0 0.6 0.2 0.2 0.2 1 23 1 23 1 0 1 0 54762.0 397133.7
19 6 5 -5 0.6 0.2 0.2 0.2 1 23 1 23 1 0 1 0 54810.3 396784.7
19 6 5 0 0.7 0.2 0.3 0.3 1 23 1 23 1 1 1 0 54998.4 396461.8
19 6 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 1 1 0 55086.0 395394.6
19 6 5 0 0.7 0.2 0.3 0.2 1 23 1 23 1 1 1 0 55107.9 395391.7
19 1.5 5 0 0.7 0.2 0.2 0.3 1 23 1 23 1 1 1 0 55291.1 394962.1
19 1.5 5 -5 0.6 0.2 0.3 0.3 1 23 1 23 1 1 1 0 55380.3 394807.2
19 6 5 -5 0.7 0.2 0.2 0.2 1 23 1 23 1 1 1 0 55404.3 394238.6
19 6 5 -5 0.6 0.2 0.2 0.3 1 23 1 23 1 1 1 0 55616.6 393961.1
19 1.5 5 -5 0.6 0.2 0.2 0.2 1 23 1 23 1 1 1 0 55638.7 392662
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Variable 
Index: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
 Energy 
demand (kWh)
 Capital 
costs (£)
19 6 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 2 0 55974.5 358328.5
19 5.5 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 2 0 55974.5 358328.5
19 6.5 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 2 0 55974.5 358328.5
19 2 5 -5 0.7 0.2 0.3 0.2 1 23 1 23 1 0 2 0 56061.4 357935.7
19 6 5 -5 0.6 0.2 0.3 0.2 1 23 1 23 1 0 2 0 56094.0 356994.5
19 6 5 0 0.6 0.2 0.2 0.2 1 23 1 23 1 0 2 0 56229.3 355840.9
19 7.5 5 -5 0.6 0.2 0.2 0.2 1 23 1 23 1 0 2 0 56319.5 355833.5
19 6 5 -5 0.6 0.2 0.2 0.2 1 23 1 23 1 0 2 0 56319.5 355833.5
19 7.5 5 -5 0.5 0.2 0.3 0.2 1 23 1 23 1 0 2 0 57123.0 355652.4
19 6 5 -5 0.5 0.2 0.3 0.2 1 23 1 23 1 0 2 0 57123.0 355652.4
19 2 5 -10 0.5 0.2 0.3 0.2 1 23 1 23 1 0 2 0 57245.0 355393.1
19 6 5 0 0.5 0.2 0.2 0.2 1 23 1 23 1 0 2 0 57288.2 354500
19 5 5 -5 0.5 0.2 0.2 0.2 1 23 1 23 1 0 2 0 57350.8 354489.7
19 5.5 5 -5 0.5 0.2 0.2 0.2 1 23 1 23 1 0 2 0 57350.8 354489.7
19 4 5 -5 0.5 0.2 0.2 0.2 1 23 1 23 1 0 2 0 57350.8 354489.7
19 8 5 -5 0.5 0.2 0.2 0.2 1 23 1 23 1 0 2 0 57350.8 354489.7
19 7 5 -5 0.5 0.2 0.2 0.2 1 23 1 23 1 0 2 0 57350.8 354489.7
19 1.5 5 0 0.5 0.2 0.2 0.2 1 23 1 23 1 0 2 0 57371.5 354105.8
19 1.5 5 -5 0.5 0.2 0.2 0.2 1 23 1 23 1 0 2 0 57434.4 354096.4
19 1.5 5 0 0.5 0.2 0.2 0.2 1 22 1 23 1 0 2 0 57889.3 354002.9
19 1.5 5 -5 0.5 0.2 0.2 0.2 1 22 1 23 1 0 2 0 57951.5 353993.7
19 1.5 5 -5 0.5 0.2 0.2 0.2 2 23 1 23 1 0 2 0 58008.7 353988.6
19 5 5 -5 0.4 0.2 0.2 0.2 1 23 1 23 1 0 2 0 59750.9 353322.1
19 6.5 5 -5 0.4 0.2 0.2 0.2 1 23 1 23 1 0 2 0 59750.9 353322.1
19 6 5 -5 0.4 0.2 0.2 0.2 1 23 1 23 1 0 2 0 59750.9 353322.1
19 7.5 5 -5 0.4 0.2 0.2 0.2 1 23 1 23 1 0 2 0 59750.9 353322.1
19 7 5 -5 0.4 0.2 0.2 0.2 1 23 1 23 1 0 2 0 59750.9 353322.1
19 1.5 5 -5 0.4 0.2 0.2 0.2 1 23 1 23 1 0 2 0 59811.6 353007.6
19 1.5 5 -10 0.4 0.2 0.2 0.2 1 23 1 23 1 0 2 0 59940.5 353005.6
19 1.5 4.5 -5 0.6 0.2 0.2 0.2 1 23 1 23 1 1 2 0 62225.3 351890.8
19 1.5 5 -5 0.3 0.2 0.2 0.2 1 23 1 23 1 0 2 0 62830.6 351841.7
19 7.5 4.5 -5 0.5 0.2 0.2 0.2 1 23 1 23 1 1 2 0 62996.9 351157.1
19 2 4.5 -5 0.5 0.2 0.2 0.2 1 23 1 23 1 1 2 0 63064.4 350779.2
19 1.5 4.5 -5 0.5 0.2 0.2 0.2 1 23 2 23 1 1 2 0 64086.3 350730.9
19 2 4.5 -5 0.6 0.2 0.2 0.2 1 23 1 23 2 1 2 0 64657.8 348691.6
19 6 4.5 -5 0.5 0.2 0.2 0.2 1 23 1 23 2 1 2 0 65491.0 347914.3
19 2 4.5 -5 0.5 0.2 0.2 0.2 1 23 1 23 2 1 2 0 65677.3 347323.1
19 1.5 4.5 0 0.5 0.2 0.2 0.2 1 23 1 23 2 1 2 0 65833.0 347303.7
19 1.5 4.5 -5 0.5 0.2 0.2 0.2 1 23 1 23 2 1 2 0 65884.3 347288.2
19 2 4.5 -5 0.5 0.2 0.2 0.2 1 22 1 23 2 1 2 0 66126.1 347225.2
19 2 4.5 0 0.4 0.2 0.2 0.2 1 23 1 23 2 1 2 0 68048.5 346149.3
19 2 4.5 -5 0.4 0.2 0.2 0.2 1 23 1 23 2 1 2 0 68068.6 346141.5
19 1.5 4.5 0 0.4 0.2 0.2 0.2 1 23 1 23 2 1 2 0 68233.7 346131.9
19 1.5 4.5 -5 0.4 0.2 0.2 0.2 1 23 1 23 2 1 2 0 68253.4 346119.9
19 2 4.5 -5 0.4 0.2 0.2 0.2 1 22 1 23 2 1 2 0 68554.9 346042.4
19 1.5 4.5 -5 0.4 0.2 0.2 0.2 1 22 1 23 2 1 2 0 68698.1 346008.1
19 2 4.5 -5 0.4 0.2 0.2 0.2 4 22 1 23 2 1 2 0 70743.0 345657
19 2 4.5 0 0.3 0.2 0.2 0.2 1 23 1 23 2 1 2 0 71062.8 344895.3
19 1.5 4.5 -5 0.3 0.2 0.2 0.2 1 23 1 23 2 1 2 0 71258.3 344865.6
19 1.5 4.5 -10 0.3 0.2 0.2 0.2 1 23 1 23 2 1 2 0 71332.6 344863.1
19 2 4.5 -5 0.3 0.2 0.2 0.2 1 22 1 23 2 1 2 0 71613.1 344776.2
19 1.5 4.5 -5 0.3 0.2 0.2 0.2 1 22 1 23 2 1 2 0 71741.2 344745.1
19 2 4.5 0 0.2 0.2 0.2 0.2 1 23 1 23 2 1 2 0 73252.6 343631.9
19 2 4.5 -5 0.2 0.2 0.2 0.2 1 23 1 23 2 1 2 0 73306.7 343628.3
19 1.5 4.5 -5 0.2 0.2 0.2 0.2 1 23 1 23 2 1 2 0 73459.9 343611
19 6 4.5 -5 0.2 0.2 0.2 0.2 1 18 1 23 2 1 2 0 76511.4 343209.2
19 2 4.5 -5 0.2 0.2 0.2 0.2 1 18 1 23 2 1 2 0 76517.1 343135.3
19 1.5 4.5 -5 0.2 0.2 0.2 0.2 1 18 1 23 2 1 2 0 76542.1 343060.8
19 1.5 4.5 -5 0.2 0.2 0.2 0.2 2 18 1 23 2 1 2 0 77491.8 342959.3
19 2 4.5 -20 0.2 0.2 0.2 0.2 7 23 1 23 2 1 2 0 78979.5 342918.1
19 2 4.5 -5 0.2 0.2 0.2 0.2 8 23 1 23 2 1 2 0 79883.6 342842.3
19 1.5 4.5 -5 0.2 0.2 0.2 0.2 8 23 1 23 2 1 2 0 79883.6 342842.3
19 2 4.5 -15 0.2 0.2 0.2 0.2 8 23 1 23 2 1 2 0 80177.8 342806.7
19 2 4.5 -20 0.2 0.2 0.2 0.2 8 23 1 23 2 1 2 0 80199.7 342806.1
19 1.5 4.5 -20 0.2 0.2 0.2 0.2 8 23 1 23 2 1 2 0 80199.7 342806.1
19 6 4.5 -20 0.2 0.2 0.2 0.2 8 23 1 23 2 1 2 0 80199.7 342806.1
19 8 4.5 -20 0.2 0.2 0.2 0.2 8 23 1 23 2 1 2 0 80199.7 342806.1
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Table 8.3 The set of optimum solutions on the energy-cost trade-off found by NSGA-II in Chicago. 
 
Variable 
Index: 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
 Energy demand 
(kWh)
 Capital costs 
(£)
20 7.5 3 90 0.4 0.4 0.3 0.7 8 17 1 23 0 0 0 1 79528.6 472193.3
20 4 3 90 0.4 0.4 0.3 0.7 8 17 1 23 0 0 0 1 79528.6 472193.3
20 8 3 90 0.4 0.4 0.3 0.7 8 17 1 23 0 0 0 1 79528.6 472193.3
20 7.5 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 0 0 1 79552.0 470645.2
20 7.5 3 90 0.4 0.4 0.3 0.7 8 17 1 23 0 1 0 1 79694.9 468168.7
20 7.5 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 1 0 1 79725.0 466621.2
20 8 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 1 0 1 79725.0 466621.2
20 7.5 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 1 0 1 79911.0 464630.7
20 4 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 1 0 1 79911.0 464630.7
20 7.5 3 90 0.3 0.3 0.3 0.6 8 17 1 23 0 1 0 1 80210.7 462650.6
20 7.5 3 90 0.4 0.4 0.3 0.7 8 17 1 23 0 0 1 1 80255.2 431611.6
20 7 3 90 0.4 0.4 0.3 0.7 8 17 1 23 0 0 1 1 80255.2 431611.6
20 7.5 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 0 1 1 80275.3 430048.0
20 7.5 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 0 1 1 80431.1 427997.5
20 7.5 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 1 1 1 80527.1 426232.6
20 7 3 90 0.3 0.4 0.3 0.7 8 17 1 23 0 1 1 1 80663.1 425723.1
20 7.5 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 1 1 1 80689.0 424155.1
20 6 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 1 1 1 80689.0 424155.1
20 7.5 3 90 0.3 0.3 0.3 0.7 8 17 1 23 0 1 1 1 80979.5 423699.0
20 7.5 3 90 0.3 0.3 0.3 0.6 8 17 1 23 0 1 1 1 81009.6 422130.7
20 8 3 90 0.3 0.3 0.3 0.6 8 17 1 23 0 1 1 1 81009.6 422130.7
20 7.5 3 90 0.4 0.4 0.3 0.7 8 17 1 23 0 0 2 1 81015.0 391250.7
20 7.5 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 0 2 1 81018.3 389667.8
20 7 3 90 0.3 0.4 0.3 0.7 8 17 1 23 0 0 2 1 81142.0 389054.2
20 4 3 90 0.3 0.4 0.3 0.7 8 17 1 23 0 0 2 1 81145.3 389054.2
20 7.5 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 0 2 1 81150.5 387472.4
20 6 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 0 2 1 81150.5 387472.4
20 7.5 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 1 2 1 81432.6 386058.7
20 8 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 1 2 1 81432.6 386058.7
20 6 3 90 0.4 0.4 0.3 0.6 8 17 1 23 0 1 2 1 81432.6 386058.7
20 7.5 3 90 0.3 0.3 0.3 0.6 8 17 1 23 0 0 2 1 81475.3 385431.4
20 8 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 1 2 1 81559.9 383875.4
20 7.5 3 90 0.3 0.4 0.3 0.6 8 17 1 23 0 1 2 1 81559.9 383875.4
20 7.5 3 90 0.3 0.3 0.3 0.7 8 17 1 23 0 1 2 1 81872.8 383430.0
20 6 3 90 0.3 0.3 0.3 0.6 8 17 1 23 0 1 2 1 81889.3 381839.4
20 7.5 3 90 0.3 0.3 0.3 0.6 8 17 1 23 0 1 2 1 81889.3 381839.4
20 8 3 90 0.3 0.3 0.3 0.6 8 17 1 23 0 1 2 1 81889.3 381839.4
20 4 3 90 0.3 0.3 0.3 0.6 8 17 1 23 0 1 2 1 81892.6 381839.4
20 7.5 3 85 0.3 0.3 0.3 0.6 8 17 1 23 0 1 2 1 81938.3 381838.7
20 8 3 90 0.2 0.4 0.3 0.6 8 17 1 23 0 1 2 1 82160.2 381660.5
20 4.5 3 90 0.2 0.4 0.3 0.6 8 17 1 23 0 1 2 1 82160.8 381660.5
20 7.5 3 90 0.3 0.3 0.3 0.5 8 17 1 23 0 1 2 1 82432.3 380248.8
20 7.5 3 90 0.2 0.3 0.3 0.6 8 17 1 23 0 1 2 1 82493.5 379615.0
20 7.5 3 90 0.3 0.4 0.3 0.6 8 17 1 23 1 1 2 1 82829.2 378565.0
20 7.5 3 90 0.2 0.3 0.3 0.5 8 17 1 23 0 1 2 1 83040.1 378024.3
20 7.5 3 90 0.3 0.3 0.3 0.6 8 17 1 23 1 1 2 1 83130.7 376322.2
20 7.5 3 90 0.2 0.3 0.3 0.6 8 17 1 23 1 1 2 1 83687.8 373958.6
20 4 3 90 0.2 0.3 0.3 0.6 8 17 1 23 1 1 2 1 83705.7 373958.6
20 7.5 3 85 0.2 0.3 0.3 0.6 8 17 1 23 1 1 2 1 83790.7 373953.2
20 7.5 3 90 0.2 0.3 0.3 0.5 8 17 1 23 1 1 2 1 84218.8 372234.7
20 4 3 90 0.2 0.3 0.3 0.5 8 17 1 23 1 1 2 1 84233.3 372234.7
20 7.5 3 85 0.2 0.2 0.3 0.6 8 17 1 23 1 1 2 1 84550.8 371701.1
20 7.5 3 85 0.2 0.2 0.3 0.5 8 17 1 23 1 1 2 1 85079.7 369977.4
20 7.5 3 90 0.2 0.3 0.3 0.5 8 17 1 23 2 1 2 1 85546.0 369409.2
20 7.5 3 90 0.2 0.3 0.2 0.5 8 17 1 23 2 1 2 1 86865.4 367869.0
20 4 3 90 0.2 0.3 0.2 0.5 8 17 1 23 2 1 2 1 86908.8 367869.0
20 3.5 3 90 0.2 0.3 0.2 0.5 8 17 1 23 2 1 2 1 86948.6 367869.0
20 4 3 90 0.2 0.3 0.3 0.4 8 17 1 23 2 1 2 1 86991.5 367684.4
20 4 3 90 0.2 0.2 0.2 0.6 8 17 1 23 2 1 2 1 87204.0 367315.5
20.5 7.5 2.5 90 0.2 0.2 0.3 0.5 8 17 1 23 2 1 2 1 87493.5 367287.4
20.5 6 2.5 90 0.2 0.2 0.3 0.5 8 17 1 23 2 1 2 1 87494.5 367287.4
20.5 5.5 2.5 90 0.2 0.2 0.3 0.5 8 17 1 23 2 1 2 1 87500.7 367287.4
20.5 4.5 2.5 90 0.2 0.2 0.3 0.5 8 17 1 23 2 1 2 1 87535.3 367287.4
20.5 4 2.5 90 0.2 0.2 0.3 0.5 8 17 1 23 2 1 2 1 87572.6 367287.4
20 4 3 90 0.2 0.2 0.2 0.5 8 17 1 23 2 1 2 1 87759.7 365524.6
20 3.5 3 90 0.2 0.2 0.2 0.5 8 17 1 23 2 1 2 1 87798.4 365524.6
20 3.5 3 10 0.5 0.2 0.2 0.2 8 17 1 23 2 0 2 0 87901.5 363946.5
20 3.5 3 10 0.5 0.2 0.2 0.3 8 17 1 23 2 1 2 0 88732.0 362200.8
20 4 3 90 0.2 0.2 0.3 0.2 8 17 1 23 2 1 2 1 89795.9 361990.2
20 3.5 3 90 0.2 0.2 0.3 0.2 8 17 1 23 2 1 2 1 89830.2 361990.2
20 3.5 3 10 0.2 0.2 0.2 0.2 8 17 1 23 2 1 2 1 90555.3 360144.2
20 3.5 3 90 0.2 0.2 0.2 0.5 8 17 1 23 2 1 2 0 90829.5 360136.6
20 4 3 5 0.2 0.2 0.2 0.2 8 17 1 23 2 0 2 0 91418.6 359301.2
20 3.5 3 0 0.2 0.2 0.2 0.2 8 17 1 23 2 1 2 0 92261.2 356107.3
20 3.5 3 10 0.2 0.2 0.2 0.2 8 17 1 23 2 1 2 0 92363.4 356075.8
20 3.5 3 5 0.2 0.2 0.2 0.2 5 17 1 23 2 1 2 0 97373.7 354766.4
20 3.5 3 10 0.2 0.2 0.2 0.2 5 17 1 23 2 1 2 0 97466.2 354728.8
20 3.5 3 10 0.2 0.2 0.2 0.2 4 17 1 23 2 1 2 0 99409.5 354647.7
20 2 3 5 0.2 0.2 0.2 0.2 4 23 1 23 2 1 2 0 114291.0 354507.5
20 2 3 10 0.2 0.2 0.2 0.2 4 23 1 23 2 1 2 0 114372.5 354501.2
Multi-objective case study under different climate conditions 
 
Loughborough University Page 177 
 
8.1.3 Sensitivity analysis 
For consistency with the same analyses used in previous chapters, the global SA 
adopted here is based on a stepwise linear regression analysis with the use of 
bidirectional elimination, rank transformation and BIC. The local SA is evaluated by 
incrementing each variable’s value in a pre-defined step positively and negatively (the 
smallest possible values for all data types) from the base-point solutions on the energy-
cost trade-off (found by NSGA-II), to indicate the relative sensitivity of the design 
objectives and constraints to changes in the variable values. 
Global sensitivity analysis 
In this chapter, the global SA is applied to several different sets of solutions in the case 
of San Francisco or Chicago: the first 100 and all of the 1000 unbiased solutions 
obtained from two sets of randomly generated samples (Random Sample C & D are 
used in the case in San Francisco, and Random Sample E & F are used in the case in 
Chicago); the first 100, the last 100 and all of the biased solutions obtained during a 
multi-objective optimization process (solved by NSGA-II). In this analysis, the global 
importance (global sensitivities) of variables is evaluated by the order of variables entry 
into the linear regression model and the relative magnitude of their SRRCs 
(standardized rank regression coefficients), particularly for the absolute values of 
variables SRRCs: the more important the variable, the earlier the entry-order, the larger 
the absolute value of SRRC.  
Local sensitivity analysis 
For consistency with the local sensitivity method used in Chapter 7, the mean local 
sensitivity of each variable (along the energy-cost trade-off) is evaluated by the 
percentage change in the objective function value in comparison to the Pareto-optimum 
value. The box-whisker plots are also applied here to provide visual measures of 
variables local sensitivities for design objectives and constraints (see Section 2.1.3). 
Thus, the ordering of variables local importance (sensitivity) along the Pareto set has 
been examined using box-whisker plots and the mean value of the sensitivity.  
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8.2 Results and Analysis 
Applying the same global sensitivity method to different sample sizes under the climate 
conditions in San Francisco (Tables 8.4 & 8.5) and Chicago (Tables 8.6 & 8.7), the 
indication of variables importance (global sensitivities) are stated, for each of design 
objectives and constraints (energy demand, capital costs and solution infeasibility), in 
terms of the absolute values of variables SRRCs and the order of entry into the linear 
regression models. For each case, there are seven sets of samples (for consistency with 
that in Chapter 6 in Birmingham): two sets of randomly generated solutions with 
samples sizes of 100 and 1000; the first 100, the last 100 and all of solutions obtained 
from the multi-objective optimization process. In those tables, the length of the bars 
indicates the relative magnitude of variables global sensitivities: the more important 
(sensitive) the variable (to a particular output), the longer the bar of SRRC, and the 
shorter the bar of entry-order. 
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Table 8.4 Variables SRRCs for design objectives and constraints in San Francisco. 
 
100 1000 100 1000 FIRST100LAST100ALL OPT.
Heating setpoint - 0.631 0.627 0.639 0.643 0.616 0.389
Heating set-back +/- 0.085 0.169 0.121 0.031
Dead band +/- 0.617 0.637 0.473 0.608 0.41 0.143 0.535
Orientation + 0.121 0.044 0.105
Façade-1 window-wall ratio - 0.056 0.051 0.433 0.357
Façade-2 window-wall ratio + 0.136 0.21 0.206 0.22 0.056
Façade-3 window-wall ratio + 0.058 0.048
Façade-4 window-wall ratio + 0.077 0.076 0.121 0.056
Winter start time + 0.131 0.119 0.089 0.126 0.203 0.214 0.173
Winter stop time - 0.097 0.101 0.123 0.095 0.138
Summer start time + 0.117 0.123 0.099 0.124 0.218 0.075
Summer stop time - 0.08 0.113 0.078 0.02
External wall type +/- 0.025 0.081 0.153 0.179
Internal wall type + 0.296 0.095
Ceiling-floor type +/- 0.086 0.049 0.029 0.153 0.491 0.108
Window type - 0.065 0.068 0.202 0.02
R
2
0.91 0.927 0.915 0.922 0.86 0.993 0.95
100 1000 100 1000 FIRST100LAST100ALL OPT.
Heating setpoint - 0.028 0.021
Heating set-back +/- 0.121 0.046
Dead band - 0.032 0.034 0.028 0.087 0.143 0.078
Orientation +/- 0.044 0.018
Façade-1 window-wall ratio + 0.152 0.119 0.123 0.122 0.107 0.433 0.269
Façade-2 window-wall ratio + 0.113 0.121 0.125 0.128 0.188 0.017
Façade-3 window-wall ratio + 0.044 0.097 0.093 0.096 0.333
Façade-4 window-wall ratio +/- 0.11 0.092 0.083 0.098 0.159 0.121 0.074
Winter start time +/- 0.214 0.1
Winter stop time + 0.114 0.064
Summer start time +/- 0.076 0.087
Summer stop time - 0.023
External wall type - 0.123 0.11 0.107 0.107 0.113 0.153 0.274
Internal wall type - 0.072 0.074 0.069 0.071 0.179 0.296 0.177
Ceiling-floor type - 0.946 0.918 0.886 0.921 0.796 0.491 0.356
Window type +/- 0.25 0.275 0.27 0.271 0.466 0.012
R
2
0.967 0.983 0.986 0.979 0.933 0.993 0.966
100 1000 100 1000 FIRST100LAST100ALL OPT.
Heating setpoint + 0.703 0.63 0.676 0.641
Heating set-back
Dead band +/- 0.603 0.645 0.501 0.611 0.218
Orientation -
Façade-1 window-wall ratio + 0.037
Façade-2 window-wall ratio + 0.124 0.133 0.139 0.142
Façade-3 window-wall ratio + 0.055
Façade-4 window-wall ratio + 0.042 0.048
Winter start time + 0.125 0.048 0.057
Winter stop time
Summer start time + 0.052 0.059
Summer stop time - 0.037 0.045 0.088
External wall type
Internal wall type
Ceiling-floor type + 0.045 0.037
Window type - 0.113 0.134
R
2
0.844 0.831 0.851 0.827 0.05 0.008
FOR ENERGY USE
FOR CAPITAL COSTS
FOR SOLUTION INFEASIBILITY
INPUT VARIABLES
+/-
Random Sample CRandom Sample D NSGA-II
INPUT VARIABLES
+/-
Random Sample CRandom Sample D NSGA-II
INPUT VARIABLES
+/-
Random Sample CRandom Sample D NSGA-II
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Table 8.5 The order of variables energy into the linear regression models for design objectives and 
constraints in San Francisco. 
 
Heating setpoint 1 2 1 1 1 3
Heating set-back 8 5 7 13
Dead band 2 1 2 2 2 2 2
Orientation 8 9 7
Façade-1 window-wall ratio 10 10 1 1
Façade-2 window-wall ratio 3 3 3 3 11
Façade-3 window-wall ratio 11 11
Façade-4 window-wall ratio 7 8 8 10
Winter start time 4 5 6 5 3 3 5
Winter stop time 6 6 5 6 6
Summer start time 5 4 7 4 6 12
Summer stop time 8 4 7 14
External wall type 13 8 5 4
Internal wall type 6 9
Ceiling-floor type 7 12 12 7 4 8
Window type 9 9 4 15
R
2
Heating setpoint 10 10
Heating set-back 7 10
Dead band 9 9 9 10 2 8
Orientation 9 12
Façade-1 window-wall ratio 4 5 4 4 7 1 1
Façade-2 window-wall ratio 6 4 3 3 5 13
Façade-3 window-wall ratio 8 6 6 7 4
Façade-4 window-wall ratio 3 7 7 6 6 8 7
Winter start time 3 6
Winter stop time 9 9
Summer start time 11 5
Summer stop time 11
External wall type 5 3 5 5 8 5 3
Internal wall type 7 8 8 8 3 6 4
Ceiling-floor type 1 1 1 1 1 4 2
Window type 2 2 2 2 2 14
R
2
Heating setpoint 1 2 1 1
Heating set-back
Dead band 2 1 2 2 1
Orientation
Façade-1 window-wall ratio 9
Façade-2 window-wall ratio 4 3 3 3
Façade-3 window-wall ratio 5
Façade-4 window-wall ratio 9 7
Winter start time 3 8 6
Winter stop time
Summer start time 6 5
Summer stop time 10 8 1
External wall type
Internal wall type
Ceiling-floor type 7 10
Window type 4 4
R
2
0.91
INPUT VARIABLES
Random Sample C Random Sample D NSGA-II
100 1000 100 1000
0.95
INPUT VARIABLES
Random Sample C Random Sample D NSGA-II
100 1000 100 1000 FIRST100 LAST100ALL OPT.
INPUT VARIABLES
Random Sample C Random Sample D NSGA-II
100 1000 100 1000 FIRST100 LAST100ALL OPT.
0.966
FIRST100 LAST100ALL OPT.
0.927 0.915 0.922 0.86 0.993
0.008
FOR ENERGY USE
FOR CAPITAL COSTS
FOR SOLUTION INFEASIBILITY
0.844 0.831 0.851 0.827 0.05
0.967 0.983 0.986 0.979 0.933 0.993
Multi-objective case study under different climate conditions 
 
Loughborough University Page 181 
 
Table 8.6 Variables SRRCs for design objectives and constraints in Chicago. 
 
100 1000 100 1000 FIRST100 LAST100 ALL OPT.
Heating setpoint - 0.276 0.255 0.264 0.236 0.534 0.163
Heating set-back - 0.235 0.194 0.173 0.188 0.4 0.044 0.031
Dead band - 0.673 0.624 0.554 0.595 0.451 0.279
Orientation +/- 0.278 0.072
Façade-1 window-wall ratio +/- 0.082 0.047 0.057 0.164 0.101
Façade-2 window-wall ratio +/- 0.138 0.174 0.166 0.171 0.29 0.182 0.071
Façade-3 window-wall ratio +/- 0.093 0.073 0.07 0.023
Façade-4 window-wall ratio +/- 0.08 0.078 0.212
Winter start time - 0.288 0.305 0.335 0.3 0.324 0.156 0.155
Winter stop time + 0.193 0.195 0.166 0.189 0.119 0.088
Summer start time + 0.204 0.136 0.149 0.14 0.342 0.114
Summer stop time - 0.072 0.099 0.083 0.071
External wall type + 0.054 0.069 0.208
Internal wall type + 0.025 0.057 0.02
Ceiling-floor type + 0.123 0.102 0.083 0.453 0.127
Window type - 0.435 0.453 0.4 0.461 0.531 0.411 0.161
R
2
0.872 0.914 0.91 0.912 0.823 0.995 0.975
100 1000 100 1000 FIRST100 LAST100 ALL OPT.
Heating setpoint - 0.021 0.036 0.032 0.085
Heating set-back + 0.054 0.028 0.019 0.061 0.044 0.021
Dead band - 0.041 0.047 0.038 0.128
Orientation - 0.278
Façade-1 window-wall ratio + 0.171 0.142 0.127 0.143 0.165 0.164 0.079
Façade-2 window-wall ratio + 0.13 0.139 0.134 0.145 0.099 0.183 0.1
Façade-3 window-wall ratio +/- 0.061 0.112 0.113 0.112 0.093 0.07 0.072
Façade-4 window-wall ratio + 0.133 0.103 0.087 0.107 0.111 0.203
Winter start time + 0.156 0.074
Winter stop time +/- 0.119 0.013
Summer start time + 0.075
Summer stop time + 0.011
External wall type - 0.114 0.104 0.099 0.104 0.12 0.221
Internal wall type - 0.065 0.072 0.076 0.073 0.088 0.057 0.074
Ceiling-floor type - 0.942 0.919 0.886 0.919 0.904 0.453 0.243
Window type + 0.207 0.24 0.247 0.238 0.2 0.411 0.221
R
2
0.967 0.982 0.984 0.978 0.983 0.995 0.986
100 1000 100 1000 FIRST100 LAST100 ALL OPT.
Heating setpoint +/- 0.561 0.552 0.585 0.551 0.452 0.487
Heating set-back + 0.064 0.142 0.046 0.469
Dead band +/- 0.621 0.693 0.535 0.662 0.404 0.492
Orientation - 0.188
Façade-1 window-wall ratio + 0.12 0.047 0.06 0.118
Façade-2 window-wall ratio + 0.102 0.117 0.089
Façade-3 window-wall ratio + 0.075 0.061 0.182 0.127
Façade-4 window-wall ratio + 0.055 0.055
Winter start time
Winter stop time + 0.15
Summer start time + 0.059 0.062
Summer stop time - 0.046 0.054 0.052
External wall type + 0.113 0.157
Internal wall type + 0.044
Ceiling-floor type - 0.098
Window type - 0.166 0.204 0.313 0.064
R
2
0.738 0.812 0.802 0.792 0.451 0.164
INPUT VARIABLES
+/-
Random Sample E Random Sample NSGA-II
FOR ENERGY USE
FOR CAPITAL COSTS
FOR SOLUTION INFEASIBILITY
INPUT VARIABLES
+/-
Random Sample E Random Sample NSGA-II
INPUT VARIABLES
+/-
Random Sample E Random Sample NSGA-II
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Table 8.7 The order of variables energy into the linear regression models for design objectives and 
constraints in Chicago. 
 
Heating setpoint 4 4 4 4 4 7
Heating set-back 5 5 5 5 1 10 14
Dead band 1 1 1 1 5 4
Orientation 6 2
Façade-1 window-wall ratio 10 14 14 7 10
Façade-2 window-wall ratio 8 7 7 7 7 4 13
Façade-3 window-wall ratio 10 12 9 16
Façade-4 window-wall ratio 11 11 1
Winter start time 3 3 3 3 2 2 5
Winter stop time 7 6 8 6 3 9
Summer start time 6 8 6 8 6 11
Summer stop time 12 9 9 12
External wall type 13 13 3
Internal wall type 15 8 15
Ceiling-floor type 9 9 10 1 6
Window type 2 2 2 2 3 5 8
R
2
Heating setpoint 11 10 10 12
Heating set-back 9 10 11 9 10 13
Dead band 9 9 9 11
Orientation 6
Façade-1 window-wall ratio 4 3 4 4 3 7 10
Façade-2 window-wall ratio 6 4 3 3 8 4 5
Façade-3 window-wall ratio 8 6 5 5 6 9 9
Façade-4 window-wall ratio 3 5 7 6 4 4
Winter start time 2 8
Winter stop time 3 14
Summer start time 6
Summer stop time 15
External wall type 5 7 6 7 7 1
Internal wall type 7 8 8 8 5 8 7
Ceiling-floor type 1 1 1 1 1 1 3
Window type 2 2 2 2 2 5 2
R
2
Heating setpoint 2 2 1 2 3 4
Heating set-back 6 3 10 2
Dead band 1 1 2 1 1 5
Orientation 5
Façade-1 window-wall ratio 3 9 6 8
Façade-2 window-wall ratio 4 4 4
Façade-3 window-wall ratio 5 7 6 6
Façade-4 window-wall ratio 8 8
Winter start time
Winter stop time 1
Summer start time 7 5
Summer stop time 10 9 3
External wall type 5 7
Internal wall type 10
Ceiling-floor type 2
Window type 3 3 4 9
R
2
0.912 0.823
INPUT VARIABLES
Random Sample E
Random Sample 
F NSGA-II
100 1000 100 1000
FIRST10
0 LAST100ALL OPT.
0.995 0.9750.872
INPUT VARIABLES
Random Sample E
Random Sample 
F NSGA-II
100 1000 100 1000
FIRST10
0 LAST100ALL OPT.
0.914 0.91
0.967 0.982 0.984 0.978 0.983 0.995 0.986
1000 100 1000
FIRST10
0 LAST100
FOR ENE GY USE
FOR CAPITAL COSTS
FOR SOLUTION INFEASIBILITY
ALL OPT.
0.738 0.812 0.802 0.792 0.451 0.164
INPUT VARIABLES
Random Sample E
Random Sample 
F NSGA-II
100
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8.2.1 Comparison of the categories of variables global importance 
under different climate conditions  
To simplify analysis, Tables 8.8 to 8.10 group into categories of the relative magnitudes 
of variables SRRCs, from different climate conditions (Birmingham, San Francisco and 
Chicago), for energy demand (Table 8.8), capital costs (Table 8.9), and solution 
infeasibility (Table 8.10), which are concluded from applying the global SA to 
randomly generated solutions. There are some changes in the (global) importance of 
variables for design objectives and constraints, due to the changes in climate conditions. 
Compared to the categories of variables importance in Table 5.11, differences in the 
category of no impact variables exist, as the BIC is the only selection criterion 
considered in this chapter. 
From Tables 8.8 to 8.10, the relative magnitude of the absolute values of variables 
SRRCs are categorised as below:  
 Large magnitude of variables SRRCs: those variables have SRRCs above 0.4, 
irrespective of the sample size of random solutions;  
 Medium magnitude of variables SRRCs: those variables normally have 
SRRCs more than 0.1, but less than 0.4 (in the case for capital costs, the values 
of variables SRRCs are above 0.05), which are slightly related to the sample size 
of random solutions.  
 Small magnitude of variables SRRCs: those variables have SRRCs around 
0.05, and their identifications are dependent upon the choice of sample size of 
random solutions; 
 No impact: those variables are excluded from the linear regression model, when 
applying the global SA to random solutions.  
Thus, in this chapter, the variables having large or medium magnitude of SRRCs, 
accounting for the most uncertainties of an output, are identified as the most important 
(sensitive) variables; the variables having small magnitude of SRRCs are identified as 
less important variables; the variables excluded from the linear regression model are 
identified as no impact variables. Moreover, the variables having different magnitudes 
of SRRCs compared to the default case in Birmingham are highlighted by colours: the 
‘yellow’ used for the variables having large magnitude of SRRCs, the ‘green’ used for 
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the variables having medium magnitude of SRRCs, the ‘white’ used for variables 
having small magnitude of SRRCs, and the ‘blue’ used for variables having no impact. 
Therefore, the changes in the relative magnitude of variables SRRCs from different 
locations can be easily traced, through the movement of colourful variables.  
From Tables 8.8 to 8.10, for most variables, it concludes a similar indication of 
variables global sensitivities to different climate conditions, for design objectives and 
constraints, especially for capital costs and solution infeasibility. In particular for capital 
costs, ceiling-floor type is always the most important variable, which is accounting for 
more than 80% uncertainty of the building’s capital costs; the rest uncertainties are 
mainly accounted for by other construction types and window-wall ratios. Thus, the 
global sensitivities of variables for capital costs are slightly affected by the variations of 
climate conditions. Similarly, the control variables for heating and cooling systems 
(particularly, the heating setpoint and dead band, where the cooling setpoint is the sum 
of heating setpoint and dead band) are always identified as the most important variables, 
with the larger or even the largest SRRCs, for both energy demand and solution 
infeasibility. As those variables are directly related to successfully control of HVAC 
(heating, ventilation and air conditioning) systems, and then the thermal performance of 
the whole building. Bear in mind, there is no free-cooling model with the variable 
ventilation rate, the energy demand for cooling could not be reduced to ‘free’ as that in 
practice. That is the reason that the heating and cooling setpoints are also important for 
the energy demand in the case study in San Francisco.  
Furthermore, the energy performance of a building is dynamically affected by the 
climate conditions. As San Francisco has a mild climate, for energy demand, the global 
sensitivities of heating set-back, façade-3 window-wall ratio, ceiling-floor type and 
window type are reduced, compared to those in the default case in Birmingham, but that 
of winter stop time is increased, from no impact in Birmingham to medium magnitude 
of SRRC in San Francisco. Conversely, in the case of Chicago, the absolute values of 
SRRCs of heating set-back, winter start and stop time, window type are improved 
significantly for the uncertainty of energy demand, but those of heating setpoint, façade-
3 window-wall ratio, summer stop time have be markedly reduced (see Table 8.6 for 
energy demand). As, the winter of Chicago is colder and longer, compared to that of 
Birmingham. It is interesting to note that the heating setpoint is also a part of the 
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calculation of cooling setpoint, the reduced importance of heating setpoint could 
represent a reduced influence of cooling setpoint for the uncertainty of cooling energy 
demand.  
Table 8.8 The categories of variables importance for energy demand under different climate conditions. 
 
BIRMINGHAM SAN FRANCISCO CHICAGO
Heating setpoint Heating setpoint
Dead band Dead band Dead band
Window type
Heating setpoint
Heating set-back Heating set-back
Facade-2 window-wall ratio Facade-2 window-wall ratio Facade-2 window-wall ratio 
Facade-3 window-wall ratio 
Winter start time Winter start time Winter start time
Winter stop time Winter stop time 
Summer start time Summer start time Summer start time 
Summer top time Summer top time
Ceiling-floor type Ceiling-floor type 
Window type
Heating set-back
Orientation 
Facade-1 window-wall ratio Facade-1 window-wall ratio Facade-1 window-wall ratio 
Facade-3 window-wall ratio Facade-3 window-wall ratio 
Facade-4 window-wall ratio Facade-4 window-wall ratio Facade-4 window-wall ratio
Summer top time
External wall External wall External wall
Internal wall Internal wall
Ceiling-floor type 
Window type
Winter stop time 
Orientation Orientation 
Internal wall
No impact
Large magnitude of 
variables SRRCs 
(above 0.4)
Medium magnitude of 
variables SRRCs 
(above 0.1)
VARIABLES 
GLOBAL 
VARIABLES NAMES
Small magnitude of 
variables SRRCs 
(around 0.1)
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Table 8.9 The categories of variables importance for capital costs under different climate conditions. 
 
Table 8.10 The categories of variables importance for solution infeasibility under different climate 
conditions. 
 
 
BIRMINGHAM SAN FRANCISCO CHICAGO
Large magnitude of variables 
SRRCs (above 0.3)
Ceiling-floor type Ceiling-floor type Ceiling-floor type 
Facade-1 window-wall ratio Facade-1 window-wall ratio Facade-1 window-wall ratio 
Facade-2 window-wall ratio Facade-2 window-wall ratio Facade-2 window-wall ratio 
Facade-3 window-wall ratio Facade-3 window-wall ratio Facade-3 window-wall ratio 
Facade-4 window-wall ratio Facade-4 window-wall ratio Facade-4 window-wall ratio
External wall External wall External wall
Internal wall Internal wall Internal wall
Window type Window type Window type
Heating setpoint Heating setpoint Heating setpoint
Heating set-back Heating set-back
Dead band Dead band Dead band
Winter start time 
Summer start time
Heating set-back
Orientation Orientation Orientation 
Winter stop time Winter start time Winter start time 
Summer stop time Winter stop time Winter stop time 
Summer start time Summer start time
Summer stop time Summer stop time
Small magnitude of variables 
SRRCs (around 0.05)
No impact
VARIABLES GLOBAL 
SENSITIVITIES
VARIABLES NAMES
Medium magnitude of 
variables SRRCs (above 0.05)
BIRMINGHAM SAN FRANCISCO CHICAGO
Heating setpoint Heating setpoint Heating setpoint
Dead band Dead band Dead band
Heating set-back
Facade-1 window-wall ratio 
Facade-2 window-wall ratio Facade-2 window-wall ratio Facade-2 window-wall ratio 
Facade-3 window-wall ratio 
Summer start time 
Window type Window type Window type
External wall
Facade-1 window-wall ratio Facade-1 window-wall ratio 
Facade-3 window-wall ratio Facade-3 window-wall ratio 
Facade-4 window-wall ratio Facade-4 window-wall ratio
Winter start time Winter start time
Summer start time Summer start time 
Summer top time Summer top time Summer top time
Ceiling-floor type Ceiling-floor type 
Heating set-back Heating set-back
Orientation Orientation Orientation 
Facade-4 window-wall ratio
Winter start time
Winter stop time Winter stop time Winter stop time 
External wall External wall
Internal wall Internal wall Internal wall
Ceiling-floor type
Small magnitude of 
variables SRRCs (around 
0.1)
No impact
VARIABLES GLOBAL 
SENSITIVITIES
VARIABLES NAMES
Large magnitude of 
variables SRRCs (above 
Medium magnitude of 
variables SRRCs (above 
0.1)
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8.2.2 Comparison of the same global SA applied to the solutions 
obtained from the multi-objective optimization process under different 
climate conditions 
Comparing the global sensitivities of variables obtained from the sets of random 
solutions and the biased solutions from a multi-objective optimization process, in San 
Francisco or in Chicago, the results have confirmed the conclusions obtained from the 
base-case study in Birmingham (see Chapters 5 & 6):  
Appling the global SA to randomly generated solutions 
In relation to the choice of sample size from the randomly generated solutions, it can be 
seen from Tables 8.4 to 8.7 that a smaller sample size (e.g. a sample size of 100) results 
in a linear regression model having fewer variables, but those included variables are 
accounting for the most uncertainties of the output. The repeated tests from random sets 
of solutions further confirm the robustness of variables global importance (sensitivity) 
for design objectives and constraints. The importance of variables remains the same 
between different random samples, whereas the entry-orders of some less important 
variables are slightly changed. However, it is still difficult to conclude an identical 
ordering of variables importance for a design objective or constraint, through both the 
relative magnitudes of variables SRRCs and the order of entry into the linear regression 
model. Thus, in this chapter, the importance of different variables is evaluated through 
both the relative magnitudes of variables SRRCs and entry-orders.  
Moreover, it has confirmed that the use of rank transformation in the stepwise 
regression analysis for global SA can improve the linearity of the constructed regression 
models, especially in the case for solution infeasibility (beyond the reliability standard 
of 0.7).  
Appling the global SA at the start of the optimization process 
Applying the global SA to the first 100 solutions obtained from a multi-objective 
optimization process, in San Francisco or Chicago, it results in a similar indication of 
variables importance to the 100 randomly generated solutions, in terms of the relative 
magnitude of variables SRRCs and the order of variables entry into the linear regression 
model for design objectives, especially for capital costs. Thus, the concept of re-using 
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samples to reduce the computer efforts has also been confirmed. Due to the stronger 
convergence of NSGA-II, there are some differences in the relative magnitudes of 
variables SRRCs, compared to those from random solutions; and few number of 
infeasible solutions exist at the start of NSGA-II to perform the global SA for solution 
infeasibility, particularly in the case in San Francisco (the R
2
 value of the linear 
regression model is 0.05).  
Appling the global SA at the end of the optimization process 
Since, the optimum values of variables are converged during the NSGA-II search, the 
indication of important variables obtained from applying the same global method to 
strongly biased solutions at the end of optimization in San Francisco or Chicago are far 
from those obtained from the randomly generated solutions or the first 100 optimization 
solutions, for each of design objectives and constraints, especially in the case study in 
San Francisco. Furthermore, compared to the global sensitivity of variables obtained 
from random samples, the local SA across the Pareto set state a similar rank-order of 
variables importance, particularly for the higher sensitive variables to design objectives 
and constraints (see Section 8.2.3). Thus, the variation in variables global sensitivity, 
from the start to the end of the optimization is due to the convergence characteristics of 
the optimization problems and algorithms.   
In addition, it is interesting to note the relative importance of variables from last 100 
optimization solutions for energy demand and capital costs are identical, which is the 
cases in San Francisco and Chicago. But, in Birmingham, only similar important 
variables are identified for both energy demand and capital costs. That might suggest 
that the performance of NSGA-II is related to the climate condition of the optimization 
problem.  
Appling the global SA to the whole optimization process 
Applying the global SA to all of solutions obtained from a multi-objective optimization 
process, in San Francisco or Chicago, the important variables for outputs can be 
identified. However, there are significant differences in the relative magnitude of 
variables SRRCs and the order of entry into the linear regression model, compared to 
those found from the randomly generated solutions, for design objectives. It is also 
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because of the solutions found from the optimization process are biased around the 
optimum values of variables on the trade-off.  
For design constraints, there are limited numbers of infeasible solutions during the 
whole optimization process, to run reliable global sensitivity analyses. Compared to the 
case in Birmingham, the NSGA-II finds feasible solutions more quickly than that in San 
Francisco and Chicago, even solving the same optimization problem under different 
climate conditions. Applying the global SA to all of optimization solutions for solution 
infeasibility, the R
2
 values of the linear regression models in San Francisco (R
2
 value of 
0.008) and Chicago (R
2
 value of 0.164) are significantly less than that in Birmingham 
(R
2
 value of 0.311) (see Tables 6.3, 8.4 & 8.6).  
8.2.3 Comparison of the same local SA applied to the solutions 
obtained from the multi-objective optimization process under different 
climate conditions 
Tables 8.11 to 8.13 compare the mean local sensitivities of variables and their rank-
orders that are obtained from applying the same local method to the Pareto set under 
different climate conditions (Birmingham, San Francisco and Chicago), for energy 
demand (Table 8.11), capital costs (Table 8.12) and solution infeasibility (Table 8.13). 
In those tables, the length of the bars indicates the ‘mean’ local sensitivity of the 
variable, the longer the more sensitive, while the colour of the bars indicate the rank-
order of variable’s local sensitivity. The redder the colour, the further up the rank-order; 
conversely, the greener the colour, the further down the rank-order. 
The differences in the local sensitivities of variables for each of design objectives and 
constraints are consistent with the results obtained from applying the global SA to sets 
of random solutions under different climate conditions. For example, in the case of 
Chicago for energy demand, both the global and local sensitivity methods indicate the 
increased influence of window type, becoming more important than dead band (see 
Tables 8.8 & 8.11).  
Furthermore, Figures 8.2 and 8.3 illustrate the box-whisker plots of the local 
sensitivities of variables in San Francisco (Figure 8.2) and Chicago (Figure 8.3), for 
energy demand, capital costs, the Euclidean difference in both design objectives (energy 
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demand and capital costs), and solution infeasibility, where the sample spaces are 
generated through incrementing each variable value in a positive or negative pre-
defined step from its base-point values on the energy-cost trade-offs (see more figures 
of variables local sensitivity analyses in Chicago and San Francisco in Appendixes I 
and J separately). Thus, comparing the influences of variables in relation to the 
uncertainties of design objectives and constraints, in San Francisco and Chicago, it 
confirms the previous conclusions (see Section 7.2.2) that the local sensitivities to all 
variables is obtainable from the local SA, but the most important variables have the 
same orderings resulting from both the global and local sensitivity analyses.  
According to the box-whisker plots of the local sensitivities of variables for the 
Euclidean difference in both design objectives, in San Francisco (Figure 8.2) and 
Chicago (Figure 8.3), the variables having most important influences on the Euclidean 
difference in both design objectives are the sum of the variables selected earliest in the 
linear regression models for energy demand and capital costs. This is consistent with the 
conclusions in the case of Birmingham (see Section 7.2.2), including the dead band, 
heating setpoint, external wall type, ceiling-floor type and window type (in the case of 
San Francisco, façade-1 window-wall ratio and internal wall type are also included); 
while the least related variables are always heating set-back and orientation, irrespective 
of the climate conditions of the example building.  
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Table 8.11 The comparison of variables local sensitivities for energy demand under different climate 
conditions. 
 
 
 
 
INPUT VARIABLES BIRMINGHAM SAN FRANCISCO CHICAGO
Heating setpoint 4.7 7.4 3.0
Heating set-back 0.1 0.1 0.1
Dead band 5.5 7.2 4.2
Orientation 0.1 0.2 0.1
Facade-1 window-wall ratio 1.6 2.2 0.5
Facade-2 window-wall ratio 1.2 0.5 0.5
Facade-3 window-wall ratio 1.0 0.4 1.1
Facade-4 window-wall ratio 0.5 0.2 0.6
Winter start time 0.2 1.1 1.4
Winter stop time 0.2 0.9 0.8
Summer start time 1.6 1.6 0.9
Summer stop time 1.4 1.5 0.7
External wall type 1.0 2.7 1.5
Internal wall type 1.3 1.7 0.6
Ceiling-floor type 2.8 2.4 1.2
Window type 2.6 2.3 5.9
INPUT VARIABLES BIRMINGHAM SAN FRANCISCO CHICAGO
Heating setpoint 2 1 3
Heating set-back 16 16 16
Dead band 1 2 2
Orientation 15 14 15
Facade-1 window-wall ratio 5 6 14
Facade-2 window-wall ratio 9 12 13
Facade-3 window-wall ratio 10 13 7
Facade-4 window-wall ratio 12 15 11
Winter start time 14 10 5
Winter stop time 13 11 9
Summer start time 6 8 8
Summer stop time 7 9 10
External wall type 11 3 4
Internal wall type 8 7 12
Ceiling-floor type 3 4 6
Window type 4 5 1
THE MEAN LOCAL SENSITIVITIES OF VARIABLES (% )
THE RANK-ORDER OF VARIABLES LOCAL SENSITIVITIES
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Table 8.12 The comparison of variables local sensitivities for capital costs under different climate 
conditions. 
 
 
 
 
 
 
 
INPUT VARIABLES BIRMINGHAM SAN FRANCISCO CHICAGO
Heating setpoint 0.1 0.0 0.1
Heating set-back 0.0 0.0 0.0
Dead band 0.1 0.1 0.1
Orientation 0.0 0.0 0.0
Facade-1 window-wall ratio 0.8 0.3 0.5
Facade-2 window-wall ratio 0.5 0.3 0.5
Facade-3 window-wall ratio 0.4 0.3 0.4
Facade-4 window-wall ratio 0.4 0.3 0.4
Winter start time 0.1 0.0 0.2
Winter stop time 0.1 0.0 0.1
Summer start time 0.1 0.0 0.0
Summer stop time 0.1 0.0 0.0
External wall type 1.1 1.5 1.2
Internal wall type 0.9 1.0 0.9
Ceiling-floor type 10.1 10.8 10.1
Window type 2.4 2.1 1.8
INPUT VARIABLES BIRMINGHAM SAN FRANCISCO CHICAGO
Heating setpoint 11 14 12
Heating set-back 15 15 15
Dead band 9 9 10
Orientation 16 16 14
Facade-1 window-wall ratio 5 5 5
Facade-2 window-wall ratio 6 7 6
Facade-3 window-wall ratio 8 6 8
Facade-4 window-wall ratio 7 8 7
Winter start time 13 10 9
Winter stop time 10 11 11
Summer start time 12 12 13
Summer stop time 14 13 16
External wall type 3 3 3
Internal wall type 4 4 4
Ceiling-floor type 1 1 1
Window type 2 2 2
THE MEAN LOCAL SENSITIVITIES OF VARIABLES (% )
THE RANK-ORDER OF VARIABLES LOCAL SENSITIVITIES
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Table 8.13 The comparison of variables local sensitivities for solution infeasibility under different 
climate conditions. 
 
INPUT VARIABLES BIRMINGHAM SAN FRANCISCO CHICAGO
Heating setpoint 0.2 0.1 0.1
Heating set-back 0 0.0 0.0
Dead band 0.2 0.0 0.1
Orientation 0 0.0 0.0
Facade-1 window-wall ratio 0.2 0.0 0.0
Facade-2 window-wall ratio 0 0.0 0.0
Facade-3 window-wall ratio 0 0.0 0.0
Facade-4 window-wall ratio 0 0.0 0.0
Winter start time 0 0.0 0.0
Winter stop time 0 0.0 0.0
Summer start time 0 0.0 0.0
Summer stop time 0 0.0 0.0
External wall type 0 0.0 0.0
Internal wall type 0 0.0 0.0
Ceiling-floor type 0 0.0 0.0
Window type 0.1 0.0 0.2
INPUT VARIABLES BIRMINGHAM SAN FRANCISCO CHICAGO
Heating setpoint 3 1 3
Heating set-back 16 16 16
Dead band 2 3 2
Orientation 12 12 15
Facade-1 window-wall ratio 1 11 4
Facade-2 window-wall ratio 11 2 7
Facade-3 window-wall ratio 10 4 5
Facade-4 window-wall ratio 9 5 6
Winter start time 8 13 14
Winter stop time 7 14 13
Summer start time 5 9 9
Summer stop time 6 10 10
External wall type 15 8 8
Internal wall type 14 6 11
Ceiling-floor type 13 7 12
Window type 4 15 1
THE MEAN LOCAL SENSITIVITIES OF VARIABLES (% )
THE RANK-ORDER OF VARIABLES LOCAL SENSITIVITIES
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Figure 8.2 Box-whisker plots of variables local SA for outputs in San Francisco. 
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Figure 8.3 Box-whisker plots of variables local SA for outputs in Chicago. 
8.3 Conclusions 
The study in this chapter has repeated the earlier work under different climate 
conditions to add confidence to our conclusions. It firstly confirms that, for a multi-
objective building optimization problem, the importance of variables can be similarly 
indicated through three ways, applying the global SA to the randomly generated 
solutions or the solutions at the start of the optimization process, or applying the local 
SA to the Pareto-optimum solutions across the trade-off obtained by the NSGA-II, 
where the ordering of variables importance is related to the choice of the sensitivity 
methods.  
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Furthermore, the importance of variables for a given output, obtained from applying 
either the global or local sensitivity method to biased solutions obtained from a multi-
objective optimization process (solved by NSGA-II), are less influenced by the climate 
conditions of the simulation model, especially in the case for capital costs. In this 
example building, the heating setpoint and dead band are always identified as the top 
two most important variables for energy demand and solution infeasibility (in the case 
of Chicago, the window type is at least as importance as the heating setpoint and dead 
band). Similarly, the ceiling-floor type and window type are accounting for the most 
uncertainties of capital costs, while the heating set-back and orientation barely have 
influences on the Euclidean difference in both design objectives (energy demand and 
capital costs). 
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CHAPTER 9: CONCLUSION AND 
DISCUSSION 
This final chapter states the principle discussions and conclusions, obtained from the 
case study of an office building with ideal load air system; it also provides some brief 
suggestions of further analyses for different building types with sustainable 
technologies.   
9.1 Principle Discussions and Conclusions 
Both sensitivity analysis (SA) and model-based evolutionary optimization have been 
concerned in all areas of building design, an inherently multi-objective process. 
Sensitivity analysis (SA) is used to identify the design variables that have the greatest 
impacts on the design objectives and constraints. Model-based evolutionary 
optimization, particularly the multi-objective optimization, is used to find a Pareto 
optimum trade-off between two or more conflicting design objectives (e.g. minimised 
energy demand and capital costs, against maximised thermal comfort) (Brownlee & 
Wright, 2012).   
According to previous research, uncertainty and sensitivity analyses have been 
investigated in relation to model-based evolutionary optimization (Evins, 2013), to 
reduce the computational effort/costs for running a robust optimization (Fesanghary et 
al., 2008), or to have a further insight into the neighbourhood of each optimum solution 
(Hajabdollahi et al., 2012). But, there has been limited research conducted to explore 
the extent to which the solutions found from a building design optimization can be used 
for a global or local SA, and the extent to which the local sensitivities differ from the 
global sensitivities in all variables for design objectives and constraints, particularly 
when a mixture of continuous variables (with physical meaning) and categorical 
variables (without physical meaning) exist.  
Therefore, the original contribution of this work has demonstrated the solutions arising 
from a single-objective or a multi-objective optimization process can be used directly 
for sensitivity analysis, has explored the variations of the ordering of variables 
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importance, as well as how confidence the design decisions can be improved. Those 
conclusions are illustrated, in terms of a comparison of stepwise regression from 
randomly generated samples for global SA, variables’ global SA related to evolutionary 
optimization and convergence behaviours, variables’ local SA related to the 
evolutionary optimization, and the multi-objective case studies for the same model but 
under different climate conditions (San Francisco & Chicago). Particularly, in this 
research, those dominant variables for design objectives, e.g. the heating setpoints and 
dead band for energy demand, and the ceiling-floor type for capital costs, their relative 
importance are concluded from both global SA (applied to the random samples or the 
biased samples at the start of evolutionary optimization) and local SA, irrespective of 
the variation of the climate conditions of the example building, which could be 
repeatable for different types of buildings or HVAC systems; further researches are 
required to confirm. For different case studies (e.g. with different data types of input 
variables and complicated sustainable technologies), the identification and rank-order of 
the importance for variables to a specific output may be different. But the combined 
method between sensitivity analysis and optimization in this research can be 
implemented repeatedly, through applying the global SA (based on stepwise regression 
analysis) at the start of the optimization solutions, or applying the local SA (based on a 
modified differential analysis) across the trade-off optimum solutions, to provide robust 
sensitivities of variables (at a particular value range). 
The example building is based on a mid-floor of a commercial office building with 5 
zones, located in Birmingham, UK (the default case). In this research, 16 input variables 
associated with perimeter zones are considered for the combined analysis between 
model-based optimization and sensitivity analysis, including orientation, heating and 
cooling setpoint, window-wall ratios, start and stop time, and construction types, where 
the design objectives and constraints are including the energy demand, capital costs and 
solution infeasibility (feasibility being a function of occupant thermal comfort). 
A comparison of approaches to stepwise regression for global SA 
Sensitivity analysis (SA) has been widely applied in all areas of building performance 
simulation (Hopfe, 2009), which technologies are at least grouped into local and global 
forms (Saltelli et al., 2008). Compared to the local SA that is conducted similarly to a 
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differential analysis, the global SA is often based on a linear regression model in the 
stepwise manner, to evaluate the relative importance of variables (Saltelli et al., 2008; 
Dominguez-Munoz et al., 2010; Breesch & Janssens, 2005).  
Stepwise regression is developed as an automatic computational procedure, the larger 
the number of input variables, the greater the benefits it has (Neter et al., 1996; Saltelli 
et al., 2008). The performance of a stepwise regression is dependent upon the choice of 
procedure options, e.g. the sample size (100 or 1000), the data type of input variables 
(raw data with or without categorical variables, or rank-transformed data), selection 
approach (the forward selection, backward elimination or bidirectional elimination) and 
selection criterion (F-test, AIC or BIC). As, each procedure option has its strengths and 
weaknesses.  
The main contribution of this work focuses on comparing the robustness of stepwise 
regression analysis (the robustness refers to how well the linear regression model fits to 
the samples, measured by the accuracy metrics) driven by different selection criteria, 
AIC (Akaike information criterion) or BIC (Bayesian information criterion), when 
applying to randomly generated samples. It is concluded that, in this research, the most 
robust global SA for the example building’s design objectives and constraints is based 
on a stepwise regression with the use of sample size 100, bidirectional elimination, rank 
transformation and BIC; this methodology is further adopted to use with the biased 
solutions that are obtained from a single- or multi- objective optimization process. 
Furthermore, for a stepwise regression analysis, the relative importance of the variables 
for a given output can be evaluated through the entry-order of variables and their 
SRRCs (standardized rank regression coefficients): the more important the variable, the 
earlier it entry-in the model and the bigger the absolute value of SRRC. However, in 
this research, for each of design objectives and constraints, the ordering of variables 
importance based on the order of variables entry into the linear regression model could 
be different to those based on the relative magnitude of variables SRRCs. Even though, 
the random samples indicates that there is a small correlation (around 0.1) between any 
pairs of variables. Therefore, the (global) importance of variables for design objectives 
and constraints are classified here using both SRRCs and entry-order of variables in the 
linear regression model; this approach is also used to benchmark the variable global 
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sensitivities in the study of the biased solutions obtained from the optimization 
processes.  
Variables global SA related to the evolutionary optimization and convergence 
behaviors 
To improve the computational efficiency, it has been shown that the biased solutions 
obtained from an evolutionary optimization can be re-used to investigate variables 
(global) sensitivities in relation to building energy demand, capital costs and solution 
infeasibility. In particular, a single-objective optimization problem is to minimise a 
constrained energy demand, through the GA (genetic algorithm), while a multi-
objective optimization problem is to minimise a constrained trade-off between energy 
demand and capital costs, through the NSGA-II (non-dominated sorting genetic 
algorithm II). In this case, how biased the solutions around the optimum values of 
variables are related to the characteristics of the algorithms (e.g. the NSGA-II has a 
faster rate of convergence, compared to that of GA) and the numbers of design 
objectives. Meanwhile, the rate of convergence of the variables during an optimization 
is also investigated, aiming to be an indication of the relative sensitivity of the design 
objectives and constraints to changes in the variable values. For consistency with 
previous stepwise regression analyses, the measure of variables importance (global 
sensitivities) in this approach is based on the absolute values of variables SRRCs, as 
well as the order of the entry into the linear regression model, for each of design 
objectives and constraints. The convergence characteristics of the variables are 
represented by the mean and standard deviation in a moving set of 100 samples 
(covering 5 populations). 
The extent to which the solutions obtained from a constrained single- or multi- 
objective optimization used for global SA has been examined, for each of design 
objectives and constraints. It is concluded that the first 100 solutions obtained from a 
specified optimization process can be used to identify the most important variables, 
with similar magnitude of SRRCs to those from random samples, particularly for the 
first 100 solutions of the GA; the concept being that re-use of samples reduces the 
computational effort. Furthermore, there are significant differences in the importance of 
variables, indicated through applying the global SA to the last 100 optimization 
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solutions, and the local sensitivity of variables around their optimum values found from 
an optimization process, for design objectives and constraints. Those differences are 
related to the optimization problem and the adopted evolutionary algorithm. Finally, 
applying the same global SA to all of solutions obtained from an optimization process, 
the most important variables can be identified (especially in the case for capital costs), 
but having a different relative magnitude of importance, compared to those found from 
randomly generated samples, or the solutions obtained from the start of the optimization 
(especially in the case for solution infeasibility).  
The extent to which the convergence characteristics of the variables (represented by the 
mean and standard deviation in a moving set of 100 samples) used as an indication of 
the relative importance of the variables has also been examined. It is concluded that, 
although the most important variable for both energy demand and solution infeasibility 
could exhibit fast and stable convergences during either a single- or multi- objective 
optimization process, it is difficult to identify the relative importance of variables 
through their rates of convergence. Moreover, the most important variables for capital 
costs might have weaker convergences, compared to those that are sensitive to energy 
demand, during the multi-objective optimization process. 
Local SA related to the evolutionary optimization 
Compared to the importance of variables indicated from previous global SA (applied to 
sets of randomly generated samples), this research is further extended through 
investigating the extent to which the local sensitivities vary around the optimum 
solution(s) obtained from a single-objective optimization problem, or across the Pareto-
optimal solutions obtained from a multi-objective optimization problem, and the extent 
to which the local sensitivities differ from the global sensitivities in all variables, for 
building energy demand, capital costs, and solution infeasibility. In particular, the local 
SA is performed through incrementing each variable value one-step in a positive and 
negative direction from the optimum value (found by GA) or the base-point values 
along the trade-off (found by NSGA-II). The rank-order of variables local importance 
(sensitivity) along the Pareto set has been examined using box-whisker plots and the 
mean value of the sensitivity.  
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It is concluded that a range of different characteristic behaviours of variables is evident 
from the local SA, with increments in the value of some variables always resulting in a 
feasible solution, some always being infeasible, and others resulting in both feasible and 
infeasible solutions. Furthermore, there are differences in the variable orderings 
resulting from the global and local sensitivity analyses, even although the most 
important variables from each are the same. In particular for the multi-objective 
optimization problem, the highest ranked variables for energy use and solution 
infeasibility are the heating setpoint and dead band (which determines the cooling 
setpoint); the first important variable for capital costs is the type of ceiling-floor 
construction, followed by other construction types and window-wall ratios. It is also 
concluded that the sensitivity to all variables is obtainable from the local SA, but the 
global SA is only likely to identify the most important variables.  
Multi-objective case study under different climate conditions  
In this research, the global and local sensitivity methods are also applied to the biased 
solutions obtained from a same multi-objective optimization process that happens in 
San Francisco or Chicago. In particular, San Francisco has a mild climate, while the 
winter in Chicago is longer and colder, compared to the default case in Birmingham. It 
has confirmed that, for a multi-objective building optimization problem, the importance 
of variables can be similarly identified, through applying the global SA to the randomly 
generated solutions or the solutions at the start of the optimization process, as well as 
applying the local SA to the sets of optimum solutions on the trade-off obtained from 
the NSGA-II, where the ordering of variables importance is related to the choice of the 
sensitivity methods.  
Furthermore, the importance of variables for a given output, obtained from applying 
either the global or local sensitivity method to biased solutions obtained from a multi-
objective optimization process (solved by NSGA-II), that are limited influenced by the 
climate conditions of the simulation model, especially in the case for capital costs. In 
this example building, the heating setpoint and dead band are always identified as the 
top two most important variables for energy demand and solution infeasibility (in the 
case in Chicago, the window type is at least as importance as the heating setpoint and 
dead band), similarly the ceiling-floor type and window type are accounting for the 
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most uncertainties of capital costs, while the heating set-back and orientation barely 
influence the Euclidean difference in both design objectives (energy demand and capital 
costs). 
9.2 Future Challenges 
Enhancing the example building with low and carbon technologies 
In this research, the example office building is controlled by an ideal air system that can 
provide sufficient energy to offset the zone loads and meet the zone temperature 
setpoint during the hours of operation. However, the simulation model can be further 
developed with up-to-date low and zero carbon technologies (e.g. PV panels or heat 
pumps), being more realistic importance for achieving global carbon reduction targets.  
Enlarging the number of input variables and outputs 
In the case studies, there are only 16 input variables considered, associated with 
perimeter zones. And the sensitivities of variables are only examined in relation to 
building energy demand, capital costs and solution infeasibility (feasibility being a 
function of occupant thermal comfort). Thus, the comparison between the local and 
global sensitivity methods can be further performed, in terms of the computational 
efforts as well as the robustness (associated with each approach), when significantly 
enlarging the numbers of input variables (e.g. the variables related to low and zero 
carbon technologies) and outputs (e.g. carbon emissions, the life-cycle costs) for multi-
objective optimization problems. Meanwhile, the sensitivity information in decision-
making can also be further investigated.  
Consideration of uncertainty analysis 
In this research, the possible value ranges of variables are according to literatures, there 
is no analysis that is used for verification of the sources of uncertainty, e.g. the start and 
stop times of the HVAC systems. 
Consideration of other optimization algorithms for algorithm convergence analysis 
The convergence behaviours of variables during an optimization are related to the 
characteristics of the design problem and associated algorithm. Thus, the algorithm 
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convergence analysis can be applied to other optimization processes (driven by different 
evolutionary algorithms), to further investigate the extent to which the rate of 
convergence of the variables can be coupled with their sensitivities.  
 
  
References 
 
Loughborough University Page 206 
 
REFERENCES   
ABID, S., JARRAYA, A., DAMMAK, F. and HADDAR, M., 2007. Design sensitivity 
and shape optimization of geometrical nonlinear structure. Mecanique & Industries, 9, 
pp. 17-23. 
ALAJMI, A.F., 2006. Efficient optimisation of building design using a genetic 
algorithm. Loughborough University, PhD thesis.  
ALLEN, D.M., 1971. The prediction sum of squares as a criterion for selecting 
predictor variables. University of Kentucky, PhD thesis. 
ASHRAE, 2005. ASHRAE handbook of fundamentals: Chapter 30, Tables 19 & 22. 
ASHRAE, 2009. ASHRAE handbook of fundamentals: Chapter 14, Appendix: Design 
conditions for selected locations. 
BEASLEY, D., BULL, D.R. and MARTIN, R.R., 1993. An overview of genetic 
algorithms: Part 2, research topics. University Computing, 15(4), pp. 170-181.  
BICHIOU, Y. and KRARTI, M., 2011. Optimization of envelope and HVAC systems 
selection for residential buildings. Energy and Buildings, 43(12), pp. 3373–3382. 
BREESCH, H. and JANSSENS, A., 2005. Building simulation to predict the 
performances of natural night ventilation: Uncertainty and sensitivity analysis. 
Proceedings of the 9
th
 International IBPSA Conference 2005.  
BROHUS, H., HEISELBERG, P., SIMONSEN, A. and SØRENSEN, K., 2009A. 
Uncertainty of energy consumption assessment of domestic buildings. Proceedings of 
the 11
th
 International IBPSA Conference 2009.  
BROHUS, H., HEISELBERG, P., HESSELHOLT, A. and RASMUSSEN, H., 2009B. 
Application of partial safety factors in building energy performance assessment. 
Proceedings of the 11
th
 International IBPSA Conference 2009. 
BROWNLEE, A.E.I. and WRIGHT, J.A., 2012. Solution analysis in multi-objective 
optimization. Loughborough University, © 2012 IBPSA-England.  
CALDAS, L.G. and NORFORD, L.K., 2002. A design optimization tool based on a 
genetic algorithm. Automation in Construction, 11(2), pp. 173-184.  
CALDAS, L.G. and NORFORD, L.K., 2003. Genetic algorithms for optimization of 
building envelopes and the design and control of HVAC systems. Journal of Solar 
Energy Engineering, 125(3), pp. 343-351.  
References 
 
Loughborough University Page 207 
 
CAPALDO, K.P. and PANDIS, S.N., 1997. Dimethyl sulfide chemistry in the remote 
marine atmosphere: Evolution and sensitivity analysis of available mechanisms. J. 
Geophys. Res., 102, pp. 23251-23267. 
CAPOZZOLI, A., MECHRI, H.E. and CORRADO, V., 2009. Impacts of architectural 
design choices on building energy performance applications of uncertainty and 
sensitivity techniques. Proceedings of the 11
th
 International IBPSA Conference 2009.  
CHAKRABORTY, U.K. and JANIKOW, C.Z., 2003. An analysis of Gray versus 
binary encoding in genetic search. Information Sciences, 156(3), pp. 253-269.  
CHARTERED INSTITUTION OF BUILDING SERVICES ENGINEERS (CIBSE), 
1999. CIBSE guide. A: Environmental design. London: CIBSE.  
CHATTERJEE, S., HADI, A.S. and PRICE, B., 2000. Regression Analysis by Example. 
New York: Wiley.  
COELLO, C.A.C. and Lamont, G.B., 2004. Applications of Multi-Objective 
Evolutionary Algorithms. World Scientific. 
COMMUNITIES AND LOCAL GOVERNMENT, 2007. Building A Greener Future: 
Policy Statement. Available at: 
http://www.communities.gov.uk/publications/planningandbuilding/building-a-greener.  
COMMUNITIES AND LOCAL GOVERNMENT, 2008. Definition of Zero Carbon 
Homes and Non-Domestic Buildings. Available at: 
http://www.communities.gov.uk/documents/planningandbuilding/pdf/1101177.pdf. 
CONOVER, W. and IMAN, R.L., 1981. Rank transformations as a bridge between 
parametric and nonparametric statistics. The American Statistician, 35(3), pp. 124-129.  
CORSON, G., 1992. Input-output sensitivity of building energy simulations. ASHRAE 
Winter Meeting, 98(1), pp. 618-626.  
CRAWLEY, D.B., HAND, J.W., KUMMERT, M. and GRIFFITH, B.T., 2005. 
Contrasting the Capabilities of Building Energy Performance Simulation Programs. 
Available at: 
http://apps1.eere.energy.gov/buildings/tools_directory/pdfs/contrasting_the_capabilities
_of_building_energy_performance_simulation_programs_v1.0.pdf.  
References 
 
Loughborough University Page 208 
 
CUKIER, R.I., FORTUIN, C.M., SHULER, K.E., PETSCHEK, A.G. and SCHAIBLY, 
J.H., 1973. Study of the sensitivity of coupled reaction systems to uncertainties in rate 
coefficients: I Theory. The Journal of chemical physics, 59(8), pp. 3873.  
DAVIS LANGDON, L.L.P., 2012. Spon's Architects' and Builders' Price Book. 
London: Spon.  
DESIGNBUILDER (V3.2), 2013. Available at: http://www.designbuilder.co.uk/. 
DE WILDE, P., 2004. Computational support for the selection of energy saving 
building components. TU Delft, PhD thesis. 
DE WILDE, P. and VAN DER VOORDEN, M., 2004. Computational Support for the 
Selection of Energy Saving Building Components. DUP Science.  
DE WIT, M.S., 1997. Influence of modeling uncertainties on the simulation of building 
thermal comfort performance, Proceedings of the 5
th
 International IBPSA Conference 
1997. 
DE WIT, M.S., 2001. Uncertainty in predictions of thermal comfort in buildings. Delft 
University, PhD thesis.  
DE WIT, S. and AUGENBROE, G., 2002. Analysis of uncertainty in building design 
evaluations and its implications. Energy & Buildings, 34(9), pp. 951-958.  
DEB, K., 2000. An efficient constraint handling method for genetic algorithms. 
Computer Methods in Applied Mechanics and Engineering, 186(2), pp. 311-338.  
DEB, K., AGRAWAL, S., PRATAP, A. and MEYARIVAN, T., 2000. A fast elitist 
non-dominated sorting genetic algorithm for multi-objective optimization: NSGA-II. 
Lecture notes in computer science, 1917, pp. 849-858.  
DEB, K., PRATAP, A., AGARWAL, S. and MEYARIVAN, T., 2002. A fast and elitist 
multiobjective genetic algorithm: NSGA-II. Evolutionary Computation, IEEE 
Transactions on, 6(2), pp. 182-197.  
DEB, K., 1999. An introduction to genetic algorithms. Sadhana, 24(4), pp. 293-315.  
DEB, K., 2001. Multi-Objective Optimization Using Evolutionary Algorithms. 
Chichester: Wiley.  
DJURIC, N., NOVAKOVIC, V., HOLST, J. and MITROVIC, Z., 2007. Optimization 
of energy consumption in buildings with hydronic heating systems considering thermal 
comfort by use of computer-based tools. Energy and Buildings, 39(4), pp. 471-477.  
References 
 
Loughborough University Page 209 
 
DOE, 2001. Building Energy Tools Simulation Directory. Available at: 
http://www.eere.energy.gov/buildings/tools_directory/. 
DOMÍNGUEZ-MUÑOZ, F., CEJUDO-LÓPEZ, J.M. and CARRILLO-ANDRÉS, A., 
2009. Uncertainty in peak cooling load calculations. Energy and Buildings, 42(7), pp. 
1010-1018.  
DORIGO, M., MANIEZZO, V. and COLORNI, A., 1996. The ant system: 
Optimization by a colony of cooperating agents. IEEE Transactions on Systems, Man, 
and Cybernetics: Part B, 26(1), pp.29–41. 
DRAPER, N.R. and SMITH, H., 1981. Applied Regression Analysis. Chichester: Wiley.  
EISENHOWER, B., O’NEILL, Z., NARAYANAN, S., FONOBEROV, V.A. and 
MEZIĆ, I., 2012. A methodology for meta-model based optimization in building energy 
models. Energy and Buildings, 47, pp. 292-301.  
ELLIS, P.G., GRIFFITH, B.T., LONG, N., TORCELLINI, P.A. and CRAWLEY, D., 
2006. Automated Multivariate Optimization Tool for Energy Analysis: Preprint. 
National Renewable Energy Laboratory (NREL), Golden, CO.  
ENERGYPLUS (V7), 2011A. Available at: 
http://apps1.eere.energy.gov/buildings/energyplus/.  
ENERGYPLUS (V7), 2011B, Input/ Output Reference. Available at: 
http://apps1.eere.energy.gov/buildings/energyplus/energyplus_documentation.cfm. 
ENERGYPLUS (V7), 2011C, Weather Data. Available at: 
http://apps1.eere.energy.gov/buildings/energyplus/weatherdata_about.cfm. 
EUROPEAN COMMISSION: JOINT RESEARCH CENTRE – INSTITUTE FOR THE 
PROTECTION AND SECURITY OF THE CITIZEN (IPSC), 2009. Global Sensitivity 
Analysis for Macroeconomic Models. Available at: 
http://ipsc.jrc.ec.europa.eu/events.php?idx=79.  
EVINS, R., 2013. A review of computational optimisation methods applied to 
sustainable building design. Renewable and Sustainable Energy Reviews, 22(0), pp. 
230-245.  
FALKENAUER, E., 1999. The worth of the uniform, Evolutionary Computation, 
Proceedings of the 1999 Congress on 1999. IEEE.  
References 
 
Loughborough University Page 210 
 
FALLS, A.H., MCRAE, G.J. and SEINFELD, J.H., 1979. Sensitivity and uncertainty of 
reaction mechanisms for photochemical air pollution. Int. J. Chem. Kinet., II, pp. 1137-
1162. 
FESANGHARY, M., DAMANGIR, E. and SOLEIMANI, I., 2008. Design optimization 
of shell and tube heat exchangers using global sensitivity analysis and harmony search 
algorithm. Applied Thermal Engineering, 29(5), pp. 1026-1031.  
FIACCO, A.V. and MCCORMICK, G.P., 1968. Nonlinear programming: Sequential 
unconstrained minimization techniques. Society for Industrial and Applied 
Mathematics.  
FLEMING, P.J. and PURSHOUSE, R.C., 2002. Evolutionary algorithms in control 
systems engineering: A survey. Control Engineering Practice, 10(11), pp. 1223-1241.  
FOGEL, L.J., 1999. Intelligence through Simulated Evolution: Forty Years of 
Evolutionary Programming. Wiley-Blackwell. 
FONSECA, C.M. and FLEMING, P.J., 1998. Multiobjective optimization and multiple 
constraint handling with evolutionary algorithms. I. A unified formulation. Systems, 
Man and Cybernetics, Part A: Systems and Humans, IEEE Transactions on, 28(1), pp. 
26-37.  
FONSECA, C.M. and FLEMING, P.J., 1995. Multiobjective genetic algorithms made 
easy: Selection sharing and mating restriction. Genetic Algorithms in Engineering 
Systems: Innovations and Applications, Proceedings of the 1
st
 International Conference 
on 1995. IET.  
GEEM, Z.W., KIM, J.H., and LOGANATHAN, G., 2001. A new heuristic optimization 
algorithm: Harmony search. Simulation, 76(2), pp. 60–68. 
GERO, J.S. and KAZAKOV, V.A., 1998. Evolving design genes in space layout 
planning problems. Artificial Intelligence in Engineering, 12(3), pp. 163-176.  
GILLES, P. and JANON, A., 2012. R Package Sensitivity: Sensitivity Analysis. 
Available at: http://cran.r-project.org/package=sensitivity/. 
GOLDBERG, D.E., 1989. Genetic Algorithms in Search, Optimization, and Machine 
Learning. Addison-Wesley Longman Publishing Co., Inc. Boston, MA, USA.  
HAJABDOLLAHI, F., HAJABDOLLAHI, Z. and HAJABDOLLAHI, H., 2012. 
Thermo-economic modeling and optimization of underfloor heating using evolutionary 
algorithms. Energy and Buildings, 47, pp. 91-97.  
HAMBY, D.M., 1994. A review of techniques for parameter sensitivity analysis of 
environmental models. Environmental Monitoring and Assessment, 32, pp. 135-154. 
References 
 
Loughborough University Page 211 
 
HANSEN, N. and OSTERMEIER, A., 1996. Adapting arbitrary normal mutation 
distributions in Evolution strategies: The covariance matrix adaptation. Proceedings of 
the IEEE International Conference on Evolutionary Computation 1996. 
HARPUTLUGIL, G.U., DE WILDE, P., HENSEN, J. and CELEBI, G., 2009. 
Development of a thermally robust school outline design for the different climate 
regions of Turkey. Proceedings of the 11
th
 International IBPSA Building Simulation 
Conference 2009. 
HARRELL, F.E., 2001. Regression Modeling Strategies: With Applications to Linear 
Models, Logistic Regression, and Survival Analysis. Springer.  
HASSID, S., 1985. A linear model for passive solar calculations: Evolution of 
performance. Building and Environment, 20(1), pp. 53-59. 
HELTON, J.C., JOHNSON, J.D., SALLABERRY, C.J. and STORLIE, C.B., 2006. 
Survey of sampling- based methods for uncertainty and sensitivity analysis. Reliability 
Engineering and System Safety, 91(10), pp. 1175-1209.  
HEO, Y., CHOUDHARY, R. and AUGENBROE, G.A., 2012. Calibration of building 
energy models for retrofit analysis under uncertainty. Energy and Buildings, 47, pp. 
550-560. 
HOES, P. and DE VANN, C.F.M., 2005. De Gevoeligheidsanalyse van Gebouw 
Simulations, Masterproject 3. Technische Universiteit Eindhoven, Unit Building 
Physics and Systems (BPS).  
HOLLSTIEN, R.B., 1971. Artificial Genetic Adaptation in Computer Control Systems. 
Doctoral edn. Michigan: University of Michigan.  
HOOKE, R. and JEEVES, T.A., 1961. ‘Direst search’ solution of numerical and 
statistical problems. J. Assoc. Comput. Math., 8, pp. 212-229. 
HOPFE, C.J., 2009. Uncertainty and sensitivity analysis in building performance 
simulation for decision support and design optimization. Technische Universiteit 
Eindhoven, PhD thesis.  
HOPFE, C.J. and HENSEN, J.L.M., 2011. Uncertainty analysis in building performance 
simulation for design support. Energy and Buildings, 43(10), pp. 2798-2805. 
HOPFE, C.J., STRUCK, C., HARPUTLUGIL, G.U., HENSEN, J. and DE WILDE, P., 
2005. Exploration of the use of building performance simulation for conceptual design. 
Proceedings of the 9
th
 International IBPSA Building Simulation Conference 2005.  
HOPFE, C.J, HENSEN, J. and PLOKKER, W., 2007. Uncertainty and sensitivity 
analysis for detailed design support, Proceedings of the 10
th
 International IBPSA 
Building Simulation Conference 2007.  
References 
 
Loughborough University Page 212 
 
HOPFE, C.J., EMMERICH, M.T.M., MARIJT, R. AND HENSEN, J., 2012. Robust 
multi-criteria design optimization in building design. Loughborough University, © 2012 
IBPSA-England. 
HOUSE OF COMMONS ENVIRONMENTAL AUDIT COMMITTEE, 2009. Pre-
Budget Report 2008: Green Fiscal Policy in A Recession. Authority of the House of 
Commons, London. 
IMAN, R.L. and HELTON, J.C., 1985. Comparison of Uncertainty and Sensitivity 
Analysis Techniques for Computer Models. NUREG/CR-3904, SAND84-1461, 
Albuquerque, NM: Sandia National Laboratories.  
IMAN, R., 1999. Appendix A: Latin hypercube sampling. Encyclopedia of Statistical 
Sciences, Update, 3, pp. 408-411.  
IMAN, R. and CONOVER, W.J., 1979. The use of the rank transform in regression. 
Technometrics, 21(4), pp. 499-509.  
JO, J.H. and GERO, J.S., 1998. Space layout planning using an evolutionary approach. 
Artificial Intelligence in Engineering, 12(3), pp. 149-162.  
KÄMPF, J.H., WETTER, M. and ROBINSON, D., 2010. A comparison of global 
optimization algorithms with standard benchmark functions and real-world applications 
using EnergyPlus. Journal of Building Performance Simulation, 3(2), pp. 103-120.  
KENNEDY, J. and EBERHART, R., 1995. Particle swarm optimization. Proceedings 
of the IEEE international conference on neural networks 1995, 4, pp. 1942–8. 
KIM, N.H. and CHOI, K.K., 2001. Design sensitivity analysis and optimization of 
nonlinear transient dynamics. Mech. Structures and Machines, 29, pp. 351-371.  
KIM, N.H., PARK, T.H. and CHOI, K.K., 2001. Optimization of a hyper-elastic 
structure with multibody contact using continuum-based shape design sensitivity 
analysis. Struct Multidisc Optim, 21, pp. 196-208. 
KIRKPATRICK, S., GELATT, C.D. and VECCHI, M.P., 1983. Optimization by 
simulated annealing. Science, 220(4538), pp. 671–680. 
KLEIJNEN, J.P.C., 1997. Sensitivity analysis and related analyses: A review of some 
statistical techniques. Journal of Statistical Computation and Simulation, 57(1-4), pp. 
111-142.  
References 
 
Loughborough University Page 213 
 
KLETTING, P. and GLATTING, G., 2009. Model selection for time-activity curves: 
The corrected Akaike information criterion and the F-test. Zeitschrift für Medizinische 
Physik, 19(3), pp. 200-206.  
KOLDA, T.G., LEWIS, R.M. and TORCZON, V., 2003. Optimization by direct search: 
New perspectives on some classical and modern methods. SIAM Review, 45(3), pp. 385-
482.  
LAM, J.C. and HUI, S.C.M., 1995. Sensitivity analysis of energy performance of office 
buildings. Building and Environment, 31(1), pp. 27-39.  
LOMAS, K.J. and EPPEL, H., 1992. Sensitivity analysis techniques for building 
thermal simulation programs. Energy and Buildings, 19(1), pp. 21-44.  
MACDONALD, I.A., 2002. Quantifying the effects of uncertainty in building 
simulation. Department of Mechanical Engineering. University of Strathclyde, PhD 
thesis.  
MACDONALD, I.A., 2009. Comparison of sampling techniques on the performance of 
Monte Carlo based sensitivity analysis. Proceedings 11
th
 Building Simulation 2009, pp. 
992-999.  
MACDONALD, I.A, CLARKE, J. and STRACHAN, P., 1999. Assessing uncertainty in 
building simulation, Proceedings 6
th
 Building Simulation 1999.  
MACDONALD, I.A, and STRACHAN, P., 2001. Practical application of uncertainty 
analysis. Energy and Buildings, 33(3), pp. 219-227.  
MARSEGUERRA, M., ZIO, E. and PODOFILLINI, L., 2003. Model parameters 
estimation and sensitivity by genetic algorithms. Annals of Nuclear Energy, 30(14), pp. 
1437-1456.  
MAXVALUE, 2009. www.maxvalue.com/tip025.htm. 
MIETTINEN, K., 2001. Some methods for nonlinear multi-objective optimization. 
Evolutionary Multi-Criterion Optimization 2001. Springer.  
MOON, H.J. and AUGENBROE, G., 2005. A mixed simulation approach to analyze 
mold growth under uncertainty. Proceedings of the 9
th
 International IBPSA Conference 
2005.  
MORRIS, M.D., 1991. Factorial sampling plans for preliminary computational 
experiments. Technometrics, 33(2), pp. 161-174.  
MURATA, T. and ISHIBUCHI, H., 1995. MOGA: Multi-objective genetic algorithms, 
Evolutionary Computation. Proceedings of the IEEE International Conference on 1995. 
IEEE. 
References 
 
Loughborough University Page 214 
 
NASSIF, N., KAJL, S. and SABOURIN, R., 2005. Optimization of HVAC control 
system strategy using two-objective genetic algorithm. HVAC&R Research, 11(3), pp. 
459-486.  
NETER, J., 1996. Applied Linear Regression Models. Chicago, Ill.: Irwin.  
NEUMAIER, A., FENDL, H., SCHILLY, H. and LEITNER, T., 2011. VXQR: 
Derivative-free unconstrained optimization based on QR factorizations. Soft Computing, 
15(11), pp. 2287-2298.  
PEIPPO, K., LUND, P.D. and VARTIAINEN, E., 1999. Multivariate optimization of 
design trade-offs for solar low energy buildings. Energy & Buildings, 29(2), pp. 189-
205.  
R STATISTICAL SOFTWARE (V2.15.0), 2012. Available at: www.r-project.org/. 
R DEVELOPMENT CORE TEAM, 2011. R: A Language and Environment for 
Statistical Computing. R foundation for statistical computing, Vienna, Austria. ISBN 2-
900051-07-0, Available at: www.r-project.org/. 
RAWLINGS, J.O., 1932-, 1988. Applied Regression Analysis: A Research Tool. Pacific 
Grove, Calif.: Wadsworth & Brooks/Cole Advanced Books & Software.  
REUTER, W., FALLA, G.C., LIEBSCHER, M. and MEHMOOD, Z., 2012. Efficient 
optimization of structural designs using methods of global sensitivity analysis with 
reduced meta-models. Proceedings of the 11
th
 LS-DYNA Ulm 2012. 
RUNARSSON, T.P. and YAO, X., 2000. Stochastic ranking for constrained 
evolutionary optimization. IEEE Transactions on Evolutionary Computation, 4(3), pp. 
284-294.  
SANCHEZ, D.G., LACARRIERE, B., MUSY, M. and BOURGES, B., 2012. 
Application of sensitivity analysis in building energy simulations: combining first- and 
second-order elementary effects methods. Energy and Buildings, in press: Available at: 
http://dx.doi.org/10.1016/j.enbuild.2012.08.048.  
SALTELLI, A., CHAN, K. and SCOTT, E.M., 2008. Sensitivity Analysis. Chichester: 
Wiley.  
SALTELLI, A., RATTO, M., TARANTOLA, S. and CAMPOLONGO, F., 2006. 
Sensitivity analysis practices: Strategies for model-based inference. Reliability 
Engineering and System Safety, 91(10-11), pp. 1109-1125.  
SALTELLI, A., TARANTOLA, S. and CHAN, K.P., 1999. A quantitative model-
independent method for global sensitivity analysis of model output. Technometrics, 
41(1), pp. 39-56.  
References 
 
Loughborough University Page 215 
 
SALTELLI, A. and SOBOL', I.M., 1995. About the use of rank transformation in 
sensitivity analysis of model output. Reliability Engineering and System Safety, 50(3), 
pp. 225-239.  
SCHAFFER, J.D., 1985. Multiple objective optimization with vector evaluated genetic 
algorithms. Proceedings of the 1
st
 international Conference on Genetic Algorithms 1985. 
SETTE, S. and BOULLART, L., 2001. Genetic programming: Principles and 
applications. Engineering Applications of Artificial Intelligence, 14(6), pp. 727–36. 
SHEN, H. and TZEMPELIKOS, A., 2012. Sensitivity analysis on daylighting and 
energy performance of perimeter offices with automated shading. Building and 
Environment, in press: Available at: http://dx.doi.org/10.1016/j.buildenv.2012.08.028.  
SIMLAB (V2.2), 2009. Available at: http://simlab.jrc.ec.europa.eu/. 
SIMLAB, V2.2, 2011. Simulation Environment for Uncertainty and Sensitivity 
Analysis. Developed by the Joint Research Center of the European Commission. 
SOBOL’, I.M., 1993. Sensitivity estimates for nonlinear mathematical models. 
Mathematical Modeling and Computational Experimental, 1, pp. 407-414.  
SPEARS, W.M. and DE JONG, K.A., 1990. An analysis of interacting roles of 
population size and crossover in genetic algorithms. Proceedings of 1
st
 Int. Conf. on 
Parallel Problem Solving from Nature 1990.  
SPEARS, W.M., 1998. The role of mutation and recombination in evolutionary 
algorithms. George Mason University, PhD thesis.  
SPITZ, C., MORA, L., WURTZ, E. and JAY, A., 2012. Practical application of 
uncertainty analysis and sensitivity analysis on an experimental house. Energy and 
Buildings, 55, pp. 459-470. 
STORN, R. and PRICE, K., 1997. Differential evolution a simple and efficient heuristic 
for global optimization over continuous spaces. Journal of Global Optimization, 11(4), 
pp. 341–359. 
STRUCK, C., DE WILDE, P., HOPFE, C. and HENSEN, J., 2008. An exploration of 
the option space in student design projects for uncertainty and sensitivity analysis with 
performance simulation. Intelligent Computing in Engineering (ICE08)–A Joint US-
European Workshop, Plymouth, UK.  
References 
 
Loughborough University Page 216 
 
STRUCK, C. and HENSEN, J., 2007. On supporting design decisions in conceptual 
design addressing specification uncertainties using performance simulation. 
Proceedings of 10
th
 International IBPSA Conference 2007.  
SYSWERDA, G., 1989. Uniform crossover in genetic algorithms. Proceedings of 3
rd
 
Int. Conf. on Genetic Algorithms 1989.  
TAKEZAWA, A., NISHIWAKI, S. and KITAMURA, M., 2010. Shape and topology 
optimization based on the phase field method and sensitivity analysis. Journal of 
Computational Physics, 229, pp. 2697-2718. 
TIAN, W., 2013. A review of sensitivity analysis methods in building energy analysis. 
Renewable and Sustainable Energy Reviews, 20, pp. 411-419. 
TORCELLINI, P.A. and ELLIS, P.G., 2006. Early-phase design methods. Center for 
Buildings and Thermal Systems at National Renewable Energy Laboratory (NREL). 
TRINIUS, W., SJOSTROM, C. and CHEVALIER, J.L., 2005. Concluding Remarks 
and Outlook on Service Life Performance of Products and Systems. PeBBU News 
Letter, the Netherlands. 
TUHUS-DUBROW, T. and KRARTI, M., 2009. Comparative analysis of optimization 
approaches to design building envelope for residential buildings. ASHRAE 
Transactions, 115(2), pp.554. 
VELDHUIZEN, D.A.V. and LAMONT, G.B., 2000. Multiobjective evolutionary 
algorithms: Analyzing the state-of-the-art. Evolutionary computation, 8(2), pp. 125-147.  
WANG, W., ZMEUREANU, R. and RIVARD, H., 2005. Applying multi-objective 
genetic algorithms in green building design optimization. Building and Environment, 
40(11), pp. 1512-1525.  
WETTER, M., 2001. Generic Optimization Program. Proceedings of the 7
th
 
International IBPSA Conference 2001.  
WETTER, M. and WRIGHT, J., 2004. A comparison of deterministic and probabilistic 
optimization algorithms for nonsmooth simulation-based optimization. Building and 
Environment, 39(8), pp. 989-999.  
WETTER, M. and POLAK, E., 2004. A convergent optimization method using pattern 
search algorithms with adaptive precision simulation. Building Services Engineering 
Research and Technology, 25(4), pp. 327-338.  
WRIGHT, J. and ALAJMI, A., 2005. The robustness of genetic algorithms in solving 
unconstrained building optimization problems. Proceedings of 9
th
 International IBPSA 
Conference 2005. 
References 
 
Loughborough University Page 217 
 
WRIGHT, J. and FARMANI, R., 2001A. The simultaneous optimization of building 
fabric construction, HVAC system size, and the plant control strategy. Proceedings of 
the 7
th
 International IBPSA Conference 2001.  
WRIGHT, J.A. and FARMANI, R., 2001B. Genetic algorithms: A fitness formulation 
for constrained minimization. Proceedings of the Genetic and Evolutionary 
Computation Conference 2001b, Morgan Kaufmann San Francisco, CA, pp. 725-732.  
WRIGHT, J. and LOOSEMORE, H., 2001. An infeasibility objective for use in 
constrained pareto optimization. Evolutionary Multi-Criterion Optimization 2001. 
Springer. 
WRIGHT, J.A., 1996. HVAC optimisation studies: Sizing by genetic algorithm. 
Building Services Engineering Research and Technology, 17(1), pp. 7-14.  
WRIGHT, J.A. and HANBY, V.I., 1987. The Formulation, Characteristics and 
Solution of HVAC System Optimized Design Problems. Available at: 
https://dspace.lboro.ac.uk/2134/5033.  
WRIGHT, J.A., LOOSEMORE, H.A. and FARMANI, R., 2002. Optimization of 
building thermal design and control by multi-criterion genetic algorithm. Energy and 
Buildings, 34(9), pp. 959-972.  
WRIGHT, J.A., ZHANG, Y., ANGELOV, P., HANBY, V.I. and BUSWELL, R.A., 
2008. Evolutionary synthesis of HVAC system configurations: Algorithm development 
(RP-1049). HVAC&R Research, 14(1), pp. 33-55.  
YOSHIDA, S., ITO, K. and YOKOYAMA, R., 2007. Sensitivity analysis in structure 
optimization of energy supply systems for a hospital. Energy Conversion and 
Management, 48(11), pp. 2836-2843.  
YOUNSI, R., 1993. Optimisation de forme de structures tridimensionnelles. De 
l’Universite de Technologie de Compiegne, These de Doctorat. 
ZHANG, W.H., 2003. On the Pareto optimum sensitivity analysis in multicriteria 
optimization. Int. J. Numer. Meth. Engng, 58, pp. 955-977.  
Comparison of variables importance measured by different analysis procedures for 
design objectives and constraints 
 
Loughborough University Page 218 
 
APPENDIX A: COMPARISON OF 
VARIABLES IMPORTANCE 
MEASURED BY DIFFERENT 
ANALYSIS PROCEDURES FOR 
DESIGN OBJECTIVES AND 
CONSTRAINTS 
Table A.1 Comparison variables SRRCs (standardized regression coefficients) and PRCCs (partial 
rank correlation coefficients) for energy demand. 
  
SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC
Heating setpoint 0.403 2 0.438 2 0.439 2 0.471 2 0.442 2 0.537 2
Heating set-back 0.127 7 0.128 7 0.1 9 0.114 7 0.137 9 0.067 7
Dead band 0.592 1 0.665 1 0.682 1 0.682 1 0.601 1 0.883 1
Orientation 0.046 13 0.2 5 0.314 3
Façade-1 window-wall ratio 0.053 11 0.051 11
Façade-2 window-wall ratio 0.117 9 0.105 8 0.269 3
Façade-3 window-wall ratio 0.147 5 0.178 5 0.223 3 0.206 3 0.2 5 0.164 4
Façade-4 window-wall ratio 0.047 12
Winter start time 0.063 10 0.126 8 0.076 10
Winter stop time
Summer start time 0.134 6 0.181 4 0.221 4 0.173 4 0.156 7 0.161 5
Summer stop time 0.205 3 0.122 8 0.14 7 0.102 9 0.145 8
External wall type 0.037 14
Internal wall type 0.091 10
Celling-floor type 0.133 6 0.195 5 0.141 6 0.224 4 0.062 8
Window type 0.187 4 0.191 3 0.19 6 0.172 5 0.109 6
PRCC
Order of 
PRCC PRCC
Order of 
PRCC PRCC
Order of 
PRCC PRCC
Order of 
PRCC PRCC
Order of 
PRCC PRCC
Order of 
PRCC
Heating setpoint 0.706 2 0.716 2 0.732 2 0.757 2 0.687 2 0.896 2
Heating set-back 0.313 7 0.286 7 0.227 10 0.271 7 0.298 9 0.235 8
Dead band 0.831 1 0.842 1 0.854 1 0.86 1 0.812 1 0.957 1
Orientation 0.107 13 0.408 5 0.774 3
Façade-1 window-wall ratio 0.124 11 0.125 11
Façade-2 window-wall ratio 0.264 9 0.25 8 0.477 3
Façade-3 window-wall ratio 0.35 5 0.386 5 0.492 3 0.454 3 0.361 6 0.565 5
Façade-4 window-wall ratio 0.109 12
Winter start time 0.145 10 0.298 8 0.183 10
Winter stop time
Summer start time 0.319 6 0.391 4 0.486 4 0.393 4 0.34 7 0.566 4
Summer stop time 0.462 3 0.274 8 0.33 7 0.243 9 0.308 8
External wall type 0.086 14
Internal wall type 0.218 9
Celling-floor type 0.297 6 0.439 5 0.328 6 0.418 4 0.242 7
Window type 0.43 4 0.408 30.732 0.434 6 0.391 5 0.422 6
R2 0.9530.855 0.82 0.851 0.837 0.822
First 100 NSGA-II 
Solutions
Variables PRCCs
Input Variables 
Random Sample A Random Sample B
100 1000 100 1000
First 100 GA 
Solutions
Variables SRRCs
Input Variables 
Random Sample A
100 1000
Random Sample B
100 1000
First 100 GA 
Solutions
First 100 NSGA-II 
Solutions
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Table A.2 Comparison variables SRRCs (standardized regression coefficients) and PRCCs (partial 
rank correlation coefficients) for capital costs. 
 
 
 
 
 
 
  
SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC
Heating setpoint 0.037 10 0.024 10 0.019 12 0.442 2 0.005 13
Heating set-back 0.02 11 0.137 9
Dead band 0.042 9 0.036 9 0.064 8 0.044 9 0.601 1 0.087 9
Orientation 0.2 5 0.059 11
Façade-1 window-wall ratio 0.151 3 0.162 3 0.2 2 0.161 3 0.131 7
Façade-2 window-wall ratio 0.139 5 0.15 4 0.1 5 0.137 5 0.269 3 0.144 6
Façade-3 window-wall ratio 0.149 4 0.14 5 0.09 7 0.14 4 0.2 5 0.18 3
Façade-4 window-wall ratio 0.053 8 0.089 7 0.128 4 0.091 7 0.162 4
Winter start time 0.013 13 0.024 12
Winter stop time 0.075 10
Summer start time 0.02 11 0.023 10 0.156 7
Summer stop time 0.145 8
External wall type 0.092 6 0.093 6 0.094 6 0.095 6 0.151 5
Internal wall type 0.068 7 0.063 8 0.063 8 0.093 8
Celling-floor type 0.884 1 0.918 1 0.93 1 0.915 1 0.2242 4 1 1
Window type 0.233 2 0.224 2 0.1878 3 0.224 2 0.34 2
PRCC Order of PRCC Order of PRCC Order of PRCC Order of PRCC Order of PRCC Order of 
Heating setpoint 0.256 10 0.147 10 0.125 12 0.028 13
Heating set-back 0.131 11
Dead band 0.291 9 0.215 9 0.314 8 0.285 9 0.41 9
Orientation 0.297 11
Façade-1 window-wall ratio 0.747 3 0.704 3 0.702 2 0.734 3 0.601 6
Façade-2 window-wall ratio 0.697 5 0.676 4 0.461 5 0.678 5 0.563 7
Façade-3 window-wall ratio 0.727 4 0.651 5 0.42 7 0.687 4 0.789 3
Façade-4 window-wall ratio 0.349 8 0.479 7 0.53 4 0.518 7 0.71 4
Winter start time 0.088 13 0.15 12
Winter stop time 0.41 9
Summer start time 0.124 11 0.152 10
Summer stop time
External wall type 0.554 6 0.494 6 0.431 6 0.538 6 0.702 5
Internal wall type 0.441 7 0.336 8 0.39 8 0.468 8
Celling-floor type 0.988 1 0.985 1 0.978 1 0.987 1 0.989 1
Window type 0.865 2 0.808 2 0.692 3 0.833 2 0.929 2
R2 0.9870.983 0.973 0.963 0.978
First 100 NSGA-II 
Solutions
Variables PRCCs
Input Variables 
Random Sample A Random Sample B
100 1000 100 1000
First 100 GA 
Solutions
Variables SRRCs
Input Variables 
Random Sample A
100 1000
Random Sample B
100 1000
First 100 GA 
Solutions
First 100 NSGA-II 
Solutions
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Table A.3 Comparison variables SRRCs (standardized regression coefficients) and PRCCs (partial 
rank correlation coefficients) for solution infeasibility. 
 
SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC SRRC
Order of 
SRRC
Heating setpoint 0.691 1 0.629 1 0.662 1 0.653 1 0.523 1
Heating set-back 0.138 5
Dead band 0.523 2 0.616 2 0.534 2 0.617 2 0.433 2
Orientation 0.378 1
Façade-1 window-wall ratio 0.104 4 0.141 4 0.101 5 0.376 2
Façade-2 window-wall ratio 0.09 6 0.096 6 0.142 5
Façade-3 window-wall ratio 0.165 3 0.146 3 0.183 3 0.151 3 0.256 3 0.306 3
Façade-4 window-wall ratio
Winter start time 0.041 9
Winter stop time
Summer start time 0.074 7 0.11 5 0.087 7
Summer stop time 0.084 4 0.055 8 0.044 8
External wall type
Internal wall type
Celling-floor type 0.041 9 0.036 9
Window type 0.104 4 0.105 4 0.238 4 0.247 4
PRCC
Order of 
PRCC PRCC
Order of 
PRCC PRCC
Order of 
PRCC PRCC
Order of 
PRCC PRCC
Order of 
PRCC PRCC
Order of 
PRCC
Heating setpoint 0.887 1 0.845 1 0.841 1 0.845 2 0.645 1
Heating set-back 0.215 5
Dead band 0.825 2 0.84 2 0.792 2 0.859 1 0.587 2 0.345 4
Orientation 0.367 2
Façade-1 window-wall ratio 0.254 4 0.317 4 0.251 5 0.386 1
Façade-2 window-wall ratio 0.22 6 0.238 6 0.358 3
Façade-3 window-wall ratio 0.421 3 0.346 3 0.402 3 0.361 3 0.388 3
Façade-4 window-wall ratio
Winter start time 0.103 9
Winter stop time
Summer start time 0.184 7 0.256 5 0.217 7
Summer stop time 0.233 4 0.137 8 0.112 8
External wall type
Internal wall type
Celling-floor type 0.101 10 0.091 9
Window type 0.252 5 0.259 4 0.351 4 0.31 5
R2 0.4470.879 0.84 0.832 0.848 0.647
First 100 NSGA-II 
Solutions
Variables PRCCs
Input Variables 
Random Sample A Random Sample B
100 1000 100 1000
First 100 GA 
Solutions
Variables SRRCs
Input Variables 
Random Sample A
100 1000
Random Sample B
100 1000
First 100 GA 
Solutions
First 100 NSGA-II 
Solutions
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APPENDIX B: A CASE STUDY OF 
VARIABLES SENSTIVITY 
INDICATORS FOR ENERGY 
DEMAND 
Table B.1 Different sensitivity indicators obtained from applying the stepwise regression with 
bidirectional elimination and BIC to sets of random samples for energy demand. 
 
Where, the length of the bars indicates the relative magnitude of the sensitivity indicators, and therefore 
the importance of variables.
100 1000 100 1000
Heating setpoint 0.398 0.453 0.428 0.476
Heating set-back 0.087 0.134 0.123
Dead band 0.609 0.663 0.65 0.68
Orientation 0.044 0.037
Façade-1 window-wall ratio 0.05 0.044
Façade-2 window-wall ratio 0.116 0.117
Façade-3 window-wall ratio 0.138 0.185 0.197 0.205
Façade-4 window-wall ratio 0.056 0.041
Winter start time 0.061 0.073
Winter stop time
Summer start time 0.153 0.191 0.222 0.179
Summer stop time 0.206 0.129 0.162 0.113
External wall type
Internal wall type 0.1
Ceiling-floor type 0.125 0.17 0.147
Window type 0.141 0.183 0.184 0.169
Heating setpoint 2 2 2 2
Heating set-back 7 6 7
Dead band 1 1 1 1
Orientation 13 13
Façade-1 window-wall ratio 12 11
Façade-2 window-wall ratio 9 9
Façade-3 window-wall ratio 4 4 4 3
Façade-4 window-wall ratio 11 12
Winter start time 10 10
Winter stop time
Summer start time 5 3 3 4
Summer stop time 3 7 7 8
External wall type
Internal wall type 8
Ceiling-floor type 8 5 6
Window type 6 5 6 5
Heating setpoint 0.196 0.217 0.208 0.223
Heating set-back 0.007 0.023 0.015
Dead band 0.573 0.43 0.817 0.454
Orientation 0.002 0.001
Façade-1 window-wall ratio 0.002 0.002
Façade-2 window-wall ratio 0.011 0.012
Façade-3 window-wall ratio 0.028 0.038 0.036 0.038
Façade-4 window-wall ratio 0.003 0.002
Winter start time 0.004 0.005
Winter stop time
Summer start time 0.017 0.04 0.044 0.003
Summer stop time 0.039 0.015 0.022 0.013
External wall type
Internal wall type 0.01
Ceiling-floor type 0.016 0.025 0.021
Window type 0.017 0.037 0.025 0.028
R2 0.877 0.839 0.817 0.843
VARIABLES	SRCs
THE	ENTRY-ORDER	OF	VARIABLES
INDIVIDUAL	R2	CHANGES
INPUT VARIABLES
RandomSampleA RandomSampleB
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APPENDIX C: COMPARISON OF VARIABLES IMPORTANCE 
MEASURED BY DIFFERENT SELECTION APPROACHES FOR 
OUTPUTS 
Table C.1 Comparisons of variables SRCs or SRRCs driven by different selection approaches (with the use of BIC) from Random Sample A with sample size of 100 or 1000 for capital costs. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC.  
F B BI F B BI F B BI F B BI F B BI F B BI
0.037 0.037 0.037 0.024 0.024 0.024 0.022 0.022 0.022
0.009 0.009 0.009
0.042 0.042 0.042 0.036 0.036 0.036 0.026 0.026 0.026 0.035 0.035 0.035 0.027 0.027 0.027
0.151 0.151 0.151 0.162 0.162 0.162 0.137 0.137 0.137 0.148 0.148 0.148 0.142 0.142 0.142 0.152 0.152 0.152
0.139 0.139 0.139 0.15 0.15 0.15 0.124 0.124 0.124 0.141 0.141 0.141 0.136 0.136 0.136 0.14 0.14 0.14
0.149 0.149 0.149 0.14 0.14 0.14 0.133 0.133 0.133 0.133 0.133 0.133 0.142 0.142 0.142 0.13 0.13 0.13
0.053 0.053 0.053 0.089 0.089 0.089 0.078 0.078 0.078 0.091 0.091 0.091 0.102 0.102 0.102 0.092 0.092 0.092
0.011 0.011 0.011
0.007 0.007 0.007
0.02 0.02 0.02 0.021 0.021 0.021 0.024 0.024 0.024
0.032 0.032 0.032
0.092 0.092 0.092 0.093 0.093 0.093 0.064 0.064 0.064 0.082 0.082 0.082 0.067 0.067 0.067 0.079 0.079 0.079
0.068 0.068 0.068 0.063 0.063 0.063 0.05 0.05 0.05 0.058 0.058 0.058 0.063 0.063 0.063
0.884 0.884 0.884 0.918 0.918 0.918 0.919 0.919 0.919 0.936 0.936 0.936 0.889 0.889 0.889 0.9 0.9 0.9
0.233 0.233 0.233 0.224 0.224 0.224 0.198 0.198 0.198 0.209 0.209 0.209 0.204 0.204 0.204 0.21 0.21 0.21
Model size: 10 10 10 11 11 11 11 11 11 14 14 14 7 7 7 9 9 9
R2: 0.983 0.983 0.983 0.973 0.973 0.973 0.994 0.994 0.994 0.993 0.993 0.993 0.932 0.932 0.932 0.917 0.917 0.917
PRESS: 1.85E+03 1.85E+03 1.85E+03 2.27E+06 2.27E+06 2.27E+06 7.53E+08 7.53E+08 7.53E+08 5.98E+09 5.98E+09 5.98E+09 7.62E+09 7.62E+09 7.62E+09 7.20E+10 7.20E+10 7.20E+10
Dead band
INPUT VARIABLES
RANK TRANSFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000 100 1000 100 1000
Heating setpoint
Heating set-back
Ceiling-floor type
Orientation
Façade-1 window-wall ratio
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Façade-4 window-wall ratio
Winter start time
Winter stop time
Summer start time
Summer stop time
External wall type
Internal wall type
Window type
BIC
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Table C.2 Comparisons of variables SRCs or SRRCs driven by different selection approaches (with the use of BIC) from Random Sample A with the sample size of 100 or 1000 for solution 
infeasibility. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC. 
F B BI F B BI F B BI F B BI F B BI F B BI
0.691 0.691 0.691 0.629 0.629 0.629 0.563 0.563 0.563 0.549 0.549 0.549 0.563 0.563 0.563
0.549 0.549 0.549
0.523 0.523 0.523 0.616 0.616 0.616 0.444 0.444 0.444 0.55 0.55 0.55 0.445 0.445 0.445 0.55 0.55 0.55
0.159 0.159 0.159 0.159 0.159 0.159
0.104 0.104 0.104
0.09 0.09 0.09
0.165 0.165 0.165 0.146 0.146 0.146 0.062 0.062 0.062 0.062 0.062 0.062
0.041 0.041 0.041
0.074 0.074 0.074 0.152 0.152 0.152 0.086 0.086 0.086 0.152 0.152 0.152 0.086 0.086 0.086
0.084 0.084 0.084 0.055 0.055 0.055 0.057 0.057 0.057 0.057 0.057 0.057
0.041 0.041 0.041
0.104 0.104 0.104 0.155 0.155 0.155 0.156 0.156 0.156
Model size: 4 4 4 10 10 10 5 5 5 5 5 5 5 5 5 5 5 5
R2: 0.879 0.879 0.879 0.84 0.84 0.84 0.665 0.665 0.665 0.619 0.619 0.619 0.665 0.665 0.665 0.619 0.619 0.619
PRESS: 1.11E+04 1.11E+04 1.11E+04 1.33E+07 1.33E+07 1.33E+07 4.14E+14 4.14E+14 4.14E+14 4.11E+15 4.11E+15 4.11E+15 4.14E+14 4.14E+14 4.14E+14 4.11E+15 4.11E+15 4.11E+15
INPUT VARIABLES
RANK TRANSFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000 100
Winter start time
1000 100 1000
Heating setpoint
Heating set-back
Dead band
Orientation
Façade-1 window-wall ratio
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Façade-4 window-wall ratio
Window type
BIC
Winter stop time
Summer start time
Summer stop time
External wall type
Internal wall type
Ceiling-floor type
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Table C.3 Comparisons of variables SRCs or SRRCs driven by different selection approaches (with the use of AIC) from Random Sample A with the sample size of 100 or 1000 for energy 
demand. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC. 
 
 
  
F B BI F B BI F B BI F B BI F B BI F B BI
0.429 0.429 0.429 0.438 0.438 0.438 0.418 0.418 0.418 0.453 0.453 0.453 0.413 0.413 0.413 0.454 0.454 0.454
0.108 0.108 0.108 0.126 0.126 0.126 0.07 0.07 0.07 0.134 0.134 0.134 0.075 0.075 0.075 0.136 0.136 0.136
0.599 0.599 0.599 0.664 0.664 0.664 0.615 0.615 0.615 0.664 0.664 0.664 0.609 0.609 0.609 0.665 0.665 0.665
0.065 0.065 0.065 0.045 0.045 0.045 0.048 0.048 0.048 0.046 0.046 0.046 0.047 0.047 0.047
0.052 0.052 0.052 0.052 0.052 0.052 0.051 0.051 0.051
0.105 0.105 0.105 0.117 0.117 0.117 0.103 0.103 0.103 0.116 0.116 0.116 0.097 0.097 0.097 0.116 0.116 0.116
0.121 0.121 0.121 0.178 0.178 0.178 0.11 0.11 0.11 0.184 0.184 0.184 0.109 0.109 0.109 0.184 0.184 0.184
0.127 0.127 0.127 0.047 0.047 0.047 0.12 0.12 0.12 0.056 0.056 0.056 0.119 0.119 0.119 0.057 0.057 0.057
0.119 0.119 0.119 0.063 0.063 0.063 0.097 0.097 0.097 0.061 0.061 0.061 0.099 0.099 0.099 0.06 0.06 0.06
0.024 0.024 0.024
0.154 0.154 0.154 0.18 0.18 0.18 0.168 0.168 0.168 0.19 0.19 0.19 0.166 0.166 0.166 0.192 0.192 0.192
0.186 0.186 0.186 0.122 0.122 0.122 0.19 0.19 0.19 0.129 0.129 0.129 0.207 0.207 0.207 0.128 0.128 0.128
0.035 0.035 0.035 0.03 0.03 0.03 0.028 0.028 0.028
0.08 0.08 0.08 0.133 0.133 0.133 0.052 0.052 0.052 0.125 0.125 0.125 0.114 0.114 0.114
0.163 0.163 0.163 0.191 0.191 0.191 0.124 0.124 0.124 0.182 0.182 0.182 0.126 0.126 0.126 0.182 0.182 0.182
Model size: 12 12 12 15 15 15 12 12 12 14 14 14 10 10 10 14 14 14
R2: 0.886 0.886 0.886 0.821 0.821 0.821 0.899 0.899 0.899 0.84 0.84 0.84 0.894 0.894 0.894 0.837 0.837 0.837
PRESS: 1.27E+04 1.27E+04 1.27E+04 1.54E+07 1.54E+07 1.54E+07 2.73E+09 2.73E+09 2.73E+09 2.86E+10 2.86E+10 2.86E+10 2.69E+09 2.69E+09 2.69E+09 2.90E+10 2.90E+10 2.90E+10
100
Summer start time
1000
Heating setpoint
Heating set-back
Dead band
Orientation
Façade-1 window-wall ratio
INPUT VARIABLES
RANK TRANSFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000 100 1000
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Façade-4 window-wall ratio
Winter start time
Winter stop time
Summer stop time
External wall type
Internal wall type
Ceiling-floor type
Window type
AIC
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Table C.4 Comparisons of variables SRCs or SRRCs driven by different selection approaches (with the use of AIC) from Random Sample A with the sample size of 100 or 1000 for capital 
costs. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC. 
 
 
  
F B BI F B BI F B BI F B BI F B BI F B BI
0.037 0.037 0.037 0.025 0.025 0.025 0.013 0.013 0.013 0.022 0.022 0.022 0.013 0.013 0.013
0.009 0.009 0.009 0.009 0.009 0.009 0.019 0.019 0.019
0.042 0.042 0.042 0.037 0.037 0.037 0.024 0.024 0.024 0.034 0.034 0.034 0.053 0.053 0.053 0.028 0.028 0.028
0.151 0.151 0.151 0.161 0.161 0.161 0.137 0.137 0.137 0.147 0.147 0.147 0.142 0.142 0.142 0.151 0.151 0.151
0.139 0.139 0.139 0.151 0.151 0.151 0.123 0.123 0.123 0.141 0.141 0.141 0.142 0.142 0.142 0.141 0.141 0.141
0.149 0.149 0.149 0.141 0.141 0.141 0.135 0.135 0.135 0.133 0.133 0.133 0.132 0.132 0.132 0.131 0.131 0.131
0.053 0.053 0.053 0.09 0.09 0.09 0.077 0.077 0.077 0.091 0.091 0.091 0.101 0.101 0.101 0.092 0.092 0.092
0.008 0.008 0.008 0.011 0.011 0.011 0.016 0.016 0.016
0.007 0.007 0.007
0.02 0.02 0.02 0.019 0.019 0.019 0.023 0.023 0.023 0.014 0.014 0.014
0.03 0.03 0.03 0.005 0.005 0.005
0.092 0.092 0.092 0.093 0.093 0.093 0.064 0.064 0.064 0.082 0.082 0.082 0.061 0.061 0.061 0.079 0.079 0.079
0.068 0.068 0.068 0.063 0.063 0.063 0.05 0.05 0.05 0.058 0.058 0.058 0.064 0.064 0.064
0.884 0.884 0.884 0.917 0.917 0.917 0.917 0.917 0.917 0.936 0.936 0.936 0.89 0.89 0.89 0.895 0.895 0.895
0.233 0.233 0.233 0.224 0.224 0.224 0.199 0.199 0.199 0.209 0.209 0.209 0.209 0.209 0.209 0.21 0.21 0.21
Model size: 10 10 10 13 13 13 12 12 12 15 15 15 8 8 8 13 13 13
R2: 0.983 0.983 0.983 0.974 0.974 0.974 0.994 0.994 0.994 0.993 0.993 0.993 0.934 0.934 0.934 0.918 0.918 0.918
PRESS: 1.85E+03 1.85E+03 1.85E+03 2.26E+06 2.26E+06 2.26E+06 7.57E+08 7.57E+08 7.57E+08 5.96E+09 5.96E+09 5.96E+09 7.48E+09 7.48E+09 7.48E+09 7.18E+10 7.18E+10 7.18E+10
Heating set-back
INPUT VARIABLES
RANK TRANSFORMED DATA
Heating setpoint
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000 100 1000 100 1000
Internal wall type
Dead band
Orientation
Façade-1 window-wall ratio
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Façade-4 window-wall ratio
Winter start time
Winter stop time
Summer start time
Summer stop time
External wall type
Ceiling-floor type
Window type
AIC
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Table C.5 Comparisons of variables SRCs or SRRCs driven by different selection approaches (with the use of AIC) from Random Sample A with the sample size of 100 or 1000 for solution 
infeasibility. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC.  
F B BI F B BI F B BI F B BI F B BI F B BI
0.705 0.705 0.705 0.629 0.629 0.629 0.545 0.545 0.545 0.545 0.545 0.545 0.545 0.545 0.545 0.545 0.545 0.545
0.066 0.066 0.066 0.105 0.105 0.105 0.105 0.105 0.105
0.516 0.516 0.516 0.616 0.616 0.616 0.48 0.48 0.48 0.545 0.545 0.545 0.48 0.48 0.48 0.545 0.545 0.545
0.131 0.131 0.131 0.042 0.042 0.042 0.131 0.131 0.131 0.042 0.042 0.042
0.055 0.055 0.055 0.104 0.104 0.104 0.099 0.099 0.099 0.048 0.048 0.048 0.099 0.099 0.099 0.048 0.048 0.048
0.089 0.089 0.089 0.09 0.09 0.09 0.046 0.046 0.046 0.046 0.046 0.046
0.142 0.142 0.142 0.146 0.146 0.146 0.113 0.113 0.113 0.062 0.062 0.062 0.113 0.113 0.113 0.062 0.062 0.062
0.041 0.041 0.041 0.036 0.036 0.036 0.036 0.036 0.036
0.05 0.05 0.05 0.05 0.05 0.05
0.062 0.062 0.062 0.074 0.074 0.074 0.119 0.119 0.119 0.088 0.088 0.088 0.119 0.119 0.119 0.088 0.088 0.088
0.079 0.079 0.079 0.055 0.055 0.055 0.096 0.096 0.096 0.053 0.053 0.053 0.096 0.096 0.096 0.053 0.053 0.053
0.041 0.041 0.041
0.104 0.104 0.104 0.162 0.162 0.162 0.05 0.05 0.05 0.162 0.162 0.162 0.05 0.05 0.05
Model size: 8 8 8 10 10 10 9 9 9 11 11 11 9 9 9 11 11 11
R2: 0.895 0.895 0.895 0.84 0.84 0.84 0.706 0.706 0.706 0.63 0.63 0.63 0.706 0.706 0.706 0.63 0.63 0.63
PRESS: 1.07E+04 1.07E+04 1.07E+04 1.33E+07 1.33E+07 1.33E+07 4.00E+14 4.00E+14 4.00E+14 4.03E+15 4.03E+15 4.03E+15 4.00E+14 4.00E+14 4.00E+14 4.03E+15 4.03E+15 4.03E+15
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000
INPUT VARIABLES
RANK TRANSFORMED DATA
Façade-4 window-wall ratio
100 1000 100 1000
Heating setpoint
Heating set-back
Dead band
Orientation
Façade-1 window-wall ratio
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Ceiling-floor type
Window type
AIC
Winter start time
Winter stop time
Summer start time
Summer stop time
External wall type
Internal wall type
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Table C.6 Comparisons of variables SRCs or SRRCs driven by different selection approaches (with the use of F-test with α-value of 0.02) from Random Sample A with the sample size of 100 
or 1000 for energy demand. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC. 
  
F B BI F B BI F B BI F B BI F B BI F B BI
0.403 0.403 0.403 0.438 0.438 0.438 0.406 0.406 0.406 0.453 0.453 0.453 0.406 0.406 0.406 0.454 0.454 0.454
0.127 0.127 0.127 0.128 0.128 0.128 0.134 0.134 0.134 0.136 0.136 0.136
0.592 0.592 0.592 0.665 0.665 0.665 0.603 0.603 0.603 0.663 0.663 0.663 0.603 0.603 0.603 0.663 0.663 0.663
0.046 0.046 0.046 0.044 0.044 0.044 0.045 0.045 0.045
0.053 0.053 0.053 0.05 0.05 0.05 0.049 0.049 0.049
0.117 0.117 0.117 0.116 0.116 0.116 0.116 0.116 0.116
0.147 0.147 0.147 0.178 0.178 0.178 0.141 0.141 0.141 0.185 0.185 0.185 0.141 0.141 0.141 0.185 0.185 0.185
0.047 0.047 0.047 0.056 0.056 0.056 0.056 0.056 0.056
0.063 0.063 0.063 0.061 0.061 0.061 0.06 0.06 0.06
0.134 0.134 0.134 0.181 0.181 0.181 0.141 0.141 0.141 0.191 0.191 0.191 0.141 0.141 0.141 0.192 0.192 0.192
0.205 0.205 0.205 0.122 0.122 0.122 0.206 0.206 0.206 0.129 0.129 0.129 0.206 0.206 0.206 0.128 0.128 0.128
0.037 0.037 0.037
0.133 0.133 0.133 0.125 0.125 0.125 0.115 0.115 0.115
0.187 0.187 0.187 0.191 0.191 0.191 0.135 0.135 0.135 0.183 0.183 0.183 0.135 0.135 0.135 0.183 0.183 0.183
Model size: 7 7 7 14 14 14 6 6 6 13 13 13 6 6 6 13 13 13
R2: 0.855 0.855 0.855 0.82 0.82 0.82 0.869 0.869 0.869 0.839 0.839 0.839 0.869 0.869 0.869 0.836 0.836 0.836
PRESS: 1.44E+04 1.44E+04 1.44E+04 1.54E+07 1.54E+07 1.54E+07 3.00E+09 3.00E+09 3.00E+09 2.87E+08 2.87E+08 2.87E+08 3.00E+09 3.00E+09 3.00E+09 2.91E+08 2.91E+08 2.91E+08
100
Summer start time
1000
Heating setpoint
Heating set-back
Dead band
Orientation
Façade-1 window-wall ratio
INPUT VARIABLES
RANK TRANSFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000 100 1000
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Façade-4 window-wall ratio
Winter start time
Winter stop time
Summer stop time
External wall type
Internal wall type
Ceiling-floor type
Window type
F-test 
with 
α=0.02
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Table C.7 Comparisons of variables SRCs or SRRCs driven by different selection approaches (with the use of F-test with α-value of 0.02) from Random Sample A with the sample size of 100 
or 1000 for capital costs. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC. 
  
F B BI F B BI F B BI F B BI F B BI F B BI
0.037 0.037 0.037 0.024 0.024 0.024 0.022 0.022 0.022
0.009 0.009 0.009
0.042 0.042 0.042 0.036 0.036 0.036 0.026 0.026 0.026 0.035 0.035 0.035 0.027 0.027 0.027
0.151 0.151 0.151 0.162 0.162 0.162 0.137 0.137 0.137 0.148 0.148 0.148 0.142 0.142 0.142 0.152 0.152 0.152
0.139 0.139 0.139 0.15 0.15 0.15 0.124 0.124 0.124 0.141 0.141 0.141 0.136 0.136 0.136 0.14 0.14 0.14
0.149 0.149 0.149 0.14 0.14 0.14 0.133 0.133 0.133 0.133 0.133 0.133 0.142 0.142 0.142 0.13 0.13 0.13
0.053 0.053 0.053 0.089 0.089 0.089 0.078 0.078 0.078 0.091 0.091 0.091 0.102 0.102 0.102 0.092 0.092 0.092
0.011 0.011 0.011
0.007 0.007 0.007
0.02 0.02 0.02 0.021 0.021 0.021 0.024 0.024 0.024
0.032 0.032 0.032
0.092 0.092 0.092 0.093 0.093 0.093 0.064 0.064 0.064 0.082 0.082 0.082 0.067 0.067 0.067 0.079 0.079 0.079
0.068 0.068 0.068 0.063 0.063 0.063 0.05 0.05 0.05 0.058 0.058 0.058 0.063 0.063 0.063
0.884 0.884 0.884 0.918 0.918 0.918 0.919 0.919 0.919 0.936 0.936 0.936 0.889 0.889 0.889 0.9 0.9 0.9
0.233 0.233 0.233 0.224 0.224 0.224 0.198 0.198 0.198 0.209 0.209 0.209 0.204 0.204 0.204 0.21 0.21 0.21
Model size: 10 10 10 11 11 11 11 11 11 14 14 14 7 7 7 9 9 9
R2: 0.983 0.983 0.983 0.973 0.973 0.973 0.994 0.994 0.994 0.993 0.993 0.993 0.932 0.932 0.932 0.917 0.917 0.917
PRESS: 1.85E+03 1.85E+03 1.85E+03 2.27E+06 2.27E+06 2.27E+06 7.53E+08 7.53E+08 7.53E+08 5.98E+09 5.98E+09 5.98E+09 7.62E+09 7.62E+09 7.62E+09 7.20E+10 7.20E+10 7.20E+10
Dead band
INPUT VARIABLES
RANK TRANSFORMED DATA
Heating setpoint
Heating set-back
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000 100 1000 100 1000
Ceiling-floor type
Orientation
Façade-1 window-wall ratio
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Façade-4 window-wall ratio
Winter start time
Winter stop time
Summer start time
Summer stop time
External wall type
Internal wall type
Window type
F-test 
with 
α=0.02
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Table C.8 Comparisons of variables SRCs or SRRCs driven by different selection approaches (with the use of F-test with α-value of 0.02) from the Random Sample A with the sample size of 
100 or 1000 for solution infeasibility. 
 
Note: Where: F refers to ‘Forward selection’; B refers to ‘Backward elimination’; BI refers to ‘Bidirectional elimination’. 
The entry-orders of variables are based on the stepwise regression analysis with the use of AIC. 
F B BI F B BI F B BI F B BI F B BI F B BI
0.678 0.678 0.678 0.629 0.629 0.629 0.521 0.521 0.521 0.549 0.549 0.549 0.521 0.521 0.521
0.549 0.549 0.549
0.518 0.518 0.518 0.616 0.616 0.616 0.449 0.449 0.449 0.55 0.55 0.55 0.449 0.449 0.449 0.55 0.55 0.55
0.104 0.104 0.104
0.09 0.09 0.09
0.168 0.168 0.168 0.146 0.146 0.146 0.062 0.062 0.062 0.062 0.062 0.062
0.041 0.041 0.041
0.074 0.074 0.074 0.086 0.086 0.086 0.086 0.086 0.086
0.055 0.055 0.055 0.057 0.057 0.057 0.057 0.057 0.057
0.041 0.041 0.041
0.104 0.104 0.104 0.18 0.18 0.18 0.18 0.18 0.18
Model size: 3 3 3 10 10 10 3 3 3 5 5 5 3 3 3 5 5 5
R2: 0.873 0.873 0.873 0.84 0.84 0.84 0.623 0.623 0.623 0.619 0.619 0.619 0.623 0.623 0.623 0.619 0.619 0.619
PRESS: 1.16E+04 1.16E+04 1.16E+04 1.33E+07 1.33E+07 1.33E+07 4.48E+14 4.48E+14 4.48E+14 4.11E+15 4.11E+15 4.11E+15 4.48E+14 4.48E+14 4.48E+14 4.11E+15 4.11E+15 4.11E+15
INPUT VARIABLES
RANK TRANSFORMED DATA
RAW DATA
UNTRANSFORMED VARIABLES PHYSICAL TRANSFORMED VARIABLES
100 1000 100
Winter start time
1000 100 1000
Heating setpoint
Heating set-back
Dead band
Orientation
Façade-1 window-wall ratio
Façade-2 window-wall ratio
Façade-3 window-wall ratio 
Façade-4 window-wall ratio
Window type
F-test 
with 
α=0.02
Winter stop time
Summer start time
Summer stop time
External wall type
Internal wall type
Ceiling-floor type
Correlation coefficients between variables from the start of optimization 
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APPENDIX D: CORRELATION COEFFICIENTS BETWEEN 
VARIABLES FROM THE START OF OPTIMIZATION 
Table D.1 Correlation coefficients between variables and outputs from first 100 solutions during the GA search with the use of rank transformation. 
 
Note: Where the length of the bars indicates the relative magnitude of variables correlation coefficients. 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 Heating setpoint 1.00 -0.17 0.04 -0.02 0.14 0.13 0.29 0.19 -0.06 -0.18 -0.06 0.08 0.14 0.01 -0.10 -0.17 -0.43 0.10 0.47
2 Heating set-back 1.00 -0.02 -0.16 -0.11 -0.09 0.03 -0.001 -0.14 -0.04 0.02 -0.06 0.08 0.19 -0.09 0.32 -0.02 0.16 -0.14
3 Dead band 1.00 0.04 0.01 -0.03 0.08 0.22 -0.03 -0.06 -0.22 0.12 -0.28 0.20 -0.08 0.03 -0.66 0.08 0.37
4 Orientation 1.00 -0.21 0.17 0.08 -0.03 -0.01 -0.08 -0.02 -0.12 -0.16 0.06 0.04 -0.20 -0.07 -0.08 0.12
5 Façade-1 window-wall ratio 1.00 -0.15 0.16 0.27 -0.13 -0.06 -0.09 -0.14 0.08 0.07 0.12 0.05 -0.05 0.005 -0.01
6 Façade-2 window-wall ratio 1.00 -0.33 0.10 -0.06 -0.17 -0.11 -0.06 0.14 0.07 -0.01 -0.43 0.10 0.02 -0.04
7 Façade-3 window-wall ratio 1.00 0.07 0.07 0.01 -0.01 -0.03 -0.06 0.10 0.32 0.10 -0.03 -0.18 0.43
8 Façade-4 window-wall ratio 1.00 -0.11 0.04 0.08 -0.07 -0.07 0.07 -0.02 -0.13 -0.21 0.12 -0.03
9 Winter start time 1.00 0.13 0.14 0.07 -0.07 0.09 0.05 -0.01 0.05 -0.10 0.11
10 Winter stop time 1.00 0.32 0.01 0.17 0.10 0.01 0.08 0.16 -0.03 -0.12
11 Summer start time 1.00 -0.04 0.10 0.05 0.00 0.07 0.26 0.02 -0.11
12 Summer stop time 1.00 -0.09 0.19 -0.37 -0.05 -0.35 0.30 0.01
13 External wall type 1.00 -0.23 0.09 -0.08 0.13 -0.15 -0.002
14 Internal wall type 1.00 -0.13 0.01 -0.21 0.12 -0.01
15 Ceiling-floor type 1.00 -0.01 0.39 -0.94 0.15
16 Window type 1.00 -0.04 0.21 0.03
17 Energy demand 1.00 -0.34 -0.39
18 Capital costs 1.00 -0.14
19 Solution infeasibility 1.00
VARIABLE/
OUTPUT 
INDEX
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(RANKED DATA)
VARIABLE/OUTPUT INDEX
Correlation coefficients between variables from the start of optimization 
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Table D.2 Correlation coefficients between variables and outputs from first 100 solutions during the NSGA-II search with the use of rank transformation. 
 
Note: Where the length of the bars indicates the relative magnitude of variables correlation coefficients.  
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 Heating setpoint 1.00 -0.12 -0.41 0.16 -0.07 0.46 0.04 0.11 0.11 -0.35 -0.04 -0.06 0.16 -0.24 -0.19 0.001 -0.21 0.29 0.09
2 Heating set-back 1.00 -0.36 -0.49 0.53 -0.49 -0.25 -0.40 -0.47 -0.06 -0.19 -0.49 -0.29 0.004 0.08 0.16 0.38 -0.05 0.01
3 Dead band 1.00 0.28 -0.37 0.20 -0.07 0.07 0.15 0.55 -0.01 0.46 0.22 0.55 -0.19 -0.08 -0.74 0.01 -0.09
4 Orientation 1.00 -0.54 0.56 0.08 0.16 0.36 0.01 0.06 0.33 0.08 -0.18 -0.24 -0.004 -0.49 0.24 -0.17
5 Façade-1 window-wall ratio 1.00 -0.34 0.10 -0.22 -0.30 -0.07 -0.02 -0.44 -0.23 -0.18 0.36 0.20 0.43 -0.13 0.29
6 Façade-2 window-wall ratio 1.00 -0.08 0.39 0.38 0.07 0.03 0.23 0.34 0.07 -0.10 -0.02 -0.54 0.16 0.09
7 Façade-3 window-wall ratio 1.00 0.21 0.05 -0.09 0.11 0.08 0.09 -0.28 0.19 -0.02 0.17 0.01 0.20
8 Façade-4 window-wall ratio 1.00 0.48 -0.14 0.38 0.20 0.30 -0.15 0.04 0.03 -0.07 0.12 0.22
9 Winter start time 1.00 -0.21 0.33 0.14 0.08 -0.09 0.004 0.29 -0.18 0.12 -0.16
10 Winter stop time 1.00 -0.23 0.17 0.30 0.48 -0.24 -0.19 -0.43 0.09 0.000
11 Summer start time 1.00 0.14 0.12 -0.19 -0.04 0.16 0.20 0.16 0.04
12 Summer stop time 1.00 0.37 0.36 -0.06 -0.15 -0.51 -0.10 -0.13
13 External wall type 1.00 0.09 -0.29 -0.35 -0.33 0.11 0.17
14 Internal wall type 1.00 -0.06 0.01 -0.46 -0.13 -0.09
15 Ceiling-floor type 1.00 0.14 0.34 -0.87 0.11
16 Window type 1.00 0.08 0.23 -0.24
17 Energy demand 1.00 -0.19 0.19
18 Capital costs 1.00 -0.06
19 Solution infeasibility 1.00
VARIABLE/OU
TPUT INDEX
CORRELATION 
COEFFICIENTS 
(RANKED DATA)
VARIABLE/OUTPUT INDEX
Variables convergence behaviours during the GA search 
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APPENDIX E: VARIABLES 
CONVERGENCE BEHAVIOURS 
DURING THE GA SEARCH 
 
Figure E.1 Heating setpoint convergence during the GA search. 
Note: Each figure shows both changes in the coefficient of variation and the mean, from a window of 100 
solutions moved through the optimization process, where first values of variables are normalized to their 
bounds. The dotted lines correspond to +/- 1.0 standard deviation on the mean value. 
 
Variables convergence behaviours during the GA search 
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Figure E.2 Heating set-back convergence during the GA search. 
 
Figure E.3 Dead band convergence during the GA search. 
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Figure E.4 Orientation convergence during the GA search. 
 
Figure E.5 Façade-1 window-wall ratio convergence during the GA search. 
Variables convergence behaviours during the GA search 
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Figure E.6 Façade-2 window-wall ratio convergence during the GA search. 
 
Figure E.7 Façade-3 window-wall ratio convergence during the GA search. 
Variables convergence behaviours during the GA search 
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Figure E.8 Façade-4 window-wall ratio convergence during the GA search. 
 
Figure E.9 Winter start time convergence during the GA search. 
Variables convergence behaviours during the GA search 
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Figure E.10 Winter stop time convergence during the GA search. 
 
Figure E.11 Summer start time convergence during the GA search. 
Variables convergence behaviours during the GA search 
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Figure E.12 Summer stop time convergence during the GA search. 
 
Figure E.13 External wall type convergence during the GA search. 
Variables convergence behaviours during the GA search 
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Figure E.14 Internal wall type convergence during the GA search.  
 
Figure E.15 Ceiling-floor type convergence during the GA search. 
Variables convergence behaviours during the GA search 
 
240 
 
 
Figure E.16 Window type convergence during the GA search. 
  
Variables convergence behaviours during the NSGA-II search 
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APPENDIX F: VARIABLES 
CONVERGENCE BEHAVIOURS 
DURING THE NSGA-II SEARCH 
 
Figure F.1 Heating setpoint convergence during the NSGA-II search. 
Note: Each figure shows both changes in the coefficient of variation and the mean, from a window of 100 
solutions moved through the optimization process, where first values of variables are normalized to their 
bounds. The dotted lines correspond to +/- 1.0 standard deviation on the mean value. 
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242 
 
 
Figure F.2 Heating set-back convergence during the NSGA-II search. 
 
Figure F.3 Dead band convergence during the NSGA-II search. 
Variables convergence behaviours during the NSGA-II search 
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Figure F.4 Orientation convergence during the NSGA-II search. 
 
Figure F.5 Façade-1 window-wall ratio convergence during the NSGA-II search. 
Variables convergence behaviours during the NSGA-II search 
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Figure F.6 Façade-2 window-wall ratio convergence during the NSGA-II search. 
 
Figure F.7 Façade-3 window-wall ratio convergence during the NSGA-II search. 
Variables convergence behaviours during the NSGA-II search 
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Figure F.8 Façade-4 window-wall ratio convergence during the NSGA-II search. 
 
Figure F.9 Winter start time convergence during the NSGA-II search. 
Variables convergence behaviours during the NSGA-II search 
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Figure F.10 Winter stop time convergence during the NSGA-II search. 
 
Figure F.11 Summer start time convergence during the NSGA-II search. 
Variables convergence behaviours during the NSGA-II search 
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Figure F.12 Summer stop time convergence during the NSGA-II search. 
 
Figure F.13 External wall type convergence during the NSGA-II search. 
Variables convergence behaviours during the NSGA-II search 
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Figure F.14 Internal wall type convergence during the NSGA-II search.  
 
Figure F.15 Ceiling-floor type convergence during the NSGA-II search. 
Variables convergence behaviours during the NSGA-II search 
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Figure F.16 Window type convergence during the NSGA-II search. 
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APPENDIX G: THE LOCAL SA OF 
VARIABLES IN BIRMINGHAM, 
UK 
 
Figure G.1 The local SA of heating setpoint across the energy-cost trade-off in Birmingham. 
 
Figure G.2 The local SA of heating set-back across the energy-cost trade-off in Birmingham. 
Note: The blue solutions show the Pareto optimum solutions, the green solutions variable perturbations 
that result in a feasible solution, and the red solutions, variable perturbations that result in infeasible 
solutions. 
The local SA of variables in Birmingham, UK 
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Figure G.3 The local SA of dead band across the energy-cost trade-off in Birmingham. 
 
Figure G.4 The local SA of orientation across the energy-cost trade-off in Birmingham. 
The local SA of variables in Birmingham, UK 
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Figure G.5 The local SA of façade-1 window-wall ratio across the energy-cost trade-off in 
Birmingham. 
 
Figure G.6 The local SA of façade-2 window-wall ratio across the energy-cost trade-off in 
Birmingham. 
The local SA of variables in Birmingham, UK 
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Figure G.7 The local SA of façade-3 window-wall ratio across the energy-cost trade-off in 
Birmingham. 
 
Figure G.8 The local SA of façade-4 window-wall ratio across the energy-cost trade-off in 
Birmingham. 
The local SA of variables in Birmingham, UK 
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Figure G.9 The local SA of winter start time across the energy-cost trade-off in Birmingham. 
 
Figure G.10 The local SA of winter stop time across the energy-cost trade-off in Birmingham. 
The local SA of variables in Birmingham, UK 
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Figure G.11 The local SA of summer start time across the energy-cost trade-off in Birmingham. 
 
Figure G.12 The local SA of summer stop time across the energy-cost trade-off in Birmingham. 
The local SA of variables in Birmingham, UK 
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Figure G.13 The local SA of external wall type across the energy-cost trade-off in Birmingham. 
 
Figure G.14 The local SA of internal wall type across the energy-cost trade-off in Birmingham. 
The local SA of variables in Birmingham, UK 
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Figure G.15 The local SA of ceiling-floor type across the energy-cost trade-off in Birmingham. 
 
Figure G.16 The local SA of window type across the energy-cost trade-off in Birmingham. 
The vertical view of variables local SA in Birmingham, UK 
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APPENDIX H: THE VERTICAL 
VIEW OF VARIABLES LOCAL SA 
IN BIRMINGHAM, UK  
 
Figure H.1 The vertical view of the local sensitivity of heating setpoint across the energy-cost trade-off 
in Birmingham. 
Note: The blue solutions show the Pareto optimum solutions, the green solutions variable perturbations 
that result in a feasible solution, and the red solutions, variable perturbations that result in infeasible 
solutions. 
 
The vertical view of variables local SA in Birmingham, UK 
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Figure H.2 The vertical view of the local sensitivity of heating set-back across the energy-cost trade-off 
in Birmingham. 
 
The vertical view of variables local SA in Birmingham, UK 
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Figure H.3 The vertical view of the local sensitivity of dead band across the energy-cost trade-off in 
Birmingham. 
 
Figure H.4 The vertical view of the local sensitivity of orientation across the energy-cost trade-off in 
Birmingham. 
The vertical view of variables local SA in Birmingham, UK 
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Figure H.5 The vertical view of the local sensitivity of façade-1 window-wall ratio across the energy-
cost trade-off in Birmingham. 
 
Figure H.6 The vertical view of the local sensitivity of façade-2 window-wall ratio across the energy-
cost trade-off in Birmingham. 
The vertical view of variables local SA in Birmingham, UK 
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Figure H.7 The vertical view of the local sensitivity of façade-3 window-wall ratio across the energy-
cost trade-off in Birmingham. 
 
Figure H.8 The vertical view of the local sensitivity of façade-4 window-wall ratio across the energy-
cost trade-off in Birmingham. 
The vertical view of variables local SA in Birmingham, UK 
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Figure H.9 The vertical view of the local sensitivity of winter start time across the energy-cost trade-off 
in Birmingham. 
 
Figure H.10 The vertical view of the local sensitivity of winter stop time across the energy-cost trade-
off in Birmingham. 
The vertical view of variables local SA in Birmingham, UK 
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Figure H.11 The vertical view of the local sensitivity of summer start time across the energy-cost trade-
off in Birmingham. 
 
Figure H.12 The vertical view of the local sensitivity of summer stop time across the energy-cost trade-
off in Birmingham. 
The vertical view of variables local SA in Birmingham, UK 
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Figure H.13 The vertical view of the local sensitivity of external wall type across the energy-cost trade-
off in Birmingham. 
 
Figure H.14 The vertical view of the local sensitivity of internal wall type across the energy-cost trade-
off in Birmingham. 
The vertical view of variables local SA in Birmingham, UK 
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Figure H.15 The vertical view of the local sensitivity of ceiling-floor type across the energy-cost trade-
off in Birmingham. 
 
Figure H.16 The vertical view of the local sensitivity of window type across the energy-cost trade-off in 
Birmingham. 
The local SA of variables in Chicago, US 
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APPENDIX I: THE LOCAL SA OF 
VARIABLES IN CHICAGO, US 
 
Figure I.1 The local SA of heating setpoint across the energy-cost trade-off in Chicago. 
 
Figure I.2 The local SA of heating set-back across the energy-cost trade-off in Chicago. 
Note: The blue solutions show the Pareto optimum solutions, the green solutions variable perturbations 
that result in a feasible solution, and the red solutions, variable perturbations that result in infeasible 
solutions. 
The local SA of variables in Chicago, US 
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Figure I.3 The local SA of dead band across the energy-cost trade-off in Chicago. 
 
Figure I.4 The local SA of orientation across the energy-cost trade-off in Chicago. 
The local SA of variables in Chicago, US 
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Figure I.5 The local SA of façade-1 window-wall ratio across the energy-cost trade-off in Chicago. 
 
Figure I.6 The local SA of façade-2 window-wall ratio across the energy-cost trade-off in Chicago. 
The local SA of variables in Chicago, US 
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Figure I.7 The local SA of façade-3 window-wall ratio across the energy-cost trade-off in Chicago. 
 
Figure I.8 The local SA of façade-4 window-wall ratio across the energy-cost trade-off in Chicago. 
The local SA of variables in Chicago, US 
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Figure I.9 The local SA of winter start time across the energy-cost trade-off in Chicago. 
 
Figure I.10 The local SA of winter stop time across the energy-cost trade-off in Chicago. 
The local SA of variables in Chicago, US 
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Figure I.11 The local SA of summer start time along the energy-cost trade-off in Chicago. 
 
Figure I.12 The local SA of summer stop time across the energy-cost trade-off in Chicago. 
The local SA of variables in Chicago, US 
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Figure I.13 The local SA of external wall type across the energy-cost trade-off in Chicago. 
 
Figure I.14 The local SA of internal wall type across the energy-cost trade-off in Chicago. 
The local SA of variables in Chicago, US 
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Figure I.15 The local SA of ceiling-floor type across the energy-cost trade-off in Chicago. 
 
Figure I.16 The local SA of window type across the energy-cost trade-off in Chicago. 
The local SA of variables in San Francisco, US 
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APPENDIX J: THE LOCAL SA OF 
VARIABLES IN SAN FRANCISCO, 
US  
 
Figure J.1 The local SA of heating setpoint across the energy-cost trade-off in San Francisco. 
 
Figure J.2 The local SA of heating set-back across the energy-cost trade-off in San Francisco. 
Note: The blue solutions show the Pareto optimum solutions, the green solutions variable perturbations 
that result in a feasible solution, and the red solutions, variable perturbations that result in infeasible 
solutions. 
The local SA of variables in San Francisco, US 
 
276 
 
 
Figure J.3 The local SA of dead band across the energy-cost trade-off in San Francisco. 
 
Figure J.4 The local SA of orientation across the energy-cost trade-off in San Francisco. 
The local SA of variables in San Francisco, US 
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Figure J.5 The local SA of façade-1 window-wall ratio across the energy-cost trade-off in San 
Francisco. 
 
Figure J.6 The local SA of façade-2 window-wall ratio across the energy-cost trade-off in San 
Francisco. 
The local SA of variables in San Francisco, US 
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Figure J.7 The local SA of façade-3 window-wall ratio across the energy-cost trade-off in San 
Francisco. 
 
Figure J.8 The local SA of façade-4 window-wall ratio across the energy-cost trade-off in San 
Francisco 
The local SA of variables in San Francisco, US 
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Figure J.9 The local SA of winter start time across the energy-cost trade-off in San Francisco. 
 
Figure J.10 The local SA of winter stop time across the energy-cost trade-off in San Francisco. 
The local SA of variables in San Francisco, US 
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Figure J.11 The local SA of summer start time across the energy-cost trade-off in San Francisco. 
 
Figure J.12 The local SA of summer stop time across the energy-cost trade-off in San Francisco. 
The local SA of variables in San Francisco, US 
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Figure J.13 The local SA of external wall type across the energy-cost trade-off in San Francisco. 
 
Figure J.14 The local SA of internal wall type across the energy-cost trade-off in San Francisco. 
The local SA of variables in San Francisco, US 
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Figure J.15 The local SA of ceiling-floor type across the energy-cost trade-off in San Francisco. 
 
Figure J.16 The local SA of window type across the energy-cost trade-off in San Francisco. 
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