Pulse-width modulation is widely used to control electronic converters. One of the most frequently used topologies for high DC voltage/low DC voltage conversion is the Buck converter. These converters are described by a second order system with an LC filter between the switching subsystem and the load. The use of a coil with an amorphous magnetic material core rather than an air core permits the design of smaller converters. If high switching frequencies are used to obtain high quality voltage output, then the value of the auto inductance L is reduced over time. Robust controllers are thus needed if the accuracy of the converter response must be preserved under auto inductance and payload variations. This paper presents a robust controller for a Buck converter based on a state space feedback control system combined with an additional virtual space variable which minimizes the effects of the inductance and load variations when a switching frequency that is not too high is applied. The system exhibits a null steady-state average error response for the entire range of parameter variations. Simulation results and a comparison with a standard PID controller are also presented.
Introduction
Buck converters are widely used for DC high-voltage/DC low-voltage conversion when high efficiency is required. These devices consist of switching systems which are controlled with PWM (Pulse Width Modulation) and an L-C network that is coupled with the load [1, 2] . Since the parameter values L, C, and load R L define the system dynamics, variations in any of them modify the load voltage which is the variable controlled by the converter. Variations to R L are defined by the relation between the output voltage and the current to be drawn from the converter. The capacitance C is considered time invariant and the magnetic induction L is affected by errors in the nominal value when an amorphous core coil is used [3] . These magnetic induction properties could shift over time for a multitude of reasons. These variations may be caused by changes in the coil specifications and/or changes in the properties of the core's magnetic material [4] . These changes in the coil properties may occur for different factors, for instance: variations in the packing factor of coils are usually caused by rapid changes in temperature (heating) which may or may not be permanent [5] . Short circuits between contiguous turns of the coil could appear as a result of any kind of loss of isolation. This may be caused by overheating or abrasion. Inductance variations could be significant depending on the number of turns affected and the total turns.
What is more, in magnetic core coils, it is well known that the induction value decreases over time as a result of changes in the core's magnetic properties such as anisotropy direction or coercive field. These variations are produced by material heating or heating-cooling cycles which are similar to undesirable annealing treatments [6] [7] [8] . Different authors have demonstrated that the coercive field increases with annealing and the passage of time. This is owing to the growth of the magnetic material's size or to magnetic anisotropy direction dispersion [9] [10] [11] [12] . It is also well known that magnetic losses (and therefore the activation energy in magnetic cores) increase with the frequency of the magnetic field [13, 14] . Finally, temperature and/or ambient conditions may lead to chemical changes in the core [15, 16] which are clearly associated with heating. The most relevant ageing effect is related to high frequency current supply leading to the decrement of the induction of the core.
Traditional feedback control systems for L-C circuits use a linear time invariant model with small parameter changes. They exhibit accurate responses when modulation frequencies are much higher than the system frequency [1 ] . However, a non-nominal design of the control system is required when a modulation frequency that is not too high is selected (in order to limit the heating of the switching elements) and in these operating conditions the parameters of the L-C network cannot be considered constant.
In this work is presented a new state-space control system which is robust to changes in the inductance L and large changes in the load R L (voltage/current) of the converter. If a second order state-space feedback is used, then a null steady-state average error is obtained solely for changes in the inductance L. However, large changes in R L cause voltage steady state errors. The addition of a virtual state variable combined with a state-space feedback (producing a third order system) allows accurate responses to be obtained when variations in L and R L are produced in the system. The usability of the proposed state-space control approach for this kind of converters is high since the voltage over the load (or capacitor) and the current across the coil are used as physical space-state variables, the magnitudes can be easily measured, the use of space-state observers is avoided and the computational resources required to implement the controller are few.
The paper is organized as follows: Section 2 is devoted to deriving the dynamic model of the converter. Section 3 presents the control system under nominal and nonnominal conditions. Section 4 analyzes the relative average errors of the converter when non-nominal conditions are included. Section 5 includes numerical simulations illustrating the performance of the proposed approach and a comparison with a standard PID controller. Finally, Section 5 is devoted to the conclusions and suggestions for further work. Fig. 1 illustrates a typical Buck converter with a switch implemented as an N depletion mode MOSFET transistor. The coil L is modeled with an amorphous magnetic core and is represented with two parallel lines [17] . Both the transistor and the diode are considered as ideal components, and their heating is considered only from the point of view of the choice of modulation frequency.
Dynamic modeling of the converter
If 
Main nominal values of the converter and its components are indicated in Table 1 . While nominal power is 250 W, a maximum power of 1000 W can be achieved if maximum output voltage is desired with the same nominal load.
Under these nominal values, L = L 0 and R L = R L0 , the system exhibits a natural frequency of m 00 = 2000 rad/s and a damped factor of f 0 = 1 which correspond to a critically damped system. The system thus fulfils that
• C 2 and the values are taken from (3) as:
The use of this input-output representation and the application of the final value theorem signify that the steady-state response of the system (2) with a step input is given by:
The PWM switching frequency was selected to avoid high energy dissipation into the switching element and the amorphous core [17] , and to reduce the emission of electromagnetic radiations (EMRs) which are directly related to the increase in the switching frequency. The PWM switching frequency was therefore chosen with a value of f s = 2 kHz which is close to the lower established theoretical limits [18] . The relation between this switching frequency and the nominal system frequency /oo = c«oo/(27t) becomes 6.28, which is close to the lower limit given in [18] : U TN^b J m Fig. 1 . Buck converter. Table 1 Main nominal values of the converter. responses do not depend on the modulation frequency, although their ripple amplitude will be smaller the higher modulation frequency is. The heating of the switching components (transistor T and diode D) will additionally increase, which is an undesired effect. The addition of switching effects to the whole system produces a faster deterioration in the properties of the magnetic core coil, as was explained in Section 1.
Control system
coil model which integrates the effects of the switching frequency can be neglected. The winding resistance in [17] is not increased at / s < 20 kHz and the main inductance is considered to be frequency independent up to 1 MHz. Both limits are quite far from the chosen switching frequency. Finally, the variation ranges considered for the coil core and the load are the following:
In addition, the open circuit regime defined by R L = oo and short time overloading conditions appearing when R L < R L0 are considered. Moreover, when an ON-OFF PWM controller is used, the input system u(t) adopts the following form:
where r=(/ s )~\ k is an integer, and 0 ^ d(fc) ^ 1, is the duty ratio (relative pulse width). Steady-state average responses (denoted with subscript _s) for a given average duty ratio, d s , then become:
If expression (9) is normalized for d s > 0 the following result is yielded:
ys.uNn{t = oo) = U m -G c (P)-(P + 1-d s ) ( 
10)
Responses from Eqs. (5) and (9) coincide if U = U m ld s or system (2) includes the scale factor d s in matrix B c (which is similar to scaling the numerator of G(£s)). These average
The controllability matrix (see [19] ) of the given system results in:
with range(Qc) = 2 for all values of I, C ¥= oo. The system is therefore fully controllable. If r = r(t) denotes the reference signal, then the control input u is composed of a combination of a feed-forward term ¡< w0 and a state-space feedback term K F0 = (k w fc 2 o ). This is defined as:
The average scale factor d s is again used, and the continuous control signal u(t) is achieved after the PWM modulator as can be seen in Fig. 2 . This figure shows a diagram of this simple state-space control system. The closed loop system dynamics is governed by the following characteristic polynomial:
The controller gains, which are composed of the feedforward term K w0 and the gain matrix K F0 = (k w k 2 o)-, governing the closed loop dynamics, were set by identifying, term by term, the coefficients of the second degree closed loop characteristic polynomial, with those of the following desired Hurwitz polynomial:
where the desired eigenvalues of (13) (14)) is:
This is not L-dependant. However, if non-nominal values in the range given by Eq. (7) of R L are also considered, then new relative eigenvalues change from -23.5 to -5 (R L0 Co"i) and {RwC-a 2 ) from -90.3 to -5 which might imply system frequencies that are higher than / s , signifying that the controlled system would consequently be unable to provide acceptable responses. Under these conditions, and according to Eq. (17), the system exhibits a minimum/maximum average relative error which is given by the following expression: e r = 1
It will be observed that when R L = oo, then the relative error is increased to s r = -0.5625 and it becomes positive when R L <R L0 . From expressions (12) and (13) it will be noted that the control of the system is achieved and the system order is not increased. This is an important advantage of linear state feedback controllers because it is possible to place all the closed loop poles in the desired positions when the system is fully controllable and the numerator of the equivalent closed loop continuous transfer functions does not change with the exception of the feed forward gain. However, it is well known that this solution is unable to respond in an appropriate manner when the system is affected by perturbations. In these cases, the robustness of the system cannot be guaranteed and the linear state feedback controller must be modified, thus increasing the system order, with the inclusion of the output error and by inserting a new "virtual state" or integral action to eliminate it. As a result, the modified system achieves steady-state errors with regard to step inputs, and it additionally improves its degree of perturbation rejection as regards error modeling and external disturbances. This approach is similar to that used in classical control design, in which it is often necessary to add integral actions in order to cancel steady-state errors that track a step input signal (the integral action increases the system type order, but the system order is also increased).
If this approach is particularized to our system, then a new virtual state variable x e is created in order to cancel these error sources:
x e = r-y = r-C c x (19) and the control signal u (see Fig. 3 ) is now computed as:
where the terms K e0 and K FS0 = (feieo k2eo) are the new gain values of the control law designed. The new expanded system is now written as:
and using the control law defined in (20) , the controlled system becomes:
Open Loop System x(t) = Acx(t) + Bcu(t) Fig. 3 
where the desired eigenvalues of (24), were placed in the same position to that of the previous case, i.e. 
Simulation results
Various simulations have been carried out using the linearization technique described in [20] with/ s = 2 kHz and varying the parameters L and R L . The proposed controllers were simulated using software tools from Mathworks® Inc. These include MATLAB®, with Control and Signal Processing Toolboxes and Simulink® with SimPowerSystems™/ Power Electronics/Mosfet library (see [1] ). Similar results have been obtained when an IGBT model is used instead of a depletion N-channel Mosfet model. Fig. 4 depicts some output responses when the control law (12) is used to control the system with different values of! and R L . A step signal is used as a reference with 1 ms of rise time from 0 to 50 V at t x = 1 ms. It will be noted that the output has reduced its damping factor and that it cannot reach the reference in the so-called worst case (R L = 10R L0 and L = 0.8L 0 ). The steady-state average output is 74.72 V under this condition while the reference is 50 V Both values allow a relative average error E r = (50 -74.72)/50 = -0.494 to be obtained, which is in accordance with Eq. (18) . The bottom of Fig. 4 shows the PWM controller responses for both the nominal and worst cases. Fig. 5 illustrates the converter responses when the proposed control law (20)- (26) is used to control the voltage outputs with the same reference signal. The PWM responses for nominal and worst cases are also plotted. Note that the controlled system exhibits slower responses than in the previous case. This is because the desired eigenvalue (pole of the closed loop system) ¿r 3 has been chosen as being smaller than <J W ,<J 2 O and this pole is responsible for the dominant dynamics of the whole system. The steady-state average errors are thus cancelled for every value of! and R L (included the worst case) which agrees with expression (28).
A comparison between a standard PID controller and the proposed control law is carried out in order to show the time responses obtained from both controllers. The PID controller used is expressed as: The set of coefficients {k P , k D , k¡\ were selected to achieve an output voltage control with the same input signal and similar desired eigenvalues for the nominal and the worst case. In these cases, the characteristic polynomial of the controlled system becomes:
Upon identifying the coefficients of the PID controller by using direct synthesis from expressions (25) and (30) with nominal values we obtain:
The equivalent transfer function of the controlled system with the PID controller becomes:
Mp, D {s)
LC (32) note that the use of a classical PID controller inserts two zeros which modify the transient response of the system when a non-smooth input signal is used as a reference, owing to their derivative effects. If a modified PID with the derivative part uncoupled from the input is carried out, only a new zero appears in the closed loop equivalent transfer function. The proposed method has the following advantages with regard to the use of typical PID controllers: (a) the controller can be designed in a direct manner (Direct Synthesis) and it is possible to place the system eigenvalues according to the designer criteria; (b) the space-state method uses direct state signal measurements (coil current and capacitor voltage), thus avoiding the use of state-space observers; and (c) the derivative part of the feedback is not coupled with the input and overshooting is avoided when non-smooth reference signals are used thanks to this particular topology. This new reference switches at U = 1 ms from 0 V to 75 V, then drops to 25 V at t 2 = 25 ms, and finally reaches the nominal 50 V at t 3 = 50 ms. All the transitions are generated with rise/fall times of 1 ms. The relative average errors are cancelled for all the parameter values while the ripple does not increase significantly in either case.
The Mathworks MATLAB®-Simulink environment has been used for multiple experiments by authors (see Refs. [21] , [22] and [23] ). The hardware setup could consist of a Personal Computer with Analog 10 isolated interfaces and additional software tools such as Control Toolbox, Real Time Workshop® (RTW), Real Time Windows Target® (RTWT) and Visual C++ Professional®. Since the maximum sampled frequency of the hardware architecture proposed is around 1 kHz, it will not be possible to carry out experiments to control power electronics converters despite the relatively small sampling frequency chosen in this work. What is more additional hardware will be required, such as Voltage-PWM converters with additional isolated interfaces, and drivers.
A modular, flexible and reconfigurable hardware setup based on commonly available laboratory devices is therefore proposed. This is based on the Compact Reconfigurable Input-Output architecture (cRIO) from National Instruments® [24] and the use of LabVIEW® which allow the controllers designed to be implemented by using LabVIEW Real-Time®, LabVIEW FPGA® and adequate cRIO Modules. In this case, the cRIO-907x Real Time Controllers with a 4 or 8 slot FPGA chassis which provides high I/O timing and signal processing performances with switching frequencies of up to 40 MHz can be developed, and the PWM control signals obtained could be directly used to command the switching element with adequate optoisolation. The study of these hardware possibilities needs to be explored and resolved in the future, and they are proposed as topics for further development.
Conclusions
A robust control of a Buck converter modeled with an amorphous core coil and variable load (voltage and current relation) has been presented. It is controlled via PWM under relatively small modulation frequencies. State-space controllers, which use coil current and capacitor voltage as state variables, can be used to control these converters with fast responses and null steady-state average errors, even in the case of the coil inductance decreasing its value over the time. However, if a non-nominal load is used (which implies that the current drawn from the converter can be very different to the nominal current) the controller response may not operate properly. An additional virtual state variable with integral effect that increases the type order of the system combined with a state-space feedback allows the converter to be controlled over the entire range of parameters, including a decrease in L owing to aging and a high increment of the value of R L .
The correspondence between the responses of real electronic circuits and simulation results for these systems is usually very good. A plan to test the simulations has also been introduced to depict how the proposed method can be implemented in the future real platform. Two possible real implementations have been explained based on: (a) Matlab-Simulink-Real Time Workshop-Real Time Windows Target; or (b) CompacRIO-FPGA-LabVIEW. Furthermore, the implementation code is very simple, consisting of the sensor drivers, the designed gains and the integral term, signifying that the implementation of libraries or code-packages is not necessary. Future work will be devoted to verify the effectiveness of the proposed control algorithms and the possible hardware architectures through experiments on a real platform.
