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Résumé :
On discute de l’existence d’un maillage simplicial pour un polyèdre arbitraire. Étant
donné un maillage (une liste de triangles) conforme de la surface du domaine, dé-
cider s’il existe ou non un maillage en simplexes de ce domaine est un problème
réputé

-complet. Ce papier décrit une méthode qui construit un tel maillage, as-
surant ainsi son existence. La méthode proposée comprend trois étapes. En premier,
un algorithme de triangulation de Delaunay est appliqué aux points donnés, ensuite
une étape de regénération des éléments de la surface est faite qui conduit à la par-
tition des faces initiales. Enfin, une dernière étape permet de supprimer les points
ajoutés lors de cette partition. La complexité de la construction est discutée puis un
exemple est montré qui illustre l’intérêt pratique de cette construction. La Partie 2
de ce papier donne une description détaillée de la méthode de construction décrite
brièvement ici et montre de nombreux exemples concrets.
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Simplicial mesh of an arbitrary polyhedron.
Part 1 : Existence and complexity
Abstract:
Issues related to the existence of a triangulation of an arbitrary polyhedron are ad-
dressed. Given a boundary surface mesh (a set of triangular facets), the problem to
decide whether or not a triangulation exists is reported to be
 
-hard. In this paper,
an algorithm to triangulate a general polyhedron is used which makes use of a clas-
sical Delaunay triangulation algorithm, a phase for recovering the missing boundary
facets by means of facet partitioning and a final phase that makes it possible to re-
move the additional points defined in the previous step so as to recover the initial
boundary mesh thus resulting in a mesh of the given polyhedron whose construction
cost is discussed. To conclude, one example is shown to illustrate the actual interest
of the proposed construction. Part 2 of this paper gives a detailled description of the
corresponding construction method along with a series of application examples.
Key-words: Mesh of a polyhedron, Triangulation, Delaunay, Facet Partitioning
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1 Introduction
En deux dimensions, tout polygone non auto-intersectant est triangulable. Ce
résultat, connu depuis longtemps, est en particulier démontré dans [12] et [1]. Des
algorithmes presque optimaux (de complexité presque linéaire) ont été même pro-
posés. La recherche d’un algorithme optimal (de complexité linéaire) a longtemps
occupé les chercheurs dans le domaine de la géométrie algorithmique. Ce problème
est enfin résolu, en 1991, par B. Chazelle, [6]. Cependant, la mise en œuvre de son
algorithme paraît difficile, voire impossible !
En trois dimensions, l’existence d’un maillage simplicial d’un polyèdre arbi-
traire est considérée comme une question difficile. En effet, ce problème n’est pas,
en général, de complexité polynomiale, cf. [13] et [5]. Deux questions sont posées,
est ce que la triangulation existe sans ajout de points supplémentaires (points dits
de Steiner) et, sinon, quel est le nombre optimal (minimal) de tels points?
En pratique, moyennant des heuristiques, plusieurs méthodes existent qui per-
mettent de résoudre le problème de la construction d’une triangulation sans se pré-
occuper explicitement des questions relatives aux points de Steiner (leur nombre en
particulier).
George et al.,[8], ont proposé une méthode basée sur la construction d’une tri-
angulation de Delaunay des points de la peau du polyèdre suivie de modifications
topologiques locales (bascules d’arêtes et de faces) et ajout de points (de Steiner)
pour traiter des pathologies bloquantes afin de former les faces initiales. La mé-
thode, sur le plan théorique, donne la solution escomptée mais, d’un point de vue
numérique, peut être mise en défaut dans des configurations particulièrement déli-
cates (sans toutefois, en général, être présentes dans les exemples issus des appli-
cations de type éléments finis). Un exemple de configurations délicates est celui où
des faces de taille très variées sont voisines, un autre exemple est celui où les faces
du polyèdre sont fortement anisotropes (étirées). Une approche d’apparence proche
est proposée dans [9] qui s’autorise à modifier les faces spécifiées via des bascules
d’arêtes dans certains cas (faces coplanaires ou pratiquement coplanaires). De la
sorte, la contrainte est amoindrie et plus facile à satisfaire (on ne cherche plus à im-
poser le jeu de faces données mais un “équivalent” plus ou moins géométriquement
proche).
Weatherill et al., [15], ont proposé une méthode qui revient à casser les faces
contraintes après ajout de points internes au domaine (compte tenu du type d’ap-
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plications envisagées, la mécanique des fluides). L’idée sous-jacente étant que ces
points facilitent la formation des sous-faces issues du cassage des faces initiales.
Cette méthode produit un maillage du polyèdre considéré mais, malgré une phase
tendant à supprimer les points ajoutés sur les faces, ne garantit pas que tous ces
points sont détruits et par suite que toutes les faces initiales existent dans le maillage
résultant.
Chazelle et al., [5], ont proposé une méthode permettant de trianguler un poly-
èdre non convexe sans trou(s) (topologique(s)) ayant   sommets et  arêtes réflexes
en
   
	 tétraèdres. L’approche consiste à partitionner le polyèdre avec des
cylindres ayant comme base les triangles (les faces) de la peau. Ici aussi, l’apport
reste purement théorique et, à notre connaissance, il n’y a pas d’implémentation
numérique.
À cette liste non exhaustive, il convient de rajouter tous les travaux relatifs à
la notion de Delaunay admissibilité d’une surface triangulée. Dans cet esprit, on
trouve essentiellement deux approches. L’une, par exemple [10], revient à casser
les contraintes via un jeu de sphères protectrices. Des points sont ajoutés sur les
contraintes. Ils sont positionnés de manière à ce que leur voisinage n’interfère pas.
Cette première approche est d’un intérêt théorique pur et, sur le plan pratique, peut
conduire à un nombre de points prohibitif, par suite, elle n’a probablement pas de
réelles applications. L’autre approche proposée par exemple par [7] et, plus récem-
ment, par [11], est plus proche de la réalité. L’idée, dans cette seconde approche,
est de modifier la triangulation initiale de la surface par ajout de points et via des
bascules d’arêtes afin que la triangulation de Delaunay de tous les points (initiaux
et ajoutés) contienne exactement les faces correspondantes (ce qui est la même
idée que dans la première approche). Notons que les points ajoutés, dont le nombre
reste contrôlé, le sont sur les faces initiales (et, en général, pas sur la surface sous-
jacente).
Dans ce papier, on propose une méthode simple de construction de la triangu-
lation d’un polyèdre quelconque. Cette méthode est similaire, dans son concept, à
celle de Weatherill et al. mais s’en différencie par le fait qu’on ne rajoute pas de
points internes a priori et, de plus, que l’on a la garantie que les points rajoutés
sont soit purement et simplement supprimés, soit déplacés vers l’extérieur des faces
permettant ainsi de retrouver toutes les faces initiales. Ce papier (Partie 1) présente
le schéma général de la méthode tandis qu’un second papier (Partie 2) montrera
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les aspects algorithmiques et pratiques et de nombreux exemples tirés de différents
types d’applications.
Section 2, avant d’aborder le cas de la trois dimensions, on revient sur le cas
(simple) de la deux dimensions. On traite l’existence de la triangulation et on pro-
pose des algorithmes de construction dont les complexités sont brièvement décrites.
Section 3, on aborde le cas de la trois dimensions sous l’angle de l’existence. Sec-
tion 4, on revient sur la méthode (directe) proposée par George et al. (déjà esquissée
dans l’introduction). Section 5, on décrit notre nouvelle approche. Section 6, on dis-
cute de la complexité. Ensuite, Section 7, un exemple d’application est montré puis,
Section 8, une brève conclusion est donnée.
2 Existence d’un maillage simplicial d’un polygone
arbitraire
On se donne un domaine dans le plan décrit par sa frontière. Celle-ci est consti-
tuée de polygones simples. Ces derniers sont donnés sous la forme d’un ensemble
de segments. L’existence d’un (au moins un) maillage triangulaire de ce domaine tel
que les segments frontières donnés se retrouvent comme arête d’éléments constitue
un résultat bien connu. Néanmoins, il nous a semblé intéressant de donner trois dé-
monstrations de ce résultat, la première basé sur une méthode naïve de construction,
la seconde faisant appel à un algorithme de triangulation de Delaunay, avant de dé-
crire rapidement une troisième méthode qui est la restriction au cas bidimensionnel
de la méthode qui sera proposée dans le cas tridimensionnel.
On se donne donc un ensemble (une liste)
  	 
	  de points qui sont les ex-
trémités des segments formant la discrétisation du   polygone frontière du do-
maine. On suppose de plus que les sommets
   de chaque composante connexe 
du domaine sont ordonnés selon un parcours dans le sens direct (indirect selon sa
“parité”).
2.1 Une méthode naïve de construction
Pour simplifier, on regarde d’abord le cas où le domaine analysé est convexe
(donc ayant un seul contour polygonal), Figure 1 (à gauche), puis celui où le do-
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maine est non convexe, possédant un seul contour polygonal et enfin le cas d’un
domaine quelconque.
2.1.1 Domaine convexe
Dans ce cas, l’idée est triviale. Pour alléger les notations, on omet l’indice
 (de fait,    puisque, ici, le contour ne possède qu’une seule composante
connexe). On considère les triplets formés par trois points consécutifs non coli-
néaires. Comme le domaine est convexe, (au moins) un tel triplet existe toujours.
Soit          	 


, le triplet analysé. Comme la surface orientée du triangle formé
par ce triplet,            
   	 , est positive (ci-dessus, on a supposé, sans
perte de généralité, que le contour était orienté de manière à assurer cette positi-
vité), on peut construire le triangle
          	 . Alors, d’une part, le nombre de
segments du contour du polygone décroît de un et, d’autre part, le point
  	 dispa-
raît de la liste. Comme le polygone résultant reste convexe (car tout sous-ensemble
ordonné de
   	 forme un polygone convexe), il est toujours possible d’enlever un
point de la liste des points du contour courant. Par suite, l’algorithme converge vers
un triangle et une solution existe.
Notons que le choix d’un triplet possible (et la construction du triangle corres-
pondant) est, en général, multiple et, par suite, des solutions différentes peuvent
être obtenues. Dans cet ordre d’idées, le tri (dynamique) des triplets en fonction de
l’angle formé en
   permet de selectionner le triplet ayant l’angle le plus petit et
d’assurer ainsi un certain niveau de contrôle sur la qualité des triangles construits.
FIG. 1 – À gauche, le cas d’un polygone convexe. Au milieu et à droite, deux poly-
gones non convexes.
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2.1.2 Domaine non convexe simple
Le cas d’un domaine simple arbitraire sans trou (généralement non convexe
dont la frontière polygonale n’a qu’une composante connexe) demande une analyse
plus fine. À la différence du cas précédent, il existe au moins un sommet réflexe
où l’angle formé par les deux arêtes incidentes en ce sommet vu de l’intérieur du
domaine est strictement plus grand que   . Un tel sommet peut gêner la construction
proposée précédemment, Figure 1 (au milieu). En effet, ce sommet peut tomber
dans un triangle formé par un triplet qui est a priori acceptable pour le schéma
décrit ci-dessus.
L’idée est donc de dresser la liste des sommets réflexes puis de revenir à la
méthode ci-dessus en l’adaptant. En effet, valider un triplet nécessite de vérifier
explicitement qu’il ne contient aucun sommet réflexe.




–    	       	  
   	 , la surface orientée du triangle          	  	
est positive,
– ce triangle ne contient aucun sommet réflexe.
Preuve : La preuve utilise le fait que tout polygone simple est triangulable sans
ajout de points autres que ses sommets. Pour un polygone simple fermé, le nombre
de triangles est    où   est le nombre de sommets du polygone. Le nombre
d’arêtes de peau étant   , il existe au moins deux triangles qui possèdent deux arêtes
de peau.
Un triplet satisfaisant les deux critères nécessaires étant identifié, le triangle
correspondant est construit, la liste des points est mise à jour et le processus est itéré.
Notons que le traitement d’un triplet peut rendre non-réflexe un sommet initialement
réflexe (vis à vis du contour “actif” restant).
Une autre construction consiste à trouver un triplet “positif” et à examiner s’il
contient un ou plusieurs sommets réflexes. S’il ne contient aucun tel sommet, le
triangle est formé et, par suite, le nombre d’arêtes du polygone décroît. Dans le
cas contraire, parmi tous les sommets (du polygone courant) contenus dans le tri-
angle
         	  	 , on considère celui qui est réflexe et qui est le plus proche,
par exemple, du segment
       . On forme avec ce segment et ce sommet un tri-
angle valide. En effet, ce triangle ne contient aucun sommet du polygone courant.
INRIA
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L’introduction de ce triangle divise le domaine à trianguler en deux sous-domaines
disjoints dont chacun contient une frontière polygonale dont le nombre d’arêtes est
strictement inférieur au nombre d’arêtes du polygone courant.
2.1.3 Domaine quelconque
Dans ce cas, la frontière du domaine est composée de plusieurs polygones simples
de forme quelconque. Il suffit d’appliquer la dernière méthode en remarquant que
cela conduira à relier deux composantes lorsque le point trouvé n’appartient pas à
la même composante que les extrémités de l’arête utilisée.
Remarque. Notons, et ce sera là une différence notable avec le cas tridimension-
nel, que la solution ne nécessite pas l’ajout de points. Les sommets des triangles du
maillage construit ne sont autres que les points du contour initial.
2.2 Une méthode partant de la triangulation de Delaunay
On peut 1 définir une boîte, par exemple carrée, englobant les
   . En premier, un
algorithme de triangulation de Delaunay appliqué aux
   et aux quatre sommets de
la boîte ci-dessus permet de construire un maillage en triangles de cette boîte. Ce
maillage ne contient pas, en général, tous les segments (d’extrémités parmi les
   )
du contour donné, néanmoins, la simple utilisation de bascules 2 d’arêtes permet de
recréer tous ces segments qui se retrouvent alors comme arête de triangle, Figure 2.
Par suite, il est facile d’identifier les triangles intérieurs au polygone et ainsi, sup-
primant les triangles extérieurs, on obtient un maillage du polygone initial, assurant
donc le résultat cherché. Ici, également, la solution est obtenue sans ajout de points
internes.
Remarque. L’idée sous-jacente est de faire diminuer (via les bascules) le nombre
de triangles intersectés par le segment correspondant à une arête manquante. Comme
ceci n’est pas toujours vrai (une bascule laissant inchangé ce nombre), le résultat
1. ceci permet de simplifier l’écriture de l’algorithme mais n’est pas strictement nécessaire.
2. Une autre méthode consiste à utiliser la méthode naïve localement sur chaque polygone formé
par l’ensemble des triangles intersectés par un segment manquant.
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FIG. 2 – Bascules successives pour faire apparaître une arête.
est obtenu en basculant de manière aléatoire les arêtes candidates à bascule dans le
cas où plusieurs bascules sont a priori possibles.
2.3 Une méthode par subdivision
Cette méthode suit le principe qui sera proposé pour la trois dimensions. Elle est
exposée ici car elle est très facile à comprendre (en deux dimensions). La méthode
par subdivision reprend la première étape de la méthode précédente. La triangula-
tion de Delaunay ainsi construite ne contient pas, en général, tous les segments ini-
tiaux. Un tel segment manque (i.e., n’est pas une arête d’éléments) car il existe des
arêtes du maillage actuel qui le coupent. On va introduire les points d’intersection
correspondants afin de forcer une partition du segment traité puis on va supprimer
les points ainsi ajoutés pour retrouver le segment initial comme arête.
Trouver une partition en arêtes d’un segment donné. On considère une contrainte
manquante. Ses extrémités sont des sommets du maillage courant. Partant de l’une
de ses extrémités,   , on cherche la première arête du maillage courant intersec-
tée. On calcule le point d’intersection correspondant,
  , puis on l’insère dans le
maillage courant, Figure 3. Pour ce faire, on traite les deux triangles partageant
l’arête intersectée. Le premier est constitué du sommet   et de l’arête intersectée, le
second de cette arête et d’un troisième point, le point opposé à cette arête commune.
La construction consiste simplement à subdiviser ces deux triangles. Le premier est
cassé en deux en tirant     , le second est cassé également en deux en joignant  
et le point opposé à l’arête commune de la configuration de départ. Il est donc clair
que l’arête     est une arête du maillage ainsi modifié.
On considére maintenant les deux triangles, issus du découpage du second tri-
angle de départ et on cherche, parmi leurs arêtes, celle qui est coupée par le segment
INRIA
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à contraindre. De la sorte soit on définit un point

 , nouvelle intersection à intro-
duire, soit on trouve une arête joignant
  à   , l’autre extrémités de la contrainte.
Dans ce dernier cas, la partition cherchée existe. Sinon, on répète la même construc-
tion.
Par conséquent, introduire les points intersections des arêtes courantes avec le
segment traité permet, par l’opération locale triviale décrite ci-dessus, de faire ap-
paraître ce segment sous la forme d’une subdivision constituée par des arêtes du
maillage ainsi modifié. Appliqué à tous les segments de la contrainte donnée, cette
simple construction assure l’existence, sous la forme de partitions, de toutes ces
contraintes.
FIG. 3 – L’arête à forcer (à gauche), l’introduction du premier point d’intersection
détecté et la formation du premier segment de la partition de l’arête cherchée.
Éliminer les points ajoutés pour retrouver les contraintes initiales. Ensuite,
tous les segments manquants ayant été traités, les points ajoutés lors de leur subdivi-
sion sont éliminés et, comme résultat, le maillage cherché est construit, sans points
autres que les points initiaux. L’éliminition des points d’une subdivision consiste en
plusieurs étapes :
– diviser le polygone formé par l’ensemble des triangles intersectés par le seg-
ment contraint en deux polygones d’intérieur disjoints vis a vis de ce segment,
– pour chaque polygone, faire
– trier les sommets bord de ce polygone autres que les points d’intersec-
tion introduits sur ce segment et que ses extrémités, selon leur distance
à ce segment,
RR n° 4397
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– déconnecter ces sommets bord selon ce tri juqu’à ce qu’il n’en reste
qu’un,
– remplacer le faisceau ainsi formé par un triangle ayant le segment contraint
comme arête.
Déconnecter un sommet bord revient à supprimer toutes les arêtes joignant ce
sommet aux points d’intersection. Pour supprimer un sommet
 
de ce polygone, la
méthode consiste à définir la région polygonale s’appuyant sur le segment polygone
et délimitée par :
– l’arête bord du polygone joignant le sommet,
 











au point intersection à l’extrême gauche sur le segment contraint,
– celle joignant
 
au point intersection à l’extrême droite sur le segment contraint.
Cette région est nécessairement convexe, donc il est possible de basculer toutes
ses arêtes internes (joignant
 











. Par exemple, pour basculer ces arêtes
sur
  
, il suffit d’appliquer des bascules d’arêtes de gauche à droite.
2.4 Complexité
La méthode naïve, dans le cas général, est en
         	 	 où   est le nombre
de sommets du polygone bord et  est le nombre de sommets réflexes. Néanmoins,
dans le cas convexe, la complexité est linéaire, i.e., en   .
La méthode deux a la complexité de l’algorithme de triangulation de Delaunay
et celle de la phase de bascule d’arêtes donc cette dernière, quadratique dans le
pire des cas (autant de bascules que d’arêtes pour chaque arête manquante). Cette
complexité est celle de la méthode qui construit une triangulation de Delaunay à
partir d’une triangulation quelconque.
La dernière méthode a la complexité de sa phase de partition-élimination, com-
plexité qui sera analysée plus tard (voir plus bas, en particulier la Figure 7).
INRIA
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3 Existence d’un maillage simplicial d’un polyèdre
arbitraire
Le problème, en trois dimensions, se formule comme :
– la donnée d’un maillage triangulaire de la surface d’un polyèdre arbitraire,
– la question de savoir s’il existe un maillage tétraèdrique de ce polyèdre s’ap-
puyant exactement sur les triangles de la surface de ce domaine.
Ce problème est connu comme étant
 
-complet. Ceci ne veut pas dire qu’il
n’existe pas de maillage (en effet, de nombreuses méthodes existent qui construisent,
le plus souvent avec succès, ces maillages, même dans des cas très peu favorables)
mais que le coût de la construction n’est pas garanti en temps polynomial. De plus,
à l’inverse de la deux dimensions, on sait, qu’en général, il n’existe pas de maillage
sans points internes (les points de Steiner). Avant de discuter d’une méthode de
construction, on va présenter deux exemples qui mettent en évidence une difficulté
particulière.
3.1 Le prisme de Schönhardt et le polyèdre de Chazelle
Le premier exemple montre que même une géométrie simple peut, afin de pou-
voir être maillée, imposer la création d’un point (de Steiner) interne. Il montre aussi
la difficulté pratique pour trouver la position de ce point. Le second exemple, quant
à lui, illustre la difficulté à borner le nombre d’éléments nécesaires à la triangulation
d’un domaine quelconque.
Le prisme de Schönhardt. Ce polyèdre est un simple cylindre à base triangu-
laire comportant   sommets et  faces triangulaires, [14]. La face inférieure est un
triangle tout comme la face supérieure. Les trois faces latérales sont des quadrangles
coupés en deux triangles chacuns. Prenons le cas d’un prisme droit, Figure 4, alors,
selon la découpe des faces latérales (qui sont planes), il existe un maillage en tétra-
èdres (de trois éléments) immédiat à trouver ou ce maillage n’existe pas (l’un de ses
éléments serait exactement de volume nul, cas que nous excluons dans nos applica-
tions). Toutefois, ajouter un simple point interne lève cette impossibilité, on obtient
alors  tétraèdres (un par face de peau). La clé de la construction est que toutes les
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faces du bord du prisme sont visibles de ce point. De plus, choisir un tel point est
facile car tout point interne au prisme convient.
Tordons ce prisme, la base est fixée et on tourne la face du dessus autour de
l’axe du cylindre en assurant que le prisme reste valide (sans auto-intersection). La
difficulté est alors de trouver un point, interne au polyèdre, qui soit visible de ses
 faces. En théorie, tant que le prisme reste valide (pas d’auto-intersection de ses
faces), il existe un noyau de visibilité (un polyèdre intersection des demi-espaces
délimités par les faces) non vide et tout point de ce noyau donne la solution. En























FIG. 4 – Le polyèdre de Schönhardt : triangulation contrainte d’un prisme régulier
conduisant à une décomposition valide (sans ajout de point interne) ou donnant une
configuration impossible à trianguler, à moins d’ajouter un point interne.
Le polyèdre de Chazelle. Ce polyèdre, Figure 5, est défini comme un parallé-
lépipède rectangle tel que et  et  varient de   à    (soit une longueur de   ,   entier) et tel que    	
     délimitant ainsi les faces supérieures et
inférieures. Ces faces contiennent chacune     encoches régulièrement espacées.
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Les encoches, au dessus, sont formées d’une arête rentrante parallèle à l’axe des
 incidente à deux faces presque verticales. Ces encoches ont leur arête inférieure
appartenant à l’hyperbole 
       ,    . Au dessous, les encoches ont leur
arête rentrante parallèle à l’axe des  et définie par 
     , voir [4].
FIG. 5 – Le polyèdre de Chazelle : sa géométrie montrant la disposition des en-
coches. Pour faciliter la lecture de la figure, on a mis trois encoches seulement et
l’échelle n’est pas respectée.
Il est connu (et démontré dans plusieurs références, [4], [1], entre autres) que la
triangulation de ce polyèdre nécessite un nombre quadratique d’éléments dès lors
que  
 . Ceci est lié au fait que la proximité des faces inférieures et supérieures
des encoches imposent que les régions visibles de part et d’autre sont de volume de
l’ordre de  .
3.2 Polyèdre arbitraire
Un polyèdre arbitraire est un domaine qui peut localement comprendre, outre
des régions présentant des propriétés de régularité (alignement, coplanarité, cocy-
clicité, cosphéricité, ...), des configurations du type des deux cas particuliers décrits
ci-dessus et, par suite, mailler un tel domaine peut se révéler délicat et/ou coûteux.
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4 Méthode directe et méthode basée sur Delaunay
La méthode directe, telle que vue en deux dimensions, ne s’applique pas dans
le cas d’un polyèdre arbitraire (i.e., non convexe) comme le montre l’exemple de la
Figure 4.
L’extension de la seconde méthode, triangulation de Delaunay et généralisa-
tion de l’opérateur de bascule d’arêtes a été étudiée dans de (pas si) nombreuses
références, par exemple [8]. L’idée est de construire la triangulation d’une boîte en-
globante en insérant par un algorithme de triangulation de Delaunay les  points
de cette boîte et les points de l’ensemble
   . Ceci fait, on a une triangulation de
la boîte introduite dans laquelle certaines des faces du polyèdre donné n’existent
pas (n’ont pas été formées bien que leurs sommets soient des sommets de la tri-
angulation actuelle). Des bascules de faces (entre deux tétraèdres adjacents) et des
bascules d’arêtes généralisées (dans le polyèdre formé des tétraèdres partageant une
telle arête) couplées, le cas échéant, avec la création de points de Steiner (voir, ci-
dessus, l’exemple du prisme) permettent de regénérer les faces manquantes. Ces
faces étant présentes dans la triangulation résultante de la boîte introduite, il est fa-
cile de classer les tétraèdres de cette triangulation et d’éliminer ceux qui ne font pas
partie du polyèdre initial.
Dans [3], on a montré que, en théorie et abstraction faite des problèmes numé-
riques, l’algorithme esquissé ci-dessus donne une solution. En pratique, une telle so-
lution existe dans la plupart des cas concrets. Il est cependant facile de construire des
exemples pour lesquels l’algorithme numérique (traduction sur ordinateur de l’al-
gorithme théorique) ne conduit pas à la recréation de toutes les faces manquantes,
rendant ainsi impossible la définition correcte du polyèdre cherché. Notons que de
tels cas correspondent à des situations où la frontière du polyèdre est maillée de ma-
nière assez grossière (choc de taille violent entre mailles géométriquement voisines,
l’effet “porc-épic”, propre aux méthodes de type Delaunay, effet bien connu).
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5 Une méthode constructive montrant l’existence d’une
solution
Dans cette section, on propose une méthode, d’apparence simple, qui permet de
traiter tous les cas, y compris ceux mentionnés ci-dessus. La méthode de construc-
tion proposée comprend trois étapes :
-1. la construction d’une triangulation de Delaunay s’appuyant sur les points de
la frontière du polyèdre,
-2. la recherche des faces (de la surface initiale) manquantes dans cette trian-
gulation, la construction des points intersections de ces faces avec les faces
courantes et l’insertion de ces points d’intersection via un processus local,
-3. la suppression des points ajoutés ci-dessus afin de retrouver le maillage initial
du bord du polyèdre.
Ces trois étapes font l’objet des sections qui suivent.
5.1 Triangulation de Delaunay
Les points du contour (sommets des triangles de la surface du polyèdre) sont
insérés, un à un, par un algorithme de triangulation de Delaunay. Pour simplifier, on
construit en premier une boîte englobant tous les points et c’est cette boîte (convexe)
qui est triangulée. La triangulation obtenue ne contient pas, en général, comme face
d’éléments, tous les triangles initiaux. Par suite, il n’est pas possible d’extraire du
maillage de la boîte un maillage du polyèdre donné.
5.2 Partition des faces frontières du polyèdre
Une face de donnée manque car il existe une ou plusieurs arêtes (faces) du
maillage courant qui la coupent. On va alors découper ces arêtes (faces) en introdui-
sant les points d’intersection trouvés, [3]. On traite en premier, une à une, les arêtes
manquantes puis on considérera, une à une, les faces manquantes. Une arête de la
donnée manque car :
– elle est coupée par des faces du maillage courant,
– elle est coupée par des arêtes du maillage courant.
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En introduisant les points d’intersection de l’arête cherchée avec les faces du maillage,
on modifie localement le maillage en découpant les deux tétraèdres partageant la
face intersectante en six tétraèdres. De même, en introduisant les points d’inter-
section de l’arête cherchée avec les arêtes du maillage, on modifie localement le
maillage en découpant les tétraèdres partageant l’arête intersectante en tétraèdres.
Ceci revient à casser la coquille correspondante (l’ensemble des tétraèdres enroulés
autour de cette arête) en deux sous-coquilles. Répété pour toutes les arêtes man-
quantes, ce processus assure que ces arêtes existent maintenant dans le maillage
courant sous la forme d’une partition.
On examine alors si les faces induites par cette partition forment localement
une partition des faces initiales correspondantes. Il reste alors, en général, des cas
où il manque un “morceau” de la face initiale (si on regarde face par face). Ceci
est lié au fait qu’il existe une ou plusieurs arêtes du maillage courant qui coupent
l’intérieur de la face initiale contrainte. Comme ci-dessus, on introduit les points
d’intersection entre ces arêtes et l’intérieur du polygone correspondant au bord de
la face initiale. Ceci revient simplement à casser les coquilles correspondantes en
deux. Après traitement de toutes les faces initiales, on obtient ainsi un maillage
dans lequel toutes les faces initiales existent soit inchangées, soit sous la forme
d’une partition. Par suite, le domaine est maillé (après avoir éliminé les tétraèdres
extérieurs).
5.3 Contrainte des faces frontières du polyèdre
Dans l’étape précédente, on a construit un maillage du domaine mais, ce fai-
sant, on a ajouté des points sur les faces (arêtes) initiales du maillage de surface
donné. On va montrer que l’on peut supprimer ces points soit en les supprimant du
maillage soit en les enlevant de la peau du domaine (c’est-à-dire en les bougeant).
Ceci assurera l’existence d’un maillage contenant les faces initiales (et non plus,
seulement, une partition de celles-ci). Pour simplifier et sans perte de généralité, on
suppose que les faces données séparent le domaine à mailler de l’extérieur (ce qui
revient à dire que le polyèdre à mailler n’a qu’une seule composante connexe).
Suppression d’un point d’une face. Soit

un point introduit sur une face
 
donnée initialement et soit  la boule de  (l’ensemble des tétraèdres ayant 
comme sommet). Comme la face
 
existe partitionnée, il existe dans la boule 
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un ensemble de tétraèdres, 
 
 , entièrement contenue dans le demi-espace contenant
le domaine qui, de fait, est l’intersection de   avec ce demi-espace. Cette “demi-
boule” 3 a comme faces externes :
– i) les faces formant la partition de
 
qui constitue un polygone quelconque
dans le plan de
 
,
– ii) les faces hors les précédentes qui sont internes au domaine.
Comme cette demi-boule existe, le point

est visible de toutes les faces de ce
dernier type. Il existe donc un polyèdre de volume strictement positif contenant

constituant le noyau de visibilité des faces de type ii). Par conséquent, on peut bou-
ger

en n’importe quelle position inclus dans ce noyau. Ce point est alors tel que :





voit également le plan de
 
. Comme le polygone défini ci-dessus
est triangulable en triangles, le point

est visible de tous ces triangles.
Il en résulte que la demi-boule traitée a été remplacée par une boule valide. En
conclusion, on a enlevé un point de la partition de
 
, itérant le raisonnement, on
peut supprimer, un à un, tous les sommets introduits dans cette partition.
Suppression d’un point d’une arête. Il reste à enlever les points du bord de cette
partition, qui sont les points que l’on a ajouté sur une arête initiale. Le principe de
la méthode est le même. La différence réside dans le fait que l’arête initiale est
partagée par deux faces initiales,
   et    , qui peuvent ne pas être coplanaires. On
se restreint à ce cas, une arête est partagée par deux faces. Les autres cas, une arête
n’appartient qu’a une face (face flotante), ou appartient a plus de deux faces, seront
discutés dans la Partie 2 de ce papier, [2]. Sous cette hypothèse, on peut comme
ci-dessus trouver une demi-boule, 
 
 , entièrement contenue dans le demi-espace
contenant le domaine. Cette boule a comme faces externes :
– i) les faces formant la partition de
   qui constitue un polygone quelconque
dans le plan de
   ,
– ii) les faces formant la partition de
 
 qui constitue un polygone quelconque
dans le plan de
 
 ,
– iii) les faces hors les précédentes qui sont dans le domaine.
3. Que nous appelons ainsi par commodité bien que ce ne soit pas une boule au sens de la défini-
tion exacte de cette entité.
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Comme cette demi-boule existe, le point

est visible de toutes les faces de ce
dernier type. Il existe donc un polyèdre de volume strictement positif autour de

.
Par conséquent, on peut bouger

en n’importe quelle position inclus dans ce noyau.
Ce point est tel que :





voit également le plan de
   et celui de    . Comme les deux poly-
gones définis ci-dessus sont triangulables en triangles, le point

est visible
de tous ces triangles.
On a donc construit une boule valide pour le point

ainsi bougé. En conclusion,
on a enlevé un point du bord de la partition de
   et    . Itérant le raisonnement, on
peut supprimer, un à un, tous les sommets introduits dans cette partition d’arête.
Conclusion. En appliquant les deux méthodes ci-dessus, on a montré qu’il était
possible de supprimer tous les points introduits en les bougeant vers l’intérieur du
domaine. Le maillage final contient donc des points internes mais, surtout, contient
les faces initiales. D’un point de vue pratique, remarquons que certains points ajou-
tés peuvent disparaître purement et simplement suite à des fusions judicieuses de
points.
Remarque. Notons que les points qu’il n’a pas été possible de supprimer et qui,
de ce fait, on été “poussés” vers l’intérieur du domaine ne sont autres que des points
de Steiner “potentiels” (nécessaires à l’obtention d’un maillage par le procédé ap-
pliqué). Pour finir, notons également que, parmi ces points, ceux “poussés” vers
l’extérieur du domaine seront éliminés naturellement lors de la phase de définition
de ce dernier.
6 Complexité
6.1 Complexité en deux dimensions
Pour analyser la complexité de cette méthode, nous revenons au cas de la deux
dimensions avant de discuter le cas tridimensionnel. Notons, en préliminaire, que
la méthode par partition en deux dimensions n’a pas d’intérêt pratique (puisque des
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méthodes plus directes donnent le résultat cherché), elle ne donne que des indica-
tions qui seront utiles pour la trois dimensions.
Pour analyser la complexité de la méthode par partition-élimination, on va re-
garder le pire des cas. La question est alors de définir un tel cas. Il s’agit en effet
de trouver un cas de cette nature qui soit effectivement réalisable. L’intuition dicte
que ce cas est du genre “toutes les arêtes courantes sont coupées par toutes les
contraintes”. Cependant, un tel cas n’est pas réalisable. En effet, si une contrainte
(par exemple la première) coupe toutes les arêtes courantes, il est intuitif que ceci
ne peut pas être vrai pour l’ensemble des autres contraintes !
Le pire des cas. On peut construire un exemple relativement réaliste, Figure 6,
qui est tel qu’il y a   arêtes courantes et   arêtes contraintes manquantes, chacune
coupant les   arêtes actuelles. Pour avoir une idée d’un tel cas, on prend un rectangle
(plus long que large) et on distribue (de manière équidistante, par exemple) des
points sur ses côtés en nombre égal sur chacun. En ajustant la largeur du rectangle,
il est clair que les arêtes de Delaunay formées joignent les points du “haut” à ceux
du “bas”. Supposant que les arêtes cherchées (les   manquantes) soient dans l’autre
sens, alors les   arêtes formées coupent toutes les arêtes cherchées et on a ainsi un
exemple (parmi d’autres) d’un des pire des cas.
FIG. 6 – Un exemple raisonable du pire des cas en deux dimensions. Principe syn-
thétique (à gauche), les arêtes de Delaunay sont en traits pleins, les arêtes désirées
sont en traits pointillés. Un cas particulier (à droite) présentant cette particularité
lorsque l’on met un grand nombre de points sur les lignes supérieure et inférieure
du bord de ce polygone.
Analyse du processus de partition. Ici, on va couper les arêtes pour reconstruire
les partition cherchées, i.e., on ne supprime pas les points ajoutés. On considère
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comme première arête manquante, l’arête du “haut”. Sur cette arête, on rajoute  
points. Cette arête possède donc        points ajoutés. À partir de ces nouveaux
points, on ajoute au pire (cas d’un éventail, sinon la moitié suffit)   arêtes nouvelles
qui coupent les autres arêtes manquantes (celles qui sont “au dessous”). Ainsi, sur la
seconde arête manquante, on a            points ajoutés. Passant à l’arête suivante,
on ajoute         

 points et ainsi de suite. Pour le calcul de complexité, on vaprendre            , qui est du même ordre, et ainsi de suite. Le nombre de points
ajoutés est donc :           
        
Soit encore :                          	  
donc de l’ordre de :
      

    	  
  
 
     	 
Pour   et   du même ordre, on trouve une complexité de l’ordre de  	 .
Analyse du processus de partition-élimination. Ici, on va couper les arêtes pour
reconstruire les partition cherchées, puis, une partition étant effectuée, on supprime
les points ajoutés. On considère comme première arête manquante, l’arête du “haut”.
Sur cette arête, on rajoute   points. Cette arête possède donc  	      points ajoutés
et réalise la partition cherchée. Par fusion de points (suppression d’arêtes), on sup-
prime les   points ajoutés. On considère alors la seconde contrainte. Il est facile de
voir que son traitement est identique, on ajoute donc au plus   points. Une fois cette
seconde contrainte traitée, on élimine de la même manière ces, au plus,   points.
On traite ainsi les   segments initiaux.
En terme de points ajoutés (temporairement), la complexité est de l’ordre de
    , donc de    si       . La complexité est donc en    , en nombre de points,
valeur à laquelle, il faut ajouter le coût de l’élimination de ces points. Si on suppose
ce coût du même ordre, (i.e.,   opérations pour enlever   points), l’algorithme reste
globalement avec une complexité de l’ordre de    .
Analyse d’une méthode de type diviser pour regner. Par un choix judicieux
de la première arête manquante traitée, on sépare le problème en deux. Pour la pre-
mière arête manquante, on rajoute   points donc   arêtes coupantes nouvelles, mais,
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FIG. 7 – Analyse de la complexité en deux dimensions. De gauche à droite, i) un
triangle de Delaunay et son intersection avec la première arête manquante, ii) l’in-
troduction par remaillage local des deux points d’intersection

et la création de
nouvelles intersections avec l’arête manquante suivante, iii) et iv), la propagation
du phénomène, i.e., la création de nouvelles intersections à chaque remaillage lo-
cal.
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comme ci-dessus, la moitié sont dans le demi-plan “au dessus” et l’autre moitié dans
le demi-plan “au-dessous”. Il est clair qu’itérer ce procédé en traitant, à chaque ité-
ration, l’arête manquante séparant le sous-problème local en deux conduit à une
complexité du même ordre que ci-dessus avec une constante meilleure. Toutefois,
en pratique, le choix de l’arête pertinente n’est pas trivial (cf. plus bas un moyen de
tenter de se rapprocher de cette méthode en évitant, en moyenne, de se trouver dans
le cas des méthodes précédentes).
Conséquences sur une éventuelle implémentation. Nous discutons ici des ré-
sultats ci-dessus en pensant à la trois dimensions (puisque, comme indiqué aupara-
vant, en deux dimensions, la méthode par partition n’a pas de légitimité pratique).
Le but est donc de voir comment on pourrait implémenter la méthode par parti-
tion. Pour cela, plusieurs idées peuvent être avancées :
– à l’évidence, minimiser la valeur de   et ainsi, même dans le pire des cas,
minimiser le coût. Pour ce faire, on ne se lance dans la méthode par partition
qu’après avoir utilisé d’autres méthodes de forçage d’arêtes de coût moins
élevé.
– éviter le pire des cas, c’est-à-dire, la création, en cascade, de points sur toutes
les autres (ou la moitié des) arêtes manquantes. Deux méthodes peuvent alors
être mise en avant :
– traiter les arêtes manquantes en aléatoire,
– supprimer un maximum des points ajoutés sur une arête, après son trai-
tement pour minimiser cet effet de cascade (supprimer un point, par fu-
sion de points et, donc, suppression d’arêtes) empêche la création d’une
nouvelle arête intersectant potentiellement les arêtes non déjà traitées.
Ainsi, ces quelques détails d’implémentation doivent, dans la plupart des cas,
permettre de ramener la méthode par partition à un coût très raisonable. Par suite,
ces idées seront appliquées, dans leur extension naturelle, au cas de la trois dimen-
sions.
6.2 Complexité en trois dimensions
Comme en deux dimensions, le pire des cas n’est pas évident à définir. On
cherche donc un cas de complexité (a priori) élevée qui soit, néanmoins, réalisable.
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Le pire des cas. Dans cet esprit, on peut construire, comme en deux dimensions,
un exemple qui est tel qu’il y a   faces courantes et   faces manquantes (c’est-à-dire
le même ordre de grandeur,       ). Cet exemple correspond à un cas representatif
relativement réaliste du pire des cas. Pour avoir une idée d’un tel cas, on prend un
parallélépipède rectangle (plus long et large que haut) et on distribue (de manière
uniforme, par exemple) des points sur ses faces inférieure et supérieure en nombre
égal sur chacune, Figure 8. On met également des points sur deux faces latérales
opposées formant ainsi, dans des plans horizontaux, deux faces triangulaires. On
peut, de la sorte, définir un certain nombre de telles faces. Alors, en ajustant la
hauteur du domaine, il est clair que les faces de Delaunay formées joignent les
points du “haut” à ceux du “bas”. Supposant, comme cela a été fait par construction,
que les faces cherchées soient dans l’autre sens (dans le plan horizontal), alors les
faces formées coupent toutes les faces cherchées et on a ainsi un exemple (parmi
d’autres) du cas de la nature cherchée.
FIG. 8 – Un exemple particulier du cas le pire en trois dimensions. On met un grand
nombre de points sur les faces supérieure et inférieure de ce parallélépipède (on ne
montre que deux des petites faces triangulaires ainsi définies) et on impose des faces
dans des plans parallèles à ces deux faces (on montre l’un de ces plans et les deux
triangles correspondants).
Analyse rapide. Pour fixer les idées, on regarde le cas où le maillage de la face
supérieure du domaine (resp. inférieure) correspond à une grille uniforme ayant    points dans une direction et     points dans l’autre. On a ainsi     petits
triangles sur la face du dessus (resp. du dessous). Comme les connexions sont faites
entre ces triangles, le nombre de faces traversant de part en part le domaine est de
l’ordre de    . Il y a donc de l’ordre de    intersections avec les deux premières
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faces horizontales rencontrées (celles du plan le plus en haut par exemple) et il
y a autant d’intersections avec les autres faces horizontales des plans horizontaux
successifs (que l’on peut choisir au nombre de       ). Si on introduit sur le premier
plan ces intersections, on construit un sous-maillage des deux faces incriminées
qui est du même ordre, en nombre de triangles, que celui du haut du domaine. Ce
faisant, on réintroduit de nouvelles intersections avec les faces des plans successifs
restants. Par suite, on retrouve comme en deux dimensions, pour des intersections
d’arêtes, un processus, qui à chaque étape, rajoute des intersections sur un nombre
de faces qui augmente à chaque traitement. Le résultat est donc, au mieux et sans
essayer d’affiner, aussi mauvais qu’en deux dimensions. Rien que pour les arêtes
(i.e., on n’essaye que de forcer les partitions d’arêtes), on est en    ,   par plan,
par exemple      	     , multiplié par   , le nombre de plans). Si, les arêtes
étant partitionnées comme indiqué, les faces initiales sont partitionnées de manière
adéquate, on reste en     . Dans le cas où il manque des sous-faces (i.e., il existe
encore des arêtes du maillage courant qui coupent les sous-faces construites), alors
le découpage se poursuit et la complexité augmente.
En pratique. On sait d’après l’étude sommaire indiquée ci-dessus que le cas le
pire a une complexité mauvaise. Néanmoins, nous avons implémenté cette méthode
en partant de l’hypothèse que le cas le pire (ou similaire) ne nous interessait pas
et que les cas concrets, même très compliqués, ne conduisaient pas à un cas de
cette nature. Les résultats confirment cette analyse et montrent que les maillages
construits le sont en des temps raisonables. Pour illustrer cette conclusion, nous
allons montrer un exemple représentatif des situations concrètes qui nous ont été
proposées (d’autres exemples seront donnés dans la Partie 2 de ce papier, [2]).
Remarque. L’élimination des points ajoutés lors des partitions est, d’une part,
nettement plus délicate qu’en deux dimensions (fusion de points pour la suppres-
sion d’arêtes) et, d’autre part, pas toujours réalisable (les points de Steiner). Néan-
moins, éliminer les points au vol permet, lorsque cela est possible, d’éviter l’effet
de cascade déjà mentionné et la complexité n’est pas dégradée autant que le cas le
pire semble l’indiquer.
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7 Un exemple d’application
L’exemple choisi, Figure 9, est un cas typique où la proximité de faces de taille
disparate complique la tache d’un mailleur classique (et/ou le prend en défaut). Le
domaine, un terrain, est formé de six faces, les faces latérales sont verticales, la
face du dessous (à droite) est plane et maillée à l’aide de deux triangles seulement.
La face supérieure (à gauche), le terrain, est maillée finement. Cet exemple permet
d’illustrer la façon dont procède la méthode par partition discutée dans ce papier.
La Figure 10 montre, à gauche, le maillage construit sur les deux triangles de la
face inférieure, une fois les points d’intersection introduits par modification locale.
Il faut noter, dans cet exemple, que ces nombreuses intersections sont liées au fait
qu’il y a des points (artificiels) situés dans le demi-espace limité par les deux faces
du dessous autre que celui contenant les faces du dessus du domaine. Cette même
figure, à droite, montre que ce maillage peut être optimisé et décimé afin de suppri-
mer certains des points ajoutés lors de la partition. Tous les points ajoutés n’ont pas,
à ce stade, été supprimés (ou poussés hors de la peau), car il s’agit ici d’une phase
rapide d’optimisation (décimation) n’utilisant que des opérateurs locaux standards
(bougés de points et fusions d’arêtes répétés).
Pour obtenir le résultat final, d’autres opérateurs plus puissants (fusion de plu-
sieurs arêtes en simultané, en particulier) ont été nécessaires permettant alors de
retrouver les deux triangles initiaux. Ce maillage final est illustré sur la Figure 11.
À gauche, de fait, on retrouve le même dessin que sur la partie droite de la Figure 9,
à droite on montre une coupe du maillage final où l’on voit la nature des tétraèdres
construits.
Le maillage de la surface du domaine contient         points et      triangles.
Le maillage volumique final comprend     points (dont seulement   points de
Steiner, les autres points internes ayant été générés normalement lors du processus
de maillage) et
  
tétraèdres. Il a été construit en
   secondes (HP PA8600-
552Mhz). Le nombre de points de Steiner est donc réduit à   . Il s’agit des points
que l’on a été amené à introduire dans le processus de partition et qui n’ont pas
pu être éliminés (ils n’ont été que bougés). Notons que ce maillage n’est en au-
cun cas un maillage permettant d’effectuer un calcul par éléments finis (le but des
mailleurs classiques, en général), sa qualité (celle de ses éléments) est, à l’évidence
inappropriée. Par suite, ce type de construction a d’autres buts.
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FIG. 9 – La face du haut de ce domaine est maillée finement (en haut, à gauche) tan-
dis que sa face inférieure n’est recouverte qu’avec deux triangles (en haut, à droite).
Les faces latérales présentent un faisceau d’arêtes formant des angles très petits (en
bas). Ces quatre vues du maillage de la peau du polyèdre considéré montrent jus-
qu’à quel point un objet mal discrétrisé est néanmoins traité avec succès par la
méthode.
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FIG. 10 – Les deux triangles du bas une fois leur partition effectuée (à gauche) et
après une première optimisation (à droite) rapide n’ayant pas permis de supprimer
tous les points introduits. Poursuivant la méthode de suppression de ces points, on
va obtenir le résultat escompté (figure suivante).
FIG. 11 – Les deux triangles du bas (à gauche) ont été retrouvés. Une coupe du
maillage (à droite) permettant de voir les tétraèdres construits.
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8 Conclusion
Nous avons montré qu’il était possible de mailler un polyèdre arbitraire défini
par un maillage de sa frontière en assurant que les faces de cette frontière étaient
préservées.
Nous avons, pour cette méthode de construction du maillage d’un polyèdre arbi-
traire basée sur une partition des contraintes non satisfaites suivie de l’élimination
de cette partition, un exemple parfait d’une méthode dont la complexité est telle
qu’envisager son implémentation (et son utilisation) est a priori illusoire. Néan-
moins, cette même implémentation, une fois réalisée, s’est montrée efficace pour
traiter des configurations délicates en des temps tout à fait raisonables. Ainsi, outre
les aspects théoriques directs (existence et complexité) et indirects (construction au-
tomatique de points de Steiner), une application pratique est possible et se trouve
être appropriée pour traiter des problèmes de construction de maillage que les mé-
thodes plus classiques ne sont pas à même de résoudre. D’autres applications poten-
tielles, plus ou moins directes, seront décrites dans la Partie 2 de ce papier, [2], qui
décrit la méthode de construction esquissée ici, indique les problèmes numériques
rencontrés et présente de nombreux exemples.
Par ailleurs, d’un point de vue abstrait (et vraisemblablement sans applications
pratiques, à ce jour), nous avons établi que cette méthode de forçage par partition-
élimination s’étend aux polyèdres de dimension quelconque.
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