Abstract. We prove that two particular entries in the scattering matrix for the Dirichlet Laplacian on R × (−γ, γ) \ O determine an analytic strictly convex obstacle O. With an additional symmetry assumption, one entry suffices. Part of the proof is an integral identity involving an entry in the scattering matrix and a distribution related to the fundamental solution of the wave equation. This identity holds for general manifolds with infinite cylindrical ends. A consequence of this is a relationship between the singularities of the Fourier transform of an entry in the scattering matrix and the sojourn times of certain geodesics.
Introduction
The ultimate goal of this paper is to show that two entries of the scattering matrix for the Dirichlet Laplacian on R×(−γ, γ) \ O suffice to determine O within a certain class. As a starting point, for general manifolds with infinite cylindrical ends we prove an integral identity relating an entry in the scattering matrix to the fundamental solution of the wave equation. We use this to show a relationship between the sojourn times of "axial" geodesics and entries in the scattering matrix. We then study the special case of a planar waveguide X = R × (−γ, γ) \ O, where O is a compact, strictly convex analytic obstacle. With Dirichlet boundary conditions for the Laplacian, we show that knowledge of two specific entries in the scattering matrix uniquely determines O within this class of obstacles. With an additional symmetry assumption on O, this can be weakened to knowledge of a single entry of the scattering matrix.
We recall the definition of a manifold with infinite cylindrical ends. We wish to explicitly allow the possibility that the manifold is a domain in a plane. Let X be a smooth connected Riemannian manifold with infinite cylindrical ends in the following sense: X can be written as a union X = X c ∪ i0 i=1 X i where X c is compact, X i [a i , ∞) × Y i , and Y i is a connected manifold. Moreover, we require that either all the Y i are smooth connected compact manifolds without boundary, or each Y i is a connected manifold, with Y i a compact manifold with boundary ∂Y i . If each Y i is compact without boundary, then X c is a smooth compact manifold with smooth boundary ∂X ∪ i0 1 Y i . If Y i has a boundary, then the boundary of X c is smooth, with the exception of corners where the boundary of X c meets the boundary of Y i . An example of this is X is a domain in the plane with one or more ends isomorphic to [a i , ∞) × (−h i , h i ).
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The metrics g on X which we consider must also satisfy g Xi = (dx) 2 In Section 2 we recall the definition of the scattering matrix for such a manifold. For now, we comment that S jk (λ), an entry in the scattering matrix, is a complex-valued scalar function.
We study several inverse obstacle problems. The problem is for fixed γ, if X = R×(−γ, γ) \ O, to determine O from scattering data. Theorem 1.1. Let X = R × (−γ, γ) \ O, where it is known that O ⊂ R × (−γ, γ) is a compact strictly convex analytic set, and consider the Dirichlet Laplacian. If X is invariant under (x, y) → (x, −y), then knowledge of S 11 (λ) for all λ ∈ R, λ > |σ 1 |, determines O. This is a formally determined problem. To find O we must determine a point on its boundary and, at that point, the values of all the derivatives of an analytic function determining the boundary. The function S 11 (λ) for λ ∈ R is the restriction to the real line of a function meromorphic on a Riemann surface. Thus, in fact, it suffices to know S 11 (λ) on an open interval of [π/2γ, ∞). We shall actually prove a somewhat stronger version of this theorem-there are many k such that S kk (λ) determines O, see Theorem 5. are different, one cannot distinguish between them using S 11 alone. Whether or not there are deeper examples is open, to the best of our knowledge. However, such ambiguity can be resolved by knowing more than one component of the scattering matrix, provided the components are carefully chosen. For the definition of φ j , see Section 2.
where it is known that O ⊂ R × (−γ, γ) is a compact strictly convex analytic set, and consider the Dirichlet Laplacian. If φ 1 and φ 3 are supported on the same end of X, then knowledge of S 11 (λ) and S 13 (λ) for all λ ∈ R, λ > |σ 1 |, determines O.
For simplicity we have stated Theorems 1.1 and 1.2 for the Laplacian on R × (−γ, γ) \ O with Dirichlet boundary conditions. However, both remain true with very minor changes in the proofs if we consider the Laplacian on R × (−γ, γ) \ O with Dirichlet boundary conditions on ∂O and
Neumann boundary conditions at y = γ, y = −γ. The problem of recovering inhomogeneities in waveguides has received a great deal of attention from applied mathematicians. Most of these seem to be related to the fixed energy recovery problem, where one needs more entries in the scattering matrix. See [2] for a recent result and further references.
Central to the inverse results of this paper is the very careful study of the singularity of a distribution associated to a single geodesic reflected normally at ∂O. In this way, they are related to results of Zelditch [16, 17, 18] which use a detailed study of the singularities of the wave trace associated to a single isolated periodic geodesic to recover certain planar analytic domains from the spectra, or resonances, of the Dirichlet or Neumann Laplacian. There is also a relationship to results of Majda [9] for recovering a convex obstacle from backscattering data in all directions.
The inverse results also make use of Proposition 3.3, an identity involving S jk , an entry in the scattering matrix, and the operator e it √ ∆ . A consequence of this and Lemma 3.2 is Proposition 3.4, a relationship between S jk and the sojourn times of a certain class of geodesics. These results hold for general manifolds with infinite cylindrical ends and are analogs of some results of [4, 7, 15] for our setting. In Section 4 we make a detailed study of a singularity of the fundamental solution of the wave equation on R×(γ 1 , γ 2 ) \ O which corresponds to a single reflected geodesic. Sections 5 and 6 contain proofs of our inverse results.Zelditch for helpful conversations.
The scattering matrix
For this section, we fix a coordinate x on X e = [a i , ∞) × Y i . Let {φ j } be a real orthonormal set of eigenfunctions of ∆ Y , with eigenvalue σ 2 j corresponding to eigenfunction φ j . We choose φ j so that each is supported on a single connected component of
Let P represent a second order differential operator on X which is either the (nonegative) Laplacian ∆ on X or ∆ + V , where V ∈ C ∞ c (X c ). If X has a boundary, we require P to satisfy either Dirichlet or Neumann boundary conditions. Alternatively, if
is a smooth compact set, P may be the the Laplacian with Dirichlet boundary conditions on O and Neumann boundary conditions at y = γ i , i = 1, 2.
1/2 with the square root chosen so that Im r j (λ) > 0 when Im λ > 0, and the values on R are chosen by continuity. Note that this means when λ ∈ R, |λ| > |σ j |, that sgn r j (λ) = sgn λ. For each l ∈ N, there is a generalized eigenfunction Ψ l (λ) of P
For the square root (r l (λ)/r m (λ)) 1/2 appearing here, take a branch cut along the negative real axis, with z 1/2 > 0 if z > 0. In addition, if X has a boundary, we require that Ψ l satisfy our boundary conditions. If λ ∈ R, the matrix
is a unitary matrix, the scattering matrix. For more on the scattering matrix for manifolds with infinite cylindrical ends, see [1, 13] .
3. The scattering matrix, e it √ P , and sojourn times.
In this section we continue to use the fixed coordinate x on X e = [a i , ∞) × Y i . We allow P to be either ∆ or ∆ + V , with V ∈ C ∞ c (X) and with Dirichlet or Neumann boundary conditions if necessary.
Denote the Schwartz kernel of e it √ P by U (t, x, y, x , y ) when (x, y), (x , y ) ∈ X e . If φ j and
Although we give the definition slightly informally, that u j,k,α,β (t) is well-defined follows from [15, Section 1], or from [5, Theorem 8.2.13] and [3, 6] in the case that X does not have a boundary. If X does have a boundary, we will show that u j,k,α,β (t) is well-defined as a distribution as part of the proof of Lemma 3.2.
We will study the relationship between u j,k,α,β (t) and the scattering matrix. Of particular interest are the singularities of u j,k,α,β (t). In order to do this, we introduce some notation.
If X has a boundary, we consider not just geodesics on X, but broken (also called generalized) geodesics on X which are projections of broken bicharacteristics of the Hamiltonian flow of the length function on X. See, for example, [ Let M be a manifold with boundary. For a distribution µ defined on M , we recall [6, 10, 14 ] the notion of WF b (µ). In the interior, WF b (µ)
locally ∂M is given by z 1 = 0, and let ξ ∈ R dim M −1 . Using these coordinates, (0, z , ξ ) ∈ WF b (µ) if and only if there is a pseudo-differential operator B(z, D z ) depending smoothly on z 1 which is elliptic at (0, z , ξ ) and such that B(z, D z )µ ∈ C ∞ (M ).
Lemma 3.1. Suppose X is a manifold with boundary and φ k is supported on
where Φ t is the broken Hamiltonian flow of the length function on X and (β, y ) ∈ X i(k) ⊂ X.
We remark that this lemma is also true if X does not have a boundary, although then "broken" is unnecessary.
Proof. Note that u k satisfies (weakly) (i −1 ∂ ∂t − √ P )u k = 0 and satisfies the boundary conditions of P . Then the lemma follows from the fact that WF b (δ(x − β)φ k ) = {(β, y , η , 0) : y ∈ Y i(k) } and the propagation of singularity results of [10, 11] , see also [6, chapter 24] .
We adapt slightly some terminology of Guillemin [4] for our setting. We shall say a geodesic (or broken geodesic) on X is scattered from end X i to end X j if it lies in the end X i for all sufficiently small t and lies in the end X j for all sufficiently large t. When i = j, we will only call a geodesic scattered if it lies in the compact piece X c for some t. For a scattered geodesic, we define the sojourn time to be the length of the portion of the geodesic (resp. broken geodesic) which lies inside X c .
Of particular interest to us is the set of (broken) geodesics which are scattered from end X i to end X j and which, on both ends, have tangents parallel to ∂ ∂x . We shall call such a geodesic a scattered axial (broken) geodesic. Lemma 3.2. Suppose φ j is supported on Y i(j) and φ k is supported on Y i(k) . With α > a i(j) , β > a i(k) , the singular support of u j,k,α,β is contained in the set L = {t : there is a y ∈ Y i(j) , y ∈ Y i(k) and an axial (broken) geodesic of length |t| joining (α, y) and (β, y ) }.
That is,
is the sojourn time of an axial (broken) geodesic scattered from X i(j) to X i(k) }.
Proof. This follows from [15, Section 1] in the boundary-less case.
Thus we shall concentrate on the case where X has a boundary. We use notation from Lemma 3.1. Note that u k paired with 
where the definition of L is given in the statement of the theorem. Again, we write this informally, but [6, Theorem 8.2.13 ] gives a precise definition of this as a mapping from one set of distributions to another. Thus, it suffices to consider what happens when we integrate over a portion of
) be supported in a small neighborhood of a point y ∈ ∂Y i(j) so that on the support of χ 2 we can choose coordinates (y 1 , y ) such that ∂Y i(j) = {y 1 = 0}. Choose > 0 so that α − > a i(j) , and let χ 3 ∈ C ∞ c ((α − , α + )) be one in a neighborhood of α. We can find an open set V ⊂ R dim X−1 so that supp(χ 2 ) ⊂ V , and let W = (α − , α + ) × V . Let χ X be the characteristic function of X and consider K = χ X χ 2 (y)χ 3 (x)u k . It is straightforward to see that K makes sense as a distribution on R × W . Then WF(K)
+ ξ 2 (these come from the wavefront set of u k , which is a solution of the wave equation) or τ = 0 = η = 0 = ξ (these come from the cut-off function in the y 1 direction). We also know that if (t,
Now let f be a smooth, compactly supported extension of Since we can take a partition of unity on Y i(j) so that each function is either supported on the interior of Y i(j) or is supported in a small neighborhood near the boundary on which the analysis of the preceding paragraph holds, this finishes the proof of the lemma.
Let {ψ m } be an orthonormal set of eigenfunctions of P on X, with corresponding eigenvalues λ m . The following lemma is related to [15, 2.12] and [7, Proposition 4.1] , and has a similar proof. Proposition 3.3. With u j,k,α,β as defined in (1), we have
The integrals in λ should be understood in the distributional sense.
Proof. Using the spectral representation, with (x, y), (x , y ) ∈ X e , U (t, x, y, x , y ) = (2π)
For λ > 0, we use the relations S jm (λ) = S mj (λ) and
These relations follow from Green's formula, see [13] . Then the proposition follows from a straightforward computation.
Proposition 3.4. If φ j and φ k are supported on the ends X i(j) and X i(k) respectively, then
Proof. We use Proposition 3.3. Note that
is actually a finite sum, and is thus smooth in t and α. Moreover,
is smooth away from t = ±(α − β). For a tempered distribution f , sing supp( λ k f (t)) = sing suppf (t)
for any k ∈ Z. Using this, the fact that the Fourier transform of a compactly supported distribution is smooth, and
for λ sufficiently large, we find (2) sing supp
Combining this with Proposition 3.3, we have
If α > a i(j) , we can differentiate the equation in Proposition 3.3 with respect to α. Considering only the singular support, this gives us
Again we use the fact that the Fourier transform of a compactly supported distribution is smooth. Using the same kind of argument as in the first part of the proof, we can show
It is not hard to see that ∂ ∂α u j,k,α,β (t) has its singular support also contained in the set described in Lemma 3.2. Thus (3) and (4) together with Lemma 3.2 prove the proposition. 
A close study of certain reflected singularities in 2-D scattering
In Sections 5 and 6 we will use Proposition 3.3 to obtain some inverse scattering results for a domain in the plane which is (−∞, ∞) × (γ 1 , γ 2 ) outside of a compact set. In order to do this, we will use very detailed knowledge of one of the singularities of the distribution 1 2 (u j,k,α,β (t) + u j,k,α,β (−t)). We choose to use the average of u j,k,α,β (±t) rather than a single one in order to work with the solution of a differential, rather than pseudodifferential, equation. We study the singularities in this section.
is a smooth, compact strictly convex obstacle. In this section, we shall usex ∈ R as a coordinate. For this particular manifold with Dirichlet boundary conditions, we wish to make very detailed study of a certain positive-time singularity of the distribution (u j,k,α,β (t)+u j,k,α,β (−t))/2-in particular, study the dependence on O. We do this when {x = α}, {x = β} both lie to the right of O so that we study the singularities coming from geodesics reflected at ∂O. We also assume that φ j , φ k are supported on the end of X corresponding to (a, ∞) × (γ 1 , γ 2 ).
In order to make our notation easier, in all of Section 4 we assume that O ⊂ {(x, y) ∈ R 2 : x ≤ 0}, (0, 0) ∈ O, and that near (0, 0), ∂O is given by (h(y), y) for a smooth function h. Let V ⊂ R × (γ 1 , γ 2 ) be a neighborhood of (0, 0) for which ∂O ∩ V = {(h(y), y)}. Our assumptions on O imply that h(0) = 0 = h (0) and h (0) < 0. Using Lemma 3.2 and our assumptions on O, there is an > 0, independent of α, β > 0 such that
We shall study the singularity at t = α + β. A wavefront set argument such as proves Lemma 3.2 shows that the singularity at t = α + β is associated with the geodesic reflected at (0, 0) ∈ ∂O, with tangent vector parallel to ∂ ∂x .
Let (x, y) be coordinates on R×(γ 1 , γ 2 ). With β > 0, ∆ 0 the Dirichlet Laplacian on R×(γ 1 , γ 2 ), and U 0 (t) = cos(t √ ∆ 0 ), we have
For |t| < β this a solution of the wave equation on X as well. We may write (6) as v +k + v −k , with
Note that v ±k is smooth away from t = ∓(x − β) = 0. In particular, if we limit ourselves to positive values of t the singularities of v −k lie inx > β. Thus, for positive t, these singularities are unaffected by O. We will limit ourselves to positive t and thus concentrate on v +k . For t ≥ β, v +k is no longer a solution of the wave equation on X. Below we construct a correction term which, when added to v +k will, up to smooth errors, give for t near β a solution of the wave equation on X × R + nearx = 0, y = 0 which satisfies the boundary conditions.
4.2.
A construction to understand the singularities reflected near (0, 0). We shall use the following lemma.
Lemma 4.1. Let α, β > 0, and let X, φ j , φ k be as in Section 4.1. Letχ ∈ C ∞ (∂O) be 1 in a neighborhood of (0, 0). Supposeũ satisfies
where v +k is defined in (7) . Suppose in addition thatũ is outgoing in the sense that its singularities are contained in t ≥ β.
is smooth in a neighborhood of t = β + α.
Proof. As indicated in Section 4.1, the singularity of u j,k,α,β (±t) at t = α + β arises from the broken geodesic reflected at (0, 0) ∈ ∂O. Let u(t) be the solution of
Chooseχ 2 ∈ C ∞ (∂O) so thatχ andχ 2 form a partition of unity on ∂O.
and is outgoing. Moreover, R is smooth for t > 0. By finite propagation speed and using the fact thatχ 2 is 0 near (0, 0),ũ 2 is smooth at t = α + β,x = α. The lemma follows.
Thus we shall concentrate on constructing an approximation toũ as in the previous lemma. The singularity of (u j,k,α,β (t) + u j,k,α,β (−t))/2 at t = α + β is unaffected by the presence of the boundaries y = γ i , i = 1, 2. To avoid the complications these boundaries introduce we will limit our construction to |t − β| small. As we will eventually let α ↓ 0, this will still capture the singularity which interests us. Recall that V ⊂ R × (γ 1 , γ 2 ) is an open set such that ∂O ∩ V = {(h(y), y)}. On V we make a change of coordinates so that we may work with a boundary-value problem with a straight boundary. We leave the y coordinate unchanged, but replace thex coordinate by x =x − h(y). Then the Laplacian on X pulls back to the differential operator
Throughout this section, P refers to this operator. Next we construct an approximation of the pullback of the functionũ of Lemma 4.1. We follow some of the outline and notation used in [9] , but see also [8, 12] . Let χ 1 ∈ C ∞ c (R) have support very near 0 and be 1 in a neighborhood of 0. We will later require χ 1 to have support as near to 0 as necessary, but in particular require it to be supported in the image of V ∩ ∂O under the change of coordinates. We construct a distribution w 0 such that
where F and G are smooth. We will choose w 0 so that it is outgoing in the sense that it is smooth for t < β. Note that w 0 is, for t ≈ β, an approximation for theũ of Lemma 4.1 (though withχ replaced by χ 1 ).
Our construction is fairly straightforward, since we avoid both glancing and gliding rays. We continue to use some of the notation of [9] . We use a geometrical optics construction (e.g. [12] or [8, Section 2]) to write (10) w 0 = (2π)
where ϕ and a are respectively the phase function and amplitude which will be found below, and Φ is the Fourier transform of χ 1 v +k (h(y), y, t). This construction is not new. The novelty is the careful study of the dependence of the phase function ϕ and the amplitude a on the derivatives of h. This will allow us to obtain inverse results in Sections 5 and 6. Before beginning the construction, we note that
This is rapidly decreasing in (ξ, η) away from ξ = h (y)η for some y ∈ supp χ 1 . With χ 1 supported sufficiently near y = 0, this means that it is rapidly decreasing except in some cone about ξ = 0, and it is in this cone (or a slightly larger one) that we must construct ϕ and a. We remark that Φ, and thus a, depend on k. However, we suppress this in our notation to reduce the number of subscripts. The phase function ϕ(x, y, t, ξ, η) from (10) is chosen to satisfy
ϕ(0, y, t, ξ, η) = yξ + tη. (13) Lemma 4.2. For ξ 2 < (1 + h 2 )η 2 the phase function ϕ(x, y, t, ξ, η) has an asymptotic expansion at x = 0 given by
Moreover, for j ≥ 1, ϕ j is independent of t, and ϕ j (y, t, ξ, η) is determined by ξ, η and h (m) (y) for m ≤ j.
Proof. The functions ϕ 0 and ϕ 1 are determined immediately from (12) and (13) . Note that ϕ 1 is independent of t and depends on h , but no higher order derivatives of h.
The function ϕ is chosen so that
Using this and assuming an asymptotic expansion as in the statement of the lemma, we have
We are using the notation ϕ ly = (ϕ l ) y . For j ≥ 1, then, equating coefficients of x j gives
We can now prove the remainder of the lemma by induction. Assume that for 1 ≤ l ≤ j ϕ l is independent of t and depends on h through its derivatives up to order l. Then from (16) ϕ j+1 must be independent of t, since on the right hand side only ϕ 0 depends on t, and ϕ 0y = 0 = ϕ jt . Moreover, by assumption (1+h 2 ) k+l=j+2 1<k,l<j+1
klϕ k ϕ l can depend on h only through its derivatives of order j, and k+l=j 0≤k≤j ϕ ly ϕ ky and 2h k+l=j 0<k<j+1 kϕ k ϕ ly can depend on derivatives of h up to order j + 1. Thus ϕ j+1 is determined by ξ, η, and h (m) (y), m ≤ j + 1.
Lemma 4.3. For ξ 2 < (1 + h 2 )η 2 , the symbol a from (10) has an expansion
with a j homogeneous of order j in (ξ, η) outside a compact set. Moreover, outside a neighborhood of η = 0, we can write
with a jk having the same homogeneity properties as a j and a jk (y, ξ, η) determined by ξ, η, and h (m) (y) for m ≤ k + |j| + 1.
Proof. In order to have
smoothing, we must have
Recall thatΦ is the Fourier transform of χ 1 v +k and so is independent of x, y, and t. We shall use this equation to find a. The initial condition from (9) at x = 0 means that we must have a(0, y, t, ξ, η) = 0. The equation (17) can be simplified somewhat by noting that since ϕ x , ϕ y and ϕ t are all independent of t, the coefficients of (17) (considered as a differential equation for a) are all independent of t. Since the initial condition for a is also independent of t, a will be independent of t.
By writing a ∼ −∞ 0 a jΦ , we may, by collecting terms of (17) of the same order, rewrite it as
and, for j ≤ −1,
The homogeneity of order 1 of ϕ ensures that a j will indeed be homogeneous as claimed. Note that
Thus, when ξ 2 < (1+h 2 )η 2 , there are solutions to (18) and (19) with initial condition a j (0, y, ξ, η) = 0, and we can find the Taylor expansions for a j at x = 0. Note that using a cut-off function to excise a conic neighborhood of η = 0 produces a smooth error, sinceΦ is rapidly decreasing there.
The boundary condition means that a j0 = 0 for all j. Note that from (18)
Using Lemma 4.2, P ϕ x=0 depends on derivatives of h of order at most 2, and thus so does a 01 . Now assume that for l < n a 0l is determined by ξ, η, and h (m) (y) for m ≤ l + 1. Using (18), a 0n is determined by ξ, η, a 0l , (a 0l ) y , l < n, and the Taylor coefficients of order at most n − 1 of P ϕ, ϕ y , and ϕ x . By Lemma 4.2 and by assumption these are determined by ξ, η, and h (m) , m ≤ n + 1.
The proof that a jk is determined by ξ, η, and h (m) (y) for m ≤ |j| + k + 1 is similar.
4.3.
Understanding e iϕΦ . Our eventual goal is to understand the singularities of
near t = β. To do this, the propagation of singularities results mean that we need to understand the singularities of
is one in a neighborhood of 0, and χ 2 is supported near 0 . Here w 0 is as in (9) and (10) . We shall do this in several steps, beginning with (21) lim α↓0 e iϕ(α−h(y),y,t,ξ,η) (a −Φ)(α − h(y), y, ξ, η)φ j (y)χ 2 (y)dξdηdy when t is near α + β. These singularities arise from integrating over a conic neighborhood of (0, η) in (ξ, η). In order to understand these singularities, on this set of (ξ, η) we introduce the coordinate τ via ξ = τ η. We shall first carry out the integrations in τ and y. We do not lose any singularities of (21) by using a smooth cutoff function to restrict the τ integration to a compact set including a neighborhood of the origin. We devote this subsection and the next to such computations. Our primary result in this subsection is Proposition 4.6. We prove some straightforward lemmas before stating the Proposition. 
where γ l (s) is a polynomial of degree at most l in s.
Proof. It follows from the definition of r k (η) that for large |η|, η ∈ R, r k (η) = η 1 − σ 2 k /η 2 . The lemma then follows from Taylor's Theorem.
As further preliminaries for Proposition 4.6, we introduce the function
Note that this vanishes to third order at (y, τ, y ) = (0, 0, 0). Here we are using some notation of [5, Theorem 7.7.5].
Lemma 4.5. Set
With the function g as defined in (22),
Here ϕ l are as in Lemma 4.2 and g rr (y, τ ) is a smooth function determined by h(y), h (y), and τ . In particular, ∂
The other third order derivatives of g at (0, 0, 0) are all 0.
Proof. This proof follows from the expression for g, Lemma 4.2, and the fact that h(y) = O(y 2 ).
We recall that by our definition of
(−γ, γ) but is nonzero only on one copy of (−γ, γ). We shall abuse notation slightly to mean by φ k (0) the value of φ k at 0 on the copy of (−γ, γ) on which it is nontrivial. The main result of this subsection is the following Proposition, which we shall see is central to our inverse results. Note that on the right hand side of (23) the coefficients b m,j,k depend on j and k as well as m. Here we see the consequence of the dependence ofΦ on k; see (11) . We explicitly note the dependence on j and k here as it will be relevant for our inverse results.
, and, for m ≥ 1,
Here, for m ≥ 1 and l = 1, 2, 3, c ml is nonzero and depends only on m and l, and, for m ≥ 1, b m,j,k,r is determined by φ j , φ k and a finite number of their derivatives at 0 and the derivatives of h of order at most 2m at 0.
Proof. Note that, from (11)
Using Lemma 4.4, we can replace e ih(y )r k (η) by e ih(y )η 1 +
From, for example, [5, Theorem 7.7 .6], we may take the limit as α ↓ 0 inside the integrals. Now we use stationary phase to evaluate the integral with α = 0. The stationary points in the phase (with r k (η) replaced by η as above) are determined by
Near y = 0, the first two can be written as
When the support of χ 2 is sufficiently close to 0, there is a single solution, y = τ = y = 0. At this critical point, the Hessian has determinant −2h (0), which is nonzero by the assumption of strict convexity. By [5, Theorem 7.7.5] and (24),
with g as defined in (22) and
This proves the existence of an expansion as in (23), and also that
The results for b m,j,k , m ≥ 1, are more complicated. We begin with
Using the notation of (25), note that in order to get a term with a derivative of h of order at least 3 in it, we must have µ ≥ 1. Since we must have at least three derivatives fall on g in order to get something nonzero upon evaluation at (0, 0, 0), for µ ≥ 1 the highest order derivative of h we will see is max(2m − µ + 3, 2). Thus the terms with h (2m+2) (0) from (27) come only from µ = 1 in (25), while either µ = 1 or µ = 2 can contribute a term with h (2m+1) (0). In L m , if µ = 1, then ν = m + 1. There are only two ways to get a term with h (2m+2) (0) in it from
∂y 2m+2 or from ∂y 2m+2 ) we can have all but one derivative fall on g, and the remaining one fall on φ j (respectively φ k ). Together, these yield, from Q m+1 ,
Alternately, one may have derivatives of the form
∂y∂y 2m+1 ) where all the y derivatives fall on g and the y derivative falls on φ k (respectively, all the y derivatives fall on g and the y derivative falls on φ j ). This yields from Q m+1 2(m + 1)(2h (0))
These are the only ways to get h (2m+1) (0) from (28). Now consider, in L m , the contribution from µ = 2. Here we must consider an expression
In order to get a term with h (2m+1) (0) in it, we must have 2m + 1 derivatives in y or y (not mixed) fall on one factor of g, and, using the fact that g vanishes to third order and Lemma 4.5, three derivatives in y or y (not mixed) fall on the other factor of g. Using the expressions for Q and g and Lemma 4.5, this gives us a positive constant multiple of
We have now considered all the ways to get a derivative
is O(η −m −1−l ) but the highest order derivative of h appearing is h (2m ) . Thus this term can be included in b m +1+l,j,k,r .
Understanding e
iϕ a. This section is devoted to the proof of the following proposition, which is analogous to Proposition 4.6 and is needed to understand the singularities of w 0 χ 2 φ j . iϕ(α−h(y),y,t,τ η,η) a(α − h(y), y, t, τ η, η)φ j (y)χ 2 (y)χ 3 (τ )dτ dy
Moreover,b m,j,k is determined by h (l) (0), l ≤ 2m, and φ j , φ k , and a finite number of their derivatives at 0.
Proof. This proof is quite similar to the proof of Proposition 4.6. Using Lemma 4.3 and (11),
As in the proof of Proposition 4.6, we may bring the limit inside the integral. Just as in the earlier proof, we use stationary phase to compute an asymptotic expansion for the integral, with (0, 0, 0) the stationary point. This proves that there is an expansion like that asserted in the statement of the Proposition. It remains to show thatb m cannot depend on h (l) (0), l ≥ 2m + 1. By Lemma 4.3,
Thus a l (−h(y), y, τ η, η) vanishes to order at least 2 at the stationary point and we need at least 2m derivatives falling on (h(y)) m to see a contribution from a l m . Recall that a l m decays like |η| l , and depends on h (ν ) (y), ν ≤ |l | + m + 1. Thus, in the stationary phase expansion, a contribution from a l which is homogeneous in η of order −|l | − J − 3/2 = −m − 3/2 depends only on derivatives of h at 0 of order at most |l | + 2 + 2J − 2 = |l | + 2J = m + J ≤ 2m, as well as on φ j , φ k , and a finite number of their derivatives at 0.
4.5.
The singularity of lim α↓0 (u j,k,α,β (t) + u j,k,α,β (−t))/2 at β. We recall that
Theorem 4.8. With β > 0 and the setup Section 4.1, we have
where
Here C 0 and C ml , l = 1, 2, 3 are nonzero constants independent of h and φ j , φ k . The B m,j,k,r are determined by φ j , φ k and a finite number of their derivatives at 0 and the derivatives of h of order at most 2m at 0.
Some results similar to this, though for singularities of the wave trace at periodic orbits, can be found in [18, Section 5] .
Proof. For α > 0 but small, the singularities of u j,k,α,β (t) near t = β have two sources. The easiest to understand comes from v +k (t,x, y) as defined in (7) . Settingx = α and pairing with φ j , we get
Letting α ↓ 0, we get the second term on the right in (30).
The other singularities of (u j,k,α,β (t) + u j,k,α,β (−t))/2 for t ≈ β and α > 0 small come fromũ as defined in Lemma 4.1. The distribution w 0 of (9) and (10) approximatesũ up to smooth error when t ≈ β (with the understanding that χ 1 =χ). Thus, the singularities of (u j,k,α,β (t) + u j,k,α,β (−t))/2 other than (32) are found by integrating near y = 0, ξ = 0 in e iϕ (a −Φ)dξdη. Using this knowledge and Propositions 4.6 and 4.7 shows that the remaining singularities are given by
Note an additional factor of |η| as compared to Propositions 4.6 and 4.7 came from the change of coordinates ξ = τ η. Here and throughout this proof, R M (t) stands for a function in C M near t = β, although the function itself may change from line to line. The b m,j,k andb m,j,k are from Propositions 4.6 and 4.7 respectively.
Using r k (η) = η( 1 − σ 2 k /η 2 ) and Taylor's Theorem, we can write (33) as
whereB m,j,k has the same properties as B m,j,k from the statement of the theorem, though with different nonzero constants C ml . The properties of these coefficients are inherited from the b m,j,k andb m,j,k . Now the Theorem follows in a straightforward way from [5, Example 7.1.17].
An inverse problem with symmetry
The following theorem is a somewhat stronger version of Theorem 1.1.
where it is known that O ⊂ R × (−γ, γ) is a compact strictly convex analytic set, and consider the Dirichlet Laplacian on X. If X is invariant under (x, y) → (x, −y), and φ k (0) = 0, then knowledge of S kk (λ) for all λ ∈ R, λ > |σ 1 |, determines O.
Proof. In this section we use the coordinate x ∈ (−∞, ∞). We give the proof for φ k supported in x >> 0. Set
Note that this is determined by β, which we choose, and S kk . For β >> 0, this is related to the distributions u k,k,β,β (±t) by Proposition 3.3. Using Proposition 3.3 and Theorem 4.8, ifũ k,β is smooth, then O is the empty set. So supposeũ k,β (t) is not smooth. Let (36) x mr = sup{x : (x, y) ∈ O for some y ∈ (−γ, γ)}.
This is the x-coordinate of the "right-most" point of O. For β sufficiently large, using Proposition 3.3 and Lemma 3.2, 2(β − x mr ) is the smallest positive value of t at which u k,β can have a singularity. By Theorem 4.8, for β sufficiently large, 2(β − x mr ) is in the singular support of u k,β . Thus, setting t m (β) = inf{t > 0 : t is in the singular support ofũ kβ (t)},
we find
Since t m (β) is determined by β and S kk , we see that x mr is determined. Note that our symmetry and strict convexity assumptions on O mean that (x mr , 0) ∈ O. In keeping with our notation from Section 4, we shall assume that in a neighborhood V of (x mr , 0), V ∩ ∂O = {(h(y), y) : (x, y) ∈ V for some x}.
Next we fix a β with β > x mr and study (u k,k,α,β (t)+u k,k,α,β (−t))/2 when α ↓ x mr . Combining Proposition 3.3 with Theorem 4.8, we have, near t = β − x mr (37) lim
where B m,k,k , R M are as in Theorem 4.8.
Since O is assumed to be an analytic set and we have determined the location of its furthest right point, it suffices to determine h (l) (0) for all l ∈ N ∪ {0} in order to determine O. Of course, we know h(0) = x mr . Furthermore, h 2l+1 (0) = 0 by the symmetry assumptions on O, and our setup ensures h (0) < 0. Then by Theorem 4.8 and (37), and using the fact that φ k (0) = 0 and φ (n) k (0) is known for all n, B 0,k,k determines h (0). Then, inductively, B m,k,k determines h (2m+2) (0).
An inverse problem without symmetry
This section is devoted to the proof of Theorem 1.2. We shall use several elementary trigonometric facts. Then, given that y mr ∈ (−γ, γ), φ 3 (y mr )/φ 1 (y mr ) determines y mr .
Proof. Since y mr ∈ (−γ, γ), sin(π(y mr + γ)/2γ) > 0. The equation φ 3 (y mr )/φ 1 (y mr ) = k can be written 2 sin(π(y mr + γ)/2γ) cos(π(y mr + γ)/2γ) = k sin(π(y mr + γ)/2γ).
Then cos(π(y mr + γ)/2γ) = k/2, and since y mr ∈ (−γ, γ), there is a unique solution.
Lemma 6.2. Let φ 1 , φ 3 be as in the statement of Lemma 6.1. Then, for y mr ∈ (−γ, γ), φ 2 1 (y mr ) 2φ 1 (y mr )φ 1 (y mr ) and φ 1 (y mr )φ 3 (y mr ) φ 1 (y mr )φ 3 (y mr ) + φ 1 (y mr )φ 3 (y mr ) are linearly independent.
Proof. Suppose to the contrary the two vectors are linearly dependent. Then using φ 1 (y mr ) > 0, 2φ 3 (y mr )φ 1 (y mr ) = φ 1 (y mr )φ 3 (y mr ) + φ 1 (y mr )φ 3 (y mr ).
That is, φ 3 (y mr )φ 1 (y mr ) = φ 1 (y mr )φ 3 (y mr ).
But φ 3 = 2γ 3/2 φ 1 φ 1 /π, so this is 2γ 3/2 π φ 1 (y mr )(φ 1 (y mr )) 2 = 2γ
3/2 π φ 1 (y mr )((φ 1 (y mr )) 2 + φ 1 (y mr )φ 1 (y mr )).
This implies φ 1 (y mr )φ 1 (y mr ) = 0, which cannot happen for y ∈ (−γ, γ).
Now we are ready to give the proof of Theorem 1.2.
Proof of Theorem 1.2. As in the proof of Theorem 5.1, set (38) x mr = sup{x : (x, y) ∈ O for some y ∈ (γ, γ)}.
Just as in that proof, x mr can be determined from S 11 . Let y mr ∈ (−γ, γ) be such that (x mr , y mr ) ∈ O. By the strict convexity of O there is only one such y mr . We do not yet know what y mr is, but we will, in analogy with Section 4 assume that near (x mr , y mr ) ∂O is given by {(h(y), y)}. Theorem 4.8 holds, then, except that one must understand that h, φ j , φ k and their derivatives are evaluated at y mr rather than at 0, and β is replaced by β − x mr in the singularity expansion. By Lemma 6.1, then, y mr is determined by S 11 and S 13 . We know already that h(y mr ) = x mr and h (y mr ) = 0. Now we can find h (y mr ) from B 0,1,1 .
We now proceed by induction, and assume we have determined h (j) (y mr ) for j ≤ 2m. Then using (31) and Lemma 6.2, we see that knowing h (l) (y mr ) for l ≤ 2m, from Here the constants C ml , l = 1, 2, 3 are as in Theorem 4.8 and are nonzero. Thus, by (42) we can find h (2m+1) (y mr ). With this knowledge, from (41) we can find h (2m+2) (y mr ). We can do this for any m, so S 11 and S 13 determine all the derivatives of h at y mr . Since O is analytic, this determines O.
