Abstract: A dual neural network 'adaptive critic approach' is used in this study to generate midcourse guidance commands for a missile to reach a predicted impact point while maximizing its final velocity. The adaptive critic approach is based on approximate dynamic programming. The first network, called a 'critic', network, outputs the Lagrangian multipliers arising in an optimal control formulation while the second network, called an 'action' network, outputs the optimal guidance/control. While a typical adaptive critic structure consists of a single critic and a single controller, the midcourse guidance problem needs indexing in terms of the independent variable and therefore there is a cascade of critics and controllers each set for a different index. Every controller learns from the critic at the previous stage. Though the networks are trained off-line, the resulting control is in a feedback form. A midcourse guidance problem is the first testbed for this approach where the input is vector-valued. The numerical results for a number of scenarios show that the network performance is excellent. Corroboration for optimality is provided by comparisons of the numerical solutions using a shooting method for a number of scenarios. Numerical results demonstrate some attractive features of the adaptive critic approach and show that this formulation works very well in guiding the missile to its final conditions from an envelope of initial conditions. This application also demonstrates the use of adaptive critics as a tool to solve a class of 'free final time' problems in optimal control, which are usually very difficult.
INTRODUCTION
Midcourse guidance considered in this study deals with scenarios wherein a surface launched missile seeks to intercept an airborne target. In an optimal setting, the resulting trajectory seeks to maximize the pursuer velocity at the time of intercept. Two types of guidance law have been popular in the midcourse guidance literature; they are the explicit guidance [1] and the optimal curvature or kappa guidance [2] [3] [4] [5] . A linearized form of kappa guidance is proposed by Serakos and Lin [5] in which a coordinate transformation is used. All of these guidance law are optimality based and use some sort of approximations to the non-linear equations of motion. The optimal neural guidance laws developed in this study, however, allow the use of the non-linear equations directly without the need for any approximations.
It is well known that the dynamic programming formulation offers the most comprehensive solution to non-linear optimal control; however, a huge amount of computational and storage requirements are needed to solve the associated HamiltonJacobi -Bellman (HJB) equation [6] (also known as the Bellman equation). Werbos [7] proposed a means to get around this numerical complexity by using 'approximate dynamic programming' (ADP) formulations. His methods approximate the original problem with a discrete formulation. The solution to the ADP formulation is obtained through the two neural network adaptive critic approach. In one version of the adaptive critic approach, called dual heuristic programming (DHP), one network, called the action network, represents the mapping between the state variables of a dynamic system and control and the second network, called the critic network, outputs the costates with the state variables as its inputs. This ADP process, through the non-linear function approximation capabilities of neural networks, overcomes the computational complexity that plagued the dynamic programming formulation of optimal control problems. More importantly, this solution can be implemented on-line, since the control computation requires a few multiplications of the network weights that are trained off-line. This technique was used by Balakrishnan and Biega [8] to solve an aircraft control problem in a domain of interest. Note that there are various types of adaptive critic design available in literature. An interested reader can refer to reference [9] for more details on ADP and DHP. Balakrishnan and Biega [8] and Han and Balakrishnan [10] further applied this method to an agile missile control problem. This study is very different in the sense that this is the first time such an approach is used in the midcourse guidance literature and this is also the first guidance example with vector inputs.
PROBLEM FORMULATION AND SOLUTION DEVELOPMENT

Approximate dynamic programming
In this section, general development on the optimal control of the non-linear systems is presented in an ADP framework. Detailed derivations of these conditions may also be found in Balakrishnan and Biega [8] and Han and Balakrishnan [10] [11] [12] , which are repeated here for clarity and completeness. The development in this section will subsequently be used in synthesizing the neural networks for midcourse guidance. A discrete description of a fairly general system model is given by
where f i ( ) can be either linear or non-linear, i indicates the stage or time-step, x is a state vector of dimension n and u is a control vector of dimension m. The objective is to find a control sequence u i to minimize the cost function J, where
In equation (2) , L i ( ) can be a linear or non-linear function of the states and/or control and f( ) can be a linear or non-linear function of the terminal states.
Note that in an ADP formulation, equation (2) is rewritten as
where x k and u k represent the n Â 1 state vector and m Â 1 control vector respectively at time-step k and N represents the total number of discrete time steps. By using equation (3), the cost function from time step k to (N 2 1) can be written as
This cost can be split into the cost from (k þ 1) to (N 2 1), denoted by J kþ1 , and the cost to go from k to (k þ 1) (called the utility function), C k , as
The n Â 1 costate vector at time-step k can be defined as
Then the necessary condition for optimality for optimal control is @J k =@u k ¼ 0; i.e.
By expanding equation (7), the following equation can be obtained:
The costate propagation equation can be derived in the following way:
with the boundary condition
Note that the second term on the right-hand side will add up to zero on the optimal trajectory. by using the costate propagation equation (9). 4. Train two neural networks. For different values of x N21 , the u N21 network outputs u N21 with the training data coming from step 2. The l N21 network outputs l N21 where the training data comes from step 3. This then gives the optimal control and costates for various values of the state at stage (N 2 1).
Other networks
1. Assume different values of states at x N22 at stage (N 2 2) and pick a random network (or initialized with u N21 network), called the u N22 network, to output u N22 . Use u N22 and x N22 in the state propagation equation (1) to obtain x N21 . Input x N21 to the l N21 network to obtain l N21 . Use x N22 and l N21 in the optimality condition in equation (8) to obtain target u N22 . Use this to correct the u N22 network. Continue this process until the absolute value of the relative change in the output, u N22 , between two successive iterations is less than 0.01. At this point, this u N22 network is assumed to yield the optimal u N22 . 2. Using a random x N22 , output the control u N22 from the u N22 network. Use these x N22 and u N22 to obtain x N21 and input x N21 to the l N21 network to generate l N21 . Use x N22 , u N22 and l N21 in equation (9) to obtain the optimal l N22 . Train a l N22 network with x N22 as input and obtain the optimal l N22 as output.
Repeat the last two steps with
A schematic of the network development is presented in Fig. 1 .
MIDCOURSE GUIDANCE IN A VERTICAL PLANE
Derivation of the optimal trajectory shaping guidance law
The physics and the mathematical model of the midcourse guidance problem are presented in this section. The basic optimal guidance problem is posed and a simplified cost function is developed to obtain tractable solutions. A discrete formulation for use with the neural networks is also developed. Figure 2 illustrates the geometry of a missile guiding to a fixed predicted intercept point (PIP). A curvature parameter may be defined by In this system, the equation of motion for the missile can be written as
where R ¼ relative range between the missile and PIP (m) u ¼ elevation angle of the range vector measured from the local horizontal (rad) d ¼ heading error (rad) Using the range R rather than time as the independent variable, the system of equations (12) to (14) can be reformulated as
The main objective in a midcourse guidance is to maximize the final velocity at the predicted impact point. Hence, an appropriate cost function J is defined as
where the subscripts 0 and f denote the initial and final conditions respectively. From equation (19),
Therefore, maximizing V f is equivalent to minimizing J. After some involved algebra [2 -5] , the cost function can be obtained as
where
and
respect to the angle of attack a and where v is a parameter representing the missile characteristics. It is common in midcourse guidance literature to treat v as a constant.
Optimal control solution development
In the present case, p is used as an independent variable rather than R, where p is the distance from the missile position to the launch point. The relation between p and R is
In terms of the new independent variable p, the state equations are dd dp
dg dp
The associated problem is then to minimize J, where
sec d dp ð28Þ Fig. 2 Midcourse guidance point scenario
The Hamiltonian, H, for this problem is defined as [6] H ¼ L þ l 1 dd dp þ l 2 dg dp
where l i are the Lagrangian multipliers (costates) corresponding to the Hamiltonian in equation (29).
The costate propagation equations are obtained as
For optimality, control k satisfies
Equation (33) leads to
From equation (34), an expression for the control k is obtained as
The boundary conditions are:
In order to use the discrete adaptive critic based neural network solutions, it is necessary to discretize the equations for the state and optimal control. Note that Euler's method [13] is used to integrate the continuous form of differential equations between the time-steps by converting it to a discrete-time problem as described below.
State equations:
Cost function:
Define the Hamiltonian:
Costate equations:
Optimality control condition:
Boundary conditions:
Note that Dp is the step size and k denotes the stage.
DEVELOPMENT OF NEURAL NETWORK SOLUTIONS
In this paper, neurocontrollers are obtained for both fixed final flightpath angle and flexible flightpath angle. After discretizing the system equation, the independent variable p is divided into appropriate steps. During each period, two neural networks, namely the 'action' network, which represents the state feedback guidance law and outputs control k, and another network called the 'critic' network, which represents the supervisory model outputs costates l 1 and l 2 , are synthesized. The trained action networks which are cascaded together will form the optimal guidance law when implemented in real-time.
Procedure to train neural networks
For 'finite-time' (or finite-horizon) problems, the 'time' (independent) is fixed. In midcourse guidance, the independent variable p is a value that is determined by tactical requirements. Here, according to the Navy specification, p N is chosen as 97.2 km (60 miles). Assume p is divided into N21 fragmented periods and the networks are indexed against these periods. Then there are N steps in total. The networks are synthesized backwards in this formulation. This procedure includes two stages. A schematic of the network development is presented in Fig. 1 . 
Synthesis of the last network
1. Randomly pick d N À1 . Since d N ¼ 0, given Dp N À1 , from state equation (35), k Ã N À1 is obtained.
NUMERICAL RESULTS
Fixed final flightpath angle
Results from simulations using the neural network approach and the shooting method [6] are presented in this section. The desired final states for the midcourse missile were fixed at zero for the heading error d, zero for the flightpath angle g and sixty miles for the range. The parameter v was set at 0.000 04. A feedforward neural network with three layers with a hyperbolic tangent sigmoid a logsigmoid, and a linear activation function is used for the controller network as well as for the critic network. The number of neurons is 4 in the first and second layers and 1 in the third layer. The Levenberg -Marquardt training algorithm is used in training both the action and the critic neural networks. It needs to be pointed out that these choices for the structure and training method were not chosen for any specific reason. The results showed that the choices were adequate. In the training process, Euler's method is used to integrate the state equations between the steps defined by the intervals in the independent variable. The divisions in the training scope of the initial flight path angle and the heading errors are presented in Fig. 3 . After training, there are 62 pairs of networks to cover 97.2 km. These studies, however, were carried out in British units with a maximum range of 60 miles.
In order to keep the same scale with proper divisions, the range information is plotted with a scale factor of 1.62 so that the maximum value is 60 units.
The sampling period through the network synthesis was selected based on the accuracy of computations. It is important to state that the networks are not placed evenly with regard to the independent variable. The physics of the problem plays an important role in this aspect. If the step size is taken to be large (in order to keep the number of networks small), the iterative process between the upper level costate network and the lower level controller network would not converge. This is because the initial states for the lower level and the resulting control (which is really initialized with the upper level controller weights) would place the propagated state much beyond the level of the range for which the upper level costate network was synthesized. It should be noted that this means that the optimal guidance law has been obtained for any range from 0 to 97.2 km to reach the predicted impact point with the maximum velocity and with zero heading error and zero flightpath angle.
Three-dimensional plots of trajectories obtained with the neural networks are presented in Fig. 4 . The two costates (Lagrangian multipliers) are plotted in Fig. 5 . The corresponding history of the control variable k is presented in Fig. 6 . In order to verify the optimality of the neural network results, the same initial conditions were used and the shooting method was used 36 times by solving each single problem separately. These results were found to be almost identical with the neural network results. A unique aspect of this development is that the neural networks are used as a computational tool to solve the optimal guidance problem directly rather than to train it and use the generalization property of the neural networks. If a traditional method such as a shooting method is employed as a tool, the optimal control problem would have to be solved iteratively for every set of initial conditions. Therein is the computational advantage of the adaptive critic approach; the same set of neural networks embed countably infinite optimal solutions to the midcourse guidance problem with any initial condition from Fig. 4 or with any range up to 97.2 km. In other words, a large number of shooting method solutions are embedded in a set of networks without as much computational effort.
Variable final flightpath angles
The results presented in the previous section were obtained for a fixed final flightpath angle g f ¼ 0. In order to capture the target in a different situation, it is necessary for the missile to reach the PIP at If one set of networks for each final flightpath angle were to be used, there would be several networks corresponding to different specified final flightpath angles. For any other final flightpath angle, two successive neural network controllers have to be interpolated. This is not practical in real implementation. Therefore the neural network's inherent universal learning or mapping ability is exploited in this study and a single network was used to output costates for different final flightpath angles at any stage. The way to do this was to augment the final flightpath path angle as another input and target during neural network training. In this study, the final flightpath angle range was from 608 to 908 with an interval of 58 as the training scope. The initial heading error and flightpath angle scope remain the same as before. The range and the parameter v were also assumed to be same. In Q1 this new design a feedforward neural network was chosen with all three layers with linear activation functions for the controller network as well as for the critic network. The numbers of neurons are 8 in the first layer and 8 in the second layer for both the controller and critic networks. A Levenberg -Marquardt algorithm was still used in training both the action and the critic neural networks. This time 79 pairs of networks were used. The results of the neural network controller for a set of initial conditions and desired final flightpath angles are plotted in Figs 7 to 11. It can be seen that even with variable final flightpath angles, the neural networks capture the optimal control and the trajectories very well. The errors of g between the neural networks and the shooting method are plotted in Figs 12 to 14. The maximum error for g is about 4.38 and the error approaches zero at the end. The errors are attributed to the different step sizes. The larger error trajectories are those that have a smaller initial flightpath angle and heading angle but a larger negative final flightpath angle. The reason is that it is more difficult to shape a low, flat trajectory at the final stage.
There may be some concern over the number of neural networks needed to synthesize the controller in this proposed approach. However, an alternate scheme can be devised to reduce the number of neural networks used in controller synthesis. The independent variable could be used as an extra input to the neural networks in addition to the states. While this scheme would increase the number of neurons, the number of networks for the controller as well as for the costates would be reduced to one. 
CONCLUSIONS
A neural network approach to solve optimal midcourse guidance problems has been presented in this study. This approach solves non-linear guidance/control problems without having to make linearizing approximations to the model. The results show that the adaptive critic-based neural networks present a powerful computational approach to the finite-horizon class of optimal control problems.
