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We generalize the previous result of Cazenave and Vasquez on the existence of 
stationary states for nonlinear Dirac equations of the form ix;=, y”d,Y-mY + 
L( @PP) Y = 0. We seek solutions which are separable in spherical coordinates and 
we then make use of a shooting method to solve the associated problem for 
ordinary differential equations. c) 1988 Academic Press, Inc. 
1. INTRODUCTION 
The objective of this paper is to prove the existence of stationary states 
for nonlinear Dirac equations of the form 
i i yp~pY+L(YP) Y=O (1.1) 
p=O 
under certain assumptions on the nonlinearity L, where 
~ YIR4+C4, 
- d,=a/ax,, 
- yP are complex-valued 4 x 4 matrices given by 
yo=(i “1), y~,(_otk z) for ~=1,2,3 
witha’=[y A], a’=[: o’],a3=[A 01], 
- YY = (y”Y, Y), where ( , ) is the usual scalar product in C4. 
Solutions Y of the form exp( -iox,) cp(x,, x2, x3), w  E R will be called 
stationary states of Eq. ( 1.1). 
Equations of the form (1.1) arise from nonlinear spinor fields in the 
unified theory of elementary particles [3,4, 111. The stationary states of 
the nonlinear Dirac field have been proposed as a model for elementary 
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extended Fermions and nucleons [7-lo]; a summary of these models is 
given in [S, 63. 
For physical reasons, cp and Vq are required to vanish at infinity. We 
will seek solutions for which cp and Vq decay exponentially. In addition, we 
require that Vx E Iw3, @j(x) 3 0. 
We therefore consider problem (P.l): 
Find cp: [w3 + C4 such that 
3 
vx E R3, q.@(x) 2 0 
cp, V~J decay exponentially at infinity. 
(1.2) 
Following Soler [lo] and Cazenave and Vasquez [2], we look for 




h(r) cos 8 ' 
h(r) sin 0 e’* 
where (r, 8, x) are the spherical coordinates of x, and u, u E C’( [O, cc [, [w ). 
(P. 1) is then transformed to a system of ordinary differential equations 
comprising problem (P.2): 
Find u, u E C’( [0, co), R) such that 
2.4’ + 224/r = u(L(u* - u*) + 0) 
u’ = u(L(u2 - 22) - 0) for r>O 
Vr > 0, u*(r) - u*(r) Z 0 
u, u’, u, u’ decay exponentially at infinity. 
(1.3) 
Using a shooting method, in Ref. [2] Cazenave and Vasquez found a 
solution of the problem (P. 2) for L, o such that L(0) ~0, L’(x) > 0 for 
x > 0, L(x) + +cc as x -+ +co, and o E (0, -L(O)). (The method in [2] 
makes essential use of these assumptions, which from the physical point of 
view are not obviously justified.) 
The’aim of the paper is twofold. 
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(i) We generalize the result of Cazenave and Vasquez to a much 
larger class of nonlinearities L. In particular, we consider functions L which 
are not necessarily increasing or are not bounded below by L(0); for exam- 
ple, L(x) = uxp - bx4, where p > 0, q > 0, a > 0, and b > 0. (This case is not 
covered by Cazenave and Vasquez.) 
(ii) We introduce a new and somewhat more general approach to the 
shooting method (another application to elliptic equations will be given as 
an example at the end of the paper). 
We first consider (1.3) on R x R, and we assume that: 
- g E C’(R R), 
- m, w are real numbers with 0 < o cm, 
- a is a real number such that a > 0. 
We also define G(x) = fi; g(s) ds. 
We consider the system of ordinary differential equations 
24’ + au/r = u( g(v2 - u*) - (m - w)) 
u’ = u( g(u* - u’) - (m + w)) for r>O, 
(1.4) 
corresponding to the case where L(x) = -m +g(x) in (1.3), and we also 
consider the associated conservative system 
u’ = u(g(u2 - u2) - (m - w)) 
u’ = u(g(u2 - u*) - (m + 0)) for r >O. 
(1.5) 
Clearly, (1.5) is a Hamiltonian system where the Hamiltonian H is defined 
by H(u, u) = [G(u’ - u*) - m(u’ - u*) + o(u* + u2)]/2. That is, (1.5) is of 
the form 
u’ = H,(u, u) 
u’ = -H,(u,u). 
Let us define r” as the connected component of {(u, u); u > 0 and 
H(u, u) = 0} containing (0, 0), and F” as the set {(u, u); VH(u, u) = O}. We 
assume that u(0) = 0 in order to eliminate solutions with singularities at the 
origin. For a > 0, the solution of the system (1.4) with the initial data (0, a) 
for r = 0 will be denoted by (u,, u,). [0, R,) will be the maximal existence 
interval of (u,, 0,). 
We also use dist(d, B) to denote the distance from A to B, where A and 
B are sets or points. 
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We proceed to prove the following 
THEOREM 1. Assume that w  E (0, m) and that. 
(F.1) g(O) = 0, 
(F.2) there exists M > 0 such that Vx > 0, g(x) > -M or such that 
vx > 0, g(x) < M, 
(F.3) r” is bounded, 
(F.4) if (0, b) belongs to r” then g(b*) # m - co. 
Then (1.4) has a solution (u, u) such that 
V8E(O,m-w),3c,>O,Vr>O 
0 <u(r) <u(r) < cg eCe’, /u’(r)1 Q tee-*‘, [u'(r)1 < c0 eeer. 
AS a consequence, for a given nonlinearity L, if we consider m, g defined by 
m = L(O), g(x) = L(x) - L(O), for x > 0 and g( -x) = -g(x), we obtain: 
THEOREM 2. Let L: Iw + + [w with L(0) < 0 and put g = -L(O) + L. 
Given o E (0, -L(O)), if g satisfies (F. 1 t(F.4), then the problem (P. 1) 
has a solution. 
Remark 1.1. The fact that Theorem 1 does not depend on the values of 
g for x < 0 allows us to assume that 
(F.5) g(x)=0 for X-C -1 and [g(x)/ <(m-o)/2 for X-CO. 
Remark 1.2. (F.l )-(F.4) are sharp conditions for the conclusion of 
Theorem 1, in the following sense: 
- For a given nonlinearity L, the assumption that g(0) = 0 deter- 
mines the choice of m to be -L(O). 
- The fact that g is bounded either from below or from above is a 
reasonable technical assumption. 
- In order to justify hypotheses (F.3) and (F.4), let us give two 
examples, retaining the other hypotheses except for (F.3) in the first 
example and (F.4) in the second. 
First, let us consider g such that g(0) = 0 and 0 <g(x) G m - o for x > 0. 
Then g satisfies (F. 1 ), (F.2), and (F.4), and it is easy to see that the con- 
clusion of Theorem 1 is not true. Indeed, H(0, x) < H(0, 0) for x # 0 and 
the value of H is always decreasing for the solutions of (1.4) (see Lemma 
3.4 below). 
On the other hand, we can construct g so that there exists a, such that 
H(0, x) ~0 for Otx< a,, H(0, x)>O for ~>a,, H(0, ao)=O, and 
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g(ai) = m - w. Therefore, g satisfies (F.l )-(F.3), and (1.4) has no solution 
which goes to (0,O) as r -+ + co (this may be seen by the same argument 
used above). 
Remark 1.3. We can check that the conservative system (1.5) has a 
solution which goes to (0,O) at infinity if and only if the assumptions (F.l), 
(F.3), and (F.4) are satisfied. Thus, for a nonlinearity g bounded below or 
above, we prove that if the conservative system (1.5) has a solution, then 
the dissipative system (1.4) also has one. 
The assumptions made in Theorem 1 allow general nonlinearities g 
which may be positive or negative with infinitely many oscillations. 
Consequently, we may state the following weaker theorem with simpler 
hypotheses: 
THEOREM 3. Assume that o E 10, m[ and that: 
(F.l)’ g(0) = 0, 
(F.2)’ 3x,>O such that Vx>x, G(x)-(m-o)x20, 
(F.3)’ g(x) # m-o for any x such that G(x) - (m - o)x = 0. 
Then the conclusion of Theorem 1 is still true. 
Remark 1.4. 
- (F.2)’ is implied by lim inf,, +m g(x) > m - w. 
- (F.2)’ and (F.3)’ are implied by the uniqueness of x,, > 0 such that 
g(xo) = m - 0. 
In particular, g(x) = axP - bxY (p > q, a >O) satisfies the assumptions of 
Theorem 3. 
The proof is based on a shooting method. We seek b such that for r > 0, 
uJr) 2 ub(r) > 0 and (ub(r), u*(r)) -+ (0,O) as r + +co. Numerical studies 
in [5,6] show that solutions of (1.4) going to (0,O) are exceptional, as 
(0,O) is a saddle point for H. Moreover, the context of the problem as it is 
stated in [2] is different. For example, the set {(u, u); H(u, u) = 0} may be 
unbounded, and may have infinitely many connected components. As a 
consequence, solutions of (1.4) which go to (0,O) at infinity may behave 
quite differently from those obtained in [2] (in which ub increases then 
decreases to 0). On the other hand, we have made no assumption as to 
whether the critical points are attractive or repulsive, as is done in [l] 
(Berestycki, Lions, and Peletier). Our proof is based on applying a 
“general” principle, using the Hamiltonian structure of the problem. That 
is: 
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Let r be a C’ compact manifold with boundary ((0, 0)}, and assume that 
the complement of r has two connected components. We denote the bounded 
component by int(Z) and we set Z= {a > 0 such that there exists ra such that 
for r > ro, (u,(r), u,(r)) E int(Z) and for r < ra, (u,(r), u,(r)) E int(r)“}. 
Assume that: 
(i) There exists an c1,, > 0 such that for a E Z, Vr E [O, R’,), dist((u,(r), 
u,(r)), I;‘- ((0, O)))2ao. 
(ii) There exists K> 0 such that Va E Z, Vr E (0, R,), uf(r) + of(r) <K. 
Let b belong to the boundary of I. Then (ub, vb) is a solution of ( 1.4) such 
that (q,(r), uJr)) + (0,O) as r --) +co. 
Remark 1.5. The main point is that if we take Z to be an equipotential 
contour, then (i) and (ii) are easy to verify using the conservative system. 
Remark 1.6. Finally, let us take Z to be the equipotential contour con- 
taining (0,O). If b belongs to the boundary of Z, then (ub, ub) tends to a 
critical point on Z or blows up in finite time. 
Remark 1.7. If Va E IR + the curve defined by (uO, u,) is never tangent to 
Z, then we can take Z to be the set {a > 0 such that there exists ra such that 
(h(r,), u,(r,)) E 0. 
The paper is organized as follows: 
- In Section 2, we establish preliminary results on solutions of the 
conservative system (1.5). 
- In Section 3, we prove some results on solutions of the dissipative 
system (1.4) and compare them to solutions of (1.5). These proofs are 
somewhat technical. 
- In Section 4, we prove our main result. We use an extension of the 
principle stated before, with Z= Z”, along with a sharp comparison of 
solutions of (1.4) and (1.5). 
- Section 5 is devoted to further remarks. 
2. ANALYSIS OF THE CONSERVATIVE SYSTEM (1.5) 
First, we establish some results concerning the conservative system (1.5). 
We start by studying the Hamiltonian H associated with the system (1.5). 
LEMMA 2.1. H has the following properties: 
(i) VH(u, u) = 0 if and only if (u, u) = (0,O) or u = 0, g(u*) = m -0. 
(ii) F”- ((0, 0)} is a closed set. 
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(iii) Zflim inf,, +a g(x) > m -o or there exists C > 0 and E > 0 such 
that Vx, G(x)-(m-o)x> -C+EX, then H(u,u)+ -boo as lul+lvl + 
+co and F’ is bounded (F.3). 
Proof: (i) This follows using some computation and assumption (F.5). 
(ii) Part (i) implies that F”- ((0, 0)} is equal to ((0, u); 
g(v*) = m - cc}. Thus, F” - { (0, 0)} is a closed set. 
(iii) First, we prove that lim inf,X _ +ao g(x) > m - o implies that there 
exist C and E > 0 such that Vx, G(x) - (m - w) x B -C + EX. 
Indeed, suppose there exists A > 0 and E > 0 such that for x > A we have 
g(x) 3 (m - w) + E. As a consequence, we have 
for x > A, G(x)-(m--(I)+E)x=j: (g(s)-(m-w+E))ds 
+ :(g(s)-(m-w+e))ds f 
2 oA (g(s)-(m-u++))ds. s 
On the other hand, assumption (F.5) implies that G(x) is bounded for 
x < A. Thus, there exists C such that for x <A, G(x) - (m -o + E) x > -C. 
That is, there exist C and E > 0 such that Vx, 
G(x)-(m-w)x> -C+EX. (2.1) 
Now H(u, u) + +co as IuI+ Jul + +co follows from (2.1). Hence Z” is 
bounded. Indeed, we have 
H(u, II)= [G(u’-U2)-m(u2-U2)-( -w+&)(u2-d)+(-W+&)(U2-ld2) 
+ w(u2 + U2)]/2 
3 [ -c + &(U2 + u7]/2. 
This ends the proof. 
We now describe some properties of Z”. We denote the set {(u, u); 
H(u, u) = 0} by ZY’. 
LEMMA 2.2. r” has the following properties: 
(i) Z” is defined by (M(t); to [ - 1, l]}, where M(.) E 
C’([-l,l],@), I]M’(t)l]#OfortE(-l,l),andM(-l)=M(l)=(O,O).Zn 
addition, M(t,) = M(t2) and t, < t2 implies t, = -1 and t2 = 1. 
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(ii) We have Tot {(u, 0); (~1 2 IuI} and dist(P-rO, r”)>O. Also, 
(0, 0) is the only critical point on r”, and dist(r’, F”-((0, O)})>O. 
(iii) Ton {u=O} = {(O,O), (0, uo)> for some u,>O, and g(ui)> 
m - w. 
Remark 2.1. (F.4) is equivalent to g(ui) # m - CD. 
Remark 2.2. r” has the geometrical properties we need to use the 
principle stated in Section 1. 
Remark 2.3. It follows from (i) that there are two connected com- 
ponents of R2/To. We denote the unbounded one by ext(r’) and the 
bounded one by int(r’). 
ProoJ (i) We first note that near (0, 0), ((u, 0); H(u, v) = 0} is com- 
posed of two curves. Indeed, there exists 6 >O such that VUE [0, S], 
g(u*) < m -o. We have, for u E (0,s): H(0, u) = [G(u*) - (m - o) u*]/2, 
H(u, u) = 2ou* > 0, Hl(u, u) = u( -g(u* - u’) + m - 0) > 0 for u #O. 
Whence, for a fixed u E (0,6), there exists a unique u = s(u) E (0, u) such that 
H(s(u), u) = 0. On the other hand, since VH(s(u), u) # 0 for u # 0, we can 
apply the implicit function theorem to H to obtain s E C’( 10, S[, W). We 
can easily check that 
~n{(~,~);OQu~G}={(s(u),u);u~CO,6l)u{(--S(u),u);u~CO,61} 
s E C’( [O, S-J, R). 
We now study r’ = r” n {(u, u); u > S}. Since r” is bounded, f’ is boun- 
ded. As r’ is a closed set, it is compact. Assumption (F.4) and Lemma 2.1 
imply that there is a /I > 0 such that lVH[ 2 j? on P. The implicit function 
theorem implies that the curve r’ does not cross itself. In fact, it implies 
using classical arguments that r = {M(t) = (u(t), u(t)), t E [ - 1+6, 1 -S]} 
with u’*+u’*#O and M(-1+6)=(s(6),6), M(l-6)=(-s(S),6)}. 
Hence (i) follows. 
(ii) As a consequence of assumption (F.4) and Lemma 2.1, (0,O) 
is the only critical point on r”. Also, from the fact that f” is compact 
and that F”- { (0, 0)} and IIF’- r” are closed, it follows that 
dist(@ - r”, r”) > 0 and dist(r’, F” - { (0, 0))) > 0. 
On the other hand, we have for u and u small, HU(u, u) = 
u(-g(u*-u*)+m-w)>O and H(u,u)=H(-u,u.)>O, H(O,u)<O for 
u # 0. Hence, Ho is included in { (u, u); I VI 2 I UI } for u and u small. Since 
H(u, u) = H( - u, u) > 0 for u # 0, (ii) is proved. 
(iii) For the 6 defined in the proof of (i), we have ~(1 - 6) ~0, 
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u( - 1 + 6) -C 0 and Vt E [ - 1 + 6, 1 - 6 J, u(t) 2 6. This yields the existence 
of t, such that u(tO) = 0 and u(tO) > 6. 
In order to prove the uniqueness of this t, we argue by contradiction. 
Assume that there exists ti~(-1,l) such that ~(ti)=O, ~(ti)#O, and 
t, #to. We can suppose that t, > to. Part (i) implies that u(t,) # u(tO). By 
considering the sets {(u(t), u(t)); - 1 + 6 < t < to} c r” and ((-u(t), u(t)); 
to G t 6 t I } c r”, we find a crossing point on r”. This contradicts (i). 
Therefore, if we put a0 = u(t,), we have 
Finally, let us set M(t) = (x(t), v(t)) and consider D(t) = x’(t) Hl(x( t), 
v(t)) -y’(t) H:(x(t), y(t)), for t E ( - 1, 1). As a consequence of 
W(t) .VH(x(t), y(t)) = 0, lIM’(t)ll # 0, and IIVH(x(t), y(t))11 # 0, we have 
D(t) # 0 for t E ( - 1, 1). From the proof of (i), we can see that D(t) < 0 for t 
near - 1. Therefore, since r” is a connected set, we have D(to) < 0. It 
follows that -x’(t,) H”(O, a,) > 0. On the other hand, geometrical 
arguments imply that x’(t,) < 0, whence H:(O, a,) > 0. Thus, g(ai) > m - o 
and (iii) holds from assumption (F.4). 
Next, we prove a very useful lemma. As in [2], we look for periodic 
solutions of the conservative system (1.5), along with the properties of 
these solutions. 
LEMMA 2.3. Let (u’, u”) E [w x [w and let (u, II) be the solution of (1.5) 
with the initial data (u’, v’), defined on the maximum interval of existence 
CO, RI. 
(i) Assume that 
- there exists K such that Vr E (0, R), lu(r)l d K and lu[r]l <K, 
- there exists a0 > 0 such that Vr E (0, R), dist( (u(r), u(r)), F”) > ao. 
Then R = +oo and (u(r), u(r)) is periodic. 
(ii) In addition, if we suppose that u” > 0 and u” >O, then there is r. 
such that u(ro) < 0. 
Proof: (i) R = + co follows from standard arguments. Let us consider 
E= {(4r), u(r)); r E [0, R)). Applying the implicit function theorem to H, 
it is easy to show that E is a closed set. Therefore, since E is bounded, 
it is compact. Hence, there exists fi > 0 such that tlr E [0, R), 
(VH(u(r), u(r))1 a/I. Thus, E is a curve and (u, u) must cover the whole 
connected component of {(u, u); H(u, u) = H(u”, u”)} containing (u’, u”) in 
finite time. Therefore (u, u) is periodic and (i) holds. 
(ii) We argue by contradiction. Suppose that Vr > 0, u(r) 2 0. Let us 
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consider C -E, and let E* be a bounded connected component of C -E. 
Since H is constant on the boundary of E*, the maximum or the minimum 
is achieved at an interior point (u*, u*) (H constant on E* is impossible 
because of the definition of E). Finally, we have (u*, v*) such that U* > 0 
and VH(u*, u*) =O. Lemma 2.1 thus yields a contradiction, and (ii) 
follows. 
3. ANALYSIS OF THE SYSTEM (1.4) 
First, let us state a classical result on existence and continuity. 
LEMMA 3.1. (i) Let a E Iw. Then there exist R, > 0 and a unique solution 
(u,, u,) of (1.4) belonging to C’([O, R,), rW2) and satisfying (u,(O), 
v,(O)) = (0, a). Also, we have either R, = +oo or 
R,< i-00 and lim II(dr), v,(r))11 = +m as r-+R,. 
(ii) Let a,, E [w. Assume that a,, -+ a. Then Qr E (0, R,), for n large, we 
have R,” > r and (u,“, v,J + (u,, v,) in C’( [0, r], Iw’). 
Proof See [2]. 
We next look for tools to transform problems arising from the system 
(1.4) into problems arising from the conservative system (1.5). We begin 
with the next lemma which is proved in [2]. 
LEMMA 3.2. Let (u’, V’)E [w2 and (uz, ux) and rn be such that 
(uz, uz) + (u’, v”) and r, + +oo. We denote the solution of (1.5) with the 
initial data (u,,v,) by (u, v) and the solution of 
uh + au,/(r, + r) = v,(g(ui - uf) - (m - 0)) 
VA = u,( g( vi - 24:) - (m + co)) for r>O 
(u,(O), v,(O)) = (43 UR) 
by (um v,). 
Let [0, R,) and [0, R) be the maximal existence intervals of (u,, v,) and 
(u, u), respectiuely. Then 
(i) lim inf,, +m R,> R, 
(ii) (u,, v,) converges to (u, v)- untformly on compact interuals of 
L-0, RI. 
Proof: See [2]. 
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LEMMA 3.3. Let C be a critical point of H and let a > 0. We consider 
(uu, v,). Assume that there exists a sequence r,, such that (u,(r,), v,(r,)) + C 
as n + +oo. Then r,, + +co. 
Proof: Since critical points of H are critical points of the system (1.4), 
Lemma 3.3 follows from standard arguments. 
We next prove some properties of the solution of (1.4). 
LEMMA 3.4. We have, for a > 0, 
Vr E IX, R,), Wr Wu,(r), v,(r)) = au%)(s(v%) - u%)) - (m - w))/r. 
Proof Computational. 
LEMMA 3.5. Let a >O and RE [0, R,) be such that for rE (0, R), 
v,(r) > 0 and u,(r) > 0. 
If there exists p E (0, R) such that u,(p) > u,(p), then Vre (p, R), 
u,(r) > v,(r). 
Proof The proof is similar to the one in [2]. We consider 
h(r) = u,(r) - u,(r). We have h(0) > 0 and h(p) < 0. Therefore, there is a 
z E (0, p) such that h(s) = 0 and h’(t) GO. Hence, from (1.4) we obtain 
p > r B cr/2w. We now argue by contradiction. Assume the exists 0 > p such 
that h(a) = 0 and also h(r) < 0 for r E [p, 0). 
Equation (1.4) implies that 
h’(r) = (m-w -g(v’ -u’)) h(r) + (a/r - 2w) u 
< (m-w -g(v’- u*)) h(r) for r E (p, a). 
It now follows from (F.5) that h’(r) < 0 for rE (p, a). This yields a 
contradiction. 
LEMMA 3.6. Let a E Iw+ be such that 0 < u,(r) < u,(r) for r > 0. Assume 
that (u,(r), v,(r)) --f (0,O) as r + +oo. 
Then, VB E (0, m-u), there exists cg > 0 such that 
and 
Vr>O, 0 -c u,(r) < v,(r) <c, eeer 
lub(r)l -F Iv;(r)1 G ce eee’. 
Proof. We derive from (1.5) that for r large enough, u’ < -uu/r - I% 
and v’ < -8~. Hence (u + v)’ d -8(u + v) for r large. The lemma then 
follows upon integrating. 
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4. PROOF OF THE MAIN RESULT 
We are now in position to prove Theorem 1. Theorems 2 and 3 are a 
simple consequence of that theorem. 
As mentioned earlier, for the proof we use an extension of the principle 
stated in the Introduction. Let us consider the set Z defined by 
I= (a > O/30 c pa <P: < R, such that for r E (0, ph), u,(r) > 0 and u,(r) > 0; 
for rE (pay dJ, ( U, r , u, r ( ) ( 1) E int(Z”); and for P: #R,, z&b) = 01. 
To prove Theorem 1, we look for b on the boundary of Z such that 
(ub, ob) is a solution of (1.4). First, we prove that for UEZ, (Us, u,) is 
uniformly bounded (in a certain sense) and that there is an ~1~ > 0 such that 
for a E Z, dist((u,(r), u,(r)), F” n ext(Z’)) > a,. On the other hand, it is not 
true that for all UEZ and ai >O, dist((u,(r), u,(r)), F’nint(f’))> al. But 
we have a weaker result: the property stated earlier is satisfied by b such 
that (0, b) is not a critical point and b belongs to the boundary of I. The 
important point in the proof is that Z” is an equipotential contour with 
(0,O) as its only critical point. We thus look for b on the boundary of Z 
such that (0, b) is not a critical point of Z-Z. 
Remark 4.1. If we define Z to be the set of all a such that (u,, u,) 
crosses p, the principle may be untrue because (u,, u,) may be tangent to 
p at (u, u) with g(u2 - u2) = m + w. The proof is simplified by assuming 
this does not occur. 
We claim that Z is not empty. More precisely, if we set a, = max{u < a,; 
g(u2)=m--o), we have Zn(u,, +co)#@. 
PR~PO~ITION 1. There exists 6, such that (a,, a, + 6,) c I. 
Proof: We argue by contradiction. Suppose there is a sequence a, + a, 
such that a, > al and a, .$ I. For convenience, we denote u,, u,“, and 
dist(Z’, F”- { (0,0)})/2 by u,, u,, and /IO, respectively. 
Since for n large, (0, a,) E int(f ‘) and g(uz) > m - o, there is a sequence 
r,, such that for rc (0, t,,), u,(r) >O and (u,(r,), u,(T,))E Z”. By a con- 
tinuity argument, there exists s, E (0, T,) such that: 
- dist((u,(s,), u,(s,)), F” n int(Z’)) = PO, 
- dist((u,(r), u,(r)), F” n int(Z’“)) > PO, for r E (s,, z,). 
We can assume that (u,(s,), u,(s,)) + (u’, u”) as n + +co since Vn (u,(s,), 
u,(s,)) belongs to a compact set. In addition, we have dist((u’, u’), 
F’nint(Z’)) =/IO. Now we use the conservative system (1.5) and the fact 
that Z” is a connected component of an equipotential contour. Let us 
denote the solution of the conservative system (1.5) with the initial value 
(u’, u”) by (u, u). We want to prove that there exists r. such that u(rO) < 0. 
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As (u’, u”) belongs to int(r”), we have for r > 0: 
(u(r), v(r)) E intU+) 
38, > 0 such that dist((u(r), u(r)), r”) > pl. 
(4.1) 
In particular, this implies that (u(r), u(r)) is uniformly bounded. Further- 
more, Lemma 3.2 and (4.1) imply that TV-- S, + +co. Thus, for a fixed 
r>O, for n large we have r +s, <t, and (u,(r+s,), u,(r+s,)) + (u(r), 
u(r)) as n -+ +co. Whence Vr > 0, 
dist((u(r), u(r)), F n int(P)) > /IO. (4.2) 
From (4.1), (4.2), and the fact that (u(r), u(r))eint(r’), it follows that 
3/l > 0 such that dist((u(r), u(r)), F”) > p for r > 0. 
In conclusion, applying Lemma 2.3, there exists r. such that u(rO) < 0. 
On the other hand, we have u,(s,+ ro) --f u(ro) as n --+ +cc and 
u,(s, + ro) > 0 for n large. This yields a contradiction, and the proof is 
complete. 
Remark 4.2. We can prove that for a near al, (a,, u,) looks like a curve 
coiling around (0, al). Thus, for a near a,, solutions of (1.4) have the same 
behavior as solutions of (1.5). 
Remark 4.3. Lemma 3.5 implies that Vr E (0, pb), u,(r) < u,(r). 
We now look for a uniform bound of (u,, u,) for a E I. 
PROPOSITION 2. (i) In the case where g is bounded below, there exists 
K> 0 such that Va E I and Vr E (0, pb), we haue 0 < u,(r) < v,(r) <K. 
(ii) In the case where g is bounded above, let A > 0. Then there 
is a K such that Va E In {a; 0 <a < A} and Vr E (0, pi), we have 
0 < u,(r) < v,(r) GK. 
Remark 4.4. This is the only point where assumption (F.2) is used. 
Remark 4.5. In case (ii), Z may be unbounded. 
Remark 4.6. The proof given here is different from the one in [2], 
because for a E Z the curve (u,, u,) does not have the same shape as in [2] 
(where v, increases the decreases). Furthermore, the fact that 
lim inf, _ +oo g(x) > m -o is a crucial point in the proof of Cazenave and 
Vasquez. 
Proof. (i) We argue again by contradiction. We assume that there are 
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sequences ~,EZ and T,E (0,~:~) such that I,“+ v,“(r.,) + +cc as 
n+ +co. 
For convenience, we denote u,“, v,~, and pan by u,, v,, and p,,, respec- 
tively. It follows from Remark 4.3 that v,(r,) + +cc as n -+ +cc. (F.3) 
implies the existence of k such that k > u for (u, v) E Z”. Therefore, for n 
large there exists r, E (r,, p,) such that: 
- Vr E (rn, P,), v,,(r) <k. 
First, we prove that r, -+ +co, then, we obtain a contradiction using the 
conservative system. 
Step 1. We claim that r,, -+ +co as n + +co. 
For r l (z,, rn), we have u:(r) = u,(r)(g(vi(r) - u:(r)) - (m + co)). 
- If u:(r) < 0, then g(vz(r) - u:(r)) <m + o. Assumption (F.2) then 
implies that 1 g(ui(r) - u:(r))1 GM. Therefore lo:(r)1 6 u,(r)(M+ m + w) < 
v,(r)(M+m+w) and v~(r)/v,(r)+(M+m+o)20. 
- If u;(r) 2 0, we also have vk(r)/v,(r) + (M+ m + co) 2 0. 
Therefore Vr E (t,, rn), vA(r)/v,(r) + (M + m + o) 2 0. By integrating, we 
obtain Log u,,(r,) - Log u,(t,) + (M + m + o)(r, - tn) 2 0. This yields the 
inequality (M + m + CD) rn > -Log k + Log v,(r,), which implies in turn 
that rn+n++m+co. 
Step 2. We now obtain a contradiction using the conservative system 
and the fact that Z” is a connected component of an equipotential contour. 
Let /I, be such that 0 <Do < dist(Z’, F” - { (0, 0))). Let us take s, E (rn, p,) 
such that: 
- dist((u,(s,), u,(s,)), F” n ext(Z’)) = PO or u,(s,) < u,(s,) = k. 
- Vr E (s,, p,), dist((u,(r), v,(r)), F” n ext(Z’)) > /IO and u,(r) < 
v,(r) <k. 
We may assume that (u,(s,), v,(s,)) -+,,+ +m (u’, v’), since Vn, 
(u,(s,), u,(s,)) belongs to a compact set. Finally, we consider (u, v), the 
solution of (1.5) with the initial value (u’, v”) and with maximal existence 
interval [0, R). We show that there is an r. > 0 such that u(ro) -C 0. A con- 
tinuity argument then gives a contradiction. 
Since u”=k or dist((u’, u’), F’next(r’))=/?,, we have (u’, v’)~ext(Z~). 
Because of the compactness of To, Vr E [0, R), there exists B, > 0 such that 
V.S E CO, r L 
dist((u(s), v(s)), Z” u int(Z”)) >/I,. (4.3) 
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Applying Lemma 3.2, we find R = +co and pn -s, +,, 
Vr E (0, R), for n large we have r + s, < pn and 
- 0 < u,(r + s,) < u,(r + s,) <k, 
- dist((u(r), u(r)), p n ext(r”)) > PO. 
Lemma 3.2 then implies that 
0 < u(r) 6 u(r) <k 
dist((u(r), u(r)), F” n ext(Z”)) 2 PO. 
m+ 00. Thus 
(4.4) 
Therefore, from (4.3), (4.4), and Lemma 2.3(ii), there exists r. > 0 such that 
u(ro) < 0. This yields a contradiction as in the proof of Proposition 1, and 
(i) follows. 
(ii) The proof is the same as for (i), except when showing that 
r,, -+ +co as n + +co. For this part, we prove using the same argument as 
before that Vr E (0, z,), uL(r)/u,(r) d M+m + o. We then have 
Log(u,(~,YA) 6 (M+ m + w) ~~~ so that r,+ +co as n + +co. Since 
rn>T,, we have r, -+ +oo as n + +co. 
Next, by the same method, we prove a slightly weaker result than part 
(i) of the principle stated in Section 1. 
PROPOSITION 3. (i) In the case where g is bounded below, there exists 
~1~ > 0 such that Vu E Z and Vr E (0, pb), dist((u,(r), u,(r)), F” n ext(f O)) > ao. 
(ii) In the case where g is bounded above, let A > 0. Then there exists 
txo > 0 such that 
VaEZn {a<A} and Vr E (0, A), 
dist((u,(r), u,(r)), F” n ext(Z”)) 2 ao. 
Remark 4.7. The proof of Proposition 3 is roughly the same as the 
proof of Proposition 2. 
Proof. By contradiction. For a sequence a, E Z (or In (a GA}), there 
exists rb < p; such that dist((u,(r,), u,(t,)), F” n ext(f “)) + 0 as n -+ +oo 
(using the notation from the proof of Proposition 2). 
In either case, we can apply Proposition 2. Thus, there exists K such that 
Vn and Vr E (0, p:), 0 < u,,(r) < u,(r) < K. 
Furthermore, since F”next(rO)=(Fo- {(O,O)})n(~Ouext(To))n 
{O<u<o< K}, it is compact. We may assume the existence of 
(o,~)~~“-{uw)) such that (u,(~,), u,(z,)) +,,+ +m (0, L). 
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Now applying Lemma 3.3, r, -+ +cc as n-+ +co. If we take s,>r,, such 
that 
- dist((u,(s,), qA~,J), F” n ext(r’)) = PO, 
- dist((u,(r), u,(r)), P” n ext(r’)) > PO for r E (s,, pk) 
(where 0 < /IO < dist(r’, F” - { (0, 0)})), we obtain a contradiction as in 
Step 2 of the proof of Proposition 2. Thus Proposition 3 is proved. 
Now let us take b on the boundary of I with b > a,. We consider two 
cases. If g is bounded below, then I is bounded (Proposition 2). We can 
therefore choose sup I for b (Proposition 1). If g is unbounded below, then 
there is an a, such that a, > a, and g(a:) = m-a. Propositions 1 and 3 
imply that there exists a 6>0 such that (a,,a,+6)cZ and 
(a2 - 6, u2) n I= Qr. We therefore can take b = sup In (a,, a2). We then 
claim that (zQ,, ub) is a solution of (1.4) with (uJr), uJr)) jr+ +03 (0, 0), 
and demonstrating this will prove Theorem 1. 
Proof of Theorem 1. The proof is divided into three steps: 
- In Step 1, we prove that 0 < ub(r) < ub(r) for r E (0, Rb). 
- In Step 2, we show that there exists a,>0 such that dist((u,(r), 
udr)), F” n int(r’)) > a, for r E (0, Rb). To do this, we make use of the fact 
that b belongs to the boundary of I. 
- The proof is concluded in Step 3, using Lemma 2.3. 
Step 1. We claim that uJr) > 0 for r E (0, Rb) using a continuity 
argument and the fact that b belongs to the boundary of Z. 
We first note that (0,b) is not a critical point. Indeed, Proposition 1 
implies that b > a,, and Proposition 3 that (0, b) does not belong to 
F” n ext(r’). Thus, for small nonnegative r, we have q,(r) > 0 (otherwise 
g(b’) < m - o implies the existence of a neighbourhood of b of w  such that 
YV n I= 0). We arrive to a contradiction by arguing as follows: Suppose 
that there is an r. > 0 such that ub(ro) = 0 and that for r E (0, ro), ub(ro) > 0. 
Then ub(r,) < 0. 
Furthermore, (0, uJr,,)) 4 To; otherwise, ub(ro) = a, and, for solutions 
(u, u) of (1.4), we have that r’u is strictly increasing near (0, a,). We are led 
to consider two cases: 
- Assume that (0, ub(rO))cint(To). Then by Lemma 3.1, there exists 
a neighbourhood of b included in I. But this contradicts the fact that b 
belongs to the boundary of I. 
- On the other hand, suppose that (0, ub(r,,))Eext(rO). From 
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Lemma 3.1, there is a neighbourhood -ly of b such that YV n I= 4. This is 
again a contradiction. 
It follows that Vr E (0, &), ub(r) > 0. 
Step 2. As a consequence of the existence of a sequence b, such that 
b, --+ b, 6, +! Z, and g(bz) > m - o, we claim that 
Vr E (0, Rd, dist((u,(r), ub(r)), Z’On int(Z’)) B ai 
for some a, > 0. (4.5) 
We set b, = b + l/n. From the definition of 6, the b, do not belong to Z for 
n large. It then follows from Step 1 that g(b*) > m - o, so that for n large, 
g(bi)>m-o. Let us denote ub,, ub, by u,, u,. 
We again argue by contradiction. The set Fan int(Z’) (= (I;‘- 
{ (0, 0))) n (Z’u int(Z”))) is clearly compact. We thus extract a point 
(0, L) E F” n int(Z’) and a sequence r,, with (u*(m), ub(rn)) +,, _ +m (0, L). 
We see from Lemma 3.1 that the sequence b, may be chosen so that 
(d-J, u,(r,)) -+n - +cg (0, L) and Vr E (0, r,,), u,(r) > 0. 
From here, an argument entirely analogous to the proof of Proposition 1 
may be used to reach a contradiction, which proves (4.5). 
Step 3. Conclusion. By definition, there exists a sequence a, -+ b as 
n + +co with a, E I. As before, we denote u,,, u,,,, and p:. by u,, u, and pk. 
It follows from Lemma 3.1 and Step 1 that pi +,,+ +oo +co. By 
Propositions 1 and 2, for r E (0, Rb) and for n large, we have: 
- 0 -c u,(r) d u,,(r) d K, 
- dist((u,(r), u,(r)), F” n ext(f “)) > ~1~ > 0. 
when n goes to infinity, we obtain: Vr E (0, Rb) 
- 0 < u(r) < u(r) Gk, 
- dist((u(r), u(r)), F” n ext(Z”)) 2 czo > 0. 
By (4.5) and the fact that F” - { (0, 0)} = F” n int(Z’) u F” n ext(f O), we 
have: Vr E (0, Rb) 
- O<u(r)<u(r)<K, 
- dist((u(r), u(r)), F” - ((0,O))) > min(a,, c(i) > 0. 
Thus, Rb = +oo. 
To conclude, we must show that the result stated in Lemma 2.3 for the 
conservative system also holds for the dissipative system. We will show that 
there is a sequence rn such that (Ub(rn) ub(rn)) -+ (0,O) as n -+ +co. 
One last contradiction will s&ice to produce this sequence. Assume 
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there is a a2 > 0 such that Vr > 0, dist((u,(r), u*(r)), (0,O)) 3 ~1~. Let us take 
(u’, u”) and a sequence rn with 
- r,+ +co, 
- (Uh(rn), ub(rn)) -+ (u’, 0”) as n + -t-co. 
If we consider (u, u), the solution of (1.5) with the initial value (a’, u’), the 
same arguments as before lead to a contradiction with Lemma 2.3, and the 
existence of the sequence r,, is proved. 
It follows from Lemma 3.3 that r,, +,,+ o. +co. Since for ub, ub small, 
ub<O an,d &-CO, we have (uJr), ub(r)) +r+ +oD (0,O). Applying Lemma 
3.6 ends the proof of Theorem 1. 
5. FURTHER REMARKS 
Remark 5.1. We can ask for conditions on g which ensure the uni- 
queness of solutions of problem (P.2). Perhaps convexity of g will suffice. 
Remark 5.2. The above method may be used to solve the following 
problem (see Cl]): 
Find b such that 
-24”-(n-l)~‘/r=g(u) for O<r< +a3 
u(O) = b and u’(0) = 0 
Vr > 0, u(r) > 0 and lim u(r)=0 
r’ +m 
(5.1) 
under the following assumptions: 
- CI = inf{ x > 0, g(x) 2 0} exists and a > fl 
- There exists fi>O such that G(P) >O, where G(x) = J;g(s) ds. 
Detine Do = inf{/I > 0, g(p) > 0} and p = inf{/? > PO, g(p) = O}. 
- G(x)=0 and g(x)=0 have no solution for p>x>O. (There is a 
more general assumption on the Hamiltonian system associated with (5.1).) 
- If p= +co then lim,, +oo g(s)/Y = 0 with p < (n + 2)/(n - 2). 
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