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Abstract
Consider an operator T :C1(R) → C(R) satisfying the Leibniz rule functional equation
T (f · g) = (Tf ) · g + f · (T g), f, g ∈ C1(R).
We prove that all solution operators T have the form
Tf (x) = c(x)f ′(x) + d(x)f (x) ln∣∣f (x)∣∣, f ∈ C1(R), x ∈R
where c, d ∈ C(R) are suitable continuous functions. If T acts on the smaller space Ck(R) for some k  2,
there are no further solutions. If T maps all of C(R) into C(R), c = 0 and we only have the entropy
function cf ln |f | solution. We also consider the case of C1-functions f :Rn → R. More generally, if
T :C1(R) → C(R) and A1,A2 :C(R) → C(R) are operators satisfying the generalized Leibniz rule equa-
tion
T (f · g) = (Tf ) · (A1g) + (A2f ) · (T g), f, g ∈ C1(R),
and some weak additional assumptions, the operators A1 and A2 are of a very restricted type and any
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Tf (x) = (c(x)f ′(x)∣∣f (x)∣∣p(x) sgn(f (x))+ d(x) ln∣∣f (x)∣∣∣∣f (x)∣∣p(x)+1){sgnf (x)}.
Here c, d,p ∈ C1(R) are continuous functions with Im(p) ⊂ [0,∞) and the factor {sgnf (x)} may be
present or not, yielding two different solutions. If c = 0, A1 and A2 must be equal and are uniquely deter-
mined by T ,
A1f (x) = A2f (x) =
∣∣f (x)∣∣p(x)+1{sgnf (x)}.
In the case that c(x) = 0, we show that there are two further types of solutions of the functional equation
depending only on x and f (x).
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction and results
There are many examples of derivations in algebra and differential geometry generalizing
the Leibniz formula for the derivative of products of functions. However, on the space C1(R)
of continuously differentiable functions, which is the most basic in analysis, there are only few
examples of derivations T : C1(R) → C(R) satisfying the Leibniz rule
T (f · g) = (Tf ) · g + f · (T g), f, g ∈ C1(R). (1)
We show that the only solution of (1) sending a constant function different from 1 and 0 to zero is
essentially the derivative, Tf = cf ′. We do not assume a priori that T : C1(R) → C(R) is linear
or continuous in any sense. At the same time, there is a very different solution of (1), namely
Tf = f log |f |, the entropy function, which is essentially the only solution of (1) in the case that
T acts from all continuous functions C(R) to C(R). If two operators T1 and T2 satisfy (1), so
does T1 + T2.
As our first main result we determine all solution operators of the classical Leibniz product
rule.
Theorem 1. Suppose T : C1(R) → C(R) satisfies the Leibniz product formula
T (f · g) = Tf · g + f · T g, f,g ∈ C1(R). (1)
Then there are continuous functions c, d ∈ C(R) such that
Tf (x) = c(x)f ′(x) + d(x)f (x) ln∣∣f (x)∣∣, f ∈ C1(R), x ∈R.
Conversely, any such map T satisfies the Leibniz rule (1).
If T also maps C2(R) into C1(R), then Tf = cf ′.
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Theorem 2. Assume that T : C(R) → C(R) satisfies the Leibniz rule
T (f · g) = Tf · g + f · T g,
for all f,g ∈ C(R). Then T has the form
Tf (x) = d(x)f (x) ln∣∣f (x)∣∣, x ∈R
for some continuous function d ∈ C(R), and conversely this map T satisfies the Leibniz formula.
If additionally T maps a constant function different from 1 and 0 to a constant function, d is
constant, too.
Taken together, the Leibniz product rule and the chain rule determine the derivative:
Proposition 3. Suppose T : C1(R) → C(R) satisfies the Leibniz rule and the chain rule func-
tional equations
T (f · g) = Tf · g + f · T g,
T (f ◦ g) = (Tf ) ◦ g · T g,
for all f,g ∈ C1(R). Then T is either identically 0 or the derivative, Tf = f ′.
Remarks.
(i) In the case of the chain rule functional equation there exist no non-trivial examples from
C(R) into itself, cf. [3]. Thus the situation for the Leibniz rule functional equation is differ-
ent where we have the non-trivial entropy function solution.
(ii) As a consequence of Theorem 1, the continuity of a map T satisfying the Leibniz formula
is not sufficient to guarantee that T is almost the derivative in the sense that Tf = cf ′.
(iii) If the image of T does not consist of continuous or at least measurable functions, there exist
different solutions to the Leibniz rule: Let F(R) denote the space of all functions f :R→R
and let H :R→R be an additive but not linear function, i.e. H(s + t) = H(s) + H(t), but
H(t) = d · t , usually constructed by choosing a Hamel basis of R over Q and assigning
arbitrary values to the basis elements, cf. Aczél [1, Chapter 2.1]. Further let c ∈ F(R) and
define T : C(R) → F(R) or even T : F(R) → F(R) by
Tf (x) = c(x)f (x)H (ln∣∣f (x)∣∣), f ∈ C(R), x ∈R,
with Tf (x) = 0 if f (x) = 0. The T satisfies Leibniz rule
T (f · g)(x) = c(x)f (x)g(x)H (ln∣∣f (x)∣∣+ ln∣∣g(x)∣∣)
= c(x)[f (x)H (ln∣∣f (x)∣∣)]g(x) + c(x)f (x)[g(x)H (ln∣∣g(x)∣∣)]
= Tf (x) · g(x) + f (x) · T g(x).
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T : Ck(R)+ → C(R) satisfying the Leibniz rule
T (f · g) = Tf · g + f · T g, f,g ∈ Ck(R)+
which are different from all the above examples: Simply take Tf = f · (logf )(k). Since the
k-th derivative is linear, (log(fg))(k) = (logf )(k) + (logg)(k). Using this, the Leibniz rule
follows similarly as in (iii). E.g. for k = 2, we have Tf = f ′′ − f ′2/f .
(v) Let C(R>0)+ := {f ∈ C(R>0) | f > 0} and H(x) := x ln |x|. Then the operation T defined
by Tf (x) := H(f (x))/H(x) yields a map T : C(R>0)+ → C(R) satisfying the Leibniz
rule and the chain rule functional equations which is different from the derivative on the
subset of positive C1(R>0) functions.
In fact, example (iv) describes the general situation for positive Ck(R)-functions.
Proposition 4. Let k ∈ N and suppose that T : Ck(R)+ → C(R) is an operator satisfying the
Leibniz rule
T (f · g) = Tf · g + f · T g, f,g ∈ Ck(R)+.
Then there are continuous functions cj ∈ C(R) for any j ∈ {0, . . . , k} such that T has the form
Tf (x) =
k∑
j=0
cj (x)f (x)(lnf )(k)(x), f ∈ Ck(R)+, x ∈R.
As a consequence, for k  2 there are no other operators T : Ck(R) → C(R) satisfying the
Leibniz rule than on C1(R), namely Tf = c1f ′ + c0f ln |f |, f ∈ Ck(R).
Looking at derivations from a more general point of view, let us search for an operation defined
on C1(R) or C(R) mimicking the logarithm operation in the sense of mapping the product of
functions to the sum of its images. However, the logarithm ln |f (x)| is not defined for functions
f with zero values and, in fact, there is no such operation on all of C(R). Thus we allow some
“tuning” by operators A1,A2 : C(R) → C(R) which we consider to be of “lower order” and
consider the following “regularized” functional equation “of logarithmic type”
T (f · g) = (Tf ) · (A1g) + (A2f ) · (T g), f, g ∈ C1(R). (2)
Assuming A1,A2 : C(R) → C(R) to be continuous in a weak sense and (T ,A1) satisfying some
mild non-degeneracy condition, we determine all solutions of this functional equation. It turns
out that the operators A1 and A2 may be only of a very restricted form. If there is a dependence
on f ′ in Tf , which is the generic case, actually A1 = A2 holds. If T1 and T2 satisfy (2) with the
same operators A1,A2, also their sum T1 + T2 does.
The operators A1 and A2 should be very different from T which is reflected in the following
non-degeneracy condition.
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non-degenerate if for every open interval J ⊂R and x ∈ J , there exist functions g1, g2 ∈ C1(R)
with support in J such that zi =
(Agi(x)
T gi (x)
) ∈ R2 are two linearly independent vectors in R2 for
i = 1,2. We also assume that for every x ∈R, there is g ∈ C1(R) with T g(x) = 0 and Ag(x) = 1.
We also impose the following weak continuity assumption on the Ai ’s.
Definition 2. We call a map A : C(R) → C(R) pointwise continuous provided that for any se-
quence (fn)n∈N of C1(R) functions and f ∈ C(R) the uniform convergence of limn→∞ fn = f
on R implies the pointwise convergence of limn→∞(Afn)(x) = (Af )(x) for all x ∈R.
Our main result for the general Leibniz rule functional equation is:
Theorem 5. Assume that T : C1(R) → C(R) and A1,A2 : C(R) → C(R) are operators satisfy-
ing the functional equation
T (f · g) = (Tf ) · (A1g) + (A2f ) · (T g) (2)
for all f,g ∈ C1(R). Suppose that (T ,A1) is non-degenerate and that A1 and A2 are pointwise
continuous.
(a) If additionally for some y ∈R there is g ∈ C1(R) with g(y) = 1 and T g(y) = 0, then Af :=
A1f = A2f for all f ∈ C1(R). Moreover, there are continuous functions c, d,p ∈ C(R)
with Im(p) ⊂ [0,∞) such that for x ∈R and f ∈ C1(R) any solution is of the form
Af (x) = ∣∣f (x)∣∣p(x)+1{sgnf (x)}, (3)
Tf (x) = [c(x)f ′(x)∣∣f (x)∣∣p(x) sgnf (x) + d(x) ln∣∣f (x)∣∣∣∣f (x)∣∣p(x)+1]{sgnf (x)}. (4)
These formulas provide the solution of (2) also for those x ∈ R where possibly c(x) = 0
holds. The factor {sgnf (x)} may be present or not, yielding two different solutions. To avoid
discontinuous functions in the range of T , the factor has to be present if p(x) = 0 and
c(x) = 0. If c(x) = 0, actually only p(x) > −1 is required.
(b) In general, additionally there are two further possible families of solutions for which
g(y) = 1 always implies T g(y) = 0. Then A := (A1 + A2)/2 is of a very specific type
determining the solution T : there are continuous functions b, d and p,q ∈ C(R) with
Im(p), Im(q) ⊂ (0,∞) such that additionally A and T may be of one of the following two
forms
Af (x) = ∣∣f (x)∣∣q(x) cos(b(x) ln ∣∣f (x)∣∣){sgnf (x)}, (3)
Tf (x) = d(x)∣∣f (x)∣∣q(x) sin(b(x) ln ∣∣f (x)∣∣){sgnf (x)}, (4)
Af (x) = (∣∣f (x)∣∣q(x)[sgnf (x)]+ ∣∣f (x)∣∣p(x){sgnf (x)})/2, (3)
Tf (x) = d(x)(∣∣f (x)∣∣q(x)[sgnf (x)]− ∣∣f (x)∣∣p(x){sgnf (x)}) (4)
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yielding different solutions in each case. Further there is a continuous function γ ∈ C(R)
such that for both families A1 = A + γ T , A2 = A − γ T .
Conversely, any operator T of the form (4) together with A = A1 = A2 of the form (3) satis-
fies (2).
Simple additional conditions will guarantee that T has a very specific form:
Corollary 6. Suppose that (T ,A1,A2) satisfy the functional equation (2), with (T ,A1) non-
degenerate and (A1,A2) pointwise continuous. Assume further that for some y ∈ R there is
g ∈ C1(R) with g(y) = 0 and T g(y) = 0.
(i) Let T (4) = 4T (2) for the constant functions 4 and 2. In the case that T (2)(x) = 0 holds,
suppose also that T (2 Id)(x) = 2T (Id)(x) = 0. Assume moreover that the range of A1 or
A2 contains functions with negative values. Then the “lower order” operators Ai are given
by A1f = A2f = f and
Tf (x) = c(x)f ′(x) + d(x)f (x) ln∣∣f (x)∣∣, x ∈R
where c, d ∈ C(R) are continuous functions, with c not identically zero.
(ii) If T maps C2(R) into C1(R), T is of the form Tf (x) = c(x)f ′(x)|f (x)|p(x){sgnf (x)} with
p(x) > 1 or Tf (x) = c(x)f ′(x) or Tf (x) = c(x)f ′(x)f (x) and where the functions c and
p belong to C1(R), c being not identically zero.
(iii) If T also maps C∞(R) into C∞(R), T has the form Tf (x) = c(x)f ′(x)f (x)n for a function
c ∈ C∞(R) which is not identically zero and a suitable integer n ∈N.
Remark. Some ideas and methods in the proof of Theorems 1 and 5 are similar to those in our
paper on a different type of functional equation involving compositions which characterizes the
second derivative [5].
We also generalize Theorem 1 to real-valued C1-functions on Rn, f :Rn →R for which the
derivative acts as f ′ :Rn →Rn. The result is
Theorem 7. Suppose T : C1(Rn,R) → C(Rn,Rn) satisfies the Leibniz product formula
T (f · g)(x) = Tf (x) · g(x) + f (x) · T g(x), f, g ∈ C1(Rn,R), x ∈Rn.
Then there are continuous functions c ∈ C(Rn,L(Rn,Rn)) and d ∈ C(Rn,Rn) such that for all
functions f ∈ C1(Rn,R)
Tf (x) = c(x)f ′(x) + d(x)f (x) ln∣∣f (x)∣∣, x ∈Rn.
Conversely, any such map T satisfies the Leibniz rule.
Note that on the right side of the Leibniz formula we have pointwise multiplications of scalar
and vector-valued functions. In the result, c(x) is a matrix operating on the vector f ′(x) and d(x)
is a vector being multiplied by the entropy type scalar expression.
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The first step in the proof of Theorems 1 and 5 is to show that the operators T ,A1 and A2 are
local operators, i.e. determined pointwise. We prove
Proposition 8.
(a) Assume T : C1(R) → C(R) satisfies the Leibniz rule
T (f · g) = Tf · g + f · T g, f,g ∈ C1(R). (1)
Then there is a function F :R3 →R such that for all f ∈ C1(R) and all x ∈R
Tf (x) = F (x,f (x), f ′(x)).
(b) Assume T : C1(R) → C(R) and A1,A2 : C(R) → C(R) satisfy the functional equation
T (f · g) = (Tf ) · (A1g) + (A2f ) · (T g), f, g ∈ C1(R) (2)
and that (T ,A1) is non-degenerate and A1 and A2 are pointwise continuous. Then there is
are functions F :R3 →R and B1,B2 :R2 →R such that for all f ∈ C1(R) and all x ∈R
(Tf )(x) = F (x,f (x), f ′(x)), (Aif )(x) = Bi(x,f (x)), i = 1,2. (5)
The first step to prove this is to show
Lemma 9. Under the assumptions of Proposition 8, T (0) = T (1) = 0 and, in case (b), A1(1) =
A2(1) = 1 for the function 1 identically equal to 1.
Proof. (a) Choose successively f = 0 and f = 1 in (1) to find for any x ∈R and g ∈ C1(R)
T (0)(x)
(
1 − g(x))= 0, T (1)(x)g(x) = 0.
Choosing g(x) /∈ {0,1} yields that T (0) = 0, T (1) = 0.
(b) Take f = 0 in (2) to find
T (0)(x) · (1 − A1g(x))= A2(0)(x) · T g(x). (6)
By the assumption of non-degeneracy of (T ,A1), there is g ∈ C1(R) with A1g(x) = 1 and
T g(x) = 0. This also implies that T (0) = 0. Then (6) implies 0 = T g(x) · A2(0)(x) for
any g ∈ C1(R). As a consequence of the non-degeneracy condition there is g ∈ C1(R) with
T g(x) = 0. Hence also A2(0) = 0. Taking g = 0 in (2), we find similarly as above
Tf (x) ·A1(0)(x) = T (0)(x) ·
(
1 − A2f (x)
)= 0
for any x ∈R and f ∈ C1(R). Again there is f ∈ C1(R) with Tf (x) = 0. Hence also A1(0) = 0.
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T g(x) · (1 − A2(1)(x))= T (1)(x) · A1g(x). (7)
By the non-degeneracy assumption, there are functions g1, g2 ∈ C1(R) such that (A1gi(x),
T gi(x)) ∈R2 are linearly independent for i = 1,2. Therefore (7) with g = g1 and g = g2 implies
that A2(1) = 1, T (1) = 0. Taking g = 1 in (2), we find similarly
Tf (x) · (1 − A1(1)(x))= T (1)(x) · A2f (x) = 0
for all f ∈ C1(R). This yields A1(1) = 1. 
The second step is the localization on intervals.
Lemma 10. Let J ⊂ R be an open interval and take two functions f1, f2 ∈ C1(R) with
f1|J = f2|J . Then under the assumptions of Proposition 8, we have that (Tf1)|J = (Tf2)|J and
– in case (b) – (Aif1)|J = (Aif2)|J for i = 1,2.
Proof. Let J ⊂ R be a non-empty open interval and f1, f2 ∈ C1(R) with f1|J = f2|J . Then
f1 · g = f2 · g holds for any function g ∈ C1(R) with supp(g) ⊂ J , with g(x) = 0 for x /∈ J .
The functional equation (2) yields
Tf1 · A1g + A2f1 · T g = T (f1 · g) = T (f2 · g) = Tf2 · A1g + A2f2 · T g,(
Tf1(x) − Tf2(x)
) ·A1g(x) = (A2f2(x) − A2f1(x)) · T g(x), x ∈ J. (8)
In case (a) of Proposition 8, A1 = A2 = Id, and (8) means that (Tf1(x) − Tf2(x))g(x) = 0 for
g ∈ C1(R), supp(g) ⊂ J . Choose any such g with g(x) = 0 to conclude that Tf1(x) = Tf2(x),
Tf1|J = Tf2|J .
In case (b) of Proposition 8 we use the non-degeneracy assumption to find g1, g2 ∈ C1(R)
with supp(gi) ⊂ J with (A1gi(x), T gi(x)) ∈ R2 linearly independent, for i = 1,2. Then (8) for
g = g1 and g = g2 implies that
Tf1(x) = Tf2(x) and A2f2(x) = A2f1(x).
Therefore Tf1|J = Tf2|J and A2f1|J = A2f2|J . Similarly,
(
A1f2(x) − A1f1(x)
) · T g(x) = (Tf1(x) − Tf2(x)) · A2g(x) = 0, x ∈ J
implies, choosing T g(x) = 0, A1f1|J = A1f2|J . 
Proof of Proposition 8. (a) Take x0 ∈R and f ∈ C1(R). Let g be the tangent line approximation
to f in x0,
g(x) := f (x0) + f ′(x0)(x − x0), x ∈R
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h(x) :=
{
f (x), x < x0
g(x), x  x0
}
.
By construction, h ∈ C1(R). For I1 = (−∞, x0) and I2 = (x0,∞), f |I1 = h|I1 and h|I2 = g|I2 .
By Lemma 10, (Tf )|I1 = (T h)|I1 and (T h)|I2 = (T g)|I2 . Since Tf , T h and T g are continuous,
both equalities also hold on I¯1 and I¯2. Thus for x0 ∈ I¯1 ∩ I¯2
(Tf )(x0) = (T h)(x0) = (T g)(x0).
Since g only depends on x0, f (x0) and f ′(x0), this means that there is a function F : R3 → R
with (Tf )(x0) = F(x0, f (x0), f ′(x0)).
(b) In case (b), consider the operators A1,A2 : C(R) → C(R), and let x0 ∈R and f ∈ C1(R).
Let g(x) := f (x0) be the constant function. For n ∈ N, define xn := x0 + 1/n, yn := x0 − 1/n
and functions φn :R→R by
φn(x) :=
{
f (x0) + f ′(x0)(x − x0)( xn−xxn−x0 )2, x  x0
f (x0) + f ′(x0)(x − x0)( x−ynx0−yn )2, x  x0
}
.
Then φn ∈ C1(R) with φn(x0) = φn(xn) = φn(yn) = f (x0) and φ′n(x0) = f ′(x0) as well as
φ′n(xn) = φ′n(yn) = 0. Therefore the functions gn,hn :R→R defined by
gn(x) :=
{
f (x0), x  yn or xn  x
φn(x), yn < x < xn
}
, hn(x) :=
{
f (x), x < x0
gn(x), x  x0
}
are in C1(R). For I1 = (−∞, x0), I2 = (x0,∞), we have f |I1 = hn|I1 , hn|I2 = gn|I2 . By
Lemma 10, (A2f )|I1 = (A2hn)|I1 and (A2hn)|I2 = (A2gn)|I2 . Since A2f , A2hn and A2gn are
continuous, we find that for x0 ∈ I¯1 ∩ I¯2
(A2f )(x0) = (A2hn)(x0) = (A2gn)(x0).
By definition of φn, gn converges uniformly on R to the constant function g(x) = f (x0).
The pointwise continuity assumption on A2 implies that
(A2f )(x0) = (A2gn)(x0) = lim
n→∞(A2gn)(x0) = (A2g)(x0).
Since g only depends on x0 and f (x0), there is a function B2 : R → R such that (A2f )(x0) =
B2(x0, f (x0)). The argument for A1 is identical. This ends the proof of Proposition 8. 
For functions f :Rn →R, the following localization result is valid:
Proposition 11. Assume T : C1(Rn,R) → C(Rn,Rn) satisfies the Leibniz rule
T (f · g)(x) = Tf (x) · g(x) + f (x) · T g(x), f, g ∈ C1(Rn,R), x ∈Rn.
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Tf (x) = F (x,f (x), f ′(x)), f ∈ C1(Rn,R), x ∈Rn.
Proof. One proves T (0) = T (1) = 0 exactly as in Lemma 9. Let J be a cube or a halfspace
in Rn and assume that f1|J = f2|J for f1, f2 ∈ C1(Rn,R). Then Tf1|J = Tf2|J is shown as
in Lemma 10. Knowing this localization on halfspaces, fix x0 = (x0j )nj=1 ∈ Rn, choose f ∈
C1(Rn,R) and define for x = (xj )nj=1 ∈Rn and k ∈ {0, . . . , n}
hk(x) := f (x01, . . . , x0k, xk+1, . . . , xn) +
k∑
j=1
(xj − x0j ) ∂f
∂xj
(x01, . . . , x0k, xk+1, . . . , xn)
with f = h0 and h(x) = hn(x) = f (x0)+Df (x0)(x − x0), i.e. h is the tangential plane approx-
imation to f . Let
gk(x) :=
{
hk−1(x), xk < x0k
hk(x), xk  x0k
}
for k ∈ {1, . . . , n}. Then gk ∈ C1(Rn,R) since f ∈ C1(Rn,R). On the half-spaces J−k =
{x ∈Rn | xk < x0k}, J+k = {x ∈Rn | xk > x0k} we have hk−1|J−k = gk|J−k , gk|J+k = hk|J+k . There-
fore, also using that the image of T consists of continuous functions,
T hk−1|J−k = T gk|J−k , T gk|J+k = T hk|J+k .
Since x0 ∈ J−k ∩ J+k , (T hk−1)(x0) = (T gk)(x0) = (T hk)(x0) and
(Tf )(x0) = (T h1)(x0) = · · · = (T hn)(x0) = (T h)(x0).
However, h only depends on x0, f (x0) and f ′(x0), i.e. there is a function F of these parame-
ters such that
(Tf )(x0) = F
(
x0, f (x0), f
′(x0)
)
. 
3. General form of the solutions
In this section either T is assumed to satisfy the Leibniz rule (1) as in Theorem 1 or
(T ,A1,A2) are assumed to satisfy the generalized Leibniz rule (2) with (T ,A1) being be non-
degenerate and A1 and A2 being pointwise continuous as in Theorem 5. We now determine the
structure of F,B1 and B2 representing T ,A1 and A2 by Eq. (5) of Proposition 8:
(Tf )(x) = F (x,f (x), f ′(x)), (Aif )(x) = Bi(x,f (x)), i = 1,2, (5)
with, of course, Bi(x,f (x)) = f (x) in the case of (1).
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tions f,g ∈ C1(R) such that f (x) = α0, f ′(x) = α1, g(x) = β0, g′(x) = β1. We also write
Fx(α0, α1) = F(x,α0, α1) and Bi,x(α0) = Bi(x,α0), i = 1,2. The functional equation (2) then
means in terms of Fx,B1,x and B2,x , using (5),
Fx(α0β0, α1β0 + α0β1) = Fx(α0, α1)B1,x(β0) + Fx(β0, β1)B2,x(α0). (9)
The result of Lemma 9 is equivalent to
Fx(0,0) = Fx(1,0) = 0, Bi,x(0) = 0, Bi,x(1) = 1, i = 1,2. (10)
Choose β0 = 1 in (9) to find with (10)
Fx
(
α0, α1 + α0β ′1
)= Fx(α0, α1) + Fx(1, β ′1)B2,x(α0).
In terms of β1 = α0β ′1 this means, if α0 = 0,
Fx(α0, α1 + β1) = Fx(α0, α1) + Fx(1, β1/α0)B2,x(α0)
= Fx(α0, β1) + Fx(1, α1/α0)B2,x(α0),
using the symmetry in (α1, β1) on the left, too. Taking differences, we get that
Fx(α0, α1) − Fx
(
1,
α1
α0
)
B2,x(α0) = Fx(α0, β1) − Fx
(
1,
β1
α0
)
B2,x(α0).
This implies that both sides are independent of the variables α1 and β1. Choose β1 = 0 to find
using Fx(1,0) = 0
Fx(α0, α1) = Fx(1, α1/α0)B2,x(α0) + Fx(α0,0).
The choice of α0 = 1 in (9) similarly leads to
Fx(α0, α1) = Fx(1, α1/α0)B1,x(α0) + Fx(α0,0).
Both equations imply that B1,x = B2,x for all x ∈ R for which Gx(t) := Fx(1, t) is not the
zero function in t . We then denote Bx := B1,x = B2,x . Otherwise, if Gx is the zero function,
B1 = B2 is not guaranteed, but Eq. (9) and its consequences will be true if B1 and B2 are both
replaced by B := (B1 +B2)/2, using the symmetry of (9) in the α′s and β ′s. In this case, we let
Bx := (B1,x + B2,x)/2. The previous equations mean in this notation for α0 = 0
Fx(α0, α1) = Gx(α1/α0)Bx(α0) + Fx(α0,0). (11)
If Gx = 0, Fx(α0, α1) = Fx(α0,0) is independent of the derivative variable α1.
(b) Assume now that Gx is not the zero function. To analyze this function, choose α0 = β0 = 1
in (9) to find that Gx is an additive function
Gx(α1 + β1) = Gx(α1) + Gx(β1). (12)
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Gx(α1/α0 + β1/β0) = Gx(α1/α0) + Gx(β1/β0)
with α0 = 0 = β0 yields
(
Gx(α1/α0) + Gx(β1/β0)
)(
Bx(α0β0) − Bx(α0)Bx(β0)
)
= Fx(α0,0)Bx(β0) + Fx(β0,0)Bx(α0) − Fx(α0β0,0) = 0 (13)
where the right side is zero by (9), for α1 = β1 = 0. Therefore the left side is independent of α1
and β1. Since there is t ∈R with Gx(t) = 0, the additivity property (12) implies that for all r ∈Q,
r = 0, Gx(rt) = Gx(t)r = 0. Choosing different values for α1 in (13) such that α1/α0 = tr , for
different values of r ∈Q implies
Bx(α0β0) = Bx(α0)Bx(β0), α0, β0 ∈R.
We claim that for any fixed x, Bx is continuous: Take any convergent sequence limn→∞ αn = α
and define fn(t) := t − x + αn, f (t) := t − x + α. Then fn converges uniformly to f in C(R)
and by the weak continuity assumption on A = A1 = A2,
lim
n→∞Bx(αn) = limn→∞Bx
(
fn(x)
)= lim
n→∞(Afn)(x)
= (Af )(x) = Bx
(
f (x)
)= Bx(α).
Therefore Bx is continuous, and the multiplicative property Bx(α0β0) = Bx(α0)Bx(β0) im-
plies that Bx(α0) is positive for positive α0 and that φx(s) := lnBx(es) is additive. Since by
Cauchy’s observation, additive continuous functions are linear, we can conclude that φx(s) =
q(x)s for some suitable q(x) ∈ R, which together with Bx(−1)2 = Bx(1) = 1 implies that
Bx(α0) = |α0|q(x) or Bx(α0) = |α0|q(x) sgn(α0). Clearly q(x)  0 is needed to guarantee that
Im(A) ⊂ C(R). Using (13) and dividing by Bx(α0β0), we find that for any non-zero α0, β0 ∈R
Fx(α0β0,0)
Bx(α0β0)
= Fx(α0,0)
Bx(α0)
+ Fx(β0,0)
Bx(β0)
.
Therefore Ψx(α0) := Fx(α0,0)/Bx(α0) satisfies Ψx(α0β0) = Ψx(α0) + Ψx(β0). This implies
that Ψx(1) = 2Ψx(1), Ψx(1) = 0 and 0 = Ψx(1) = Ψx((−1)2) = 2Ψx(−1), Ψx(−1) = 0. Hence
Ψx(−α0) = Ψx(α0). We conclude that Hx(s) := Ψx(es) is additive on R, Hx(s1 +s2) = Hx(s1)+
Hx(s2) for s1, s2 ∈R and that Fx(α0,0) = Hx(ln |α0|)Bx(α0). Using (11),
Fx(α0, α1) =
[
Gx(α1/α0) + Hx
(
ln |α0|
)]
Bx(α0), (14)
where both Gx and Hx are additive but not yet known to be (continuous and) linear. For the op-
erators A and T , our formulas for Bx and Fx yield for C1-functions f in points x with f (x) = 0
(Af )(x) = ∣∣f (x)∣∣q(x){sgn(f (x))},
(Tf )(x) = [Gx(f ′(x)/f (x))+ Hx(ln ∣∣f (x)∣∣)]∣∣f (x)∣∣q(x){sgn(f (x))}, (15)
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e.g. f = 2, q is continuous as a function of x. The continuity of Tf and (15) imply that
Gx
(
f ′(x)/f (x)
)+ Hx(ln∣∣f (x)∣∣)
is continuous as a function of x for any function f ∈ C1(R) with f (x) = 0. For any g ∈ C1(R),
let f (x) := exp(g(x)). We conclude that
Gx
(
g′(x)
)+ Hx(g(x))
is continuous in x for any g ∈ C1(R). Therefore the corollary in Appendix A by Faifman yields
that Gx and Hx are linear functions of α1 and α0, Gx(α1) = c(x)α1, Hx(α0) = d(x)α0. Choosing
constant functions g gives that d is continuous in x. After that, take linear functions for g to find
that c is continuous, too. Hence Eq. (15) means
(Af )(x) = ∣∣f (x)∣∣p(x)+1{sgn(f (x))},
(Tf )(x) = [c(x)f ′(x)∣∣f (x)∣∣p(x) sgnf (x)
+ d(x) ln ∣∣f (x)∣∣∣∣f (x)∣∣p(x)+1]{sgn(f (x))}, (16)
where p(x) := q(x) − 1 depends continuously on x. Since Tf ∈ C(R) is continuous for all
f ∈ C1(R), p(x) 0 is required. The proof also showed that Gx = 0 if and only if c(x) = 0 if
and only if there is a function g ∈ C1(R) with g(x) = 1 and T g(x) = 0.
In the case of Theorem 1, the classical Leibniz formula, p(x) = 0 with the {sgn(f (x))} term
present, (16) gives
Tf (x) = c(x)f ′(x) + d(x)f (x) ln∣∣f (x)∣∣.
If T also maps C2(R) into C1(R), the f ln |f | term cannot be present since it does not yield
C1-functions, in general.
(c) In the case that Gx = 0 is the zero function, the multiplicativity of Bx is no longer guaran-
teed and by (11), Fx(α0, α1) = Fx(α0,0) only depends on the function variable α0. For the latter
function, we have by (13)
Fx(α0β0,0) = Fx(α0,0)Bx(β0) + Fx(β0,0)Bx(α0).
Let F˜x(s) := Fx(es,0), B˜x(s) := Bx(es). Then
F˜x(s1 + s2) = F˜x(s1)B˜x(s2) + F˜x(s2)B˜x(s1). (17)
The same argument as in (b) shows that Bx and B˜x are continuous. The functional equation (17)
generalizes the addition formula for the sin function. Its complex solutions are known without
any regularity assumptions on F˜x and B˜x , cf. Aczél [1, Section 4.2.5], Theorem 2: this result
yields that for suitable complex multiplicative functions e1,x and e2,x , either
Bx(α0) = e1,x(α0), Fx(α0,0) = Hx
(
ln |α0|
)
e1,x(α0) (18)
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Bx(α0) =
(
e1,x(α0) + e2,x(α0)
)
/2,Fx(α0,0) = a(x)
(
e1,x(α0) − e2,x(α0)
)
/2. (19)
Since Bx and Fx(·,0) are real-valued, in the first case e1,x and Hx have to be real-valued and
(18) implies for the continuous function Bx
Bx(α0) = e1,x(α0) = |α0|q(x){sgnα0}
for some suitable function q : R→ R which is continuous since Af (x) = Bx(f (x)) is continu-
ous for all f ∈ C1(R). Since moreover
Tf (x) = Hx
(
ln
∣∣f (x)∣∣)∣∣f (x)∣∣q(x){sgnf (x)},
is continuous in x for any f ∈ C1(R), the proposition in Appendix A yields that the additive
function Hx is continuous and hence linear in t , Hx(t) = d(x)t for t ∈ R. The function d is
continuous, too. In the second case of (19), by the multiplicative property the functions e1,x and
e2,x satisfy
e1,x(α0) = |α0|q(x)+ib(x)[sgnα0], e2,x(α0) = |α0|p(x)−ib(x){sgnα0} (20)
for suitable functions q,p, b : R → R and all α0 such that ln |α0| ∈ Q is rational. To find real-
valued functions Bx , we need q(x) = p(x) and [sgnα0] = {sgnα0} if b(x) = 0. Since Af and
Tf are continuous for any constant function f = α0 with ln |α0| ∈Q rational, we can conclude
that q,p and b and also a in (19) are continuous functions in x. We may assume that a(x) = 0
since else Tf (x) would be zero for any f ∈ C1(R). Hence by (19)
e1,x
(
f (x)
)= Af (x) + Tf (x)/a(x), e2,x(f (x))= Af (x) − Tf (x)/a(x)
are continuous in x for any f ∈ C1(R). Thus the Proposition of Faifman in Appendix A – the
analogue of which is also true for multiplicative functions by taking logarithms – implies that
e1,x and e2,x are continuous functions of α0 and therefore (20) holds for all α0 ∈ R. There are
two possibilities that (19) and (20) yield real-valued functions Bx and Fx(·,0), namely, with
d ∈ C(R),
Bx(α0) =
(|α0|q(x)[sgnα0] + |α0|p(x){sgnα0})/2,
Fx(α0,0) = d(x)
(|α0|q(x)[sgnα0] − |α0|p(x){sgnα0})/2
or
Bx(α0) = |α0|q(x) cos
(
b(x) ln |α0|
){sgnα0},
Fx(α0,0) = d(x)|α0|q(x) sin
(
b(x) ln |α0|
){sgnα0}.
We have thus shown – in the case that Gx is the zero function – that the solutions T and A =
(A1 + A2)/2 of (2) are of one of the following three forms
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Af (x) = ∣∣f (x)∣∣q(x) cos(b(x) ln ∣∣f (x)∣∣){sgnf (x)},
Tf (x) = d(x)∣∣f (x)∣∣q(x) sin(b(x) ln ∣∣f (x)∣∣){sgnf (x)},
Af (x) = (∣∣f (x)∣∣q(x)[sgnf (x)]+ ∣∣f (x)∣∣p(x){sgnf (x)})/2,
Tf (x) = d(x)(∣∣f (x)∣∣q(x)[sgnf (x)]− ∣∣f (x)∣∣p(x){sgnf (x)}). (21)
The first solution for q(x) = 1 with the {sgnf (x)} term present is the only one of these solu-
tions satisfying the classical Leibniz rule of Theorem 1. In (21), b, d,p, q ∈ C(R) and q(x) > 0,
p(x) > 0 is required. Equality p(x) = 0 or q(x) = 0 is not allowed since otherwise in the first and
second case, Im(T ) would not be contained in C(R) and in the third case Tf (x) = 0 would imply
Af (x) = 1 and (T ,A) would not be non-degenerate. Note that Tf (x) = |f (x)|q(x){sgnf (x)},
also originating as a solution of (17) from [1] by choosing e2,x = 0 in (19), does not yield
a non-degenerate solution of our functional equation (2) since the corresponding operator A,
namely Af (x) = |f (x)|q(x)/2{sgnf (x)}, would not satisfy A(1) = 1, as required by Lemma 9.
This gives all solutions for T in the case of Gx = 0, but A1 and A2 may be different; only
A = (A1 + A2)/2 is determined uniquely by the form of T .
The first solution for Gx = 0 may be seen as part of the solution for Gx = 0 by selecting
c(x) = 0; the other two are new. The latter two solutions cannot be “joined continuously” to
the first solution in points x ∈ R with c(x) = 0 since the form of the operators A is completely
different for all three solutions, and one would not get continuous functions in the range of the
maps A. Therefore the three solutions are not to be mixed and stay as separate solutions. They
all satisfy (2). The formulas (16) for Gx = 0 and (21) for Gx = 0 give all solutions of (2).
As for the most general form of A1,A2 in the case of Gx = 0, Eq. (13) with functions
B1,x ,B2,x representing A1,x ,A2,x has to be replaced by the more general equation
Fx(α0β0,0) = Fx(α0,0)B1,x(β0) + Fx(β0,0)B2,x(α0).
By symmetry in α0 and β0, we also have
Fx(α0β0,0) = Fx(α0,0)B2,x(β0) + Fx(β0,0)B1,x(α0).
Taking differences and choosing a fixed value of β0 such that Fx(β0) = 0, we get with γx :=
(B1,x(β0) − B2,x(β0))/Fx(β0,0) that
B1,x(α0) − B2,x(α0) = γxFx(α0,0).
Therefore A1f (x) − A2f (x) = γxTf (x). This ends the proof of Theorems 1 and 5. 
The method of part (b) also yields the solution form for the Leibniz rule considered in just
one point:
Proposition 12. Let F :R→R be a function satisfying the “Leibniz rule”
F(xy) = F(x)y + xF(y), x, y ∈R.
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such function satisfies the “Leibniz rule”. If F is bounded by a measurable function on a set of
positive measure or if the graph of F is not dense in R2, H is linear and there is d ∈R such that
F(x) = dx ln |x|.
Proof. Put x = y = 1 to find that F(1) = 2F(1), F(1) = 0. Similarly, F(−1) = 0 since
−2F(−1) = F((−1)2) = F(1) = 0. Therefore F(−x) = −F(x)+xF(−1) = −F(x) and hence
F is an odd function. Dividing the equation for F by xy, we get
F(xy)
xy
= F(x)
x
+ F(y)
y
.
Let H(s) := F(exp(s))/ exp(s) for s ∈R. Then H is additive, H(s + t) = H(s) + H(t) and, by
definition,
F(x) = xH (ln |x|).
This is also true for negative x using that F is odd. Since there are many non-measurable additive
functions H on R, the functional equation has many non-measurable solutions. However, the
additional conditions given in Proposition 12 for F transfer to H and assure that H is linear, cf.
Aczel [1, 2.1]. 
Proof of Theorem 2. The localization step in the case of T : C(R) → C(R) is similar to Propo-
sition 8, except that we may now join f at x0 by the constant function g = f (x0) instead of
the tangent and then get that Tf (x) = F(x,f (x)) only depends on a function of two variables
F :R2 →R. The analysis of this function F(x, ·) is the same as the one of Fx(·,0) in part (c) of
the proof of Theorems 1 and 5. Of the three solutions, only the function F(x,α) = d(x)α ln |α|
leads to the required form of A1f (x) = A2f (x) = f (x) for the Leibniz rule. Again d is contin-
uous and
Tf (x) = d(x)f (x) ln∣∣f (x)∣∣, x ∈R.
If T (2) is constant, of course d is constant. 
Proof of Proposition 3. Theorem 1 yields that Tf (x) = c(x)f ′(x)+d(x)f (x) ln |f (x)|. Unless
T = 0, c(x) = 0 or d(x) = 0. Then T is not zero on the half-bounded functions, so Theorem 1
of [3] applies and gives the form Tf (x) = H(f (x))/H(x)|f ′(x)|p[sgnf ′(x)]. Both expressions
can only be equal if p = 1, H = 1, c(x) = 1 and d(x) = 0 for all x ∈R and Tf = f ′. 
Proof of Corollary 6. The assumption that there is g with g(y) = 1 and T g(y) = 0 for some
y ∈R is not satisfied for the second and third solution in Theorem 5.
(i) T (4) = 4T (2) means for the first solution that d(x)2p(x) = d(x). Thus if d(x) = 0 which
happens if and only if T (2)(x) = 0, p(x) = 0. If T (2)(x) = 0, by assumption T (2 Id)(x) =
2T (Id)(x), i.e. c(x)2p(x) = c(x) = 0, p(x) = 0.
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maps C2(R) into C1(R). Since Tf is in C1(R), the functions c and p have to be in C1(R),
too.
(iii) The map T will act on C∞(R) only in the case given. 
Proof of Proposition 4. The localization step for positive Ck(R)-functions is similar to the one
of Proposition 8 for C1(R)-functions, except that locally the tangent line approximation g to a
given function f has to be replaced by the k-th order polynomial of f at x0 to obtain a Ck(R)-
function h by joining f and g at x0. The result is that Tf (x0) will depend on x0, f (x0) and all
derivatives f (j)(x0) for j ∈ {1, . . . , k},
Tf (x) = F (x,f (x), . . . , f (k)(x)), x ∈R, f ∈ Ck(R)+
for a suitable function F :Rk+2 →R. Define S : Ck(R)+ → C(R) by Sf := Tf/f . Since by the
Leibniz rule, T (fg)/(fg) = Tf/f + T g/g, we have that
S(f · g) = Sf + Sg, f,g ∈ Ck(R)+. (22)
The localization for T yields a localization for S: for any x ∈ R, there is Gx : Rk+1 → R such
that
Sf (x) = Gx
(
f (x), . . . , f (k)(x)
)
, f ∈ Ck(R)+, x ∈R.
By induction on k it is easy to verify that there are polynomials pk in k variables such that
f (k)(x) = f (x) · pk
(
(lnf )′(x), . . . , (lnf )(k)(x)
)
, f ∈ Ck(R)+, x ∈R.
Since f (x) = exp(lnf (x)), Sf (x) may be also expressed in terms of (lnf )(j): for any x ∈ R
there is a function Hx :Rk+1 →R such that
Sf (x) = Hx
(
(lnf )(x), . . . , (lnf )(k)(x)
)
, f ∈ Ck(R)+, x ∈R.
Given any vectors α = (α0, . . . , αk), β = (β0, . . . , βk) ∈ Rk+1 and x ∈ R, we may find f,g ∈
Ck(R)+ such that (lnf )(j)(x) = αj , (lng)(j)(x) = βj for j = 0, . . . , k. Then (22) means that
Hx is coordinatewise additive,
Hx(α0 + β0, . . . , αk + βk) = Hx(α0, . . . , αk) + Hx(β0, . . . , βk), α,β ∈Rk+1.
Given g ∈ Ck(R), let f := exp(g). Then f > 0, g = lnf . Thus for any g ∈ Ck(R), Hx(g(x),
g′(x), . . . , g(k)(x)) is a continuous function of x ∈R. By the proposition or corollary of Faifman
in Appendix A, Hx is a sum of k + 1 linear functions in one variable,
Hx(α0, . . . , αk) =
k∑
j=0
cj (x) · αj .
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Tf (x) = f (x)Sf (x) = f (x)
k∑
j=0
cj (x)(lnf )(j)(x).
The functions cj are continuous in x ∈R since Tf/f is continuous for any f ∈ Ck(R)+. Simply
apply this fact to g(x) = (lnf )(x) being monomials xj for j = 0, . . . , k.
If the Leibniz rule holds on all of Ck(R), it holds, in particular, on Ck(R)+ and thus has the
above form. However, the term in the expansion of f (lnf )(j) with the highest singularity in
1/f as f → 0 is (f ′)j /f j−1 which is discontinuous for j  2 if f ′ is non-zero and f is zero
somewhere. Therefore c2 = · · · = ck = 0 and hence in this case Tf (x) = c0(x)f (x) lnf (x) +
c1(x)f ′(x) for positive functions. Using (1), we find that T (1) = T (−1) = 0 and T (−f ) =
−T (f ). Thus for general f ∈ Ck(R),
Tf (x) = c0(x)f (x) ln
∣∣f (x)∣∣+ c1(x)f ′(x)
which is the formula of Theorem 1. 
Proof of Theorem 7. By the localization step of Proposition 11, Tf (x) = F(x,f (x), f ′(x))
for a suitable function F : Rn × R × Rn → Rn, f ∈ C1(Rn,R), x ∈ Rn. Let Fx(α0, α1) :=
F(x,α0, α1). Note that the derivative variable α1 = f ′(x) is now in Rn whereas the func-
tion variable α0 = f (x) is in R. The same reasoning as in the proof of Theorems 1 and 5
with A1 = A2 = Id shows that the analogues of (11), (13) and (14) are true, namely with
Gx(α1) := Fx(1, α1) and α0 = 0
Fx(α0, α1) = Fx(1, α1/α0)α0 + Fx(α0,0),
Fx(α0β0,0) = Fx(α0,0)β0 + Fx(β0,0)α0,
Fx(α0, α1) =
[
Gx(α1/α0) + Hx
(
ln |α0|
)]
α0.
Here Fx :R×Rn →Rn, Gx :Rn →Rn and Hx :R→Rn. Also, Gx and Hx are additive in the
sense that e.g. for Gx we have
Gx(α1 + β1) = Gx(α1) + Gx(β1), α1, β1 ∈Rn.
The formulas mean that for any f ∈ C1(Rn,R) and x ∈Rn with f (x) = 0,
Tf (x) = [Gx(f ′(x)/f (x))+ Hx(ln∣∣f (x)∣∣)]f (x).
Since Tf is continuous, Gx(f ′(x)/f (x)) + Hx(ln |f (x)|) is continuous in x ∈ Rn for any f ∈
C1(Rn,R) with f (x) = 0. Looking at functions of one variable xj , j ∈ {1, . . . , n} only and
fixing the other variables, the arguments as in part (b) of the proof of Theorems 1 and 5 and
the proposition and corollary of Faifman in Appendix A show that Hx(b) is linear in b ∈ R,
Hx(b) = d(x) · b and that Gx(0, . . . ,0, bj ,0, . . . ,0) = cj (x) · bj is linear in bj , with x ∈ Rn,
bj ∈R, d(x), cj (x) ∈Rn. Adding this for j ∈ {1, . . . , n} gives that
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n∑
j=1
cj (x) · bj = c(x)b, x, b ∈Rn
where c :Rn → L(Rn,Rn) is a continuous matrix function and the last operation is matrix mul-
tiplication of c(x) with b. Hence
Tf (x) = c(x)f ′(x) + d(x) ln∣∣f (x)∣∣. 
Appendix A. Continuity of a certain class of additive functions
Dmitry Faifman
School of Mathematical Sciences, Tel Aviv University, Ramat Aviv, Tel Aviv 69978, Israel
In the following, for a function f ∈ Cd−1(R) we denote
Jd(x;f ) =
(
f (x), f ′(x), . . . , f (d−1)(x)
) :R→Rd .
Proposition. Assume that B :R×Rd →R satisfies the following two conditions:
(1) B(x, v1 + v2) = B(x, v1) + B(x, v2) for all x ∈R, vi ∈Rd .
(2) For all g(x) ∈ C∞(R), the function B(x,Jd(x;g)) ∈ C(R) is continuous.
Then there is a continuous function c :R→Rd such that B(x, v) = 〈c(x), v〉.
Remark. This is a modification and extension of a Lemma in [2].
Proof. By induction on d . The case d = 0 holds trivially.
Let A = {x ∈ R | B(x,•,0, . . . ,0) : R → R is discontinuous}. First we prove that A has no
accumulation points.
Assume the contrary, i.e. A  xk → x∞. We can assume it is strictly monotone (say, decreas-
ing), so xk > xk+1 > x∞. Fix a smooth, non-negative cut-off function ψ ∈ C∞(R) such that
ψ(x) = 0 for |x| > 1, maxψ = ψ(0) = 1, and ψ(j)(0) = 0 for j  1. Denote cα = max | ∂αψ∂xα |.
Let
δk = min
(
1
2
min
{|xm − xk|: 1m∞, m = k}, 12k
)
.
Now by property (1), B(xk, y,0, . . . ,0) :R→R is a discontinuous additive function, and there-
fore attains values φ with |φ| > 1 in (0, 
) for all 
 > 0.
Hence we can choose 0 < yk < e−1/δk such that |B(xk, yk,0, . . . ,0)| > 1. Define
gk(x) = ykψ
(
x − xk)
.
δk
1344 H. König, V. Milman / Journal of Functional Analysis 261 (2011) 1325–1344Then gk ∈ C∞(R) is a family of cut-off functions such that gk(xk) = yk and g(j)k (xk) = 0 for
j  1, and gk vanishes outside |x − xk| < δk . Also, | ∂αgk∂xα |  yk cαδ|α|k . Now we define g(x) =∑∞
k=1 gk(x). For all α = (j1, . . . , jn) we have
∞∑
k=1
∣∣∣∣∂αgk∂xα
∣∣∣∣ cα
∞∑
k=1
e−1/δk
δ
|α|
k

∞∑
k=1
δk 
∞∑
k=1
1
2k
= 1
and therefore g ∈ C∞(R). Note also that g(xk) = yk , g(j)(xk) = 0 for j  1, and g(x∞) =
g(j)(x∞) = 0 for j  1. By property (2), B(x,Jd(x;g)) is a continuous function, and hence
B
(
xk, Jd(xk;g)
)→ B(x∞, Jd(x∞;g))= B(x∞,0, . . . ,0) = 0.
But |B(xk, Jd(xk;g))| = |B(xk, yk,0, . . . ,0)| > 1, a contradiction. We conclude that A has no
accumulation points, and therefore its complement is dense in R.
Next we claim that A is empty. Indeed, take any x0 ∈R and a sequence xn /∈ A, xn → x0. For
all y0 ∈R, B(x, y0,0, . . . ,0) is a continuous function on R by property (2) (applied to a constant
function), and therefore B(xn, y0,0, . . . ,0) → B(x0, y0,0, . . . ,0). Thus B(xn,•,0, . . . ,0) →
B(x0,•,0, . . . ,0) pointwise. This implies B(x0,•,0, . . . ,0) is a measurable function, being the
pointwise limit of continuous functions. In light of property (1) it is also additive, and by a theo-
rem of Banach [4] and Sierpinski [6], B(x0,•,0, . . . ,0) must be continuous, so x0 /∈ A.
We conclude that B(x, y,0, . . . ,0) is continuous for every fixed x, which implies that
B(x, y,0, . . . ,0) = c1(x)y for some function c : R → R. Obviously c1(x) is continuous, by
condition (2) and since c1(x) = B(x,1,0, . . . ,0).
Finally, we can write B(x, y1, . . . , yn) = B(x, y1,0, . . . ,0)+B(x,0, y2, . . . , yn) = c1(x)y1 +
B(x,0, y2, . . . , yn). Note that assumptions (1), (2) hold for B(x,0, y2, . . . , yn) :R×Rn−1 →R.
So by induction B(x,0, y2, . . . , yn) = ∑nj=2 cj (x)yj , and thus B(x, y) = 〈c(x), y〉 with c(x)
continuous, as required. 
Corollary. Let H(j)x :R→R, x ∈R be a family of additive functions for j = 1, . . . , d such that
H
(1)
x (f (x)) + · · · + H(d)x (f (d−1)(x)) is continuous in x for all f ∈ C∞(R). Then H(j)x (y) =
cj (x)y where cj ∈ C(R).
Proof. Define B(x, y1, . . . , yd) = H(1)x (y1) + · · · + H(d)x (yd) and apply the lemma. Thus
H
(1)
x (y1) + · · · +H(d)x (yd) = c1(x)y1 + · · · + cd(x)yd .
Therefore, H(j)x (yj ) − ch(x)yj is independent of yj , and hence vanishes identically. 
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