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ABSTRACT 
We study the prime Boolean matrices in the semigroup of Boolean matrices. We 
also study the factorization properties of the n X n rank-n Boolean matrices in terms 
of elementary matrices and prime matrices. Finally, we consider the minimal and the 
maximal prime Boolean matrices. 
1. PRELIMINARIES 
Let P = (0, l} be the Boolean algebra of order two with operations 
(+;):1+0=0+1=1+1=1*1=1 & 0+0=0*1=1*0=0* 
0 = 0 and an order: 0 < 1. Then under these Boolean operations, the set B, 
of all n X n matrices over /3 (Boolean matrices) and the set H, of all n X n 
matrices over fi with positive permanent (Hall matrices) form multiplicative 
matrix semigroups. There has been much research on such semigroup 
properties as primeness, regularity, and indices in B,. In this paper we study 
the prime Boolean matrices and the factorization properties of the n x n 
rank-n Boolean matrices. 
DEFINITION 1.1. Let S be a multiplicative semigroup, and let A be an 
element of S. A is regular in S if AGA = A for some G E S (G is called a 
generalized inverse of A). Now let S be a monoid (S has an identity 
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element). Then a nonzero, noninvertible element A is called a prime 
element of S if A cannot be expressed as a product of two noninvertible 
elements of S. A is called factorizable in S if A is not a prime element of S. 
Consider the following commutative diagram. 
Here, R, denotes the monoid of n X n real matrices, and N,, denotes the 
monoid 12 X n nonnegative matrices. fi, denotes the monoid of n X n 
doubly stochastic matrices, and T, denotes the monoid of rr X n Boolean 
matrices with total support (Boolean matrices that can be expressed as a sum 
of permutation matrices). Finally, L denotes the canonical inclusion map, and 
m denotes the support map that sends a nonnegative matrix to a Boolean 
matrix in such a way that for each (Y E N,, the (i,j> entry ‘rr(a)ij of r(a) is 
1 if and only if cq. > 0 for each i and j. Using this semigroup homomor- 
phism rr in the d agram, we can compare some semigroup properties as 
follows. 
THEOREM 1.2. Let CY be an element of N,, (respectively Cl,>, and let A 
be T((Y). Then 
(1) If (Y is factorizable in N,, (respectively a,,>, then A is factorizable in 
B, (respectively T,). 
(2) Zf LY is regular in N, (respectively Cl,), then A is regular in B, 
(respectively T,). 
(3) The converses of (1) and (2) do not hold. 
Proof. We first prove (1) and (2). Since 1 * 1 is 1 in /3 and the product of 
any two positive numbers is positive in the real number system, r(a) = 
7r( P) - m(y) w h en (Y = /Z-y. Therefore 7r is a semigroup homomorphism, 
and (1) and (2) hold. 
To prove (3) consider the following matrices: 
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Then (Y is prime in N4 (cf. [2]>, but A [ = v( cx)] is factorizable in B,, since 
A = B * B. Also cr is prime in 0,, but V( a> is factorizable in T4, since A 
and B are matrices with total support. Now consider the following 2 X 2 
matrices: 
I2 1 
y=31 2 [ 1 
Then 7 is not regular in Na, but C is regular in B,. W 
DEFINITION 1.3. For a Boolean matrix A E B,, let Aj * and A,j 
denote respectively the ith row and the jth column of A. A row A, .+ of A is 
an independent row of A if A, * cannot be expressed as a Boolean sum of 
some other rows of A (independent column of A is defined similarly). Then 
the row (respectively column) rank of A is the maximum number of 
independent rows (respectively columns) of A. Every row and column of A 
is called a line of A, and the term rank of A is the minimum number of lines 
of A that can cover the positive entries of A. The (Boolean) rank of A is the 
smallest integer T such that A = BC, where B and C are n X r and r X n 
Boolean matrices respectively (the rank of any zero matrix is 0). For A and R 
in B,, we say R is dominated by A if Rij Q Aij for any i and j. Such R is 
called a dominated submatrix of A and is denoted by R < A (we also say that 
R is contained in A). For each Boolean matrix A E B,, the permanent 
per(A) of A is the number of elements in S,, where S, = (P E B, 1 P is a 
permutation matrix and P < A}. A Boolean matrix with positive permanent is 
also called a Hall matrix. Finally, both 1 Al and a( A) denote the number of 
l’s of A. 
LEMMA 1.4. Let A E B, be an n X n Boolean matrix. 
(1) Let A be a rank-n matrix, and let A = P, ... Pd, where the P,‘s are 
n X n Boolean matrices. Then P,, . . . , PC! are rarzk-n Hall matrices. 
(2) A has full B oo 1 ean rank if and only if cue y factor P ( E B,) of A has 
full row and column rank. 
Proof. We first prove (1). Note that A = B . C implies A = CL= 1 R(i), 
where R(i) = B,i.Cj*. Therefore the Boolean rank of A is the minimum 
number of rank-one dominated submatrices of A whose Boolean sum is A. It 
follows from KSnig’s theorem that the term rank of A is greater than or 
equal to the Boolean rank. Thus any n X n Boolean matrix of rank n is a 
Hall matrix. If any factor Pi of A does not have full Boolean rank, then 
neither does A, since A = L * R, where P, = F * G for some n X r (r < n) 
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matrix F and r X n matrix G, and L = (Pi -** Pi_l)*F and R = G*(P,+i 
a*- Pd). Therefore every Pi is a Hall matrix whose Boolean rank is less than n. 
Now we prove (2). The “only if’ part is obvious by (1). To prove the “if’ 
part, suppose that the Boolean rank of A is less than n. Then there exist an 
n X T (r < n) matrix b and an r X n matrix c such that A = b . c with 
b = (B,,, B,, ,..., B,,) and c = (Ci,,C,, ,..., C,.). Then A = B -C, 
where B = (B,i, . . . . B*,.,O, . . . . 0) and C = (Cl,, . . . . C,,,O ,..., 0) are 
n X n Boolean matrices. Thus A has factors B and C in B, such that the 
column rank of B and the row rank of C are both r (< n). n 
LEMMA 1.5. Let A E B, have full rank. Then: 
(1) A is regular in B, if and only if A is regular in H,. 
(2) A is prim in B, if and only if A is prime in H,. 
Proof. We first prove (1). If A has full Boolean rank and A is regular in 
B, with AXA = A, then the Boolean rank of X is n, and X is a Hall matrix 
by Lemma 1.4. So A and X are Hall matrices. Thus A is also regular in H,. 
The converse is obvious. 
We can prove (2) using the same reasoning as (1). n 
Note that the nontrivial implication of (1) in Lemma 1.5 does not hold 
when the Boolean rank of the given matrix A is less than n. For example, 
consider the 4 X 4 Boolean matrices 
Then A is a Hall matrix and the Boolean rank of A is 3. Note that A is 
regular in B,, since AGA = A and GAG = G. But A is not regular in H4, 
since the first row A, * of A does not contain two rows of A even though 
I A, * I= 2 (cf. [51). 
LEMMA 1.6. Let A E B, be an n x n prime Boolean matrix. Then: 
(i) The Boolean rank of A is n. 
(ii) No row (column) of A can contain another row (column). (So the 
row rank and the column rank of A are both n.) 
Proof. Refer to [4]. n 
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Note that the rank properties (i) and (ii) of Lemma 1.6 are logically 
independent as shown in the following examples. Let 
A= 
-1 1 1 1 0 0 
011110 
001111 
100111 
110011 
111001 
110000 
011100 
c=001001 
000110 
100011 
B= 
1 1 0 0 0 
0 1 0 1 0 
0 0 1 1 0 
0 0 0 1 1 
1 0 0 0 1 
1 0 1 0 0 
1 
*= I 
1 1 0 
1 10 0 
’ 0 0 1 11’ I 0 0 1 
Then A = B * C, and the Boolean rank of A is 5. So A does not satisfy (i), 
but A satisfies (ii) and the row rank and the column rank of A are both 6. On 
the contrary, D satisfies (i) but not (ii). Note that there is a Boolean matrix B 
having the rank property (ii) that is not a Hall matrix. Also note that in some 
subsemigroup (with identity) of B, the above lemma does not hold. 
Now let 
0 1 0 
B= [ 0 0 1 1 1.  0 
Then the row space R(B * B) of B * B (see Definition 2.1) is strictly con- 
tained in R(B) even though B and B . B have the same row rank. For 
B E B,, let i(B) be the smallest integer g such that the row rank of AK (A 
to the power of g> is less than the row rank of A [if there is no such g, then 
i(B) = 01. Then what are Max {i(A) ( A E B,) and Max {row rank of A - 
column rank of A 1 A E B,}? 
2. FACTORIZATION!3 OF RANK-n BOOLEAN MATRICES 
It is well known that any nonsingular real matrix can be written as a 
product of elementary matrices. In this section we will show that every rank-n 
Boolean matrix in B, has a similar factorization property. 
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DEFINITION 2.1. For the Boolean algebra p = (0, 1) of order two, 
P” = KV,,U,,..., u,> 1 vi E p} denotes an n-dimensional Boolean vector 
space over p. The row space R(A) of A is the subspace of /3” generated by 
the rows of A, and the column space C(A) of A is the row space of the 
transpose At of A. A is called an elementary matrix if A is permutationally 
equivalent to the following matrix: 
1 1 0 
0 1 
1 
1 
0 1 
As we can regard the Boolean matrix product as the Boolean sum of 
rank-one dominated submatrices, we can interpret the Boolean prod- 
uct A = B * C using the row subspaces R(A) and R(C) of P” as follows: 
A = B . C if and only if R(A) c R(C). N ow we present the following 
fact that can be derived from this interpretation of the Boolean matrix 
multiplication in B,. 
LEMMA 2.2. For A E B,, A is either elementary or prim in B, if and 
only if R( A) is a proper maximal subspace of P”. 
Proof. See Theorem 5.1 in [4]. W 
THEOREM 2.3. Let A E B, be a rank-n matrix not equal to a perrnuta- 
tion matrix. Then A = Pd * Pd_ I -** P, (d >, l), where each P, is elementary 
or prime in B,. 
Proof. If A is elementary or prime in B,, then the theorem holds by 
letting PI be A. Now consider the case when A is neither elementary nor 
prime in B,. Then there exists a proper maximal subspace of E of p” such 
that R(A) c E c j3 71. Thus by Lemma 2.2, A can be written as L * X, where 
X is either an elementary matrix or a prime matrix in B, with R(X) = E. 
Since X is a Hall matrix, there exists a permutation matrix Q such that Q’ * X 
contains the identity matrix of B,. By letting B = L . Q and P, = Q” * X, A 
can be written as B * P,. Note that P, is either an elementary matrix or a 
prime matrix, and B < A since P, contains the identity matrix. 
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Nowwe have two cases: IA/ > lB1 or IAl = IB(. If [A( = (BI, then A = B 
and A = B . P, = B + (P,)g for any positive integer g [(P,)fi denotes P, to 
the power of g] in this case. First, let P, be an elementary matrix. Then 
there are positive integers i and j such that the ith column (P,) * i of Pd is 
strictly contained in the jth column (Pi),] of P, and 1 (Pl>*j I= 2. Since 
B=B.P,andBisaHallmatrix,wehaveB,i<B,jand ]B,11>2.Thus 
there exists an integer k such that the k th positions of B * i and B * j are both 
1. We now consider a matrix b obtained from B by replacing the (k,j) entry 
of B with 0. Then b < B and (b( < (BI, and A = b. P,, since B,i < B,j. 
Second, let P, be prime in B,. Then consider the trace 2’ = {(P,)” 1 g is a 
positive integer}. Then (P,)’ = (P,)j f or some positive integers i and j 
(i <j), since B, is a finite matrix semigroup. Thus C = ((PI>‘, (Plli+‘, . . . , 
(P,>j} is a cyclic group with the identity (P,)P for some p [thus (P,)P is an 
idempotent matrix]. Note that if A is a prime matrix in B,, then per(A) > 2, 
and we argue as follows: If per( A) = 1, then A is permutationally equivalent 
to an upper triangular matrix U. Since A is not a permutation matrix, some 
row Vi * of U must contain some other row Uj * (i z j), and this means U is 
factorizable in B,. Thus the permanent of any prime matrix in B, is greater 
than one. Now we claim that if P, is a prime matrix in B,, then the column 
rank of (P,>P is less than n., and we argue as follows: If we take a canonical 
form of ( P,)P, then at least two rows are the same Boolean vector, due to the 
structure of the idempotent matrices (cf. [5]> and the fact that per(P,> > 2. 
But by Lemma 1.4, the column rank of (P,>P must be n, since A = B . (P,)P 
and A has full Boolean rank. Therefore P, is not prime in B,. So we have a 
contradiction in this case. In summary, if A is neither elementary nor prime 
in B,, then there exists an elementary matrix or a prime matrix P, in B, 
such that A = b + P, with 1 Al > lbl. 
By the previous reasoning, if this b is neither elementary nor prime in 
B,, then there exist c and Pz such that ICI < lb1 and b = c . P,, where P, is 
either elementary or prime in B, and P2 contains the identity matrix. Thus 
A = b - P, = fc . Pz> * P,, and ICI < lb\ < IAl. Repeating this argument, we 
eventually arrive at the situation where the left-hand-side factor is elementary 
or prime in B,, since the number of positive entries of the left-hand-side 
factor is strictly decreasing. M 
LEMMA 2.4. Let A E H, be a Hall matrix. Then: 
(1) A is regular in H, tfand only if A is per-mutationally equivalent to an 
idempotent matrix of H,. 
(2) A is regular in H, zy and only if each row Ai * contains exactly 
1 Ai * ] many rows of A. 
Proof. Refer to [5]. n 
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THEOREM 2.5. Let A E B, have full Boolean rank. lf A is a regular 
matrix not equal to a permutation matrix, then A can be written as a product 
of elementary matrices. 
Proof. Since A is a rank-n regular matrix of B,, A is regular in H, by 
Lemma 1.5. Thus A is permutationally equivalent to an idempotent matrix D 
by Lemma 2.4, and the Boolean rank of D is n. From the structure of the 
n X n rank-n, idempotent matrices and from Lemma 2.4, we have per(D) = 
1, since D has full Boolean rank. Therefore we have per(A) = 1. Now we 
claim that any Boolean matrix A with per(A) = 1 can be expressed as a 
product of some elementary matrices. We argue as follows: If per(A) = 1, 
then A is permutationally equivalent to an upper triangular matrix U. 
To cover the main diagonal of U, we need at least n rank-one dominated 
submatrices of U. Thus A has full Boolean rank, and A can be expressed as 
‘d **- P, by Theorem 2.3. Also, by Lemma 1.1, all the Pi’s are Hall matrices, 
since any factor of A has full Boolean rank. Since per(A) > per( Pi> for each 
i and the permanent of any prime matrix is greater than one, none of the Pi’s 
can be a prime matrix. Therefore A can be expressed as a Boolean product of 
some elementary matrices by the above claim. n 
We propose to determine the subsemigroup of B, generated by the 
prime matrices and the elementary matrices. We also propose to determine 
the subsemigroup of B, generated by the n X n rank-n Boolean matrices. 
3. MINIMAL PRIMES AND MAXIMAL PRIMES 
The set PB, of all prime matrices of B, forms a poset. Then it seems to 
be of interest to consider minimal primes, maximal primes, and the per- 
manent set PP, = {per(A) ) A E PB,}. In this section we characterize the 
minimal primes of PB,. 
DEFINITION 3.1. Let A E B, be an n X n Boolean matrix. Then A is 
fully indecomposable if A is not equivalent to a matrix of the form 
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where the Bi’s are square matrices. Also, A is partly decomposable if A is 
not fully indecomposable, and A is nearly decomposable if deleting any 
positive entry of A results in a partly decomposable matrix. Next, let a,(A) 
[a,(A)] denote the maximum row [column] sum of the rows [columns] of A. 
Any rank-one dominated submatrix R of A is called a nontrivial dominated 
submatrix of A if a,(R) > 2 and v~( R) > 2. Finally, the matrix E,(i, j) 
denotes an n X n Boolean matrix whose (i, j) entry is the only nonzero 
entry. 
LEMMA 3.2. Let A E B, (n > 3) be fully indecomposable. Then: 
(1) @here is no nontrivial rank-one dominated submatrix of A, then A is 
a prime matrix. 
(2) If A is nearly decomposable, then A is a prime matrix. 
Proof. We first prove (I). Let A be factorizable, and let B and C be 
nonpermutation matrices of B, satisfying A = B . C. Now let R(i) = B * i * 
Ci * . Suppose every R(i) is a trivial dominated submatrix. Then the positive 
entries of R(i) can be covered by a row or a column of A. Thus we can say 
that the positive entries of A can be covered by n - m rows and m columns 
of A. Note that m = 0 or m = n, since A is fully indecomposable. If m = 0, 
then B must be a permutation matrix. If m = n, then C is a permutation 
matrix. In both cases, we have a contradiction. Thus there is a nontrivial 
dominated submatrix among R(l), R(2), . . . , R(n). Therefore (1) is proved. 
We now prove (2). From (l), if A has no nontrivial rank-one dominated 
submatrix, then A is a prime matrix in B,. So we will show that there is no 
nontrivial rank-one dominated submatrix in any n X n (n > 3) nearly decom- 
posable matrix A, by induction on the order n of A. We know that there is a 
unique (up to permutation equivalence) 3 X 3 nearly decomposable matrix, 
and it does not contain any nontrivial rank-one dominated submatrix. Thus 
the statement holds if n = 3. Next let’s assume that the statement is true for 
the order of n - 1. Now let the order of A be n. Then by the simplified 
form (cf. [7] and [8]) for the nearly decomposable matrices, A is permutation- 
ally equivalent to the following matrix: 
N= 
1 1 
. . 
. . 
. . 
. . 
1 1 
1 M 
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where the block matrix M is a m X m nearly decomposable matrix with 
1 < m < n. Here, unspecified entries are all 0, and the (1,l) entry of M is 0 
if m > 2. Then by the induction hypothesis, M has no nontrivial rank-one 
dominated submatrix. Thus N cannot have nontrivial rank-one dominated 
submatrix, and A is prime in B,. n 
DEFINITION 3.3. Let PB, be the poset of prime matrices of B,. For 
A E I%,, A is called a minimal prime matrix if there is no prime matrix 
strictly contained in A, and A is called a maximal prime matrix if there is no 
prime matrix containing A strictly. A is called a nearly factorizable matrix if 
A is prime and deleting any positive entry of A results in a factorizable 
matrix. 
Consider the following 5 X 5 Boolean matrix: 
0 0 1 1 0 
0 0 1 0 1 
Then A is fully indecomposable, and A is a prime matrix by Lemma 3.2, 
since A has no nontrivial dominated submatrix. Note that A is nearly 
factorizable, since deleting any positive (i, j> entry of A results in a line 
containment in A, but A is not a minimal prime matrix in B, by Theorem 
3.5. We can check that A is a maximal prime matrix using the fact that 
replacing any zero entry of A by 1 results in a line containment in A. In 
summary, there is a nearly factorizable matrix A in B, such that A is not a 
minimal prime matrix but a maximal prime matrix in B,. 
LEMMA 3.4. Let A E B, (n > 3) be a nearly decomposable matrix. Then 
A is a minimal prime matrix if and only if CT(A) = 2n. 
Proof. “If’ part: First of all A is prime by Lemma 3.2. Now if u(A) = 
2n, then A is permutationally equivdent to a matrix 
N 
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(cf. [3]). Suppose there is a prime dominated submatrix L (L < n> of N 
obtained by deleting some of the positive entries of N. Without loss of 
generality, let the (n, 1) entry of L be zero even though E,(n, 1) Q N. Then 
(1,2) entry of L must be 0, so that L * 2 does not contain L * 1. Repeating 
this argument, we eventually arrive at the situation where any line S (row or 
column) of L has c+(S) = 1. This means L is a permutation matrix, and this 
is a contradiction. Thus, the given matrix A is a minimal prime matrix. 
“Only if’ part: Suppose o( A) > 2n. Then it is well known that A is 
permutationally equivalent to the following Boolean matrix: 
1 1 
. . 
N= 
1 - 
M -1 
where the order of the block matrix M is greater than two and M is nearly 
decomposable. Consider the matrix L (= Z $ M) obtained from N by 
deleting all the l’s off the main diagonal and M. Then this L is prime, since 
M is prime by Lemma 3.2. Therefore A can have a prime dominated 
submatrix, and this is a contradiction. n 
THEOREM 3.5. Let A E B, be an n X n (n > 3) Boolean matrix. Then 
A is a minimal prime matrix if and only if A is equivalent to I,_ p $ B 
(n > p > 3), where I,_, is the identity of B, _p and B E B, is a nearly 
decomposable matrix with u(B) = 2 p. 
Proof. “If’ part: Obvious. 
“Only if’ part: First if A is fully indecomposable, then A is nearly 
decomposable and cr ( A) = 2n by L emma 3.4. Next suppose that A is partly 
decomposable. Note that if A is prime in B,, then A is permutationally 
equivalent to the direct sum of an (n - p) X (n - p) identity matrix and a 
p X p (n > p z 3) fully indecomposable prime matrix. Thus A is permuta- 
tionally equivalent to a matrix 
N= 
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where B is a fully indecomposable prime matrix. If the above B is not a 
minimal prime matrix, then A cannot be a minimal prime matrix. Therefore, 
by Lemma 3.4, B is nearly decomposable and a(B) = 2p when the order of 
B is p. n 
We know that every maximal prime is fully indecomposable, and the 
minimum value of the permanent set PP,, = {per(A) 1 A E PB,} is 2. Then 
what is the structure of the maximal primes? What is the maximum value of 
PP,,? Is there any gap in PP,,? 
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