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PRIESTLEY-STONE DUALITY FOR SUBBASES OF
STABLY LOCALLY COMPACT SPACES
TRISTAN BICE AND WIES LAW KUBIS´
Abstract. We extend the classic Priestley-Stone duality to a Wallman-like
duality for subbases of general stably locally compact spaces. As a corollary, we
show that any locally compact T0 space X has a unique minimal ‘stabilisation’,
i.e. a stably locally compact space containing X as a patch-dense subspace,
which is moreover functorial with respect to proper maps.
Introduction
Background. The predominance of frames/locales in modern point-free topology
(see [PP12]) makes it easy to forget that there are actually quite a number of
different topological dualities. In fact, many of these can rightly claim to be more
direct descendants of the classic Stone duality between Boolean algebras and 0-
dimensional compact Hausdorff spaces (see [Sto36]). Indeed, while frames are able
to handle more general spaces, on the order theoretic side they are more restrictive,
requiring even infinite subsets to have suprema which also satisfy an infinite version
of distributivity. This non-finitary nature of frames is what enables them to deal
with very non-compact spaces, but it is also what makes them less ‘algebraic’ and
less useful in other contexts.
In the opposite direction, it is natural to seek topological representations of
more general order/algebraic structures. This is precisely what Stone did when he
represented distributive lattices on spectral spaces (see [Sto38]). Later, Priestley
gave a order-topological representation on Priestley spaces – spectral spaces in their
patch topology under the original specialisation order (see [Pri70]). Gra¨tzer then
extended Stone’s duality even further to distributive ∨-semilattices and compactly
based sober spaces (see [Gra¨78]), while the functorial aspect of Gra¨tzer’s duality was
explored in more detail by Celani (see [Cel03]). However, finding a corresponding
semilattice extension of Priestley duality turned out to be more difficult.
One might try to simply take Gra¨tzer’s representation in the patch topology
again. The problem is that compact sets are not generally stable under the patch
construction. What was required is a more general kind of ‘point’ in order to rep-
resent a semilattice on a spectral space, enlarging the space considered by Gra¨tzer.
Then one is free to apply the patch construction to get a Priestley space on which
to represent the semilattice. This is essentially what was done more recently by
Hansoul-Poussart and Bezhanishvili-Jansana (see [HP08] and [BJ11]).
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Even before the advent of frames, some people did look at extending the classic
Stone duality to more general spaces, while still maintaining the finitary nature of
the dual structure. For example, even in Stone’s time, Wallman exhibited a duality
between ∩-∪-bases of compact T1 spaces and subfit bounded distributive lattices
(see [Wal38]), which we recently extended to ∨-semilattices in [BK20]. Wallman
even managed to encode subbases of compact T1 spaces as abstract simplicial com-
plexes, something particularly relevant to the present paper. In a rather different
manner, Shirota and De Vries showed that regular lattice bases of locally com-
pact Hausdorff spaces are dual to ‘compingent lattices’ – distributive lattices with
an extra transitive relation satisfying several proximity-like conditions (see [Shi52],
[Vri62] and [BdR63]).
At this point, we feel the time is ripe to try to kill two birds with one stone
(duality!), i.e. to simultaneously extend these dualities to more general topological
spaces and more general finitary structures. Far from increasing the menagerie
of topological dualities just mentioned, this actually allows many of them to be
unified. In fact, a step in this direction was already taken by Jung-Su¨nderhauf
and Jung-El-Zawawy (see [JS96] and [EZJ06]) when they combined aspects of the
Priestley-Stone, Shirota-De Vries and Hofmann-Lawson dualities (see [HL78]). This
work was extended further in [Bic20] by the first named author, allowing it to truly
subsume the Hofmann-Lawson duality as well as Gra¨tzer’s duality mentioned above.
In the present paper, we aim to likewise provide a framework for unifying the
classic Shirota-De Vries duality with the Stone-Priestley extensions of Hansoul-
Poussart and Bezhanishvili-Jansana. As in [Bic20], ∨-predomains would form a
natural dual structure to work with, as we intend to elaborate on in future work.
However, it turns out there is an even more general and flexible duality available
here. Specifically, much like how Wallman worked with abstract simplicial com-
plexes determined by finite subbasic covers, we work with ‘cover relations’ on finite
subsets of a subbasis. The resulting ‘cover sets’ in some sense mediate between
topological spaces and posets/semilattices, allowing even the more recent Shirota-
De Vries extension in [BS19] to be encompassed within the same framework.
Another advantage of this two-birds-one-stone approach is that we can use fini-
tary structures to prove results of purely topological interest. A case in point is the
minimal stabilisation presented here. It has long been known that stably compact
spaces provide an appropriate non-Hausdorff context to extend classic results for
compact Hausdorff spaces. As with Hausdorff compactifications, there are two nat-
ural stable compactifications for core compact T0 spaces, a maximal one examined
by Smyth (see [Smy92]) and a minimal one constructed by Lawson (see [Law91])
using Ku¨nzi-Bru¨mmer quasi-uniformities (see [KB87]). We do essentially the same
thing using the cover sets instead of quasi-uniformities, showing how to stabilise
any core compact space in a minimal way.
Outline. First we introduce density relations – relations on the finite subsets 〈S〉
of a given set S satisfying just one simple axiom, namely (Density). We then
give several motivating examples in §1.1 and examine other properties in §1.2, like
(C#-Interpolation) and (C-Auxiliarity) – the key extra conditions defining cover
relations. We then present a couple more examples in §1.3, the primary one being
the compact cover relation C = C⋐ defined from compact containment ⋐ on a
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subbasis of a core compact space by
F C G ⇔
⋂
F ⋐
⋃
G.
In §2, we go in the reverse direction, taking an abstract cover relation on a set
S and showing how to represent it as the compact cover relation on its spectrum,
a stably locally compact space formed from the non-empty tight subsets of S – see
Theorem 2.4. In Theorem 2.5, we then show that these two processes are mutually
inverse, i.e. any stably locally compact space can be recovered from the spectrum
of any subbasis under its canonical compact cover relation. Theorem 2.5 also yields
a stabilisation of any core compact T0 space, which in Theorem 2.10 is shown to be
the unique minimal stabilisation with respect to proximal maps.
Lastly in §3, we show how to axiomatise cover-like relations⊏φ between subbases
that arise from continuous maps φ by defining
F ⊏φ F
′ ⇔
⋂
F ⋐ φ−1[
⋃
F ′].
This allows us to make our duality functorial, as made explicit in Theorem 3.13.
1. Density and Cover Relations
Denote the finite subsets of a set S by 〈S〉 = {F ⊆ S : F is finite}.
Definition 1.1. We call a relation D on 〈S〉 a density relation if
(Density) {p} ∪ F D G and F D G ∪ {p} ⇔ F D G.
Note that he ⇐ part is just saying that, for all F, F ′, G,G′ ∈ 〈S〉,
(Monotonicity) F ⊇ F ′ D G′ ⊆ G ⇒ F D G.
What really makes density relations interesting is the ⇒ part, as we will soon see.
But first let us examine a number of relevant examples.
1.1. Examples. The motivating example for our work comes from topology.
Example 1.2 (Topological Spaces). When S is a family of open sets of a space X ,
we can take F D G to mean the union of G is dense in the intersection of F , i.e.
(Dense Containment) F D G ⇔
⋂
F ⊆ cl(
⋃
G).
Indeed, if
⋂
F ⊆ cl(
⋃
G) then certainly p∩
⋂
F ⊆ cl(
⋃
G) and
⋂
F ⊆ cl(
⋃
G ∪ p).
Conversely, say p ∩
⋂
F ⊆ cl(
⋃
G) and
⋂
F ⊆ cl(
⋃
G ∪ p). Note that
cl(p) ∩
⋂
F ⊆ cl(p ∩
⋂
F ) ⊆ cl(
⋃
G)
(for any open neighbourhood O of x ∈ cl(p)∩
⋂
F , we see that O∩
⋂
F is again an
open neighbourhood of x so O ∩
⋂
F ∩ p 6= ∅, showing that x ∈ cl(p ∩
⋂
F )). Thus⋂
F = cl(
⋃
G ∪ p) ∩
⋂
F ⊆ cl(
⋃
G) ∪ (cl(p) ∩
⋂
F ) ⊆ cl(
⋃
G),
i.e. F D G, showing that D is a density relation.
In particular, we can consider this example when X is discrete, in which case
(Containment) F D G ⇔
⋂
F ⊆
⋃
G.
Here we could even replace ⊆ with ⋐ – see (⋐-Cover) below.
Although not directly related to our work here, the original motivation for con-
sidering density relations comes from convexity spaces (see [vdV93] and [Kub02]).
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Example 1.3 (Convexity Spaces). A convexity on a set S is a family C ⊆ P(S)
of subsets of S that is closed under arbitrary intersections and directed unions
(including the empty intersection and union so necessarily ∅, S ∈ C). The elements
of C are said to be convex. If H ∈ C and S \H ∈ C then H is a half-space. We call
a convexity Kakutani if disjoint convex sets are separated by half-spaces, i.e.
(Kakutani) C,D ∈ C and C ∩D = ∅ ⇒ ∃H (C ⊆ H ∈ C and D ⊆ S \H ∈ C).
The convex hull conv(T ) of any T ⊆ S is the convex set generated by T , i.e. the
smallest convex set containing T
conv(T ) =
⋂
{C ∈ C : T ⊆ C}.
A polytope is the convex hull conv(F ) of some F ∈ 〈S〉. Convexities are always
determined by their polytopes in that
C ∈ C ⇔ ∀F ∈ 〈C〉 (conv(F ) ⊆ C).
We define D = DC on 〈S〉 by
F D G ⇔ conv(F ) ∩ conv(G) 6= ∅.
Then D is a density relation precisely when C is Kakutani. Indeed, (Monotonicity)
is immediate even for arbitrary convexity spaces. If C is Kakutani and F 6D G then
we have a half-space H ⊇ F with H ∩G = ∅. For any p ∈ S, either p ∈ H , in which
case {p} ∪ F 6D G, or p /∈ H , in which case F 6D G ∪ {p}, proving the ⇒ part of
(Density). Conversely, say the ⇒ part of (Density) holds and we are given disjoint
C,D ∈ C. By Kuratowski-Zorn, we have maximal H ∈ C with C ⊆ H ⊆ S \D and
maximal I ∈ C with D ⊆ I ⊆ S \ H . If we had p ∈ S \ (H ∪ I) then maximality
would yield finite F ⊆ H such that we have d ∈ conv(F ∪{p})∩D, as well as finite
G ⊆ I such that we have h ∈ H ∩ conv(G ∪ {p}). But then F ∪ {h, p} D G ∪ {d}
and F ∪ {h} D G ∪ {d, p} and hence F ∪ {h} D G ∪ {d}, by (Density), even though
F ∪ {h} ⊆ H ∈ C, G ∪ {d} ⊆ I ∈ C and H ∩ I = ∅, a contradiction. Thus we must
have had S = H ∪ I, i.e. H is a half-space separating C and D, so S is Kakutani.
This even extends to pairs of convexities on the same set – see [Kub02].
The next example is from [BS19] (although D here corresponds to D̂ in [BS19]).
Example 1.4 (Ordered Sets). Given a relation ≺ on a set S, for any F ∈ 〈S〉 let
F∧ = {p ∈ S : ∀f ∈ F (p ≺ f)}.
F⊥ = {p ∈ S : ∀f ∈ F ({p, f}∧ = ∅)}.
If ≺ is transitive then we have a density relation D = D⊥ on 〈S〉 defined by
(⊥-Density) F D G ⇔ F∧ ∩G⊥ = ∅.
Indeed, if F D G then certainly {p} ∪ F D G and F D G ∪ {p} as
({p} ∪ F )∧ ∩G⊥ ⊆ F∧ ∩G⊥ = ∅.
F∧ ∩ (G ∪ {p})⊥ ⊆ F∧ ∩G⊥ = ∅.
Conversely, say {p} ∪ F D G and F D G ∪ {p}. If we had q ∈ F∧ ∩ G⊥ then
q /∈ p⊥ (otherwise q ∈ F∧ ∩ G⊥ ∩ p⊥ = F∧ ∩ (G ∪ {p})⊥ = ∅, as F D G ∪ {p}, a
contradiction). As ≺ is transitive, this means r ∈ {p, q}∧ ⊆ ({p}∪F )∧∩G⊥ = ∅, a
contradiction. Thus F∧∩G⊥ = ∅, i.e. F D G, showing that D is a density relation.
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Say that S is also ≺-round in that
(≺-Round) p ∈ S ⇒ ∃q ∈ S (q ≺ p).
Note this is saying ∅ 6= p≻ = p∧(= {p}∧ – we write {p} as p when there is no risk
of confusion) or, equivalently, p /∈ p⊥, for all p ∈ S. It follows that q /∈ p⊥ whenever
q ≺ p, as this implies p⊥ ⊆ q⊥. For all p ∈ P , this means p≻ ∩ p⊥ 6= ∅, i.e. p D p.
In this case, we can view D as a special case of (Dense Containment), once we
identify each p ∈ S with p≻. To see this, consider S in the Alexandroff topology
consisting of all down-sets, i.e.
O(S) = {O ⊆ S : ∀p ∈ O (p≻ ⊆ O)}.
Then one can verify that
F D G ⇔
⋂
f∈F
f≻ ⊆ cl(
⋃
g∈G
g≻).
In particular, we can consider the above example when ≺ is a partial order,
thus yielding a density relation on any poset. In contrast with this ‘bottom-up’
approach, with ∨-semilattices we have an alternative ‘top-down’ approach.
Example 1.5 (∨-Semilattices). If S is a ∨-semilattice then defining D = D∨ by
(∨-Density) F D G ⇔ ∀p, q ∈ S (∀f ∈ F (p ≤ f ∨ q) ⇒ p ≤
∨
G ∨ q)
yields a density relation on 〈S〉. Indeed, the ⇐ part of (Density) is immediate.
Conversely, say {p}∪F D G and F D G∪ {p}. Take q, r ∈ P and say q ≤ f ∨ r, for
all f ∈ F , and hence q ≤ p∨
∨
G∨r, as F D G∪{p}. Then certainly q ≤ f∨
∨
G∨r
too, for all f ∈ F , so q ≤
∨
G ∨
∨
G ∨ r =
∨
G ∨ r, showing that F D G.
Note that D reduces to ≤ on singletons. In fact, for all f ∈ S and G ∈ 〈S〉,
(1.1) f D G ⇔ f ≤
∨
G.
Indeed, if f ≤
∨
G then certainly p ≤ f ∨ q implies p ≤
∨
G ∨ q. Conversely, if
f D G then, as f ≤ f ∨
∨
G, the definition of D yields f ≤
∨
G ∨
∨
G =
∨
G.
When S is distributive, D has a simpler reduction even for F ∈ 〈S〉, namely
F D G ⇔ F∧ ≤
∨
G,
where P ≤ q means p ≤ q, for all p ∈ P . Indeed, if F D G and p ∈ F∧ then
certainly p ≤ f ∨
∨
G, for all f ∈ F , so p ≤
∨
G ∨
∨
G =
∨
G, showing that
F∧ ≤
∨
G. Conversely, say F∧ ≤
∨
G and p ≤ f ∨ q, for all f ∈ F . Letting
F = {f1, · · · , fn}, distributivity yields f ′1 ≤ f1 and q1 ≤ q with p = f1 ∨ q1. As
f1 ≤ p ≤ f2 ∨ q, distributivity again yields f ′2 ≤ f2 and q2 ≤ q with f1 = f2 ∨ q2.
Continuing in this way, we get f ′n ∈ F
∧ with p ≤ f ′n ∨ q ≤
∨
G ∨ q, as F∧ ≤
∨
G,
showing that F D G.
In particular, when S is a distributive lattice,
(
∧
-
∨
-Density) F D G ⇔
∧
F ≤
∨
G.
This even characterises distributive lattices. To see this, assume (
∧
-
∨
-Density)
holds and take any e, f, q ∈ S. Certainly e ∧ f ≤ e ∧ f so (
∧
-
∨
-Density) yields
{e, f} D e ∧ f . As p ≤ e ∨ q and p ≤ f ∨ q, for p = (e ∨ q) ∧ (f ∨ q), it follows that
p ≤ (e∧f)∨ q ≤ p, i.e. (e∧f)∨ q = (e∨ q)∧ (f ∨ q), showing that S is distributive.
The following example will be important for the theory that follows.
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Example 1.6. For any Q ⊆ 〈S〉, let
Q# = {G ∈ 〈S〉 : ∀F ∈ Q (F ∩G 6= ∅)}.
Q⊆ = {G ∈ 〈S〉 : ∃F ∈ Q (F ⊆ G)}.
We define the mesh relation # on P(〈S〉) (where P(X) = {Y : Y ⊆ X}) by
Q# R ⇔ Q# ⊆ R⊆ ⇔ ∀F ∈ Q# ∃G ∈ R (G ⊆ F ).
In other words, Q meshes with R if every finite subset of S which intersects every
subset in Q contains some subset in R.
The mesh relation restricted to 〈〈S〉 \ {∅}〉 is a density relation. To see this, first
note that if F # G and E ∈ 〈S〉 then ({E} ∪ F)# ⊆ F# ⊆ G⊆ ⊆ (G ∪ {E})⊆, so
{E} ∪ F D G and F D G ∪ {E}. Conversely, if F D G ∪ {E} then, for any F ∈ F#,
either F ∈ G⊆ or E ⊆ F . If {E} ∪ F D G too then ∅ 6= E ⊆ F implies that
F ∈ (F ∪ {E})# and hence F ∈ G⊆ again. So either way F# ⊆ G⊆, i.e. F # G.
Like the density relation from Example 1.3, the mesh relation is symmetric, i.e.
F # G ⇔ G# F ,
for all F ,G ∈ 〈〈S〉〉. To see this, note that F## = F⊆, F⊆# = F# = F#⊆ and
F ⊆ G ⇒ G# ⊆ F#.
So if F # G then F# ⊆ G⊆ and hence G# = G⊆# ⊆ F## = F⊆, i.e. G# F .
Also note that when S itself is a family of subsets of another set X ,
F # G ⇒
⋂
F∈F
⋃
F ⊆
⋃
G∈G
⋂
G.
F# = G ⇒
⋂
F∈F
⋃
F =
⋃
G∈G
⋂
G.
Accordingly, we think of F and F# as representing the same set in different ways.
As we will see below, in some sense the mesh relation plays the same role for density
relations as equality plays for partial order relations.
1.2. Properties. Any density relation D is transitive on singletons, i.e.
(1-Transitivity) f D g D h ⇒ f D h,
as f D g D h implies {f, g} D h and f D {g, h} and hence f D h. We wish to extend
this to finite subsets, or rather finite families of finite subsets. To do this, we first
note that (Density) extends to finite subsets as follows.
Proposition 1.7. If D is a density relation on 〈S〉 and F,G,H ∈ 〈S〉 then
(Density′) ∀h ∈ H ({h} ∪ F D G) and F D G ∪H ⇒ F D G.
Proof. Say {h} ∪ F D G, for all h ∈ H , and F D G ∪ H . For any h ∈ H ,
(Monotonicity) yields {h}∪F D G∪(H\{h}) and hence F D G∪(H\{h}), by the⇒
part of (Density). For any other h′ ∈ H , we also have {h′}∪F D G∪(H \{h, h′}) so
F D G∪(H\{h, h′}), again by (Density). Continuing in this way we get F D G. 
It follows from the above result that any density relation is ‘auxiliary’ to itself.
Definition 1.8. We call a density relation C on 〈S〉 auxiliary to another density
relation D on 〈S〉 if, for all F,G,H ∈ 〈S〉,
(Auxiliarity) ∀h ∈ H ({h} ∪ F C G) and F D H ⇒ F C G.
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We can extend this further to finite families of finite subsets via the mesh relation.
First extend any density relation D to Q,R ⊆ 〈S〉 by defining
Q D R ⇔ ∀F ∈ Q ∀G ∈ R (F D G).
Remark 1.9. Note that F D G and {F} D {G} are now interchangeable. The
only ambiguity arises when it comes to the empty set. In practice, this will not
be such an issue, but if necessary we will write ∅ when we are considering D on
P(〈S〉) and ∅ when we are considering the original D on 〈S〉. So Q D ∅ and ∅ D Q
hold vacuously for all Q ⊆ 〈S〉, while F D ∅ and ∅ D F will depend on the given
D and F ∈ 〈S〉. In fact, ∅ D ∅ will not hold unless D is trivial, as (Monotonicity)
would then yield F D G, for all F,G ∈ 〈S〉.
Proposition 1.10. If C is auxiliary to D then, for all F ,F ′,G,G′ ∈ 〈〈S〉〉,
(Auxiliarity′) F D F ′# G′ C G ⇒ F C G.
Proof. It suffices to consider the case that F and G each consist of just one subset,
say F = {F0} and G = {G0}. Let F ′ = {F1, · · · , Fn}. For each F ∈ F ′#, we
have G ∈ G′ with F ⊇ G C G0 and hence F ∪ F0 C G0. Put another way, this
means {f} ∪ F ∪ F0 C G0, for all F ∈ (F ′ \ {F1})# and f ∈ F1. As F0 D F1,
(Auxiliarity) then yields F ∪ F0 C G0. But again this means {f} ∪ F ∪ F0 C G0,
for all F ∈ (F ′ \ {F1, F2})# and f ∈ F2, and hence F ∪ F0 C G0, by (Auxiliarity),
as F0 D F2. Continuing in this way, we eventually get F0 C G0. 
In particular, we can take C = D above, by (Density′). For singletons, this means
{{p}} D {{q}}# {{q}} D {{r}} implies {{p}} D {{r}}, so (Auxiliarity′) can indeed
be seen as the desired extension of (1-Transitivity).
We call a density relation D on 〈S〉 1-reflexive if its restriction to singletons is
reflexive, i.e. for all p ∈ S,
(1-Reflexivity) p D p.
In this case, (Auxiliarity) can be seen as a special case of (Auxiliarity′), namely
{F} D {H} ∪ {{f} : f ∈ F} # {{h} ∪ F : h ∈ H} C {G} ⇒ F C G.
Proposition 1.11. A density relation D is 1-reflexive iff, for all F ,G ∈ 〈〈S〉〉,
(#-Reflexive) F # G ⇒ F# D G#.
Proof. If (#-Reflexive) holds then, as {{p}}# = {{p}}, it follows that p D p, for
all p ∈ S, i.e. D is reflexive. Conversely, if D is reflexive then F D G whenever
F ∩ G 6= ∅, by (Monotonicity). In particular this holds when F ∈ F and G ∈ F#,
so if F # G then F# D F # G D G# and hence F# D G#, by (Auxiliarity′) 
Given a density relation D on 〈S〉, define D# on 〈S〉 by
F D#G ⇔ {F} D {G}# ⇔ ∀g ∈ G (F D g).
Note that D# is transitive, as F D#G D#H means {F} D {G}# # {G} D {H}#
and hence F D#H , by (Auxiliarity′). Again, let us extend this to F ,G ∈ 〈〈S〉〉 by
defining
F D#G ⇔ ∀F ∈ F ∃G ∈ G (F D#G).
Note F D# {G}# means, for all F ∈ F , we have g ∈ G with F D g so F D G, i.e.
F D# {G}# ⇒ F D{G}.
Thus (C#-Interpolation) below can be seen as a slightly stronger converse of (Auxiliarity′).
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Definition 1.12. A precover relation C is a density relation further satisfying
(C#-Interpolation) F C G ⇒ ∃F ,G ∈ 〈〈S〉〉 ({F} C F # G C# {G}#).
Any 1-reflexive density relation C is a precover relation, as F C G and reflexivity
imply {F} C {F}## {F} C G. In particular, all the examples in §1.1 are precover
relations – for examples of non-reflexive (pre)cover relations, see §1.3 below.
For any F ∈ 〈〈S〉〉, observe that F## = F⊆ and hence
F## C G ⇔ F C G ⇔ F C G##.
F## C# G ⇔ F C# G ⇔ F C# G##.
Proposition 1.13. Any precover relation C on 〈S〉 satisfies
(C#-Interpolation′) F C G ⇒ ∃H (F C H and H# C# G#).
Proof. To start with, say F ∈ 〈〈S〉〉, G ∈ 〈S〉 and F C {G}. For each F ∈ F ,
(C#-Interpolation) yields HF ∈ F with F C H
#
F and HF C
# {G}#. It follows that
F C H# and H C# {G}#, where H =
⋃
F∈F HF .
Now say F ,G ∈ 〈〈S〉〉 and F C G. For each G ∈ G, what we just showed together
with the above observation yields HG ∈ 〈S〉 with F C HG and H
#
G C
# {G}#. It
follows that F C H and H# C# G#, where H =
⋃
G∈GHG. 
Let us define another relation C on 〈S〉 by
(1.2) F C G ⇔ ∀H ∈ 〈S〉 (H C#F ⇒ H C G).
Proposition 1.14. If C is a precover relation then so is C and, for all F,G ∈ 〈S〉,
(1.3) F C G ⇒ F C G.
Proof. For (1.3), just note that if F,G,H ∈ 〈S〉 and H C# F C G then H C G, as
C is a density relation, thus showing that F C G implies F C G.
Now say F C G and p ∈ S. Then {p} ∪ H C# F implies H C# F and hence
H C G, showing that {p} ∪ F C G. Also H C# F implies H C G and hence
H C G ∪ {p}, showing that F C G ∪ {p}.
Conversely, say {p} ∪ F C G and F C G ∪ {p} and take H ∈ 〈S〉 with H C#F .
As C is a cover relation, we have I ∈ 〈〈S〉〉 with H C I# and I C# F . Then
I C G ∪ {p}, as F C G ∪ {p}. As C is a precover relation, we have J ∈ 〈〈S〉〉 with
I C J# and J C# {G∪{p}}#, i.e. for every J ∈ J either J C p or J C g, for some
g ∈ G. But if J C p then, for all I ∈ I, we see that I ∪ J C# F ∪ {p} and hence
I ∪ J C G, as {p} ∪ F C G. Thus I ∨ J = {I ∪ J : I ∈ I and J ∈ J } C G. As
H C I# # I C J#, (Auxiliarity′) yields H C J# so H C I# ∪ J# # I ∨ J C G
and (Auxiliarity′) again yields H C G, showing that F C G.
So C is a density relation. By definition, H C# p is the same as H C p and so
p C p, for all p ∈ S, i.e. C is also 1-reflexive. Thus C is a precover relation. 
Definition 1.15. A precover relation C is a cover relation if it is auxiliary to C.
So C is a cover relation on 〈S〉 if it satisfies the following 3 conditions.
{p} ∪ F C G and F C G ∪ {p} ⇔ F C G.(Density)
∃F ∈ 〈〈S〉〉 ({F} C F and F# C# {G}#) ⇐ F C G.(C#-Interpolation)
{F} C F and F# C {G} ⇒ F C G.(C-Auxiliarity)
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In the next section we will show that all cover relations have a topological repre-
sentation. But before moving on, we again provide a number of natural examples.
1.3. More Examples. First we recall some notation and terminology from [GL13].
On any topological space X we denote the compact containment relation by ⋐, i.e.
Y ⋐ Z ⇔ ∀C ⊆ O(X) (Z ⊆
⋃
C ⇒ ∃F ∈ 〈C〉 (Y ⊆
⋃
F )).
So Y is compactly contained in Z if any open cover of Z has a finite subcover of Y
(e.g. if X is compact Hausdorff then Y ⋐ Z iff cl(Y ) ⊆ Z).
We call a topological space X core compact if
(Core Compact) x ∈ p ∈ O(X) ⇒ ∃q ∈ O(X) (x ∈ q ⋐ p).
Equivalently, X is core compact iff p =
⋃
{q ∈ O(X) : q ⋐ p}, for all p ∈ O(X).
Again following [GL13], we call X core coherent if, for all p, q, r ∈ O(X),
(Core Coherent) p ⋐ q, r ⇒ p ⋐ q ∩ r.
A space is stably locally compact if it is core compact, core coherent and sober,
meaning each irreducible closed set C has a unique dense point x, i.e. C = cl{x}.
Equivalently, by [GHK+03, §VI-6], X is stably locally compact if it is core compact
and ultrasober meaning that any ultrafilter U ⊆ P(X) with a limit has a unique
maximum limit u ∈ X , i.e. for all x ∈ X ,
Sx ⊆ U ⇔ Sx ⊆ Su,
where S ⊆ O(X) is any subbasis for X and Sx = {p ∈ S : x ∈ p}.
We say S ⊆ O(X) is ∩-round if
(∩-Round) x ∈ p ∈ S ⇒ ∃F ∈ 〈S〉 (x ∈
⋂
F ⋐ p).
Equivalently, S is ∩-round iff p =
⋃
{
⋂
F : F ∈ 〈S〉 and
⋂
F ⋐ p}, for all p ∈ S
(e.g. any subbasis of a core compact space is ∩-round). If X is core coherent then
this is the same as saying that finite intersections are point-round in that
(Point-Round) x ∈ p ∈ S ⇒ ∃q ∈ S (x ∈ q ⋐ p),
which again is equivalent to saying p =
⋃
{q ∈ S : q ⋐ p}, for all p ∈ S.
Example 1.16 (Topological Spaces). Take S ⊆ O(X) and define C = C⋐ by
(⋐-Cover) F C G ⇔
⋂
F ⋐
⋃
G.
If S is ∩-round then we claim that C is a cover relation.
First we show that C is a density relation. Certainly (Monotonicity) is satisfied.
Conversely, say p∩
⋂
F ⋐
⋃
G and
⋂
F ⋐
⋃
G∪ p. Take any open cover C of
⋃
G.
As p ∩
⋂
F ⋐
⋃
G, we have finite D ⊆ C covering p ∩
⋂
G. As
⋂
F ⋐
⋃
G ∪ p ⊆⋃
C ∪ p, we also have finite E ⊆ C such that
⋂
F ⊆
⋃
E ∪ p. Now⋂
F =
⋂
F ∩ (
⋃
E ∪ p) ⊆ (p ∩
⋃
F ) ∪
⋃
E ⊆
⋃
D ∪
⋃
E,
so D ∪ E is a finite subcover of
⋂
F , showing that
⋂
F ⋐
⋃
G, i.e. F C G.
For (C#-Interpolation), say F C G, i.e.
⋂
F ⋐
⋃
G. For each x ∈
⋃
G, we
have g ∈ G with x ∈ gx and then (∩-Round) yields Fx ∈ 〈S〉 with x ∈
⋂
Fx ⋐ gx.
Then (∩-Round) again yields Gx ∈ 〈S〉 with x ∈
⋂
Gx ⋐ f , whenever f ∈ Fx.
As
⋂
F ⋐
⋃
G, we have x1, · · · , xn with
⋂
F ⊆
⋃
k
⋂
Gxk and hence
⋂
F ⋐ F ′
whenever F ′ ∈ F#, where F = {Fx1 , · · · , Fxn}. Thus F C F
# # F C# {G}#,
showing that (C#-Interpolation) holds so C is a precover relation.
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To prove (C-Auxiliarity), we first claim that
(1.4) F C G ⇒
⋂
F ⊆
⋃
G.
To see this, say F C G and take x ∈
⋂
F . By (∩-Round), we have H ∈ 〈S〉 with
x ∈
⋂
H ⋐ f , for all f ∈ F . So H C#F and hence H C G, by the definition of C.
Thus x ∈
⋂
H ⋐
⋃
G, by the definition of C, showing that
⋂
F ⊆
⋃
G.
Now if {F} C F ′# G′ C {G} then (1.4) yields⋂
F ⊆
⋂
F ′∈F ′
⋃
F ′ ⊆
⋃
G′∈G′
⋂
G′ ⋐
⋃
G
and hence F C G. So (C-Auxiliarity) holds and hence C is a cover relation.
Incidentally, note that the converse of (1.4) only holds ifX is core coherent. Then
H C#F implies
⋂
H ⋐
⋂
F so if
⋂
F ⊆
⋃
G and H C#F then
⋂
H ⋐
⋂
F ⊆
⋃
G
and hence H C G, showing that F C G.
The next example extends Example 1.4, which is again from [BS19] (and C here
again corresponds to the ‘centred cover relation’ Ĉ in [BS19]).
Example 1.17 (Ordered Sets). Say we have a transitive relation ≺ on a set S
satifying (≺-Round). Again define a density relation D on 〈S〉 as in (⊥-Density).
For F,G ∈ 〈S〉, define
F ≺ G ⇔ ∀f ∈ F ∃g ∈ G (f ≺ g).(1.5)
F C G ⇔ ∃H ∈ 〈S〉 (F D H ≺ G),(1.6)
We claim that C is a cover relation as long as ≺ also satisfies
(C-Interpolation) p ≺ q ⇒ ∃F ∈ 〈S〉 (p C F ≺ q).
Certainly (Monotonicity) holds. Conversely, say {p} ∪ F C G and F C G ∪ {p},
so we have H, I ∈ 〈S〉 with {p} ∪ F D H ≺ G and F D I ≺ G ∪ {p}. Letting
I ′ = G≻ ∩ I, where G≻ = {p ∈ S : ∃g ∈ G (p ≺ g)}, we see that {p} ∪ F D H ∪ I ′
and F D H ∪ I ′ ∪ {p}, as (I ′ ∪ {p})⊥ ⊆ I⊥. As D is a density relation, it follows
that F D H ∪ I ′ ≺ G, i.e. F C G, showing that C is also a density relation.
If p ≺ q then p D p ≺ q so p C q. It follows that F ≺ G implies {F}# C# {G}#.
If F C G then F D H ≺ G, for some H ∈ 〈S〉. For each h ∈ H , (C-Interpolation)
then yields Ih ∈ 〈S〉 with h C Ih ≺ G, i.e. h D Jh ≺ Ih, for some Jh ∈ 〈S〉. Letting
I =
⋃
h∈H Ih and J =
⋃
h∈H Jh, we see that F D H # {H}
# D J and hence
F D J ≺ I ≺ G so F C I ≺ G, showing that C satisfies (C#-Interpolation).
Next note that
F C G ⇒ F D G.
Indeed, if F D H ≺ G then G⊥ ⊆ H⊥ so F∧ ∩ G⊥ ⊆ F∧ ∩ H⊥ = ∅, i.e. F D G.
Then we claim that
F C G ⇒ F D G.
Indeed, f ∈ F∧ implies f C# F . So if F C G then f C G, by the definition of C,
and hence f D G, by what we just proved. Thus f /∈ G⊥, otherwise (≺-Round)
would yield f ′ ≺ f and hence f ′ ∈ f∧ ∩G⊥, contradicting f D G. This shows that
F∧ ∩G⊥ = ∅ and hence F D G.
Now if {F} C F # G C {G} then {F} D F # G D H ≺ G, where H is the union
of the H ’s witnessing G C G, and hence F D H ≺ G, by (Auxiliarity′). This shows
that C satisfies (C-Auxiliarity) and hence C is a cover relation.
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In a similar manner, we could extend Example 1.5 to ∨-semilattices that possess
an extra transitive relation ≺ that is compatible with the ∨-semilattice structure.
This would provide convenient context in which to unify the classic Shirota-De
Vries duality with the Hansoul-Poussart and Bezhanishvili-Jansana extensions of
the classic Priestley-Stone duality, as we will examine in future work.
2. Topological Representation
Our goal now is to represent abstract cover relations on topological spaces as
in Example 1.16. The points of the space will be ‘tight subsets’, which generalise
the prime filters considered in the Priestley-Stone duality. These we were originally
considered in [BS19] (see Example 1.17) based on earlier work of Exel in [Exe08].
Definition 2.1. Given C on 〈S〉, we call T ⊆ S tight if, for all G ∈ 〈S〉,
(Tight) ∃F (T ⊇ F C G) ⇔ T ∩G 6= ∅.
Note that this naturally splits into two conditions, namely
T ⊇ F C G ⇒ T ∩G 6= ∅.(Prime)
∃F (T ⊇ F C t) ⇐ t ∈ T.(Round)
In particular, (Prime) implies that F 6C ∅, for all finite F ⊆ T .
We can restate (Prime) if we extend C to infinite subsets P,Q ⊆ S by defining
P C Q ⇔ ∃F ∈ 〈P 〉 ∃G ∈ 〈Q〉 (F C G).
Thanks to (Monotonicity), this is consistent with the original C on 〈S〉. Moreover,
(Prime) is now simply saying T is not covered by its complement S \ T , i.e.
(Prime) T 6C S \ T.
In particular, the empty set is tight iff ∅ 6C S. However, even in this case, we will
only consider non-empty tight subsets as points of the spectrum (see §2.1 below).
The following result is an analog of the Birkhoff-Stone prime filter theorem.
Theorem 2.2. For any precover relation C on 〈S〉, Q ⊆ S and round R ⊆ S,
R 6C Q ⇒ ∃ tight T ⊇ R (T ∩Q = ∅).
Proof. If R is round and R 6C Q then Kuratowski-Zorn yields a maximal extension
P ⊇ Q with R 6C P . If we had p ∈ P ∩ R then the roundness of R would yield
F ∈ 〈R〉 with F C p, contradicting the definition of P . Thus P ∩ R = ∅ and we
may take T = S \ P ⊇ R.
If T were not prime, this would mean F C G, for some finite F ⊆ T and G ⊆ P .
The maximality of P would then yield finite H ⊆ R and I ⊆ P with H C I ∪ {f},
for all f ∈ F . Then Proposition 1.7 would yield R ⊇ H C I ∪ G ⊆ P , again
contradicting the definition of P . Thus T is prime.
To see that T is round, take any t ∈ T . The maximality of P yields finite
F ⊆ R and G ⊆ P with F C G ∪ {t}. By (C#-Interpolation), we have H ∈ 〈〈S〉〉
with {F} C H# and H C# {G ∪ {t}}#. It suffices to show that I ⊆ T , for
some I ∈ I = {H ∈ H : H C t}. If this were not the case then we would have
I ∈ I# with I ∩ T = ∅. Letting J = {H ∈ H : H C G}, we would then have
F C I ∪ J , for all J ∈ J#. Successive applications of Proposition 1.7 would then
yield R ⊇ F C I ∪G ⊆ P , again contradicting the definition of P , so T is tight. 
We can also shrink any prime subset slightly to make it tight.
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Proposition 2.3. If C is a precover relation on 〈S〉 and P ⊆ S is prime then
PC = {p ∈ S : ∃F ∈ 〈P 〉 (F C p)} is tight.
Proof. To see that PC is round, say 〈P 〉 ∋ F C p. Applying (C#-Interpolation)
twice, we have G,H ∈ 〈〈S〉〉 with F C G# and G C# H C p. As P is prime,
P ∩ G′ 6= ∅, for all G′ ∈ G#, and hence G ⊆ P , for some G ∈ G. Taking H ∈ H
with G C#H , it follows that PC ⊇ H C p, showing that PC is round.
To show PC is prime, say F,G ∈ 〈S〉 and PC ⊇ F C G. Again (C#-Interpolation)
yields H ∈ 〈〈S〉〉 with F C H# and H C# {G}#. As F ⊆ PC ⊆ P , it again follows
that P ∩ H ′ 6= ∅, for all H ′ ∈ H#, and hence H ⊆ P , for some H ∈ H. Then we
have g ∈ G with P ⊇ H C g so g ∈ PC, showing PC is prime and hence tight. 
2.1. The Spectrum. Say we are given a relation C on 〈S〉. For any Q ⊆ S, let
TQ = {T ⊆ S : T is tight and Q ⊆ T }.
T Q = {T ⊆ S : T is tight and Q ∩ T 6= ∅}.
The spectrum is the space T S with subbasis (Tp)p∈S , i.e. the space of all non-empty
tight subsets in the topology generated by (Tp)p∈S .
Theorem 2.4. If C is a precover relation then T S is stably locally compact and
F C G ⇒ TF ⋐ T
G.(2.1)
F C G ⇒ TF ⊆ T
G.(2.2)
If C is a cover relation then the converses ⇐ also hold.
Proof. First we show T S is ultrasober. For any ultrafilter U ⊆ P(T S), we claim
P =
⋃
U∈U
⋂
U
is prime. To see this, say 〈P 〉 ∋ F C G. For each f ∈ F , we have Uf ∈ U with
f ∈
⋂
Uf , i.e. f ∈ T , for all T ∈ Uf . As U is a filter, U =
⋂
f∈F Uf ∈ U and
F ⊆
⋂
U, i.e. F ⊆ T , for all T ∈ Y . As each T ∈ U is prime, it follows that
T ∩G 6= ∅ and hence U =
⋃
g∈G Ug, where Ug = U∩Tg = {T ∈ U : g ∈ T }. As U is
an ultrafilter, we have g ∈ G with Ug ∈ U and hence g ∈
⋂
Ug ⊆ P , showing that
P is prime. Thus PC = {p ∈ S : ∃F ∈ 〈P 〉 (F C p)} is tight, by Proposition 2.3.
Note that T ∈ T S is a limit of U iff, for all t ∈ T , we have U ∈ U such that
U ⊆ Tt, i.e. t ∈
⋂
U. In other words, U → T iff T ⊆
⋃
U∈U
⋂
U = P . But as each
T ∈ T S is round, this is equivalent to T ⊆ PC. So if U has at least one limit in
T S then PC 6= ∅ is the unique maximum limit, showing that T S is ultrasober.
Next we claim that, for all F ∈ 〈S〉, G ∈ 〈〈S〉〉 and Q ⊆ S,
(2.3) {F} C G and F 6C Q ⇒
⋂
G∈G
T G * T Q.
By (C#-Interpolation′), we have (Hn) ⊆ 〈〈S〉〉 such that, for all n ∈ N,
{F} C H#n and Hn+1 C
# Hn C
# G#.
For each n ∈ N, note H′n = {H ∈ Hn : H 6C Q} 6= ∅ – otherwise F C H
#
n # Hn C Q
and hence F C Q, by (Auxiliarity′), a contradiction. Thus we can view (H′n)
as an infinite tree of finite subsets and then Ko¨nig’s lemma yields Hn ∈ H′n and
H0 ∈ G# with Hn+1 C#Hn, for all n ≥ 0. Then we get round R =
⋃
n≥0Hn with
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R 6C Q. Theorem 2.2 then yields tight T ⊇ R with T ∩ Q = ∅, which means that
T ∈ TH0 \ T
Q ⊆
⋂
G∈G T
G \ T Q and hence
⋂
G∈G T
G * T Q, proving the claim.
We further claim that this yields
(2.4) F C G ⇒ TF ⋐
⋂
G∈G
T G.
To see this, say F C G. To show TF ⋐
⋂
G∈G T
G, it suffices to show that every
subbasic cover of
⋂
G∈G T
G has a finite subcover of TF (see [GL13, Exercise 5.2.11]).
Put another way, it suffices to show that if a subbasic family has no finite subset
covering TF then the whole family can not cover
⋂
G∈G T
G. Accordingly, take a
subbasic family (Tq)q∈Q, such that TF * T H , for all finite H ⊆ Q. Then F 6C Q, as
F C Q would imply F C H , for some H ∈ 〈Q〉, and hence TF ⊆ T H , by (Prime), a
contradiction. Thus
⋂
G∈G T
G * T Q, by (2.3), as required.
If T ∈ TF then, as T is round, we have G ∈ 〈T 〉 with G C# F and hence
T ∈ TG ⋐ TF , by (2.4). This shows that T S is core compact and hence stably
locally compact, as we already showed that T S is ultrasober. From (2.4), we also
immediately get (2.1). For (2.2), say F C G and T ∈ TF , i.e. F ⊆ T . As T is
round, we have H ∈ 〈T 〉 with H C# F so H C G and hence T ∩ G 6= ∅, as T is
prime, i.e. T ∈ T G, proving TF ⊆ T G.
For the converse of (2.1), assume C is a cover relation. Say F 6C G and let
Q = {H ∈ 〈S〉 : ∃g ∈ G (H C g)}.
As each T ∈ T G is round, (TH)H∈Q covers T G. On the other hand, for any finite
H ⊆ Q, we must have finite I C# F with I 6C J , for some J ∈ H# – otherwise
F C H## H C# {G}#, by the definition of C, and hence F C G, by (C-Auxiliarity),
a contradiction. By (2.3), TF * T J ⊇
⋃
H∈H TH . In other words, (TH)H∈Q has
no finite subcover of TF , showing that TF 6⋐ T G. This proves the converse of (2.1)
and the converse of (2.2) now follows from the comments after (1.4). 
So we can represent any cover relation C as the compact cover relation C⋐ on
some stably locally compact space. The only slight issue is that we could have
Tp = Tq for distinct p and q, although we can avoid this by further requiring C to
be antisymmetric on singletons, i.e.
(1-Antisymmetry) p C q and q C p ⇒ p = q.
2.2. Recovery. On the other hand, all stably locally compact spaces arise via
Theorem 2.4. This follows from the next result, which says that any stably lo-
cally compact space can be recovered from the spectrum of any subbasis under the
relation C⋐. We can even say something about more general core compact spaces.
First we denote the specialisation preorder on X by →, i.e. for any subbasis S,
x→ y ⇔ ∀p ∈ S (y ∈ p ⇒ x ∈ p).
So x → y iff x converges to y in the topology generated by S, viewing x as a
singleton net or a constant sequence. Further denote the saturation of Y ⊆ X by
sat(Y ) = Y← = {x ∈ X : ∃y ∈ Y (x→ y)} =
⋂
{O ∈ O(X) : Y ⊆ O}.
We let X denote the patch space of X , i.e. X with the topology generated by
open sets and complements of compact saturated sets. We call D ⊆ X very dense
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if D is dense in both the patch topology and Alexandroff topology w.r.t. → (where
closed=saturated), i.e. X is both the patch-closure and saturation of D,
(Very Dense) X = sat(D) = cl(D).
We also adopt the convention that a subbasis must cover the space.
Theorem 2.5. If S is a subbasis of T0 core compact X and C = C⋐ as in (⋐-Cover),
x 7→ Sx = {p ∈ S : x ∈ p}
is a homeomorphism from X onto a very dense subspace of T S . It is surjective if
and only if X is also core coherent and sober (and hence stably locally compact).
Proof. If x ∈
⋂
F ⋐
⋃
G then certainly Sx ∩G 6= ∅. Conversely, if x ∈ g ∈ G ∈ 〈S〉
then core compactness yields F ∈ 〈S〉 with x ∈
⋂
F ⋐ g and hence F ⊆ Sx. This
shows that Sx is tight so x 7→ Sx is indeed a map from X to T S . As X is T0 and
S is a subbasis of X , the map is injective. As (Tp)p∈S is a subbasis of T S and
x ∈ p ⇔ p ∈ Sx ⇔ Sx ∈ Tp,
for all p ∈ S, the map is also a homeomorphism onto its range.
To see that (Sx)x∈X is patch-dense in T S , say we have open O and compact
saturated C in T S such that O \ C 6= ∅. Taking T ∈ O \ C, we must have
F,G ∈ 〈S〉 with T ∈ TF ⊆ O and T /∈ T G ⊇ C, as C is compact saturated. As
F ⊆ T , G ∩ T = ∅ and T is tight, it follows that F 6C G, i.e.
⋂
F 6⋐
⋃
G. As T S
is core compact, we have H ∈ 〈〈S〉〉 with C ⊆
⋃
H∈H TH ⋐ T
G and hence H C G,
i.e.
⋃
H∈H
⋂
H ⋐
⋃
G. This means
⋂
F *
⋃
H∈H
⋂
H , as
⋂
F 6⋐
⋃
G, so we
have x ∈
⋂
F \
⋃
H∈H
⋂
H and hence Sx ∈ TF \
⋃
H∈H TH ⊆ O \ C, showing that
(Sx)x∈X is patch-dense in T S .
To see that T S is the saturation of (Sx)x∈X , take T ∈ T S . If we hadX =
⋃
(S\T )
then, taking any s, t ∈ T with s ⋐ t, we would have s ⋐
⋃
F , for some finite
F ⊆ S \ T , contradicting the tightness of T . Taking x ∈ X \
⋃
(S \ T ) we see that
Sx ⊆ T and hence T → Sx, as required. Thus (Sx)x∈X is very dense in T
S .
If (Sx)x∈X is the entirety of T S then X is homeomorphic to T S , which is stably
locally compact, by Theorem 2.4. Conversely, say X is stably locally compact and
take T ∈ T S . We claim that C = X \
⋃
(S \ T ) is irreducible. This amounts to
showing that, for all finite F in the subbasis,
⋂
F intersects C whenever each f ∈ F
intersects C. As C = X \
⋃
(S \ T ), the only p ∈ S intersecting C are the elements
of T , i.e. it suffices to show that
⋂
F ∩ C 6= ∅, for all finite F ⊆ T . To see this,
note that F ∩ C = ∅ would mean F ⊆
⋃
S \ T . As T is round, we would then
have finite G ⊆ T with G ⋐ f , for all f ∈ F . As X is core coherent, this means⋂
G ⋐
⋂
F . By core compactness, we can take D with
⋂
G ⋐ D ⋐
⋂
F ⊆
⋃
S \ T
and then get finite H ⊆ S \T with
⋂
G ⋐ D ⊆
⋃
H and hence T ⊇ G C H ⊆ S \T ,
contradicting the tightness of T .
Thus C is irreducible and hence C = cl{x}, for some x ∈ X , as X is also sober.
If we had t ∈ T \Sx, it would follow that t∩C = ∅ and hence t ⊆
⋃
(S \T ), but this
would contradict the tightness of T as above. Thus we must have T ⊆ Sx, while
Sx ⊆ T is immediate from the fact that x /∈
⋃
(S \ T ). Thus T = Sx, showing that
the map x 7→ Sx is surjective. 
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Call a set S with a cover relation a cover-set. Let
Cov = {S : S is a cover-set}.
ACov = {S : S is a cover-set satsifying (1-Antisymmetry)}.
Sub = {S : S is a subbasis of a core compact T0 space}.
SSub = {S : S is a subbasis of a stably locally compact space}.
We can summarise our results as follows
Theorem 2.6. ACov is dual to SSub.
More precisely, Sub ⊆ ACov, as seen in Example 1.16, and the underlying space
of any S ∈ SSub can be recovered via the spectrum, by Theorem 2.5. Conversely,
any S ∈ ACov can be faithfully represented as (Tp)p∈S ∈ SSub, by Theorem 2.4.
The duality between ACov and SSub extends the classic Stone duality be-
tween between distributive lattices (considered as cover sets via (
∧
-
∨
-Density))
and compact open lattice bases of sober spaces. For the corresponding Priestley
duality extension, we consider patch topologies and ‘pseudosubbases’.
Definition 2.7. We call S ⊆ O(X) a pseudosubbasis of X if S is ∩-round and
(T0) x, y ∈ X ⇒ ∃p ∈ S (|p ∩ {x, y}| = 1).
Let
PSub = {S : S is a pseudosubbasis of a locally compact Hausdorff space}.
In [BS19], we showed that PSub is the same as SSub. Specifically, any S ∈ PSub
generates a stably locally compact topology whose patch topology recovers the
original Hausdorff topology. Conversely, any S ∈ SSub is still a pseudosubbasis in
the finer patch topology. We can thus rephrase Theorem 2.6 as
Theorem 2.8. ACov is dual to PSub.
As any pseudosubbasis induces a closed partial order, namely the specialisation
preorder w.r.t. the topology it generates, pseudosubbases can always be viewed as
up-subbases, i.e. subbases for the up-sets in the corresponding pospace. Thus the
duality between ACov and PSub extends the classic Priestley duality between
distributive lattices and compact open lattice up-bases of Hausdorff pospaces.
We can also prove the Priestley analog of Theorem 2.5 more directly.
Theorem 2.9. If X is Hausdorff, S is a pseudosubbasis for X and C = C⋐ as in
(⋐-Cover) then we have homeomorphism from X onto T S

given by
x 7→ Sx = {p ∈ S : x ∈ p}.
Proof. First note that we can essentially repeat the first part of the proof of
Theorem 2.5. Specifically, if x ∈
⋂
F ⋐
⋃
G then certainly Sx∩G 6= ∅. Conversely,
if x ∈ g ∈ G ∈ 〈S〉 then, as S is ∩-round, we have F ∈ 〈S〉 with x ∈
⋂
F ⋐ g and
hence F ⊆ Sx. This shows that Sx is tight so x 7→ Sx is indeed a map from X to
T S . As S is T0, the map is injective.
To see that it is also surjective, take any tight T ⊆ S. As T is round and X is
Hausdorff,
⋂
T =
⋂
t∈T cl(t). Also note that
⋂
F \
⋃
G 6= ∅ for any finite F ⊆ T
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and G ⊆ S \ T – otherwise
⋂
F ⊆
⋃
G and the roundness of T would yield finite
H ⊆ T with
⋂
H ⋐
⋂
F ⊆
⋃
G, i.e. F C G, contradicting the tightness of T . Thus⋂
T \
⋃
(S \ T ) =
⋂
t∈T
cl(t) ∩
⋂
p/∈T
X \ p
is an intersection of compact sets with the finite intersection property and is thus
non-empty. Taking x ∈
⋂
T \
⋃
(S \ T ), we immediately see that Sx = T .
As before, x 7→ Sx is continuous w.r.t. the topology generated by (Tp)p∈S . To see
that it is also continuous w.r.t. the patch topology, say Sx /∈ C, for some compact
saturated C ⊆ T S . This means we have finite G ⊆ S with Sx /∈ T G ⊇ C. As T S
is core compact, we have H ∈ 〈〈S〉〉 with C ⊆
⋃
H∈H TH ⋐ T
G. This means H C G
and hence
⋃
H∈H
⋂
H ⋐
⋃
G 6∋ x. Then X \ cl(
⋃
H∈H
⋂
H) is a neighbourhood of
x whose image under x 7→ Sx is disjoint from C, thus verifying patch-continuity.
To show the inverse is also continuous, it suffices to show that, whenever we
have x ∈ O ∈ O(X), we can find finite F ⊆ S and compact S-saturated C with
x ∈
⋂
F \ C ⊆ O. To see this, note that x← =
⋂
{p ∈ S : x ∈ p} =
⋂
p∈Sx
cl(p),
as S is ∩-round, so x← \O is compact. For every y ∈ x← \ O, we must have some
p ∈ S with y ∈ p 6∋ x, as S is T0. By compactness, we get finite G ⊆ S with
x /∈
⋃
G ⊇ x← \O. We can then further take N ∈ O(X) with x← \O ⊆ N ⋐
⋃
G
so C = cl(N)← is a compact subset of
⋃
G and, in particular, avoids x. Now⋂
p∈Sx
cl(p)∩(X\O)∩(X\N) = (x←\O)\N = ∅ so, as an intersection of closed sets
with at least one compact set, we must have finite F ⊆ Sx with
⋂
F \ (O ∪N) = ∅
and hence x ∈
⋂
F \ C ⊆
⋂
F \ N ⊆ O. This shows that the inverse is also
continuous so x 7→ Sx is a homeomorphism from X onto T S . 
2.3. Stabilisation. Even for a core compact T0 space X , Theorem 2.5 still yields
a stabilisation of X , i.e. a stably locally compact space X ′ containing X as a very
dense subspace. In fact, we can show that T S above is the minimal stabilisation
w.r.t. proximal φ : Y → X , meaning that φ is continuous and, for all O,N ∈ O(X),
(Proximal Map) O ⋐ N ⇒ φ−1[O] ⋐ φ−1[N ].
Note that, for locally compact sober spaces, proximal just means proper, i.e. preim-
ages of compact saturated sets are again compact (see [GHK+03, Lemma V-5.19]).
Theorem 2.10. If X is core compact T0 with subbasis S and Y
′ is a stabilisation
of Y , any proximal φ : Y → X has a unique proximal extension φ′ : Y ′ → T S, i.e.
φ′(y) = Sφ(y), for all y ∈ Y.
Proof. Let S′ = O(Y ′). For each y′ ∈ Y ′, define
φ′(y′) = {p ∈ S : ∃p′ ∈ S′ (y′ ∈ p′ and φ[p′ ∩ Y ] ⋐ p)}.
First we claim φ′(y) = Sy, for all y ∈ Y . Indeed, if p ∈ φ′(y) then we have p′ ∈ S′
with y ∈ p′ and φ[p′∩Y ] ⋐ p so, in particular, φ(y) ∈ p. Conversely, if φ(y) ∈ p ∈ S
then core compactness yields O ∈ O(X) with φ(y) ∈ O ⋐ p. As φ is continuous,
φ−1[O] is open in Y so we have p′ ∈ S′ with p′ ∩ Y = φ−1[O]. It follows that
y ∈ p′ ∩Y and φ[p′ ∩Y ] ⊆ O ⋐ p and hence p ∈ φ′(y). This shows that φ′(y) = Sy.
Next we claim φ′(y′) ∈ T S . First, say F ∈ 〈φ(y′)〉, G ∈ 〈S〉 and
⋂
F ⋐
⋃
G.
This means, for each f ∈ F , we have f ′ ∈ S′ with y′ ∈ f ′ and φ[f ′∩Y ] ⋐ f . Setting
p′ =
⋂
F ′ ∈ S′ and O =
⋂
F ∈ O(X), it follows that y′ ∈ p′ and φ[p′ ∩ Y ] ⊆ O ⋐⋃
G. Note that p′ ∩Y 6= ∅, as Y is (patch-)dense in Y ′, so O 6= ∅ and hence G 6= ∅.
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Now take H ∈ 〈〈S〉〉 with O ⋐
⋃
H∈H
⋂
H and H C# {G}, i.e. for all H ∈
H, we have g ∈ G with
⋂
H ⋐ g. For every H ∈ H#, O ⋐
⋃
H and hence
p′ ∩ Y ⊆ φ−1[O] ⋐ φ−1[
⋃
H ], as φ is proximal. For each h ∈ H , φ−1[h] open
in Y , as φ is continuous, so we have h′ ∈ S′ with h′ ∩ Y = φ−1[h] and hence
p′ ∩ Y ⋐
⋃
H ′, where H ′ = {h′ : h ∈ H}. As Y is patch-dense in Y ′, it follows
that y′ ∈ p′ ⊆ cl(p
′ ∩ Y ) ⊆
⋃
H ′, so we must have h′ ∈ H ′ with y′ ∈ h′ and
φ[h′ ∩ Y ] = φ[φ−1[h]] ⊆ h. As this holds for all H ∈ H#, we must have H ∈ H
such that, for every h ∈ H , we have h′ ∈ S′ with y′ ∈ h′ and φ[h′ ∩Y ] ⊆ h. Setting
q′ =
⋂
h∈H h
′ ∈ S′, we see that y ∈ q′ and φ[q′ ∩ Y ] ⊆
⋂
H ⋐ g, for some g ∈ G,
i.e. g ∈ φ(y′). This shows φ(y′) is prime.
Now say p ∈ φ(y′), so we have p′ ∈ S′ with y′ ∈ p′ and φ[p′ ∩ Y ] ⋐ p. As X is
core compact, we have F ∈ 〈〈S〉〉 with φ[p′ ∩ Y ] ⋐
⋃
F∈F
⋂
F ⋐ p. The argument
above then shows that F ⊆ φ(y′), for some F ∈ F . As
⋂
F ⋐ p, this shows that
φ(y′) is round and hence tight. As Y ′ = Y←, we have y ∈ Y with y′ → y and hence
φ′(y′) ⊇ φ′(y) = Sφ(y) 6= ∅. Thus φ(y
′) 6= ∅ and hence φ(y′) ∈ T S .
For continuity just note that if φ′(y′) ∈ Tp, i.e. p ∈ φ′(y′), then we have p′ ∈ S′
with y′ ∈ p′ and φ[p′ ∩ Y ] ⋐ p and hence p′ ⊆ φ−1[p]. Next note that it suffices
to verify proximality on a basis. Accordingly, say TF ⋐ TG, i.e.
⋂
F ⋐ g, for
all g ∈ G. As φ is proximal, φ−1[
⋂
F ] ⋐ φ−1[g] ⊆ φ′−1[g] and, again by patch-
density, φ′−1[
⋂
F ] ⊆ clφ
−1[
⋂
F ] ⋐ φ′−1[g]. As Y ′ is core coherent, it follows
that φ′−1[
⋂
F ] ⋐
⋂
g∈G φ
′−1[g] = φ′−1[
⋂
G], showing that φ′ is proximal. Finally
note that there can be no other proximal extension, as proximal maps between
stably compact spaces are proper and hence patch-continuous, which means they
are uniquely defined by their values on any patch-dense subspace. 
It follows that T S is the unique minimal stabilisation of X , up to homeomor-
phism (and, in particular, does not depend on the chosen subbasis S). Indeed, if
X ′ is another stabilisation that is minimal (in that it is universal for proximal maps
as above) then we would have proximal maps from X ′ to T S and vice versa which
reduce to the identity on X and are thus homeomorphisms.
Example 2.11. Let X = Z ∪ {ω, ω′} with the subbasis
S = {{n} : n ∈ Z} ∪ {X \ {x} : x ∈ X}.
So X is the ‘two-point compactification’ of N, which is compact, locally compact,
locally Hausdorff (in particular, sober) but not stable, as X \ {ω} and X \ {ω′} are
compact open sets with non-compact intersection N = X \ {ω}∩X \ {ω′}. One can
check that the spectrum T S consists of the points Sx coming from x ∈ X together
with one additional tight subset, namely
T = Sω ∪ Sω′ = {X \ {x} : x ∈ X},
which is just enough to make the resulting space stably locally compact.
For an alternative ‘two-point stabilisation’ of X , we can consider the larger space
X ′ = X ∪ {+∞,−∞} with the subbasis
S′ = {{n} : n ∈ Z} ∪ {X ′ \ {x} : x ∈ X} ∪ {Z+ ∪ {+∞}} ∪ {Z− ∪ {−∞}}.
By Theorem 2.10, we have a unique proximal map φ′ : X ′ → T S with φ′(x) = Sx,
for all x ∈ X . One can check that φ′ maps both +∞ and −∞ to T = Sω ∪ Sω′ .
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3. Functoriality
Now we want to show that the duality in Theorem 2.6 can be made functorial
w.r.t. appropriate morphisms. First say S ⊆ P(X), S′ ⊆ P(X ′) and φ is a partial
function from X to X ′, i.e. a function defined on dom(φ) ⊆ X with ran(φ) ⊆ X ′.
We call φ (S-S′-)continuous if, for all x ∈ dom(φ),
φ(x) ∈ p′ ∈ S′ ⇒ ∃F ∈ 〈S〉 (x ∈
⋂
F ⊆ φ−1[p′])
So these are precisely the functions from open subsets ofX toX ′ that are continuous
in the usual sense with respect to the topologies generated by S and S′.
Composing partial functions as usual wherever they are defined, we immediately
verify that ψ ◦ φ is continuous whenever both φ and ψ are. Thus we can consider
Sub as a category with continuous partial maps as morphisms, i.e. with hom-sets
Sub(S, S′) = {φ : φ is an S-S′-continuous partial function}.
Note each φ ∈ Sub(S, S′) yields a relation ⊏φ ⊆ 〈S〉 × 〈S′〉 given by
F ⊏φ F
′ ⇔
⋂
F ⋐ φ−1[
⋃
F ′].
To get appropriate morphisms for Cov, our goal is to axiomatise such relations.
As before, we can extend any ⊏ ⊆ 〈S〉 × 〈S′〉 to P(〈S〉)× P(〈S′〉) by
Q ⊏ Q′ ⇔ ∀F ∈ Q ∀F ′ ∈ Q′ (F ⊏ F ′).
We also define ⊏# ⊆ 〈S〉 × 〈S′〉 as before by
F ⊏#F ′ ⇔ {F} ⊏ {F ′}# ⇔ ∀f ′ ∈ F ′ (F ⊏ f ′).
Yet again, we can extend this to P(〈S〉)× P(〈S′〉) by defining
Q ⊏#Q′ ⇔ ∀F ∈ Q ∃F ′ ∈ Q′ (F ⊏#F ′).
Definition 3.1. If S, S′ ∈ Cov and ⊏ ⊆ 〈S〉 × 〈S′〉 satisfies
F ⊏ F ′ ⇔ ∃G ∈ 〈〈S〉〉 ({F} C G and G# ⊏# {F ′}#)(3.1)
⇔ ∃G′ ∈ 〈〈S′〉〉 ({F} ⊏ G′ and G′# C {F ′}),(3.2)
for all F ∈ 〈S〉 and F ′ ∈ 〈S′〉, then we call ⊏ a cover morphism.
Remark 3.2. By (3.1), a cover morphism ⊏ ⊆ 〈S〉×〈S′〉 is completely determined
by its restriction to 〈S〉 × S′, i.e. with singletons on the right side.
First we point out some basic properties of cover morphisms.
Proposition 3.3. If ⊏ is a cover morphism, F,G ∈ 〈S〉 and F ′, G′ ∈ 〈S′〉,
F ⊏ F ′ ⇐ F ⊇ G ⊏ G′ ⊆ F ′.(3.3)
If ⊏ is a cover morphism, F ,G,H ∈ 〈〈S〉〉 and F ′,G′,H′ ∈ 〈〈S′〉〉 then
F ⊏ F ′ ⇒ ∃G ∈ 〈〈S〉〉 (F C G and G# ⊏#F ′#).(3.4)
F ⊏ F ′ ⇒ ∃G′ ∈ 〈〈S′〉〉 (F ⊏ G′ and G′# C#F ′#).(3.5)
F ⊏ F ′ ⇐ F C G# H ⊏ F ′.(3.6)
F ⊏ F ′ ⇐ F ⊏ G′# H′ C F ′.(3.7)
Proof.
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(3.3) If F ⊇ G ⊏ G′ then the⇒ part of (3.1) yields H ∈ 〈〈S〉〉 such that {G} C H
and H# ⊏# {G′}#. By (Monotonicity), {F} C H and hence F ⊏ G′, by
the ⇐ part of (3.1). If G ⊏ G′ ⊆ F ′ then one can show that G ⊏ F ′ in
essentially the same way.
(3.4) If F ⊏ F ′ then, for all F ∈ F and F ′ ∈ F ′, (3.1) yields GF,F ′ ∈ 〈〈S〉〉 with
{F} C GF,F ′ and G
#
F,F ′ ⊏
# {F ′}#. Setting G =
⋃
F∈F ,F ′∈F ′ GF,F ′ , we see
that F C G and G# ⊏# F ′#.
(3.5) First we claim that the ⇒ part of (3.2) can be strengthened to
F ⊏ F ′ ⇒ ∃G′ ∈ 〈〈S′〉〉 ({F} ⊏ G′ and G′# C# {F ′}#).
Indeed, if F ⊏ F ′ then (3.2) yields G′ ∈ 〈〈S′〉〉 with {F} ⊏ G′ and G′# C
{F ′}. Then (C#-Interpolation′) yields H′ ∈ 〈〈S′〉〉 such that G′# C H′ and
H′# C# {F ′}#. Then (3.2) again yields {F} ⊏ H′, verifying the claim.
This then extends to F ∈ 〈〈S〉〉 and F ′ ∈ 〈〈S′〉〉 as in (3.4).
(3.6) If F C G# H ⊏ F ′ then (3.4) yields I ∈ 〈〈S〉〉 with H C I and I# ⊏# F ′#.
Then F C I, by (Auxiliarity′), and hence F ⊏ F ′, by (3.1).
(3.7) Essentially the same proof as for (3.6). 
We define the composition of ⊏ ⊆ 〈S〉 × 〈S′〉 and ⊏′ ⊆ 〈S′〉 × 〈S′′〉 by
F ⊏ ◦ ⊏′ F ′′ ⇔ ∃F ′ ∈ 〈〈S′〉〉 ({F} ⊏ F ′ and F ′# ⊏′ {F ′′}).
Proposition 3.4. If ⊏ ⊆ 〈S〉 × 〈S′〉 and ⊏′ ⊆ 〈S′〉 × 〈S′′〉 are cover morphisms
then, for all F ∈ 〈〈S〉〉 and F ′′ ∈ 〈〈S′′〉〉,
F ⊏ ◦ ⊏′ F ′′ ⇔ ∃G′,H′ ∈ 〈〈S′〉〉 (F ⊏ G′# H′ ⊏′ F ′′).
Proof. The ⇒ part is proved like in (3.4). Conversely, if F ⊏ G′ # H′ ⊏′ F ′′ then
(3.5) for ⊏ yields F ′ ∈ 〈〈S〉〉 with F ⊏ F ′ and F ′# C# G′#. Then F ′# C# H′ so
F ′# C H′# and hence F ⊏ H′#, by (3.7), so H′# witnesses F ⊏ ◦ ⊏′ F ′′. 
Proposition 3.5. The cover sets Cov form a category with cover morphisms.
Proof. If ⊏ ⊆ 〈S〉 × 〈S′〉 and ⊏′ ⊆ 〈S′〉 × 〈S′′〉 are cover morphisms then so is
their composition ⊏ ◦ ⊏′, as (3.1) and (3.2) for ⊏ ◦ ⊏′ follow from (3.1) for ⊏ an
(3.2) for and ⊏′. Also, composition is associative as both F (⊏ ◦ ⊏′) ◦ ⊏′′ F ′′′
and F ⊏ ◦ (⊏′ ◦ ⊏′′) F ′′′ (for another cover morphism ⊏′′ ⊆ 〈S′′〉 × 〈S′′′〉) are
equivalent to having F ′ ∈ 〈〈S′〉〉 and F ′′ ∈ 〈〈S′′〉〉 with
{F} ⊏ F ′, F ′# ⊏′ F ′′ and F ′′# ⊏′′ {F ′′′}.
Moreover, any cover relation C on 〈S〉 is itself a cover morphism, by (Auxiliarity′)
and (C#-Interpolation), and any cover morphism ⊏ ⊆ 〈S〉 × 〈S′〉 satisfies C ◦ ⊏ =
⊏ = ⊏ ◦ C, by (3.1) and (3.2), i.e. cover relations are identities in Cov. 
Note that the way we have defined composition means that, somewhat counter-
intuitively, a cover morphism ⊏ ⊆ 〈S〉 × 〈S′〉 has source S′ and target S, i.e. ⊏ is
morphism ‘from S′ to S’. Accordingly, the hom-sets in Cov will be denoted by
Cov(S′, S) = {⊏ ⊆ 〈S〉 × 〈S′〉 : ⊏ is a cover morphism}.
We consider SSub as a full subcategory of Sub.
Theorem 3.6. We have a contravariant functor Ab : SSub→ Cov given by
Ab(S) = (S,C⋐) and Ab(φ) = ⊏φ .
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Proof. We already saw in Example 1.16 that (S,C⋐) ∈ Cov whenever S ∈ Sub.
Next, given φ ∈ SSub(S, S′), we must show that ⊏φ ∈ Cov(S′, S).
If {F} C G and G# ⊏#φ {F
′}# or even G# ⊏φ {F ′} then⋂
F ⊆
⋂
G∈G
⋃
G =
⋃
G∈G#
⋂
G ⋐ φ−1[
⋃
F ′]
and so F ⊏φ F
′. Conversely, if F ⊏φ F
′ then, as S is a subbasis of a core compact
space X , we can cover φ−1[
⋃
F ′] with sets
⋂
HG where
⋂
HG ⋐
⋂
G ⋐ φ−1[f ′],
for some f ′ ∈ F ′, and G,HG ∈ 〈S〉. We then have a finite subcover of
⋂
F , i.e. we
have G ∈ 〈〈S〉〉 such that⋂
F ⊆
⋃
G∈G
⋂
HG ⋐
⋃
G∈G
⋂
G =
⋂
G∈G#
⋃
G,
and, for all G ∈ G, we have f ′ ∈ F ′ with
⋂
G ⋐ φ−1[f ′]. This means that {F} C G#
and G ⊏#φ {F
′}#, showing that ⊏φ satisfies (3.1).
On the other hand, if {F} ⊏φ G′ and G′# C {F ′} then, by core coherence,
(3.8)
⋂
F ⋐
⋂
G′∈G′
φ−1[
⋃
G′] = φ−1[
⋃
G′∈G′#
⋂
G′] ⊆ φ−1[
⋃
F ′]
and so F ⊏φ F
′. Conversely, if F ⊏φ F
′ then, as X is core compact, we can take
open O ⊆ X with
⋂
F ⋐ O ⋐ φ−1[
⋃
F ′]. As φ is continuous and hence respects
⋐ on dom(φ), it follows that φ[O] ⋐ φ[φ−1[
⋃
F ′]] ⊆
⋃
F ′. As S′ is a subbasis of a
core compact space, as above we have G′ ∈ 〈〈S′〉〉 such that
φ[O] ⋐
⋃
G′∈G′
⋂
G′ =
⋂
G′∈G′#
⋃
G′
and, for all G′ ∈ G′, we have f ′ ∈ F ′ with
⋂
G′ ⋐ f ′, i.e. G′ C# {F ′}#. Thus⋂
F ⋐ O ⊆ φ−1[φ[O]] ⊆ φ−1[
⋂
G′∈G′#
⋃
G′] =
⋂
G′∈G′#
φ−1[
⋃
G′],
i.e. {F} ⊏ G′, showing that ⊏φ satisfies (3.2) and thus ⊏φ ∈ Cov(S
′, S).
Now we just have to show that Ab preserves composition. Accordingly, say
φ ∈ SSub(S, S′) and φ′ ∈ Sub(S′, S′′). If F ⊏φ′◦φ F ′′ then⋂
F ⋐ (φ′ ◦ φ)−1[
⋃
F ′′] = φ−1[φ′−1[
⋃
F ′′]].
Taking open O with
⋂
F ⋐ O ⋐ φ−1[φ′−1[
⋃
F ′′]], we see that φ[O] ⋐ φ′−1[
⋃
F ′′].
We then get G′ ∈ 〈〈S′〉〉 with φ[O] ⊆
⋃
G′∈G′
⋂
G′ ⋐ φ′−1[
⋃
F ′′] so {F} ⊏φ G# and
G ⊏φ′ {F ′′} and hence F ⊏φ ◦ ⊏φ′ F ′′.
Conversely, say F ⊏φ ◦ ⊏φ′ F ′′, so we have G′ ∈ 〈〈S′〉〉 such that F ⊏φ G′ and
G′# ⊏φ′ F
′′. The first expression means
⋂
F ⋐ φ−1[
⋃
G′], for all G′ ∈ G′ so
(3.9)
⋂
F ⋐
⋂
G′∈G′
φ−1[
⋃
G′] = φ−1[
⋃
G′∈G′#
⋂
G′] ⊆ φ−1[φ′−1[
⋃
F ′′]],
again by core coherence. Thus F ⊏φ′◦φ F
′′, showing that ⊏φ′◦φ = ⊏φ ◦ ⊏φ′ . 
We can extend the above functor to core compact spaces if we restrict to proximal
maps. Accordingly, let SubP denote the wide subcategory of Sub consisting of
proximal maps. The corresponding cover morphisms are ‘proper’.
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Definition 3.7. We call ⊏ ∈ Cov(S′, S) proper if, for all F ′, G′ ∈ 〈S′〉,
F ′ C G′ ⇒ ∃H ∈ 〈〈S〉〉 (H ⊏ {G′} and ∀F ⊏#F ′ ({F} C H#)).
Actually, it would suffice to consider singletonG′ = {g′} here, by (C#-Interpolation).
Let CovP denote the wide subcategory of Cov consisting of proper morphisms.
Theorem 3.8. We have a contravariant functor AbP : SubP → CovP given by
AbP(S) = (S,C⋐) and AbP(φ) = ⊏φ .
Proof. The proof is mostly the same as the proof of Theorem 3.6 except we use the
proximality of φ to obtain ⋐ in at the end rather than the start in (3.8), i.e.⋂
F ⊆
⋂
G′∈G′
φ−1[
⋃
G′] = φ−1[
⋃
G′∈G′#
⋂
G′] ⋐ φ−1[
⋃
F ′],
as well as in (3.9), i.e.⋂
F ⊆
⋂
G′∈G′
φ−1[
⋃
G′] = φ−1[
⋃
G′∈G′#
⋂
G′] ⋐ φ−1[φ′−1[
⋃
F ′′]].
The only extra thing we have to show is that⊏φ is proper whenever φ is proximal.
To see this, say F ′, G′ ∈ 〈S′〉 satisfy F ′ C G′, i.e.
⋂
F ′ ⋐
⋃
G′. As φ is proximal,
φ−1[
⋂
F ′] ⋐ φ−1[
⋃
G′] so we have H ∈ 〈〈S〉〉 with
φ−1[
⋂
F ′] ⋐
⋂
H∈H#
⋃
H =
⋃
H∈H
⋂
H ⋐ φ−1[
⋃
G′].
Thus H ⊏φ {G′} and if F ⊏
#
φ F
′ then
⋂
F ⊆ φ−1[
⋂
F ′] ⋐
⋂
H∈H#
⋃
H and hence
{F} C G#, showing that ⊏φ is proper. 
We call Ab the abstraction functor, as opposed to spatialisation or spectral func-
tor Sp we define next. First, for any ⊏ ∈ Cov(S′, S), define a function φ⊏ by
φ⊏(T ) = T
⊏ = {p′ ∈ S′ : ∃F ∈ 〈T 〉 (F ⊏ p′)},
for all T ∈ dom(φ⊏) = {T ∈ T S : T⊏ 6= ∅}.
Theorem 3.9. For any ⊏ ∈ Cov(S′, S), F ∈ 〈S〉 and F ′ ∈ 〈S′〉,
(3.10) F ⊏ F ′ ⇔ TF ⋐ φ
−1
⊏ [T
F ′ ],
Proof. Take any T ∈ T S with T⊏ 6= ∅. If p′ ∈ T⊏ then we have finite F ⊆ T with
F ⊏ p′. By (3.4) and (3.5), we have G ∈ 〈〈S〉〉 and G′ ∈ 〈〈S′〉〉 with {F} C G and
G# ⊏# G′# C {{p}}. As T is prime, T ∩G 6= ∅, for all G ∈ G, so we have G ∈ G#
with G ⊆ T . We then have G′ ∈ G′# with G ⊏# G′ and hence G′ ⊆ T⊏. As G′ C p,
this shows that T⊏ is round.
On the other hand, say F ′ ∈ 〈T⊏〉 and F ′ C G′ ∈ 〈S′〉. As T⊏ 6= ∅, we can
assume F ′ 6= ∅. Then we have F ∈ 〈T 〉 with F ⊏# F ′ C G′ and hence F ⊏ G′,
by (3.2). Then we have G ∈ 〈〈S〉〉 with {F} C G and G# ⊏# {G′}, by (3.1), and
again we must have G ∈ G# with G ⊆ T . Then we have g′ ∈ G′ with G ⊏ g′ so
g′ ∈ T⊏ ∩G′, showing that T⊏ is prime.
Note the above argument showed that if F ⊏ G′ and T ∈ TF then T⊏ ∈ T G
′
and hence TF ⊆ φ
−1
⊏ [T
G′ ]. But F ⊏ G′ and (3.1) yields G ∈ 〈〈S〉〉 with {F} C G
and G# ⊏# {G′}# and hence
TF ⋐
⋂
G∈G
T G =
⋃
G∈G#
TG ⊆ φ
−1
⊏ [T
G′ ],
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which proves the ⇒ part of (3.10).
Conversely, say TF ⋐ φ
−1
⊏ [T
F ′ ]. By the definition of φ⊏, we know that
C = {TG : G ∈ 〈S〉 and ∃H ∈ 〈S〉 (G C
#H ⊏# {F ′}#)}
covers φ−1⊏ [T
F ′ ] and hence has a finite subcover of TF . This means we must have
G,H ∈ 〈〈S〉〉 with G C#H ⊏# {F ′}# and
TF ⊆
⋃
G∈G
TG ⋐
⋃
H∈H
TH =
⋂
H∈H#
T H .
Thus {F} C H# and H ⊏# {F ′}# so F ⊏ F ′, by (3.1), proving ⇐ in (3.10). 
Theorem 3.10. We have a contravariant functor Sp : Cov→ SSub given by
Sp(S) = {Tp : p ∈ S} and Sp(⊏) = φ⊏.
Restricting to proper morphisms yields a functor SpP : CovP → SSubP.
Proof. By Theorem 2.4, {Tp : p ∈ S} ∈ Sub whenever S ∈ Cov. If ⊏ ∈ Cov(S′, S)
and φ⊏(T ) ∈ T ′p , for some p
′ ∈ S′, then we have F ∈ 〈T 〉 with F ⊏ p′ and hence
T ∈ TF ⋐ Tp′ , by (3.10). This shows that φ⊏ is continuous, i.e. φ⊏ ∈ Sub(S, S′).
Now say ⊏′ ∈ Cov(S′′, S′). If p′′ ∈ φ⊏◦⊏′(T ) then we have finite F ⊆ T with
F ⊏ ◦ ⊏′ p′′ and hence we have G′ ∈ 〈〈S′〉〉 with F ⊏ G′ and G′# ⊏′ {{p′′}}. By
(3.10), φ⊏(T ) ∈ T G
′
, for all G′ ∈ G′, and hence we haveG′ ∈ G′# with φ⊏(T ) ∈ TG′ .
Then (3.10) again yields p ∈ φ⊏′(φ⊏(T )). Conversely, if p
′′ ∈ φ⊏′(φ⊏(T )) then we
have G′ ∈ 〈φ⊏(T )〉 with G′ ⊏′ p′′. As φ⊏(T ) 6= ∅, we may assume G′ 6= ∅ and then
we have F ∈ 〈T 〉 with F ⊏# G′ so F ⊏ ◦ ⊏′ p′′ and hence p′′ ∈ φ⊏◦⊏′(T ). This
shows that φ⊏◦⊏′(T ) = φ⊏′(φ⊏(T )) and hence φ⊏◦⊏′ = φ⊏′ ◦ φ⊏.
The definition of tightness shows that φC(T ) = T , for any T ∈ T S , where C is
the cover relation on S, i.e. φC is an identity morphism in Sub. Thus Sp is indeed
a functor from Cov to SSub.
If ⊏ ∈ CovP(S′, S) then, for all F ′, G′ ∈ 〈S′〉 with F ′ C# G′ and all g′ ∈ G′,
we have Hg′ ∈ 〈〈S〉〉 with H
#
g′ ⊏ {{g
′}} and F C Hg′ whenever F ⊏# F ′. For any
T ∈ φ−1[TF ′ ], we have finite F ⊆ T with F ⊏# F ′ and hence
φ−1[TF ′ ] ⊆
⋂
H∈Hg′
T H =
⋃
H∈H#
g′
TH ⋐ φ
−1[Tg′ ].
Letting H =
⋃
g′∈G′ Hg′ , the core coherence of T
S then yields
φ−1[TF ′ ] ⊆
⋂
H∈H
T H =
⋃
H∈H#
TH ⋐ φ
−1[TG′ ].
This verifies proximality on a basis, which suffices because T S
′
is core compact.
Thus φ⊏ ∈ SubP, i.e. restricting yields a functor SpP : CovP → SSubP. 
Proposition 3.11. We have a natural isomorphism λ : 1→ SpAb given by
λS(x) = Sx = {p ∈ S : x ∈ p}.
Proof. By (2.5), λS is an isomorphism in SSub(S, Sp(Ab(S))), for all S ∈ SSub.
We just have to show λS′ ◦ φ = Sp(Ab(φ)) ◦ λS , whenever φ ∈ SSub(S, S′), i.e.
S′φ(x) = φ⊏φ(Sx),
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for all x in the space X underlying S. But expanding definitions yields
p′ ∈ φ⊏φ(Sx) ⇔ ∃F ∈ 〈Sx〉 (F ⊏φ p
′)
⇔ ∃F ∈ 〈S〉 (x ∈
⋂
F ⋐ φ−1[p′])
⇔ φ(x) ∈ p′, as φ is continuous and X is core compact,
⇔ p′ ∈ S′φ(x). 
Proposition 3.12. We have a natural isomorphism ⊳ : 1→ AbSp given by
{Tf : f ∈ F} ⊳S G ⇔ F C G.
Proof. If S ∈ Cov, F,G,H ∈ 〈S〉 and {Tf : f ∈ F} = {Tg : g ∈ G} then
F C H ⇔ TF = TG ⋐ T
H ⇔ G C H,
by (2.1). Thus ⊳S is well-defined and ⊳S ∈ Cov(S,Ab(Sp(S))), as C is cover
relation. We also immediately see that ⊳S is an isomorphism with inverse given by
F ⊳−1S {Tg : g ∈ G} ⇔ F C G.
Now let FT = {Tf : f ∈ F} and FT = {FT : F ∈ F}. To show⊳S ◦ ⊏ = ⊏φ⊏ ◦ ⊳S′
whenever φ ∈ Cov(S′, S), again expand the definitions, i.e.
FT ⊏φ⊏ ◦ ⊳S′ F
′ ⇔ ∃G′ ∈ 〈〈S′〉〉 (FT ⊏φ⊏ G
′
T and G
′#
T ⊳S′ F
′)
⇔ ∃G′ ∈ 〈〈S′〉〉 (TF ⋐
⋂
G′∈G′
φ−1⊏ [T
G′ ] and G′# C F ′)
⇔ ∃G′ ∈ 〈〈S′〉〉 (F ⊏ G′ and G′# C F ′), by (3.10),
⇔ F ⊏ F ′
⇔ ∃G ∈ 〈〈S〉〉 (F C G and G# ⊏ F ′)
⇔ ∃G ∈ 〈〈S〉〉 (FT ⊳S G
′ and G# ⊏ F ′)
⇔ FT ⊳S ◦ ⊏ F
′. 
Theorem 3.13. We have a categorical duality between SSub and Cov as witnessed
by the functors Ab and Sp and natural isomorphisms λ and ⊳.
Proof. It only remains to verify that Abλ ◦ ⊳Ab = 1Ab and Sp⊳ ◦ λSp = 1Sp. The
first equation means that ⊏λS ◦ ⊳S = C, for all S ∈ SSub. Noting that
F ⊏λS GT ⇔
⋂
F ⋐ λ−1S [T
G] ⇔
⋂
F ⋐
⋃
G ⇔ F C G,
we do indeed see that
F ⊏λS ◦ ⊳S G ⇔ ∃H ∈ 〈〈S〉〉 (F ⊏λS HT and H
#
T ⊳S G)
⇔ ∃H ∈ 〈〈S〉〉 (F C H and H#C G)
⇔ F C G.
The second equation means that φ⊳S ◦ λST is the identity map on T
S , for all
S ∈ Cov, i.e. φ⊳S (λST (T )) = T , for all T ∈ T
S . Noting that
λST (T ) = {Tp : T ∈ Tp} = {Tp : p ∈ T },
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we do indeed see again that
p ∈ φ⊳S (λST (T )) ⇔ ∃F ∈ 〈S〉 (FT ⊳S p)
⇔ ∃F ∈ 〈S〉 (F C p)
⇔ p ∈ T. 
Restricting Sp to ACov immediately yields a duality between SSub and ACov,
giving us the functorialisation of Theorem 2.6 that we set out to achieve.
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