In large scale 3D EM inverse problems it may not be possible to directly invert a full least-squares system matrix involving model sensitivity elements. Thus iterative methods must be employed. For the inverse problem, we favor either a linear or non-linear (NL) CG scheme, depending on the application. In a NL CG scheme, the gradient of the objective function is required at each relaxation step along with a univariate line search needed to determine the optimum model update. Solution examples based on both approaches will be presented.
INTRODUCTION
Because of computational demands, inversion of frequency-domain electromagnetic data arising from complex geologic media has only beqn a dream. In fact it is only within the last few years that the ability to model complex 3D geology in a forward sense is now emerging. Since modeling complex geology is no longer a barrier, this has also opened up the ability to image it. Important applications of the new imaging technology are now arising in environmental waste characterization and resource exploration.
Within the last two years, we have developed solutions to the 3D inverse problem for frequencydomain applications ([l], [2] , [3] and [4] ), where 2.5 and 3D imaging codes have been used to reconstruct the conductivity within the subsurface. The inversion codes include an efficient finitedifference forward-modeling algorithm which is necessary to compute predicted data and model sensitivities at high discretization levels, and hence we are able to image complex geological media. In this talk, we will review our efforts in inversion employing iterative conjugate gradients methods.
THE INVERSE PROBLEM Regularized Least Squares
All least squares solutions begin by minimizing the difference between observed and predicted data, often subject to some sort of constraint needed to stabilize the inversion process. In underdetermined problems, which we consider here, stability is provided with Tikhonov regulairization, where only smoothly varying models are sought. Let's divide the earth into M cells and assign to each cell an unknown conductivity value. Further let m be a vector that describes these values, which is of length M. Wle now form an objective functional, cp, which combines the data error and model smoothness in the following fashion:
In equation (1) the terms that describe the observed and predicted data are dJobs and dJ, where the summation is over N data points. We also weight the data errors in equation (1) by the standard deviations of the observed data, E ,. This gives noisy data smaller weight when
The parameters that dictate model smoothness are the regularization matrix W, which consists of a finite dlifference approximation to the Laplacian (Y2) operator and the tradeoff parameter, h, which is used to control the amount of smoothness to be incorporated into the reconstruction. Different strategies for selecting h can be found in [ 11 and [SI.
In small scale inverse problems it may be feasible to determine the minimum of equation (1) (7) with where the weighting matrix, D, is diagonal and consists of the reciprocal of the data standard deviations. The Jacobian matrix is denoted by Ao in the above expressions and its individual elements are given from the derivation above. The fact that the Jacobian matrix and the predicted data, dm, depend on the iteration count implies that they must be re-computed after each model step.
Linear conjugate gradients can be applied directly to linear systems that are symmetric positive definite, including the least squares normal equations given by equation (7) . In a linear conjugate gradient method, all one needs is one matrix-vector multiplication per relaxation step. However, because the matrix given by this operation is [@AT @A? + W)@V)], there are several other matrix-vector multiplications to be considered. First, the matrix product of (DAOy with DAO requires two matrixvector multiplications. In addition, the regularization-matrix product with its transpose requires two more matrix-vector multiplications. Since the latter matrix-vector multiplications are easy to implement and compute, no further elaboration will be given to them here.
For the Jacobian matrix-vector multiplications, DAO and @AT, we have
and
where U is an arbitrary real vector, known as a CG search direction vector. Because the data weighting and Jacobian matrices are real (we treat real and imaginary components of the data separately), the vector y is real with dimension 2N, where N is the number of complex data points used in the inversion. The vector z is real since the model parameters are assumed to be real valued.
[I] give compact and computationally efficient forms for the two matrix-vector multiplications for dipolar source fields, which are also used to treat the matrix-vector multiplications given in equations (7) and (8), i.e. Ammm and (DAY @&I@), which are needed to initialize the CG solver at each iteration of the inversion. In addition to the forward solutions necessary to determine E for each source and frequency, the matrix-vector multiplications in equations (9) and (10) require solving a series of fonvard problems corresponding to the total number of unique data measurements locations, where
demonstrates, diffusive EM fields posseses the ability to map permeability changes in the subsurface.
Nonlinear Conjugate Gradients
We have found that the linear CG scheme discussed above is optimal when many sources are employed as in a crosswell survey. For natural source fields (magnetotelluric applications) there is, however, a better aipproach based on non-linear conjugate gradients.
To use non-linear conjugate gradients for solving Vcp =O demands that we make two subsidiary calculaitions at each iteration of the procedure. First we calculate the gradient of the objective functional in equation (1) or since = K [l], A unique measurement location comprises the interpolator vector 8, which is based on the measurement of a specific field component or data type made at the site, independent of the source. Thus the total number of forward solutions needed for each model update is given by N& + N, , where NtK and N, are the total number of sources and unique receiver positions used in the inversion at a given frequency. Note that multiple frequency data will require additional forward solutions for both the source and unique receiver positions.
To launch the inversion using the linear CG approach, we assume an initial background model and compute the predicted data for all the different sources. At the first iteration the matrix-vector multiplications needed to solve the linear least-squares system of equations are computed and equation (7) is solved using the linear CG method. We proceed to the next iteration if the data error (sum of squared errors) is above the estimated noise of the data set. If this is true the model is linearized again about the new model m, new predicted data and electric fields are computed from the updated background model, and the new model update is determined once the tradeoff parameter is specliied.
A 3D inversion scheme using linear conjugate gradients has been successfully applied to crosswell 20 lcHz electromagnetic data collected at the Richmond Field Station near Berkeley, California [2] . By comparing images of the data collected before injection of 50 000 gallons of salt water, a 3D image of the plume has been developed, which shows the location of zones of maximum permeability surrounding the injection well through which the salt water has migrated (Figure 1) . A resolution analysis has determined that the location of the plume is fairly accurate. As this example clearly where and cpm are functionals that relate to the data misfit and the model constraint. Second we minimize cp along a specified ray, that is, find the value of a that minimizes the expressions cp(m + au) for specified model parameters m and conjugate search direction U.
Consider first computing a specific element of vcpd and let us define the difference between observed and predicted data as Therefore, in general, we can then write from equation
where the interpolator vector gj' is based on the data type.
Evaluation of Vcp, leads to
It is now possible to show that the number of forward solves needed to evaluate the gradient in equation (16) is only two for each source and frequency. One solve is needed to obtain the electric fields E of a specified source and another solve is needed to compute the fields arising from the following source 
