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Abstract
The Howe dual pair (sl(2), O(m)) allows the characterization of the classical Fourier
transform (FT) on the space of rapidly decreasing functions as the exponential of a well-
chosen element of sl(2) such that the Helmholtz relations are satisfied.
In this paper we first investigate what happens when instead we consider exponentials
of elements of the universal enveloping algebra of sl(2). This leads to a complete class of
generalized Fourier transforms, that all satisfy properties similar to the classical FT. There
is moreover a finite subset of transforms which very closely resemble the FT. We obtain
operator exponential expressions for all these transforms by making extensive use of the
theory of integer-valued polynomials. We also find a plane wave decomposition of their
integral kernel and establish uncertainty principles. In important special cases we even
obtain closed formulas for the integral kernels.
In the second part of the paper, the same problem is considered for the dual pair
(osp(1|2), Spin(m)), in the context of the Dirac operator on Rm. This connects our results
with the Clifford-Fourier transform studied in previous work.
1 Introduction
The classical Fourier transform (FT) over Rm is given by
(Ff)(y) = 1
(2π)m/2
∫
Rm
ei〈x,y〉f(x) dx
and is of crucial importance in many aspects of harmonic analysis and signal processing.
Recently, various extensions of the FT have been investigated by rewriting the transform as
an operator exponential. Indeed, introducing the operators
∆x ..=
m∑
i=1
∂2xi , |x|2 ..=
m∑
i=1
x2i , Ex
..=
m∑
i=1
xi∂xi
∗
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with ∆x the Laplace operator and Ex the Euler operator, one has
F = e−iπ4 meiπ4 (−∆x+|x|2) (1.1)
which relates the transform with the representation theory of the Lie algebra sl(2) as the oper-
ators E = |x|2/2, F = −∆x/2 and H = Ex +m/2 satisfy[
H,E
]
= 2E,
[
H,F
]
= −2F, [E,F ] = H, (1.2)
see e.g. [23, 28] for a detailed mathematical treatment.
By now well-established fields of research based on this observation include the fractional
FT [39] and the family of linear canonical transforms (LCTs) [45]. Both have extensive practical
applications in the design of optical systems and signal processing.
The observation in formula (1.1) has also lead to many other theoretically oriented gener-
alizations of the FT, by considering alternative realizations of sl(2) in terms of differential or
difference operators (or combinations thereof). Once such a realization is obtained, it is pos-
sible to define a generalized FT based on formula (1.1). It is then a challenging question to
find a concrete integral transform expression for this operator. Research on this topic has a
long history: it has been investigated in both the continuous and the discrete case, and also for
more complicated algebras than sl(2), such as the superalgebra osp(1|2). Important examples
in the continuous case include the Dunkl transform [19, 2] and the radially deformed Fourier
transform [35, 36, 3, 14] as well as its Clifford deformation [16, 17]. In more complicated geome-
tries, the super Fourier transform [13] and a q-deformed version [10] have been investigated. In
the discrete case we mention the fractional Fourier-Kravchuk transform [1] and various further
deformations [32, 33]. For a more detailed review of the followed strategy and the results in this
line of investigation we refer the reader to [37, 12].
The present paper has a related yet different aim. We do not intend to change the realization
of sl(2) in formula (1.2), but instead wish to study precisely how unique the operator realization
of the FT in (1.1) is and to what extent the interplay of sl(2) and its Howe dual O(m) fixes the
FT (see [29]). We are specifically interested in determining whether any other operators portray
similar behaviour.
A crucial property of the classical FT is its interaction with differential operators. In partic-
ular, we have for j = 1, . . . ,m :
F ◦ ∂xj = −i yj ◦ F
F ◦ xj = −i ∂yj ◦ F ,
(1.3)
which uniquely determines the FT and its integral kernel up to a normalization constant. We can
relax (1.3) to a more general interaction with differential operators featuring now the elements of
the sl(2) realization that appear in the operator exponential formulation (1.1) of the FT (which
also takes into account the O(m) symmetry). Hereto, let
(Tf)(y) =
1
(2π)m/2
∫
Rm
K(x, y)f(x) dx
be an integral transform on the space of rapidly decreasing functions S(Rm) ⊂ L2(Rm); we say
that T satisfies the Helmholtz relations if
T ◦∆x = −|y|2 ◦ T
T ◦ |x|2 = −∆y ◦ T .
(1.4)
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These relations no longer have the classical FT as unique solution for the operator T . Only
when imposing the extra condition that T must be the exponential of an element of sl(2) =
span
{
∆x, |x|2,
[
∆x, |x|2
]}
do they yield as unique solution the FT (or its inverse) up to a nor-
malization constant [28, 37].
The aim of our paper is to look for generalized Fourier transforms, satisfying properties
similar to the classical FT. We do this by investigating what other solutions the Helmholtz
relations (1.4) have, where we make explicit use of the sl(2) relations in (1.2) and their O(m)
invariance. Indeed, we wish to analyse in detail what happens when considering T an operator
exponential from the universal enveloping algebra of sl(2). If we combine this with a periodicity
restriction on the eigenvalues, as is the case for the FT, we are led to an interesting finite set
of new generalized Fourier transforms that behave in a way very similar to the classical FT. In
Theorem 2.13, we establish for all transforms in this set their operator exponential formulation.
Subsequently, in Theorem 2.16, we are even able to determine explicit integral kernels for some
of these transforms, thus realizing them as integral transforms. A crucial role for reaching these
results is played by the Casimir Ω of sl(2) and the (very technical) study of integer-valued
polynomials in Ω.
In the more general context of Clifford-algebra valued functions, where the Dirac operator
takes over the role of the Laplace operator (see [20, 27]) and the Lie superalgebra osp(1|2) that
of sl(2), quite a bit of attention has already been paid to transforms consisting of a specific
operator exponential from the universal enveloping algebra of osp(1|2). Most notably, the so-
called Clifford-Fourier transform [6, 7, 15, 18] is defined as such an operator exponential.
To provide a solid motivation for the study of this transform, we will also treat the case of
Clifford analysis with the tools developed in the present paper. We again find an interesting
class of generalized, now essentially non-scalar Fourier transforms that behave similarly to the
classical FT, see Theorem 3.10 for their operator exponential formulation and Theorem 3.13 for
explicit kernels realizing them as integral transforms.
The resulting generalized FTs that we obtain in both the harmonic and Clifford case exhibit
properties and behaviour similar to the FT. To emphasise that, we will also show that they
e.g. still satisfy a version of the uncertainty principle (see e.g. [24] for a review). This is achieved
in Theorem 2.21 and Theorem 3.6.
The paper is organized as follows. We commence Section 2 by laying out the specific prop-
erties we will use as a starting point to determine generalized FTs and introducing the relevant
sl(2) and O(m) representation theory. Next, we work out the requirements for our operators
which brings us to the concept of integer-valued polynomials. These polynomials allow us to
give an explicit expression for the desired operators. For a subset of solutions which satisfy a
periodicity restriction we give a complete classification and we also obtain explicit integral ker-
nels for these transforms. Finally, we establish a generalized uncertainty principle. In Section 3
we lift our objective to the setting of Clifford analysis and apply the strategy we developed in
the previous section to obtain analogous results. In particular, we again give a complete classi-
fication of the subset of solutions which satisfy a periodicity restriction and we obtain explicit
integral kernels. Finally, in Section 4 we present some conclusions regarding our results, while
in the appendix we give an overview of main definitions and results used in the main text, as
well as some technical proofs that have been omitted from the text.
3
2 Fourier transforms in harmonic analysis
We want to look for generalized Fourier transforms, satisfying similar properties to the classical
FT. As interaction with differential operators we require the Helmholtz relations (1.4) and we
will further impose two additional important properties of the FT. In particular, we require the
eigenfunction basis of the space of rapidly decreasing functions S(Rm) ⊂ L2(Rm) to be preserved,
which will be explained in more detail shortly.
This gives our first goal, which is to determine all operators T : S(Rm)→ S(Rm) that satisfy
the following properties:
(i) the Helmholtz relations
T ◦∆x = −|y|2 ◦ T
T ◦ |x|2 = −∆y ◦ T
(ii) T φj,k,ℓ = µj,k φj,k,ℓ with µj,k ∈ C
(iii) T 4 = id
Here, the standard eigenfunction basis of S(Rm) ⊂ L2(Rm) is given by the Hermite functions
φj,k,ℓ ..= 2
jj!L
m
2
+k−1
j (|x|2)H(ℓ)k e−|x|
2/2, (2.1)
where j, k ∈ Z≥0, Lαj is a generalized Laguerre polynomial and {H(ℓ)k | ℓ = 1, ...,dim(Hk) }
is a basis for Hk, the space of spherical harmonics of degree k, i.e. homogeneous polynomial
null-solutions of the Laplace operator of degree k. This basis {φj,k,ℓ} realizes the complete
decomposition of S(Rm) in irreducible subspaces under the natural action of the dual pair
(sl(2), O(m)), see e.g. [3]. The action of the Fourier transform on the eigenfunction basis is given
by
Fφj,k,ℓ = ei
π
2
(2j+k) φj,k,ℓ = i
2j+k φj,k,ℓ. (2.2)
Another way to write the Hermite functions (see [11]) is
φj,k,ℓ =
(
−∆x
2
− |x|
2
2
+ Ex +
m
2
)j
H
(ℓ)
k e
−|x|2/2. (2.3)
Now, consider the following linear combinations of the operators E,F,H satisfying (1.2)
h = −∆x
2
+
|x|2
2
, e = −∆x
4
− |x|
2
4
+
1
2
Ex +
m
4
, f =
∆x
4
+
|x|2
4
+
1
2
Ex +
m
4
. (2.4)
This triple generates another operator realization of the Lie algebra sl(2) (see also [2, 3] for
a more general situation). Indeed, by means of (1.2) one easily verifies that they satisfy the
commutation relations
[h, e] = 2e, [h, f ] = −2f, [e, f ] = h. (2.5)
Using these operators, the Helmholtz property (i) translates to the (anti-)commutation relations
T ◦ h = h ◦ T, T ◦ e = −e ◦ T, T ◦ f = −f ◦ T. (2.6)
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Moreover, in terms of these operators we can write property (2.3) more compactly as φj,k,ℓ =(
2e
)j
φ0,k,ℓ, and the operator exponential formulation of the classical Fourier transform as
F = eiπ4 (−∆x+|x|2−m) = eiπ2 (h−m2 ). (2.7)
The action of the operators (2.4) on the basis (2.1) is as follows
hφj,k,ℓ =
(
2j + k + m2
)
φj,k,ℓ, e φj,k,ℓ =
1
2
φj+1,k,ℓ, f φj,k,ℓ = −j (2j − 2 +m+ 2k)φj−1,k,ℓ.
Note that h is a diagonal operator while e works as a raising operator on the j-index and f as
a lowering operator.
Remark 2.1. For every k ∈ Z≥0 and ℓ ∈ {1, . . . ,dim(Hk)}, the set {φj,k,ℓ | j ∈ Z≥0 } forms a
basis for the positive discrete series representation of sl(2) with lowest weight k+m/2. This is an
irreducible unitary representation of the real form su1,1 of sl(2) (determined by the ∗-conditions:
h∗ = h, e∗ = −f , f∗ = −e).
For every j, k ∈ Z≥0 the set {φj,k,ℓ | ℓ = 1, ...,dim(Hk) } forms a basis for an irreducible
representation of O(m) for m > 2.
Before moving on to the explicit computation of solutions for the operator T , we first glance
at some important consequences that hold for every operator satisfying the properties (i)–(iii).
Lemma 2.2. For T an operator that satisfies the properties (i)–(iii), there are only four possible
values for the eigenvalues µj,k of T , namely µj,k ∈ {1, i,−1,−i}. Moreover, the spectrum of
eigenvalues is completely determined by the eigenvalues µ0,k for k ∈ Z≥0; the other eigenvalues
for j > 0 follow from the relation
µj,k = (−1)jµ0,k. (2.8)
Proof. Property (iii) necessitates that the eigenvalues µj,k of T satisfy (µj,k)
4 = 1 and thus are
integer powers of i = ei
π
2 . Using property (ii) and the relations (2.3) and (2.6), we find
µj+1,k φj+1,k,ℓ = T φj+1,k,ℓ = T ◦ (2e)φj,k,ℓ = −2e ◦ T φj,k,ℓ = −2e µj,k φj,k,ℓ = −µj,k φj+1,k,ℓ,
for all valid j, k, ℓ. The relation (2.8) now follows from subsequent application of µj+1,k =
−µj,k.
Proposition 2.3. Let T : S(Rm) → S(Rm) be an operator that satisfies the properties (i) and
(ii). Then, on the basis {φj,k,ℓ}, the operator T coincides with the integral transform
(Tf)(y) =
1
(2π)m/2
∫
Rm
Km(x, y) f(x) dx
where
Km(x, y) = 2
λ Γ(λ)
+∞∑
k=0
(k + λ)µ0,k z
−λJk+λ(z)Cλk (w). (2.9)
Here, the following notations are used: λ = (m − 2)/2, z = |x||y|, w = 〈x, y〉/z, and Jk+λ are
Bessel functions while Cλk denote the so-called Gegenbauer or ultraspherical polynomials (see
Appendix A.1).
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Proof. For ξ, η ∈ Sm−1 and Hℓ ∈ Hℓ, the following reproducing kernel formula holds (see
e.g. [21])
1
(2π)m/2
∫
Sm−1
2λ Γ(λ) (k + λ)Cλk (〈ξ, η〉)Hℓ(ξ) dξ = δkℓ Hℓ(η). (2.10)
Using the explicit form (2.1) of the eigenfunctions, together with formula (2.10) and the identity∫ ∞
0
r2λ+1+kLk+λj (r
2) e−r
2/2 (rs)−λ Jk+λ(rs) dr = (−1)j sk Lk+λj (s2) e−s
2/2 (2.11)
(see e.g. [43, exercise 21, p. 380]), it follows that
1
(2π)m/2
∫
Rm
Km(x, y)φj,k,ℓ(x) dx = (−1)j µ0,k φj,k,ℓ(y).
By relation (2.8) for the eigenvalues of T , this integral transform coincides with T on the Hermite
basis.
Lemma 2.4. The kernel Km satisfies
Km(Ax, y) = Km(x,Ay), A ∈ O(m)
Km(cx, y) = Km(x, cy), c ∈ R.
(2.12)
Proof. This follows from the explicit formula (2.9) for Km(x, y).
Proposition 2.5. A continuous operator T : S(Rm)→ S(Rm) satisfying (i)–(iii) has a unitary
extension to L2(Rm).
Proof. This result follows from the fact that S(Rm) is dense in L2(Rm) and that all eigenvalues
have unit norm.
We now continue to determine new operators T that satisfy properties (i)–(iii). We already
know one solution, namely the classical Fourier transform. In order to find more solutions, we
first introduce a new operator as follows. Assume we have an operator T that satisfies (i)–(iii),
we then put T˜ ..= T ◦ F−1. As the classical Fourier transform is an automorphism on S(Rm),
the operator T˜ uniquely defines T and we can retrieve the operator T by the relation
T = T˜ ◦ F . (2.13)
Our objective to obtain operators T is thus equivalent with finding suitable operators T˜ . Hereto
we determine what the requirements are for such an operator T˜ in order to yield an operator T
that satisfies properties (i)–(iii).
Clearly, the basis {φj,k,ℓ} must also form an eigenbasis of T˜ . Next, as F already satisfies
the set of equations (2.6), we have that an operator T decomposed as (2.13) will satisfy the
set of equations (2.6) if the operator T˜ commutes with the operators h, e, f . A consequence
of imposing this commutative property on T˜ combined with F being of the form (2.7), is that
T˜ also commutes with F . Property (iii) together with F4 = id then gives us T˜ 4 = id. These
requisites for the operator T˜ naturally lead to the following result:
Proposition 2.6. Every operator T˜ of the form
T˜ = exp
(
iπ2F
)
, (2.14)
with F an operator that
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• commutes with (the generators of) sl(2) = span{∆x, |x|2, [∆x, |x|2]}
• has integer eigenvalues on the functions {φj,k,ℓ} (independent of ℓ)
will yield an operator T by (2.13) that satisfies the properties (i)–(iii).
Furthermore, in the next section we will show that for each operator satisfying the proper-
ties (i)–(iii), we have an equivalent operator of the form (2.14).
Now, we want to establish an explicit expression for the operator F in (2.14). Hereto we start
by looking at the first condition listed in Proposition 2.6, which requires commuting operators.
We denote by U(sl(2)) the universal enveloping algebra of sl(2). The center of U(sl(2)) is the
subset consisting of the elements that commute with all elements of sl(2), and hence also with
all elements of U(sl(2)). The center is finitely generated by the Casimir element (see [30]):
Ω = 1 + h2 + 2ef + 2fe, (2.15)
or in the framework of our operator realization: Ω =
(
Ex +
m−2
2
)2 − |x|2∆x. Every polynomial
function of the operator Ω will yield an operator F that commutes with the generators of sl(2).
This notion can be further generalized to include infinite power series in Ω. Such operators live
in the extension U(sl(2)) of the universal enveloping algebra that also allows infinite power series
in the elements of sl(2) [31].
The second condition in Proposition 2.6 is also facilitated by operators of this form as the
Casimir element is a diagonal operator on the representation space span{φj,k,ℓ | j ∈ Z≥0 }. The
eigenvalues of Ω are given by
Ωφj,k,ℓ =
(
k +
m
2
− 1
)2
φj,k,ℓ = (k + λ)
2 φj,k,ℓ, (2.16)
with λ = m/2−1. Note that for even dimensions m, the eigenvalues of Ω are squares of integers,
while for odd dimension, we have squares of half-integers (elements of Z+ 12). In order to find
expressions for F that have integer eigenvalues on the functions {φj,k,ℓ}, we need functions that
take on integer values when evaluated at the eigenvalues of Ω. To this end, we invoke the notion
of integer-valued polynomials. This is the subject of the following subsection.
2.1 Integer-valued polynomials
An integer-valued polynomial on Z is a polynomial whose value at every integer n ∈ Z is again
an integer. We denote the set of all such polynomials by Int(Z) =
{
f ∈ Q[x] | f(Z) ⊆ Z }. It is
an elementary result that the polynomials(
x
n
)
=
n−1∏
ℓ=0
x− ℓ
n− ℓ =
1
n!
n−1∏
ℓ=0
(x− ℓ) (2.17)
are integer-valued; moreover, they form a basis of the Z-module Int(Z) (see e.g. [9]). The
polynomial
(x
n
)
has degree n and its roots are the integers {0, 1, . . . , n − 1}. The first few
polynomials are given by(
x
0
)
= 1,
(
x
1
)
= x,
(
x
2
)
=
1
2
x2 − 1
2
x,
(
x
3
)
=
1
6
x3 − 1
2
x2 +
1
3
x.
Now, we are interested in functions that take on integer values when evaluated at the eigen-
values of the Casimir operator Ω. As there is a disparity pertaining to the form of the eigenvalues
(2.16), depending on the dimension m, we first handle the case where the dimension is even.
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2.1.1 On squares of integers
For even dimension m, the eigenvalues (2.16) of Ω are squares of integers, which are of course
again integers, so every integer-valued polynomial with Ω substituted for x is a valid solution for
F in (2.14). However, the condition to be integer-valued on squares of integers is less restrictive
than the requirement of being integer-valued on all integers. In order to specify the exact class of
solutions, we introduce a special type of integer-valued polynomials. For n = 0, put E0(x) ≡ 1,
and for n ∈ Z≥1, put
En(x) =
n−1∏
ℓ=0
x2 − ℓ2
n2 − ℓ2 =
2
(2n)!
n−1∏
ℓ=0
(x2 − ℓ2). (2.18)
The polynomial En has degree 2n and its roots are the integers {0,±1,±2, . . . ,±(n− 1)}, while
En(n) = 1. The first few of these polynomials are given by
E0(x) = 1, E1(x) = x
2, E2(x) =
1
12
x4 − 1
12
x2, E3(x) =
1
360
x6 − 1
72
x4 +
1
90
x2.
Proposition 2.7. The polynomials {En(x) | n ∈ Z≥0 } are integer-valued on Z.
Proof. The case n = 0 is obvious. For n ≥ 1 one has
En(x) =
2
(2n)!
n−1∏
ℓ=0
(x2 − ℓ2) = x
n
1
(2n− 1)!
2n−2∏
ℓ=0
(x− ℓ+ n− 1) = x
n
(
x+ n− 1
2n− 1
)
.
Using a property of binomial coefficients we get
x
n
(
x+ n− 1
2n− 1
)
=
x+ n− n
n
(
x+ n− 1
2n− 1
)
= 2
(
x+ n
2n
)
−
(
x+ n− 1
2n − 1
)
,
which is clearly integer-valued.
The prominent feature of the polynomials defined in (2.18) is that they contain only even
powers of x. Because of this, substituting the operator Ω for x2 in En(x) yields an operator
whose eigenvalues when acting on the eigenfunctions {φj,k,ℓ} are all integers. We use the notation
En(
√
Ω) = En(x)
∣∣∣
x2=Ω
to denote this substitution. Moreover, we have the following important property.
Proposition 2.8. Every integer-valued polynomial P (x) that contains only even powers of x
can be written as a Z-linear combination of the polynomials En(x), i.e.
P (x) =
N∑
n=0
anEn(x), an ∈ Z. (2.19)
Proof. Let P (x) be an integer-valued polynomial that contains only even powers of x. The
polynomial P (x) necessarily has even degree, say 2N . Now, we know that the polynomial En
has degree 2n and its roots are the integers {0,±1,±2, . . . ,±(n− 1)}, while En(n) = 1. Hence,
the coefficients a0, a1, . . . , aN ∈ Z in the sum (2.19) can be recursively determined from the
(integer) values P (0), P (1), . . . , P (N) such that when evaluated at 0 ≤ x ≤ N the sum (2.19)
equals P (x). Moreover, as P (−x) = P (x), (2.19) coincides with P (x) on at least 2N + 1 points.
A polynomial of degree 2N is uniquely determined by its values at 2N+1 points, which completes
the proof.
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Note that every polynomial in x that is integer-valued on squares can be turned into a
polynomial that is integer-valued on Z and that contains only even powers in x (by substituting
x2 for x). Hence, we have shown that the polynomials En(x) suffice to construct every polynomial
that takes on integer values when evaluated at the eigenvalues of the Casimir operator Ω.
One can further generalize the previous concept to construct any integer-valued function F
satisfying F (x) = F (−x), by specifying the coefficients an ∈ Z in the (possibly infinite) series
∞∑
n=0
anEn(x).
Indeed, when x = 0 this series equals the coefficient a0, while its value at x = n is fixed by the
coefficients a0, a1, . . . , an and thus can be specified by the choice of the value of an. Note that
when evaluated at an integer x ∈ Z, only a finite number of terms in this series is nonzero, as
En(x) = 0 for n > |x|.
To conclude, we remark that there is an additional important aspect we have to consider
for the goal we have in mind. In the operator formulation (2.14), the function F is used as
an exponent of ei
π
2 = i. For an integer n, the relation in = in mod 4 holds. Hence, given
two functions such that on each square number their function values are integers in the same
congruence class modulo 4, they will yield the same eigenvalues and thus equivalent operators
T˜ . It thus suffices to consider the series
∞∑
n=0
anEn(x), an ∈ {0, 1, 2, 3}, (2.20)
which gives all possible functions modulo 4.
The values of the polynomials En(x) modulo 4 can be computed by means of a computer
algebra package. For the first few polynomials these are given in Table 1. Here, one can
x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
E0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
E1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
E2 0 0 1 2 0 2 1 0 0 0 1 2 0 2 1 0
E3 0 0 0 1 0 3 0 2 0 2 0 3 0 1 0 0
E4 0 0 0 0 1 2 2 2 0 2 2 2 1 0 0 0
E5 0 0 0 0 0 1 0 1 0 3 0 3 0 2 0 2
Table 1: The values of the polynomials E0, E1, . . . , E5 modulo 4 for x = 0, . . . , 15.
observe that En(x) is periodic in x with period dependent on n. The exact relation is stated in
Corollary A.2 (Appendix).
2.1.2 On squares of half-integers
In the odd-dimensional case, the eigenvalues (2.16) of Ω are squares of half-integers. Therefore,
we define the following polynomials. For n ∈ Z≥1, put
Dn(x) =
n−1∏
ℓ=0
x2 − (ℓ+ 12)2
(n+ 12 )
2 − (ℓ+ 12)2
=
1
(2n)!
n−1∏
ℓ=0
(
x2 − (ℓ+ 12)2
)
. (2.21)
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and for n = 0 put D0(x) ≡ 1. These polynomials are integer-valued on half-integers. Indeed, for
n ≥ 1 and k ∈ Z one has
Dn
(
k + 12
)
=
1
(2n)!
2n−1∏
ℓ=0
(
k + 12 + n− 1− ℓ+ 12
)
=
(
k + n
2n
)
.
The first few polynomials are given by D0(x) = 1,
D1(x) =
1
2
x2− 1
8
, D2(x) =
1
24
x4− 5
48
x2+
3
128
, D3(x) =
1
720
x6− 7
576
x4+
259
11520
x2− 5
1024
.
The polynomial Dn has degree 2n and its roots are the half-integers
{ ± 12 ,±(1+ 12),±(2+
1
2
)
, . . . ,±(n− 12)}, while Dn(n+ 12) = 1.
The values of the first few polynomials Dn(x) modulo 4 are given in Table 2. Again, one
clearly perceives the periodicity of Dn(x), as stated in Corollary A.4 (Appendix).
x−1/2 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
D0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
D1 0 1 3 2 2 3 1 0 0 1 3 2 2 3 1 0
D2 0 0 1 1 3 3 2 2 2 2 3 3 1 1 0 0
D3 0 0 0 1 3 0 0 2 2 0 0 3 1 0 0 0
D4 0 0 0 0 1 1 1 1 3 3 3 3 2 2 2 2
D5 0 0 0 0 0 1 3 2 2 1 3 0 0 2 2 0
Table 2: The values of the polynomials D0,D1, . . . ,D5 modulo 4 for x =
1
2 , . . . , 15+
1
2 .
Similar to what we had for even dimension, the polynomials Dn(x) contain only even powers
of x, so we can again substitute the Casimir Ω for x2 in Dn(x). In this way we arrive at the
following general form
∞∑
n=0
anDn(x), an ∈ {0, 1, 2, 3}. (2.22)
Note that when evaluated at a half-integer x ∈ Z+12 , only a finite number of terms in this series
is nonzero, as again Dn(x) = 0 for n > |x|.
2.1.3 Conclusion
In this way, we arrive at the following result for arbitrary dimension m.
Theorem 2.9. The properties
(i) the Helmholtz relations
T ◦∆x = −|y|2 ◦ T
T ◦ |x|2 = −∆y ◦ T
(ii) T φj,k,ℓ = µj,k φj,k,ℓ with µj,k ∈ C
(iii) T 4 = id
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are satisfied by an operator T of the form
T = ei
π
2
F (
√
Ω)ei
π
2
(h−m
2
) ∈ U(sl(2)), (2.23)
where F (
√
Ω) is an operator that consists of a function given by (2.20) (for even dimension) or
(2.22) (for odd dimension) with the Casimir operator Ω substituted for x2. Conversely, every
operator that satisfies properties (i)–(iii) is equivalent with an operator of the form (2.23).
Proof. Only the last part remains to be proven. For this, it suffices to note that for an op-
erator satisfying properties (i)–(iii), by Lemma 2.2, its spectrum of eigenvalues is completely
determined by the eigenvalues µ0,k for k ∈ Z≥0. Now, the coefficients an in (2.20) or (2.22) can
be chosen to yield every possible set of valid eigenvalues µ0,k for k ∈ Z≥0. Indeed, recursively
working upwards from k = 0, the coefficient a⌊k+λ⌋ fixes the value of the function F evaluated
at k + λ, with λ = m/2− 1. This in turn fixes the eigenvalue µ0,k of T as we have
T φ0,k,ℓ = i
F (k+λ)ik φ0,k,ℓ,
where we used that the eigenvalues of Ω are given by (2.16).
Note that the preceding theorem naturally contains the classical Fourier transform. Indeed,
for F ≡ 0 the operator (2.23) is precisely the operator exponential formulation (2.7) of the
Fourier transform. We now investigate how we can further narrow down this class of integral
transforms T , preferably to a finite set of interesting transforms. Throughout this process we
seek inspiration in other useful properties of the Fourier transform.
2.2 Periodicity restriction
We now assume that T is an operator of the form (2.23) as described in Theorem 2.9. The
behavior of the eigenvalues µj,k of T with regard to the index j is given in Lemma 2.2. By
successive application of relation (2.8) we find that the eigenvalues are two-periodic in j:
µj+2,k = (−1)2 µj,k = µj,k.
As far as the k index is concerned there are thus far no restrictions on the eigenvalues of the
solutions (2.23) for T . From (2.2) one clearly sees that the eigenvalues of the Fourier transform
are four-periodic in the index k. If we restrict the class of operators in Theorem 2.9 to those
operators whose eigenvalues are four-periodic in the index k, we necessarily have but a finite
number of valid operator solutions. Indeed, from Lemma 2.2 we know that every operator T
whose eigenvalues are four-periodic in k, i.e.
µj,k+4 = µj,k,
will have its eigenvalue spectrum completely determined by the four values µ0,0, µ0,1, µ0,2, µ0,3
(or any other set of four eigenvalues with k indices that are mutually incongruent modulo 4) .
Furthermore, each one of these four eigenvalues can take on only four possible values, namely
{1, i,−1,−i}, as by Lemma 2.2 they must be integer powers of i. Hence, this leaves us with a
finite number of valid operator solutions.
An additional advantage of imposing this periodicity restriction on T is that this will allow
us to obtain a closed formula for the kernel when T is written as an integral transform. This
will be discussed subsequently in Section 2.3.
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First, to find these solutions, we again look at the decomposition (2.13) of T . As we now
require the eigenvalues of the operator T to be four-periodic in k, and using that those of the
Fourier transform already are four-periodic in k, this implies that the eigenvalues of the operator
T˜ must also be four-periodic in k. In order for this to hold, we need a function of the form (2.20)
or (2.22) that is four-periodic modulo 4 when evaluated at (the square root of) the eigenvalues
of Ω.
Depending on the parity of the dimension m one works in, the desired operators follow from
the results in the following theorems. Here, we denote by 1A the indicator function of the set
A, defined as
1A : A→ {0, 1} : x 7→ 1A(x) =
{
1 if x ∈ A
0 if x /∈ A
and also 4Z+ b = { 4a + b | a ∈ Z }. For even dimension, the theorem is formulated as follows.
Theorem 2.10. For x ∈ Z≥0, one has
E1(x) ≡ 14Z+1(x) + 14Z+3(x) (mod 4)
E2(x) + 2E3(x) ≡ 14Z+2(x) (mod 4)
∞∑
n=1
(
E2n+1(x) +
n−1∑
j=1
2E2n+1+2j (x)
) ≡ 14Z+3(x) (mod 4).
If one denotes
E0101(x) ..= E1(x), E0010(x) ..= E2(x) + 2E3(x),
E0001(x) ..=
∞∑
n=1
(
E2n+1(x) +
n−1∑
j=1
2E2n+1+2j (x)
)
,
then modulo 4 every integer-valued even function F (x) on the integers that is four-periodic in x
can be written as
F (x) = a+ b E0101(x) + c E0010(x) + d E0001(x), (2.24)
with a, b, c, d ∈ {0, 1, 2, 3}.
Proof. The proof of these results involves some long technical calculations and has therefore
been omitted from the main text. It can be found in Appendix A.2.
To illustrate this property, the first few values of these functions modulo 4 are listed in
Table 3.
x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
E0101 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
E0010 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
E0001 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1
Table 3: The values of the functions E0101, E0010, E0001 modulo 4 for x = 0, . . . , 15.
In the same fashion, we have for odd dimension
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Theorem 2.11. For x ∈ Z≥0, one has
D1
(
x+ 12
)
+ 2D2
(
x+ 12
) ≡ 14Z+1(x) + 14Z+2(x) (mod 4)
∞∑
n=1
(
D2n
(
x+ 12
)
+
n−1∑
j=1
2D2n+2j
(
x+ 12
)) ≡ 14Z+2(x) + 14Z+3(x) (mod 4)
2D3
(
x+ 12
)
+
∞∑
n=0
(
D2n+1
(
x+ 12
)
+
n−1∑
j=1
2D2n+1+2j
(
x+ 12
)) ≡ 14Z+2(x) (mod 4).
If one denotes
D0110(x) ..= D1
(
x+ 12
)
+ 2D2
(
x+ 12
)
, D0011(x) ..=
∞∑
n=1
(
D2n
(
x+ 12
)
+
n−1∑
j=1
2D2n+2j
(
x+ 12
))
,
D0010(x) ..= 2D3
(
x+ 12
)
+
∞∑
n=0
(
D2n+1
(
x+ 12
)
+
n−1∑
j=1
2D2n+1+2j
(
x+ 12
))
,
then modulo 4 every integer-valued even function F (x) on the half-integers that is four-periodic
in x can be written as
F (x) = a+ bD0110(x) + cD0011(x) + dD0010(x), (2.25)
with a, b, c, d ∈ {0, 1, 2, 3}.
Proof. The proof of these results is similar to that of Theorem 2.10.
The first few values of these functions modulo 4 are listed in Table 4.
x−1/2 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
D0110 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1 0
D0011 0 0 1 1 0 0 1 1 0 0 1 1 0 0 1 1
D0010 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0
Table 4: The values of the functions D0110,D0011,D0010 modulo 4 for x = 12 , . . . , 15+ 12 .
Remark 2.12. The polynomials occurring in the preceding two theorems which are not an
infinite series have as explicit form
E0101(x) = x2, E0010(x) = 1
180
x6 +
1
18
x4 − 11
180
x2, D0110(x) = 1
12
x4 +
7
24
x2 − 5
64
.
Putting everything together,
we can summarize our results in the following theorem.
Theorem 2.13. Let T : S(Rm)→ S(Rm) be an operator that satisfies the following properties:
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(i) the Helmholtz relations
T ◦∆x = −|y|2 ◦ T
T ◦ |x|2 = −∆y ◦ T
(ii) T φj,k,ℓ = µj,k φj,k,ℓ with µj,k ∈ C
(iii) T 4 = id
(iv) the eigenvalues of T are 4-periodic in the index k: µj,k+4 = µj,k.
Then T can be written as
T = ei
π
2
F (
√
Ω)ei
π
2
(h−m
2
)
where F consists of a function as specified in (2.24) (Theorem 2.10) if m even and (2.25)
(Theorem 2.11) if m odd.
Conversely, every operator T of this form satisfies properties (i) − (iv).
Proof. The four eigenvalues µ0,0, µ0,1, µ0,2, µ0,3 completely determine the eigenvalue spectrum of
the operator T . By Theorem 2.10 or Theorem 2.11, depending on the parity of the dimension,
we can construct a function F such that the eigenvalues of ei
π
2
F (
√
Ω)ei
π
2
(h−m
2
) and T coincide.
The rest is a direct consequence of Theorem 2.9.
2.3 Closed formulas for the kernel
In Proposition 2.3 we already found a formulation as an integral transform for all of the operator
exponentials we obtained. The kernel of these integral transforms, given in (2.9), consists of
an infinite series of Bessel functions and Gegenbauer polynomials. Now, a natural question is
whether it is possible to reduce these infinite series to a closed formula. For a select case of
transforms that also satisfy Theorem 2.13 the answer to this is indeed positive. Our approach
consists of first determining a formula for the kernel in the lowest dimension, followed by using
a recursive relation to move up in dimension. Hereto, we first prove the following lemma.
Lemma 2.14. Let T be an operator of the form (2.23) as specified in Theorem 2.9. When T is
written as an integral transform, its kernel satisfies the following recursive relation
Km+2 = −i z−1∂wKm
for m ≥ 2. Here Km+2 denotes the kernel in dimension m+ 2.
Proof. As T is of the form (2.23), its eigenvalues are given by
T φj,k,ℓ = e
iπ
2
F (
√
Ω)ei
π
2
(h−m
2
) φj,k,ℓ = e
iπ
2
F (k+λ)ei
π
2
(2j+k) φj,k,ℓ,
where we used (2.16) for the eigenvalues of Ω, (2.2) for those of F and λ = (m− 2)/2.
From Proposition 2.3 we know that T can be written as an integral transform
(Tf)(y) =
1
(2π)m/2
∫
Rm
Km(x, y) f(x) dx
with kernel
Km(x, y) = 2
λ Γ(λ)
+∞∑
k=0
(k + λ) iF (k+λ)ik z−λJk+λ(z)Cλk (w).
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Using Appendix A.1, property (A.1) of the Gegenbauer polynomials, we find
−i z−1∂wKm(x, y) = 2λ Γ(λ)
+∞∑
k=0
(k + λ) iF (k+λ)(−i) ik z−λ−1Jk+λ(z) ∂wCλk (w)
= 2λ Γ(λ)
+∞∑
k=1
(k + λ) iF (k+λ)ik−1 z−(λ+1)Jk+λ(z) 2λCλ+1k−1 (w)
= 2λ+1 Γ(λ+ 1)
+∞∑
k=0
(k + 1 + λ) iF (k+1+λ)ik z−(λ+1)Jk+1+λ(z)Cλ+1k (w)
As λ+ 1 = m/2, this last expression is precisely Km+2(x, y).
2.3.1 Even dimension
The previous lemma allows us to move up in dimension in steps of two. We now consider
only even dimension, starting with the two-dimensional case. An important asset in the explicit
computation of a formula for the kernels in dimension m = 2 will be the property of 4-periodicity
in the index k, as is the case for the solutions specified in Theorem 2.13. In the two-dimensional
case, the Gegenbauer polynomials in the kernel (2.9) reduce to cosines. The 4-periodicity in k
then allows us to make explicit use of the formulas
cos(z sin θ) = J0(z) + 2
+∞∑
n=1
J4n(z) cos(4nθ) + 2
+∞∑
n=0
J4n+2(z) cos
(
(4n + 2)θ
)
, (2.26)
cos(z cos θ) = J0(z) + 2
+∞∑
n=1
J4n(z) cos(4nθ)− 2
+∞∑
n=0
J4n+2(z) cos
(
(4n+ 2)θ
)
, (2.27)
sin(z cos θ) = 2
+∞∑
n=0
J4n+1(z) cos
(
(4n + 1)θ
)− 2 +∞∑
n=0
J4n+3(z) cos
(
(4n+ 3)θ
)
, (2.28)
which can be found in [44, p. 22], formulas (1), (3) and (4). In this way we arrive at the following
result.
Theorem 2.15. In dimension m = 2, the operator exponential
Tabc = e
iπ
2
Fabc(
√
Ω)ei
π
2
(h−1)
with Fabc(x) = a+ b E0101(x) + c E0010(x) (as specified in Theorem 2.10) and a, b, c ∈ {0, 1, 2, 3},
can be written as an integral transform whose kernel is given by
K2(x, y) = i
a
(1 + ic
2
cos(s) + ib+1 sin(s) +
1− ic
2
cos(t)
)
, (2.29)
where s = 〈x, y〉 and t = √|x|2|y|2 − s2.
Proof. By Theorem 2.9, Tabc satisfies the properties (i)–(iii) and consequently, by Proposition 2.3,
Tabc can be written as an integral transform with kernel (2.9). For m = 2, we have λ =
(m− 2)/2 = 0 and using the identity, for w = cos θ and integer k ≥ 1,
lim
λ→0
Γ(λ) Cλk (cos θ) =
2
k
cos(kθ),
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(see [22, Vol. I, section 3.15], formula (14)) this kernel reduces to
K2(x, y) = µ0,0 J0(z) + 2
+∞∑
k=1
µ0,k Jk(z) cos(kθ).
From Theorem 2.10 we see that the eigenvalues of Tabc are 4-periodic in k and for m = 2 we
have
µ0,0 = i
a, µ0,1 = i
a+bi, µ0,2 = i
a+c(−1), µ0,3 = ia+b(−i).
This allows us to rewrite the kernel as
K2(x, y) = i
a
(
J0(z) + 2
+∞∑
n=1
J4n(z) cos(4nθ)− ic 2
+∞∑
n=0
J4n+2(z) cos
(
(4n + 2)θ
)
+ ib+1
(
2
+∞∑
n=0
J4n+1(z) cos
(
(4n + 1)θ
)− 2 +∞∑
n=0
J4n+3(z) cos
(
(4n + 3)θ
)))
The formulas (2.26), (2.27), (2.28), s = z cos θ and t = z sin θ then yield
K2(x, y) = i
a
(1
2
(
cos(s) + cos(t)
)
+ ic
1
2
(
cos(s)− cos(t))+ ib+1 sin(s)).
Using Lemma 2.14 we now find:
Theorem 2.16. In even dimension m, the operator exponential
Tabc = e
iπ
2
Fabc(
√
Ω)ei
π
2
(h−m
2
) (2.30)
with Fabc(x) = a + b E0101(x) + c E0010(x) (as specified in Theorem 2.10), can be written as an
integral transform whose kernel is given by
Km(x, y) = i
a(−i)λ
(1 + ic
2
(
∂s
)λ
cos(s) + ib+1
(
∂s
)λ
sin(s) +
1− ic
2
(
∂s − s
t
∂t
)λ
cos(t)
)
, (2.31)
with λ = (m− 2)/2, s = 〈x, y〉 and t = √|x|2|y|2 − s2. Moreover, one has
(
∂s − s
t
∂t
)λ
cos(t) =
√
π
2
⌊λ2 ⌋∑
ℓ=0
sλ−2ℓ
1
2ℓℓ!
Γ(λ+ 1)
Γ(λ+ 1− 2ℓ)
Jλ−1/2−ℓ(t)
tλ−1/2−ℓ
. (2.32)
Proof. For m = 2 we have λ = 0, and the expression (2.31) coincides with the kernel (2.29)
which was obtained in Theorem 2.15. By successive application of Lemma 2.14 we have for even
dimension m ≥ 2
Km =
(−i z−1∂w)λK2.
From s = zw and t = z
√
1− w2, we easily find
z−1∂w = z−1∂w[s] ∂s + z−1∂w[t] ∂t = ∂s − w√
1− w2 ∂t = ∂s −
s
t
∂t,
which proves (2.31).
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We now show (2.32) by induction. The statement holds for m = 2 as equation (2.32) then
reduces to the identity (see (A.3))
cos t =
√
π
2
t1/2J−1/2(t).
Before we continue, we make a distinction between λ even and λ odd (or equivalently m ≡ 2
(mod 4) and m ≡ 0 (mod 4)), as the upper bound of the summation in (2.32) contains a floor
function.
Consider the case λ = 2j (or thus m = 4j + 2) and assume (2.32) holds for this λ. We have,
using property (A.4) of the Bessel function,
(
∂s − s
t
∂t
)λ+1
cos(t) =
(
∂s − s
t
∂t
)(√π
2
j∑
ℓ=0
s2j−2ℓ
1
2ℓℓ!
Γ(2j + 1)
Γ(2j + 1− 2ℓ)
J(m−2ℓ−3)/2(t)
t(m−2ℓ−3)/2
)
=
√
π
2
j−1∑
ℓ=0
s2j−2ℓ−1
1
2ℓℓ!
Γ(2j + 1)
Γ(2j − 2ℓ)
J(m−2ℓ−3)/2(t)
t(m−2ℓ−3)/2
+
√
π
2
j∑
ℓ=0
s2j−2ℓ+1
1
2ℓℓ!
Γ(2j + 1)
Γ(2j + 1− 2ℓ)
J(m−2ℓ−1)/2(t)
t(m−2ℓ−1)/2
=
√
π
2
j∑
ℓ=1
s2j−2ℓ+1
2ℓ
2ℓℓ!
Γ(2j + 1)
Γ(2j + 2− 2ℓ)
J(m−2ℓ−1)/2(t)
t(m−2ℓ−1)/2
+
√
π
2
j∑
ℓ=0
s2j−2ℓ+1
(2j + 1− 2ℓ)
2ℓℓ!
Γ(2j + 1)
Γ(2j + 2− 2ℓ)
J(m−2ℓ−1)/2(t)
t(m−2ℓ−1)/2
=
√
π
2
j∑
ℓ=1
s2j−2ℓ+1
(2j + 1)
2ℓℓ!
Γ(2j + 1)
Γ(2j + 2− 2ℓ)
J(m−2ℓ−1)/2(t)
t(m−2ℓ−1)/2
+
√
π
2
s2j+1 (2j + 1)
J(m−1)/2(t)
t(m−1)/2
=
√
π
2
j∑
ℓ=0
s2j−2ℓ+1
1
2ℓℓ!
Γ(2j + 2)
Γ(2j + 2− 2ℓ)
J(m−2ℓ−1)/2(t)
t(m−2ℓ−1)/2
,
as required. The inductive step in the case λ odd is treated similarly.
Remark 2.17. The explicit form for the kernel obtained in the preceding theorem, together with
the Helmholtz relations, yields its polynomial boundedness similar to Lemma 5.2 and Theorem
5.3 in [18], which can be proven in exactly the same fashion. This ensures the corresponding
integral transforms to be well-defined and continuous on S(Rm).
Next, we consider some specific cases of operators manifested in Theorem 2.16. The function
Fabc in (2.30) contains three parameters, each having four possible values (up to modulo 4
congruence). The role of the parameter a is but a scalar multiplicative factor, so we take a = 0
in the following.
Putting c = 0, (2.30) reduces to the operator exponential
Tb = e
iπ
2
bΩei
π
2
(h−m
2
), (2.33)
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where we used E0101(x) = E1(x) = x2. When written as an integral transform we find that its
kernel is given by
Km(x, y) =
(−i ∂s)λ(cos(s) + ib+1 sin(s)) = ibλ2 cos(〈x, y〉) + ib(λ+1)2+1 sin(〈x, y〉). (2.34)
Here we distinguish 4 possible scenarios for the value of b:
• For b ≡ 0 (mod 4), the operator exponential (2.33) is precisely the classical Fourier trans-
form and (2.34) indeed gives Km(x, y) = cos(〈x, y〉) + i sin(〈x, y〉) = ei〈x,y〉.
• Taking b ≡ 2 (mod 4) and multiplying (2.34) by eiπλ, we get the kernel cos(〈x, y〉) −
i sin(〈x, y〉) = e−i〈x,y〉 of the inverse Fourier transform and hence
F−1 = eiπλeiπΩeiπ2 (h−m2 ) = e−iπ2 (h−m2 ).
As F−1 = F3, we also have
F2 = eiπ(Ω+λ) = eiπ(h−m2 ).
• The other cases for the value of b, namely b ≡ 1 (mod 4) and b ≡ 3 (mod 4), give rise
to another pair of interesting transforms. Taking b = 2λ + 1 and multiplying by an
appropriate multiplicative factor, we find the kernel cos(〈x, y〉)− sin(〈x, y〉), corresponding
to the operator exponential
ei
π
2
λ2ei
π
2
(2λ+1)Ωei
π
2
(h−m
2
).
Furthermore, the operator exponential
ei
π
2
(λ2+2λ)ei
π
2
(2λ−1)Ωei
π
2
(h−m
2
)
can be written as an integral transform whose kernel is given by cos(〈x, y〉) + sin(〈x, y〉).
This is the cosine-and-sine or Hartley kernel of the integral transform known as the Hartley
transform. The Hartley transform is a real linear operator that is symmetric and Hermitian
[4, 5]. Moreover, it is a unitary operator that is its own inverse.
We summarize this in the following table
T˜ = T ◦ F−1 Km(x, y)
ei
π
2
bΩ ibλ
2
cos(〈x, y〉) + ib(λ+1)2+1 sin(〈x, y〉)
1 cos(〈x, y〉) + i sin(〈x, y〉)
eiπλeiπΩ cos(〈x, y〉) − i sin(〈x, y〉)
ei
π
2
λ2ei
π
2
(2λ+1)Ω cos(〈x, y〉)− sin(〈x, y〉)
ei
π
2
(λ2+2λ)ei
π
2
(2λ−1)Ω cos(〈x, y〉) + sin(〈x, y〉)
Note that the kernel of all of these integral transforms is of the form
Km(x, y) = cos(〈x, y〉) + id sin(〈x, y〉)
for some integer d. As cos(〈x, y〉) and sin(〈x, y〉) are given by the real and imaginary parts of
the Fourier transform, an integral transform with such a kernel coincides with
1
2
(
(Ff)(y) + (Ff)(−y)
)
+ id−1
1
2
(
(Ff)(y)− (Ff)(−y)
)
.
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Finally, we consider one more special instance. Putting c = 2 (and again a = 0), (2.31)
reduces to the kernel
Km(x, y) = i
b+1i−λ sin
(
s+ λ
π
2
)
+ i−λ
√
π
2
⌊m−24 ⌋∑
ℓ=0
s
m
2
−1−2ℓ 1
2ℓℓ!
Γ(m2 )
Γ(m2 − 2ℓ)
J(m−2ℓ−3)/2(t)
t(m−2ℓ−3)/2
,
corresponding to the operator exponential
Tb = e
iπ
2
( 3
2
Ω2− 3
2
Ω+bΩ)ei
π
2
(h−m
2
).
For m = 2 this kernel becomes
K2(x, y) = i
b+1 sin(〈x, y〉) + cos
(√
|x|2|y|2 − 〈x, y〉2
)
.
2.3.2 Odd dimension
While Lemma 2.14 remains valid for odd dimensionm, we have no specific formulas for dimension
m = 3 comparable to those we used for dimension m = 2, i.e. formulas (2.26)–(2.28). We do
have another way to obtain a closed formula for a kernel of the form (2.9). This other approach
holds for a more restricted class of operators (for even dimension this class is already included
in Theorem 2.16) but it has the advantage that we can also use this in odd dimension.
Lemma 2.18. If the action of an operator T on the Hermite basis {φj,k,ℓ} is given by
T φj,k,ℓ = µj,k φj,k,ℓ,
with eigenvalues µj,k ∈ C that satisfy µj+1,k = −µj,k and µj,k+2 = −µj,k for j, k ∈ Z≥0. Then,
on {φj,k,ℓ}, T can be written as an integral transform
(Tf)(y) =
1
(2π)m/2
∫
Rm
Km(x, y) f(x) dx
with kernel
Km(x, y) = µ0,0 cos(〈x, y〉) + µ0,1 sin(〈x, y〉). (2.35)
Proof. Let T be as specified in the lemma. From the conditions on its eigenvalues we know that
the spectrum of T is completely determined by its eigenvalues µ0,0 and µ0,1, while the others
follows from
µj,2n = (−1)j(−1)nµ0,0, µj,2n+1 = (−1)j(−1)nµ0,1.
From the proof of Proposition 2.3 we know that the integral transform
(Tf)(y) =
1
(2π)m/2
∫
Rm
Km(x, y) f(x) dx
with kernel Km(x, y), given by (2.9), will have the same eigenvalue spectrum as that of T .
Distinguishing between even and odd values of k, the series in Km(x, y) becomes
Km(x, y) = µ0,0 2
λ Γ(λ)
+∞∑
n=0
(2n + λ) (−1)n z−λJ2n+λ(z)Cλ2n(w)
+ µ0,1 2
λ Γ(λ)
+∞∑
n=0
(2n + 1 + λ) (−1)n z−λJ2n+1+λ(z)Cλ2n+1(w).
The desired result now follows from formulas (44) and (45) of [22, Vol. II, section 7.15].
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Note that the condition µj,k+2 = −µj,k for j, k ∈ Z≥0 immediately implies the eigenvalues
being 4-periodic in the index k. In even dimension, one easily verifies that the operator exponen-
tial Tb given by (2.33) satisfies the conditions of Lemma 2.18. Indeed, we have already obtained
its kernel to be (2.34), which is of the form (2.35).
Now, in the odd dimensional case, we find an operator with suitable eigenvalues by construct-
ing a function that alternates between two values modulo 4, as is the case for the function in
the exponent of Tb in even dimension. The function
Fab(x) = a+ b
(D0110(x) +D0011(x) + 2D0010(x)).
meets this requirement as for k ∈ Z≥0, Fab
(
2k+12
) ≡ a and Fab(2k+1+12) ≡ a+ b. This function
allows us to state the following theorem, where we have plugged in values for a and b to yield
the simplest form for the kernel function.
Theorem 2.19. In odd dimension, let Td be the operator exponential
Td = e
iπ
2
dF (
√
Ω)ei
π
2
(h−m
2
)
with d ∈ {0, 1, 2, 3} and
F
(√
Ω
)
= (m− 2)
(
D0110
(√
Ω
)
+D0011
(√
Ω
)
+ 2D0010
(√
Ω
))
+
(m+ 1
2
)2
.
Then Td can be written as an integral transform
(Tf)(y) =
1
(2π)m/2
∫
Rm
Km(x, y) f(x) dx
whose kernel is given by
Km(x, y) = cos
(〈x, y〉) + id+1 sin(〈x, y〉).
Proof. The operator Td is 4-periodic in the index k by Theorem 2.13 and its eigenvalues are
given by
ei
π
2
dF (
√
Ω)ei
π
2
(h−m
2
) φj,k,ℓ = e
iπ
2
dF (k+λ)ei
π
2
(2j+k) φj,k,ℓ .
The first four eigenvalues with j = 0 are
µ0,0 = 1, µ0,1 = i
d+1, µ0,2 = −1, µ0,3 = −id+1,
Using also Lemma 2.2, we see that Td satisfies the conditions of Lemma 2.18 and thus find the
desired kernel.
2.4 Uncertainty principle
As an application of our previous results, we show how to obtain generalized uncertainty prin-
ciples (following the same strategy as developed for the Dunkl transform in [40, 41] and later
generalized and streamlined in [3]) for any continuous integral transform
(Tf)(y) =
∫
Rm
K(x, y)f(x) dx
on S(Rm) that satisfies all the properties of Theorem 2.13. Hence, it applies in particular to the
operators from e.g. Theorem 2.16 and Theorem 2.19 as they have polynomially bounded kernels
(see Remark 2.17). By Proposition 2.5, such a T has a unitary extension to L2(Rm) and we may
now establish the following lemma.
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Lemma 2.20. If the continuous integral transform T on S(Rm) satisfies the properties (i)–(iii),
then for its unitary extension to L2(Rm) the following inequality holds:∥∥|x|f∥∥2 + ∥∥|x|T (f)∥∥2 ≥ m‖f‖2, f ∈ S(Rm), (2.36)
with ‖ · ‖ the L2 norm. The inequality becomes an equality if and only if f = αe−|x|2/2 with
α ∈ R.
Proof. We can compute that for f ∈ S(Rm)∥∥|x|T (f)∥∥2 = 〈|x|T (f), |x|T (f)〉
= 〈|x|2T (f), T (f)〉
= −〈T (∆xf), T (f)〉
= −〈∆xf, f〉
where we used the Helmholtz relations and the unitarity of T . Using this result, the left-hand
side of (2.36) equals ∥∥|x|f∥∥2 + ∥∥|x|T (f)∥∥2 = 〈|x|2f, f〉 − 〈∆xf, f〉
= 〈(|x|2 −∆x)f, f〉
= 2〈hf, f〉
≥ m〈f, f〉
as the smallest eigenvalue of h is m/2. The equality then follows as this minimal eigenvalue
corresponds to the ground state f = αe−|x|2/2.
Subsequently we establish the following generalized uncertainty principle.
Theorem 2.21. Let
(Tf)(y) =
∫
Rm
K(x, y)f(x) dx
be a continuous integral transform on S(Rm) that satisfies the properties (i)–(iii), then one has
the following uncertainty principle:∥∥|x|f∥∥ · ∥∥|x|T (f)∥∥ ≥ m
2
‖f‖2
for f ∈ S(Rm).
Proof. Put, for c > 0, fc(x) = f(cx). An easy computation then shows that∥∥|x|fc∥∥2= c−m−2∥∥|x|f∥∥2
and similarly
‖fc‖2 = c−m‖f‖2.
We also have, using the homogeneity of the kernel as given in (2.12),
(Tfc)(y) =
∫
Rm
K(cx, y/c)f(cx) dx
= c−m
∫
Rm
K(x, y/c)f(x) dx
= c−m(Tf)(y/c).
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As a consequence we have∥∥|x|T (fc)∥∥2 = ∥∥c−m|x|(Tf)(y/c)∥∥2
= c−2m
∫
Rm
|x|2|(Tf)(x/c)|2 dx
= c−m+2
∥∥|x|T (f)∥∥2.
Now substitute fc for f in Lemma 2.20, and apply the previously established relations. This
yields:
c−2
∥∥|x|f∥∥2+c2∥∥|x|T (f)∥∥2≥ m‖f‖2.
Finally put
c =
√√√√ ∥∥|x|f∥∥∥∥|x|T (f)∥∥
and the theorem follows.
Remark 2.22. More specialized uncertainty principles can be developed following a strategy
similar to the one used in e.g. [34].
3 Fourier transforms in Clifford analysis
In the previous section we obtained a class of operators satisfying the set of properties (i)–
(iii). We did this by capitalizing on the relation between these properties, the classical Fourier
transform and a realization of the Lie algebra sl(2). Now, we wish to expand this train of
thought to a broader setting. The aforementioned operator realization of sl(2) possesses a
natural generalization to the Lie superalgebra osp(1|2). For this reason, we turn our attention
to the context of Clifford analysis and aim to find solutions by applying the techniques developed
in the previous section.
We start by giving a brief overview of the framework of Clifford analysis (see e.g. [8, 20]),
a higher dimensional function theory where functions take on values in a Clifford algebra. The
orthogonal Clifford algebra Clm is generated by the canonical basis { ei | i = 1, . . . ,m } of Rm
under the relations:
eiej + ejei = 0 (i 6= j)
e2i = −1.
This algebra has dimension 2m as a vector space over Rm, and we have
Clm =
m⊕
k=0
span{ ei1ei2 · · · eik | 1 ≤ i1 < · · · < ik ≤ m }.
The empty product (k = 0) is defined as the multiplicative identity element.
Functions taking values in Clm can be decomposed as
f = f0 +
m∑
i=1
eifi +
∑
i<j
eiejfij + · · · + e1 · · · emf1...m
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with f0, fi, fij , . . . , f1...m all real-valued functions on R
m. We identify the point x = (x1, . . . , xm)
in Rm with the vector variable x given by
x =
m∑
j=1
ejxj.
The Clifford product of two vectors splits into a scalar part and a bivector part, given by
respectively minus the inner product of the two vectors and the outer product or wedge product:
x y = −〈x, y〉+ x ∧ y,
with −〈x, y〉 = −∑mj=1 xjyj = 12(x y + y x) and x ∧ y =∑j<k ejk(xjyk − xkyj) = 12(x y − y x).
Furthermore, we introduce a first order vector differential operator by
∂x =
m∑
j=1
∂xjej.
This operator is the so-called Dirac operator. Together with the vector variable they satisfy the
relations
∂2x = −∆x, x2 = −|x|2, {x, ∂x} = −2Ex −m,
where {a, b} = ab + ba, and hence they generate a realization of the Lie superalgebra osp(1|2),
which contains the Lie algebra sl(2) = span
{
∆x, |x|2,
[
∆x, |x|2
]}
as its even part [25].
As the Clifford-valued operators ∂x and x factorize the operators −∆x and −|x|2, they allow
us to refine the Helmholtz relations to what we call the Clifford-Helmholtz relations
T ◦ ∂x = −i y ◦ T
T ◦ x = −i ∂y ◦ T
Every operator that satisfies this system will by definition also satisfy the Helmholtz relations.
They form an intermediate step in the generalization of the properties of the Fourier transform:{
T ◦ ∂xj = −i yj ◦ T
T ◦ xj = −i ∂yj ◦ T
=⇒
{
T ◦ ∂x = −i y ◦ T
T ◦ x = −i ∂y ◦ T =⇒
{
T ◦∆x = −|y|2 ◦ T
T ◦ |x|2 = −∆y ◦ T
where in the first we assume it must hold for all j ∈ {1, . . . ,m}.
In the previous section we made extensive use of the eigenfunction basis of S(Rm) ⊂ L2(Rm)
given by the functions (2.1). In the framework of Clifford analysis the relevant function space is
the space S(Rm)⊗Clm which decomposes under the action of the dual pair (osp(1|2), Spin(m)).
This action leads to the following important basis (see [42])
ψ2p,k,ℓ(x) ..= 2
pp!L
m
2
+k−1
p (|x|2)M (ℓ)k e−|x|
2/2,
ψ2p+1,k,ℓ(x) ..= 2
pp!
√
2L
m
2
+k
p (|x|2)xM (ℓ)k e−|x|
2/2,
(3.1)
where p, k ∈ Z≥0 and {M (ℓ)k | ℓ = 1, ...,dim(Mk) } is a basis for Mk, the space of spherical
monogenics of degree k, i.e. homogeneous polynomial null-solutions of the Dirac operator of
degree k. It is clear that every spherical monogenic is a spherical harmonic, indeed we have
Hk ⊗ Clm =Mk ⊕ xMk−1.
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The action of the Fourier transform on the eigenfunctions {ψj,k,ℓ} is given by
Fψj,k,ℓ = ei
π
2
(j+k) ψj,k,ℓ = i
j+k ψj,k,ℓ.
Moreover, the functions {ψj,k,ℓ} have the following important property (see e.g. [42]), comparable
to property (2.3),
ψj,k,ℓ(x) =
(√
2
2
(
x− ∂x
))j
M
(ℓ)
k e
−|x|2/2 . (3.2)
Now, our aim is to find all operators T : S(Rm)⊗ Clm → S(Rm)⊗ Clm that satisfy
(I) the Clifford-Helmholtz relations
T ◦ ∂x = −i y ◦ T
T ◦ x = −i ∂y ◦ T
(II) T ψj,k,ℓ = µj,k ψj,k,ℓ with µj,k ∈ C
(III) T 4 = id
In line with Section 2 we first introduce some suitable linear combinations of the operators
of interest, namely x and ∂x. Hereto put
b+ =
√
2
2
(
x− ∂x
)
and b− = −
√
2
2
(
x+ ∂x
)
.
They satisfy the relations [{b−, b+}, b±] = ±2b±, (3.3)
and hence also generate a realization of the Lie superalgebra osp(1|2), [38]. This Lie superalgebra
contains an even subalgebra isomorphic with sl(2) generated by the even (or “bosonic”) elements
h =
1
2
{b−, b+}, e = 1
4
{b+, b+}, f = −1
4
{b−, b−}.
These are precisely the operators (2.4) we considered in the previous section.
Working in this realization of osp(1|2) the Clifford-Helmholtz relations translate to the rela-
tions
T ◦ b+ = i b+ ◦ T
T ◦ b− = −i b− ◦ T , (3.4)
and property (3.2) can be written more compactly as ψj,k,ℓ(x) =
(
b+
)j
M
(ℓ)
k e
−|x|2/2.
Moreover, in this realization the operators act on the eigenfunctions (3.1) in a nice way. We
have
b+ ψj,k,ℓ = ψj+1,k,ℓ (3.5)
and for integer p,
b− ψ2p,k,ℓ = 2pψ2p−1,k,ℓ, b− ψ2p+1,k,ℓ = (2p +m+ 2k)ψ2p,k,ℓ.
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The action of the other operators is then as follows
hψj,k,ℓ = (j + k +
m
2 )ψj,k,ℓ, e ψj,k,ℓ =
1
2
ψj+2,k,ℓ
and, again for integer p,
f ψ2p,k,ℓ = −p (2p − 2 +m+ 2k)ψ2p−2,k,ℓ, f ψ2p+1,k,ℓ = −p (2p+m+ 2k)ψ2p−1,k,ℓ.
Note that h again acts diagonally on ψj,k,ℓ.
Remark 3.1. For every k ∈ Z≥0 and ℓ ∈ {1, . . . ,dim(Mk)}, the set {ψj,k,ℓ | j ∈ Z≥0 } forms
a basis for the irreducible representation of the Lie superalgebra osp(1|2) with lowest weight
k +m/2. This representation is a direct sum of two positive discrete series representations of
su1,1.
For every j, k ∈ Z≥0 the set {ψj,k,ℓ | ℓ = 1, ...,dim(Mk) } forms a basis for an irreducible
spinor representation of Spin(m), when restricting the values Clm to a spinor space.
Similar to the results obtained in the harmonic case, we immediately have some important
consequences for an operator T that satisfies the properties (I)–(III).
Lemma 3.2. Let T be an operator satisfying the properties (I)–(III). There are only four possible
values for the eigenvalues µj,k of the operator T , namely µj,k ∈ {1, i,−1,−i}. Moreover, the
spectrum of eigenvalues is completely determined by the eigenvalues µ0,k for k ∈ Z≥0; the other
eigenvalues for j > 0 follow from the relation
µj,k = i
j µ0,k. (3.6)
Proof. Property (III) necessitates that the eigenvalues µj,k of T satisfy (µj,k)
4 = 1 and thus are
integer powers of i. Using property (II) and the relations (3.2) and (3.5), we find
µj+1,k ψj+1,k,ℓ = T ψj+1,k,ℓ = T ◦ b+ ψj,k,ℓ = i b+ ◦ T ψj,k,ℓ = i b+ µj,k ψj,k,ℓ = i µj,k ψj+1,k,ℓ.
The relation (3.6) now follows from subsequent application of µj+1,k = i µj,k.
Proposition 3.3. Let T : S(Rm)⊗Clm → S(Rm)⊗Clm be an operator that satisfies the properties
(I) and (II). Then, on the basis {ψj,k,ℓ}, the operator T coincides with the integral transform
(Tf)(y) =
1
(2π)m/2
∫
Rm
Km(x, y) f(x) dx
with
Km(x, y) = A(w, z) + (x ∧ y) B(w, z) (3.7)
where
A(w, z) = 2λ Γ(λ)
+∞∑
k=0
1
2
(
i k µ0,k−1 + (k + 2λ)µ0,k
)
z−λJk+λ(z)Cλk (w)
B(w, z) = 2λ+1 Γ(λ+ 1)
+∞∑
k=1
1
2
(
i µ0,k−1 − µ0,k
)
z−λ−1Jk+λ(z)Cλ+1k−1 (w),
(3.8)
Here, the notations λ = (m− 2)/2, z = |x||y| and w = 〈x, y〉/z are used.
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Proof. We refer to Theorem A.6 in Appendix A.3 for the full proof of this result.
In the following result, Spin(m) denotes the spin group, which is a subgroup of the Clifford
algebra Clm that is a double cover of the special orthogonal group SO(m).
Lemma 3.4. The kernel satisfies
Km(x, cy) = Km(cx, y), ∀c ∈ R
Km(x,Ay) = Km(Ax, y), ∀A ∈ Spin(m)
Proof. This follows from the explicit formulas (3.7)–(3.8) for Km(x, y).
Proposition 3.5. A continuous operator T : S(Rm) ⊗ Clm → S(Rm)⊗ Clm satisfying (I)–(III)
has a unitary extension to L2(Rm)⊗ Clm.
Proof. This result follows from the fact that S(Rm) ⊗ Clm is dense in L2(Rm) ⊗ Clm and that
all eigenvalues have unit norm.
We also have an uncertainty principle, using the inner product (A.10) for L2(Rm)⊗ Clm:
Theorem 3.6. Let
(Tf)(y) =
∫
Rm
K(x, y)f(x) dx
be a continuous integral transform on S(Rm)⊗ Clm that satisfies the properties (I)–(III). Then
one has the following uncertainty principle:∥∥xf∥∥
2
· ∥∥xT (f)∥∥
2
≥ m
2
(‖f‖2)2
for f ∈ S(Rm)⊗ Clm.
Proof. This follows by the same reasoning as used to prove Theorem 2.21, now using Lemma 3.4
and noting that the Clifford-Helmholtz relations imply the regular Helmholtz relations.
Remark 3.7. In the special case of the Clifford-Fourier transform of [6, 7, 15, 18] more spe-
cialized uncertainty principles can be developed following the strategy of [26].
Now, to determine operators that satisfy properties (I)–(III), we proceed in the same way as
we did in the previous section for the harmonic case. We start by decomposing T as T = T˜ ◦F ,
with again T˜ ..= T ◦ F−1. From (3.4) and property (III), we have the following conditions
for the operator T˜ : T˜ has to commute with b± and T˜ 4 = id. Therefore, we look at the
universal enveloping superalgebra of the Lie superalgebra osp(1|2), denoted by U(osp(1|2)) (and
its extension U(osp(1|2)) which also allows infinite power series). The center of U(osp(1|2)) is
finitely generated by the Casimir element [25]:
C =
1
4
+
1
2
b−b+ − 1
2
b+b− + h2 + 2ef + 2fe.
Remark 3.8. The Casimir element C differs from the Casimir element Ω of sl(2), given by
(2.15), by an additional term. This extra term is related to another special element which we
call the Scasimir element (see [25]). The Scasimir element
S =
1
2
b−b+ − 1
2
b+b− − 1
2
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is a square root of the Casimir operator: S2 = C. It commutes with the even (“bosonic”)
generators and anti-commutes with the odd (“fermionic”) generators b+ and b−. The Scasimir
S in our operator realization of osp(1|2) is related to the angular Dirac operator or Gamma
operator in Clifford analysis as follows:
S =
m− 1
2
− Γx, with Γx = −x∂x − Ex = −
∑
j<k
ejk(xj∂xk − xk∂xj).
The Casimir element C is a diagonal operator on the representation space span{ψj,k,ℓ | j ∈
Z≥0 }. Its action is given by
C ψj,k,ℓ =
(
k +
m− 1
2
)2
ψj,k,ℓ. (3.9)
Note that the eigenvalues of the Casimir operator C are again squares of integers or half-integers
depending on the value of the dimension m. However, contrary to the eigenvalues of the Casimir
element Ω in the harmonic case (2.16), the eigenvalues of C are now squares of half-integers for
even dimension, while for odd dimension we have squares of integers.
The desired operators follow by using again the integer-valued polynomials defined in (2.18)
and (2.21). We summarize this in the following theorem, which should be compared to Theorem 2.9.
Theorem 3.9. The properties
(I) the Clifford-Helmholtz relations
T ◦ ∂x = −i y ◦ T
T ◦ x = −i ∂y ◦ T
(II) T ψj,k,ℓ = µj,k ψj,k,ℓ with µj,k ∈ C
(III) T 4 = id
are satisfied by operators T of the form
T = ei
π
2
F (
√
C)ei
π
2
(h−m
2
) ∈ U(osp(1|2)) (3.10)
where F (
√
C) is an operator that consists of a function given by (2.20) (for odd dimension) or
(2.22) (for even dimension) with the Casimir operator C substituted for x2. Moreover, every
operator that satisfies properties (I)–(III) is equivalent with an operator of the form (2.23).
Proof. The last part follows by exactly the same reasoning as used in the proof of Theorem 2.9.
In line with our approach in the previous section we now proceed by imposing a periodicity
restriction to further narrow down this set of operators T . This will again aid us in finding
closed formulas for their kernels when written as integral transforms.
27
3.1 Periodicity restriction
The behavior of the eigenvalues µj,k of T with regard to the index j is given in Lemma 3.2. By
successive application of (3.6) we find that these eigenvalues are four-periodic in j:
µj+4,k = (i)
4 µj,k = µj,k.
For the same reasons as in the harmonic case we can again impose that the eigenvalues of T
should be 4-periodic in k. Depending on the parity of the dimension m one works in, the desired
operators follow from the results in either Theorem 2.10 or Theorem 2.11, which of course remain
valid. We summarize this in the following theorem.
Theorem 3.10. Let T be an operator that satisfies the following properties:
(I) the Helmholtz relations
T ◦∆x = −|y|2 ◦ T
T ◦ |x|2 = −∆y ◦ T
(II) T φj,k,ℓ = µj,k φj,k,ℓ with µj,k ∈ C
(III) T 4 = id
(IV) the eigenvalues of T are 4-periodic in the index k: µj,k+4 = µj,k
Then T can be written as
T = ei
π
2
F (
√
C)ei
π
2
(h−m
2
)
where F consists of a function of type (2.24) as specified in Theorem 2.10 (for odd dimension)
or of type (2.25) as in Theorem 2.11 (for even dimension).
Conversely, every operator T of this form satisfies properties (I)− (IV ).
Proof. Completely analogous to the proof of Theorem 2.13.
3.2 Closed formulas for the kernel
We are again interested in finding closed formulas for the kernel of the integral transforms
corresponding to the determined operator solutions. It turns out that in even dimensions we
have a result which can be compared to Theorem 2.16 in the harmonic case. Hereto we first
rewrite the kernel (3.7) of
(Tf)(y) =
1
(2π)m/2
∫
Rm
Km(x, y) f(x) dx
as obtained in Proposition 3.3. We put
Km(x, y) = Am(w, z) − λBm(w, z) + (x ∧ y) z−1∂wBm(w, z)
where
Am(w, z) = 2
λ Γ(λ)
+∞∑
k=0
(k + λ)
1
2
(i µ0,k−1 + µ0,k) z−λJk+λ(z)Cλk (w)
Bm(w, z) = 2
λ Γ(λ)
+∞∑
k=0
1
2
(
i µ0,k−1 − µ0,k
)
z−λJk+λ(z)Cλk (w)
z−1∂wBm(w, z) = 2λ+1 Γ(λ+ 1)
+∞∑
k=1
1
2
(
i µ0,k−1 − µ0,k
)
z−λ−1Jk+λ(z)Cλ+1k−1 (w),
(3.11)
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using the notations λ = (m − 2)/2, z = |x||y| and w = 〈x, y〉/z. We then find the recursive
relations listed in the following lemma.
Lemma 3.11. Let T be an operator of the form (3.10) as specified in Theorem 3.9. When
written as an integral transform, the components of its kernel as specified in (3.11) satisfy the
following recursive relations
Am+2 = −i z−1∂wAm
Bm+2 = −i z−1∂wBm
for m ≥ 2.
Proof. As T is of the form (3.10), its eigenvalues are given by
T ψj,k,ℓ = e
iπ
2
F (
√
C)ei
π
2
(h−m
2
) ψj,k,ℓ = e
iπ
2
F (k+λ+ 1
2
)ei
π
2
(j+k) ψj,k,ℓ = µj,k ψj,k,ℓ,
where we used (3.9) for the eigenvalues of C.
Using property (A.1) of the Gegenbauer polynomials, we find for −i z−1∂wAm(w, z) the
expression
2λ Γ(λ)
+∞∑
k=0
(k + λ)
1
2
(i iF (k−1+λ+
1
2
)ik−1 + iF (k+λ+
1
2
)ik) z−λ−1Jk+λ(z) ∂wCλk (w)
= 2λ Γ(λ)
+∞∑
k=1
(k + λ)
1
2
(iF (k−1+λ+
1
2
)ik + iF (k+λ+
1
2
)ik) z−(λ+1)Jk+λ(z) 2λCλ+1k−1 (w)
= 2λ+1 Γ(λ+ 1)
+∞∑
k=0
(k + 1 + λ)
1
2
(iF (k+λ+
1
2
)ik + iF (k+1+λ+
1
2
)ik) z−(λ+1)Jk+1+λ(z)Cλ+1k (w).
This is precisely Am+2(w, z). The second relation follows in exactly the same way.
To obtain closed formulas for the kernels in even dimension, we again start by looking at
dimension m = 2 where we want to use the formulas (2.26), (2.27), (2.28). An additional
complication is that when written as an integral transform the kernel contains a non-scalar part.
In dimension m = 2 the Gegenbauer polynomials occurring in this bivector part reduce to sine
functions. With this in mind we aim to use the formula
sin(z sin θ) = 2
∞∑
n=0
J2j+1(z) sin
(
(2n + 1)θ
)
, (3.12)
which can be found in [44, p. 22, formula (2)]. In m = 2, the component z−1∂wBm of (3.11)
will take on the form (3.12) only if the eigenvalues of the corresponding operator T satisfy, for
k ≥ 1, {
i µ0,k−1 − µ0,k = 0 if k is even
i µ0,k−1 − µ0,k = c0 if k is odd,
with c0 a constant independent of k. The operators of the form (3.10) whose eigenvalues satisfy
these requirements are the subject of the following theorem. In what follows we use the notations
s = 〈x, y〉 and t = √|x|2|y|2 − s2.
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Theorem 3.12. In dimension m = 2, the operator exponential
Tab = e
iπ
2
Fab(
√
C)ei
π
2
(h−1)
with Fab(x) = a+ bD0110(x) (as specified in Theorem 2.11) and a, b ∈ Z4, can be written as an
integral transform whose kernel is given by
K2(x, y) = i
a
(1 + ib
2
(
cos(s) + i sin(s)
)
+
1− ib
2
cos(t) + (x ∧ y) 1− i
b
2
i sin(t)
t
)
. (3.13)
Proof. The proof goes along the same lines as the proof of Theorem 2.15.
By Theorem 3.9, Tab satisfies the properties (I)–(III). For m = 2, the kernel obtained in
Proposition 3.3 (for the formulation of T as an integral transform), reduces to
K2(x, y) = µ0,0 J0(z)+
+∞∑
k=1
(i µ0,k−1+µ0,k)Jk(z) cos(kθ)+(x∧y)
+∞∑
k=1
(i µ0,k−1−µ0,k)Jk(z) sin(kθ)
z sin θ
.
This follows from λ = 0 and the identities (see [22, Vol. I, section 3.15], formulas (14) and (15)),
for w = cos θ and integer k ≥ 1,
lim
λ→0
Γ(λ) Cλk (cos θ) =
2
k
cos(kθ), and C1k−1(cos θ) =
sin(kθ)
sin θ
.
Now, using the fact that the eigenvalues of Tab are 4-periodic in k, with (for m = 2)
µ0,0 = i
a, µ0,1 = i
a+bi, µ0,2 = i
a+b(−1), µ0,3 = ia(−i),
we can rewrite the kernel as
K2(x, y) = i
a
(
J0(z) + 2
+∞∑
n=1
J4n(z) cos(4nθ)− ib 2
+∞∑
n=0
J4n+2(z) cos
(
(4n + 2)θ
)
+ (1 + ib) i
(+∞∑
n=0
J4n+1(z) cos
(
(4n+ 1)θ
)− +∞∑
n=0
J4n+3(z) cos
(
(4n+ 3)θ
))
+ (x ∧ y) (1− ib) i
+∞∑
n=0
J2n+1(z)
sin
(
(2n+ 1)θ
)
z sin θ
)
.
The formulas (2.26), (2.27), (2.28), (3.12) and s = zw = z cos θ, t = z
√
1− w2 = z sin θ then
yield
K2(x, y) = i
a
(1
2
(
cos(s)+cos(t)
)
+
ib
2
(
cos(s)−cos(t))+ (1 + ib)i
2
sin(s)
)
+(x∧y) 1− i
b
2
i sin(t)
t
)
.
Using Lemma 3.11 we now find:
Theorem 3.13. In even dimension m, the operator exponential
Tab = e
iπ
2
Fab(
√
C)ei
π
2
(h−m
2
)
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with Fab(x) = a+ bD0110(x) (as specified in Theorem 2.11), can be written as an integral trans-
form whose kernel is given by
Km(x, y) = i
a−λ
(
1− ib
2
(
∂s − s
t
∂t
)λ
cos(t)− λ1− i
b
2
(
∂s − s
t
∂t
)λ−1 i sin(t)
t
+
1 + ib
2
(
cos(s) + i sin(s)
)
+ (x ∧ y) 1− i
b
2
(
∂s − s
t
∂t
)λ i sin(t)
t
)
,
(3.14)
with λ = (m− 2)/2. Moreover, one has
(
∂s − s
t
∂t
)λ
cos(t) =
√
π
2
⌊m−24 ⌋∑
ℓ=0
s
m
2
−1−2ℓ 1
2ℓℓ!
Γ(m2 )
Γ(m2 − 2ℓ)
J(m−2ℓ−3)/2(t)
t(m−2ℓ−3)/2
.
(
∂s − s
t
∂t
)λ−1 sin(t)
t
=
√
π
2
⌊m−44 ⌋∑
ℓ=0
s
m
2
−2−2ℓ 1
2ℓℓ!
Γ(m2 − 1)
Γ(m2 − 1− 2ℓ)
J(m−2ℓ−3)/2(t)
t(m−2ℓ−3)/2
.
(
∂s − s
t
∂t
)λ sin(t)
t
=
√
π
2
⌊m−24 ⌋∑
ℓ=0
s
m
2
−1−2ℓ 1
2ℓℓ!
Γ(m2 )
Γ(m2 − 2ℓ)
J(m−2ℓ−1)/2(t)
t(m−2ℓ−1)/2
.
Proof. This is analogous to the proof of Theorem 2.16 in the harmonic case. For m = 2 we
have λ = 0, and the expression (3.14) coincides with (3.13) which was obtained in Theorem 3.12.
Starting from K2, we find the kernel in every even dimension m > 2 by means of the recursive
relations obtained in Lemma 3.11. Note that when moving from dimension m = 2 to m = 4,
although we have no explicit expression for B2, we can obtain B4 directly from the bivector part
in K2:
K2(x, y) = A2(w, z) + (x ∧ y) z−1∂wB2(w, z) = A2(w, z) + (x ∧ y) iB4(w, z).
3.2.1 Specific cases
The kernel (3.14) in Theorem 3.13 consists of a linear interpolation of two terms, with coefficients
(1+ ib)/2 and (1− ib)/2. The first term is precisely the kernel of the classical Fourier transform,
while the second term contains a non-scalar part and can be written as a finite sum of Bessel
functions. This second term closely resembles an expression found for the kernel of the Clifford-
Fourier transform in [18] and also for similar transforms devised in [15].
We can isolate this second term by putting b = 2 in (3.14). Multiplying by iλ−a to eliminate
a scalar multiplicative factor, the kernel reduces to
Km(x, y) =
((
∂s − s
t
∂t
)λ
cos(t)− λ i
(
∂s − s
t
∂t
)λ−1 sin(t)
t
)
+ (x ∧ y) i
(
∂s − s
t
∂t
)λ sin(t)
t
,
which corresponds to the operator exponential
T = ei
π
2
λei
π
2
(C− 1
4
)ei
π
2
(h−m
2
) = ei
π
2
(C− 5
4
+h).
For dimension m = 2 this kernel reduces to
K2(x, y) = cos(t) + (x ∧ y) i sin(t)
t
.
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4 Conclusions and remarks
We started our investigation from a list of properties (i)–(iii) which specifically highlights two
symmetric structures underlying the higher dimensional Fourier transform, namely the orthog-
onal symmetry and an algebraic symmetry with respect to an operator realization of the Lie
algebra sl(2). We then obtained a complete set of solutions satisfying (i)–(iii) in the form of
operator exponentials, which includes in particular the classical Fourier transform. The trans-
forms we have constructed also demonstrate other interesting features. For instance, for each of
them, we found a corresponding formulation as an integral transform. Moreover, for a select set
of operators when written as an integral transform the kernel could even be reduced to a closed
formula being polynomially bounded.
In the process of describing these solutions, we gave a brief overview on the subject of integer-
valued polynomials and a generalization thereof, i.e. polynomials that are integer-valued on the
set of square numbers, the set of half-integers or the set of squares of half-integers.
These results were subsequently lifted to the setting of Clifford analysis where the Lie algebra
sl(2) in the algebraic symmetry was generalized to the Lie superalgebra osp(1|2), resulting in
a new list of properties (I)–(III). Also in this case the obtained operators form a complete set
of solutions and they all have an equivalent formulation as an integral transform. For a select
set of transforms we again find a polynomially bounded formula for the kernel. The findings
obtained here coalesce with those for similar generalized Fourier transforms in the context of
Clifford analysis as described in [15, 18].
We note that in both the regular and the Clifford setting more closed formulas for kernels are
found for even dimension than in the odd dimensional case. The reason for this is that, although
the recursive relations obtained in Lemma 2.14 and Lemma 3.11 also hold for odd dimension,
we have no formula for dimension m = 3 to use as starting point and as a consequence no such
form is found.
Finally, we note that when moving to Clifford analysis we replaced the Helmholtz relations
by their more restrictive variant called the Clifford-Helmholtz relations. Nevertheless, one may
also consider solutions to the regular Helmholtz relations in the context of Clifford analysis.
Following the same strategy we applied before, this leads to the subset of U(osp(1|2)) consisting
of the elements that commute with all elements of sl(2), instead of osp(1|2). This subset is
generated by S, the Scasimir element of osp(1|2), whose eigenvalues on the basis {ψj,k,ℓ} square
to those of the Casimir C, given by (3.9). Accordingly, this brings us to polynomials in S that
again take integer values when acting on the basis {ψj,k,ℓ}. This gives rise to a bigger class of
more general operator exponentials which includes in particular the operators we obtained by
imposing the Clifford-Helmholtz relations.
A Appendix
Here we give an overview of some definitions and results used in the main text, as well as some
proofs that have been omitted from the text.
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A.1 Special functions
For α > −1, p a positive integer and Γ(·) the Gamma function, the generalized Laguerre poly-
nomials are given by
Lαj (x) =
j∑
n=0
Γ(j + α+ 1)
n! (j − n)! Γ(n + α+ 1)(−x)
n.
For k ∈ Z≥0 and λ > −1/2, the Gegenbauer polynomials are defined as
Cλk (w) =
⌊k
2
⌋∑
j=0
(−1)j Γ(k − j + λ)
Γ(λ) j! (k − 2j)! (2w)
n−2j .
They are a special case of the Jacobi polynomials and satisfy the differentiation property (see
e.g. [21, 43]):
d
dw
Cλk (w) = 2λ C
λ+1
k−1 (w). (A.1)
The Bessel function can be defined by the power series
Jν(t) =
∞∑
n=0
(−1)n
n! Γ(n+ ν + 1)
(
t
2
)2n+ν
, (A.2)
where ν ∈ C is the order of the Bessel function (see e.g. [44]). In particular, for ν = 1/2 and
ν = −1/2, the power series (A.2) reduces to
J1/2(t) =
√
2
πt
sin t, J−1/2(t) =
√
2
πt
cos t, (A.3)
as found in [44, p. 54]. The Bessel functions satisfy (see [44, p. 45])
− 1
t
d
dt
[t−νJν(t)
]
= t−(ν+1)Jν+1(t). (A.4)
A.2 Integer-valued polynomials
We will now elaborate on the identities showcased in Theorem 2.10 and Theorem 2.11 of which
the proofs were omitted from the main text. Before delving into the actual proofs, we first show
some auxiliary results. In subsection 2.1 we already mentioned the polynomials En(x) andDn(x)
exhibiting a property of periodicity when evaluated modulo 4. We now prove a similar result for
the more general integer-valued polynomials
(x
n
)
from which the other periodicity results follow.
Proposition A.1. For n,N ∈ Z≥0 such that n < 2N , and x ∈ Z, one has(
x
n
)
≡
(
x+ 2N+1
n
)
(mod 4)
Proof. Take N ∈ Z≥0 and n = 2N − 1, the proof for every n < 2N − 1 is similar.
From (2.17), we have by definition(
x+ 2N+1
2N − 1
)
=
1
(2N − 1)!
2N−2∏
k=0
(2N+1 + x− k). (A.5)
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When expanding this product, each term consists of a number of factors of the form x − k
multiplied with a power of 2N+1. We will show that every term containing a factor 2N+1 is
divisible by four and hence congruent 0 modulo 4.
First, notice that the denominator (2N − 1)! in (A.5) contains 2N −N − 1 times the factor 2.
This follows from adding the number of integers smaller than 2N − 1 that are divisible by the
powers 2j for j ranging from 1 to N − 1.
Next, we determine when a term containing a factor 2N+1 in the expansion of the numerator
of (A.5) has a minimal number of factors 2 in its prime factorization. This is the case when its
other factors in the product (A.5) are the integers of the set Ax ..= {x − k | k ∈ Z≥0 and 0 ≤
k ≤ 2N − 2 } that contain less than N +1 factors 2 and its remaining factors being 2N+1. For a
given x ∈ Z, the set Ax consists of 2N − 1 consecutive integers. The absolute minimal case thus
ensues when the set Ax contains 2
N − 2 integers that are not divisible by 2N−1. The product of
these integers gives a minimum of 2N − 2N factors 2. Hence, a factor 2N+1 multiplied by such
a product of integers contains at least 2N −N + 1 times the factor 2.
As the denominator in (A.5) contains 2N − N − 1 times the factor 2, every term in the
expansion of (A.5) with a factor 2N+1 must contain at least two factors 2 or thus be divisible
by four.
Corollary A.2. For natural numbers n,N ∈ Z≥0 such that n ≤ 2N , and x ∈ Z≥0, one has
En(x) ≡ En
(
x+ 2N+2
)
(mod 4),
and
2En(x) ≡ 2En
(
x+ 2N+1
)
(mod 4),
Proof. Writing (2.18) as
En(x) =
2
(2n)!
n−1∏
k=0
(x2 − k2) = 2
(2n)!
x
2n−2∏
k=0
(x− n+ 1 + k),
the periodicity follows by the same reasoning as used in the proof of Proposition A.1.
We need one more lemma which will prove to be useful in the proof of Theorem 2.10.
Lemma A.3. For n an odd integer and k an even integer, we have
En(k) ≡ 0 (mod 4).
Proof. Put n = 2N + 1 and k = 2K for some integers N,K. Then
E2N+1(2K) =
2K
2N + 1
(
2K + 2N
4N + 1
)
=
2K(2K + 2N)
(2N + 1)(4N + 1)
(
2K + 2N − 1
4N
)
≡ 0 (mod 4)
as the numerator contains a factor 4 while the denominator contains only odd factors.
Proof of Theorem 2.10. Note first that for a, b, c, d ∈ {0, 1, 2, 3} the function
F (x) = a+ b (14Z+1(x) + 14Z+3(x)) + c14Z+2(x) + d14Z+3(x)
is 4-periodic with its first four values given by
F (0) = a, F (1) = a+ b, F (2) = a+ c, F (3) = a+ b+ d.
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By specifying a, b, c, d ∈ {0, 1, 2, 3} one can clearly obtain every possible combination of first
four values modulo 4.
The first identity of Theorem 2.10 follows easily from the fact that E1(x) = x
2, as every
x ∈ Z≥0 is equal to either 2k or 2k + 1 for some k ∈ Z≥0, so
(2k)2 = 4k2 ≡ 0 (mod 4), while (2k + 1)2 = 4k2 + 4k + 1 ≡ 1 (mod 4).
For the second identity, by (2.18) we have
E2(x) + 2E3(x) =
1
12
x2(x2 − 1) + 1
180
x2(x2 − 1)(x2 − 4) = x
2(x2 − 1)(x2 + 11)
4 · 45 .
Now for k ∈ Z≥0, we find
E2(2k + 1) + 2E3(2k + 1) =
(4k2 + 4k + 1)(4k2 + 4k)(4k2 + 4k + 12)
4 · 45 ≡ 0 (mod 4).
Moreover, again for k ∈ Z≥0, it holds that
E2(2k) + 2E3(2k) =
4k2(4k2 − 1)(4k2 + 11)
4 · 45 ≡ k
2 (mod 4).
We already know that k2 is congruent 1 modulo 4 when k is odd, which corresponds to 2k ≡ 2
(mod 4), and congruent 0 modulo 4 when k is even, corresponding to 2k ≡ 0 (mod 4).
For the last identity, we will show that
E0001(x) ≡ 14Z+3(x) (mod 4).
Hereto we write
E0001(x) =
∞∑
n=1
Tn(x) with Tn(x) ..= E2n+1(x) +
n−1∑
j=1
2E2n+1+2j (x).
By Lemma A.3 we immediately have that for x an even integer each term in Tn(x) is congruent
0 modulo 4. What remains to be shown is that for k an integer one has E0001(4k + 1) ≡ 0
(mod 4) and E0001(4k+3) ≡ 1 (mod 4). Hereto we look at the values of the functions E2n+1 and
2E2n+1+2j that constitute Tn and in this way generate the values of Tn and ultimately those of
E0001.
Recall that
En(x) =
∏n−1
ℓ=0 (x
2 − ℓ2)∏n−1
ℓ=0 (n
2 − ℓ2) .
We are dealing with functions that consist of a fraction with integer numerator and denominator
which evaluates to an integer. To determine the value of this integer up to modulo 4 congruence,
we will look at the numerator and the denominator separately and factorize them into a power
of 2 and a remaining odd part. For instance, if a/b is such a fraction and we have the following
factorization a = 2ka′ and b = 2ℓb′ with a′ and b′ odd integers, then
a
b
mod 4 ≡

0 if k − ℓ ≥ 2
2 if k − ℓ = 1
a′ · (b′)−1 if k = ℓ.
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Note that k ≥ ℓ must hold as 2−1 is not defined modulo 4 and we know that a/b must evaluate
to an integer. Moreover, modulo 4 we have for odd integers (1)−1 ≡ 1 (mod 4) and (3)−1 ≡ 3
(mod 4).
We first look at the denominator of the function E2n+1(x) for n ≥ 1 which is given by
2n∏
ℓ=0
(
(2n + 1)2 − ℓ2) ≡ 2n−1−1∏
j=0
(
(2n + 1)2 − (2j + 1)2) (mod 4). (A.6)
Here we carried out a first simplification where we removed a number of factors congruent 1
modulo 4 as they have no impact on the final value modulo 4 of the product. Indeed, for ℓ even,
say ℓ = 2j, we have (2n+1)2− (2j)2 = 4n2+4n+1− 4j2 ≡ 1 (mod 4). If n = 1, (A.6) reduces
to just one factor, yielding
0∏
j=0
(
(2 + 1)2 − (2j + 1)2) = (32 − 12) = 23
for the denominator of E3(x). For n ≥ 2 we work out (A.6) as follows
2n−1−1∏
j=0
(
(2n + 1)2 − (2j + 1)2) = 2n−1−1∏
j=0
(
2n + 1− 2j − 1)(2n + 1 + 2j + 1)
=
2n−1−1∏
j=0
(
2n − 2j)(2n + 2j + 2)
= (2n+1)!!
= 2(2
n)(2n)!
Using repeatedly the recursive relation (for n ≥ 1)
(2n)! = 2(2
n−1)(2n − 1)!! (2n−1)!
we find
2(2
n)(2n)! = 2(2
n)
n∏
j=1
2(2
j−1)(2j − 1)!!
= 2(2
n+1−1)
n∏
j=1
(2j − 1)!!
Now, the double factorial (2j − 1)!! consists of a product of 2j−1 odd consecutive integers. For
j = 1 this product consists of just one factor, namely 1. The product of two odd consecutive
integers is always congruent 3 modulo 4, hence j = 2 contributes a factor 3, while for ℓ ≥ 3 this
double factorial is thus necessarily congruent 1 modulo 4. In this way, for the denominator of
E2n+1(x) we arrive at
22
n+1−1
n−1∏
ℓ=0
2ℓ−1∏
j=0
(2j + 1) ≡ 2(2n+1−1) · 3 (mod 4). (A.7)
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Using this information we will show that for integers k and x
E2n+1(2
nk + 2x+ 1) ≡ k(k + 1)
2
(mod 4) (0 ≤ x < 2n−1).
For n = 1 we immediately have
E3(2k + 1) ≡ 1
23
2∏
j=0
(
(2k + 1)2 − j2) ≡ 4k2 + 4k + 1− 1
23
≡ k(k + 1)
2
(mod 4),
while for n ≥ 2 we find for the numerator of E2n+1(2nk + 2x+ 1):
2n∏
j=0
(
(2nk + 2x+ 1)2 − j2) ≡ 2n−1−1∏
j=0
(
(2nk + 2x+ 1)2 − (2j + 1)2) (mod 4)
=
2n−1−1∏
j=0
(
2nk + 2x− 2j)(2nk + 2x+ 2j + 2)
=
2n∏
j=1
(
2n(k − 1) + 2x+ 2j).
Here we have a product of 2n even consecutive integers starting at 2n(k− 1)+2x+2. For x = 0
this product starts at 2n(k − 1) + 2 and goes up to 2n(k − 1) + 2n+1. Compared to the case
x = 0, a shift occurs when x > 0 where for j from 1 up to x the factor 2n(k − 1) + 2j in this
product gets replaced by 2n(k − 1) + 2j + 2n+1. Now, our goal is to factor out all powers of 2
and look at the remaining odd part modulo 4. As long as 2j < 2n, or thus x < 2n−1, we see
that 2n(k − 1) + 2j contains at most a power of 2 equal to 2n−1. Hence, when factoring out all
powers of 2 the added term 2n+1 in the replacement factor 2n(k − 1) + 2j + 2n+1 can at most
reduce to 22. This means that the odd part remaining after factoring out all powers of 2 of
the replacement factor and the original factor give the same value modulo 4. Note that this no
longer holds for x = 2n−1 as one can then factor out 2n.
For 0 ≤ x < 2n−1 we have
2n∏
j=1
(2n(k − 1) + 2x+ 2j) ≡ 2n∏
j=1
(2n(k − 1) + 2j) (mod 4)
Using repeatedly the recursive relation (for n ≥ 1)
2n∏
j=1
(2n(k − 1) + 2j) = 2(2n) 2n−1∏
j=1
(2n−1(k − 1) + 2j − 1) 2n−1∏
j=1
(2n−1(k − 1) + 2j)
we find
2n∏
j=1
(2n(k − 1) + 2j) = (k + 1) n∏
ℓ=1
2(2
ℓ)
2ℓ−1∏
j=1
(
2ℓ−1(k − 1) + 2j − 1)
= (k + 1)2(2
n+1−2)
n∏
ℓ=1
2ℓ−1∏
j=1
(
2ℓ−1(k − 1) + 2j − 1).
37
Now, for ℓ = 1 the inner most product reduces to one factor 20(k − 1) + 1 = k, while for ℓ = 2
we have
(
2(k− 1)+ 1)(2(k− 1)+ 3) ≡ 3 (mod 4). For all other values of ℓ we have a product of
2ℓ−1 odd consecutive integers which is always congruent 1 modulo 4. In this way we arrive at
2(2
n+1−2) · 3 · k(k + 1)
for the numerator of E2n+1(2
nk+2x+1). Together with what we obtained for the denominator
of E2n+1(x) in (A.7) we ultimately find
E2n+1(2
nk + 2x+ 1) ≡ k(k + 1)
2
(mod 4)
(
0 ≤ x < 2n−1).
What this means is that when looking at the values of E2n+1 modulo 4 evaluated at the
odd integers, starting at 1 we have 2n−1 times the value 0, followed by 2n−1 times the value 1,
then 2n−1 times the value 3 and 2n−1 times the value 2 after which the sequence mirrors and
repeats due to the periodicity result in Corollary A.2 and the fact that En(−x) = En(x). This
is illustrated in Table 5.
Using the same techniques as above one shows that
2E2n+1+2j
(
2n + 2n+1k + 2x+ 2jy + 1
) ≡ (k + 1)2y(y + 1) (mod 4),
for 0 ≤ x < 2j−1 and 0 ≤ y < 2n−j+1. Note that because of the added factor 2 in front, it
suffices to count the powers of 2 and we do not need to take into account the congruence class
modulo 4 of the remaining odd part when decomposing the numerator and the denominator.
This result translates to the evaluation at odd integers as follows: starting at 1, for 2E2n+1+2j
we have 2n−1 times the value 0, followed by 2n−j+1 times a sequence consisting of 2j−1 values
0, 2j values 2 and again 2j−1 values 0. This is followed by 2n−1 times the value 0 and the other
values follow from Corollary A.2.
Together with what we obtained for E2n+1, this gives the following sequence of values for
Tn with n ≥ 2 evaluated at the integers 4k + 1 starting at 1 (k = 0): we have 2n−2 times the
value 0, followed by 2n−1 times the value 1, 2n−1 times the value 2, 2n−1 times the value 3 and
finally 2n−2 times the value 0, after which the sequence repeats due to the periodicity result in
Corollary A.2. This is illustrated in Table 6. A similar result holds for the values of Tn evaluated
at the integers 4k + 3 which is illustrated in table 7. More formally, we can also write this as
(for n ≥ 2)
Tn(2
nk + 4x+ 1) ≡ k(k + 1)
2
+
k2(k2 − 1)
2
(mod 4) (0 ≤ x < 2n−2)
Tn(2
nk + 4x+ 3) ≡ k(k − 1)
2
+
k2(k2 − 1)
2
(mod 4) (0 ≤ x < 2n−2).
(A.8)
Putting
EN0001(x) ..=
N∑
n=1
Tn(x),
the function EN0001 has periodicity 2N+3 due to Corollary A.2. When evaluated at integers con-
gruent 1 modulo 4 it thus suffices to know the first 2N+1 values. We now show that the values
EN0001(4k+1) for k from 0 to 2N+1 are 2N−1 times 0, followed by 2N−1 times 3, followed by 2N−1
times 2 and finally 2N−1 times 1.
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This obviously holds for the case N = 1, as then we have T1 = E3 which evaluated at 4k+1
gives the sequence 0, 3, 2, 1 repeated indefinitely. Next, we assume this holds for EN0001(4k + 1)
and we show that it also holds for EN+10001 (4k + 1). We have by definition
EN+10001 (x) = TN+1(x) +
N∑
n=1
Tn(x).
Due to Corollary A.2, it suffices to look at TN+1 evaluated at the values 4k + 1 for k from 0 to
2N+2, which we found in (A.8). The addition of these values with the assumed values of EN0001
now give the desired values of EN+10001 modulo 4. This is illustrated in Table 8.
Hence, for an integer congruent 1 modulo 4, say 4k + 1, we thus find that EN0001(4k + 1) ≡ 0
(mod 4) for N such that 4k + 1 ≤ 2N−1. As E0001 = limN→∞ EN0001, we have E0001(4k + 1) ≡ 0
(mod 4) for every integer k. In exactly the same manner one finds that E0001(4k + 3) ≡ 1
(mod 4).
2k + 1 1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33
E3 0 1 3 2 2 3 1 0 0 1 3 2 2 3 1 0 0
E5 0 0 1 1 3 3 2 2 2 2 3 3 1 1 0 0 0
E9 0 0 0 0 1 1 1 1 3 3 3 3 2 2 2 2 2
E17 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 3
E31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Table 5: The values (modulo 4) of the polynomials E3, E5 . . . , E31 evaluated on the odd integers
1 to 33.
4k + 1 1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65
T1 0 3 2 1 0 3 2 1 0 3 2 1 0 3 2 1 0
T2 0 1 1 2 2 3 3 0 0 1 1 2 2 3 3 0 0
T3 0 0 1 1 1 1 2 2 2 2 3 3 3 3 0 0 0
T4 0 0 0 0 1 1 1 1 1 1 1 1 2 2 2 2 2
T5 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
T6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Table 6: The values (modulo 4) of the polynomials T1, T2 . . . , T6 evaluated on the integers
congruent 1 modulo 4, ranging from 1 to 65.
The proof of Theorem 2.11 is analogous to the one of Theorem 2.10, now using the following
periodicity property of the polynomials Dn.
Corollary A.4. For natural numbers n,N ∈ Z≥0 such that n ≤ 2N , and x ∈ Z≥0, one has
Dn
(
x+ 12
) ≡ Dn(x+ 12 + 2N+2) (mod 4),
and
2Dn
(
x+ 12
) ≡ 2Dn(x+ 12 + 2N+1) (mod 4),
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4k + 3 3 7 11 15 19 23 27 31 35 39 43 47 51 55 59 63 67
T1 1 2 3 0 1 2 3 0 1 2 3 0 1 2 3 0 0
T2 0 3 3 2 2 1 1 0 0 3 3 2 2 1 1 0 0
T3 0 0 3 3 3 3 2 2 2 2 1 1 1 1 0 0 0
T4 0 0 0 0 3 3 3 3 3 3 3 3 2 2 2 2 2
T5 0 0 0 0 0 0 0 0 3 3 3 3 3 3 3 3 3
T6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3
Table 7: The values (modulo 4) of the polynomials T1, T2 . . . , T6 evaluated on the integers
congruent 3 modulo 4, ranging from 3 to 67.
2N−1︷ ︸︸ ︷ 2N−1︷ ︸︸ ︷ 2N−1︷ ︸︸ ︷ 2N−1︷ ︸︸ ︷ 2N−1︷ ︸︸ ︷ 2N−1︷ ︸︸ ︷ 2N−1︷ ︸︸ ︷ 2N−1︷ ︸︸ ︷
EN0001(4k + 1) 0 . . . 0 3 . . . 3 2 . . . 2 1 . . . 1 0 . . . 0 3 . . . 3 2 . . . 2 1 . . . 1
TN+1(4k + 1) 0 . . . 0 1 . . . 1 1 . . . 1 2 . . . 2 2 . . . 2 3 . . . 3 3 . . . 3 0 . . . 0
EN+10001 (4k + 1) 0 . . . 0 0 . . . 0 3 . . . 3 3 . . . 3 2 . . . 2 2 . . . 2 1 . . . 1 1 . . . 1︸ ︷︷ ︸
2N
︸ ︷︷ ︸
2N
︸ ︷︷ ︸
2N
︸ ︷︷ ︸
2N
Table 8: The values (modulo 4) of EN+10001 evaluated on the first 2N+2 integers congruent 1 modulo
4.
Proof. Writing (2.21) as
Dn
(
x+ 12
)
=
1
(2n)!
n−1∏
k=0
(
(x+ 12 )
2 − (k+ 12)2
)
=
1
(2n)!
2n−1∏
k=0
(x− n+ 1 + k),
the periodicity follows by the same reasoning as used in the proof of Proposition A.1.
A.3 Clifford analysis
To show Proposition 3.3 we first give some auxiliary results. For these results, let T be an
integral transform
T [f(x)](y) =
1
(2π)m/2
∫
Rm
K(x, y) f(x) dx
with kernel given by
K(x, y) = A(w, z) + (x ∧ y) B(w, z)
where, for αk, βk ∈ C,
A(w, z) = 2λ Γ(λ)
+∞∑
k=0
(k + λ)αk z
−λJk+λ(z)Cλk (w)
B(w, z) = 2λ+1 Γ(λ+ 1)
+∞∑
k=1
(k + λ)βk z
−λ−1Jk+λ(z)Cλ+1k−1 (w).
The eigenvalues of T can be determined using the following proposition, which is a generalization
of Bochner’s formulas for the classical Fourier transform.
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Proposition A.5. Let Mk ∈Mk be a spherical monogenic of degree k. Let f(x) = f0(|x|) be a
real-valued radial function in S(Rm). Further, put ξ = x/|x|, η = y/|y| and r = |x|. Then one
has
T [f(x)Mk(x)](y) = (αk − k βk)Mk(η)
∫ +∞
0
rm+k−1f0(r)z−λJk+λ(z) dr
and
T [f(x)xMk(x)](y) = (αk+1 + (k +m− 1)βk+1)ηMk(η)
∫ +∞
0
rm+kf0(r)z
−λJk+1+λ(z) dr
with z = r|y| and λ = (m− 2)/2.
Proof. The proof relies on (2.10) and goes along similar lines as the proof of Theorem 6.4 in
[18].
We then have:
Theorem A.6. The functions {ψj,k,ℓ} are eigenfunctions of T . One has, putting β0 = 0,
(Tψ2p,k,ℓ)(y) = (−1)p (αk − k βk)ψ2p,k,ℓ(y)
(Tψ2p+1,k,ℓ)(y) = (−1)p (αk+1 + (k +m− 1)βk+1)ψ2p+1,k,ℓ(y).
(A.9)
Proof. The functions {ψj,k,ℓ} are of the form f(x)Mk(x) or f(x)xMk(x) with f(x) = f0(|x|) a
real-valued radial function in S(Rm). Hence we can apply Proposition A.5 and we find, using
λ = (m− 2)/2,
(Tψ2p,k,ℓ)(y) = (αk − k βk)M (ℓ)k (η)
∫ ∞
0
r2λ+1+kLk+λp (r
2) e−r
2/2z−λJk+λ(z) dr.
Substituting z = r|y|, the integral becomes∫ ∞
0
r2λ+1+kLk+λp (r
2) e−r
2/2(r|y|)−λJk+λ(r|y|) dr.
Now we can apply the identity (2.11) to give the final result of
(Tψ2p,k,ℓ)(y) = (−1)p (αk − k βk)M (ℓ)k (y)Lk+λp (|y|2)e−|y|
2/2
= (−1)p (αk − k βk)ψ2p,k,ℓ(y).
The expression for (Tψ2p+1,k,ℓ)(y) follows similarly.
Using these results we finally arrive at:
Proof of Proposition 3.3. Denote the eigenvalues of T by µj,k for j, k ∈ Z≥0. From Lemma 3.2,
we see that these eigenvalues satisfy
µj+2,k = −µj,k.
Moreover, as µj+1,k = i µj,k we find that putting
αk =
1
2(k + λ)
(
i k µ0,k−1 + (k + 2λ)µ0,k
)
, βk =
1
2(k + λ)
(
i µ0,k−1 − µ0,k
)
in (A.9), gives an integral transform that coincides with T on the eigenfunction basis.
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We conclude with a note relevant to the space L2(Rm)⊗ Clm in Theorem 3.6. This space is
equipped with the inner product
〈f, g〉 =
[∫
Rm
f c g dx
]
0
. (A.10)
Here, u 7→ u¯ is the anti-involution on the Clifford algebra Clm defined by
uv = v u and ej = −ej (j = 1, . . . ,m).
Furthermore, f c denotes the complex conjugate of the function f and u 7→ [u]0 is the projection
on the space of 0-vectors (scalars). The functions {ψj,k,ℓ} defined in formula (2.1) are after
suitable normalization an orthonormal basis for L2(Rm)⊗ Clm (see e.g. [42]), satisfying
〈ψj1,k1,ℓ1 , ψj2,k2,ℓ2〉 = δj1j2δk1k2δℓ1ℓ2.
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