We studied temporal processing of chromatic and luminance perturbations of a 600-nm field, measuring both modulation sensitivity (sinusoidal frequencies from 0.25 to 40 Hz) and pulse-detection thresholds (pulse durations from 5 to 2560 msec) for mean luminances of 0.9 to 900 Td and field sizes of 0.50 to 80. Chromatic stimuli were produced by antiphase modulation of lights matched by heterochromatic flicker photometry. Both mean luminance and field size affected sensitivity, and the magnitude of field-size effects increased with mean luminance. We derived both luminance and chromatic impulse response functions for each set of experimental conditions, using the modulation-sensitivity data. At high mean luminances and large field sizes the chromatic impulse response functions are complex, suggesting contributions from both chromatic and luminance mechanisms. Pulse-detection data were fitted by a peak detector model based on these impulse response functions.
INTRODUCTION
Temporal sensitivity to luminance perturbations' has frequently been studied with two different types of stimuli: periodic (flicker detection) and aperiodic (flash detection). For periodic stimuli, the relation between temporal frequency and modulation sensitivity is referred to as a temporal contrast-sensitivity function. For aperiodic stimuli, the relation between pulse duration and modulation threshold is referred to as a threshold-duration function. A number of investigatorsl"2 have attempted to relate these two functions in terms of an underlying linear temporal filter defined mathematically as an impulse response function. Chromatic perturbations are produced by antiphase modulation of a pair of lights matched in luminance by heterochromatic flicker photometry. [3] [4] [5] [6] [7] [8] Temporal contrast-sensitivity functions for chromatic perturbations are distinctly different from temporal contrast-sensitivity functions for luminance perturbations,3-7 and threshold-duration functions for chromatic pulses show integration over a longer time period than seen with luminance pulses. 8 Smith et al., 8 using the concept of a chromatic impulse response function, found that a wavelength-independent chromatic impulse response function fitted their threshold-duration data for modulation from white at 9 Td.
No previous study has directly compared temporal contrast-sensitivity data and threshold-duration data for chromatic perturbations, nor is there a study in which flickerdetection and flash-detection data have been compared for a full range of field sizes and retinal illuminances. We gathered flicker-detection and flash-detection data on two observers by using both chromatic and luminance perturbations. The use of chromatic and luminance impulse response functions and a peak detector model allowed us to integrate two different types of data within a single conceptual framework. To the extent that the impulse response functions permit prediction of pulse-detection data from modulation-sensitivity data, they provide a good approximation of the temporal properties of mechanisms mediating detection of chromatic and luminance perturbations.
We varied retinal illuminance and field size. For luminance perturbations, both temporal contrast-sensitivity functions and threshold-duration functions are strongly influenced by retinal illuminance and spatial structure." 9 " 0 Retinal illuminance and spatial extent also influence chromatic temporal contrast-sensitivity functions."" 2 The use of impulse response functions allowed us to quantify the effects of these stimulus parameters.
METHODS

Equipment
We used a computer-controlled two-channel Maxwellian view system employing two light-emitting diodes (LED's, General Instrument Models MV64521 and MV5752). Light from the two LED's was lightly diffused, combined by a dichroic beam splitter, collimated, and then focused on a 2-mm artificial pupil. The field of view was defined by circular field stops with diameters of 80, 2°, or 0.5° of visual angle.
A two-channel LED driver circuit gave precise linear control of the radiance of each LED by controlling the density of constant-amplitude, 2-,usec pulses. For each channel, a multiplier (Burr-Brown Model MPY100CM) was fed by three 12-bit digital-to-analog converters that specified the waveform (90 points per cycle for the sinusoids), mean luminance, and modulation depth, permitting a large range of modulations without sacrificing precision of waveform specification. A voltage-to-frequency converter (BurrBrown Model VCF62CG) controlled the density of the pulses fed to each LED.
Two types of waveform were input by the computer to the LED driver circuit: sinusoids of 0.25 to 40 Hz and pulses with durations of 5 to 2560 msec. Available sinusoidal frequencies were produced as fractions of 80 Hz (i.e., 80 Hz, 80/ 2 = 40 Hz, 80/3 = 26.67 Hz, etc). The sinusoidal frequency values and pulse durations were measured with a frequency counter (Racal 9900). The sinusoidal frequencies were accurate to three significant figures, and the pulse durations were accurate to within 2%, except for the nominal 5-msec pulse, which was accurate to within 10%.
Calibrations
LED's are convenient as light sources in temporal experiments. However, there is the potential for a variety of stimulus artifacts. In addition to their spatial inhomogeneity, chromatic and luminance artifacts may occur."3 The LED driver circuit was designed to provide color consistency and linearity. Here we describe the performance of our instrument.
LED Chromaticity
The spectral emission characteristics of the LED's were measured with a laboratory-constructed spectroradiometer placed at the eyepiece. The MV5752 LED had a peak at 560 nm and a bandwidth at half-height of 27 nm; the MV64521 LED had a peak at 630 nm and a bandwidth at half-height of 38 nm. The metameric monochromatic equivalents of the LED's, computed for the CIE standard observer,' 4 were 564 and 625 nm, respectively. With these sources, all available chromaticities were on the spectrum locus.
Color Consistency of the LED's
To evaluate potential chromaticity shifts with luminance, we measured the spectral emission characteristics (2-nm intervals) of our LED's for steady outputs of 900 Td (the maximum value per LED used in our study) and 36 Td (for the 564-nm LED) or 12 Td (for the 625-nm LED). We obtained chromaticity shifts to longer wavelengths of 1.67 nm for the 564-nm LED and 0.06 nm for the 625-nm LED. Calculations for the CIE standard observer indicate that these chromaticity shifts should result in luminance changes of less than 0.6%. In our experiments the LED's were modulated around a fixed mean luminance and reached the extremes for only brief periods of time. Further, high modulation levels were required only for the highest flicker frequency conditions and shortest pulses. Thus the calibration measurements represent more extreme operating conditions than actually used in gathering the data.
Linearity of the LED's LED driver parameters were adjusted to confine the operating ranges to their linear region. As a statistic for linearity, we performed a linear regression analysis on these data and obtained a correlation of 0.9997 for the 564-nm LED and 0.9998 for the 625-nm LED.
Overshoot of the LED's We used a photodiode to examine the waveform for a light pulse from 450 to 900 Td (the largest pulse used in our experiments).
An overshoot was measurable but was less than 0.15%.
Field Homogeneity Uniformity of the field was achieved by the use of light diffusers in front of the LED's, long-focal-length achromatic lenses, and precise alignment of the images in the pupil. Field homogeneity was assessed with a color-matching method. We illuminated the surround of a 0.50 aperture with a monochromatic light metameric to the field and of equal luminance. The 0.5° aperture was moved throughout the central 8° of the field, and the color match was undisturbed. Inhomogeneities larger than 5% would have disturbed the color match, so our result indicates field homogeneity at least as good as this figure.
Photometric Calibration Retinal illuminance of the 564-nm light was measured with a technique described by Nygaard and Frumkes." 5 We obtained a maximal retinal illuminance of 900 Td for the dimmer LED (564 nm), giving a maximal mean luminance of 900
Td (with 100% modulation) for the experiment. Calibrated Inconel neutral-density filters were used to provide additional mean luminances of 90, 9 and 0.9 Td, so the LED's operated in a similar dynamic range for all stimulus conditions.
Procedures
Observers viewed the stimulus in a darkened room, using a chin rest to maintain a constant head position. At the beginning of an experimental session, the 564-nm LED was set at half its maximum luminance (450 Td), and neutral-density filters were added to bring the field to the desired range. The observer then matched the two sources of heterochromatic flicker photometry, adjusting the radiance by the 625-nm LED.' 6 This setting (made with the same mean luminance and field size used in the session) was then used for the 625-nm LED throughout the session. The time-averaged chromaticity of the field was metameric to approximately 600 nm.
We used perturbations of either chromaticity or luminance; the LED's were modulated about a constant mean luminance and had identical modulation. For the sinusoids, the modulation of two LED's was either in phase or antiphase: the in-phase condition gave luminance modulation with no change in chromaticity, and the antiphase condition gave chromatic modulation with no change in luminance (as defined by heterochromatic flicker photometry) (Fig. 1,   top ). For luminance pulses both sources either increased simultaneously or decreased simultaneously, while for chromatic pulses one source increased while the other source decreased (Fig. 1, bottom) .
Series I: Effect of Mean Luminance for a 20 
Field
In this series of experiments we evaluated the effect of mean luminance on detection of luminance and chromatic pertur- bations. We measured sensitivity to sinusoidal flicker at mean luminances of 0.9, 9, 90, and 900 Td and pulse-detection thresholds at 9 and 900 Td. Field size was held constant at 20. We used the method of adjustment to measure temporal modulation sensitivity (sensitivity is defined as the reciprocal of the threshold modulation). The sinusoids were presented at 97% modulation, and the observer adjusted modulation with a bidirectional switch. The observer rapidly decreased the modulation depth to approximate threshold and then carefully bracketed the flicker fusion threshold in single 0.04-log-unit steps. Sensitivities were determined for a full range of frequencies (0.25 to 40 Hz), presented in semirandom order. In most experimental sessions for all trials the modulation was either chromatic or luminance. Most conditions were repeated in two separate experimental sessions. Data reported are the mean values, with two to five settings per frequency.
We measured pulse-detection thresholds with a staircase procedure that randomly intermixed durations. 8 For each trial, the observer initiated the trial by pressing a button and responded by pressing a bidirectional switch to indicate either "seen" or "not seen." In a single 20-min session we used either chromatic or luminance pulses and measured thresholds for 10 pulse durations ranging from 5 to 2560 msec in 1-octave steps. Data reported are the medians of 10 reversals for a single staircase at each duration.
Series II: Effect of Field Size
In this series of experiments we evaluated the effect of field size on detection of luminance and chromatic perturbations, using field sizes of 0.50 and 8°. We measured modulation sensitivity and pulse-detection thresholds at 9 and 900 Td. The procedures were as described for Series I.
Observers
Two of the authors (TU and WS) served as observers for all experimental conditions; both have normal color vision and normal visual acuity (with their usual refractive correction).
DATA ANALYSIS
We used the modulation-sensitivity data to generate digital impulse response functions using the phase reconstruction method of Stork and Falk,' 7 which generates the impulse response function for a linear minimal phase filter. The phase-reconstruction technique assumes that a linear filter is responsible for detection and uses the flicker data to define the amplitude spectrum of the filter. The phase spectrum for the linear filter is then computed from the amplitude spectrum, and the inverse Fourier transform is performed to generate a digital impulse response function. Previous approaches involved postulating a suitable analytic function and adjusting its parameters to fit the amplitude data. The Stork-Falk numerical-integration method has the advantage of being nonparametric and model free. The time course for these digital impulse response functions is in relation to the onset of the response, not to the onset of the stimulus. We calculated the digital impulse response functions to a resolution of 10 msec. A digital impulse response function was generated for each set of stimulus conditions.
The amplitude spectrum for a digital impulse response function fits the corresponding flicker data exactly, so any analytic impulse response function that gives a good fit to the digital impulse response function should also give a good fit to the flicker data. We chose a convenient analytic function to fit the digital impulse response functions, but this choice of functions was not crucial to our analysis. We derived analytic impulse response functions by fitting the digital impulse response functions with a variation of the Watson-Nachmias' 8 model: each digital impulse response function was fitted with a difference of two five-stage linear filters, with a latency difference to between the two filters. where t is in seconds and c is in hertz. We normalized I(c, t)
to its peak response. To form the analytic impulse response functions we weighted the two filters by coefficients, A and B, and took their difference: (2) where cl and c 2 are the corner frequencies (in hertz) of the two filters, to is the latency difference (in seconds) between the onsets of the two filters, and kh and k 2 are the normalization terms for the two filters. The Fourier transforms 2 2 of the analytic impulse response functions are analytic temporal contrast-sensitivity functions that we compared with our flicker data.
IRF(t) = A[I(cl, t)/kl] -B[I(cC, t -to)/k2
The analytic impulse response functions were used in a peak-detector model to predict the pulse-detection data; the digital impulse response functions gave virtually identical predictions. Each analytic impulse response function was convolved with pulses of various durations to derive the response amplitude. The prediction for threshold is the reciprocal of response amplitude. Thus each analytic imSwanson et al.
I(c, 0 = (t"e"Wn
-1)!, pulse response function produced a template for the pulsedetection data gathered under the same field size, chromaticity, and mean luminance as was used for the corresponding flicker data. For each set of experimental conditions we fitted the template to the data by scaling it vertically (that is, letting sensitivity vary while keeping temporal properties fixed) with a least-mean-squares procedure. The vertical scaling factors required are given in Table 1 ; in all but one case the scaling factors were less than 0.2 log unit. The amplitude sensitivities for 9 to 900 Td are separated by 2 log units, so the scaling factors are relatively small.
RESULTS
Series I: Effect of Mean Luminance for a 2° Field
The top panels of Fig. 2 show the flicker data and corresponding analytic functions plotted as amplitude sensitivity versus frequency for luminance and chromaticity perturbations, and the bottom panels show the analytic functions replotted in terms of modulation sensitivity. Since the effects of mean luminance were quite similar for the two observers, the analytic functions were derived from the means of the data for the two observers. The temporal contrastsensitivity functions for luminance modulation resemble those of Kelly, 2 0 who used comparable luminance levels and a similar range of temporal frequencies but a larger field size.
When the data are plotted in terms of amplitude sensitivity, the functions for 9 to 900 Td converge at high temporal frequencies (Fig. 2, top left) . The temporal contrast-sensitivity functions change from low-pass to bandpass as mean luminance is increased (bottom left), with little change in sensitivity at low frequencies. When the data for chromatic modulation are plotted in terms of amplitude sensitivity, the 0.9-to 90-Td functions converge at high frequencies (Fig. 2, top right). The chromatic temporal contrast-sensitivity functions show a systematic dependence on mean luminance. For mean luminances from 0.9 to 90 Td the chromatic temporal contrast-sensitivity functions are low pass, and sensitivity increases with mean luminance for all temporal frequencies. As mean luminance is increased from 90 to 900 Td, chromatic sensitivity is increased only above 4 Hz; at 900 Td the chromatic temporal contrast-sensitivity function is clearly bandpass (bottom right). The digital impulse response functions are shown as filled symbols in Fig. 3 , and the analytic impulse response functions are shown as smooth curves. The impulse response functions for luminance modulation show a distinct pattern as mean luminance increases: the time from onset to peak response becomes shorter, and a negative lobe appears (Fig.  3, left-hand panels) . The chromatic impulse response functions also show a decrease in time from-onset to peak as mean luminance increases, and for 0.9-90 Td the negative lobe is quite small (Fig. 3, right-hand panels) . We examined the first 2000 msec of the digital impulse response functions for ringing resulting from noise in the data. The ringing was always of low amplitude (as seen beyond 200 msec in the 90-and 900-Td luminance impulse response functions shown in The digital chromatic impulse response function has a distinct negative lobe at 900 Td, and the positive lobe is bimodal (with one peak near 30 msec and a second peak near 100 msec) and cannot be fitted by a difference of two n-stage filters. The bimodality represents systematic tendencies in the data for 2-16 Hz and is not due to random data variation (which produces ringing). Since the time course of the first peak is similar to the time course of the positive component of the 900-Td luminance impulse response function, it appears that the mechanism responsible for detection of luminance perturbations may contribute to the response. Interactions between mechanisms sensitive to luminance perturbations and chromatic perturbations have frequently been modeled with a vector sum, 2 3 but it is not obvious how to combine the corresponding impulse response functions. As an approximation we added a third filter whose corner frequency was identical to the positive component of the analytic 900-Td luminance impulse response function and included a latency difference between onset of luminance and chromatic responses. Thus we modified Eq. (2) to obtain
IRF(t) = A[I(cl, t -t,)/kj] -B[I(c 2 , t -tO)/k 2 ]
where the terms are as defined for Eq. (2). Table 2 gives the amplitudes, corner frequencies, and relative latency differences of the analytic impulse response functions. For both chromatic and luminance modulation the amplitudes and corner frequencies increase as mean luminance increases, while the latency differences decrease. In all cases the amplitude of the first filter is greater than that of the second filter, and for chromatic modulation at 900 Td the amplitude of the third filter is greater than that of the first filter. The latency difference is larger for chromatic modulation than for luminance modulation, and for both types of modulation the latency differences tend to increase as mean luminance decreases.
Pulse detection thresholds for luminance and chromatic perturbations are shown in Fig. 4 , with mean luminances of 900 Td (top) and 9 Td (bottom). Note that the data are plotted in terms of modulation sensitivity; on a scale of amplitude sensitivity they would be separated by 2 log units. The solid lines are predictions from the corresponding analytic impulse response functions, using the parameters de- rived from the modulation-sensitivity data ( Table 2) . At short durations, thresholds for luminance pulses decrease with increased pulse duration, showing integration up to 40 msec at 900 Td and up to 80 msec at 9 Td. Similarly, thresholds for chromatic pulses show integration up to 160 msec at 900 Td and up to 320 msec at 9 Td. There were no systematic differences between thresholds for luminance increments and luminance decrements or between thresholds for hue shifts toward red and toward green. For luminance pulses at 900 Td, the data show a pronounced local minimum at 40 to 80 msec. The peak detector model described above predicts the shape of the pulse-detec- 
a Generated as the difference between five-stage minimum phase filters. A, B, and C are amplitudes, the terms cl, c2, and c3 are corner frequencies, and to and ti are latency differences [see Eqs. (1) among these models, we did not attempt to derive a fit to them. In the least-mean-squares program used to scale the predictions vertically, for the 900-Td luminance pulses fits were made only to data for pulses of 5 to 40 msec. The resulting scaling factors are listed in Table 1 ; the variability is similar to that reported by Smith et al. 8 and may be due to criterion shifts from day to day.
Series II: The Effect of Field Size
The individual data for the two observers are plotted in Figs. 5-8 for the 0.5° field (circles) and the 80 field (squares); the corresponding analytic temporal contrast-sensitivity functions are plotted as solid lines. Each set of temporal contrast-sensitivity functions is shown with the corresponding impulse-response functions and threshold-duration functions. In general, modulation sensitivity increases with field size for both luminance and chromatic perturbations, and the effect of field size is more pronounced at 900 than at 9 Td. However, the effects of field size on the shape of the luminance temporal contrast-sensitivity functions are different for the two observers: increase in field size increases the bandpass characteristics of the temporal contrast-sensitivity functions at both luminance levels for subject TU (Fig.   5 ), while for subject WS the bandpass characteristics change little with field size. For chromatic modulation, the effects of field size are similar for both observers (Figs. 7 and 8) . At 900 Td, sensitivity at all frequencies increases as field size is increased from 0.50 to 8°, giving a vertical shift of the temporal contrast sensitivity functions by more than 0.5 log unit. At 9 Td the primary effect of field size is to increase the sensitivity to high frequencies. The parameters for the analytic impulse response functions are given in Table 3 . Similar patterns are seen for chromatic and luminance impulse response functions at both 9 and 900 Td. Increase in field size tends to increase the amplitudes of both filters, an effect that increases with mean luminance. A bimodality is seen in the 900-Td chromatic impulse response functions for all three field sizes and in the 8° chromatic impulse response function at 9 Td.
The analytic impulse response functions were used to predict pulse-duration thresholds for each subject, for all three Swanson et al. Several features evident in the temporal contrast-sensitivThe vertical scaling factors used are given in Table 1 . For ity functions and impulse response functions can also be luminance pulses, the predictions fit the data well (except noted in the pulse-detection data. Above 1 Hz, both lumifor the nonmonotonicity at 900 Td). For chromatic pulses nance and chromatic temporal contrast-sensitivity functhe fits are reasonable except for the 80 data, where the tions show an increase in sensitivity with mean luminance sensitivity at long durations is greater than predicted.
(reflected in the impulse response functions as an increase in Table 2 .
response amplitude); this is reflected in the pulse-detection data as consistently lower thresholds at 900 than at 9 Td. At 900 Td, increases in field size tend to give increased sensitivity at all durations, while the 9-Td data show less clear separation with increasing field size; the pulse-detection data also show a greater increase in sensitivity with field size at 900 than at 9 Td. The individual differences observed in the luminance temporal contrast-sensitivity functions are also evident in the pulse-detection data. For the luminance temporal contrast-sensitivity functions, subject TU shows an increase in sensitivity with increase in field size, while subject WS does not. The 9-Td data for luminance pulses show the same effect: for all durations, subject TU shows a greater increase in sensitivity with field size than does subject WS.
Discussion
Our temporal contrast-sensitivity functions, impulse response functions, and pulse data for luminance modulation are similar to earlier data for human psychophysics 1 and turtle cone respones. 27 , 28 Our temporal contrast-sensitivity functions and pulse-detection data for chromatic modulation are also consistent with those of previous studies. [4] [5] [6] [7] [8] 11, 12 We have three new findings concerning the effect of mean luminance on chromatic modulation sensitivity. First, data for 0.9 to 90 Td converge at high frequencies when plotted in terms of amplitude sensitivity. Second, sensitivity to high temporal frequencies increases faster with mean luminance than sensitivity to low temporal frequencies. Finally, the magnitude of field-size effects is dependent on mean luminance.
The analytic impulse response functions were generated by fitting the digital impulse response functions using fivestage linear filters. The key factor is not the form of the analytic filters but rather how closely they match the digital impulse response functions derived from modulation-sensitivity data. Similar (but not identical) mathematical functions have been used to fit psychophysical' 8 ' 2 9 and physiological 30 data. Following these earlier studies, we interpreted the first filter as representing an excitatory process and the second filter as representing an inhibitory process. The analytic filters correspond closely to the digital filters (Fig.  3) , so the parameters A, B, C, to, and t, can be used to characterize the behavior of each filter. The digital impulse functions exactly fit the modulation-sensitivity data, while the analytic filters only approximate the data (smooth curves in Figs. 5-8, upper panels) . The degree to which the smooth curves give poor fits to the modulation-sensitivity data reflect the extent to which the modified Watson-Nachmias model is unable to fit the digital impulse response functions. These failures are primarily for chromatic modulation under conditions that yield a luminance component to the response, which as mentioned above are difficult to model.
The bimodal chromatic digital impulse response functions at 900 Td suggest that chromatic modulation may be detected in part by the mechanism that responds to luminance perturbations. There are three sources that might introduce achromatic modulation in our chromatic stimulus: physical artifacts, 7 temporal dependence of heterochromatic flicker photometry in this paradigm, and phase differences between the cone responses. Physical artifacts could be produced by poor alignment of the two chromatic sources, which might introduce a retinal mismatch of the images. It is unlikely that these bimodal impulse response functions reflect luminance artifacts due to retinal mismatch of the images, since the chromatic thresholds above 6 Hz are no more than two to three times smaller than the luminance thresholds.
In order for a luminance artifact to cause a luminance contribution to threshold, the artifact would have to produce a luminance response to antiphase flicker that was one half to one third as large as the response obtained with in-phase modulation of the entire field. We had dichromats make photometric matches at 8 Hz, and they were 3 6 ). For luminance modulation our 90-Td data were fitted well by Kelly's luminance temporal contrast-sensitivity functions for spatial frequencies of 4 to 5.7 cycles/deg. Similarly, our 90-Td chromatic data were fitted by Kelly's chromatic temporal contrast-sensitivity functions for spatial frequencies of 1 to 2.8 cycles/deg. Our data show that field-size effects are highly dependent on mean luminance in the range 9 to 900 Td, so it is likely that the shape of the chromatic spatiotemporal surface will also depend on mean luminance.
The 80 field not only has a different spatial-frequency content from the 2° field but also permits stimulation of peripheral retina. At high frequencies the peripheral retina is more sensitive than the fovea. What is most remarkable about the pulse-detection data is that the impulse response functions derived from modulation sensitivity data are able to predict the pulse-detection data to within 0.2 log unit, using a simple peak-detector model. The pulse-detection data are plotted in terms of modulation sensitivity rather than amplitude sensitivity, for which the 9-and 900-Td data sets would be separated by 2 log units; over such a large range, a 0.2-log-unit variation is small. Thus effects of luminance and field size on detection of flicker and flashes are not only qualitatively similar but they are also quantitatively similar. The overall quality of the fits from a peak detector indicates that the impulse response functions do indeed reflect the underlying temporal processes.
CONCLUSIONS
We have studied the effects of mean luminance and field size on sensitivity to chromatic and luminance temporal perturbations and have predicted pulse-detection thresholds from impulse response functions derived from modulation-sensitivity functions. The effects of field size and mean luminance were similar for both modulation sensitivity and pulse-detection thresholds, with either chromatic or luminance perturbations. In general, the magnitude of field-size effects was dependent on mean luminance. For each experimental condition, the temporal dependence of pulse-detection data was predicted by a peak detector model using an impulse response function derived from modulation-sensitivity data; analytic forms for the impulse response functions were produced by differences of linear filters. These predictions fit the data well except for a nonmonotonicity in thresholds for the 900-Td luminance pulses.
