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Abstract
We study a class of A∞-algebras, named (2,p)-algebras, which is related to the class of p-homo-
geneous algebras, especially to the class of p-Koszul algebras. A general method to construct (2,p)-
algebras is given. Koszul dual of a connected graded algebra is defined in terms of A∞-algebra. It is
proved that a p-homogeneous algebra A is p-Koszul if and only if the Koszul dual E(A) is a reduced
(2,p)-algebra and generated by E1(A). The (2,p)-algebra structure of the Koszul dual E(A) of a
p-Koszul algebra A is described explicitly. A necessary and sufficient condition for a p-homoge-
neous algebra to be a p-Koszul algebra is also given when the higher multiplications on the Koszul
dual are ignored.
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0. Introduction
Throughout we work over a base field k with characteristic 0, all vector spaces and
linear maps are over k.
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homological properties. The concept was introduced by Priddy in [18] where it was called
a homogeneous Koszul algebra. The algebra structure of Koszul dual Ext∗A(kA, kA) of a
Koszul algebra A is worked out explicitly [11,18]. The concept of higher Koszul alge-
bra (p-Koszul algebra) is a generalization of that of Koszul algebra. For p  2, a p-Koszul
algebra is a p-homogeneous algebra A such that the trivial A-module kA admits a pure res-
olution [3,21]. When p = 2, a 2-Koszul algebra is a usual Koszul algebra. Some important
graded algebras are p-Koszul algebras [3]. Some significant applications of p-Koszul alge-
bras were found in algebraic topology, algebraic geometry, quantum group, and Lie algebra
([1–5,7,8,11,15,16,19,20], etc.). For example, some Artin–Schelter regular algebras [1] of
global dimension 3 are p-Koszul algebras which are fundamental in non-commutative pro-
jective geometry.
Let A be a p-Koszul algebra, the Koszul dual Ext∗A(kA, kA) of A will be denoted
by E(A). Compared with (usual) Koszul algebras, the algebra structure on E(A) of a
p-Koszul algebra for p  3 is not very clear. Our aim of this paper is to describe the al-
gebra structure on E(A), and to discuss the properties of p-Koszul algebras in terms of
A∞-algebras. For this, we introduce the concept of (2,p)-algebras.
A (2,p)-algebra E is an A∞-algebra with two non-trivial multiplications m2 and mp .
Roughly speaking E is a graded associative algebra such that some compatibility condi-
tions between m2 and mp are required. For any p  3, we provide a method to construct
a (2,p)-algebra E(A;p) naturally from a given positively graded associative algebra A,
which suggested a new approach of studying graded objects. Keller has shown in [10] that
a quadratic algebra is Koszul if and only if the higher multiplications of its Koszul dual
are trivial. However, the Koszul dual of a p-Koszul algebra A admits non-trivial higher
multiplications when p  3. As we will see, the Koszul dual E(A) is a (2,p)-algebra.
Moreover, the (2,p)-algebra structure of the Koszul dual E(A) will be given explicitly.
We also give a criterion for a p-homogeneous algebra to be a p-Koszul algebra in terms of
A∞-algebras.
1. Preliminaries
In what follows, unadorned ⊗ means ⊗k and Hom means Homk .
A graded (associative) algebra is a Z-graded vector space A =⊕n∈ZAn with graded
linear maps mA : A ⊗ A → A and ηA : k → A of degrees 0 such that mA ◦ (mA ⊗ 1A) =
mA ◦ (1A ⊗ mA) and mA ◦ (1A ⊗ ηA) = mA ◦ (ηA ⊗ 1A) = 1A. Let A and B be graded
algebras, a morphism of graded algebras f : A → B is a graded linear map of degree 0
such that f ◦ mA = mB ◦ (f ⊗ f ) and f ◦ ηA = ηB . An augmented graded algebra is a
graded algebra A =⊕n∈ZAn such that there is a graded algebra morphism εA : A → k
with εA ◦ ηA = 1k . A morphism of augmented graded algebras f : A → A′ is a graded
algebra morphism such that εA = εA′ ◦ f . An augmented positively graded algebra A =⊕
n0 An with A0 = k is called a connected graded algebra. A connected graded algebra
A is said to be locally finite if dim(An) < ∞ for all n  1, and is said to be generated in
degree 1 if An = mA(Ai ⊗Aj) for all i + j = n, i, j  1 and n 2.
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differential dA : A → A of degree 1 such that (1) dA ◦ dA = 0, and (2) dA(ab) = dA(a)b +
(−1)|a|adA(b) for homogeneous elements a, b ∈ A, where |a| is the degree of a. An
augmented DGA is a DGA A such that A is augmented as a graded algebra and εA◦dA = 0.
A morphism of (augmented) DGAs f :A → A′ is a morphism of (augmented) graded
algebras such that f ◦ dA = dA′ ◦ f . Due to the degree of the differential d of a DGA is 1,
we usually write a DGA as A =⊕n∈ZAn, and denote HA the cohomology of A.
Let A be a graded algebra. A left graded module over A is a Z-graded vector space M =⊕
n∈ZMn with a graded linear map µ :A⊗M → M of degree 0 such that µ◦ (ηA ⊗1M) =
1M and µ ◦ (mA ⊗ 1M) = µ ◦ (1A ⊗ µ). Right graded A-modules and graded bi-modules
are defined similarly. When A is a DGA, a left differential graded module over A is a
graded A-module M with a differential dM :M → M of degree 1 such that dM ◦ dM = 0
and dM(a · m) = dA(a) · m + (−1)|a|a · dM(m) for homogeneous elements a ∈ A and
m ∈ M , where |a| is the degree of a and “·” is the A-module action. Right differential
graded modules and differential graded bi-modules are defined similarly.
Let A be a graded algebra. The category of right graded A-modules (or left graded
A-modules) will be denoted by GrMod-A (or A-GrMod). For M,N ∈ GrMod-A, let
HomA(M,N) be the set of graded A-module morphisms of degree 0 and let HomdA(M,N)
be the set of graded A-module morphisms of degree d . Further, let
HomA(M,N) =
⊕
d∈Z
HomdA(M,N),
where Hom0A(M,N) = HomA(M,N). Let ExtiA(M,N) be the derived functors of
HomA(M,N). Since M and N are graded modules, ExtiA(M,N) is a graded abelian group
and we write the component of degree j by ExtiA(M,N)j . Hence
Ext∗A(M,N) =
⊕
i∈Z
ExtiA(M,N)
is a bi-graded abelian group with (i, j)th component ExtiA(M,N)j . The second grading of
Ext∗A(M,N) is induced by the gradings of M and N .
Let U be a vector space. Then U∗ is the dual space Hom(U, k). Let U and V be
finite-dimensional vector spaces. As we know, V ∗ ⊗ U∗ ∼= (U ⊗ V )∗. For convenience,
the isomorphism V ∗ ⊗ U∗ → (U ⊗ V )∗ is defined by (g ⊗ f )(u ⊗ v) = f (u)g(v).
Let V be a finite-dimensional vector space, and let T (V ) = k ⊕ V ⊕ V ⊗2 ⊕ · · ·, with
the usual grading T (V ) is a graded algebra. For a given integer p  2, a p-homogeneous
algebra is a graded algebra A = T (V )/(R), in which R is a subspace of V ⊗p . Clearly, a p-
homogeneous algebra is a connected graded algebra. Let A be a p-homogeneous algebra,
we recall that the homogeneous dual of A is defined by A! = T (V ∗)/(R⊥) where R⊥ ⊆
(V ⊗p)∗ ∼= (V ∗)⊗p is the orthogonal complement of R.
For the sake of convenience, we introduce a function p :N → N by
p(n) =
{
pm if n = 2m,
pm+ 1 if n = 2m+ 1.
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kA admits a linear projective resolution
· · · → Pn → Pn−1 → ·· · → P1 → P0 → kA → 0, (1.1)
with Pn generated in degree p(n). When p = 2, A is called a Koszul algebra.
A left p-Koszul algebra is defined similarly. It is shown in [3,21] that a p-homogeneous
algebra A is left p-Koszul if and only if it is right p-Koszul. Henceforth we say that an
algebra is p-Koszul without reference to “left” or “right.”
Example 1.2. Let A be an AS-regular algebra over the field k of global dimension 3 gen-
erated in degree 1. Then A is generated by two elements with relations of degree 3 or A
is generated by three elements with relations of degree 2 [1]. If A is generated by two
elements, then the trivial A-module kA has a minimal projective resolution [1]:
0 → A[−4] → A[−3] ⊕A[−3] → A[−1] ⊕A[−1] → A → k → 0.
Hence A is 3-Koszul in this case. If A is generated by three elements, then kA has a minimal
projective resolution [1]:
0 → A[−3] → A[−2] ⊕ A[−2] ⊕A[−2] → A[−1] ⊕A[−1] ⊕A[−1] → A → k → 0.
Hence A is Koszul in this case.
Definition 1.3. A Z-graded vector space E =⊕n∈ZEn is called an A∞-algebra if it is
equipped with a family of multiplications {mn}n1, where mn : E⊗n → E is a graded
linear map of degree 2 − n for n 1, satisfying the Stasheff identities (see [13]):
SI(n)
∑
(−1)i+jkml(1⊗i ⊗mj ⊗ 1⊗k) = 0
for all n  1, where the sum runs over all decompositions n = i + j + k, (i, k  0 and
j  1), and l = i + 1 + k.
The multiplications {mn}n3 are called the higher multiplications of E.
Definition 1.4. Let E and E′ be A∞-algebras. A morphism of A∞-algebras (or A∞-
morphism) f :E → E′ is a family of graded linear maps
fn :E
⊗n → E′
of degree 1 − n satisfying the morphism identities (see [13]):
MI(n)
∑
(−1)i+jkfl(1⊗i ⊗ mj ⊗ 1⊗k) =
∑
(−1)mr(fi ⊗ · · · ⊗ fir )1
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i, k  0, where put l = i + 1 + k, and the second sum runs over all 1  r  n and all
decompositions n = i1 + · · ·+ ir with all is  1; the sign on the right-hand side is given by
 = (r − 1)(i1 − 1)+ (r − 2)(i2 − 1)+ · · · + (ir−1 − 1).
An A∞-morphism f is strict if fi = 0 for all i = 1. f is said to be a quasi-isomorphism
if f1 is a quasi-isomorphism.
An augmented A∞-algebra E is an A∞-algebra satisfying the following conditions:
(1) There is a strict A∞-morphism ηE : k → E such that mn(1⊗i ⊗ ηE ⊗ 1⊗j ) = 0 for all
n = 2 and i + j = n− 1, and m2(1 ⊗ ηE) = m2(ηE ⊗ 1) = 1E .
(2) There is a strict A∞-morphism εE :E → k such that εE ◦ ηE = 1.
An augmented A∞-algebra defined here is a strict unital A∞-algebra as defined in [12,13].
Augmented differential graded algebras are examples of augmented A∞-algebras.
If E and E′ are augmented A∞-algebras, an A∞-morphism f :E → E′ is called an
augmented A∞-morphism if
(1) εE′ ◦ f = εE , and
(2) f1 ◦ ηE = ηE′ , and fn(1⊗i ⊗ ηE ⊗ 1⊗j ) = 0 for all n 2.
Two augmented A∞-algebras E and E′ are said to be quasi-isomorphic as augmented A∞-
algebras if there is an augmented A∞-morphism f :E → E′ that is a quasi-isomorphism.
The following theorem is given in [9,12,13].
Theorem 1.5. Let A be an augmented DGA, and let E = HA. Then there is an augmented
A∞-structure {mi} on E such that m1 = 0, m2 is induced by the multiplication mA of A,
and E is quasi-isomorphic to A as augmented A∞-algebras.
In this paper, we are mainly interested in a connected graded algebra A and its EXT-
algebra Ext∗A(kA, kA). As we have seen, Ext∗A(kA, kA) is a bigraded object. Hence it is
necessary to introduce an extra grading for an A∞-algebra. A bigraded A∞-algebra is a
Z × Z-graded vector space E =⊕i,j∈ZEij with multiplications mn (n 1) satisfying the
Stasheff Identities SI(n) as in Definition 1.3, where the degree of a nonzero element in
Eij is (i, j) and the degree of mn is (2 − n,0). In other words, each mn must preserve
the second grading. The second grading is called the Adams grading in [12,13]. Hence
a bigraded A∞-algebra is also called an A∞-algebra with an Adams grading (see [12]).
Naturally, k can be viewed as a bigraded A∞-algebra that is concentrated in degree (0,0).
For convenience, we write Ei =⊕j∈ZEij . Hence Ei is a Z-graded object. A morphism f
of bigraded A∞-algebras satisfies the same Morphism Identities MI(n), but each fn must
preserve the second grading. Similarly, we can define augmented bigraded A∞-algebras,
(augmented) bigraded algebras, augmented differential bigraded algebras (or augmented
DBGA, for short) and differential bigraded modules. Morphisms of objects can be defined
similarly. For example, if A = k ⊕ A1 ⊕ A2 ⊕ · · · is a connected graded algebra, then A
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always being zero.
Note that in an augmented DBGA, both the multiplication m and the differential d
preserve the second grading. Comparing with Theorem 1.5, we have the following theorem.
Theorem 1.5′. Let A be an augmented DBGA, and let E = HA. Then there is an aug-
mented bigraded A∞-algebra structure {mi} on E such that m1 = 0, m2 is induced by mA,
and E is quasi-isomorphic to A as augmented bigraded A∞-algebras.
For more properties of A∞-algebras and A∞-morphisms, we refer to papers [9,12,13].
2. p-Koszul algebras and Koszul dual
Let A = k ⊕A1 ⊕A2 ⊕ · · · be a locally finite connected graded algebra. Endowed with
the Yoneda product, Ext∗A(kA, kA) is a bigraded algebra, called the Koszul dual of A and
denoted by E(A). The (i, j)-component of E(A) is denoted by Eij (A) = ExtiA(kA, kA)j .
Also, write Ei(A) = ExtiA(kA, kA) =
⊕
j∈ZEij (A) for all i  0. In this section, we discuss
some relations between a p-Koszul algebra and its Koszul dual.
Let A = T (V )/(R) be a p-homogeneous algebra. Recall that the minimal projective
resolution of kA begins with
· · · → R ⊗A → V ⊗A → A → kA → 0. (2.1)
Hence the first three components of the Koszul dual E(A) are E0(A) = k, E1(A) = V ∗,
and E2(A) = R∗. In particular, E1(A) is concentrated in E1−1(A) and E2(A) is concen-
trated in E2−p(A). Recall that a p-Koszul algebra A is a p-homogeneous algebra such that
the trivial A-module kA admits a linear resolution
· · · → Pn → Pn−1 → ·· · → P1 → P0 → kA → 0, (2.2)
where Pn is generated in degree p(n). The following lemma gives an equivalent definition
of p-Koszul algebras which is characterized by the Koszul dual.
Lemma 2.1 [2,21]. Let A be a p-homogeneous algebra. Then A is a p-Koszul algebra if
and only if En(A) is concentrated in degree (n,−p(n)).
For a Koszul algebra, there is a more precise description on the Koszul dual.
Theorem 2.2 [7,11]. Let A be a quadratic algebra. Then A is Koszul if and only if its
Koszul dual E(A) is generated by E1(A).
If A is a p-homogeneous algebra with p  3, it is impossible for E(A) to be generated
by E1(A) since E1(A) ·E1(A) = 0 [21]. However we will show that there is a similar cri-
terion for a p-homogeneous algebra to be a p-Koszul algebra (see Theorems 2.5 and 6.2).
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ambiguity, we use f ∗ g to denote the product of E(A) and use f · g to denote the product
of A!. For i, j  1, if p(i)+p(j) = p(i+ j), then Ei(A)∗Ej(A) = 0 by [21, Lemma 2.1].
Let A = T (V )/(R) be a p-Koszul algebra (p  3). Note that the trivial module kA has
a minimal projective resolution (see [3,21])
· · · δn+1−−−→ Kp(n) ⊗ A δn−→ Kp(n−1) ⊗A δn−1−−−→ · · · δ1−→ Kp(0) ⊗ A −→ kA → 0,
where
Kp(n) =
⋂
i+j+p=p(n)
i,j0
V ⊗i ⊗R ⊗ V ⊗j for n 2,
Kp(1) = K1 = V, and Kp(0) = K0 = k.
The differential δ is given as follows. For x1, . . . , xp(n) ∈ V , and a ∈ A,
δn(x1, . . . , xp(n), a) =
{
x1 ⊗ · · · ⊗ xp(n)−p+1 ⊗ xp(n)−p+2 · · · · ·xp(n) · a if n is even,
x1 ⊗ · · · ⊗ xp(n)−1 ⊗ xp(n) · a, if n is odd,
where xp(n)−p+2 · · · · ·xp(n) · a and xp(n) · a are products of elements in A.
Moreover, we have A!p(n) ∼= K∗p(n) (see [21], or combine results of [3,5]) for n  0.
Hence En(A) ∼= A!p(n) for n 0.
For ϕ ∈ A!p(n) ∼= En(A) and ψ ∈ A!p(m) ∼= Em(A), we view ϕ and ψ as linear maps from
Kp(n) to k and Kp(m) to k, respectively. Let ϕ :Kp(n) ⊗ A → kA and ψ :Kp(m) ⊗ A → kA
be the right A-module morphism induced by ϕ and ψ , respectively. Now consider the
following diagram:
· · · δn+m+1 Kp(n+m) ⊗ A
ϕm
δn+m · · · δn+1 Kp(n) ⊗ A
ϕ0
ϕ
δn · · ·
· · · δm+1 Kp(m) ⊗A δm
ψ
· · · δ1 Kp(0) ⊗A  kA 0
kA
where ϕi for i = 0,1, . . . ,m is defined as follows.
(1) Let n be even. For x1, . . . , xp(n+i) ∈ V , and a ∈ A, the right A-module morphism ϕi
is given as
ϕi(x1, . . . , xp(n+i), a) = ϕ(x1, . . . , xp(n))xp(n)+1 ⊗ · · · ⊗ xp(n+i) ⊗ a.
Clearly, δi ◦ ϕi = ϕi−1 ◦ δn+i . Now for x1, . . . , xp(n+m) ∈ V , and a ∈ A,
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(
ϕ(x1, . . . , xp(n))xp(n)+1, . . . , xp(n+m), a
)
= ϕ(x1, . . . , xp(n))ψ(xp(n)+1, . . . , xp(n+m))a
= (ψ · ϕ)(x1, . . . , xp(n+m))a. (2.3)
Hence, when n is even, we have
ψ ∗ ϕ = ψ · ϕ (2.4)
for ϕ ∈ En(A) = A!p(n) and ψ ∈ Em(A) = A!p(m), where the “·” is the product of A!.
(2) Let n be odd. For x1, . . . , xp(n+i) ∈ V , and a ∈ A, the right A-module morphism ϕi
is given as follows:
(a) if i is odd, define ϕi to be
ϕi(x1, . . . , xp(n+i), a) = ϕ(x1, . . . , xp(n))xp(n)+1 ⊗ · · · ⊗ xp(n+i)−p+2
⊗ (xp(n+i)−p+3 . . . xp(n+i)a),
where (xp(n+i)−p+3 . . . xp(n+i)a) is the product of the elements xp(n+i)−p+3, . . . ,
xp(n+i), a in A;
(b) if i is even, define ϕi to be
ϕi(x1, . . . , xp(n+i), a) = ϕ(x1, . . . , xp(n))xp(n)+1 ⊗ · · · ⊗ xp(n+i) ⊗ a.
It is not hard to check δi ◦ϕi = ϕi−1 ◦ δn+i . If ψ ∗ϕ = 0 then p(n)+ p(m) = p(n+m).
Since n is odd, m must be even. By the computations similar to (2.3), we get that the
identity (2.4) also holds when n is odd.
Let E =⊕i0,j∈Z E ij be the bigraded vector space with E i−p(i) = A!p(i) and E ij = 0 if
j = −p(i). Hence E i is concentrated in degree (i,−p(i)). Define a multiplication on E as
follows: for ψ ∈ E i and ϕ ∈ Ej ,
ψ ∗ ϕ =
{
ψ · ϕ at least one of i and j is even,
0 otherwise,
where “·” is the product of A!. Then it is not hard to check that E is a bigraded algebra.
By discussions and settings above, we have the following proposition.
Proposition 2.3. Let A be a p-Koszul algebra, p  3, and E(A) its Koszul dual. Then
E(A) ∼= E as bigraded algebras.
Remark. After we finished the work we found that Berger and Marconnet also got a similar
result in [6].
Lemma 2.4. Let A = T (V )/(R) be a p-homogeneous algebra and E(A) =⊕i0 Ei(A)
be its Koszul dual. Then Ei (A) = 0 for all i  0 and j < p(i).−j
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· · · → P2m+1 ∂2m+1−−−→ P2m ∂2m−−→ P2m−1 → ·· · → P1 ∂1−→ P0 ε−→ kA → 0
be a minimal resolution of kA. We prove inductively that Pi is generated in degrees not less
than p(i) for all i  0. Since P0 ∼= A, P1 ∼= V ⊗A, and P2 ∼= R⊗A, the statement holds for
Pi when i  2. If the statement holds for P2m, it is also holds for P2m+1 by minimality of
∂2m. Now suppose that P2m is generated in degrees not less than mp. We have to show that
P2m+2 is generated in degrees not less than (m + 1)p. Obviously, there is a graded vector
space W = Wmp ⊕Wmp+1 ⊕· · · such that P2m ∼= W ⊗A. In what follows, we identify P2m
with W ⊗ A. Specifically, P2m,mp = Wmp ⊗ k and P2m,mp+j = Wmp ⊗ V ⊗j ⊕ Wmp+1 ⊗
V ⊗j−1 ⊕ · · · ⊕Wmp+j for 0 j  p − 1. Let K = Kmp+1 ⊕Kmp+2 ⊕ · · · ⊕Kmp+p−1 ⊕
· · · = ker(∂2m). By minimality of ∂2m, we get Kmp+j ⊆ Wmp ⊗V ⊗j ⊕· · ·⊕Wmp+j−1 ⊗V
for 1 j  p − 1. Let U = Ump+1 ⊕ Ump+2 ⊕ · · · ⊕ Ump+p−1 ⊕ · · · = K/KJ , where J
is the graded Jacobson radical of A. We may consider U as a graded subspace of K . In
particularly,
Ump+j ⊆ Kmp+j ⊆ Wmp ⊗ V ⊗j ⊕Wmp+1 ⊗ V ⊗j−1 ⊕ · · · ⊕Wmp+j−1 ⊗ V
= (Wmp ⊗ V ⊗j−1 ⊕ Wmp+1 ⊗ V ⊗j−2 ⊕ · · · ⊕ Wmp+j−1)⊗ V
for 1  j  p − 1. Let Qj = Wmp ⊗ V ⊗j−1 ⊕ · · · ⊕ Wmp+j−1. Now Ump+j ⊆ Qj ⊗ V
for 1 j  p− 1. By minimality, we have P2m+1 ∼= U ⊗A. Also, we identify P2m+1 with
U ⊗A. More precisely,
P2m+1,mp+1 = Ump+1 ⊗ k,
and
P2m+1,mp+j+1 = Ump+1 ⊗ V ⊗j ⊕Ump+2 ⊗ V ⊗j−1 ⊕ · · · ⊕ Ump+j+1 ⊗ k
for 0  j  p − 2. The differential ∂2m+1 is defined as follows: for a ∈ A and x ∈ U ,
∂2m+1(x ⊗ a) = x · a, where x · a is the right A-module action in P2m. Let us denote
K ′ = K ′mp+2 ⊕ · · · ⊕ K ′mp+p−1 ⊕ · · · = ker(∂2m+1). What remains to be shown is that
K ′mp+j = 0 for 2 j  p − 1. For j = 2, we have K ′mp+2 ⊆ Ump+1 ⊗ V ⊆ Q1 ⊗ V ⊗ V .
By the definition of ∂2m+1, it follows K ′mp+2 = 0. For 2 < j  p − 1,
K ′mp+j ⊆ Ump+1 ⊗ V ⊗j−1 ⊕ · · · ⊕ Ump+j−1 ⊗ V
⊆ Q1 ⊗ V ⊗ V ⊗j−1 ⊕ · · · ⊕Qj−1 ⊗ V ⊗ V.
By the definition of ∂2m+1 and the choice of Ump+i , 1 i  p− 1, we get that K ′mp+j = 0
for 2 j  p−1. By minimality of the projective resolution, we get the desired result. 
Now we can prove the criterion theorem for a p-homogeneous algebra to be a p-Koszul
algebra.
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p-Koszul algebra if and only if E(A) is generated by E1(A) and E2(A).
Proof. When p = 2, this is Theorem 2.2 since in this case E2(A) is generated by E1(A).
Hence it is sufficient to prove the statement for p  3. Suppose that A is p-Koszul. Propo-
sition 2.3 says that the product Ei(A) ∗ Ej(A) is the same as A!p(i) · A!p(j) when at least
one of i or j is even. Clearly A! is generated by A!1 as a connected graded algebra. Hence
A!p(n) = A!p(i) ·A!p(j) when p(n) = p(i)+ p(j). Hence for n 3, En(A) = Ei(A) ∗Ej(A)
with i + j = n and p(n) = p(i) + p(j). Conversely, suppose that E(A) is generated by
E1(A) and E2(A). It is known that E0(A) = k, E1(A) = V ∗, and E2(A) = R∗. Since
E(A) is a bigraded algebra and R ⊆ V ⊗p , we have E0(A) = E00(A), E1(A) = E1−1(A),
and E2(A) = E2−p(A). Since the product on E(A) preserves the bidegree, we get that
E1−1(A) ∗E1−1(A) ⊆ E2−2(A). By Lemma 2.4, E2−2(A) = 0 since 2 < p(2) = p. Now
E3(A) = E1−1(A) ∗E2−p(A)⊕ E2−p(A) ∗E1−1(A)
is concentrated in degree (3,−(p + 1)). Inductively we prove En(A) is concentrated in
degree (n,−p(n)). Suppose that for s < n, it is true that Es(A) is concentrated in degree
(s,−p(s)). Let i + j = n. For i, j < n, if i = 2s + 1 and j = 2t + 1, then
Ei−(sp+1)(A) ∗Ej−(tp+1)(A) ⊆ E2(s+t)+2−(p(s+t)+2)(A).
But (s + t)p + 2 < p(2(s + t) + 2) = (s + t + 1)p, we get Ei(A) ∗ Ej(A) = 0 by
Lemma 2.4. Otherwise at least one of i or j is even, then p(n) = p(i) + p(j). Hence
for n 3
En(A) =
∑
i,j1
i+j=n
Ei(A) ∗Ej(A) =
∑
i,j1, i+j=n
p(n)=p(i)+p(j)
Ei(A) ∗Ej(A).
By the inductive hypothesis Ei(A) is concentrated in degree (i,−p(i)) and Ej(A) is con-
centrated in degree (j,−p(j)). Hence En(A) is concentrated in degree (i + j,−p(i) −
p(j)) = (n,−p(n)). By Lemma 2.1, the statement follows. 
3. The A∞-version of Koszul dual
In this section, we revisit the Koszul dual of a connected graded algebra in terms of A∞-
algebras. The use of A∞-algebras in graded ring theory is a completely new approach since
the concept of A∞-algebra was introduced to non-commutative algebra very recently. This
method has advantages for higher Koszul algebras because one can get information from
the non-trivial higher multiplications on its Koszul dual. We make a definition of Koszul
dual of a connected graded algebra in terms of A∞-algebras.
Let D =⊕n0 Dn be an augmented DGA with D0 = k. By Theorem 1.5, there is
an augmented A∞-structure on HD which is quasi-isomorphic to D as A∞-algebras. In
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essentially a copy from [12].
Let H = HD =⊕n0 Hn, let B =⊕n0 Bn and Z =⊕n0 Zn be the coboundaries
and cocycles of D, respectively. For n 1, there are subspaces Ln and H¯ n of Dn such that
Zn = Bn ⊕ H¯ n and Dn = Bn ⊕ H¯ n ⊕ Ln. Of course, there are many different choices of
H¯ n and Ln. In what follows, we identify Hn with H¯ n. Let Pr :D → H be the projection
to H . Now we define a linear map Q :D → D of degree −1 with the following properties.
For n 1, Qn :Dn → Dn−1 is defined as Qn = 0 when restricted to Hn ⊕ Ln, and Qn =
(dn−1|Ln−1)−1 when restricted to Bn. Define a sequence of linear maps λn : D⊗n → D of
degree 2 − n as follows. There is no map λ1, but we formally set Qλ1 = −idD , and λ2 is
the multiplication of D. For n 3, λn is defined by the recursive formula
λn =
∑
s+t=n
s,t1
(−1)s+1λ2[Qλs ⊗ Qλt ].
In what follows, we use λn to denote both the map D⊗n → D and its restriction to
(HD)⊗n.
Lemma 3.1 [12,17]. Let {λn} be defined as above. Let m1 = 0 and mn = Pr ◦
λn : (HD)
⊗n → HD for n  2. Then (HD, {mn}) is an augmented A∞-algebra and it
is quasi-isomorphic to D as augmented A∞-algebras.
Remark. If D is an augmented DBGA, then (HD, {mn}) is an augmented bigraded A∞-
algebra and (HD, {mn}) is quasi-isomorphic to D as augmented bigraded A∞-algebras.
Let A be a locally finite connected graded algebra. Let I = A1 ⊕A2 ⊕ · · ·. Since A is a
graded associative algebra, there is a natural graded projective resolution
· · · → I⊗n ⊗ A dn−→ I⊗n−1 ⊗ A dn−1−−−→ · · · d2−→ I ⊗ A d1−→ A ε−→ kA → 0, (3.1)
called the bar resolution (see [14], where the algebra is non-graded) of kA, where the
differential dn : I⊗n ⊗ A → I⊗n−1 ⊗ A is given by
dn(a1 ⊗ · · · ⊗ an ⊗ a) =
n−1∑
i=1
(−1)i+1a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an ⊗ a
+ (−1)n+1a1 ⊗ · · · ⊗ an−1 ⊗ ana. (3.2)
Let P denote the following complex of graded right A-modules:
· · · → I⊗n ⊗A dn−→ I⊗n−1 ⊗A dn−1−−−→ · · · d2−→ I ⊗A d1−→ A → 0. (3.3)
If we take A as a bigraded algebra with the first degree of the elements of A being always
zero, then P can be regarded as a differential bigraded right A-module with differential
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a1, . . . , an ∈ I and a ∈ A,
bideg(a1 ⊗ · · · ⊗ an ⊗ a) =
(−n, |a1| + · · · + |an| + |a|).
Hence the degree of the differential d of P is (1,0).
Let I ∗ = Hom(I, k). Then T (I ∗) = k ⊕ I ∗ ⊕ I ∗ ⊗ I ∗ ⊕ · · · is an augmented bigraded
algebra with bigrading given as follows. For homogeneous elements f1, . . . , fn ∈ I ∗,
bideg(f1 ⊗ · · · ⊗ fn) =
(
n, |f1| + · · · + |fn|
)
.
Define a bigraded morphism ∂ : T (I ∗) → T (I ∗) of degree (1,0) by
∂(f1 ⊗ · · · ⊗ fn)(a1 ⊗ · · · ⊗ an+1)
= −(−1)n(f1 ⊗ · · · ⊗ fn)
(
n∑
i=1
(−1)i+1a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1
)
= −(−1)n
n∑
i=1
(−1)i+1fn(a1)fn−1(a2) . . . fn−i+1(aiai+1) . . . f1(an+1).
It is not hard to see that ∂ ◦ ∂ = 0 and (T (I ∗), ∂) is an augmented DBGA.
Applying HomA(−, kA) on (3.3), we get a complex
· · · ← HomA(I⊗n ⊗ A,kA) d
∗
n←− · · · d
∗
2←− HomA(I ⊗ A,kA)
d∗1←− HomA(A,kA) ← 0, (3.4)
where for f ∈ HomA(I⊗n ⊗A,kA), d∗(f ) = −(−1)nf ◦ d . By abuse of notations, we use
HomA(PA, kA) to denote the complex (3.4). Since HomA(I⊗n ⊗A,kA) ∼= Hom(I⊗n, k) ∼=
I ∗⊗n, it is easy to see that there is a natural isomorphism of complexes
ξ : HomA(PA, kA) → T (I ∗).
For f ∈ T (I ∗), define
f ⇀ (a1 ⊗ · · · ⊗ an ⊗ a) =
n∑
i=0
〈f,a1 ⊗ · · · ⊗ ai〉ai+1 ⊗ · · · ⊗ an ⊗ a,
for all a1, . . . , an ∈ I and a ∈ A. It is easy to check that “⇀” defines a left bigraded
T (I ∗)-module action on P . We next show that the left action “⇀” is compatible with
the differential d of P .
For f1, . . . , fs ∈ I ∗, a1, . . . , an ∈ I and a ∈ A,
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(
f1 ⊗ · · · ⊗ fs ⇀ (a1 ⊗ · · · ⊗ an ⊗ a)
)
= d(fs(a1)fs−1(a2) . . . f1(as)as+1 ⊗ · · · ⊗ an ⊗ a)
=
n−s∑
t=1
(−1)t+1fs(a1)fs−1(a2) . . . f1(as)as+1 ⊗ · · · ⊗ as+t as+t+1 ⊗ · · · ⊗ an ⊗ a,
∂(f1 ⊗ · · · ⊗ fs) ⇀ a1 ⊗ · · · ⊗ an ⊗ a + (−1)sf1 ⊗ · · · ⊗ fs ⇀ d(a1 ⊗ · · · ⊗ an ⊗ a)
= −(−1)s
s∑
t=1
(−1)t+1fs(a1)fs−1(a2) . . . fs−t+1(atat+1) . . . f1(as+1)as+2
⊗ · · · ⊗ an ⊗ a
+ (−1)s
s∑
t+1
(−1)t+1fs(a1)fs−1(a2) . . . fs−t+1(atat+1) . . . f1(as+1)as+2
⊗ · · · ⊗ an ⊗ a
+ (−1)s
n−s∑
t=1
(−1)s+t+1fs(a1)fs−1(a2) . . . f1(as)as+1 ⊗ · · · ⊗ as+t as+t+1
⊗ · · · ⊗ an ⊗ a
=
n−s∑
t=1
(−1)t+1fs(a1)fs−1(a2) . . . f1(as)as+1 ⊗ · · · ⊗ as+t as+t+1 ⊗ · · · ⊗ an ⊗ a.
Hence P is a differential bigraded left T (I ∗)-module. The left T (I ∗)-module action on P
is compatible with the right A-module action. Hence P is a differential bigraded T (I ∗)-A-
bimodule. Thus there is a natural DBGA morphism
χ :T (I ∗) → EndA(PA),
where EndA(PA) is the DBGA consisting of bigraded right A-module morphisms from PA
to itself. The differential δ of the DBGA EndA(PA) is given as follows. For f ∈ EndA(PA)
whose degree is (n,m), then δ(f ) = d ◦ f − (−1)nf ◦ d .
Lemma 3.2. The DBGA morphism χ is a quasi-isomorphism.
Proof. Since (3.1) is a graded projective resolution of kA, there is a natural quasi-
isomorphism ζ : EndA(PA) → HomA(PA, k). One can check that the composition
T (I ∗) χ−→ EndA(PA) ζ−→ HomA(PA, k) ξ−→ T (I ∗)
is the identity. Hence χ is a quasi-isomorphism. 
Since (3.1) is a graded projective resolution of kA, Ext∗A(kA, kA) = H(EndA(PA)).
By Lemma 3.2, Ext∗ (kA, kA) ∼= H(T (I ∗)). Since T (I ∗) is an augmented DBGA, byA
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with m1 = 0 and m2 is induced by the multiplication of T (I ∗). Of course, the in-
duced augmented bigraded A∞-algebra structure on Ext∗A(kA, kA) is unique up to
quasi-isomorphism; that is, there may be two A∞-algebra structures {mi} and {m′i} on
Ext∗A(kA, kA) induced from T (I ∗), but they are quasi-isomorphic.
Definition 3.3. Let A be a locally finite connected graded algebra. The Koszul dual of A is
the augmented bigraded A∞-algebra (up to quasi-isomorphism)
E(A) := Ext∗A(kA, kA)
induced from the augmented DBGA (T (I ∗), ∂) as in Theorem 1.5′.
If we need to point out a specific A∞-algebra structure, we shall say the Koszul dual
E(A) of A with A∞-structure {mi} induced from T (I ∗), or the A∞-structure {mi} induced
from T (I ∗) of the Koszul dual E(A) of A.
Remark. By definition the Yoneda product on Ext∗A(kA, kA) is the multiplication of
the cohomology algebra H(EndA(PA)). By Lemma 3.2, the DBGA EndA(PA) is quasi-
isomorphic to the DBGA T (I ∗). Hence the Koszul dual in Definition 3.3 coincides with
the usual definition of Koszul dual (Section 2) if the higher multiplications are ignored.
4. (2,p)-algebras
We will focus on a special class of A∞-algebras in this section, those with only one non-
trivial higher multiplication. Such an A∞-algebra will be called a (2,p)-algebra. Given a
positively graded algebra A =⊕n0 An and any integer p  3, we provide a method for
constructing a (2,p)-algebra from A. We will see that there are deep relations between
(2,p)-algebras and p-homogeneous algebras.
The positive integer p  3 is assumed in this section.
Definition 4.1. Let E =⊕n∈ZEn be an A∞-algebra. If E has only two non-trivial multi-
plications m2 and mp , then (E,m2,mp) is called a (2,p)-algebra. If E is an augmented
A∞-algebra, then (E,m2,mp) is called an augmented (2,p)-algebra.
Since a (2,p)-algebra has only two non-trivial multiplications, the Stasheff identities
are automatically satisfied except for the following three cases:
SI(3) m2(m2 ⊗ 1) = m2(1 ⊗m2),
SI(2p − 1) ∑i+j=p−1(−1)i+pjmp(1⊗i ⊗mp ⊗ 1⊗j ) = 0,
SI(p + 1) ∑i+j=p−1(−1)imp(1⊗i ⊗m2 ⊗ 1⊗j ) = m2(1 ⊗mp)− (−1)pm2(mp ⊗ 1).
The identity SI(3) says that (E,m2) is a graded algebra.
What motivate us to define (2,p)-algebra is the following example given by Lu,
Palmieri, Wu, and Zhang in [13].
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Define a (2,p)-algebra structure on E as follows.
For s  0, set
xs =
{
x
s/2
2 if s is even,
x1x
(s−1)/2
2 if s is odd.
Then {xs}s0 is a basis of the graded vector space E. For i1, . . . , ip  0, define
mp(xi1, . . . , xip ) =
{
xj if all is are odd,
0 otherwise,
where j = 2−p+∑s is . The multiplication m2 is the product of the algebra k[x1, x2]/(x2).
It is direct to check that (E,m2,mp) is a (2,p)-algebra.
Definition 4.3. Let E and E′ be two (2,p)-algebras. E and E′ are said to be isomorphic if
there is a strict A∞-morphism f from E to E′ such that f is bijective.
Let g = {gn} :E → E′ be an A∞-morphism that is a quasi-isomorphism. Since the dif-
ferentials of E and E′ are zero, it follows that g1 : (E,m2) → (E′,m2) is an isomorphism
of graded algebras.
Definition 4.4. An augmented (2,p)-algebra (E,m2,mp) is called a reduced (2,p)-
algebra if the following conditions are satisfied:
(i) E = k ⊕ E1 ⊕ E2 ⊕ · · ·;
(ii) m2(E2t1+1 ⊗E2t2+1) = 0 for all t1, t2  0;
(iii) mp(Ei1 ⊗ · · · ⊗ Eip) = 0 unless all of i1, . . . , ip are odd.
A reduced (2,p)-algebra E is said to be generated by E1 if for all n 2,
En =
∑
i+j=n
i,j1
m2(E
i ⊗Ej)+
∑
mp(E
i1 ⊗ · · · ⊗Eip),
where the sum in the second sigma runs all decompositions i1 + · · · + ip + 2 − p = n,
(i1, . . . , ip  1).
The (2,p)-algebra constructed in Example 4.2 is a reduced (2,p)-algebra.
Theorem 4.5. Let A = A0 ⊕ A1 ⊕ A2 ⊕ · · · be a positively graded algebra. Let E =
E0 ⊕ E1 ⊕ E2 ⊕ · · · be a graded vector space such that En = Ap(n) for all n  0. De-
fine multiplications on E by:
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m2(a, b) =
{
a · b, at least one of n and m is even,
0, otherwise;
(ii) for a1 ∈ En1, a2 ∈ En2, . . . , ap ∈ Enp ,
mp(a1, a2, . . . , ap) =
{
a1 · a2 · · · · · ap all of n1, n2, . . . , np are odd,
0 otherwise;
where “·” is the product of A.
Then (E,m2,mp) is a (2,p)-algebra. Moreover, if A0 = k, then E is a reduced (2,p)-
algebra.
Notation. The (2,p)-algebra constructed as above is denoted by E(A;p).
Proof. We only prove the theorem when p is odd. The proof is similar when p is even.
Note that the Koszul sign conventions are always assumed. It is not hard to see that E
is a graded associative algebra, that is, m2(1 ⊗m2) = m2(m2 ⊗ 1). We need to check
(a) ∑i+j=p−1(−1)i+jpmp(1⊗i ⊗mp ⊗ 1⊗j ) = 0;
(b) ∑i+j=p−1(−1)imp(1⊗i ⊗ m2 ⊗ 1⊗j ) = m2(1 ⊗mp)− (−1)pm2(mp ⊗ 1).
Since im(mp) ⊆⊕t1 E2t , (a) is satisfied. When applied to a homogeneous element x,
the only cases that (b) might be failed are:
(1) x = a ⊗ b1 ⊗ · · · ⊗ bp ,
(2) x = b1 ⊗ · · · ⊗ bp ⊗ a,
(3) x = b1 ⊗ · · · ⊗ bt ⊗ a ⊗ bt+1 ⊗ · · · ⊗ bp for 1 t  p − 1,
(4) x = b1 ⊗ · · · ⊗ bp+1,
where a is in an even component of E and b1, . . . , bp+1 are in odd components of E.
For case (1),
∑
i+j=p−1
(−1)imp(1⊗i ⊗m2 ⊗ 1⊗j )(x) = mp
(
m2(a, b1), b2, . . . , bp
)
= mp
(
(a · b1), b2, . . . , bp
)= (a · b1) · b2 · · ·bp,
and
(m2(1 ⊗mp)− (−1)pm2(mp ⊗ 1))(x) = m2(a, b1 · b2 . . . bp) = a · (b1 · b2 . . . bp).
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∑
i+j=p−1
(−1)imp(1⊗i ⊗m2 ⊗ 1⊗j )(x) =
(
m2(1 ⊗ mp)− (−1)pm2(mp ⊗ 1)
)
(x).
Case (2) is similar to case (1). For case (3),
∑
i+j=p−1
(−1)imp
(
1⊗i ⊗m2 ⊗ 1⊗j
)
(x)
= (−1)t−1mp
(
b1, . . . , bt−1,m2(bt , a), bt+1, . . . , bp
)
+ (−1)tmp
(
b1, . . . , bt ,m2(a, bt+1), bt+2, . . . , bp
)
= (−1)t−1(b1 . . . bt−1 · (bt · a) · bt+1 . . . bp)
+ (−1)t(b1 . . . bt · (a · bt+1) · bt+2 . . . bp)= 0,
and
(
m2(1 ⊗mp)− (−1)pm2(mp ⊗ 1)
)
(x) = 0.
For case (4),
∑
i+j=p−1
(−1)imp(1⊗i ⊗m2 ⊗ 1⊗j )(x) = 0,
and
(
m2(1 ⊗ mp)− (−1)pm2(mp ⊗ 1)
)
(x)
= (−1)p|b1|b1 · (b2 . . . bp+1)− (−1)p(b1 . . . bp) · bp+1 = 0.
Hence (b) holds. Thus (E,m2,mp) is a (2,p)-algebra.
Clearly, E is a reduced (2,p)-algebra provided A0 = k. 
Remark. Similar to the settings before Proposition 2.3, the (2,p)-algebra E(A;p) can be
regarded as a bigraded A∞-algebra. In fact, set En−p(n)(A;p) = Ap(n) and Enj (A;p) = 0
for j = −p(n). Then E(A;p) is a bigraded A∞-algebra with En(A;p) concentrated in
degree (n,−p(n)).
Proposition 4.6. Let (E,m2,mp) be a reduced (2,p)-algebra. If (E,m2,mp) is generated
by E1, then the graded associative algebra (E,m2) is generated by E1 and E2. Moreover,
E2t+1 = m2(E1 ⊗E2t ) for all t  1.
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m2(E1 ⊗ E2). It is sufficient to show that for all homogeneous elements x ∈ E2 and
y ∈ E1, m2(x, y) ∈ m2(E1 ⊗ E2). Since (E,m2,mp) is generated by E1, we get E2 =
mp((E
1)⊗p). Without loss of generality, we may assume x = mp(x1, . . . , xp), where
xi ∈ E1 for 1 i  p. By the Stasheff identity SI(p + 1),
m2(x, y) = m2
(
mp(x1, . . . , xp), y
)= m2(x1,mp(x2, . . . , xp, y)) ∈ m2(E1 ⊗E2).
Next, we want to show that E4 = m2(E2 ⊗ E2). By the hypotheses,
E4 = m2(E2 ⊗E2)+
∑
mp(E
i1 ⊗ · · · ⊗Eip),
where 1 i1, . . . , ip  3 are odd and the sum runs over all possible cases. For all possible
i1, . . . , ip , we show mp(Ei1 ⊗· · ·⊗Eip) ⊆ m2(E2 ⊗E2). Since the degree of mp is 2−p,
one of i1, . . . , ip must be 3 and the rest are 1. If ip = 3, then by SI(p + 1),
mp(E
1 ⊗ · · · ⊗ E1 ⊗E3) = mp
(
E1 ⊗ · · · ⊗E1 ⊗m2(E1 ⊗E2)
)
⊆ m2
(
mp(E
1 ⊗ · · · ⊗E1)⊗ E2)= m2(E2 ⊗E2).
If it = 3, 0 < t < p, by SI(p + 1), we have
mp
(
(E1)⊗t−1 ⊗E3 ⊗ (E1)⊗p−t)= mp((E1)⊗t−1 ⊗m2(E1 ⊗E2)⊗ (E1)⊗p−t)
⊆ mp
(
(E1)⊗t ⊗ E3 ⊗ (E1)⊗p−t−1)
⊆ · · · ⊆ mp
(
(E1)⊗p−1 ⊗ E3)⊆ m2(E2 ⊗E2).
Now suppose that for 3 < t < n,
Et =
∑
i1,i21, i1+i2=t
m2(E
i1 ⊗ Ei2) and Et = m2(E1 ⊗Et−1)
when t is odd.
If n is odd, then
En =
∑
i1,i21, i1+i2=n
m2(E
i1 ⊗Ei2)
since the image of mp lies in the even components of E. It suffices to show that
m2(Ei1 ⊗ Ei2) ⊆ m2(E1 ⊗ En−1). But m2(Ei1 ⊗ Ei2) ⊆ m2(m2(E1 ⊗ Ei1−1) ⊗ Ei2) if
i1 > 1 is odd. By the Stasheff identity SI(3), we have m2(Ei1 ⊗ Ei2) ⊆ m2(E1 ⊗ En−1).
Similarly we see that m2(Ei1 ⊗Ei2) ⊆ m2(E1 ⊗En−1) if i1 is even and i2 is odd.
If n is even, then
En =
∑
i ,i 1, i +i =n
m2(E
i1 ⊗ Ei2)+
∑
j +···+j =n
mp(E
j1 ⊗ · · · ⊗Ejp),
1 2 1 2 1 p
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not less than 3. Without loss of generality, we assume jp  3. By the inductive hypotheses,
Ejp = m2(E1 ⊗ Ejp−1). Now
mp(E
j1 ⊗ · · · ⊗Ejp) = mp
(
Ej1 ⊗ · · · ⊗Ejp−1 ⊗m2(E1 ⊗Ejp−1)
)
⊆ m2
(
mp(E
j1 ⊗ · · · ⊗Ejp−1 ⊗E1)⊗ Ejp−1)
⊆ m2(En−jp+1 ⊗Ejp−1)
by SI(p + 1). This completes the proof. 
Next we want to show that the higher multiplication mp of a reduced (2,p)-algebra
(E,m2,mp) which is generated by E1 is determined by m2 and mp acting on (E1)⊗p .
We need the following lemma.
Lemma 4.7. Let (E,m2,mp) be a reduced (2,p)-algebra. If the graded associative alge-
bra (E,m2) is generated by E1 and E2, and E2t+1 = m2(E1 ⊗E2t ) for all t  1, then the
higher multiplication mp is determined by m2 and mp|(E1)⊗p .
Proof. Suppose that m2 and mp|(E1)⊗p are fixed. We prove the lemma by induction on the
degrees of elements. Let a1, . . . , ap−1 ∈ E1 and b ∈ E3 be homogeneous elements. Since
E2t+1 = m2(E1 ⊗ E2t ) for t  1, it is no harm to assume that b = m2(x, y) for some
x ∈ E1 and y ∈ E2. Then for p − 2 i  0,
mp(a1, . . . , ai, b, ai+1, . . . , ap−1) = mp
(
a1, . . . , ai,m2(x, y), ai+1, . . . , ap−1
)
= mp
(
a1, . . . , ai, x,m2(y, ai+1), . . . , ap−1
)
.
The degree of c = m2(y, ai+1) is 3. Continuing the foregoing procedure, we get
mp(a1, . . . , ai, b, ai+1, . . . , ap−1) = mp
(
a′1, . . . , a′p−1, z
)
for some z ∈ E3 and a′i ∈ E1. Without loss of generality, let z = m2(x1, x2) for some
x1 ∈ E1 and x2 ∈ E2. Then
mp(a1, . . . , ai, b, ai+1, . . . , ap−1) = mp
(
a′1, . . . , a′p−1,m2(x1, x2)
)
= m2
(
mp(a
′
1, . . . , a
′
p−1, x1), x2
)
.
Hence mp(a1, . . . , ai, b, ai+1, . . . , ap−1) is determined by m2 and mp|(E1)⊗p . Now sup-
pose that mp(Ei1 ⊗ · · · ⊗ Eip) is determined by m2 and mp|(E1)⊗p for i1 + · · · + ip  n
(n > p + 2). Let a1, . . . , ap be homogeneous elements with odd degrees such that
|a1| + · · · + |ap| = n + 2. Then there is an element in {ai | 1  i  p} whose degree is
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for some x ∈ E1 and y ∈ E|ap |−1. By the Stasheff identity SI(p + 1), we have
mp(a1, . . . , ap) = mp
(
a1, . . . , ap−1,m2(x, y)
)= m2(mp(a1, . . . , ap−1, x), y).
Now |a1| + · · · + |ap−1| + |x| n. By the inductive hypothesis, mp(a1, . . . , ap) is deter-
mined by m2 and mp|(E1)⊗p . 
Proposition 4.8. Let (E,m2,mp) be a reduced (2,p)-algebra. If E is generated by E1,
then the higher multiplication mp is determined by m2 and mp|(E1)⊗p .
Proof. This is a direct result of Lemma 4.7 and Proposition 4.6. 
If (E,m2,mp) and (E,m2,m′p) are two reduced (2,p)-algebra structures on a graded
vector space E = k ⊕ E1 ⊕ E2 ⊕ · · · generated by E1 such that the underlying graded
associative algebra structures are the same, and if mp = m′p on (E1)⊗p , then by Proposi-
tion 4.8, mp = m′p . By this observation, we have the following proposition.
Proposition 4.9. Let (E,m2,mp) and (E′,m′2,m′p) be reduced (2,p)-algebras. If f =
{fi} :E → E′ is a quasi-isomorphism of A∞-algebras and E is generated by E1, then
g = f1 :E → E′ is an isomorphism of (2,p)-algebras.
Proof. Since (E,m2,mp) is generated by E1, then the graded algebra (E,m2) is
generated by E1 and E2 by Proposition 4.6. Since f is a quasi-isomorphism, then
f1 : (E,m2) → (E′,m′2) is an isomorphism of graded algebras. Hence the graded alge-
bra (E′,m′2) is generated by E′
1
and E′2. For y1, . . . , yp ∈ E1, by MI(p) we have
f1 ◦mp(y1, . . . , yp) = m′p
(
f1(y1), . . . , f1(yp)
)
. (4.1)
Hence we have a commutative diagram
(E1)⊗p
f
⊗p
1
mp
(E′1)⊗p
m′p
E2
f1
E′2.
Since the (2,p)-algebra E is generated by E1, we have E2 = mp((E1)⊗p). Hence
mp|(E1)⊗p is surjective. Since f1 and f⊗p1 are isomorphisms, we get that E′2 = m′p(E′⊗p).
Hence the (2,p)-algebra (E′,m′2,m′p) is generated by E′
1
.
The bijection f1 induces a (2,p)-algebra structure (m′′2,m′′p) on E′ as follows.
For x, y ∈ E′, define m′′2(x, y) = f1m2(f−11 (x), f−11 (y)). For x1, . . . , xp ∈ E′, define
m′′p(x1, . . . , xp) = f1mp(f−1(x1), . . . , f−1(xp)). Clearly, we have (E′,m′′,m′′p) is a1 1 2
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f1 : (E,m2) → (E′,m′2) is an isomorphism of graded algebra, for all x, y ∈ E′ then
m′′2(x, y) = f1m2
(
f−11 (x), f
−1
1 (y)
)= m′2(f1f−11 (x), f1f−11 (y))= m′2(x, y).
For all x1, . . . , xp ∈ E′1, by (4.1) we have
m′′p(x1, . . . , xp) = f1mp
(
f−11 (x1), . . . , f
−1
1 (xp)
)= m′p(f1f−11 (x1), . . . , f1f−11 (xp))
= m′p(x1, . . . , xp).
Hence m′2 = m′′2 and m′p|(E′1)⊗p = m′′p|(E′1)⊗p . Thus the (2,p)-algebra structures (m′2,m′p)
and (m′′2,m′′p) on E′ are the same. Hence g = f1 is an isomorphism. 
Remark. If the (2,p)-algebras involved are bigraded, then Propositions 4.8 and 4.9 are
also true.
Let V be a finite-dimensional vector space, and let R be a subspace of V ⊗p . Then A =
T (V )/(R) and its homogeneous dual A! = T (V ∗)/(R⊥) are p-homogeneous algebras. It
is easy to see that the reduced (2,p)-algebras E(A;p) and E(A!;p) are generated by
E1(A;p) and E1(A!;p), respectively. In the rest of this section, we discuss some relations
between A and E(A;p) (or E1(A!;p)). More will be done in Section 6.
Example 4.10. Let A be the p-homogeneous algebra k[x]/(xp). Then E(A;p) = k ⊕ kx.
This (2,p)-algebra is nothing but a vector space. Hence there is nothing to be discussed
about E(A;p). Let y be the dual basis of the 1-dimensional space kx. Then A! is the free
algebra k[y]. Now E(A!;p) = k ⊕ ky ⊕ kyp ⊕ kyp+1 ⊕ · · · ⊕ kynp ⊕ kynp+1 ⊕ · · · . The
(2,p)-algebra structure on E(A!;p) is as follows:
m2(y
pn1+1, ypn2+1) = 0,
m2(y
pn1 , ypn2+1) = m2(ypn2+1, ypn1) = y(n1+n2)p+1,
m2(y
pn1 , ypn2) = y(n1+n2)p, for all n1, n2  0;
mp(y
pn1+1, . . . , ypnp+1) = yp(n1+···+np)+2, for all n1, . . . , np  0;
mp(others) = 0.
One can check that the (2,p)-algebra E(A!;p) is isomorphic to the (2,p)-algebra obtained
in Example 4.2.
Lemma 4.11. Let A = T (V )/(R) be a p-homogeneous algebra. Then the p-homogeneous
algebra is determined by the restriction of the higher multiplication mp on (E1(A;p))⊗p .
Clearly, E1(A;p) = V . By the definition of mp , one can see that the kernel of the map
mp :V
⊗p → E2(A;p) equals R. Hence the structure of A is determined.
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Then A and B are isomorphic as graded algebras if and only if the (2,p)-algebras E(A;p)
and E(B;p) are quasi-isomorphic as A∞-algebras.
Proof. The “only if” part of the theorem is trivial. Now suppose that there is a quasi-
isomorphism f = {fn} :E(A;p) → E(B;p). Since E(A;p) and E(B;p) are reduced
(2,p)-algebras generated in degree 1, we get that g = f1 :E(A;p) → E(B;p) is an iso-
morphism of (2,p)-algebras by Proposition 4.9. In particular, we have a commutative
diagram
V ⊗p
∼=
mp
U⊗p
mp
E2(A;p)
∼=
E2(B;p).
Applying Lemma 4.11, we get the desired result. 
5. Computation on higher multiplications
In this section, A is a locally finite connected graded algebra generated by A1, and
(T (I ∗), ∂) is the DBGA constructed in Section 3. Suppose that R =⊕n2 Rn ⊂ T (A1) is
a minimal graded vector space of the relations of A. Then A = T (A1)/(R). The minimal
projective resolution of kA begins with
· · · → R ⊗A → A1 ⊗A → A → kA → 0.
Hence Ext1A(kA, kA) = A∗1 and Ext2A(kA, kA) = R∗.
For convenience, we ignore the second grading of T (I ∗) and E(A) for a moment. This
is no harm since all the morphisms involved in this section preserve the second grading
naturally.
We know that T (I ∗) is a DGA and the Koszul dual E(A) of A is induced by T (I ∗).
We use Lemma 3.1 to compute the higher multiplications of E(A). To do this, we need
to construct analogue of the maps λ and Q constructed in Section 3. Essentially all of the
material in this section is taken from [12].
Since A is generated by A1, the multiplication An−1 ⊗A1 → An is surjective. For n 2,
let the linear maps ξn :An → An−1 ⊗A1 be a split injection such that the composition
An
ξn−→ An−1 ⊗A1 → An
is the identity. Let θn be the composition
An
ξn−→ An−1 ⊗A1 ξn−1⊗1−−−−→ An−2 ⊗A1 ⊗A1 ξn−2⊗1
⊗2−−−−−−→ · · · ξ2⊗1⊗n−1−−−−−−→ A⊗n.1
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ηn :Rn → An−1 ⊗A1. We can view Rn as a subspace of An−1 ⊗ A1 via this injection.
Let T (I) = k ⊕ I ⊕ I⊗2 ⊕ · · ·. For homogeneous elements a1, . . . , as ∈ I , let the bide-
gree of a1 ⊗ · · · ⊗ as be (−s, |a1| + · · · + |as |). Define a differential δ :T (I) → T (I) of
degree (1,0) as follows. For s  1, the restriction of δ on I⊗s → I⊗s−1 is written as δ−s .
Then δ−1(I ) = 0, and
δ−s(a1, . . . , as) =
s−1∑
i=1
(−1)i+1a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ as
for s  2. Clearly, (T (I ), δ) is a complex. It is not hard to see that the complex (T (I ∗), ∂) is
the dual of (T (I ), δ); that is, ∂(f1, . . . , fs) = δ∗(f1, . . . , fs) = −(−1)s(f1 ⊗ · · · ⊗ fs) ◦ δ.
So, we write δ−sn to be the restriction of δ−s on the subspace
⊕
Ai1 ⊗ · · · ⊗ Ais , where
the direct sum runs over all decompositions n = i1 + · · · + is (i1, . . . , is  1).
Lemma 5.1. Let W−2n =
⊕
i+j=n Ai ⊗ Aj . Then there is a decomposition
W−2n = im
(
δ−3n
)⊕ Rn ⊕ ξn(An).
Proof. It is clear that W−2n = ker(δ−2n ) ⊕ ξn(An). Since R∗ ∼= Ext2A(k, k) ∼= H 2(T (I ∗)),
there is a decomposition ker(δ−2n ) = im(δ−3n )⊕ Rn. 
Let T 2 = I ∗ ⊗ I ∗ and T 2−n =
⊕
i+j=n A∗i ⊗ A∗j . By Lemma 5.1, we have a decompo-
sition T 2−n = (ξn(An))∗ ⊕R∗n ⊕ (im(δ−3n ))∗. This decomposition is just the decomposition
T 2−n = B2−n ⊕ H 2−n ⊕ L2−n in Section 3. Hence we can define Q2−n :T 2−n → T 1−n = A∗n as
the composition A∗1 ⊗ A∗n−1 ∼= (An−1 ⊗ A1)∗
ξ∗n−→ A∗n for all n  2. Then we get a map
Q2 :T 2 → T 1 = I ∗.
Theorem 5.2. Let A be a locally finite connected graded algebra generated by A1. Let
R =⊕n2 Rn ⊂ T (A1) be a minimal graded vector space of the relations of A. Then there
is an augmented A∞-algebra structure {mn} induced from T (I ∗) of the Koszul dual E(A)
such that m1 = 0, m2 is the Yoneda product, and the higher multiplication mn restricted to
(E1(A))⊗n = (A∗1)⊗n is the composition
(
A∗1
)⊗n ∼= (A⊗n1 )∗ (θn−1⊗1)∗−−−−−−→ (An−1 ⊗ A1)∗ η∗n−→ R∗n.
Remark. The proof of this theorem is a modification of that in [12]. Keller also stated a
similar result in [10] without proof.
Proof. Let Pr2 be the projection in Merkulov’s construction restricted to T 2. Write Pr2−n =
Pr2|T 2−n . Then Pr2−n|A∗1⊗A∗n−1 is the composition
A∗ ⊗A∗ ∼= (An−1 ⊗ A1)∗ η
∗
n−→ R∗n1 n−1
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(E(A), {m′n}) with m′1 = 0 and for n 2,
m′n = Pr2−n ◦ λn = Pr2−n ◦
∑
i+j=n
i,j1
(−1)i+1λ2(Qλi ⊗ Qλj ),
which is quasi-isomorphic to T (I ∗) as augmented A∞-algebras. Since the homotopy Q2
is defined from A∗1 ⊗A∗n−1 to A∗n for all n 2, by the definition of Pr2−n we have
m′n = −Pr2−n ◦ λ2(1 ⊗ Qλn−1)
= (−1)2Pr2−n ◦ λ2
(
1 ⊗ Qλ2(1 ⊗ λn−2)
)
...
= (−1)nPr2n−1 ◦ λ2
(
1 ⊗Qλ2
(
1 ⊗Qλ2
(
. . .Qλ2(1 ⊗ Qλ2)
)))
= (−1)nPr2n−1 ◦ λ2 ◦ (1 ⊗Qλ2) ◦
(
1⊗2 ⊗Qλ2
) ◦ · · · ◦ (1⊗n−2 ⊗Qλ2)
when restricted to (A∗1)⊗n. Note that λ2 is the multiplication of T (I ∗). Consider the fol-
lowing commutative diagram:
(A∗1)⊗n

1⊗n−2⊗Qλ2
(A∗1)⊗n−2 ⊗A∗2

1⊗n−3⊗Qλ2 · · · 1⊗Qλ2 A∗1 ⊗A∗n−1

Pr2−n
R∗n

(A⊗n1 )∗
(ξ2⊗1⊗n−2)∗
(A2 ⊗A⊗n−21 )∗
(ξ3⊗1⊗n−3)∗ · · · (ξn−1⊗1)
∗
(An−1 ⊗ A1)∗
η∗n
R∗n.
Set mn = (−1)nm′n. We see that when restricted to (A∗1)⊗n, mn is the composition
(
A∗1
)⊗n ∼= (A⊗n1 )∗ (θn−1⊗1)∗−−−−−−→ (An−1 ⊗A1)∗ η∗n−→ R∗n.
Similar to [13, Lemma 4.2], let us set f1(x) = (−1)|x|x for homogeneous element
x ∈ E(A), and let f = {fi} with fi = 0 for i = 1. Then f is a strict A∞-morphism
(E(A), {mn}) → (E(A), {m′n}). Clearly f1 is bijective, hence f is a quasi-isomorphism.
Hence (E(A), {mn}) is quasi-isomorphic to T (I ∗) as augmented A∞-algebras. By the con-
struction of λ2, m2 is induced by the multiplication of T (I ∗), hence m2 is just the Yoneda
product by Lemma 3.2. Hence {mn} is an augmented A∞-structure of the Koszul dual
E(A) of A by Definition 3.3. 
Remark. Since T (I ∗) is an augmented DBGA and all the morphisms in the proof of The-
orem 5.2 preserve the second grading, the A∞-algebra structure obtained in Theorem 5.2
is an augmented bigraded A∞-algebra by the remark of Lemma 3.1.
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Let A be a locally finite-connected graded algebra. As we know, Koszul dual E(A) is
defined up to quasi-isomorphism. In this section, we prove that if A is a p-Koszul algebra
then each A∞-structure of the Koszul dual E(A) is a (2,p)-algebra. Moreover, all the
(2,p)-algebra structures are isomorphic. We then give a criterion for a connected graded
algebra to be a p-Koszul algebra in terms of A∞-algebra.
Lemma 6.1. Let A be a p-Koszul algebra (p  3), and let E = E(A) = k⊕E1 ⊕E2 ⊕· · ·
be the Koszul dual of A with an augmented bigraded A∞-structure {mi} induced from
T (I ∗). Then (E(A), {mi}) is a reduced (2,p)-algebra.
Proof. Since A is a p-Koszul algebra, E2m(A) is concentrated in degree −mp and
E2m+1(A) is concentrated in degree −(mp + 1) by Lemma 2.1. Keep in mind that mn
preserves the second degree, we have
mn(E
2m1+s1 ⊗ · · · ⊗E2mn+sn) ⊂ E2(m1+···+mn)+s1+···+sn+2−n−(p(m1+···+mn)+s1+···+sn) ,
where si = 0 or 1 (1 i  n), so 0 s1 + · · · + sn  n, we have 2 − n s1 + · · · + sn +
2 − n 2. Hence the only possible cases for mn = 0 are
(a) s1 + · · · + sn + 2 − n = 0 and s1 + · · · + sn = 0,
(b) s1 + · · · + sn + 2 − n = 1 and s1 + · · · + sn = 1,
(c) s1 + · · · + sn + 2 − n = 2 and s1 + · · · + sn = p.
The cases (a) and (b) imply n = 2. Notice that p  3, we have
m2
(
E
2m1+1
−(m1p+1) ⊗E
2m2+1
−(m2p+1)
)⊂ E2(m1+m2+1)−(p(m1+m2)+2) = 0.
The case (c) implies n = p; that is, si = 1 for all 1  i  p. Hence E(A) is a reduced
(2,p)-algebra. 
By Lemma 6.1, each augmented bigraded A∞-algebra structure of the Koszul dual of a
p-Koszul algebra is a reduced (2,p)-algebra.
Theorem 6.2. Let A be a locally finite connected graded algebra generated by A1. Let
E = E(A) = k ⊕ E1 ⊕ E2 ⊕ · · · be the Koszul dual of A with an augmented bigraded
A∞-structure {mi} induced from T (I ∗). For p  3, A is a p-Koszul algebra if and only if
(i) (E(A), {mi}) is a reduced (2,p)-algebra, and
(ii) the reduced (2,p)-algebra E(A) is generated by E1.
Proof. Let us suppose that A is a p-Koszul algebra. Then (i) follows from Lemma 6.1.
Next we prove (ii). It is no harm to assume that the A∞-structure {mi} is just the
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By (i), (E(A), {mi}) is a reduced (2,p)-algebra, that is, mi = 0 for i = 2,p. Since
(E(A),m2) is the usual Yoneda algebra, we get that the graded algebra (E(A),m2) is
generated by E1(A) and E2(A) by Theorem 2.5. By the construction of the higher mul-
tiplication mp in Theorem 5.2, we have E2(A) = R∗ = mp((A∗1)⊗p) = mp((E1(A))⊗p).
Hence the reduced (2,p)-algebra (E(A),m2,mp) is generated by E1(A).
Now suppose that E(A) has the properties as stated in the theorem. Since A is a con-
nected graded algebra generated by A1, we assume that A = T (A1)/(R) with R ⊂ T (A1)
being a minimal graded vector space of the relations of A. As we have seen in Section 5,
E1(A) = A∗1 and E2(A) = R∗. Hence E1(A) is concentrated in E1−1(A). By the hypothe-
ses, R∗ = E2(A) = mp(E1 ⊗ · · · ⊗ E1). Since mp preserves the second grading, we get
that mp(E1 ⊗ · · · ⊗ E1) is concentrated in degree (2,−p). Hence R∗ is concentrated in
degree −p, that is, R is concentrated in degree p. Hence A is a p-homogeneous algebra.
Since the reduced (2,p)-algebra (E(A),m2,mp) is generated by E1, the graded algebra
(E(A),m2) is generated by E1 and E2 by Proposition 4.6. Since (E(A),m2) coincides
with the usual Koszul dual by the remark of Definition 3.3, we get that A is a p-Koszul
algebra by Theorem 2.5. 
Let A be a p-Koszul algebra (p  3). Since any two (2,p)-algebra structures of the
Koszul dual of A are quasi-isomorphic as A∞-algebras, then they are isomorphic by The-
orem 6.2 and Proposition 4.9. Hence we have
Proposition 6.3. The (2,p)-algebra structure of the Koszul dual E(A) of a p-Koszul al-
gebra A (p  3) is unique up to isomorphism.
If A is a Koszul algebra, Keller showed in [10] that there is no non-trivial higher multi-
plication on the Koszul dual of A. Comparing Theorems 2.2 and 6.2, we get
Theorem 6.4. For all p  2, if A is p-Koszul algebra, then E(A) is generated by E1(A)
as an augmented A∞-algebra.
For a p-Koszul algebra A, the multiplication m2 of the (2,p)-algebra E(A) has been
given in Proposition 2.3. The higher multiplication mp is explicitly given in the following
theorem.
Theorem 6.5. Let A be a p-Koszul algebra, p  3, and A! be its homogeneous dual. Then
En(A) = A!p(n) and the (2,p)-algebra structure on E(A) is: for f1 ∈ Ei(A), f2 ∈ Ej(A),
m2(f1, f2) =
{
f1 · f2 if at least one of i and j is even,
0 otherwise,
and for f1 ∈ Ei1(A), . . . , fp ∈ Eip(A),
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{
f1 · f2 · · · · · fp if i1, . . . , ip are all odd,
0 otherwise,
where “·” is the product of the graded algebra A!.
Proof. Let E =⊕n0 A!p(n) be the bigraded algebra given in Section 2. By Proposition
2.3, E(A) = E as a bigraded algebra. By Theorem 4.5, (m2,mp) given above is a reduced
(2,p)-algebra structure. Clearly mp|(E1(A))⊗p coincides with the multiplication derived in
Theorem 5.2. By Theorem 6.2 and Proposition 4.8, the (2,p)-algebra obtained as above is
the Koszul dual of A. 
Combining Theorems 6.2, 6.5 and 4.5, we have
Theorem 6.6. Let A be a p-homogeneous algebra, p  3. Then A is a p-Koszul algebra
if and only if E(A) = E(A!;p) as augmented A∞-algebras.
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