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We demonstrate a three-dimensional Kosterlitz-Thouless (KT) transition in the random field XY
model driven out of thermal equilibrium. By employing the spin-wave approximation and functional
renormalization group approach, in the weak disorder regime, the three-dimensional driven random
field XY model is found to exhibit a quasi-long-range order phase, wherein the correlation function
shows power-law decay with a non-universal exponent that depends on the disorder strength. This
result is consistent with that reported in a previous numerical study. We further develop a phe-
nomenological theory of the three-dimensional KT transition by taking into account the effect of
vortices. The point of this theory is that the cross-section of the system with respect to a plane
perpendicular to the driving direction is essentially identical to the two-dimensional pure XY model.
PACS numbers: 11.10.Hi, 05.60.-k, 75.10.Nr
I. INTRODUCTION
Two-dimensional (2D) systems with a global U(1)
symmetry such as liquid 4He films [1], superconducting
arrays of Josephson junctions [2], and trapped atomic
gases [3] exhibit a topologically ordered phase, which is
characterized by power-law decay of the correlation func-
tion with a continuously varying exponent. The transi-
tion from such a quasi-long-range order (QLRO) phase
to a disordered phase is called the Kosterlitz-Thouless
(KT) transition [4–6]. The peculiarity of this transition
comes from the fact that it is caused by the structural
changes in topological defects or vortices. More precisely,
at low temperatures, vortices and antivortices form into
bound pairs, and at some critical temperature, the dis-
sociation of them occurs. It is intriguing to understand
the role of spatial dimensionality in the realization of the
KT transition because the geometries and interactions
of the topological defects crucially depend on the spatial
dimensions. In the first step toward clarifying this prob-
lem, we ask whether there exists a topologically ordered
phase and the KT transition in three dimensions.
Since a spatially inhomogeneous disorder can signif-
icantly change the long-distance physics of phase or-
dering systems, we investigate the possibility of higher-
dimensional KT transition induced by the disorder. For
example, let us consider the random field XY model
(RFXYM), where the two-component vector field is lin-
early coupled to a quenched random field. The lower
critical dimension of the RFXYM is known to be four
[7, 8]. Therefore, one may naively expect that the four-
dimensional (4D) RFXYM exhibits the KT transition. In
fact, this model exhibits QLRO known as the Bragg glass
phase below four dimensions [9–12]. Although this is
reminiscent of the topologically ordered phase in the 2D
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pure XY model, fundamental differences exist between
them. First, in the Bragg glass phase of the RFXYM,
the correlation function decays according to the power-
law with a universal exponent and second, the transition
to a disordered phase is considered as second order, not
KT-like. In addition, it is unclear whether the Bragg
glass phase persists in three dimensions [13–16]. There-
fore, at least in equilibrium, there is no example of a
disorder-induced KT transition in three dimensions.
In the present paper, we show that the RFXYM ex-
hibits a topologically ordered phase and the KT transi-
tion in three dimensions when it is driven at a uniform
and steady velocity. This result provides a simple exam-
ple of a topological phase transition wherein the interplay
between quenched disorder and nonequilibrium driving
plays a crucial role. From a simple argument, one finds
that in the presence of the driving the lower critical di-
mension of the RFXYM becomes three, not four as in
equilibrium. Therefore, one may be led to predict that
the driven random field XY model (DRFXYM) exhibits
the KT transition in three dimensions. The phase transi-
tion of this model was numerically investigated by us in
Ref. [17]. In this previous study, we calculated the corre-
lation function for the nonequilibrium steady states and
found that it exhibits power-law decay at weak disorder
and low temperatures. When the disorder strength and
temperature increase, at some critical point we observed
a transition to a disordered phase, wherein the correla-
tion function decays exponentially. We also determined
the transition temperature as a function of the disorder
strength and driving velocity by using the nonequilib-
rium relaxation method. These numerical observations
support the prediction that this model exhibits the three-
dimensional (3D) KT transition. However, numerical ap-
proach is insufficient to understand the large-scale behav-
ior of the model because finite size effects are inevitable.
The purpose of this paper is to perform a renormaliza-
tion group analysis of the DRFXYM and to show that
it exhibits QLRO and the KT transition in three dimen-
sions.
2Let us recall the mechanism of the conventional KT
transition in the 2D XY model before we outline the
strategy of this study. The QLRO at low temperatures
is characterized by a line of fixed points. This fixed line
is a direct consequence of the fact that the spin-wave
model of the 2D XY model is nothing but the massless
free field theory. In the QLRO phase, the only effect of
the vortex-antivortex pairs is to renormalize the elastic
constant (helicity modulus) of the spin-wave model. At
the transition point, the dissociation of them leads to the
vanishing of the effective elastic constant and the QLRO
is destroyed. Therefore, the strategy of this study is as
follows. First, we show that the long-distance physics
of the spin-wave model corresponding to the DRFXYM
is essentially the same as that of the massless free field
theory. Second, we take into account the effect of the
vortices by the renormalization of the elastic constant.
In the first part of this paper, we consider the spin-
wave model in which the vortices are ignored. It is
an effective model that is valid only in the weak dis-
order regime. By applying the functional renormaliza-
tion group (FRG) theory, we show that this spin-wave
model flows to the massless free field theory in the coarse-
graining procedure, and that it exhibits QLRO, wherein
the correlation function shows power-law decay with an
exponent that depends on the disorder strength and the
driving velocity. We emphasize that this QLRO phase
is quite different from the Bragg glass phase in the
RFXYM, indeed the former is a consequence of a line
of fixed points, while the latter is characterized by a sin-
gle stable fixed point. Therefore, the QLRO phase of the
3D-DRFXYM resembles the topologically ordered phase
in the 2D XY model.
In the second part, we develop a phenomenological the-
ory of the 3D KT transition by taking into account the
effect of the vortices. The elastic constant in the spin-
wave model is renormalized due to the vortices. To calcu-
late this effective elastic constant, we invoke the so-called
“dimensional reduction” property, which states that the
long-distance physics of D-dimensional driven disordered
systems is the same as that of (D − 1)-dimensional pure
systems. With the aid of this property, we derive the
flow equation of the effective elastic constant, which is
similar to that for the 2D pure XY model, except that
the temperature is replaced with the disorder strength.
The dimensional reduction also enables us to discuss the
changes in the vortex structure at the transition point.
The vortices in the 3D XY model are lines, not points in
contrast to the 2D case. The dissociation of the vortex-
antivortex pairs in the 2D XY model corresponds to the
breakdown of vortex rings in the 3D-DRFXYM.
This paper is organized as follows. In Sec. II, we define
the DRFXYM and its spin-wave model. We show that
the lower critical dimension of the DRFXYM is three.
In Sec. III, we derive a dimensional reduction property
for the DRFXYM from an intuitive argument. It predicts
that the large-scale behavior of the 3D-DRFXYM at zero
temperature is identical to that of the 2D pure XY model.
We also emphasize that this dimensional reduction does
not always hold. In Sec. IV, we perform the FRG analysis
of the spin-wave model. We show that the FRG equation
for the second cumulant of the disorder has a line of fixed
point, as in the 2D XY model. In Sec. V, we consider the
effects of the vortices, which are ignored in the spin-wave
model. The effective elastic constant (helicity modulus)
is calculated with the aid of the dimensional reduction
property. The changes in the vortex structure at the
transition point are also discussed.
II. MODEL
Let φ(r) = (φ1(r), φ2(r)) be a two component real
vector field. The Hamiltonian of the D-dimensional
XY model with a quenched random field h(r) =
(h1(r), h2(r)) is given by
H [φ;h] =
∫
dDr
[
1
2
K|∇φ|2 + U(ρ)− h · φ
]
, (1)
where ρ = |φ|2/2 is the field amplitude and U(ρ) =
(g/2)(ρ − 1/2)2 is a double-well potential. The random
field hα(r) obeys a mean-zero Gaussian distribution with
hα(r)hβ(r′) = h20δ
αβδ(r − r′), (2)
where the over-bar represents the average over the
quenched disorder. The dynamics of the field φ(r, t) is
described by
∂tφ
α + v∂xφ
α = −
δH [φ;h]
δφα
+ ξα, (3)
where v is a uniform and time-independent driving veloc-
ity, and ξα(r, t) represents the thermal noise that satisfies
〈ξα(r, t)ξβ(r′, t′)〉 = 2Tδαβδ(r − r′)δ(t− t′). (4)
We call this model the driven random field XY model
(DRFXYM). It describes the relaxation dynamics of
phase ordering systems driven in a random environment.
Examples of such systems include liquid crystals flowing
in porous media [18]. The irregular surface structure of
the porous substrate results in symmetry breaking ran-
dom anchoring, which is similar to the random field in
the XY model.
The original model defined by Eqs. (1) and (3) is too
complicated for renormalization group (RG) analysis. If
one is interested in the phase structure at weak disorder,
it is convenient to introduce the spin-wave model of the
DRFXYM. We ignore the amplitude fluctuation of φ and
define the single-valued phase parameter u ∈ (−∞,∞)
by (φ1, φ2) = (cosu, sinu). From Eq. (3), the dynamics
of u(r, t) is described by
∂tu+ v∂xu = K∇
2u+ F (r;u) + ξ(r, t), (5)
3where F (r;u) = −h1(r) sinu + h2(r) cos u is a random
force. Its second cumulant is written as
F (r;u)F (r′;u′) = ∆B(u− u
′)δ(r − r′), (6)
with ∆B(u) = h
2
0 cosu, where the subscript “B” repre-
sents the “bare” random force. The thermal noise ξ(r, t)
satisfies
〈ξ(r, t)ξ(r′, t′)〉 = 2Tδ(r − r′)δ(t− t′). (7)
This model was also introduced in the context of the mov-
ing Bragg glass in Refs. [19–21] to describe the dynamics
of the displacement field of an elastic lattice driven in a
random pinning potential. The spin-wave model is valid
only when the order parameter varies slowly in space.
Thus, it is not reliable in the strong disorder regime.
Since we consider the nonequilibrium steady states of
this model, in the following, 〈...〉 denotes the average over
the distribution function of the steady state,
〈A[φ]〉 ≡
∫
DφA[φ]Pst[φ;h], (8)
where Pst is the probability distribution function of the
steady state for a given realization of the random field.
The disorder average is given by
〈A[φ]〉 ≡
∫
Dh〈A[φ]〉PR[h], (9)
where PR is the distribution function of the random field.
Let us consider the lower critical dimension of the DR-
FXYM. At zero temperature, the stationary state of the
spin-wave model satisfies
−K∇2u+ v∂xu = F (r;u). (10)
If we ignore the field dependence of F (r;u), the correla-
tion function behaves as
〈u(q)u(−q)〉 ∼
h20
K2|q|4 + v2q2x
, (11)
whose q-integral exhibits an infrared-divergence below
three dimensions, thus the lower critical dimension is
three. From the analogy to the 2D pure XY model, the
3D-DRFXYM is expected to exhibit QLRO in the weak
disorder regime. In fact, Eq. (11) leads to the power-law
decay of the correlation function,
C(r) = 〈φ(r) · φ(0)〉 = 〈ei(u(r)−u(0))〉 ∼ |r|−η, (12)
which is anisotropic due to the driving. The exponents
here are given by η‖ = h
2
0/(8πKv) for the direction par-
allel to the driving velocity and η⊥ = h
2
0/(4πKv) for the
perpendicular direction [17]. These exponents reasonably
agree with those obtained from numerical simulations in
Ref. [17].
It is worth to note that for the equilibrium case (v = 0),
Eq. (11) also predicts the power-law decay of C(r) with
an exponent η = h20/(8π
2K2) at D = 4. Therefore, one
may expect that the 4D-RFXYM exhibits the KT tran-
sition. However, as mentioned in Sec. I, this is incorrect
(See Sec. IVC1).
III. DIMENSIONAL REDUCTION
In equilibrium, standard perturbation theory predicts
that the critical exponents ofD-dimensional random field
spin models are the same as those of (D−2)-dimensional
pure spin models [22, 23]. This remarkable property is
called the dimensional reduction. However, this dimen-
sional reduction breaks down in low enough dimensions.
For example, the lower critical dimension of the random
field Ising model (RFIM) is known to be two from phe-
nomenological and rigorous arguments [7, 8, 24]. On the
other hand, the dimensional reduction predicts that it
is three because the lower critical dimension of the pure
Ising model is one. It is well-known that the cause of
this failure is the presence of multiple local minima in
the energy landscape [25].
We now derive a novel type of dimensional reduction
property for driven disordered systems. It predicts that
the critical behavior of the D-dimensional DRFXYM at
zero temperature is identical to that of the (D − 1)-
dimensional pure XY model in equilibrium. This prop-
erty will play a crucial role when we discuss the effect of
the vortices in Sec. V. At zero temperature, Eq. (3) is
written as
∂tφ+ v∂xφ = K∇
2φ− U ′(ρ)φ+ h(r). (13)
After a sufficiently long time, the solution of Eq. (13)
reaches a stationary state φst(r), which satisfies the fol-
lowing equation:
v∂xφst = K∇
2φst − U
′(ρst)φst + h(r), (14)
where ρst = |φst|
2/2. We assume that there is only a
single stationary state. In the large length scale, the
longitudinal elastic term K∂2xφ is negligible compared to
the advection term v∂xφ. Thus, Eq. (14) becomes
v∂xφ = K∇
2
⊥φ− U
′(ρ)φ+ h(x, r⊥), (15)
where ∇⊥ is the derivative operator for the transverse
directions and r⊥ represents the transverse coordinate.
If the coordinate x is considered to be a fictitious time
and h(x, r⊥) as thermal noise, Eq. (15) is nothing but
the dynamical equation for the (D− 1)-dimensional pure
XY model with a temperature
Teff =
h20
2v
. (16)
Eq. (15) has infinitely many solutions because one can
obtain one of them by solving this equation along x-
direction starting from an arbitrary “initial condition”
φ(x = 0, r⊥). However, there exist a solution φ∗(x, r⊥)
of Eq. (15) such that its large-scale behavior is the same
as that of φst(r). Therefore, one may naively expect
that the transverse section of the D-dimensional DR-
FXYM at zero temperature is identical to the (D − 1)-
dimensional pure XY model. Recall that, in the 2D XY
model, the correlation function shows power-law decay,
4C(r) ∼ |r|−η2D with η2D = T/(2πK) at low tempera-
tures. The dimensional reduction implies that, in the
3D-DRFXYM, the correlation function for the trans-
verse direction (r ⊥ ex) also shows power-law decay,
C(r) ∼ |r|−η⊥ , where the exponent η⊥ can be obtained
by replacing the temperature T in η2D with the effective
temperature Eq. (16),
η⊥ =
Teff
2πK
=
h20
4πKv
. (17)
This value agrees with that obtained from the simple
spin-wave argument, Eqs. (11) and (12).
However, this dimensional reduction is not always cor-
rect. We show a simple counterexample. Let us consider
the driven random field Ising model (DRFIM), which is
defined by Eqs. (1) and (3) with a one-component scalar
field φ(r). In equilibrium, the lower critical dimension
of the RFIM is two as mentioned above. Since the ad-
vection term v∂xφ reduces the lower critical dimension,
we expect that the 2D-DRFIM exhibits long-range order
at weak disorder. However, the dimensional reduction
predicts that it does not because it is identical to the
one-dimensional pure Ising model.
The breakdown of the dimensional reduction is a con-
sequence of the fact that there are a large number of
stationary states satisfying Eq. (14), and that they con-
tribute to physical quantities, such as the correlation
function, with a non-trivial weight. This situation is
analogous to that of the conventional dimensional reduc-
tion in equilibrium. The remarkable difference from the
equilibrium cases is that the concept of the energy land-
scape is meaningless because the advection term v∂xφ in
Eq. (3) cannot be cast into the functional derivative of
an appropriate potential.
IV. FRG ANALYSIS OF THE SPIN-WAVE
MODEL
The standard perturbative approach leads to the di-
mensional reduction, which is found to be incorrect. To
overcome this difficulty, the functional renormalization
group (FRG) theory has been developed for disordered
systems in equilibrium [9, 10, 26–31]. In this formalism,
one constructs the RG flow of a whole function of the
disorder cumulant ∆(u) (See Eq. (6)). At a fixed point
corresponding to this RG flow, the renormalized cumu-
lant can have a linear cusp as a function of the field,
∆(u) ≃ ∆(0)+∆′(0+)|u|. Such non-analytic behavior is a
consequence of the presence of multiple stationary states
and leads to the breakdown of the dimensional reduction.
We expect that this relation between the analyticity of
the disorder cumulant and the dimensional reduction also
holds for the nonequilibrium cases. In the following, we
perform the FRG analysis of the spin-wave model (5)
and show that it flows to the massless free field theory
in the large-scale limit. This means that the dimensional
reduction holds within the spin-wave approximation.
To derive the flow equation of the renormalized dis-
order cumulant, we employ the non-perturbative FRG
(NP-FRG) approach developed in Refs. [32] and [33].
This formalism is a hybrid of the FRG and the so-called
non-perturbative RG approach [34–37]. It enables us to
go beyond the leading order flow equation more system-
atically compared to the perturbative FRG approach.
A. Exact flow equation for the effective action
We first recall how the equation of motion (5) can be
cast into a field theoretical formalism. By introducing the
replicated fields Ua =
t(ua, uˆa), a = 1, ..., n, the disorder
averaged action is given by
S[{Ua}] =
∑
a
∫
rt
uˆa
[
∂tua − T uˆa + v∂xua −K∇
2ua
]
−
1
2
∑
a,b
∫
rtt′
uˆa,tuˆb,t′∆B(ua,t − ub,t′), (18)
where ∆B(u) = h
2
0 cosu is the second cumulant of the
bare random force. The detailed derivation of Eq. (18) is
presented in Appendix A. We next introduce source fields
Ja =
t(ja, jˆa), a = 1, ..., n, and define the generating
functional W [{Ja}] by,
eW [{Ja}] =
∫
DU exp
[
−S[{Ua}]
+
∑
a
∫
rt
tJa · Ua
]
. (19)
The effective action is defined as a Legendre transform:
Γ[{Ua}] = −W [{Ja}] +
∑
a
∫
rt
tJa · Ua, (20)
where Ua and Ja are related by
Ua =
δW [{Ja}]
δJa
. (21)
Since Γ[{Ua}] gives the renormalized vertices, its zero
momentum limit defines the renormalized disorder.
The NP-FRG formalism is based on an exact flow equa-
tion for the scale-dependent effective action Γk[{Ua}],
which includes only high energy modes with momenta
larger than the running scale k. As k goes from the
cutoff scale Λ to zero, Γk interpolates between the bare
action Eq. (18) and the full effective action Eq. (20). To
define the scale-dependent effective action Γk, we add to
the original action a momentum-dependent mass term
∆Sk[{Ua}] =
1
2
∑
a
∫
q
tUa(q)Rk(q) Ua(−q), (22)
where q = (q, ω) and
∫
q =
∫
dDqdω/(2π)D+1. A fre-
quency independent matrix Rk(q) is given by
Rk(q) =
(
0 Rk(q)
Rk(q) 0
)
, (23)
5where Rk(q) is an infrared cutoff function, which has
a constant value proportional to k2 for |q| ≪ k and
rapidly decreases for |q| > k. The explicit form of Rk(q)
will be specified later. Note that the off-diagonal form
of Eq. (23) leads to the term Rk(q)uˆa(q)ua(−q), which
suppresses the fluctuations with momenta smaller than
k. The scale-dependent generating functional Wk[{Ja}]
is defined by
eWk[{Ja}] =
∫
DU exp
[
−S[{Ua}]−∆Sk[{Ua}]
+
∑
a
∫
rt
tJa · Ua
]
. (24)
Then, the scale-dependent effective action is given by
Γk[{Ua}] = −Wk[{Ja}] +
∑
a
∫
rt
tJa · Ua
−∆Sk[{Ua}], (25)
where Ua and Ja are related by
Ua =
δWk[{Ja}]
δJa
. (26)
It can be shown that Γk=0 = Γ and limk→∞ Γk = S.
The flow of Γk is described by the Wetterich equation
[34],
∂kΓk =
1
2
Tr∂kRˆk(q)
[
Γ
(2)
k + Rˆk(q)
]−1
, (27)
where Γ
(2)
k is the second functional derivative of Γk and
“Tr” represents an integration over momentum and fre-
quency as well as a sum over replica indices and the two
conjugate fields {u, uˆ}. We have introduced a 2n × 2n
matrix
Rˆk(q) = Rk(q) ⊗ In, (28)
where In is the n×n unit matrix, which acts on the space
of the replica index.
According to Ref. [32], Γk is expanded by increasing
the number of free replica sums as
Γk[{Ua}] =
∞∑
p=1
∑
a1,...,ap
(−1)p−1
p!
Γp,k[Ua1 , ..., Uap ], (29)
where Γp,k corresponds to the p-th cumulant of the renor-
malized disorder. Insertion of Eq. (29) into Eq. (27) leads
to the exact flow equations for Γp,k. In Appendix B, the
exact flow equations for Γ1,k, Γ2,k, and Γ3,k are given
by Eqs, (B9), (B10), and (B11), respectively. The exact
flow equation for Γp,k contains Γp+1,k, thus we have an
infinite hierarchy of the coupled flow equations.
B. Flow equations for the disorder cumulants
To solve the exact flow equations, we have to introduce
approximations for the functional forms of Γp,k. We em-
ploy the following ansatz for the one-replica part,
Γ1,k =
∫
rt
uˆ
[
Xk(∂tu− Tkuˆ) + v∂xu−K∇
2u
]
, (30)
where Xk and Tk are the scale-dependent relaxation co-
efficient and temperature. For the multi-replica part,
Γp,k =
∫
rt1...tp
uˆa1,t1 ...uˆap,tp∆p,k(ua1,t1 , ..., uap,tp), (31)
where ∆p,k(u1, ..., up) is the p-th cumulant of the renor-
malized random force, which is a fully symmetric function
satisfying
∆p,k(u1 + 2π, u2, ..., up) = ∆p,k(u1, u2, ..., up), (32)
∆p,k(u1 + λ, ..., up + λ) = ∆p,k(u1, ..., up), (33)
for an arbitrary λ. Although the bare random force is
chosen as Gaussian, the higher-order cumulants can be
generated in the coarse-graining procedure. Note that
the elastic constant K and the driving velocity v in
Eq. (30) are not renormalized [20], while the relaxation
coefficient Xk and temperature Tk can be renormalized.
From the functional form Eq. (31), the RG equation for
∆p is obtained from
∂k∆p,k(u1, ..., up) =
δp
δuˆ1...δuˆp
∂kΓp,k[U1, ..., Up], (34)
where the functional derivative is evaluated for a uniform
field configuration: u1,rt ≡ u1, ..., up,rt ≡ up and uˆ1,rt ≡
0, .., uˆp,rt ≡ 0.
From Eqs. (B10), (B11), (30), (31), and (34), we obtain
the flow equation for ∆p,k. The exact flow equations for
Γp,k contain the one-replica propagator,
P[U ] =
[
Γ
(2)
1,k[U ] +Rk
]−1
, (35)
whose matrix elements are written as
P11(q, ω) =
2XkTk
D(q, ω)
,
P12(q, ω) =
M(q)− i(Xkω − qxv)
D(q, ω)
,
P21(q, ω) =
M(q) + i(Xkω − qxv)
D(q, ω)
,
P22(q, ω) = 0, (36)
where
M(q) = K|q|2 + Rk(q),
D(q, ω) = M(q)2 + (Xkω − qxv)
2. (37)
6We will use notations such as P12(q) = P12(q, ω = 0)
and D(q) = D(q, ω = 0). Below, instead of k, we use a
renormalization scale l = − ln(k/Λ), which moves from 0
to∞ as k goes from Λ to 0. To express the flow equation
in a compact form, we also define the following integrals,
L−n = −
1
2
∫
q
∂lRk(q)
{
nP21(q)
n+1 + nP12(q)
n+1
}
,
L+n = −
1
2
∫
q
∂lRk(q)
n∑
j=1
2P21(q)
n+1−jP12(q)
j , (38)
where ∂l = −k∂k.
We consider the zero temperature case T = Tk = 0.
From Eq. (B10), the flow equation for ∆2 is given as
follows:
∂l∆2(u1, u2) =
1
2
[
(1) + (2) + (3) + (4) + perm
]
, (39)
(1) = ∆
(11)
2 (u1, u2)∆2(u1, u2)L
+
2 ,
(2) = ∆
(10)
2 (u1, u2)∆
(01)
2 (u1, u2)L
−
2 ,
(3) = ∆
(20)
2 (u1, u2)∆2(u1, u1)L
+
2 ,
(4) = −2∆
(100)
3 (u1, u1, u2)L
−
1 ,
where “perm” denotes the expression obtained by per-
muting u1 and u2, and we have used simplified notations
such as
∆
(11)
2 (ua, ub) = ∂u1∂u2∆2(ua, ub),
∆
(20)
2 (ua, ub) = ∂u1∂u1∆2(ua, ub). (40)
From Eq. (B11), one can also obtain the flow equation
for ∆3, which contains terms proportional to ∆
3
2, ∆2∆3,
and ∆4. Since it is rather complicated, we will present
in Appendix C.
1. Equilibrium case
We first consider the equilibrium case (v = 0). It is
convenient that the momentum q is measured in units of
the running scale k,
y =
|q|2
k2
. (41)
The cutoff function Rk(q) is written as
Rk(q) = Kk
2r(y). (42)
For simplicity, we employ the “optimized” cutoff function
[38],
r(y) = (1− y)Θ(1− y), (43)
where Θ(x) is the step function. By using this cutoff
function, the integrals in Eq. (38) are calculated as
L−n = L
+
n = 2nK
−nkD−2n
4
D
AD, (44)
where AD
−1 = 2D+1πD/2Γ(D/2). We rewrite Eq. (39) in
a scaled form by introducing renormalized dimensionless
quantities. In the following, the cutoff scale Λ is set to
unity.
The dimensionless cumulants are defined by
δ2(u1, u2) =
16
D
ADK
−2kD−4∆2(u1, u2), (45)
δ3(u1, u2, u3) =
(
16
D
)2
AD
2K−3k2D−6∆3(u1, u2, u3).
(46)
We also define the following notation:
δ(ua − ub) = δ2(ua, ub), (47)
δ′3(ua − ub) =
1
2
{
δ
(100)
3 (ua, ua, ub) + δ
(100)
3 (ub, ub, ua)
}
.
(48)
The RG equation for δ(u) is given by
∂lδ(u) = −(D − 4)δ(u) + δ
′′(u)(δ(0)− δ(u))
−δ′(u)2 − δ′3(u). (49)
Eq. (49) without the third order cumulant δ′3(u) is first
derived by Fisher in Ref. [26] at weak disorder. The RG
equation for δ′3(u) is presented in Appendix C.
The long-distance physics of the system is controlled by
a fixed point of Eq. (49). In fact, at a critical point, the
correlation function decays as C(r) = 〈ei(u(r)−u(0))〉 ∼
|r|−η with
η = δ∗(0), (50)
where δ∗(0) is the fixed point value of δ(0). The deriva-
tion of Eq. (50) is given in Appendix D.
2. Nonequilibrium case
For the nonequilibrium case, it is convenient that the
transverse momentum q⊥ and longitudinal momentum
qx are measured in units of k and k
2, respectively, con-
sidering the anisotropy of the system due to the driving,
y⊥ =
|q⊥|
2
k2
, y‖ =
q2x
k4
. (51)
We employ an infrared cutoff function independent of qx,
Rk(q) = Kk
2r(y⊥) = Kk
2(1− y⊥)Θ(1− y⊥). (52)
7The integrals in Eq. (38) are calculated as follows:
L±n =
4
D − 1
AD−1K
−n+1kD−2n+1v−1l±n (zk), (53)
where
zk = v
−2K2k2 = v−2K2e−2l, (54)
which is related to the ratio of the longitudinal elastic
term K∂2xu to the advection term v∂xu, and
l−n (z) =
n
π
∫ ∞
−∞
dx (1 + zx2 + ix)−(n+1), (55)
l+n (z) =
1
π
∫ ∞
−∞
dx
n∑
j=1
(1 + zx2 + ix)−(n+1−j)
×(1 + zx2 − ix)−j . (56)
One can easily check that l+n (0) = 1 while l
−
n (z) ∼ z
n for
a small z.
The dimensionless cumulants are defined by
δ2(u1, u2) =
4
D − 1
AD−1K
−1v−1kD−3
×∆2(u1, u2), (57)
δ3(u1, u2, u3) =
(
4
D − 1
)2
AD−1
2K−1v−2k2D−4
×∆3(u1, u2, u3), (58)
and δ(u) and δ′3(u) are defined by Eqs. (47) and (48),
respectively. The RG equation for δ(u) is given by
∂lδ(u) = −(D − 3)δ(u)
+l+2 (zl)δ
′′(u)(δ(0)− δ(u))
−l−2 (zl)δ
′(u)2 − 2l−1 (zl)δ
′
3(u), (59)
where zl is given by Eq. (54). The RG equation for δ
′
3(u)
is presented in Appendix C.
As in the equilibrium case, the critical exponent is re-
lated to the fixed point value of the dimensionless cu-
mulant. At a critical point, the correlation function
for the transverse direction (r ⊥ ex) decays as C(r) =
〈ei(u(r)−u(0))〉 ∼ |r|−η⊥ with
η⊥ = δ∗(0), (60)
where δ∗(0) is the fixed point value of δ(0). The deriva-
tion of Eq. (60) is given in Appendix D.
The flow equation of the p-th cumulant δp contains
the (p + 1)-th cumulant δp+1. Thus, we have an infi-
nite hierarchy of the coupled flow equations. However,
in Eq. (59), the contribution of δ3 vanishes in the large
length scale because l−1 (zl) ∼ e
−2l. In general, it can be
shown that δp+1 in the flow equation of δp always appears
in the form of l−1 (zl)δ
′
p+1. More precisely, Γp+1 appears
in the exact flow equation for Γp as
∂lΓp[U1, ..., Up] =
n
2
tr∂lRkP[U1]
×Γ
(110...0)
p+1 [U1, U1, U2, ..., Up]P[U1], (61)
and this term leads to l−1 (zl)δ
′
p+1. This implies that the
infinite hierarchy of the flow equations is decoupled in
the large scale limit, which is rather surprising. This
conclusion does not rely on the specific functional form
of r(y⊥) in Eq. (52). Note that such a decoupling does
not occur in the equilibrium case (See Eq. (49)).
C. RG evolution of the disorder cumulant
We investigate the RG evolution of the disorder cumu-
lant δ(u) at weak disorder. The dimensional reduction
predicts that the 4D-RFXYM and 3D-DRFXYM both
exhibit QLRO with a continuously varying exponent in
the weak disorder regime. In the following, we will show
that this prediction is true for the DRFXYM, but it is
not for the RFXYM.
1. Equilibrium case
For the equilibrium case (v = 0), the FRG equation at
D = 4 is given by
∂lδ(u) = δ
′′(u)(δ(0)− δ(u))− δ′(u)2, (62)
at weak disorder (See Eq. (49)). If we assume that δ(u)
is analytic at u = 0, we have the flow equations for δ(0)
and δ′′(0) from Eq. (62),
∂lδ(0) = 0,
∂lδ
′′(0) = −3δ′′(0)2. (63)
The first equation suggests the presence of a fixed line
corresponding to QLRO. However, from the second equa-
tion, δ′′(0) diverges at a finite renormalization scale lL,
which is known as the Larkin scale [27], and a linear cusp
is generated at the origin, δ(u) ≃ δ(0) + δ′(0+)|u|. This
cusp leads to the non-trivial renormalization of δ(0),
∂lδ(0) = −δ
′(0+)2 6= 0. (64)
Such non-analytic behavior is a consequence of the pres-
ence of a large number of stationary states, as mentioned
in the beginning of Sec. IV. Note that, for an arbitrary
l, δl(u) satisfies the potentiality condition,
∫ 2π
0
δl(u)du = 0. (65)
The flow equation (62) does not have any non-zero
fixed point δ∗(u) satisfying Eq. (65). This can be un-
derstood as follows. From Eq. (64), δ′∗(0
+) = 0 at the
8fixed point, thus δ∗(u) does not have a linear cusp at the
origin. Next, note that δ′′∗ (u) should be non-negative for
all u because δ∗(0)− δ∗(u) and δ
′
∗(u)
2 are non-negative.
However, since δ∗(u) does not have a linear cusp, δ
′′
∗ (u) is
negative near the origin. Therefore, the fixed point satis-
fying Eq. (65) is only δ∗(u) = 0. Since QLRO is charac-
terized by a non-zero fixed point, the 4D-RFXYM does
not exhibit QLRO with a continuously varying exponent.
Fig. 1 (a) shows the RG evolution of δ(u) obtained by nu-
merical integration of Eq. (62). The initial condition is
given by the cosine function δB(u) = h
2
0/(8π
2K2) cosu.
At the Larkin scale, it develops linear cusps at u = 2πm
and evolves into a parabolic profile. Finally, δ(u) con-
verges to zero because ∂lδ(0) is negative (See Eq. (64)).
Therefore, the disorder is marginally irrelevant.
We consider the phase structure of the 4D-RFXYM in
detail. We assume the following solution:
δl(u) =
δ˜(u)
l + l0
, (66)
where δ˜(u) is an l-independent function. Substituting
this expression into Eq. (62) yields
δ˜(u) + δ˜′′(u)(δ˜(0)− δ˜(u))− δ˜′(u)2 = 0, (67)
which can be solved as
δ˜(u) =
1
6
(u− π)2 −
π2
18
, (0 ≤ u < 2π). (68)
Thus, we have δl(0) ≃ (π
2/9)l−1 for large l. Since
δl(0) corresponds to the scale-dependent exponent ηl (See
Eq. (50)), the correlation function satisfies
r∂rC(r) = −δl(0)C(r) = −
π2
9
(ln r)−1C(r), (69)
where we have used l ∼ ln r. This leads to the following
asymptotic behavior [10, 39]:
C(r) ∼ (ln r)−π
2/9. (70)
Thus, the correlation function of the 4D-RFXYM decays
more slowly than power-law.
2. Nonequilibrium case
We next consider the nonequilibrium case. In the large
length scale, zl in Eq. (59) can be set to zero. Thus, at
D = 3, we have the following FRG equation:
∂lδ(u) = δ
′′(u)(δ(0)− δ(u)), (71)
which was first derived in Refs. [20] and [21] by using
a perturbative approach at one-loop order. Remark-
ably, from the decoupling nature mentioned in the end
of Sec. IVB 2, Eq. (71) is shown to be exact, at least
within the ansatz Eqs. (30) and (31). The difference be-
tween Eqs. (71) and (62) is the absence of the last term
u
π 2π0
0
1
-1
(b)
FIG. 1: (a): RG evolution of δ(u) for the RFXYM at D = 4
calculated by Eq. (62). The values of the renormalization
scale are l = 0.0, 1.0, 2.0, 3.0, 4.0 from the bottom to the top
at u = pi. The bare cumulant is given by the cosine function.
δ(u) flows to zero in the limit l → ∞. (b): RG evolution of
δ(u) for the DRFXYM at D = 3 calculated by Eq. (71). δ(u)
flows to a constant δ(u) = δB(0) 6= 0 in the limit l →∞.
−δ′(u)2. If we assume that δ(u) is analytic at u = 0, we
have
∂lδ
′′(0) = −δ′′(0)2. (72)
Therefore, as in the equilibrium case, δ′′(0) diverges at a
finite renormalization scale and a linear cusp is generated
at the origin, δ(u) ≃ δ(0) + δ′(0+)|u|.
Fig. 1 (b) shows the RG evolution of δ(u) obtained by
numerical integration of Eq. (71). The initial condition
is given by the cosine function δB(u) = h
2
0/(4πKv) cosu.
At the Larkin scale, it develops linear cusps at u = 2πm
and evolves into a parabolic profile. In contrast to the
equilibrium case Eq. (62), it is important to note that
δ(0) is not renormalized due to the absence of the term
−δ′(u)2. In the large scale limit l → ∞, δ(u) eventually
becomes a constant function δl=∞(u) = δB(0). Since the
flow equations for the higher-order cumulants δp (p ≥ 3)
contain only the derivative of the same and lower-order
cumulants δ2, ..., δp in this limit, we can conclude that
all higher-order cumulants vanish. Therefore, there is
a family of stable fixed points δl=∞(u) = const. and
δ3 = δ4 = ... = 0. These fixed points correspond to
the massless free field theory in the sense that the renor-
malized random force is Gaussian and independent of the
field u. Then, the correlation function for the transverse
direction (r ⊥ ex) shows power-law decay, C(r) ∼ |r|
−η⊥
with η⊥ = δl=∞(0). It is worth to note that the fixed
points δl=∞(u) = const. 6= 0 does not satisfy the poten-
tiality condition Eq. (65) because a non-potential random
force is generated due to the breakdown of the detailed
balance condition. The fact that δp+1 in the flow equa-
tion of δp exponentially vanishes ensures that there is no
other fixed point except the trivial one δ(u) = const. and
δ3 = δ4 = ... = 0. In Eq. (71), the terms −l
−
2 (zl)δ
′(u)2
and −2l−1 (zl)δ
′
3(u) in Eq. (59) are omitted from the be-
ginning of its analysis. Although these terms can slightly
renormalize δ(0), they do not affect the stability of the
fixed line discussed above.
Let us briefly remark on the differences between our
study and the previous works such as Refs. [20] and [21].
These authors derived the one-loop FRG equation (71)
9and discussed the transverse pinning of driven vortex
lattices in dirty superconductors. At zero temperature,
the non-analytic behavior of the disorder cumulant δ(u)
leads to trapping of the phase u, which corresponds to
the transverse displacement in the context of the driven
vortex lattices. The critical force to “depin” the phase
is proportional to the amplitude of the discontinuity in
δ′(u) at the origin u = 0. The authors of Refs. [20] and
[21] used Eq. (71) to estimate this depinning critical force
of the driven vortex lattices. However, they did not men-
tion the fact that this FRG equation has a line of fixed
point at the critical dimension D = 3, in contrast to the
RFXYM the FRG equation of which has only a single
trivial fixed point at D = 4. Actually, it is the presence
of the fixed line in Eq. (71) that our argument to charac-
terize the topologically ordered phase is based on. Fur-
thermore, the non-perturbative FRG formalism enables
us to estimate the higher-order contributions to Eq. (71)
and to show that they do not affect the stability of the
fixed line. Such an analysis is hard to perform within the
perturbative approach presented in the previous works.
At weak disorder, the spin-wave model of the DR-
FXYM is found to show the QLRO in three dimensions.
For sufficiently strong disorder, we expect that the 3D-
DRFXYM exhibits a transition to a disordered phase,
wherein the correlation function C(r) decays exponen-
tially. However, it may be recalled that the spin-wave
model is invalid in the strong disorder regime because it
cannot describe the vortices. The QLRO phase with a
large η⊥ in the spin-wave model is expected to be unsta-
ble against the vortices. To describe the KT transition in
the 3D-DRFXYM, we are required to consider the effect
of vortices.
V. EFFECTS OF THE VORTICES
We construct a phenomenological theory valid near the
transition point by taking into account the effect of the
vortices. First, note that the dimensional reduction de-
rived in Sec. III recovers in the large scale limit. The
criterion for the breakdown of the dimensional reduction
is that the renormalized disorder cumulant correspond-
ing to the fixed point has a linear cusp as a function of
the field. For the case of the spin-wave model, we have
shown that δl=∞(u) does not have any cusp because it
is just a constant function. This means that the dimen-
sional reduction holds within the spin-wave approxima-
tion. Since the amplitude fluctuations of the field, which
are ignored in the spin-wave model, are irrelevant to the
non-analytic behavior of the renormalized disorder cu-
mulant, we expect that the dimensional reduction holds
even when the vortices exist. Therefore, the transverse
section of the 3D-DRFXYM is identical to the 2D pure
XY model. This implies that the exponent η⊥ should be
equal to 1/4 at the KT transition point.
This prediction is consistent with the result of our pre-
vious study Ref. [17], wherein η⊥ was determined by nu-
merical simulation. Fig. 1(c) in Ref. [17] shows η⊥ as a
function of the temperature for fixed disorder strength
and driving velocity. One can observe that at the transi-
tion temperature η⊥ has a value close to 1/4. Although
the argument based on the dimensional reduction is ap-
plicable only for the zero-temperature case, we expect
that the value of the exponent η⊥ at the transition point
is universal even for finite-temperature case.
To construct a quantitative theory of the vortices for
all disorder strength is too ambitious at this time. There-
fore, we attempt to establish the simplest theory that can
be reduced to the spin-wave model in the weak disorder
limit and that predicts η⊥ = 1/4 at the transition point.
It provides a simple interpolation between the weak and
strong disorder regimes. To consider the effect of the
vortices, we employ the following assumptions. The first
assumption is that the dominant effect of the vortices
is to renormalize the elastic constant K. This means
that the phenomenological theory is obtained by replac-
ing K with Keff in the spin-wave model, where Keff is
smaller than K. For simplicity, we also assume that Keff
is isotropic. The second assumption is thatKeff obeys the
flow equation similar to that of the 2D pure XY model.
This assumption is a consequence of the recovery of the
dimensional reduction.
We recall that the RG equations of the 2D pure XY
model are given by
d
dl
(
T
K
)
= 2π3y2, (73)
dy
dl
=
(
2− π
K
T
)
y, (74)
where y is the fugacity of the vortices, which is pro-
portional to the vortex density [6]. The dimensional
reduction discussed in Sec. III implies that the disor-
der strength divided by the driving velocity in the 3D-
DRFXYM corresponds to the temperature in the 2D pure
XY model (See Eq. (16)). Thus, the flow equation for
Keff can be obtained by replacing T in Eq. (73) with
∆(0)/(2v),
∆(0)
2v
d
dl
(
1
Keff
)
= 2π3y2. (75)
In Eq. (75), the derivative operator d/dl does not act
on the dimensionful disorder ∆(0) because Keff alone is
modified by the vortices. Note that dKeff/dl = 0 in the
absence of the vortices y = 0. In terms of the dimen-
sionless disorder δ(0) = ∆(0)/(4πKeffv), Eq. (75) can be
rewritten as
−δ(0)
d
dl
lnKeff = π
2y2. (76)
From Eq. (74), the equation of the vortex fugacity can
be obtained by the same replacement,
dy
dl
=
(
2−
1
2δ(0)
)
y. (77)
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Within the spin-wave approximation, the RG equa-
tions for δ(u) and δ′3(u) are given by Eqs. (59) and (C4)
in Appendix C, respectively. To take into account the
vortices, we replace K in these flow equations with Keff ,
∂lδ(u) = l
+
2 (zl)δ
′′(u)(δ(0)− δ(u))− l−2 (zl)δ
′(u)2
−2l−1 (zl)δ
′
3(u)− δ(u)
d
dl
lnKeff , (78)
∂lδ
′
3(u) = −2δ
′
3(u)− 2l
+
3 (zl)
[
δ′′(u)δ′(u)(δ(u)− δ(0))
]′
−l−3 (zl)
[
δ′(u)3 − δ′(0)2δ′(u)
]′
−δ′3(u)
d
dl
lnKeff , (79)
where zl = v
−2K2effe
−2l. We have ignored the higher-
order terms O(δ2δ3) and O(δ4) in Eq. (C4) because they
are expected to be small enough near the KT transi-
tion point. The last terms proportional to d lnKeff/dl
in the right-hand sides of Eqs. (78) and (79) come from
the flow of Keff in δ(u) = ∆(u)/(4πKeffv) and δ
′
3(u) =
k2∆′3(u)/(16π
2Keffv
2). The bare value of y is also ob-
tained from the replacement T/K → 2πδB(0) in the 2D
pure XY model [6]. Therefore, we have
y0 = exp
[
−
π
4
δB(0)
−1
]
. (80)
Eqs. (76), (77), (78), and (79) constitute a closed set of
flow equations.
Unfortunately, Eq. (79) is numerically unstable due to
the presence of the third derivative. Since δ(u) and δ′3(u)
starting from any smooth bare cumulants eventually de-
velop linear cusps in the large scale, it is convenient to
consider a modified model whose bare cumulant δB(u)
already has a linear cusp at u = 0. We introduce the
following functional form of the non-analytic cumulants:
δl(u) = a1(l)(u − π)
2 + b1(l),
δ′3,l(u) = a2(l)(u − π)
2 + b2(l), (81)
for u ∈ [0, 2π]. Eq. (81) is extended to the whole region
by using the periodicity, δ(u ± 2π) = δ(u) and δ′3(u ±
2π) = δ′3(u). By substituting Eq. (81) into Eqs. (78) and
(79), we have
da1
dl
= −
{
2l+2 (zl) + 4l
−
2 (zl)
}
a21 − 2l
−
1 (zl)a2
−a1
d
dl
lnKeff , (82)
da2
dl
= −2a2 − 24
{
l+3 (zl) + l
−
3 (zl)
}
a31
−a2
d
dl
lnKeff , (83)
d
dl
δ(0) = −4π2l−2 (zl)a
2
1 − 2l
−
1 (zl)δ
′
3(0)
−δ(0)
d
dl
lnKeff , (84)
δ(0)
y
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FIG. 2: RG trajectories for the spin-wave model with the
correction of the vortices. The horizontal axis is δ(0) and the
vertical axis is y. The thin dashed curve is the bare value of
the vortex fugacity Eq. (80). The thick line on the horizon-
tal axis is the fixed line characterizing the QLRO. The inset
represents the trajectories near the endpoint of the fixed line.
d
dl
δ′3(0) = −2δ
′
3(0)− 16π
2
{
l+3 (zl) + l
−
3 (zl)
}
a31
−δ′3(0)
d
dl
lnKeff . (85)
An anomalous term δ′(0)2 in Eq. (79), which vanishes
for any analytic δ(u), has been calculated as 4π2a21. It is
worth noting that the right-hand sides of Eqs. (78) and
(79) neither yield cubic nor quartic terms of u as the
parabolic functions Eq. (81) are substituted. Thus, the
set of equations (82)–(85) is exact, provided Eqs. (78),
(79), and (81). We numerically solve this set of equations
with the following initial condition:
δ(0) = δB(0) =
h20
4πKv
,
δ′3(0) = 0,
a1 =
3
2π2
δB(0),
a2 = 0, (86)
where the initial value of a1 is chosen such that the po-
tentiality condition Eq. (65) is satisfied.
The RG trajectories with respect to the disorder and
vortex fugacity are shown in Fig. 2. The trajectories
starting from the weak disorder regime δB(0) < δKT flow
to the fixed line. This regime corresponds to the QLRO
phase. In the weak disorder limit, the critical exponent
η⊥ = δl=∞(0) is equal to that predicted from the naive
spin-wave calculation Eq. (17). The trajectories start-
ing from the strong disorder regime δB(0) > δKT diverge
δ(0), y → ∞. This regime corresponds to a disordered
phase. At δB(0) = δKT, η⊥ = 1/4 as in the conventional
KT transition. Concerning η⊥ = δl=∞(0) as a function of
the bare disorder δB(0), there are two distinct effects that
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FIG. 3: Schematic picture of the vortex dissociation process
for the 3D-DRFXYM. The lines represent vortex lines. The
transverse section corresponds to a snapshot of the 2D pure
XY model. (a): QLRO phase. The vortex lines form into
small loops, whose volume density is low enough at weak dis-
order. (b): Disordered phase. The space is filled with tangled
long vortex lines.
lead to the deviation from Eq. (17). The first one is the
non-trivial renormalization of the disorder strength δ(0)
resulting from the generation of the cusp in the renor-
malized cumulant. This effect slightly lowers the value of
η⊥ than Eq. (17). The second effect is the renormaliza-
tion of the elastic constant due to the vortices. Since the
proliferation of the vortices leads to the decrease of the
effective elastic constant, η⊥ increases near the transition
point δKT. Although this theory may be unsatisfactory
for the quantitative prediction of η⊥, it is useful to un-
derstand the qualitative features of η⊥ as a function of
the bare disorder strength.
Let us consider the changes in the vortex structure at
the transition point. The KT transition in the 2D XY
model is understood as the dissociation of tightly bound
vortex-antivortex pairs. For the 3D-DRFXYM, this vor-
tex dissociation picture should be modified because in
three dimensions the vortex is a line, not a point. Ac-
cording to the dimensional reduction property, in the
large length scale, a snapshot of the 3D-DRFXYM is
identical to a space-time trajectory of the 2D pure XY
model by considering the spatial coordinate x as a fic-
titious time. In the QLRO phase of the 2D XY model,
vortex-antivortex pairs are created by the thermal fluc-
tuations, and they immediately annihilate by pair colli-
sions. Therefore, the QLRO phase of the 3D-DRFXYM
is considered as a dilute gas of small vortex rings, which
correspond to the space-time trajectories of the bound
vortex-antivortex pairs. The density of the vortex rings
increases with the disorder strength, and eventually, at
the transition point, such vortex rings merge into tan-
gled long vortex lines, whose length is comparable to the
system size. The schematic picture is given in Fig. 3.
VI. CONCLUDING REMARKS
We have shown that the 3D-RFXYM exhibits QLRO
and the KT transition when it is driven at a uniform and
steady velocity. In the first part of this paper, we have
performed the FRG analysis of the spin-wave model of
the DRFXYM and found that it flows to the massless free
field theory in the large-scale limit. This fact ensures the
existence of a line of fixed points characterizing QLRO
with a continuously varying exponent. Next, we have
discussed the effect of the vortices, which leads to the
breakdown of the QLRO in the strong disorder regime.
The main ingredient in this part is the dimensional re-
duction, which predicts that the transverse section of the
3D-DRFXYM is identical to the 2D XY model. By using
this property, we derive the flow equation for the effective
elastic constant (helicity modulus) and the exponent η⊥
is calculated as a function of the bare disorder strength.
We have also discussed the changes in the vortex struc-
ture at the KT transition.
In this study, the dimensional reduction plays a cru-
cial role. As mentioned in Sec. III, this property does not
always hold. In Ref. [40], we investigated the critical be-
havior of the driven random field O(N) model, which is
defined by Eqs. (1) and (3) with an N -component vector
field φ = (φ1, ..., φN ). The critical exponent η was calcu-
lated as a function of N in the first order of ǫ = D−3 and
we found that the dimensional reduction breaks down
when 2 < N < 10. Therefore, the XY model (N = 2)
is an exceptional case where the dimensional reduction
recovers.
This study is based on some assumptions and approx-
imations the validity of which is not established yet. In
the first part of this paper wherein the FRG analysis of
the spin-wave model was performed, we have employed
the simplest approximations for the functional forms of
the effective action, Eqs. (30), (31) and that of the cutoff
function, Eq. (52). These approximations may be justi-
fied by the fact that, in the leading order of the disorder,
the resulting flow equation (71) is the same as that ob-
tained from the perturbative approach in the previous
studies [20, 21]. In the second part wherein the effect of
the vortices was discussed, the critical assumption is that
the dimensional reduction derived in Sec. III holds if the
renormalized cumulant is analytic as a function of the
field at the fixed point. The relation between the non-
analytic nature of the disorder cumulant and the break-
down of the dimensional reduction is well established for
the equilibrium cases, but it is not yet for the nonequilib-
rium cases discussed in this paper. As an evidence sup-
porting this assumption, we refer to our previous work
Ref. [40], where we confirmed that in the driven random
field O(N) model the dimensional reduction fails if and
only if the renormalized disorder cumulant has a cusp.
Unfortunately, at this time there is no general argument
to justify this assumption. Therefore, one should keep
in mind that our results are based on non-controlled ap-
proximations and further theoretical and numerical in-
vestigations are required.
One of the strategies to numerically verify the 3D KT
transition is to investigate the behavior of the helicity
modulus Keff . In numerical simulations, it can be deter-
mined by measuring the force required to slightly twist
the spins at the boundary of the 3D simulation box. For
12
second order transitions, the helicity modulus vanishes
continuously at the critical point, while for the KT tran-
sition it exhibits a discontinuous jump. Thus, one can
distinguish between second order transition and KT tran-
sition from the behavior of the helicity modulus. Further-
more, in the conventional KT transition in the 2D XY
model, the amplitude of the jump in the helicity modulus
satisfies a universal relation [6],
Keff
T
=
2
π
. (87)
We can also derive such a relation for the 3D KT transi-
tion. If the renormalization of the disorder ∆(0) is neg-
ligible, the universal relation for the helicity modulus is
obtained by replacing the temperature T in Eq. (87) with
h20/(2v),
Keffv
h20
=
1
π
. (88)
This relation can be also obtained from the fact that
the exponent η⊥ = h
2
0/(4πKeffv) is equal to 1/4 at the
transition point. Eq. (88) can be easily checked by sim-
ulations. It is also interesting to numerically investigate
the scenario depicted in Fig. 3. As the disorder strength
increases through the transition point, one may observe
that the small vortex rings turn into tangled long vortex
lines. These numerical studies will be reported in future
publications.
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Appendix A: Derivation of the dynamical action
In this Appendix, we derive the dynamical action of the
spin-wave model, Eq. (18). We introduce an n-replicated
system with the same disorder,
∂tua + v∂xua = K∇
2ua + F (r;ua) + ξa(r, t), (A1)
where the subscript a = 1, ..., n is the replica index. The
thermal noise satisfies
〈ξa(r, t)ξb(r
′, t′)〉 = 2Tδabδ(r − r
′)δ(t− t′). (A2)
For an arbitrary functional A[{ua}], its average over the
thermal noise is written as
〈A[{ua}]〉 =
∫
DξP [ξ]
∫
DuA[{ua}]δ(ua − ua[ξ]),(A3)
where ua[ξ] is the solution of Eq. (A1) for a realization
of the noise ξa and P [ξ] is the probability distribution
function of ξa. This average can be calculated as
〈A[{ua}]〉 =
∫
DξP [ξ]
∫
DuA[{ua}]δ
[
∂tua + v∂xua
−K∇2ua − F (r;ua)− ξa
]
=
∫
DξP [ξ]
∫
DuDuˆA[{ua}] exp
[
−
∑
a∫
rt
iuˆa
{
∂tua + v∂xua −K∇
2ua
−F (r;ua)− ξa
}]
=
∫
DuDuˆA[{ua}] exp
[
−
∑
a∫
rt
iuˆa
{
∂tua + v∂xua −K∇
2ua
−F (r;ua)− T iuˆa
}]
, (A4)
where the Jacobian associated with the delta function
can be set to unity [37]. The disorder average is given by
〈A[{ua}]〉 =
∫
DUA[{ua}] exp
(
−S[{Ua}]
)
, (A5)
S[{Ua}] =
∑
a
∫
rt
iuˆa
[
∂tua − T iuˆa + v∂xua −K∇
2ua
]
−
1
2
∑
a,b
∫
rtt′
iuˆa,tiuˆb,t′∆B(ua,t − ub,t′). (A6)
To simplify the notation, we have omitted the imaginary
unit i in the main text.
Appendix B: Exact flow equations for Γp,k
In this Appendix, we derive the exact flow equations
for Γp,k. We omit the subscript k in Γp,k below. The
exact flow equation for Γ is given by Eq. (27). To calcu-
late the inverse of Γ(2) + Rˆk with respect to the replica
indices, we rewrite it as(
Γ(2) + Rˆk
)
ab
= P[Ua]
−1δab −A[Ua]δab
−B[Ua, Ub], (B1)
where P[U ] is the one-replica propagator defined by
P[U ] =
[
Γ
(2)
1 [U ] +Rk
]−1
. (B2)
A[Ua] and B[Ua, Ub] can be expanded by increasing the
number of free replica sums,
A[Ua] =
∑
c
A[1][Ua|Uc]
+
1
2
∑
c,d
A[2][Ua|Uc, Ud] + ..., (B3)
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B[Ua, Ub] = B
[0][Ua, Ub] +
∑
c
B[1][Ua, Ub|Uc]
+
1
2
∑
c,d
B[2][Ua, Ub|Uc, Ud] + ..., (B4)
where the vertical bar in each term A[p][Ua|Uc1 , ..., Ucp ]
is introduced to distinguish between the “explicit” index
a and the dummy indices c1, ..., cp, which run from 1 to
n as the summation is taken. In the following, we use
simplified notations such as,
Γ
(200)
3 [U1, U2, U3] =
δ2Γ3[U1, U2, U3]
δU1δU1
,
Γ
(110)
3 [U1, U2, U3] =
δ2Γ3[U1, U2, U3]
δU1δU2
. (B5)
From Eq. (29), A[p] and B[p] are written as
A[1][Ua|Uc] = Γ
(20)
2 [Ua, Uc],
A[2][Ua|Uc, Ud] = −Γ
(200)
3 [Ua, Uc, Ud], (B6)
and
B[0][Ua, Ub] = Γ
(11)
2 [Ua, Ub],
B[1][Ua, Ub|Uc] = −Γ
(110)
3 [Ua, Ub, Uc],
B[2][Ua, Ub|Uc, Ud] = Γ
(1100)
4 [Ua, Ub, Uc, Ud]. (B7)
The inverse of Eq. (B1) reads
(
Γ(2) + Rˆk
)−1
ab
= P[Ua]δab
+P[Ua]
(
A[Ua]δab +B[Ua, Ub]
)
P[Ub]
+P[Ua]
(
A[Ua]δac +B[Ua, Uc]
)
P[Uc]
×
(
A[Uc]δcb +B[Uc, Ub]
)
P[Ub] + ..., (B8)
where the summation over repeated indices is assumed.
By substituting Eqs. (B3) and (B4) into (B8), and taking
the trace over the replica indices, we have the exact flow
equations for Γp.
The exact flow equation for Γ1 reads
∂lΓ1[U ] =
1
2
γ1,a +
1
2
γ1,b, (B9)
γ1,a = tr∂lRkP[U ],
γ1,b = tr∂lRkP[U ]Γ
(11)
2 [U,U ]P[U ],
where “tr” represents an integration over momentum and
frequency as well as a sum over two conjugate fields
{u, uˆ}. Fig. 4 shows the graphical representation of the
flow equation for Γ1. The rule for the graphical repre-
sentation is as follows:
1. An inner line denotes the propagator P[U ].
γ1,a γ1,b
FIG. 4: Graphical representation of the flow equation for Γ1.
1
1
2
2
1
2 1
1
2
1
γ2,a γ2,b γ2,c
1 1
2
γ2,d
FIG. 5: Graphical representation of the flow equation for Γ2.
2. Two open dots linked by a dashed line represent a
vertex obtained from a derivative of the two-replica
action Γ
(p1p2)
2 [U1, U2].
3. A cross symbol denotes ∂lRk.
The exact flow equation for Γ2 reads
∂lΓ2[U1, U2] = −
1
2
[
γ2,a + γ2,b + 2γ2,c − γ2,d
+perm
]
, (B10)
γ2,a = tr∂lRkP[U1]Γ
(20)
2 [U1, U2]P[U1],
γ2,b = tr∂lRkP[U1]Γ
(11)
2 [U1, U2]P[U2]
×Γ
(11)
2 [U2, U1]P[U1],
γ2,c = tr∂lRkP[U1]Γ
(20)
2 [U1, U2]P[U1]
×Γ
(11)
2 [U1, U1]P[U1],
γ2,d = tr∂lRkP[U1]Γ
(110)
3 [U1, U1, U2]P[U1].
Fig. 5 shows the graphical representation of the flow
equation for Γ2.
The exact flow equation for Γ3 reads
∂lΓ3[U1, U2, U3] =
1
2
[
γ3,a + 2γ3,b−1 + γ3,b−2
+2γ3,c−1 + γ3,c−2 + γ3,d
−γ3,e − 2γ3,f − 2γ3,g
−γ3,h + γ3,i + perm
]
, (B11)
γ3,a = tr∂lRkP[U1]Γ
(20)
2 [U1, U2]P[U1]
×Γ
(20)
2 [U1, U3]P[U1],
γ3,b−1 = tr∂lRkP[U1]Γ
(20)
2 [U1, U2]P[U1]Γ
(11)
2 [U1, U3]
×P[U3]Γ
(11)
2 [U3, U1]P[U1],
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γ3,b−2 = tr∂lRkP[U1]Γ
(11)
2 [U1, U2]P[U2]Γ
(20)
2 [U2, U3]
×P[U2]Γ
(11)
2 [U2, U1]P[U1],
γ3,c−1 = tr∂lRkP[U1]Γ
(20)
2 [U1, U2]P[U1]Γ
(20)
2 [U1, U3]
×P[U1]Γ
(11)
2 [U1, U1]P[U1],
γ3,c−2 = tr∂lRkP[U1]Γ
(20)
2 [U1, U2]P[U1]Γ
(11)
2 [U1, U1]
×P[U1]Γ
(20)
2 [U1, U3]P[U1],
γ3,d = tr∂lRkP[U1]Γ
(11)
2 [U1, U2]P[U2]Γ
(11)
2 [U2, U3]
×P[U3]Γ
(11)
2 [U3, U1]P[U1],
γ3,e =
1
2
tr∂lRkP[U1]Γ
(200)
3 [U1, U2, U3]P[U1],
γ3,f = tr∂lRkP[U1]Γ
(20)
2 [U1, U2]P[U1]
×Γ
(110)
3 [U1, U1, U3]P[U1],
γ3,g = tr∂lRkP[U1]Γ
(11)
2 [U1, U2]P[U2]
×Γ
(110)
3 [U2, U1, U3]P[U1],
γ3,h = tr∂lRkP[U1]Γ
(11)
2 [U1, U1]P[U1]
×Γ
(200)
3 [U1, U2, U3]P[U1],
γ3,i =
1
2
tr∂lRkP[U1]Γ
(1100)
4 [U1, U1, U2, U3]P[U1].
Fig. 6 shows the graphical representation of the flow
equation for Γ3.
Appendix C: Flow equation for ∆3
In this Appendix, we present the flow equation for the
third cumulant ∆3. From Eqs. (B11), (30), (31), and
(34), the flow equation is given as follows:
∂l∆3(u1, u2, u3) = A1 + ...+A5
+B1 + ...+ B6
+C1 + perm, (C1)
A1 = −∆
(20)
2 (u1, u2)∆
(01)
2 (u1, u3)∆2(u1, u3)L
+
3 ,
A2 = −∆
(10)
2 (u1, u2)∆
(11)
2 (u1, u3)∆2(u1, u3)L
+
3 ,
A3 = −∆
(10)
2 (u1, u2)∆
(10)
2 (u1, u3)∆
(01)
2 (u1, u3)L
−
3 ,
γ3,  γ3,b-1 γ,b-2
γ
,c-1 γ,c-2 γ,d

1
2
γ

1
1
12 3
1
1
13
3
2
2
2
21
1
3
1
1 2
3
2
3
1
1 1
1
2
3
1
1 1
1
2
3
12 1 3
γ3	

1 1
2 2
3
γ3
1
1
1
3
2
γ3
1 1
32
γ3
FIG. 6: Graphical representation of the flow equation for Γ3.
A4 = −∆
(20)
2 (u1, u2)∆
(10)
2 (u1, u3)∆2(u1, u1)L
+
3 ,
A5 = −∆
(11)
2 (u1, u2)∆
(01)
2 (u2, u3)∆2(u1, u3)L
+
3 ,
B1 =
1
2
∆
(20)
2 (u1, u2)∆3(u1, u1, u3)L
+
2 ,
B2 = ∆
(10)
2 (u1, u2)∆
(100)
3 (u1, u1, u3)L
−
2 ,
B3 =
1
2
∆
(11)
2 (u1, u2)∆3(u1, u2, u3)L
+
2 ,
B4 = ∆
(10)
2 (u1, u2)∆
(010)
3 (u1, u2, u3)L
−
2 ,
B5 =
1
2
∆2(u1, u2)∆
(110)
3 (u1, u2, u3)L
+
2 ,
B6 =
1
4
∆2(u1, u1)∆
(200)
3 (u1, u2, u3)L
+
2 ,
C1 = −
1
2
∆
(1000)
4 (u1, u1, u2, u3)L
−
1 ,
where “perm” denotes the expressions obtained by per-
muting u1, u2, and u3, and L
±
n is defined by Eq. (38).
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1. Equilibrium case
For the equilibrium case (v = 0), the dimensionless
cumulants are defined by Eqs. (45) and (46). If we define
δ′3(u) by Eq. (48), its flow equation is given by
∂lδ
′
3(u) = −(2D − 6)δ
′
3(u)
−
3
2
[
(δ(u)− δ(0))δ′(u)2 − δ′(0)2δ(u)
]′′
+O(δ2δ3) +O(δ4). (C2)
Note that an “anomalous” term δ′(0)2 in Eq. (C2) van-
ishes if δ(u) is analytic at u = 0. Since δ2δ3 = O(δ
4
2) and
δ4 = O(δ
4
2), the last terms in Eq. (C2) can be negligible
at weak disorder.
If we consider a fixed point at D = 4 + ǫ, δ′3(u) in
Eq. (49) can be eliminated by using Eq. (C2), and finally
we have
0 = −ǫδ(u) + δ′′(u)(δ(0)− δ(u))− δ′(u)2
+C
[
(δ(u)− δ(0))δ′(u)2 − δ′(0)2δ(u)
]′′
, (C3)
where the constant C depends on the choice of the cut-
off function Rk(q). In the case of the optimized cutoff
function Eq. (43), C = 3/4. Eq. (C3) can be also ob-
tained from the two-loop perturbative FRG calculation
[31], however, C = 1/2 in this case.
2. Nonequilibrium case
For the nonequilibrium case, the dimensionless cumu-
lants are defined by Eqs. (57) and (58). The flow equation
δ′3(u) is then given by
∂lδ
′
3(u) = −(2D− 4)δ
′
3(u)
−2l+3 (zl)
[
δ′′(u)δ′(u)(δ(u)− δ(0))
]′
−l−3 (zl)
[
δ′(u)3 − δ′(0)2δ′(u)
]′
+O(δ2δ3) +O(δ4), (C4)
where l−n (z) and l
+
n (z) are defined by Eqs. (55) and (56).
Appendix D: Relation between the critical exponent
and the renormalized disorder
1. Equilibrium case
We show that, at a critical point, the exponent of the
correlation function η is equal to the dimensionless renor-
malized disorder δ∗(0) at the fixed point, Eq. (50). First,
note that, at zero temperature, the correlation of the
phase parameter u is given by
〈u(q)u(−q)〉 =
∆(0)
K2|q|4
, (D1)
where ∆(0) is the dimensionfull disorder strength. From
Eq. (45), ∆(0) scales as ∆(0) = 8π2K2kǫδ∗(0) atD = 4−
ǫ, where the prefactor (16/D)AD is evaluated at D = 4.
If the running scale k is replaced with |q|, we have
〈u(q)u(−q)〉 = 8π2
δ∗(0)
|q|D
. (D2)
The mean square relative displacement B(r1 − r2) =
〈(u(r1)− u(r2))2〉 is calculated as
B(r1 − r2)
= 16π2δ∗(0)
∫
dDq
(2π)D
1− cos {q · (r1 − r2)}
|q|D
∼ 2δ∗(0)ln|r1 − r2|, (D3)
where the prefactor resulting from the surface area of
the unit sphere is evaluated at D = 4. Therefore, the
correlation function is calculated as
C(r) = 〈ei(u(r)−u(0))〉 = exp
[
−
1
2
B(r)
]
∼ |r|−η, (D4)
with η = δ∗(0).
2. Nonequilibrium case
We next show Eq. (60). The correlation of the phase
parameter u is given by
〈u(q)u(−q)〉 =
∆(0)
K2|q|4 + v2q2x
. (D5)
From Eq. (57), ∆(0) scales as ∆(0) = 4πKvkǫδ∗(0) at
D = 3 − ǫ, where the prefactor is evaluated at D =
3. If the renormalization scale k is replaced with the
transverse momentum |q⊥|, we have
〈u(q)u(−q)〉 = 4πKv
|q⊥|
ǫδ∗(0)
K2|q⊥|4 + v2q2x
, (D6)
where we have omitted the terms containing qx in |q|
4 be-
cause they are negligible compared to v2q2x in the small
momentum regime. The mean square relative displace-
ment for the transverse direction (r1− r2 ⊥ ex) is calcu-
lated as
B(r1 − r2)
= 8πKvδ∗(0)
∫
dDq
(2π)D
|q⊥|
ǫ 1− cos {q · (r1 − r2)}
K2|q⊥|4 + v2q2x
= 4δ∗(0)
∫
dD−1q⊥
(2π)D−1
1− cos {q · (r1 − r2)}
|q⊥|D−1
∼ 2δ∗(0)ln|r1 − r2|, (D7)
where the prefactor resulting from the surface area of
the unit sphere is evaluated at D = 3. Therefore, the
correlation function is given by C(r) ∼ |r|−η⊥ , with η⊥ =
δ∗(0).
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