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The open service network for marine environmental data (NETMAR) project uses
semantic web technologies in its pilot system which aims to allow users to search,
download and integrate satellite, in situ and model data from open ocean and
coastal areas. The semantic web is an extension of the fundamental ideas of the
World Wide Web, building a web of data through annotation of metadata and data
with hyperlinked resources. Within the framework of the NETMAR project, an
interconnected semantic web resource was developed to aid in data and web service
discovery and to validate Open Geospatial Consortium Web Processing Service
orchestration. A second semantic resource was developed to support interoper-
ability of coastal web atlases across jurisdictional boundaries. This paper outlines
the approach taken to producing the resource registry used within the NETMAR
project and demonstrates the use of these semantic resources to support user
interactions with systems. Such interconnected semantic resources allow the
increased ability to share and disseminate data through the facilitation of
interoperability between data providers. The formal representation of geospatial
knowledge to advance geospatial interoperability is a growing research area. Tools
and methods such as those outlined in this paper have the potential to support
these efforts.
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Introduction
The World Wide Web (WWW) may be viewed as a vast library, storing documents,
images and other media in formats accessible to a human audience through a
browser. However, the content of the World Wide Web is largely unstructured. The
semantic web is an extension of these fundamental ideas of the World Wide Web into
a web of data. This is achieved through the annotation of documents with hyperlinks
to machine-readable documents. These machine-readable documents describe the
meaning of given fields or keywords (Berners-Lee, Hendler, and Lassila 2001,
Shadbolt and Berners-Lee 2008).
The deployment of semantic web technologies is well documented in the fields of
biosciences (Smith et al. 2007), business (Jin et al. 1998) and linguistics (Biébow and
Szulman 1999). However, in the marine environmental domain, the semantic
component of projects such as SeaDataNet (Lowry and Williams, forthcoming),
InterRisk (Coene, Truong-Minh, and Lassoued 2009), the International coastal atlas
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network (ICAN; Lassoued et al. 2008) and OOSTethys (http://www.oostethys.org)
have been generally aimed at the mark-up and discovery of metadata and data and
with a range of non-complex relationships. These systems also sit in isolation, with
no semantic relationships defined between the concepts each of them defines.
The open service network for marine environmental data (NETMAR) project
uses these semantic web technologies in its pilot system. This pilot system aims to
allow users to search, download and integrate satellite, in situ and model data from
open ocean and coastal areas. The NETMAR pilot system offers flexible data and
service discovery, access and chaining facilities using Open Geospatial Consortium
(OGC) and World Wide Web Consortium (W3C) standards. It uses a semantic
framework coupled with web published semantic resources in order to identify and
access distributed near-real time, forecast and historical data. The NETMAR system
also enables further processing of such data to generate composite products and
statistics suitable for decision-making in diverse marine application domains.
The primary purpose of developing semantic resources for NETMAR is the
support of operational ‘smart discovery’ (Latham et al. 2009). This is the process by
which users of the system are able to locate and therefore utilise datasets using search
terms that are different but semantically linked to data-set labels such as keywords. A
frequently quoted example is the location of datasets labelled ‘rainfall’ using the search
term ‘precipitation’. In a global context, the issue of human language arises which
means that operational ‘smart discovery’ also needs to be able to link datasets labelled
in one European language to search terms supplied in another. A secondary goal of this
activity is to semantically validate the inputs to OGC Web Processing Services (WPSs)
and to mark-up the outputs of these services. This facilitates the simplification of
orchestrating chains of these services in aworkflow engine. A third goal is to implement
data interoperability approaches to coastal web atlases (CWAs) in an ICAN pilot.
This paper describes the NETMAR semantic resource through first introducing the
spectrum in complexity which exists in semantic web resources. It then demonstrates
the results of constructing an interconnected semantic resource (a machine-readable
document, published on the Internet using standard semantic web technologies and
which can be accessed through a dereferencable Uniform Resource Identifier [URI])
for the NETMAR project. The use of semantic web technologies and the previously
described semantic resource to promote the discovery and use of complex services (e.g.
OGC WPSs) is then shown. A system which facilitates the chaining of these complex
services with semantic validation of the inputs is also introduced.
Knowledge organisation
Spectrum of detail in semantic resources
The semantic web relies on machine-readable resources for the annotation of data
and metadata elements. Within these resources, there exists a broad spectrum in the
complexity and the level of detail encoded. The points of this spectrum, often called
the ‘ontology spectrum’ or ‘semantic spectrum’, are defined by McGuinness (2003).
In overview, the simplest point on the spectrum is the catalogue [or glossary, as
in Navigli and Velardi (2008)] that simply provides a list of terms used to annotate
data and their definitions. A catalogue is not necessarily published to either the
World Wide Web or semantic web. Nor does a catalogue require a group of experts
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to provide governance over its content. Complexity is increased in the controlled
vocabularies (Warner 2002) and data dictionaries (Kumpati 1985, IBM 1993) which
add, respectively, naming conventions and publication on top of the catalogue. A
data model (van Renssen 2005) then adds some definition of the relationship
between the entities of a data dictionary. A taxonomy further adds a tree hierarchy
with the concepts at the bottom of the tree inheriting the properties of those
concepts at the top of the tree (Navigli and Velardi 2008). A concept can be viewed
as the definition of an idea or notion, a unit of thought (Miles and Bechhofer
2009).
A more complex point of the semantic spectrum is the ontology. An ontology
describes all the concepts in a given domain and the relationships between them, and
following best practice (Cox 2012), are conceptualised using URI for each of the data
elements, relationships and property types. An ontology can be parsed by a
reasoning engine and then used to infer knowledge about the domain.
Faceted discovery
An ontology may be described as either a formal or informal ontology. An informal
ontology (Altheim 2008) is much like a taxonomy in that it describes a hierarchy of
concepts with defined entry points at the broadest level of the hierarchy. The
concepts below an entry point of the hierarchy may be informally inferred to be of
the type defined by that entry point. The grouping of concepts below the entry point
is termed a facet, and may be used to describe a domain. For example, facets of
interest to a marine environmental scientist may include the parameter being
measured, the instrument used to make the measurement and the platform from
which the instrument was deployed. Relationships between the concepts of different
facets may be defined. For example, if one considers a ConductivityTemperature
Depth probe to be an instrument, it can be related to measurement of conductivity,
and in turn calculations of salinity. These relationships can be used to create data
discovery interfaces in which a user is able to explore their area of knowledge. The
result is that users may find data that could have remained undiscovered using
traditional search techniques.
This differs from the creation of a formal ontology, in that a formal ontology
explicitly constrains the concepts it contains through the definition and use of classes
and attributes (Gruber 2009). An ontology class defines a group of concepts that
belong together because they share some properties. Attributes can be used in an
ontology to restrict the values which a concept may take. Therefore, there is no need
to infer inheritance through the facet. Ontological definitions of, in particular,
observed environmental parameters often do not carry the required level of detail to
identify exactly what has been measured. Therefore, ontologies may be extended
through detailed parametric descriptions from data dictionaries, data models or
taxonomies.
Ontology extension
Developing any level of semantic resource, from a data dictionary to a formal
ontology, is a valuable activity as it provides a new level of interoperability between
the metadata and data annotated with terms defined by that resource. However, a
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much richer semantic resource may be developed by looking for commonality
between concepts defined in different resources. The relationships between these
common concepts can then be described and encoded. This is the process known as
ontology extension. It is of particular use when an authoritative or legally required
resource exists and it is wished to create links to the concepts published by that
resource. Examples of these resources include: the World Register of Marine Species
(WoRMS, http://www.marinespecies.org/) which aims to publish the most author-
itative list of names of marine species; the European Research Vessel Infobase (http://
www.rvinfobase.eurocean.org/) which maintains a searchable database of the
European research vessels including vessel specifications and contact information
and European Commission INSPIRE directive code lists.
The ontology extension approach also allows the reuse of classes defined by other
ontologies or to define the class to which the concepts defined in a data model or
taxonomy belong. For example, classes defining marine environmental science facets
were developed by Rensselaer Polytechnic Institute’s Tetherless World Constellation
for the Woods Hole Oceanographic Institute’s Biological and Chemical Oceano-
graphy Data Management Office (Chandler et al. 2011). These classes are
instantiated by concepts from SeaDataNet data dictionaries served by the Natural
Environment Research Council (NERC) Vocabulary Server (NVS) in the UK.
The approach to ontology extension in NETMAR is described by Leadbetter
et al. (2010).
The NVS version 2.0
Resource registry
The data and service discovery portal developed by the NETMAR project requires
the use of data and metadata resources from distributed sources. Therefore, the
semantic resource used to describe those data and services must be published online.
The semantic resource must also provide dereferenceable URI for each term it
describes. This allows proper annotation of metadata describing services and data
alongside the construction of new services which are aware of the meaning provided
by the semantic resource. These principles are adhered to in the NVS, which was
originally developed in 2006. The content it serves has been used for: metadata
mark-up with verifiable content; populating dynamic drop down lists; semantic
cross-walk between metadata schemata and so-called smart search in projects and
programmes including: the NERC Data Grid (Lawrence et al. 2009), SeaDataNet
(Schaap and Lowry 2010), Geo-Seas and the European Marine Observation and
Data Network.
In order to support the requirements of the user community identified by the
NETMAR project, several enhancements were required to the existing NVS, and
therefore a version 2.0 (NVS2.0) was developed. The major upgrades consisted of: a
move to the latest version of the W3C’s Simple Knowledge Organization System
(SKOS) specification (Miles and Bechhofer 2009) for encoding the data dictionaries
and taxonomies served through the NVS; the ability to serve multilingual titles and
definitions for resources and the provision for mappings to external resources enabling
the results of ontology extension to be delivered. As reported by Ma et al. (2011),
SKOS is an excellent tool for describing and publishing geoscientific data dictionaries
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and taxonomies. At its core is the W3C’s (2004) recommended standard resource
description framework used for data interchange across the World Wide Web.
Implementing SKOS
SKOS, however, has a limited set of data types and properties, which cannot always
be used to encapsulate all of the meaning necessary in a production system.
Therefore, decisions must be taken as to how to implement the SKOS standard with
an enriched and enhanced set of properties. Ma et al. (2011) took the approach of
generating a new namespace for the geological time scale domain, whereas the
NVS2.0 registry uses a range of available, external namespaces in order to maintain
interoperability but also to enrich the SKOS model. These namespaces and their use
within NVS2.0 are detailed in Table 1.
The SKOS specification also introduces two approaches to the aggregation of
concepts: as concept collections or as concept schemes. The SKOS specification only
loosely distinguishes between the two, as follows. SKOS concept collections are
labelled and/or ordered groups of SKOS concepts. Collections are useful where a
group of concepts shares something in common, and it is convenient to group them
under a common label, or where some concepts can be placed in a meaningful order.
A SKOS concept scheme can be viewed as an aggregation of one or more SKOS
concepts. Named and typed semantic relationships between those concepts may also
be viewed as part of a concept scheme.
A concept within NVS2.0 is registered to one, and only one, concept collection
(analogous to a controlled vocabulary  that is a data dictionary which can be used for
lookup). A hierarchical grouping of concepts with one or many top level entry points
is encoded as a concept scheme (analogous to a taxonomy). An NVS2.0 concept
scheme incorporates concepts registered to one, or many, concept collections. This
data model is illustrated in Figure 1. As an aid to the ontology extension process, the
concepts registered within an NVS2.0 concept scheme do not have to be served from
NVS2.0 itself but can be registered with any openly accessible resource on the World
Wide Web. For example, the NETMAR Oceanography Thesaurus (http://vocab.nerc.




Adding title, description, publisher and creator to data
dictionaries and taxonomies; dates to resources and
replacement terms for deprecated concepts.
ISO/TC211 http://www.isotc211.
org/schemas/grg/
Adding provenance information (register owner and
register manager) to data dictionaries.
RDF schema http://www.w3.org/
2000/01/rdf-schema#
Adding additional comments describing the content
governance body to data dictionaries.
Web ontology language
http://www.w3.org/2002/07/owl#
To allow exact matching outside of taxonomies
(specifically, SKOS concept schemes) and for adding
version control information to data dictionaries and
individual entities, including deprecation status
RDF, Resource Description Framework.
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ac.uk/scheme/NETMAR_OCEAN) contains biological entity references served
directly from the Biodiversity Information Standards (Taxonomic Database Working
Group [TDWG]) Life Science Identifiers database. The alternative approach, and one
which is commonly taken, would be to cache a copy of these resources within NVS2.0.
The benefit of not caching is that the data within NVS2.0 cannot become
unsynchronised with the copy held by its originator. The approach of referencing
World Wide Web resources also follows more closely both the original semantic web
vision (Berners-Lee, Hendler, and Lassila 2001) the Linked Data principles (Bizer,
Heath, and Berners-Lee 2009). However, one issue that this approach raises is that of
service availability: what happens if a resource becomes deregistered from the Web, or
if the mapped Uniform Resource Locator (URL) is no longer dereferenceable? To this
end, an automated script is run once a month to check that there is still a valid
payload returned from each individual external reference stored within NVS2.0.
As collaborative and distributed data networks of this type become more prolific,
the question of the provenance of data for tasks such as quality assessment and the
management of remote data sources becomes more important. This is also true of
the information served from semantic resources. The W7 model for data provenance
(Ram and Liu 2006) has been shown to be adaptable for capturing domain-specific
provenance information (Ram and Liu 2009). Orlandi and Passant (2011) also show
that this model is ideal for describing formally published semantic web resources.
The W7 model asks seven questions about a data resource in order to model its
Figure 1. The data model employed within NVS2.0. A SKOS concept registered on NVS2.0 is
associated with one, and only one, SKOS concept collection from which its URI is derived.
However, the concept may then be accessed by many concept schemes.
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provenance: what, when, where, how, who, which and why. Within NVS2.0, the what,
when, who and why are delivered as part of the SKOS concept collection or concept
scheme documents. Actions which may affect a resource (what) within NVS2.0 are its
creation, modification or deprecation. These events are versioned and time stamped
(when) and have agents with either the role of register owner or register manager
associated with them (who). The W7 model explains why in terms of the aim of an
event acting upon a resource. The goal of a SKOS concept collection or concept
scheme served by NVS2.0 is delivered in the header information of that document.
Which application was responsible for the event is implicit in that all concepts
registered on NVS2.0 are created, modified or deprecated on NVS2.0. The how and
where are not currently captured within NVS2.0 payload documents.
Another important aspect of provenance for users marking up their data using
data dictionary services is version control of the served dictionaries and assurance
that a concept will not be deleted from a dictionary once published, ensuring validity
of previously created metadata. A concept registered on NVS2.0 cannot be deleted,
but may be deprecated. Once deprecated a flag on the concept is set to indicate that it
should no longer be used to mark-up data or metadata. The back office system
maintains mappings from deprecated concepts to their replacements and in future
the NVS payloads will also return this information, allowing clients to navigate to
replacement concepts.
Instead of deprecation, the context of a concept may be altered. The actions taken
will vary based on the scope of that contextual change. If a change means the
definition of the concept broadens, its version number would be incremented as would
the version number of the concept collection it is registered with. This is acceptable
because the broader definition still correctly describes any existing use of the concept
in data or metadata. However, any narrowing of meaning is handled by deprecating
the concept, then creating a new replacement concept. An unmanaged narrowing of a
concept definition may mean that any data or metadata referencing that concept
would be rendered invalid. In this managed system the version number of both list and
deprecated concept increases; the new concept has a version number of 1.
Versioning within NVS2.0 is controlled by the collection  every 24 hours a new
version of a concept collection is published if that concept collection contains new,
modified or deprecated concepts. The URI of the collection contains a field used to
specify which version of the collection is returned. The concepts each carry their own
individual version number.
Supported interface paradigms
Once a well-defined semantic resource with good provenance information has been
designed and populated, it needs to be made available to consumers. NVS2.0 meets
the W3C’s definition of a web service as a software system designed to support
interoperable machine-to-machine interaction over a network (Booth et al. 2004). As
such, NVS2.0 may be accessed through the Simple Object Access Protocol (SOAP;
Box et al. 2000) protocol and a Web Services Definition Language document is
published (http://vocab.nerc.ac.uk/vocab2.wsdl) describing the service. However,
SOAP web services do not provide dereferenceable URLs to concepts, so a RESTful
(Fielding and Taylor 2002) service is also published (http://vocab.nerc.ac.uk) based
around URL access to the knowledge registered with NVS2.0.
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Application programming interface methods
Prior to designing the application programming interface (API) methods for
NVS2.0, a survey of 13 available semantic resources in the earth sciences domain
was undertaken. Of those surveyed, at the time seven offered an API:
 GEneral Multilingual Environmental Thesaurus (GEMET, http://www.eionet.
europa.eu/gemet);
 NVS1.X (http://vocab.ndg.nerc.ac.uk/);
 Marine Metadata Interoperability Ontology Registry and Repository (MMI
ORR, http://mmisw.org/orr/#b) as described by Graybeal, Isenor, and Rueda
(2012);
 United States Geological Survey thesaurus (USGS, http://www.usgs.gov/
science/about/);
 Geosciences Markup Language vocabularies (GeoSciML, http://srvgeosciml.
brgm.fr/eXist2010/brgm/client.html);
 WoRMS;
 Spatial Information Services Stack Vocabulary service (SISSVoc, https://www.
seegrid.csiro.au/wiki/Siss/VocabularyService) developed by AuScope and the
Commonwealth Scientific and Industrial Research Organisation.
The available methods were summarised by Leadbetter, Clements, and Lowry (2011)
(reproduced below in Table 2). Following the result of this survey, the NVS2.0 API
was specified with nine methods including the most common emerging standards in
vocabulary access. All nine API methods are available through the SOAP service,
with a subset (six) being available through the ReSTful interface. The methods and
their availability in the two API paradigms are shown in Table 3.
Results and discussion
The NETMAR semantic resource
Using the API described above, NVS2.0 was made available to the NETMAR
project. NETMAR identified four pilot studies for the semantically aware data and
service discovery portal it is developing. Following a survey, three pilots were
identified as totally within the oceanographic domain and therefore able to share a
common semantic resource. The fourth, the ICAN (O’Dea et al. 2011), spanned a
number of knowledge domains linked by the concept of ‘coast’ which required
development of a separate semantic resource. This provided a much less complex
approach to ICAN semantics than that developed by Wright et al. (2008).
The NETMAR semantic resource is designed around the faceted approach
outlined above and describes: observed parameter, measuring instrument, observing
platform, observing platform class, project and vertical coverage. A concept map of
this faceted resource is shown in Figure 2.
The facets are interconnected at a narrow level of description, placing the
NETMAR semantic resource into the taxonomy category of the semantic spectrum.
These mappings have all been hand-coded as the accuracy of automated mappings is
not guaranteed. This is, however, a time-consuming process and future work in this
area may assess how automated ontology matching techniques can be better utilised.
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USGS Yes Yes Yes
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Vocabularies
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WoRMS Yes Yes
SISSVoc Yes Yes Yes Yes Yes Yes Yes
Note: In the interests of clarity, only common methods are shown.

























Due to the large number of concepts stored in NVS2.0 (100,000), there are
performance issues with the commonly used ontology editing tools, such as Protégé.
This means that the mappings are simply drafted in a spreadsheet, which can then be
loaded into the relational database management system which stores the NVS2.0
knowledge base.
Each of the facets in the NETMAR semantic resource has an explicitly declared
entry point at the broadest level of description, and the concepts below these entry
points in the hierarchy can be inferred to inherit the facet to which they belong,
therefore moving the NETMAR resource into the realm of informal ontology.
Furthermore, the ocean biogeochemistry data ontology described by Chandler et al.
(2011) defines the class ‘parameter’ and ‘instrument’ which are instantiated by
concepts from the narrowest description level of the NETMAR semantic resource.
This moves portions of the NETMAR resource into formal ontologies.
A slightly different approach was implemented by the ICAN community. ICAN
aims to make CWAs interoperable across jurisdictional boundaries and to create a
smart search mediator for OGC Catalogue Services. The authors of local CWAs
often use local vocabularies to describe their content and for interoperability, a global
resource mapped to these local resources must be defined. Earlier work in this area
(Lassoued et al. 2008, Wright et al. 2008, Graybeal, Isenor, and Rueda 2012) took the
approach of mapping local Web Ontology Language (OWL) ontologies stored both
as files on File Transfer Protocol (FTP) servers and within the MMI ORR to a global
OWL ontology. However, the perception within the ICAN community, while not
necessarily quantifiable by usage statistics, is that there was little uptake following an
initial concerted effort. This perception may have stemmed from a combination of










GetConceptCollections Return a given SKOS concept
collection
Yes Yes
GetConcept Return a given concept Yes Yes




GetConceptSchemes Return a given SKOS concept
scheme
Yes Yes
GetRelatedConcepts Return a given concept, and all
those concepts to which it is related
Yes
GetTopConcepts Returns top level entry points of a
given SKOS concept scheme
Yes
SearchVocab Search NVS2.0 Yes




REST, Representational State Transfer.
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Figure 2. A concept map of the NETMAR semantic resource (http://vocab.nerc.ac.uk/scheme/NETMAR_OCEAN). The shading indicates the
governance body responsible for maintaining the content of each collection used to source concepts for the scheme. SeaVoX is the SeaDataNet and
MarineXML Vocabulary Content Governance Group; GCMD is NASA’s Global Change Master Directory; BODC is the British Oceanographic Data

























unfortunate events (e.g. failed recordings of the tutorial session) and a lack of
experience in creating semantic resources in some parts of the community. The
NETMAR project has taken a SKOS-based approach to semantics within ICAN. As a
proof of concept, a mapping between the Oregon State CWA mark-up vocabularies
and a global set of mark-up terms defined by ICAN has been published at http://vocab.
nerc.ac.uk/scheme/ICANCOERO/. A schematic of this approach is shown in Figure 3.
This approach also has the benefit of being able to map into existing ICAN resources
served by MMI ORR through ontology extension. A tutorial cookbook document has
been created for the ICAN community which attempts to address some of the issues the
community previously faced in this activity (Dunne, Leadbetter, and Lassoued 2012).
Client layer
In addition to these machine-to-machine interactions, the NETMAR project has
also built a number of client layer applications on top of NVS2.0. These
applications allow human users to interact with the underlying semantic resource.
The simplest of these is a XSLT style sheet over the SKOS concept schemes, which
allows users to browse the SKOS concept hierarchy (Figure 4). This renders the
underlying SKOS eXtensible Markup Language (XML) as HyperText Markup
Language (HTML) within a web browser, the downside being that if a human user
wishes to read the XML they must select the ‘view source’ option in their browser.
The advantage is that one URL provides a human- and a machine-readable form of
the hierarchy. A more complex client is built on top of the NETMAR semantic
resource and extends the OGC Catalogue Service mediator presented by Lassoued
et al. (2008). This client (Figure 5) allows the user to both browse and search the
semantic resource. Once a term of interest has been located, the user may then
discover and download datasets tagged with semantically related terms.
Service validation
The NETMAR project also aims to bring semantic mark-up to WPSs to assist in
chaining and orchestration of these services (de Jesus et al. 2012). For a service chain
to be semantically valid, streams connected to service inputs must contain the correct
measured phenomenon in the correct units of measure. The NETMAR semantic
Figure 3. An illustration of a simple semantically enabled CWAs search mediator. A fully
operational system would incorporate many more CWA nodes than the two illustrated here.
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resource includes measured phenomenon concepts of fine (http://vocab.nerc.ac.uk/
collection/P01/current/) and coarse (http://vocab.nerc.ac.uk/collection/P25/current/)
granularity plus both units of measure concepts (http://vocab.nerc.ac.uk/collection/
P06/current/) and their related physical dimensions (http://vocab.nerc.ac.uk/collec-
tion/P24/current/).
If the streams are tagged with fine-grained phenomena plus their units of measure
and the inputs tagged with coarse-grained phenomena plus their units of measure, a
‘traffic light’ semantic checker (Figure 6) may be built. This does a simple check to
ensure that the stream and input units of measure are an exact match and uses the
semantic resource to ‘smart check’ that the stream fine-grained phenomenon
matches the input coarse-grained phenomenon. The result is either red for mismatch
or green for a match. Amber results from a unit of measure check mismatch that is
identified by a ‘smart check’ using the semantic resource as a match in physical
dimensions (e.g. metres and millimetres that share the dimension length). Amber
check fails may be rectified by the inclusion of a unit conversion service into the
workflow, whereas a red check fail indicates a more serious workflow design error.
This tool may be embedded inside a workflow editor or orchestration engine so that
compatibility between WPSs may be established prior to executing a workflow.
Conclusions
This paper has presented the development of an interconnected semantic resource
which has been used to facilitate data, metadata and web service discovery. It has also
Figure 4. Browsing the NETMAR semantic resource through an XSLT style sheet.
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been used in the chaining and orchestration of WPSs and the interconnection of
CWAs across jurisdictional boundaries. In particular, the latter of these use cases has
demonstrated the need to provide users with comprehensive instructions and simple
tools in order to use semantic web resources. The cookbook produced for the ICAN
community has provided the instructions, but unfortunately the tool development
remains to be completed. The user community’s perception, rightly or wrongly, as to
the level of technical expertise required to enter into previous efforts also highlights
the emerging notion that human, social networks are of equal importance to digital
networks in environmental science informatics applications (Allison et al. 2012).
Developing cookbook, or similar, approaches with a low barrier of technical expertise
to use a system promotes the use of digital earth technologies in non-specialist fields.
Benefits to the wider digital earth community from the development of inter-
connected semantic resources include the increased ability easily to share and disseminate
data as the World Wide Web becomes more semantic through projects such as
schema.org (http://schema.org/). Indeed, digital earth projects such as SeaDataNet
(Schaap and Lowry 2010) already use the content of NVS2.0 in order to facilitate
interoperability between data providers. The field of geosemantics, that is the formal
representation of geospatial knowledge to advance geospatial interoperability, is growing
and as such now has a working group at the Open Geeospatial Consortium. Tools and
methods such as those outlined in this paper have the potential to support these efforts.
There remains, however, the potential for future developments to the semantic
resource described within this paper. These would begin with the incorporation of
mappings from deprecated terms to their replacements within payload documents.
Figure 5. The NETMAR semantically enabled data browse and search interface.
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The further addition of the type attribute from the OWL XML presentation syntax
will allow member concepts of the ocean biogeochemistry ontology (Chandler et al.
2011) to be declared. This additional attribute would also allow for top level concepts
to be related to upper level ontologies such as the Basic Formal Ontology (Grenon
and Smith 2004) or the General Formal Ontology (Herre et al. 2006) to further the
semantic interoperability of the content served by NVS2.0.
The ICAN thesaurus will be enhanced by the addition of mappings to more
nodes of the network. The next nodes to be targeted include the Marine Irish Digital
Atlas (http://mida.ucc.ie/). This additional content within the thesaurus will
empower the ICAN CSW mediator to begin to be demonstrated with full
interoperability across international borders.
To further enhance the semantic checking of WPS compatibility, the possibility of
semantically encoding the conversations between units will be investigated. This may
be beyond the scope of a simple SKOS approach, although there is a precedent in
NVS2.0 resources for encoding structured information as JavaScript Object Notation
strings within the concept definition. This work would enable the removal of the
amber light from the traffic light unit checker, as a semantically aware WPS would be
able to use the encoded conversion factor to change the input units to its desired units.
As well as providing the semantic support to the NETMAR project described
above, NVS2.0 will be used to support the EU FP7 project SeaDataNet-II and to
host vocabularies for some of the EU INSPIRE spatial data themes. Due to the large
number of concepts and collections served by NVS2.0, many of the projects which
use its content cache the collections in which they are interested on a daily basis. In
support of this use case, a web syndication feed, based on Atom, is being developed
so that content harvesters may subscribe to concept collection updates.
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