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I. INTRODUCTION

A. Mobilie Models and Stariioriuri?
Our goal is to provide a class of mobility models
(1) that is rich enough to accommlate a large variety of examples and (2) whose simulation can easily be mastered. The latter point is motivated by recent findings about the random waypoint, an apparently simple model that fits in our framework. The simulation of the random waypoint poses a surprising number of challenges, such as speed decay, a change in the distribution of location and speed as the simulation progresses [15] , [12] , [14] , [8] . All of these observations are related to the existence of a stationary regime. Camp important to simulate it in this regime; otherwise. if the initial configuration is not sampled from the sritionary regime, the performance evaluation of a system under study may be biased and non reproducible.
B. Pegect Sirnirlaf ion
A standard method for avoiding such a bias is to (1) make sure the used mode1 has a stationary regime and (2) remove the beginning of all simulation runs in ' the hope that long runs converge to stationary regime.
However, as we show now. the length of transients may he prohibitively long for even simple mobility models. Our example is the space graph explained in Figure 1 . There are a little less than 5000 possible paths; in Figure 1 we show the distribution of the path used by the mobile at time 1. given that initially a path is selected uniformly among all possible paths [i.e. the mobile is iniiially placed uniformly among all nodes).
This was obtained analytically (see Appendix 1 4 1 for details). Figure 1 ilhstrates that the transient period may be long compared to typical simulation lengths (for example 900 sec in [5]). A major difficulty with transient removal is to know when the transient ends; if it may be long, as we illustrated, considerable care should be used. An alternative, called "perfect simulation", is to sample the initial simulation state from the stationary regime. For most models this is hard to do, but, as we show, this is quite easy (from an implementation viewpoint) for the random trip model. Perfect simulation for the random waypoint was advocated and solved by Navidi and Camp in [13] who also give the stationary distribution (assuming location and speed are independent in the stationary regime, an issue later resolved in [lo] using the Palm techniques in this paper).
C. The Palm Calcitlus Fruriiework
The 
D. C'o~~tribittion,~ of TIris Paper
As a first step towards our goal. we give a model for independen1 mobiles (leaving group mobility models for further study). The model is called "random trip". In the absence of established properties of real mobility patterns, it is not yet clear today what the requirements on a mobility model should be [6] . We focus here on a model rliat is able to pnthesize an a priori assumed mobile behaviour. This leads to examples such as city drivins inodels ("Space Graph" [9] , "City section" or "Hierarchical random waypoint", called "restricted random waypoint" in [3]). simple airplane circulation models ("Random Waypoint on Sphere"), or the special purpose "Fish in a Bowl" and "Swiss Flag". In some cases, it is desirable LO assume that node location is uniformly distributed in steady-state; this is provided by the two "Random Walk" examples and by "Randotn Waypoint on a Sphere". We give a definition of the model and a non exhaustive list of examples in Section 11, Our main contributions are: a generic model and a framework to analyze il; e a proven necessary and sufficient condition for a stationary regime to exist; a proof that when the stationary regime exists it is unique. This appears to be new even for the classical random waypoint; a generalization of random waypoint perfect simulation to non convex areas; e a sampling algorithm that does not require the computation of geometric integrals; e the proof that for three examples (random walk on a rectangle with wrapping or reflection. random waypoint on sphere) the node location is uniform. For the random walk examples, the steady state is essentially the same as the naive initialization (with uniform node placement) and there is no speed decay. In contrast, there i~ speed decay for random waypoint on a sphere.
We focus on perfect simulation and leave for a further paper the study of convergence (and its rate} to the stationary regime when it exists. Due to space limitations, we exhibit our results with most of the proofs delegated to the appendix of the full version [4] . A notation list is given in the next section. Related work is described at the end of the paper.
A GENERAL M O B~L I T Y MODEL
We consider a generic family of models, defined hy the following framework.
I )
The domain A is a closed. bounded. connected (not necessarily convex) subset of R2 or R'.
2) T is a set of paths on A. A path is a continuous mapping from [0,1] to 2 that has a continuous derivative except maybe at a finite number of points (this is necessary to define the speed}.
For p E P, p ( 0 ) is the origin of p, p(1) is its destination, and p ( u ) is the point on y attained when a fraction II E [01 11 of the path is traversed.
3 ) Trip Selection Rule: A Trip is the combination of a duration and a path. The position X(t) of the mobile ai time t is defined iteratively as follows. There is a set T, E W, IE E Z of tmrisirioii insrants, such that TO 5 0 < TI < 6 < .... At time T,. a path P, E T and a trip duration S, E R+ are drawn according to some specified trip selection rule, specific to the model. The next transition instant is T,+I = + S, and the position of the mobile is X ( r ) = P , ( y ) for Tn 5 t 5 T,+I.
The trip selection rule is constrained to choose a path P, such that Pn(0) = Pn-1( 1). Further, we assume that, with probability 1, the duration of the trip Sn is positive (instantaneous transilions are not allowed). 
4)
11: fraction of the current trip that was already traversed. 'hus U ( r ) S ( t ) is the time elapsed on the curreni trip and the location of the mobile at time E is X ( t ) = p ( U ( t ) ) , with y = P ( t ) . We assume that h e trip is done at a speed proportional to the default speed of the path, i t . (0)) is the average trip duration; in contrast. when the system has reached steady-state, IE(S(0)) = IE(S(t)) is the average duration of a trip, seen from an observer who samples the system at an arbitrary point in time. Both are usually different because the observer is more likely to sample a large trip duration. As we show next, these assumptions are verified by a very large class of mobility models. 
EXAMPLES
We give a non exhaustive Catdog Of examples and show that they all fit in ow framework.
A. Clussical Rutidom Wqyoirif With Pauses.
This is the classical random waypoint model. a is assumed to be convex (A is a rectangle or a disk in [8] . The default initialization rule starts the model at the beginning of a pause, at a location uniformly chosen in A.
The trip selection rule makes its choices only based on the current phase and location, thus HI holds. union of the ,segments defined by the edges of the space graph (e.g. Figure I ). Arbitrary numeric speeds can be assigned to edges of the graph. The "disiance" from one location to another is the travel time.
C. Restricted Randorri Waypoint. Figure 3 for a description. We define it slightly more generally as follows. As before, the domain A is connected, but not necessarily convex. If e# e' then r = 0 else P 2 1. The trip selection rule is executed at the end of a trip as follows. If Q = m v e then @ is set to pause, a pause is executed at the current location, for a duration drawn from a distribution that depends on the current subdomain, and t : f ' : r are unchanged. Else Q is set to move, and k?;f',r are updated as follows. If r 2 1, P is decremented by 1. If r 2 2, e and f' are unchanged (they must be equal). If r = 1 (the previous trip was the last with endpoints in the current subdomain). e' is set to a new destination subdomain chosen according to the transition matrix Q ( t , e), If r = 0 (the previous trip was between subdomains) l? is set to the value of e' and a new value of P is drawn from a probability distribution that depends on e'. Theii a new endpoint is selected uniformly in Ap and the next trip is a shortest path from the current endpoint to this endpoint. For every trip, the numerical speed is selected according to a density that may depend on the origin and destination subdomains of the trip endpoints.
This model was originally introduced by Blaievit et a1 [3]; see
In addition to the model in 
D. Random Waypoint 011 Sphere.
Here A is the unit sphere of B3. T is the set of shortest paths plus pauses. The shortest path between two points is the shortesi of the arcs on the great circle that contains the two points. If the two poink are on the same great circle diameter, the two arcs have same length (this occurs with probabiiity 0). The trip transition rule picks This model is in fact a special case of the random waypoint on a connected. non convex domain. However, we mention it separately as it enjoys special properties (the stationary location is uniform. unlike for the random waypoint models described earlier).
E. Raiadorir Walk with Wrapping.
This model is viewed as a random waypoint on a toms in [12] . It has similarity with the Randurn Direcriori in 161. It is used primariIy because of its simplicity: unlike for the random waypoint, the distribution of location and speed at a random instant are the same as at a transition instant, as we show later.
The domain A is the rectangle [O,al] Choosing a speed vector pn is the same as choosing a direction of movement and a numerical speed. The mobile moves froin the endpoint M,, in the direction and at the rate given by the speed vector. When it hits the boundary of A. say for example at a location (x0:a2), it is wrapped to the other side. to location (XO, O ) , from where it continues the trip (Figure 6 ). Let w : R2 + A be the wrapping .function:
The path P' (if not a pause) is defined by (A4n~~j!Sfl), . Note that wrapping such that e,(zi) = w' does not modify the speed vector ( Figure 6) . After a trip, a pause time is drawn independent of all past from some fixed distribution. Initially. the first endpoint is chosen uniformly in A. As we show next, this implies that all endpoints are in turn uniformly distributed (when sampled at transition instants).
This model obviously satisfies assumptions HI and H3 with set of phases I = (paiise,rnove}. We now show that it satisfies H2. Ths is similar to example TILE, but with billiard-like 2) Unlike the wrapping function. the billiard reflection may alter t h~ speed vector (Figure 6) Comment. These conditions are known to be necessary for the classical random waypoint to be "harmless".
However, it appears to be the first time that the link to the existeme of a stationary regime is made rigorously.
v. TIME STATIONARY DISTRIBUTIONS
For a perfect simulation, all we need is to sample from the time stationary distribution of the process state. The state o l the process is the phase ( I ( [ ) . the path P ( f ) , the trip duration S(r) arid fraction of time elapsed on the trip U(r). In this scction we derive the fundamental relation between die parameters of Ihc random trip model and its stationary distribution. In the next section we apply it to the various examples introduced earlier. Note that the factor 1 /xi no(i)2, in item 1 is precisely the intensity of the point process of trip transitions Ill. 
VI. APPLICATION TO EXAMPLES 1II-A TO 1II-C
In all of this section. we assume that the condition for stationstrity in Section IV is satisfied. We focus on restricted random waypoint on general connected area, since examples 111-A to 111-C are special cases of it.
A. Thze Siusionary Distriburioris
A direct application of the Theorcm 4 gives the time stationary distribution of the process. Due to its description complexity. we give it in three pieces, in the following theorems. Special notation local to this section is given below.
Notation Used in Section VI e Q(t:af): probabilily ihat next subdomain is 2 . p given curre:it subdomain is : %, wih Q(C: 1) = 0. q*(P) is the unique stationary probability of Q (q*Q = q"). 0 For r E NI F t ( r ) is the prohahilily that the number of consccutive sojourns in subdomain A is 2 r. RE = ErFf (i-) is the average number of consecutive sojourns in subdomain m, . Figure 3 , this is time consuming {see an analysis in Appendix [4] ). There is generally more efficient procedure, which avoids computing the geometric integrals when they are not known. The solution of these two problems is based on the following lemma. 2 
V ( t ) = d(P(t)(o):P(t)(l))/S(t).
VII. APPLICATION TO EXAMPLES ITI-D TO ITI-F
In all of this section, we mume that the condition for distribution of each path endpoint (previous and next) separately is also uniform, but the two endpoints are correlated [it is more likely that they are far apart). ' h i s is because. from Theorem 5 , a typical path seen in time average is drawn with a probability proportional to path length. There is a similar result for random walk with billiard reflection, but its proof iE more elaborate. We use continue with the same notation, with the difference that the instantaneous speed p ( t ) may differ froin the unreflected speed chosen at the beginning of the trip. Let $(G) be the density of the distribution of the non reflected speed vector (sampled at trip endpoints).
The following lemma expresses that, in order to continue a path from an intermediate point m it is not needed to know the unreflected speed vector, the instantaneous speed is enough (proof in Appendix [4]):
The following lemma says that, at the end of trip that starts from a uniform point M and a completely symmetric initial speed vector @, the reflected destination point M' and speed vector @' are independent and have same distribution as initially (proof in Appendix 131). 
Remark.
The location X(t> and the path M ( t ) , @ ( t ) , S ( f )
are not independent. For example, given that the unreflected speed vector is @ ( t ) = (0.Sa1,O) and the trip duration is S ( t ) = 1. it is more likely that X(t) is in the second right half of the rectangle, However, independence is true if, instead of the path descriptor, we lake as simuiation state the current position, speed and time to next endpoint, as justified by the theorem. Perfect simulation of this random walk is similar to the random walk with wrapping. . The authors found that if a node is initialized such that origin is a waypoint, the expected speed decreases with time to 0. 'This in fact corresponds to an infinite event-average time between two waypoints. which as we show in Section IV. corresponds to the absence of stationary regime. In a subsequent work [ 161, the same authors advocate to run sound mobility models by initializing a simulation by drawing a sample of the speed according to its rime-stationary distribution. We remark that speed is only a partial state of a node; in this paper, we look at the complete state of the node mobility. For the last reason, the authors in [I61 do not completely solve the problem of running perfect simulations. Another related work is that of Lin, Noubir, and Rajaraman [12] that studies a class of mobility models where travel distance and travel speed between transition points can be modeled as a renewal process. The renewal assumption was also made in {15], [16] . We note that this assumption is rror verified with mobility niodels such as classical random-waypoint on any non-isotropic domain, such as rectangle, for example. The renewal assumption has been made largely to make use of a "cycle" formula from renewal theory. An elementary knowledge of Palm calculus tells us that "cycle" formula is in fact Palm inversion formula, which we used extensively throughout the paper, and that applies more generally; this renders the renewal assumption unnecessary. Perhaps the work closest to ours is that of Navidi, Camp, and Bauer in [14j, [13] . As discussed in Section I-C, we provide a systematic framework that allows to formally prove some of the implicit statements in [13] and generalize to a broader class. Further, our perfect sampling algorithm differs in that ir works even when geomeu-ic constants are not a priori known.
VIII. RELATED WORK
TX. CONCLUSION
, Our perfect sampling algorithm is implemented to use with ns-2 to produce perfect simulations for a broad set of random trip mobility models. The code is freely available to download from: http://icalwww.epfl.ch/RandomTrip This web page contains also further pointers to random trip niobility models.
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