Abstract: We analyze the polynomial solutions of the linear differential equation p2(x)y ′′ +p1(x)y ′ + p0(x)y = 0 where pj(x) is a j th -degree polynomial. We discuss all the possible polynomial solutions and their dependence on the parameters of the polynomials pj(x). Special cases are related to known differential equations of mathematical physics. Classes of new soluble problems are exhibited. General results are obtained for weight functions and orthogonality relations.
I. INTRODUCTION
The study of many physical phenomena can be reduced to the analysis of certain differential equations: these, in turn, demand insight for their solutions [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . One of the simplest and most widely used linear differential equation is given [9, 11, [13] [14] [15] [16] [17] [18] [19] [20] by (a 2,0 x 2 + a 2,1 x + a 2,2 )y ′′ + (a 1,0 x + a 1,1 )y ′ − τ 0,0 y = 0,
where the parameters a j,k , j = 0, 1, 2, k = 0, 1, 2 are real constants and τ 0,0 is a function of some non-negative integer n. It is known that the differential equation (1) has an n-degree polynomial solution if τ 0,0 = n(n − 1)a 2,0 + na 1,0 , n = 0, 1, 2, . . . .
The proof of this fact follows by substituting y(x) = n k=0 c k x k in equation (1) and differentiating the resulting equation n times to obtain the condition (2) . On the other hand, if a differential equation has the form (a 2,0 x 2 + a 2,1 x + a 2,2 )y ′′ + (a 1,0 x + a 1,1 )y ′ − [n(n − 1)a 2,0 + na 1,0 ] y = 0,
where a 2 2,0 + a 2 1,0 = 0, then one solution of this differential equation is a polynomial of degree at most n. The proof of this claim is as follows. We first write equation (3) as
where λ 0 (x) = − (a 1,0 x + a 1,1 ) (a 2,0 x 2 + a 2,1 x + a 2,2 ) and s 0 (x) = n(n − 1)a 2,0 + na 1,0 (a 2,0 x 2 + a 2,1 x + a 2,2 ) .
We then differentiate equation (4) n − 1 and n times respectively to obtain y (n+1) = λ n−1 (x)y ′ + s n−1 (x)y and y (n+2) = λ n (x)y ′ + s n (x)y,
where λ n (x) = λ ′ n−1 (x) + s n−1 (x) + λ 0 (x)λ n−1 (x) and s n (x) = s ′ n−1 (x) + s 0 (x)λ n−1 (x), n = 1, 2, 3, . . .
Now multiply the first equation of (6) by λ n−1 (x) and the second equation by λ n (x), then subtract the resulting equations to obtain λ n−1 y (n+2) − λ n y (n+1) = δ n y, δ n = λ n (x)s n−1 (x) − λ n−1 (x)s n (x).
For λ 0 (x) and s 0 (x) given by (5) , by induction we show that δ n = 0 for all n = 1, 2, . . . : For n = 1, a straightforward computation, using (5) , allows us to conclude that δ 1 = 0; assuming δ n = 0 we have for δ n+1 = λ n+1 s n − λ n s n+1 = (λ ′ n + s n + λ 0 λ n )s n − λ n (s 
Equation (8) then implies
where C 1 is a constant. Thus, equation (6) reduces to a first-order linear equation with a solution of the form y(x) = exp − x s n−1 (τ )
If we differentiate (10) and substitute y ′ = −s n−1 (x) · y/λ n−1 (x) in equation (6) once again, we obtain y (n+1) (x) = 0, i.e. y(x) is a polynomial of at most n.
The differential equation (3) represents the source of many well-established results in the realm of special functions and orthogonal polynomials [3, 9, 11, 13-19, 21, 22] . The classification of the standard orthogonal polynomials, for example, follows from the analysis of the polynomial solutions of this differential [9, 14] . These results have found very many applications in diverse areas of mathematical and theoretical physics. For illustrative purposes we cite only a few references here: [1, 2, 4-8, 10, 12, 23, 25-27, 29-33, 36, 37] . Most of the results concerning the polynomial solutions of equation (1) are obtained either as special cases of the parameters a j,k or through various transformations to reduce the complexity of dealing with differential equation directly. For example, for a 2,0 = 0, with p = ∓ a 2 2,1 − 4a 2,0 a 2,2 a 2,0 , q = −a 2,1 ± a 2 2,1 − 4a 2,0 a 2,2 2a 2,0 , the change of variable x = pt + q reduces the differential equation (3) to the classical hypergeometric differential equation
(a 1,0 (pt + q) + a 1,1 ) pa 2,0 dy dt + n(n − 1)a 2,0 + na 1,0 a 2,0 y = 0,
and with p = − a 2 2,1 − 4a 2,0 a 2,2 2a 2,0 , q = − a 2,1 2a 2,0 ,
the differential equation (3) reduces to
(a 1,0 (pt + q) + a 1,1 ) pa 2,0 dy dt + n(n − 1)a 2,0 + na 1,0 a 2,0 y = 0.
However, such transformations do not always allow us to study all the possible cases. For example, the case of a 2 2,1 − 4a 2,0 a 2,2 ≤ 0 or a 2,0 = 0. The present work focuses on studying the polynomial solutions of equation (3) directly, without the application of any transformation or reduction process. In other words, we study the polynomial solutions in terms of the parameters a j,k themselves. To our knowledge, no such study is available in the vast literature on the subject.
In Section II, we present the most general results concerning the polynomial solutions of equation (3) and their recurrence relation. Some notes on the proofs of these results are given in Appendix I. We also discuss all the possible polynomial solutions and their dependence on the parameters of the polynomials a j,k , j = 0, 1, 2, k = 0, 1, 2. Special cases that are related to the classical differential equations of mathematical physics are also presented. In Section III, we report some new differential equations that depend on arbitrary function and we explicitly compute their exact solutions in the form of products of polynomials and exponential functions.
II. POLYNOMIAL SOLUTIONS OF EQUATION (1)
Theorem 1. The second-order linear differential equation (1) has a polynomial solution of degree n ∈ N (the set of nonnegative integers) if, for fixed n,
provided a 2 2,0 + a 2 1,0 = 0. The polynomial solutions y n ≡ y n (x) satisfy the three-term recurrence relation:
where the coefficients A n , B n and C n are given by
Further, the polynomial solutions are given explicitly for the case of a 2 2,1 − 4a 2,0 a 2,2 = 0 as
and for the case of a 2 2,1 − 4a 2,0 a 2,2 = 0 the polynomial solutions are given by
in which case, the differential equation reduces to
and the coefficients A n , B n and C n of three-term recurrence relation, equation (16) , are then
Here the functions 2 F 1 and 2 F 0 are special cases of the generalized hypergeometric function p F q with p numerator parameters α j (j = 1, . . . , p) and q denominator β j = 0, −1, −2, . . . , j = 1, . . . , q that is defined by [21] as
and (λ) k denotes the Pochhammer symbol defined, in terms of Gamma functions, by
For certain values of the constant parameters a k,j , these polynomials are orthogonal under a weight function given by the Pearson equation
where W is non-negative in the interval of definition (the interval could reach to infinity in either or both directions).
A note on the proof of this theorem can be found in Appendix I.
Case I: a2,0 = 0
In this case the differential equation (3) reads
and the recurrence relation reduces, in the case of a 2,1 a 1,1 − a 2,2 a 1,0 = 0, to
Meanwhile, for a 2,1 a 1,1 − a 2,2 a 1,0 = 0, the recurrence relation reads
The exact polynomial solutions can be expressed in terms of hypergeometric functions as follows:
• For a 2,1 a 1,1 − a 2,2 a 1,0 = 0
This can be obtained as a limiting case of equation (16) for a 2,0 → 0 as follows. From the series representation of the Gauss hypergeometric function 2 F 1 , see equation (19) , we may write equation (16) as
By rationalizing the factor a 2,1 + a 2 2,1 − 4a 2,0 a 2,2 , we obtain
We perform the limit operation, as a 2,0 approaches zero, using the identity lim a2,0→0 a
well as the fact that for a 2,1 < 0 we may write a 2 2,1 = |a 2,1 | = −a 2,1 , to obtain
which reduces to equation (24) by use of the series representation of the confluent hypergeometric function 1 F 1 .
• For a 2,1 a 1,1 − a 2,2 a 1,0 = 0, the polynomial solutions read
To obtain this equation from (24) we use the series representation of the confluent hypergeometric functions (see equation (19) ) and we write
Thus for a 2,1 a 1,1 − a 2,2 a 1,0 → 0, we obtain
if n = 0, using the identity (0) 0 = 1, we have
while for n ≥ 1 where 0 ≤ k ≤ n and using (k) n−k = Γ(n)/Γ(k), we have
The numerical coefficients of the polynomial solutions can be written for a 2,1 a 1,1 − a 2,2 a 1,0 = 0 as . . .
(26) while for a 2,1 a 1,1 − a 2,2 a 1,0 = 0, the numerical coefficients are obtained by replacing a 1,1 with a 2,2 a 1,0 /a 2,1 . For the weight function and orthogonal polynomials, we have for a 2,0 = 0 and a 2,1 = 0, the following two cases:
• The constant a 2,1 > 0, the Pearson equation (20) for the weight function yields
which required a 1,1 > a 2,2 a 1,0 /a 2,1 and a 1,0 < 0. In this case, the orthogonality condition reads
where y n (x) is given by (24) . To prove this orthogonality relation, we start with the series representation of the confluent hypergeometric function, see (19) , and write
where, for simplicity, µ = (a 2,1 a 1,1 − a 2,2 a 1,0 )/a 2 2,1 and
Using the integral representation of Gamma function, we have for k + j + µ > 0 and a 1,0 /a 2,1 < 0,
where we have used the identity
in which we have used the Chu-Vandermonde summation formula 2 F 1 (−n, α; β;
δ nm .
• The constant a 2,1 < 0, we have for a 2,2 > 0, a 1,0 < 0 and a 1,1 < a 1,0 a 2,2 /a 2,1 , the orthogonality condition
The proof of this identity follows similarly to the proof of (28), therefore we omit it.
Case II: a2,2 = 0
and the recurrence relation to generate the polynomial solutions is given by: For a 1,0 a 2,1 − a 2,0 a 1,1 = 0
while for a 1,0 a 2,1 − a 2,0 a 1,1 = 0, it reads
where y 0 (x) = 1, y 1 (x) = a 1,0 x + a 1,1 . In terms of the hypergeometric functions, the polynomial solutions in the case of a 1,0 a 2,1 − a 2,0 a 1,1 = 0 and a 2,1 > 0 are
which can be easily obtained from equation (16) as a limit case of a 2,2 → 0, while for a 1,0 a 2,1 − a 2,0 a 1,1 = 0, the polynomial solution is simplified to
To prove this identity, we use the series representation of the Gauss hypergeometric function (see equation (19) ) to write equation (33), for µ = (a 1,0 a 2,1 − a 2,0 a 1,1 )/(a 2,0 a 2,1 ), as
The numerical coefficients of these polynomial solutions for a 1,0 a 2,1 − a 2,0 a 1,1 = 0 are
while for a 1,0 a 2,1 − a 2,0 a 1,1 = 0, we obtain the numerical coefficient of the polynomial solutions by replacing a 1,1 with a 1,0 a 2,1 /a 2,0 . For the weight function and the orthogonally condition, we note that by using the Pearson equation (20) we have
where
where y n (x) is given by equation (33) . Denote µ = (a 1,0 a 2,1 − a 2,0 a 1,1 )/(a 2,0 a 2,1 ) we have using the series representation of the Gauss hypergeometric function, see equation (19) , for y n (x) as given by (33) , that
Using the identity
we finally obtain
where again δ nm = 0 if n = m and δ nm = 1 if n = m.
Case III: a2,1 = 0
The recurrence relation to generate its polynomial solution is
to be initiated with y 0 = 1 and y 1 = a 1,0 x + a 1,1 . In terms of the hypergeometric functions, the polynomial solutions can be written, for a 2,0 a 1,1 − a 1,0 √ −a 2,0 a 2,2 = 0, as
The first few numerical coefficients of these polynomials are
.
a2,0 , while for a 2,0 < 0 and a 2,2 > 0, the differential equation (39) reads
where again x ∈ − − a2,2 a2,0 , − a2,2 a2,0 , finally for a 2,0 · a 2,2 > 0, the differential equation (39) reads
where, in this case, x ∈ (−∞, ∞).
• For a 2,0 > 0, a 2,2 < 0, a 1,0 > 0 and − −a 2 1,0 a 2,2 /a 2,0 < a 1,1 < −a 2 1,0 a 2,2 /a 2,0 and x ∈ − − a2,2 a2,0 , − a2,2 a2,0 , Pearson's equation (20) 
The orthogonality condition reads in this case
a2,0Γ(n+
which we now prove. Using the series representation of the Gauss hypergeometric function we obtain
For the summation part, using µ = a 1,0 − a 1,1 − a2,0 a2,2 /(2a 2,0 ) and, since 
a2,0 , the weight function can be written, using equation (20), as
and the orthogonality condition can be obtained, using the series representation for Gauss hypergeometric function in (41), as follows
−1 dτ using τ = −a 2,0 /a 2,2 x. With τ = 2ν − 1, the integral can be evaluated in terms of Beta function to yield
Consequently,
again using the identity
• For a 2,0 · a 2,2 > 0, Pearson's equation reads
where x ∈ (−∞, ∞). The orthogonality relation reads
Using the identity arctan(z) = i 2 (ln(1 − iz) − ln(1 + iz)) where i = √ −1, the integral reads
further using the identity 
valid for a 1,0 /a 2,0 < 1 − 2n, n = 0, 1, 2, . . . Note: we may use the identity (a + ib) 
and the recurrence relation that generates the polynomial solutions is
These polynomial solutions are be expressed in terms of hypergeometric functions as
The first few numerical coefficients of the polynomial solutions are For the weight function and orthogonality relations we have for a 2,2 > 0, a 1,0 < 0 and x ∈ (−∞, ∞), by means of the Pearson's equation, the weight function reads
For simplicity, we consider two separate cases: If n is an even integer, i.e. n = 2ν, ν = 0, 1, 2, . . . , the polynomial solutions are given, for a 1,0 < 0 and a 2,2 > 0, by
In this case we have for a 1,0 < 0 and a 2,2 > 0, the orthogonality relation
while if n = 2ν + 1, ν = 0, 1, 2, . . . is an odd number, the polynomial solution reads
and in this case the corresponding orthogonality relation reads
To prove these identities, i.e. (54) and (56), we consider the first case, n is even number, using the series representation of the hypergeometric function 2 F 0 (−n, a; −;
where τ = a 1,0 x + a 1,1 , the integral can be easily computed in terms of Gamma function to yield
and a 1,0 < 0. Thus, we obtain after some simplification that
where we have used the series representation of the Gauss hypergeometric function. Now, since 2 F 1 (−n, a; c; 1) = (c − a) n /(c) n , we obtain
For the case n = 2ν + 1, ν = 0, 1, 2, . . . , we note, using the series representation of 2 
which implies (by using the series representation of the Gauss hypergeometric function) that
as noted in equation (56).
Case V: a2,0 = a2,2 = 0
In this case, the differential equation (3) reduces to
These polynomial solutions can be expressed in terms of the confluent hypergeometric function as
which follows directly from equation (24) with a 2,2 → 0. The numerical coefficient for the first few polynomials are 1 + 3a 2,1 ) , . . . .
(60)
where x ∈ (0, ∞) and the orthogonality relation then reads for a 1,0 /a 2,1 < 0 and a 1,1 /a 2,1 > 0,
This proof of this identity follows directly using the series representation of the Confluent hypergeometric function and the integral representation of the Gamma function, thus the details are omitted
In this final case, the differential equation (3) is reduced to
and the recurrence relations for the exact solutions are
to be initiated with y 0 = 1, y 1 = a 1,0 x + a 1,1 . These polynomial solutions can be expressed in terms of the hypergeometric function as y n a 2,0 0 0
which follows directly from equation (33) using the series representation of the Gauss hypergeometric series 2 F 1 and the identity lim a2,1→0 a n 2,1 (a 1,0 /a 2,0 − a 1,1 /a 2,1 ) n = (−a 1,1 ) n . The first few numerical coefficients of the polynomial solutions are 
The proof of this identity follows by noting that
where we have used the series representation of the hypergeometric functions 2 F 0 and 2 F 1 as well as the integral representation of the Gamma function. Thus, using the identity 2 F 1 (−n, α; β; 1) = (β − α) n /(β) n , we finally obtain
In Table ( I), we present some examples of the classical differential equations and their classification. 
III. NEW SOLVABLE CLASSES OF DIFFERENTIAL EQUATIONS
Theorem 2. For arbitrary differentiable function Q(x), the differential equation
has solutions given by
where the polynomials f n (x) are given explicitly by
Note: if Q(x) = a 1,0 x + a 1,1 , the differential equation (69) reduces to that of Theorem 1.
Proof: Our proof of the theorem follows by analyzing the exact solutions of the differential equation
, where v(x) is the exact solution of the differential equation
which yields by direct substitution that
The proof, then, follows by comparing the differential equation for f (x) with that given by Theorem 1.✷
The following new classes of exactly solvable differential equations can be obtained by comparison with the special cases discuss in the previous section:
• The exact solution of the differential equation
is given, for n = 0, 1, 2, . . . , by
• For a 2,0 · a 2,2 < 0, the exact solution of the differential equation
is given by
• For a1,0 a2,0 < −(2n − 1) and a1,1 a2,0 > 0, the exact solution of the differential equation
IV. CONCLUSION
Linear differential equations with non-constant coefficients represent an important class of problems. If the coefficients are powers equal to the order of the derivative, then the analysis of Euler transforms the problem to a soluble equation with constant coefficients. If the coefficients are general polynomials with the same degree as the order of the derivative, no such general solution is known, even for the special case of second-order differential equations. What we offer in this paper is a complete analysis of those problems in this class that admit exact polynomial solutions. We construct the solutions directly in terms of the parameters in the given polynomial coefficients. Where appropriate, we also discuss weight functions and orthogonality relations. This work provides a large collection of exact solutions which we hope will illuminate the spectrum of problems in mathematical physics that may be represented by the solutions of second-order linear differential equations.
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if, for sufficiently large n > 0,
where λ k = λ 
for k = 1, 2, ...n.
Initiating the asymptotic iteration method for the solution of equation (1) with λ 0 (x) = − a 1,0 x + a 1,1 a 2,0 x 2 + a 2,1 x + a 2,2 and s 0 (x) = τ 0,0 a 2,0 x 2 + a 2,1 x + a 2,2 ,
and compute the sequences λ n and s n for n ≥ 1. The termination condition δ n ≡ λ n s n−1 − λ n−1 s n = 0, see equation ( 
Thus, the second-order differential equation (1) has a polynomial solution of degree n if τ 0,0 = n(n − 1)a 2,0 + na 1,0 , n = 0, 1, 2, . . . , 1,1 + 4a 1,0 a 2,1 a 2,2 + 10a 2,0 a 1,1 a 2,2 + 3a 1,0 a 1,1 a 2,2 + 12a 2,0 a 2,1 a 2,2 and so on for y n , n ≥ 4. It is not difficult to show that these polynomials can be generated using equation (16) . Further, we note that these polynomial solutions satisfy the following recurrence relations for n = 2, 3, . . . : Thus, we may generalize this approach to a three-term recurrence relation as given by (15) . Equation (17) follows directly from equation (16) through the series representation of Gauss hypergeometric function 2 F 1 , equation (19) , and perform the limit operation as the factor a 
