The phenomenon of coordinate measuring machines has led to a significant improvement in accuracy, adaptability, and reliability for measurement jobs. The coordinate measuring machines with scanning capabilities provide the alternative to output precise acquisition at a faster rate. However, they are less accurate as compared to discrete probing systems and slower than the noncontact techniques. Therefore, the data acquisition using a scanning touch probe needs improvement, so that it can provide commendable performance both in terms of accuracy and scanning time. The determination of appropriate scanning parameters is crucial to minimize the inaccuracy and time associated with the scanning process. However, it can be demanding as well as unreliable owing to the presence of uncertainty from a multitude of factors that may influence the measurement process. The optimization of data acquisition using a scanning touch probe is a multiresponse process which involves definite uncertainties from various sources. Therefore, multioptimization tools based on grey relational analysis coupled with principal component analysis and fuzzy logic were employed to enhance the utilization of the scanning touch probe. The work described here has the objective to identify the appropriate combination of scanning factors which can simultaneously boost the accuracy and lessen the scanning time. This study demonstrates the capability and effectiveness of the uncertainty theory based optimization methods in coordinate metrology. It also suggests that the uncertainty associated with the parameter optimization can be significantly reduced using these techniques. It has also been noticed that the results from the two techniques are in accord, which corroborates their application in coordinate metrology. The result from this study can be applied to other probing systems and can be broadened to include more experiments and parameters in various scenarios as needed by the specific application.
Introduction
In recent years, the metrology function has transformed into an indispensable component of manufacturing industries. It can be attributed to strict accuracy requirements as well as the volatile customer demands. Currently, the most commonly used approach for inspection is coordinate measuring machines (CMMs), owing to their excellent performance in terms of accuracy and precision. Indeed, the CMMs can be sighted in every industry, including automotive, aerospace, and medical. It is a complicated system, where its various constituting elements exhibit variable performance, thus affecting measurement results. There is always an element of uncertainty or vagueness that results in the discrepancy between the measured result and the true value. According to Wilhelm et al. [1] and Takamasu [2] , a number of factors, namely, probing system, evaluation software, number and distribution of points, temperature, etc., may contribute to uncertainty, thus affecting the measurement results.
The inspection process using CMM involves the acquisition of point coordinates to ascertain whether the measuring feature is within the specified limit or not. This procedure of data acquisition is known as digitization or scanning. There are several digitization techniques, such as a touch trigger probe, scanning touch probe, and laser scanning, which can be employed to gather point's coordinates on the measurand [3, 4] . As the different approaches possess variable performance and characteristics, therefore, it is important to select the technique appropriate for a given application. Indeed, the selection and their effective utilization depend on the understanding of the application and the chosen 2 Mathematical Problems in Engineering operating conditions. For instance, scanning touch probe can be considered as the suitable alternative for the digitization of free form or sculptured surfaces. It is because the scanning touch probe, which works in continuous contact mode provide higher accuracy and precision in comparison to noncontact data acquisition systems. Moreover, their ability to gather data without having to back off from the surface results in faster measurements in contrast to touch trigger probes [5] . However, the fundamental issue with these probes is that they are neither as accurate as touch trigger probes nor as efficient as noncontact systems. Therefore, a trade-off between accuracy and speed must be accomplished through the pursuit of well-suited operation settings. It suggests that the superlative operation of the scanning touch probe can be achieved through the appropriate selection of scanning parameters.
There have been many instances, where different scanning parameters were analyzed to enhance the quality of measurement using CMM. For example, Feng and Pandey [6] developed an approach based on fractional factorial and analysis of variance (ANOVA) to study the influence of digitization parameters. They established empirical models depending on the relationship between digitizing accuracy and various factors to help in the selection of digitization parameters. The digitization factors comprising travel speeds, pitch, probe angles (part orientations), probe sizes, and feature sizes were investigated to quantify their effect on digitization accuracy. Similarly, factorial design and statistical ANOVA were applied by Piratelli-Filho and DiGiacomo [7] to study the impact of length, position, and orientation of test specimen on CMM measurement errors. Furthermore, the influence of factors, including speed, stylus length, probe ratio, measured points, starting position (offset), was investigated by Feng et al. [8] , to assess the CMM performance. They also employed fractional factorial and ANOVA in their study. To determine important scanning parameters, Korosec et al. [9] modeled contactless scanning process using response surface methodology. The techniques based on neural network and ANOVA were employed to predict response, based on the combination of input parameters. Lately, Pathak and Singh, [10] developed a prediction model to measure the influence of scanning angle and distance of the laser beam from the part surface using response surface methodology and ANOVA. They further optimized the parameters using modified particle swarm optimization algorithm for improved digitization accuracy.
It has been realized through previous works that the attainment of superior performance in CMM inspection is a formidable exercise. The choice of scanning parameters, their range, and the optimal solution is demanding owing to the interaction among various parameters as well as the existence of uncertain information in the CMM system. The task becomes even more complicated due to the existence of multiple responses and the requirement of their concurrent control within an accepted range. Notice that each scanning parameter exhibits a variable and a conflicting consequence on each response. It advocates the need of an optimization tool which can consider imprecise information in order to determine the appropriate blend of scanning parameters. Although numerous efforts have investigated the CMM scanning parameters, but none of them have utilized approaches based on uncertainty assumptions or grey theory, such as grey relational analysis (GRA), GRA coupled with principal component analysis (GRA-PCA), and fuzzy logic.
The unparalleled potential of GRA-PCA and fuzzy logic can be established through plentiful studies in the optimization of machining processes. For example, the theory of GRA was used by Tosun [11] to acquire the most appropriate combination of drilling process parameters. Their objective was the minimization of surface roughness and the burr height through optimized drilling parameters. Similarly, Siddiquee et al. [12] described the successful utilization of GRA in the optimization of process parameters in friction stir welding of Aluminum alloy with multiple responses. They asserted the benefits of GRA in terms of simplicity and ease of application in the optimum design of any process with multiple-performance characteristics. Indeed, the GRA and fuzzy logic have been implemented to solve a variety of optimization problems, such as optimization of drilling parameters in B 4 C reinforced metal matrix composites (MMCs) (Taskesen and Kütükde [13] ), identification of optimal cutting parameters in high-speed end milling (Lu et al. [14] ), investigation of the machinability in turning process (Sehgal and Meenu [15] ; Tzeng et al. [16] ; Ramanujam et al. [17] ), multiresponse optimization of mechanical properties in self-healing glass fiber reinforced plastic (Mercy et al. [18] ), optimization of electric discharge machining process (Lin et al. [19] ), parameter optimization in grinding (Liu et al. [20] ), and acquisition of suitable laser welding parameters (Maheswaran et al. [21] ). These investigations in machining have demonstrated GRA-PCA and fuzzy logic as powerful mathematical tools to analyze any process with multipleperformance characteristics. These techniques are proficient in quantifying the uncertainty of information and the vagueness of measurement, and they can handle innumerable factors and responses. They are also useful in carrying out prediction, relational analysis, and decision making in numerous fields.
The optimization of data acquisition using a scanning touch probe is a multiresponse process with the existence of significant imprecision from different sources, namely, the environment, metrologists, equipment, etc. A systematic experimental investigation and analysis are imperative in such situations or scenarios which involve multiple parameters, several responses, and eventually process improvement [22] [23] [24] . Since the work presented here has the objective of enhancing the performance of a CMM mounted with scanning or analog probe head, a methodical experimental approach and multioptimization tools based on GRA-PCA and fuzzy logic were applied to figure out the best combination of scanning parameters and optimize the performance of the scanning touch probe. The structure of the paper is organized in the following manner. The methodology has been discussed in detail in the subsequent section. Then, the optimization results have been analyzed followed by the conclusion which summarizes the work and its results. 
Methodology
The competence of scanning touch probe to gather points precisely makes them the initial choice for inspecting and reverse engineering any surface. A simple test procedure was adopted to determine the scanning parameters that lead to higher accuracy in lesser scanning time. The flow diagram depicting the developed methodology can be seen in Figure 1. 
Machine Setup.
The test specimen was digitized using a scanning touch probe mounted on bridge type CMM as shown in Figure 2 . A medium-sized CMM employed in this investigation had an accuracy of (1.6 + L/333) m, which complies with DIN EN ISO 10360-2:2001. The contact probe used in this investigation had a tip radius of 1.5 mm and tip length of 60 mm.
The cleaning of test part, probing system, and guideways for any dust particle was indispensable in order to minimize measurement uncertainty and gather accurate point coordinates. Subsequent to cleaning, the CMM was set up by mounting the probing system, switching on the drives and pressure supply, etc. Then, the part was placed and fixed appropriately on the machine table in such a way that the measurement error could be minimized. Prior to conducting actual experiments, the scanning touch probe was calibrated. The temperature and humidity measured during the experiment were 22 ∘ C and 8%, respectively.
Experiment Design.
The experiments for this work were planned using full factorial design (FFD) approach in Minitab 18 statistical software. The FFD technique was chosen because it employs all possible combinations of levels of different factors and provides precise results without losing any information [25] [26] [27] . It provides users with a rational and a competent method for identifying optimum parameters for a production process. The fundamental step in the implementation of FFD was the selection of critical scanning parameters, which influence the data acquisition process. From the experience, machine manual, and pilot study, the scanning parameters, namely, scanning speed, distance between points, and the distance between lines were chosen [28] . The scanning speed represents the distance travelled by the probe per second and is measured in mm/s. The distance between points defines the distance between points on each scan line, whereas the distance between lines characterizes the distance between scan lines. These two parameters are measured in mm. The selected parameters and their levels are presented in Table 1 .
Since contact probes require larger scanning time, it was very important to achieve higher accuracy in lesser scanning time.
As a consequence, the output responses utilized to assess the scanning performance were scanning time and accuracy. The experiments were conducted according to FFD threelevel design (3 3 ). A total of 27 experiments were executed according to the design scheme as shown in Table 2 .
Data Acquisition and Processing.
The scanning (or the experiments) was carried out at different combinations of scanning parameters. As a result, the different point cloud sets as depicted in Figure 3 were acquired at different combinations. The scanning time was recorded from the time; the probe contacted the first point until it captured the last point. In order to estimate the accuracy, the point cloud data were transformed into Computer Aided Design (CAD) models and analyzed in the analysis software.
The accuracy was quantified through the Root Mean Square (RMS) value, which was computed by the deviations observed between a number of individual predefined points on actual part and corresponding points in the CAD model [28] . The RMS value provided an indication of the overall accuracy of the CAD model. The approach adopted to calculate the RMS has been described in Figure 4 .
The CAD models were saved in Initial Graphics Exchange Specification (IGES) format and imported in the analysis software. Consequently, it was aligned with the actual part in order to place it in the same coordinate system as that of the actual part and the same zero point was defined for both of them. Then, the safety cube was established by setting appropriate values for clearance plane, back away path, etc. Finally, a number of points were identified at various locations in the CAD model and these points were probed by the touch trigger probe to obtain deviations. These points were then used to estimate the RMS value for that particular CAD model. The deviations at various individual points of the CAD model obtained using experimental run 1 can be realized in Figure 5 .
After the execution of all experiments, the estimated output responses, namely scanning time (minutes) and RMS ( m) were tabulated as shown in Table 3 . This tabulated information was subsequently utilized for optimization of scanning parameters using GRA-PCA and fuzzy logic.
Optimization.
During the optimization of process parameters, the experimenter gathers as much information as possible about the important factors and uncertainty contributors through preliminary experiments, literature survey, etc. However, it is cumbersome and most often impossible to acquire all the details about the process, which means that the decision is generally taken in fuzzy, i.e., in the presence of imprecise information. It is where fuzzy logic and GRA find their application. Therefore, in this research, the optimization has been achieved with the aid of GRA-PCA and fuzzy logic. These techniques are adequate to consider the uncertainty and vagueness associated with coordinate metrology and provide precise results. The different steps of these techniques have been described below.
Grey Relational Analysis.
The GRA can be defined as a multistep procedure to optimize uncertain systems and fragmentary problems. It is typically utilized for determining the process parameters and measuring the correlation between multiresponses [29] . The concept of grey theory was first proposed by Prof. Deng from the grey set in combination with systems theory, theory of space, and control theory [30] .
The remarkable characteristics about grey theory are its capability to overcome the inconclusiveness and confusion of human decisions through mathematical protocol or language. The GRA exhibits numerous benefits, including satisfactory results with lesser data and computational simplicity, [31, 32] . It is especially useful when the experiments cannot be performed precisely and it aids to compensate the limitations in statistical regression [33] . The GRA can successfully be combined with other methods, such as PCA to enhance the quality of decision making [34] . In this study, the corresponding weighting values for GRA were obtained from the PCA.
The PCA was first introduced by Pearson in 1901 [35] and developed into a statistical tool by Hoteling [36] . It aids to simplify the problem by transforming many correlated variables into lesser uncorrelated and independent principal components and maintain the initial information as much as possible through linear combination. The main benefit of PCA is that it compresses the data by minimizing the number of dimensions without sacrificing significant information. It can be utilized to emphasize variation and bring out strong patterns in a dataset. Indeed, it is most often used to make data easy to explore and visualize. The implementation of GRA-PCA comprised five primary steps [37] : generation of grey relational, definition of the reference sequence, calculation of grey relational coefficients, computation of weights using PCA, and finally the estimation of grey relational grade.
Step 1. The grey relational generating step involved the translation of given responses into comparability sequences Mathematical Problems in Engineering 5 [14] . The utilized linear data preprocessing method can be expressed as follows.
The-larger-the-better (the higher the response value, the better)
The-smaller-the-better (the lower the response value, the better)
The-nominal-the-better characteristic (set the response as target value (TV))
where * ( ) is the sequence after the data processing; ( ) ( ) is the original sequence of responses, where = 1, 2, . . . , and = 1, 2, . . . , ; max ( ) ( ) is the largest value of ( ) ( ); min ( ) ( ) is the smallest value of ( ) ( ). Moreover, m represents the number of responses and represents the number of experiment runs.
Step 2. Depending on these comparability sequences, a reference sequence (ideal target sequence) was determined. It was obtained by taking the maximum value in the comparability sequence of the corresponding response.
Step 3. Subsequently, the grey relational coefficients (GRCs) were calculated using the preprocessed sequences. The GRCs were estimated as follows:
where û oi ( ) is the deviation sequence of the reference sequence * ( ) and the comparability * ( ), i.e., û oi ( ) = | * ( ) − * ( )| is the absolute value of the difference between * ( ) and * ( ).
: distinguishing coefficient, [0, 1]. Generally, is set as 0.5. The purpose of defining this coefficient is to show the relational degree between the reference sequences * ( ) and comparability sequences * ( ), where = 1, 2, . . . , and = 1, 2, . . . , .
Step 4. In order to compute the weights for the responses, the PCA was performed. The computation in PCA consisted of the determination of the correlation coefficient array (CCA), followed by the calculation of eigenvalues and eigenvectors and, finally, the computation of uncorrelated principal components. The following set of equations were utilized to obtain the principal components.
where cov( ( ), (V) is the covariance of sequences ( ) and (V), ( ) is the standard deviation of sequence ( ); (V) is the standard deviation of sequence (V). The eigenvalues and eigenvectors were obtained using the following formulation:
Mathematical Problems in Engineering represents eigenvalues and represent the eigenvectors corresponding to the eigenvalues. The principal components can be estimated as follows:
where is called the kth principal component. The principal components have to be arranged in decreasing order with respect to the variance, which suggest that the first principal component causes most variation in the data. The formulation in (8) can be utilized to estimate the first principal component through the summation of the products of the GRC of the two responses multiplied by the elements of the eigenvector, which corresponded to the largest eigenvalue.
Step 5. Finally, the grey relational grade (GRG) was estimated. The GRG is a weighting-sum of the GRC and it is defined as follows.
where represents the weighting value of the kth performance characteristic, and ∑ =1 = 1. The GRG ( * , * ) represents the level of correlation between the reference sequence and the comparability sequence. If the two sequences are identically coincidence, then the value of GRG is equal to 1. If a particular comparability sequence is more important than the other comparability sequences to the reference sequence, then the GRG for that comparability sequence will be higher than other GRG.
Fuzzy Logic.
The results acquired using GRA-PCA were further confirmed using the fuzzy logic. It can be described as the mathematical model which is based on fuzzy set theory. It was initially introduced by Zadeh [38] in order to deal with uncertainty. The fuzzy system can be identified as a computer program to translate multiple inputs into single output using fuzzy set theory, fuzzy IF-THENrules and fuzzy reasoning [33, 39] . It comprises a fuzzifier, an inference engine and defuzzifier as shown in Figure 6 . The fuzzifier converts the crisp input to a linguistic variable using the membership functions, the inference engine converts fuzzy input to the fuzzy output using IF-THEN fuzzy rules and, finally, defuzzifier converts the fuzzy output into crisp values using membership functions.
The fuzzy logic system can also be visualized as an expert who based on certain rules, logics, and input information deduces solutions as outputs. The fuzzy rule system comprises a set of IF-THEN rules. For example, if a problem consists of three inputs 1 , 2 , 3 and one output y, then the rules can be defined as follows. The execution of fuzzy logic in this work was executed in the following manner. The Math Works MATLAB (R2018b), Fuzzy Logic Toolbox was utilized to develop the fuzzy logic inference system. Consequently, the decision regarding the selection of the type of the fuzzy tool box was made. There were two types of fuzzy inference systems, including Mamdani type and Sugeno type that could be utilized in Fuzzy Logic Toolbox. However, Mamdani's fuzzy inference method was preferred because it is an intuitive based approach, possesses a widespread acceptance, and involves human input rather than mathematical analysis and it was easy to use for the problem presented in this work. Note that the output of IF-THEN rules in Mamdani systems is a fuzzy set rather than a constant or linear function.
The decisions regarding the number of membership functions (MFs), their shapes (or functional forms), and intervals are also significant in the design of a fuzzy logic system. As yet, there have been fewer substantial works in the literature which can demonstrate the predominance of a particular MF. Nevertheless, Zhao and Bose [40] evaluated the performance of different types of MFs in the fuzzy speed control of a vector-controlled induction motor drive. Their results established the superior performance of the triangular MF (trimf) as well as confirmed that the trapezoidal MF (trapmf) response was very close to that of triangular MF. It was also concluded that their results can also be generalized to other types of system. Additionally, these MFs adapt appropriately to the interpretation of any concept and they are easy to characterize, straightforward to represent, and are computationally simple. Therefore, the triangular and trapezoidal shaped MFs were chosen depending on the literature, knowledge, and experience elicited from the experts due to their simplicity and ease of application. Subsequent to the selection of the shapes of MFs, the decision regarding their number had to be made. It was very crucial to choose a proper number of MFs depending on the nature of the problem. It can be attributed to the fact that a sharpened judgement can be attained with a larger number of MFs, while a lower computational complexity is involved with a smaller number of MFs [41, 42] . Henceforth, in this work, the number of fuzzy subsets was decided depending on the expert opinion and the data gathered through experiments.
The development of fuzzy systems can be difficult, when it comes to determining the appropriate intervals for MFs. The overlapping fuzzy subsets have been considered as one of the greatest strengths because it provides robustness and stability to the fuzzy logic system [41] . A suitable overlapping was critical between different fuzzy sets in order to achieve a satisfactory completeness. The completeness level, which can assure the convergence of control as well as a lower overshoot, should be adopted [43] . In this work, the approach based on the experts' insights and knowledge of the application domain was adopted to specify the intervals. In a fuzzy rule based system, fuzzy rules constitute an important mechanism for characterizing different forms of knowledge as well as modeling the interactions between different variables [44] . As a result, sixteen fuzzy rules were established through extensive literature survey as well as the knowledge and experience elicited from the experts. Finally, a defuzzification method known as centroid approach was employed to translate the fuzzy output into a nonfuzzy value. The nonfuzzy value provided Performance Index (PI), where the larger PI indicated a better performance characteristic.
Validation. The confirmation experiment run was exe-
cuted in order to analyze the utilization of the scanning probe at the selected scanning parameters. The acquired performance was compared with the predicted values and the results attained at the randomly selected scanning parameters. The PI (and GRG), using the optimal level of the scanning parameters, was predicted from following equation [45] .
where is the total average of the PI (or the total mean of GRG), is the average PI (or average GRG) at optimal level, and is the number of scanning parameters that affect the performance characteristics.
Analysis
The main effect plot and Pareto chart for the scanning time are shown in Figure 7 . It shows that the effect of all the scanning parameters is significant and different as depicted in Figure 7 (a). In this main effects plot, it appears that scanning speed 10 mm/s, distance between points 0.01 mm, and the distance between lines 0.7 mm are associated with the lowest scanning time. The Pareto charts, which represent the absolute values of the standardized effects, were used to arrange the scanning parameters in the decreasing order of their importance. As shown in Figure 7 (b), it can be realized that the distance between lines had the largest effect on the scanning time, followed by the scanning speed and the distance between points. The main effect plot and Pareto chart for the RMS are shown in Figure 8 . As seen in Figure 8(a) , it emerges that scanning speed 5 mm/s, distance between points 0.0025 mm, and distance between lines 0.3 mm are related to the lowest RMS. In Figure 8(b) , it is shown that the scanning speed had the largest effect on the RMS, followed by the distance between lines and the distance between points.
These outcomes provide some useful information such as the contribution of various scanning parameters on different responses. It is clear that the scanning time decreases at higher distance between lines, higher distance between points, and a faster scanning speed. However, the RMS is increased (or the accuracy is reduced) at the higher values of these parameters. It necessitates the need of an appropriate combination of scanning parameters which can maintain a befitting balance between scanning time and the desired accuracy. It is axiomatic and self-evident that the scanning time is inversely proportional to distance between lines, scanning speed, and distance between points. In contrast, the RMS has shown a direct relationship with the scanning factors. At a higher scanning speed, the effect of dynamic forces also raises owing to a continuously changing velocity direction in scanning probes. It increases the measurement uncertainty and hence results in the reduction in accuracy. Additionally, a slower measurement speed is crucial to minimize deflection of the CMM's structure induced by acceleration and deceleration during the scanning process. Similarly, the values for distance between lines and distance between points should be kept at lower values for smaller RMS. It can be attributed to the fact that their larger values often result in overlooking indistinct changes in surface direction and fluctuations in the specimen surface quality. It can also be mentioned that the lower values of distance between points are also important in order to phase out the influence of vibration produced during the movement by scanning probe along the workpiece. Moreover, the distance between lines should not be kept very small because the unduly short distance may not provide sufficient time for the probe undulation to mitigate or stabilize before the subsequent scan line.
The analysis of individual single responses as noticed from the main effect plots provided in the foregoing paragraphs suggests that an eventual decision on the optimized scanning parameter setting cannot be achieved at this moment. It is because the influence of the parameters and their contributions to each response is very different. Accordingly, multiresponse optimization becomes essential. Therefore, the response data as given in Table 3 were methodically prepared to analyze multiresponse characteristics. The two measured responses, namely, scanning time and RMS, were utilized as input to GRA-PCA and fuzzy logic system for attaining the best combinations of scanning parameters.
The FFD based GRA, multiperformance optimization of coordinate metrology enhanced the scanning performance in terms of scanning time and RMS. The conversion of incomparable data into a comparable sequence in the range between zero and unity was performed using (2). Thus, the comparability sequence obtained for the experiment run 1 was (0.6307, 0.7391). Similarly, the comparability sequences for the remaining experiment runs were estimated as presented in Table 4 (a). Further, the reference sequence was identified by pursuing the maximum value from the comparability sequence of the scanning time and the RMS.
Reference Sequence =(Scanning time, RMS) = (1, 1)
The comparability sequences were further processed into the GRCs using (4) and (5) as follows. Therefore, the deviation sequence of scanning time and RMS for the experimental run 1 was determined as follows.
Finally, the deviation sequence determined for the experimental run 1 was (0.3693, 0.2609). Likewise, the deviation sequences for the residual experiment runs were computed, which are shown in Table 4 (b). Next, the GRCs were determined for all the experiment runs and they are depicted in Table 4 (c). The GRC calculation steps, considering the experiment run 1, can be described as follows. 
The PCA was performed in order to find out the weighting values to be multiplied with the GRCs (Table 4 (c)) for each response parameter. The GRC data were utilized to obtain CCA using (6).
The CCA was further processed to find out eigenvalues and eigenvectors using (7) . The eigenvector that corresponded to the largest eigenvalue 1.5898 was [-0.7071, 0.7071] as shown in Table 5 . The square of the elements of the first principal component provided a weighting to the GRCs of the corresponding response variable. The weightings or contributions of each response parameter to the optimization problem so obtained are given in Table 6 .
Finally, the weighting was multiplied with the respective GRCs of each experiment run using (9) . As a result, the two GRCs were combined into a GRG as shown in Table 7 . It is clear that the experiment run 23 resulted in largest value of GRG.
The level-wise mean of the GRG for each scanning parameter was also estimated and is shown in Table 8 . It was computed by taking the average of those values of GRG with the same levels of every scanning parameter. In this way, the average GRGs for scanning speed at Level-1, scanning speed at Level-2, scanning speed at Level-3, distance between points at Level-1, distance between points at Level-2, and so on were estimated.
Evidently, the larger the value of GRG, the better the multiple-response parameter. Based on Table 7 and according  to response table (Table 8) , Level 2, Level 1, and Level 3 provide the largest values of GRG for scanning speed, distance between points, and the distance between lines, respectively. Therefore, Level 2, Level 1, and Level 3 are the condition for the optimal parameter combination of the scanning using a scanning touch probe, i.e., scanning speed at 7 mm/s, distance between points at 0.0025 mm, and the distance between lines at 0.7 mm. The mean of the GRG plot shown in Figure 9 also clearly represents the response of the scanning parameters on GRG. The level-wise GRG plot also depicts the variation in the multiresponse when the scanning parameters change between different levels. When the values of the last column in Table 8 are compared, it is evident that the difference between the maximum and minimum values of GRG for distance between lines is the largest, followed by scanning speed and distance between points. This specifies that the distance between lines has the strongest effect on the multiresponse parameter, followed by scanning speed and distance between points. The fuzzy logic was also implemented in order to ascertain the results acquired using GRA-PCA. Four fuzzy subsets (Low, Medium, High, and Very High) were assigned to the two inputs, scanning time and RMS as shown in Figures 10(a) and 10(b), respectively. Six fuzzy subsets were designated to the output (PI) as depicted in Figure 10(c) .
The different intervals as shown in Table 9 were chosen for various MFs in order to better describe the process of data acquisition as well as optimize the scanning parameters.
Additionally, sixteen fuzzy rules were established depending on the fact that a lower scanning time and lower RMS provided better performance, i.e., higher PI. The assigned fuzzy rule base consisted of IF-THEN control rules with two inputs and one output. The different rules were as follows: After the execution of the fuzzy logic, the PI for various experiment runs was determined. Table 10 represents the outcomes of the PI for different experiment runs. In order to differentiate the influence of each scanning parameter on the PI at different levels, the average of PI was computed. For example, the average of PI for scanning speed at Level 1 can be calculated by numerical mean of PI values for the experiments 1, 2, 9, 17, 18, 19, 21, 22, and 25. Similarly, the average of PI for each level of other scanning parameters was estimated. The average PI at each level for the different scanning parameters is shown in Table 11 .
The effect of various scanning parameters can also be precisely represented through PI response graphs. The PI graphs depict the variation in the response when a particular factor changes from Level 1 to Level 3. Based on the response graph ( Figure 11 ) and response table (Table 11) , the optimal scanning parameters for coordinate measurement can be acquired. Generally, the larger the PI, the better the performance characteristics. It was observed from experimental results that the combination for experiment number 23 had the highest PI, as presented in Table 10 . Therefore, depending on Table 10 and response table (Table 11) 
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Levels
Distance between Points Figure 9 : GRG response graphs. and Level 3 are the settings to aptly utilize a scanning touch probe. It can also be established from the last column in Table 11 that the distance between lines had the strongest effect on the multiresponse control, followed by scanning speed and distance between points. Table 12 shows the comparisons of CMM performance mounted with a scanning touch probe at the optimized and the initial parameter settings. The experimental outcome at the optimized settings was also analyzed with respect to the predicted performance. The utilization of the scanning probe using PI (and GRG) at the optimal settings was predicted using (10), as follows. The outcomes from the validation step as shown in Table 12 implies that the scanning parameters established using GRA-PCA and fuzzy logic are robust and stable. Henceforth, the final optimal scanning settings are scanning time 7 mm/s, distance between points 0.0025 mm, and the distance between lines 0.7 mm.
Conclusion
The appropriate combination of scanning parameters is essential in scanning touch probe in order to optimize its scanning performance. The presence of different measurement uncertainties in coordinate metrology advocates the techniques, which assume vagueness and ambiguity in the data. Therefore, this article has established a methodology using the Grey-PCA and fuzzy logic for optimizing multiple attributes (scanning time and accuracy) to enhance the quality of the digitization. This work has explained the execution of GRA-PCA and fuzzy logic in optimizing the scanning performance of the CMM. The two techniques provided the combination of scanning speed (7 mm/s), distance between points (0.0025 mm), and the distance between lines (0.7 mm)
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Mathematical Problems in Engineering Table 12 : Outcomes using the random and optimal scanning parameters. as the most suitable scanning setting. Indeed, the outcomes from the two approaches corroborates with each other, thus substantiating their application in coordinate measurement. The two techniques certainly streamlined the optimization of scanning procedure with multiple responses. Thus, the findings in this analysis can act as a guide for metrology experts and CMM engineers or operators who require determining the optimal result of scanning conditions.
The outcomes in this study provide helpful instructions pertaining to the influence of scanning parameters on scanning time and RMS. For example, the scanning time was inversely proportional to the distance between lines, scanning speed, and distance between points. Similarly, the RMS had a direct correspondence with the scanning parameters. It can be inferred that the dynamic effects are significant, especially in CMMs mounted scanning probes. It can be attributed to the fact that the scanning is frequently carried out along a curved path or free form surfaces, causing the CMM to regularly accelerate or decelerate and alter directions while probing coordinates. Certainly, these dynamic effects contribute significantly to the measurement uncertainties during the data acquisition by scanning probes. This necessitates the need of a lower scanning speed, which can reduce the variation in CMM's structure emanating from inconsistent speeds during digitization. Moreover, the higher values of the distance between points and the distance between lines should not be favored as they repeatedly ignore small, but consequential variations in surface conditions. The lower values of distance between points are also crucial to overcome the effect of vibrations during measurement with scanning probes.
This research is distinctive owing to its intelligent optimization methods, incorporating uncertainties and improving the performance of scanning probes. The utilized optimization methods are user-friendly, simple, and assist in rational, efficient, and feasible decision making. Since the parameters in this work have been determined by considering the measurement uncertainty, it can be stated that the outcomes from this study are robust and adequate. The utilization of GRA-PCA and fuzzy logic made the selection of scanning parameters reliable and more realistic. These methods are of particular interest in processes such as scanning, which involve significant uncertainties from various sources. Nevertheless, these optimization approaches can become exhausting, computationally expensive, and timetaking, with an increase in the number of influencing factors and the responses. As the selection of factors in scanning probes has not been dealt with methodically and adequately due to its complex nature, this work intends to aid CMM users to optimize the scanning performance. Obviously, the outcome of this investigation can be applied to other probing systems and can be extended to include more experiments and parameters in various situations as required by the specific application.
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