Introduction
Let φ be a complex-valued function on a Riemannian manifold M. We consider the semilinear elliptic equation
This equation is the Euler-Lagrange equation for the functional
The equation (1) has been studied by many authors, including F.-H. Lin and T. Rivière [17, 18, 20] , F. Bethuel, H. Brezis, F. Hélein and G. Orlandi [5, 6] , and W. Jin and R. V. Kohn [11] . The corresponding Schrödinger and wave equation were studied by F.-H. Lin, J. Xin, and P. Zhang in [21, 22] .
An important problem is to describe the behavior of the solutions as ε → 0. Suppose that φ j is a sequence of complex-valued functions on M such that
where ε j → 0. Then there exists a closed set S of Hausdorff codimension 2 and a harmonic map φ ∞ : M \ S → S 1 such that φ j → φ ∞ on M \ S. In particular, if M has dimension 2, then the set S is finite, and its cardinality is given by the degree of φ j .
In higher dimensions, it follows from results of F.-H. Lin and T. Rivière [20] and F. Bethuel, H. Brezis, and G. Orlandi [6] that the vortex submanifold S is stationary in the sense that its generalized mean curvature is equal to 0.
In this paper, we study the converse problem. To this end, we consider a smooth minimal submanifold S of codimension 2. Our aim is to construct solutions of the Ginzburg-Landau equations
and
Here, A is a connection on a complex line bundle L over M, and φ is a section of L. A pair (A, φ) satisfies (2), (3) if and only if (A, φ) is a critical point of the Ginzburg-Landau functional
The equation (1) can be viewed as a simplified version of the Ginzburg-Landau equations (2) , (3) . The Ginzburg-Landau equations play an important role in mathematical physics, where they arise in the mathematical description of superconductivity. The equations (2) , (3) have been studied intensively, in particular by A. Jaffe and C. H. Taubes [10, 30] .
In dimension 2, Bogomol'nyi observed that the Ginzburg-Landau functional has a lower bound which depends only on the degree of the line bundle L. This is a consequence of the identity
(see [12] ). From this it follows that
with equality if and only if (A, φ) is a solution of the vortex equations
In particular, if (A, φ) satisfies the vortex equations, then we have the identity
This relation plays an important role in our subsequent arguments.
The following result shows that every nondegenerate minimal submanifold of M can be obtained as the limit of a family of solutions of the Ginzburg-Landau equations. 
Moreover, the first Chern class of L is the Poincaré dual of the homology class of S.
A related result was established by C. H. Taubes [31, 32] for the Seiberg-Witten equations on symplectic 4-manifolds. In this case, every pseudoholomorphic curve can be approximated by a sequence of Seiberg-Witten solutions with parameters r j → ∞.
A similar "adiabatic limit" argument was used by S. Dostoglou and D. Salamon [8] to identify the Floer homology groups in gauge theory with those in symplectic geometry.
Moreover, T. Ilmanen [9] proved that Brakke's motion by mean curvature is given by the limit of a sequence of solutions to the Allen-Cahn equation.
In Section 2, we recall some results about the linearized operator on R 2 . In particular, the kernel of the linearized operator on R 2 is related to the parallel vector fields on R 2 (see [10] and [32] for details).
Note that only the infinitesimal translations contribute to the kernel of the linearized operator. This reflects the fact that the Ginzburg-Landau equations have a built-in scale. Therefore, the Ginzburg-Landau equations are not invariant under dilations. By way of contrast, the Yang-Mills equations are invariant under all conformal transformations on R 4 . In this case, the kernel of the linearized operator contains not only the infinitesimal translation, but also the infinitesimal dilation and certain infinitesimal rotations (cf. [7] ).
In Section 3, we construct a family of approximate solutions of the Ginzburg-Landau equations. More precisely, we define a family of pairs (A, φ) such that
for suitable constants C and ζ.
In Section 4, we identify the approximate kernel of the linearized operator with the space of sections of the normal bundle NS.
In Section 5 we establish weighted Hölder estimates for the linearized equation. Estimates of this form were used by R. Mazzeo, F. Pacard and N. Smale [23, 26] to construct conformal metrics with constant scalar curvature. Related glueing techniques were used in [16, 24, 25] to prove existence results for constant mean curvature surfaces.
In Section 6, we derive an asymptotic expansion for the energy of the approximate solutions. This asymptotic expansion plays a key role in our subsequent arguments. Related methods were used by D. M. A. Stuart [29] to study interactions between vortices.
In Section 7, we compute the component of the error term in the approximate kernel V. To this end, we use the Pohozaev identity
which holds for any pair (A, φ). A related formula plays an important role in the work of G. Tian [33] on the structure of blow-up loci of solutions to the Yang-Mills equations. Blow-up loci of sequences of harmonic maps were studied earlier by F.-H. Lin [19] .
This formula plays a key role in our discussion. It is closely related to the concept of "critical points at infinity" introduced by A. Bahri and J. M. Coron [2, 3] (see also [1, 4] ).
Finally, in Section 8 we use an iteration procedure to deform the approximate solutions to exact solutions.
2 The kernel of the linearized operator on R 2
In this section, we study the linearized operator on R 2 , in particular its kernel. To this end, we define an inner product on the space of pairs (a, f ) by
Then the linearized operator on R 2 satisfies
where α = a 1 + ia 2 denotes the (0, 1)-parts of a. This implies
We define an operator T ε by
Its adjoint is given by
This implies
Thus, we conclude that
In particular, the operator L ε + T ε T * ε is strictly elliptic.
Proof. Suppose that (a, f ) satisfies the equation
Then we have
The set V of pairs (a, f ) satisfying these conditions is a vector space of real dimension 2 (see, for example, [10] ). We claim that the pair
and f = D B,X ψ belongs to V for every parallel vector field X on R 2 . Using the identity
Moreover, we havē
This proves the assertion.
Construction of the approximate solutions
In this section, we define a family of approximate solutions which concentrate near S as ε → 0. To this end, we identify the total space of the normal bundle NS with a neighborhood of the submanifold S by means of the exponential map exp : NS → M.
Note that this identification is not isometric. To see this, we choose an orthonormal basis {e i : 1 ≤ i ≤ n − 2} for the horizontal subspace, and an orthonormal basis {e ⊥ α : 1 ≤ α ≤ 2} for the vertical subspace. Using Jacobi's equation, we obtain
Let v be a section of the normal bundle NS. For every point x ∈ S, there is a unique solution (B, ψ) of the vortex equations on NS x with center εv x . We now define a pair (A, φ) by
Then the curvature of A is given by
Moreover, the function φ satisfies
Since the mean curvature of S is equal to 0, we obtain
Similarly, we obtain
The linearized operator in higher dimensions
As in Section 2, we consider the inner product
Then the linearized operator L ε satisfies
As in Section 2, we define an operator T ε by
Therefore, we obtain
Re (D A,k φ f a k )
Estimates in weighted Hölder spaces
Let V be the space of all pairs (a, f ) such that the restriction of (a, f ) to the fibre NS x is orthogonal to V for every x ∈ S. Here, V is the two-dimensional subspace described in Section 2.
Suppose that (a, f ) is orthogonal to V and satisfies
. Using the results of the previous section, we obtain
From this it follows that
Using the maximum principle, we obtain
if K is sufficiently large (cf. [10] ).
then we have the estimate
Proof. Since
it suffices to show that
if (a, f ) is orthogonal to V. Suppose that there exists a sequence of pairs (a j , f j ) and a sequence of pairs (b j , g j ) such that
and sup (ε j + r) ν (ε j |b j | + |g j |) → 0.
By rescaling, we obtain sequences (ã j ,f j ) and (b j ,g j ) such that This implies
We claim that (ã,f ) = 0. Since (ã,f) is orthogonal to V, it suffices to show that
where (b, g) is orthogonal to the kernel of the linearized operator on R 2 . We assume that the function η can be written in the form
whereη has compact support. Since η is real-valued, the real part ofη is an even function, while the imaginary part ofη is an odd function. Since (b, g) is orthogonal to the kernel of the linearized operator on R 2 , there exists a pair (ĉ(ξ, y),ĥ(ξ, y)) such that
. Then the pair (c, h) satisfies
Since
,f(x, y) ) dy dx = 0.
From this it follows that (ã,f) = 0. This is a contradiction.
We now define weighted Hölder norms by
Then we obtain the following result.
Proof. Using Proposition 5.1 and Schauder estimates, we obtain
From this the assertion follows.
Proposition 5.3. For every pair (a, f ), which is orthogonal to V, we have the estimate
Proof. By Proposition 5.2, we have
Moreover, since (a, f ) is orthogonal to V, we have the estimate
The asymptotic expansion of the Ginzburg-Landau functional
The pair (A, φ) satisfies
Moreover, we have
The additional terms appear because the identification of the total space of NS with a neighborhood of S is not isometric. Note that
Since∂ B ψ = 0, we have
The pullback of the Riemannian metric on M under the exponential map satisfies
Using the formula
Here, we have used the fact that S is stationary. From this it follows that
Using the identity
we conclude that
The component of the error term in V
In this section, we derive a formula for the orthogonal projection of the error term to the approximate kernel. To this end, we use the formula where w depends only on x ∈ S. Since S is stationary, the divergence of X is given by
Hence, if we denote by Π the orthogonal projection to V, then we obtain
From approximate to exact solutions
In this section, we show that the approximate solutions can be deformed to exact solutions of the Ginzburg-Landau equations. To this end, it suffices to find a triplet (A, φ, u) such that
is a solution of this system of equations, then we obtain
From this it follows that 
Moreover, the pair (a, f ) satisfies the estimate
Proof. Letting u = T * ε (a, f ), we obtain
The remainder term R(a, f ) satisfies the estimate
it follows from the contraction mapping principle that there exists a pair (a, f ) such that
Proof. Using the estimate
and R(a, f ) α,ν,0 ≤ C ε ν+2 .
Furthermore, we have (F A (X, ·) − FÃ(X, ·), D A,X φ − DÃ ,Xφ ) α,ν−2,0 ≤ C (a, f ) α,ν−1,1 ≤ C ε ν .
By the results of the previous section, we have
This proves the assertion. Proposition 8.3. Given two normal vector fields v 1 and v 2 , the corresponding vector fieldsX 1 andX 2 satisfy
Proof. The approximate solutions (A 1 , φ 1 ) and (A 2 , φ 2 ) corresponding to v 1 and v 2 satisfy
Hence, the corresponding pairs (a 1 , f 1 ) and (a 2 , f 2 ) satisfy the estimate (a 1 , f 1 ) − (a 2 , f 2 ) α,ν−2,2 ≤ Cε ν w C 2,α (S) .
Since By the remarks at the beginning of this section, this implies
This concludes the proof.
