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\S 0 Introduction
Since the present paper is a continuation of the joint work [6] with Y.Hironaka, we begin
by summarizing what we did in [6].
Let $X=Sym(2, Q)^{nd}=\{x\in M(2, Q)|^{t}x=x, \det x\neq 0\},$ $G=GL_{2}^{+}(Q)$ , and $\Gamma=$
$SL_{2}(Z)$ . In [6], we considered the function spaces
$C^{\infty}(\Gamma\backslash X)$ $=$ $\{\phi : Xarrow C|\phi(\gamma\cdot x)=\phi(x)(\gamma\in\Gamma)\}$ ,
$S(\Gamma\backslash X)$ $=$ { $\phi\in C^{\infty}(\Gamma\backslash X)|Supp(\phi)$ consists of a finite number of F-orbits}
and studied the action of the Hecke algebra $\mathcal{H}=\mathcal{H}(G, \Gamma)$ on $S(\Gamma\backslash X)$ and $C^{\infty}(\Gamma\backslash X)$ . In
particular, we determined the $7t$-module structure of $S(\Gamma\backslash X)$ and all $\mathcal{H}$-eigen functions in
$C^{\infty}(\Gamma\backslash X)$ .
Since $C^{\infty}(\Gamma\backslash X)$ can be regarded as the set of all invariants of proper equivalence classes
of rational binary quadratic forms, we call an element in $C^{\infty}(\Gamma\backslash X)$ an (abstract) class
invariant. One of our results in [6] is the eigenfunction expansion of abstract class invari-
ants. Therefore $\mathcal{H}$-eigen class invariants are quite interesting and should be important in
the arithmetic of binary quadratic forms (or quadratic number fields). The results in [6]
showed that the zeta functions of binary quadratic forms are the most fundamental class
invariants in the sense that the zeta functions contain ffi necessary information to deter-
mine the H-module structures of $C^{\infty}(\Gamma\backslash X)$ and $S(\Gamma\backslash X)$ . In particular, we can construct
a standard basis of each $\mathcal{H}$-eigen space starting from the zeta functions. However it is still
interesting to find an arithmetic method of constructing H-eigen class invariants. In [6],
we presented two examples of arithmetically defined $\mathcal{H}$-eigen class invariants:
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1. the residue of the Dirichlet series
$\sum_{n=1}^{\infty}\frac{\cot\pi n\alpha}{n^{s}}$ $\alpha=a$ real quadratic number
at $s=1$ viewed as a function of $\alpha$ (due to Arakawa [1]);
2. the Hirzebruch sum, which is defined with the continued fraction expansion of a real
quadratic number (due to Lu [8]).
These two examples of eigen class invariants essentially coincide with each other and re-
duced to a certain special value of the zeta functions of binary quadratic forms (Arakawa
[1], [2] $)$ .
In the present paper, we give another construction of Hecke-eigen class invariants starting
bom Hecke-eigen Maass forms. Namely, using the period integral of Maass forms, we define
an $7i$-homomorphism of the space of even Maass forms into $C^{\infty}(\Gamma\backslash X)$ . Hence the periods
of Hecke-eigen forms provide Hecke-eigen class invariants. Applying the results in [6] to the
periods of Maass forms, we can see that properties of Hecke-eigen abstract class invariants
are closely related to several important facts in the theory of the theta correspondence
(Maass correspondence) of Maass wave forms (cf. [7]).
The present paper is organized as follows. In \S 1, we recall the result in [6] on the
determination of $’\kappa$-eigen class invariants (Theorem 1.1). We also calculate the action of
the Hecke operators on functions on $Z-\{0\}$ obtained by taking an average of values of
class invariants over the set of $\Gamma$-equivalence classes with fixed discriminant (Theorem 1.2).
In \S 2.1, the action of Hecke operators on periods of Maass forms is examined. In \S 2.2, we
discuss the relation of Theorem 1.2 and the theta correspondence between Maass forms of
weight $0$ and Maass forms of weight 1/2. In \S 2.3, we prove an expression of zeta functions
attached to $\mathcal{H}$-eigen class invariants as a linear combination of Euler products related to
quadratic number fields $($ and $Q\oplus Q)$ . For the periods of Maass forms, the expression is
essentially equivalent to the definition of the Shimura correspondence (for Maass forms)
based on Fourier coefficients.
\S 1 Hecke-eigen class invariants
1.1 Let
$X$ $=$ $\{x\in M(2, Q)|^{t}x=x,$ $\det x\neq 0\}$ ,
$G=GL_{2}^{+}(Q)=\{g\in GL_{2}(Q)|\det g>0\}$ ,
$\Gamma=SL_{2}(Z)$ .
Then $G$ acts on $X$ by
$g\cdot x=(\det g)^{-1}\cdot gx{}^{t}g$ $(g\in G, x\in X)$ .
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Put
$C^{\infty}(\Gamma\backslash X)=\{\Phi:Xarrow C|\Phi(\gamma\cdot x)=\Phi(x)(\gamma\in\Gamma)\}$ .
We call a function in $C^{\infty}(\Gamma\backslash X)$ an (abstract) class invariant. We denote by $\prime \mathcal{H}=?t(G, \Gamma)$
the Hecke algebra of $G$ with respect to $\Gamma$ , which acts on $C^{\infty}(\Gamma\backslash X)$ as follows:
$[ \Gamma g\Gamma]*\Phi(x)=\sum_{:}\Phi(g;\cdot x)$ , $\Gamma g\Gamma=\bigcup_{i}\Gamma gi$ (disjoint union).
Note that the action of any double coset containing a scalar matrix is trivial.
1.2 In [6] we have determined all Hecke-eigen abstract class invariants. Let us recall
briefly the result in [6].
Denote by $K$ a quadratic number field or $Q\oplus Q$ and let $D=D_{K}$ be its discriminant.
We understand that $D_{Q\oplus Q}=1$ . Let $\mathcal{O}_{f)K}$ be the order of $K$ of conductor $f$ and $Cl_{f_{t}K}$ the
narrow ideal class group of $\mathcal{O}_{f,K}$ . Let $X_{K}(f)$ be the character group of $Cl_{f,K}$ . If $f_{1}$ divides
$f_{2}$ , then, using the canonical mapping $Cl_{f_{2},K}arrow Cl_{f_{1},K}$ , we consider $X_{K}(f_{1})$ as a subgroup
of $X_{K}(f_{2})$ . Let $X_{K}(f)^{pr}$ be the subset of primitive characters in $X_{K}(f)$ and put
$X_{K}= \bigcup_{f\in N}X_{K}(f)^{pr}$
.
For a $\chi\in X_{K}$ , we denote by $f_{\chi}$ the conductor of $\chi$ .
Denote by disc $(x)$ the discriminant of $x\in X$ :
disc$(x)=b^{2}-4ac$ ,
For a non-zero rational number $d$ , we put
$x=(b/2ab/2c$
$X_{d}=\{\begin{array}{ll}\{x\in X| disc (x)=d\}, if d>0,\{ x\in X| disc (x)=d, x= positive definite\}, if d<0.\end{array}$
For a $\Gamma$-stable subset $Y$ of $X$ , set
$C^{\infty}(\Gamma\backslash Y)=\{\Phi\in C^{\infty}(\Gamma\backslash X)|Supp(\Phi)\subset Y\}$ .
Then the decomposition
(1.1)
$C^{\infty}( \Gamma\backslash X)=\prod_{D<0}\prod_{t\in Q_{+}^{x}}\{C^{\infty}(\Gamma\backslash X_{t^{2}D})\cup C^{\infty}(\Gamma\backslash (-X_{t^{2}D}))\}\cross\prod_{D>0}\prod_{t\in Q_{+}^{x}}C^{\infty}(\Gamma\backslash X_{t^{2}D})$
is a direct product decomposition as $H$-module. Note that $C^{\infty}(\Gamma\backslash X_{t^{2}D})$ is isomorphic to
$C^{\infty}(\Gamma\backslash X_{D})$ by the mapping $\Phi\mapsto\Phi’(x)=\Phi(tx)(t>0)$ and $C^{\infty}(\Gamma\backslash (-X_{t^{2}D}))$ is isomorphic
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to $C^{\infty}(\Gamma\backslash X_{t^{2}D})$ by the mapping $\Phi\mapsto\Phi’(x)=\Phi(-x)$ . Hence it is sufficient to study the
$H$-module structure only for $C^{\infty}(\Gamma\backslash X_{D})$ .
Let
$X_{f,K}^{pr}=\{x=(\begin{array}{ll}a b/2b/2 c\end{array})\in X$ $disc(x)=f^{2}Da,b,c\in Z,(a, b, c)=1\}\cdot$
Namely $X_{f_{l}K}^{pr}$ is the set of half-integral primitive binary quadratic forms of conductor $f$ .
We say that the conductor of $x\in X$ is equal to $f$ if $tx\in X_{f_{l}K}^{pr}$ for some $t\in Q^{x}$ . Denote
by $f_{x}$ the conductor of $x$ . It is well-known that $\Gamma\backslash X_{f_{r}K}^{pr}$ can be canonically identified with
$Cl_{f,K}$ and has a group structure. In the following, we do not distinguish these two groups
and consider a character in $X_{K}(f)$ as a character of $\Gamma\backslash X_{f_{2}K}^{pr}$ . We denote by $h_{f,K}$ the class
number $|Cl_{f,K}|$ .
Let $ch_{x}$ be the characteristic function of $[x]$ $:=\Gamma\cdot x$ for $x\in X$ . For $\chi\in X_{K}$ and $T\in X_{f_{l}K}^{pr}$ ,
take a common multiple $f_{1}$ of $f_{\chi}$ and $f$ , and put
$p_{\chi}($ch $\frac{1}{f}T)=\frac{1}{h_{f_{1},K}}\sum_{[S]\in Cl_{f_{1}.K}}\chi([S])$ch $\frac{1}{f}(T\cdot S)$ ’
where $T\cdot S$ stands for a representative of the product in $Cl_{f,K}$ of $[T]$ and the image of $[S]$
under the canonical map $Cl_{f_{1},K}arrow Cl_{f,K}.\cdot$ Then the right hand side is independent of the
choice of such an $f_{1}$ ; hence we get a linear operator $p_{\chi}$ on $C^{\infty}(\Gamma\backslash X_{D})$ . Since $p_{\chi}(\chi\in X_{K})$
are $H$-endomorphisms and satisfy
$p_{\chi}op_{\psi}=\{\begin{array}{l}p_{\chi} if \chi=\psi,0 if \chi\neq\psi\end{array}$
$($ [6, Lemma 2.3 $(i)])$ , we obtain the $fo\mathbb{I}owing$ direct product decomposition
$C^{\infty}( \Gamma\backslash X_{D})=\prod_{\chi\in X_{K}}C^{\infty}(\Gamma\backslash X_{D})_{\chi}$
as $’\kappa$-module, where $C^{\infty}(\Gamma\backslash X_{D})_{\chi}=p_{\chi}(C^{\infty}(\Gamma\backslash X_{D}))$.
For a $\chi\in X_{K}$ and a multiple $f$ of $f_{\chi}$ , set
(1.2) $c_{\chi,f}= \frac{1}{h_{f,K}}\sum_{[S]\in Cl_{f,K}}\chi([S])$ch
$\frac{1}{f}s$
.
$Thenc_{\chi,f}(f\in Forany\Lambda=(\lambda_{p})_{p:prime},(\lambda_{p}\in C/\frac{2\pi i\infty(}{\log p}Z),wede\mathbb{N})spanthespaceC\Gamma\backslash X_{D})_{\chi}$
fine an algebra homomorphism $\xi_{\Lambda}$ : $\mathcal{H}arrow C$
by
$\xi_{\Lambda}(T_{p})$ $=p^{1/2}(p^{\lambda_{p}}+p^{-\lambda_{p}})$ , $T_{p}=[\Gamma(p 1)\Gamma]$
$\xi_{\Lambda}(T_{p_{1}p})$ $=$ 1, $T_{p,p}=[\Gamma(p p)\Gamma]$
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for each rational prime $p$ .
Theorem 1.1 ([6, Theorem 6]) (i) If $\xi:?tarrow C$ is an algebra homomorphism obtained
as a system of eigenvalues of some Hecke-eigen class invariant, then $\xi=\xi_{\Lambda}$ for some $\Lambda$ .
(ii) Put
$C^{\infty}(\Gamma\backslash X_{D})_{\chi,\Lambda}=\{\Phi\in C^{\infty}(\Gamma\backslash X_{D})_{\chi}|f*\Phi=\xi_{\Lambda}(f)\Phi,$ $(\forall f\in H)\}$ .
Then we have
$\dim C^{\infty}(\Gamma\backslash X_{D})_{\chi,\Lambda}=1$











$x(\mathfrak{p})=\{\begin{array}{ll}\chi([Z(p,p)+Z(1, f_{\chi})]) if D=1\chi([P\cap \mathcal{O}_{f_{\chi},K}]) if D\neq 1 and (p)=\mathfrak{p}\overline{p} in K.\end{array}$
The functions $\psi_{\chi_{1}p^{e}}$ satisfy the following recursion formula:
(1.3) $(p^{\lambda_{p}}+p^{-\lambda_{p}})\psi_{\chi,p^{e}}(\lambda_{p})=p^{1/2}\psi_{\chi,p^{e+1}}(\lambda_{p})+p^{-1/2}\psi_{\chi,p^{e-1}}(\lambda_{p})$ .
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Note that the recursion formula is of the form precisely the same as that of the recursion
formula satisfied by the Fourier coefficients $a(p^{e})$ of a Hecke-eigen Maass wave form with
the eigenvalue $p^{\lambda_{p}}+p^{-\lambda_{p}}$ (cf. \S 2, (2.1)).
1.3 Hecke algebra action on functions of discriminant
We say that a function $\Phi\in C^{\infty}(\Gamma\backslash X)$ is homogeneous of degree $0$ , if $\Phi(tx)=\Phi(x)$ for
any $t\in Q^{x}$ . Let $C^{\infty}(\Gamma\backslash X)^{0}$ be the space of functions in $C^{\infty}(\Gamma\backslash X)$ homogeneous of degree
0. Let $Z^{*}=Z-\{0\}$ and denote by $C(Z^{*})$ the space of C-valued functions on $Z^{*}$ . We define




where $X_{Z}$ is the set of half-integral 2 by 2 symmetric matrices.
Let $\mu$ be the class invariant defined by
$\mu(x)=\{\begin{array}{ll}[\mathcal{O}_{K}^{1} : \mathcal{O}_{f_{\epsilon},K}^{1}] if disc (x) is not a square,1 if disc (x) is a square,\end{array}$
where $f_{x}$ is the conductor of $x$ . We introduce a new action $\star$ of $\mathcal{H}$ on $C^{\infty}(\Gamma\backslash X)$ by setting
(1.4) $f\star\Phi(x)=\mu(x)(f*(\mu^{-1}\Phi))(x)$ $(f\in?t, \Phi\in C^{\infty}(\Gamma\backslash X))$ .
The definition of the $\star$-action may look quite technical; however the action on the char-
acteristic function $ch_{x}$ of $\Gamma\cdot x$ is quite simple. In fact we have the following ([6, Lemma
2.4] $)$ :
$[ \Gamma g\Gamma]\star ch_{x}=\sum_{:}$ ch$g;\cdot x$ ’ $\Gamma g\Gamma=\bigcup_{i}\Gamma g$ ; (disjoint union).
We define an action of $?t$ also on $C(Z^{*})$ . For a rational prime $p$ and a $b\in C(Z^{*})$ , put
(1.5) $T_{p}*b(n)=p^{3/2}b(np^{2})+( \frac{n}{p})b(n)+p^{-1l2}b(\frac{n}{p^{2}})$ ,
$T_{p,p}*b(n)$ $=b(n)$ ,
where $( \frac{n}{p}I$ is the Legendre symbol. We understand that $( \frac{n}{p})=0$ if $p$ divides $n$ . Since $T_{p}$
and $T_{p,p}^{\pm 1}$ generate the Hecke algebra $\mathcal{H}$ , the identity (1.5) defines an action of $\mathcal{H}$ on $C(Z^{*})$ .
The mapping $\rho:C^{\infty}(\Gamma\backslash X)^{0}arrow C(Z^{*})$ has the following compatibility with the $\mathcal{H}$-action.
Theorem 1.2 For any odd prime $p$ and any $\Phi\in C^{\infty}(\Gamma\backslash X)^{0}$ , we have
$\rho(T_{p}\star\Phi)=T_{p}*\rho(\Phi)$ .
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Remarks. (1) The action of $p^{-1/2}T_{p}$ on $C(Z^{*})$ is of the same form as that of the action
of the Hecke operator $T_{p^{2}}$ on the Fourier coefficients of Maass wave forms of $\frac{1}{2}$-weight (cf.
(2.3), [7] $)$ . Therefore we write
(1.6) $T_{p^{2}}b(n)=pb(np^{2})+p^{-1/2}( \frac{n}{p})b(n)+p^{-1}b(\frac{n}{p^{2}})$ .
We explain some implication of the theorem above in the theory of automorphic forms in
\S 2.
(2) For $p=2$, as we can see from the proof below, we have the following:
$\rho(T_{2}\star\Phi)(f^{2}D)=T_{2}*\rho(\Phi)(f^{2}D\}$ unless 2 $l’f$ and $4|D$ .
The proof of the theorem above is based on the following proposition, which describes
the $\star$-action of $\mathcal{H}$ on $C^{\infty}(\Gamma\backslash X_{D})$ completely.
Proposition 1.3 For $\chi\in X_{K;}$ let $c_{\chi,f}$ be the function in $C^{\infty}(\Gamma\backslash X_{D})_{\chi}$ defined by (1.2),
We understand $c_{\chi,f}\equiv 0$ unless $f_{\chi}|f$ . Then
$T_{p} \star c_{\chi,f}=(p-\chi_{K,f}(p))c_{\chi,fp}+(1-\delta(\frac{f}{p}I)(\sum_{N(\mathfrak{p})=p}\overline{\chi}([P\cap \mathcal{O}_{Jx}]))c_{\chi,f}+\delta(\frac{f}{pf_{\chi}}I^{c_{\chi,f/p}}$ ,
where $\chi_{K,f}(p)=(D^{2}\hat{p})$ and $\delta(a)=1$ or $0$ according as $a\in Zor\not\in Z$ .
Proposition 1.3 is proved essentially in [6, pp.134-135]. In the special case where $\chi$ is
the trivial character, we have the following:
Corollary 1.4 For a positive integer $f_{f}$ put
$c_{f}(x)= \frac{1}{h_{K,f}}\sum_{[S]\in Cl_{f}}ch_{\frac{1}{f}s}(x)$ .
Then
$T_{p}\star c_{f}=\{\begin{array}{ll}pc_{fp}+c_{\chi,f/p} if p|f,(p-\chi_{K}(p))c_{fp}+(1+\chi_{K}(p))c_{f} if p\sqrt f_{f}\end{array}$
where $\chi_{K}(p)=(\frac{D}{p})$ .
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Proof of Theorem 1.2. For an $x\in X$ , put
$K_{x}=\{\begin{array}{ll}Q ( disc (x)) if disc (x) is not a square,Q\oplus Q if disc (x) is a square.\end{array}$
Let $f_{x}$ be the conductor of $x$ . For a $\Phi\in C^{\infty}(\Gamma\backslash X)^{0}$, we put
$pr_{1} \Phi(x)=\frac{1}{h_{f_{l},K_{x}}}\sum_{[S]\in Cl_{f_{l},Kz}}\Phi([S])$ .
Then, by [6, pp. 133-135], we have
$pr_{1}(f\star\Phi)=f\star(pr_{1}(\Phi))$ $(f\in?t)$ .
We also have $\rho(\Phi)=\rho(pr_{1}(\Phi))$ . Hence it is enough to to prove Theorem 1.2 for functions
satisfying $\Phi=pr_{1}(\Phi)$ . Define a function $c_{f,K}$ by
$c_{f,K}(x)=\{\begin{array}{ll}\frac{1}{h_{f,K}} if x\in Q^{x}X_{f,K}^{pr}0 otherwise.\end{array}$
Then, taking a representative $x_{f,K}$ of $X_{f,K}^{pr}$ for each $f$ and $K$ , we have
$\Phi=\sum_{K}\sum_{f=1}^{\infty}h_{f,K}\Phi(x_{f,K})c_{f,K}$ .
By Corollary to Proposition 1.3,
$T_{p}\star\Phi$ $=$ $\sum_{K}\sum_{f=1}^{\infty}h_{f,K}\Phi(x_{f,K})T_{p}\star c_{f,K}$
$=$ $\sum_{K}\sum_{f=1}^{\infty}h_{f,K}\Phi(x_{f,K})$
$\cross\{(p-\chi_{K,f}(p))c_{f_{P)}K}+(1-\delta(\frac{f}{p}I)(1+\chi_{K}(p))c_{f,K}+\delta(\frac{f}{p})c_{f/p,K}\}$ .
Put $\tau_{D}=2$ or 1 according as $D<0$ or $D>0$ . We write $n=f^{2}D$ , where $D$ is a














Since $p\parallel f$ , we have $\chi_{K}(p)=(\frac{D}{p})=(\frac{Df^{2}}{p})=(\frac{n}{p})$ , By assumption, $p$ is odd, hence $p^{2}l’D$ .
This implies that $p_{l}^{2} \int n$ and $\rho(\Phi)(n/p^{2})=0$ . Thus we obtain Theorem 2 in the case $p\parallel f$ .
Next we consider the case $p|f$ . Then we have





This proves Theorem 1.2 completely. I
\S 2 Periods of Maass forms
2.1 Let Sb $=\{z\in C|sz\infty>0\}$ . Then the group $GL_{2}^{+}(R)$ acts on S5 by linear fractional
transformation. We put $\Gamma=SL_{2}(Z)$ as in \S 1. For $k=0$ or 1/2, put
$\Delta_{k}=y^{2}(\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}})-kiy\frac{\partial}{\partial x}$ .
Let $L^{2}(\Gamma\backslash \mathfrak{H})$ be the space of measurable functions on $\Gamma\backslash$Sb square integrable with respect
to the invariant measure $\frac{dx}{y^{2}}d_{A}$ . Put
$6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)=\{\phi\in L^{2}(\Gamma\backslash \mathfrak{H})$ $\int_{0}^{1}\phi(x+iy)dx=0\Delta_{0}\phi+\lambda(1-\lambda)\phi=0,$ $\phi(-\overline{z})=\phi(z)\}\cdot$
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A function in $6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ is called an even Maass wave form (of weight $0$ ). A function $\phi$
in $6_{0}^{+}(\Gamma\backslash Sb\lambda)$ has an Fourier expansion of the form
$\phi(z)=\sum_{n\neq 0}a(n)W_{0,\lambda-\frac{1}{2}}(4\pi|n|y)e(nx)$ ,
where $e(x)=\exp(2\pi ix)$ and $W_{r\sigma_{j}\mu}(z)$ is the Whittaker function, which is given by
$W_{\kappa,\mu}(z)$ $=$ $\frac{z^{\kappa}e^{-z/2}}{\Gamma(\mu+\frac{1}{2}-\kappa)}\int_{0}^{\infty}e^{-t}t^{\mu-\kappa-\frac{1}{2}}(1+\frac{t}{z})^{\mu+\kappa-\frac{1}{2}}dt$
$({\rm Re}( \mu+\frac{1}{2}-\kappa)>0, |\arg z|<\pi)$.
Since $\phi$ is assumed to be even, we have $a(n)=a(-n)$ . The Hecke algebra $?t$ acts on the
space $6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ by
$[ \Gamma g\Gamma]*\phi(z)=\sum_{:}\phi(gi. z)$ , $\Gamma g\Gamma=\bigcup_{:}\Gamma g$ : (disjoint union).
The mapping $\phi\mapsto p^{-1/2}T_{p}*\phi$ coincides with the Hecke operator introduced by Maass [9].
Let
$p^{-1/2}T_{p}* \phi(z)=\sum_{n\neq 0}b(n)W_{0,\lambda-\frac{1}{2}}(4\pi|n|y)e(nx)$ ,
be the Fourier expansion. Then the action of $T_{p}$ is expressed in terms of Fourier coefficients
as follows:
(2.1) $b(n)=p^{1/2}a(np)+p^{-1/2}a( \frac{n}{p}I\cdot$
For $\epsilon=\pm$ , we put
$I_{\epsilon}=\{\begin{array}{ll}(01 01 \epsilon=+,(01 01 \epsilon=-,\end{array}$
and
$H_{\epsilon}=SO(I_{\epsilon})=\{\begin{array}{ll}SO (2) =\{k_{\theta}=[Matrix] \theta\in R\} \epsilon=+,SO (1,1)=\{[Matrix] a\in R\} \epsilon=-.\end{array}$
We normalize the Haar measure $d\mu_{\epsilon}$ on $H_{\epsilon}$ by
$d\mu_{\epsilon}=.\{\begin{array}{ll}\frac{1}{4\pi^{1/2}}d\theta \epsilon=+,\frac{da}{a} \epsilon=-.\end{array}$
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For an $x\in X$ , we write
$x=\{\begin{array}{l}t_{x}g_{x}\cdot I_{+}, t_{x}\in R^{x}, g_{x}\in SL_{2}(R) if disc (x)<0,t_{x}g_{x}\cdot I_{-}, t_{x}\in R_{+}^{x},g_{x}\in SL_{2}(R) if disc (x)>0.\end{array}$
We define the period mapping $\mathcal{M}$ : $6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)arrow C^{\infty}(rtX)^{0}$ by
$\mathcal{M}(\phi)(x)=\int_{g_{x}^{-1}\Gamma_{x}g_{x}\backslash H_{\epsilon}}\phi(g_{x}h\cdot i)d\mu_{\epsilon}(h)$, $(x\in X, \phi\in 6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda))$ ,
where $\epsilon=$ sgn( $-$disc$(x)$ ) and $\Gamma_{x}=\{\gamma\in\Gamma|\gamma\cdot x=x\}$ . Since $\phi$ is cuspidal, the integral
$\mathcal{M}(\phi)(x)$ is absolutely convergent and defines a function in $C^{\infty}(\Gamma\backslash X)^{0}$. We also consider
the following slight modification $P$ of $\mathcal{M}$ :
$\mathcal{P}:6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ $arrow$ $C^{\infty}(\Gamma\backslash X)^{0}$ .
$\phi$ $\frac{1}{\mu(x)}\mathcal{M}(\phi)(x)$
Theorem 2.1 (i) We consider $C^{\infty}(\Gamma\backslash X)^{0}$ as an $’\kappa$ -module under the $\star$-action. Then the
mapping
$\mathcal{M}:6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)arrow C^{\infty}(\Gamma\backslash X)^{0}$
$?S$ an $?t$ -homomorphism:
$\mathcal{M}(f*\phi)=f\star At(\phi)$ $(f\in H)$ .
(ii) We consider $C^{\infty}(\Gamma\backslash X)^{0}$ as an $H$ -module under $the*$ -action. Then the mapping
$\mathcal{P}:6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)arrow C^{\infty}(\Gamma\backslash X)^{0}$
is an $\mathcal{H}$-homomorphism:
$\mathcal{P}(f*\phi)=f*\mathcal{P}(\phi)$ $(f\in \mathcal{H})$ .
Proof. By (1.4), the first assertion is equivalent to the second. Let us prove the second
assertion. It is sufficient to prove it for $f=[\Gamma g\Gamma]$ . Let
$\Gamma g\Gamma=\bigcup_{i}\Gamma g$ ;
be the right coset decomposition. Put
$\Gamma_{x}’=\Gamma_{x}\cap(\bigcap_{i}g_{i}^{-1}\Gamma gi)$ .
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Then, $\Gamma_{x}’$ is a subgroup of $\Gamma_{x}$ of finite index. Since we can take $g_{9tx}=p^{-1/2}gig_{x}$ , by the
definition of the period and the action of the Hecke-algebra, we have
$\mathcal{M}([\Gamma g\Gamma]*\phi)(x)$ $=$ $\int_{g_{\overline{x}^{1}}\Gamma.g_{l}\backslash H\pm}\sum_{*}\phi(gig_{x}h\cdot i)d\mu_{\pm}(h)$
$=$ $\frac{1}{[\Gamma_{x}:\Gamma_{x}’]}\sum_{*}\int_{g_{\overline{x}^{1}}\Gamma_{x9x}’\backslash H\pm}\phi(g;g_{x}h\cdot i)d\mu_{\pm}(h)$




By [6, (1.2) and Lemma 1.1], the right hand side is equal to
$\sum_{*}\frac{\mu(x)}{\mu(g_{*}\cdot\cdot x)}\mathcal{M}(\phi)(g;\cdot x)$.
Hence we obtain
$P([ \Gamma g\Gamma]*\phi)(x)=\sum_{i}P(\phi)(gi. x)=[\Gamma g\Gamma]*P(\phi)(x)$.
$This\backslash \backslash$ proves the theorem. 1
By Theorems 1.2 and 2.1, we have the following
Corollary 2.2 We have
$\rho(\mathcal{M}(T_{p}*\phi))=T_{p}*\rho(\mathcal{M}(\phi))$ $(\phi\in 6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda))$
for any odd prime $p$ .
Theorem 2.3 Suppose that $\phi\in 6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ is an even Hecke-eigen Maass form and
satisfies
$T_{p}*\phi=\beta_{p}\phi$
for any rational prime $p$ . Then $\mathcal{M}(\phi)$ (resp. $P(\phi)$) is a Hecke-eigen class invariant under
the $\star-$ (resp. $*-$) action:
$T_{p}\star \mathcal{M}(\phi)=\beta_{p}\mathcal{M}(\phi)$ , $T_{p}*P(\phi)=\beta_{p}\mathcal{P}(\phi)$ for any prime $p$ .
Moreover; if we define $\Lambda=(\lambda_{p})$ by $\beta_{p}=p^{1/2}(p^{\lambda_{p}}+p^{-\lambda_{p}})$ , then
$P( \phi)=\sum_{K}\frac{1}{h_{K}}\sum_{\chi\in X_{K}}\frac{1}{f_{\chi}}\prod_{p|f_{\chi}}L_{p}(1,$
$( \underline{D_{K}}))\{\sum_{[S]\in Cl_{f_{\chi’}K}}\overline{\chi([S])}\mathcal{M}(\phi)(S)\}\tilde{\omega}_{\chi,\Lambda}$ ,
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where $\tilde{\omega}_{\chi,\Lambda}$ is a function obtained from the function $\omega_{\chi,\Lambda}$ given in Theorem 1.1 by extending
it to a function of homogeneous of degree $0$ supported on $Q^{x}X_{D_{K}}$ .
Proof. By the previous theorem, it is obvious that $\mathcal{M}(\phi)$ (resp. $\mathcal{P}(\phi)$ ) is a Hecke-eigen
class invariant under $\star-$ (resp. $*-$ ) action. Since $\mathcal{P}(\phi)$ is homogeneous of degree $0$ , by (1.1)
and Theorem 1.1, we have
$\mathcal{P}(\phi)=\sum\sum a_{\chi,K}\tilde{\omega}_{\chi,\Lambda}$
$K\chi\in X_{K}$
for some constants $a_{\chi,K}$ . Let $S_{\chi}$ be the element in $X_{f_{\chi},K}^{pr}$ that represents the unit element







(2.2) $h_{f,K}= \frac{fh_{K}}{[\mathcal{O}_{K}^{1}:\mathcal{O}_{f,K}^{1}]}\prod_{p1f}(1-(\frac{D_{K}}{p})p^{-1})$ ,
we obtain
$a_{\chi,K}= \frac{1}{h_{K}f_{\chi}}\prod_{p1f_{\chi}}L_{p}(1,$ $( \underline{D_{K}}))\sum_{[S]\in Cl_{f_{\chi’}K}}\overline{\chi([S])}\mathcal{M}(\phi)(S)$ .
1
Corollary 2.4 Under the same assumption as in the theorem above, we have
$T_{p^{2}}\rho(\mathcal{M}(\phi))=p^{-1/2}\beta_{p}\rho(\mathcal{M}(\phi))$ for any odd prime $p$
(for the definition of $T_{p^{2_{f}}}$ see (1.6)),
2.2 For $\gamma=(\begin{array}{ll}a bc d\end{array})\in\Gamma_{0}(4)$, we put
$J( \gamma, z)=\epsilon_{d}^{-1}(\frac{c}{d})(\frac{cz+d}{|cz+d|}I^{1/2}$ ,
where
$\epsilon_{d}=\{\begin{array}{ll}1 d\equiv 1 (mod 4)\sqrt{-1} d\equiv 3 (mod 4)\end{array}$
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and $( \frac{c}{d})$ has the same meaning as in [13]. Let
$6_{1/2}^{+}( \Gamma_{0}(4)\backslash \mathfrak{H}, \mu)=\{F:\mathfrak{H}arrow C|F+\mu(1-\mu)F=0,LF=F\int_{0}^{1}F(x+iy)dx=0,\int_{\Gamma_{0}(4)\backslash \mathfrak{H}}^{\triangle_{1/2}}|F(z)|^{2}\frac{dxdy}{y^{2}}<\infty F(\gamma\cdot z)=J(\gamma,z)F(z)(\forall\gamma\in\Gamma_{0}(4))\}$
where
$LF(z)= \frac{1}{4}e^{i\pi/4}(\frac{z}{|z|})^{-1/2}\sum_{\nu mod 4}F(\frac{-1+4\nu z}{16z}I\cdot$
We call an $F\in 6_{1/2}^{+}(\Gamma_{0}(4)\backslash \mathfrak{H}, \mu)$ a Maass cusp form of weight-. A Maass cusp form $F$ in
$6_{1/2}^{+}(\Gamma_{0}(4)\backslash \mathfrak{H},\mu)$ has a Fourier expansion of the form
$F(z)= \sum_{n\neq 0}\rho(n)W_{\frac{1}{4}sgn(n)_{2}\mu_{2}}-L(4\pi|n|y)e(nx)$ .
For each odd prime $p$ , the action of the Hecke operator $T_{p^{2}}$ is defined by
(2.3) $T_{p^{2}}F(z)$
$= \sum_{n\neq 0}\{p\rho(np^{2})+p^{-1/2}(\frac{n}{p}I^{\rho(n)+p^{-1}\rho}(\frac{n}{p^{2}}I\}W_{\frac{1}{4}sgn(n),\mu-\frac{1}{2}}(4\pi|n|y)e(nx)$ .
Let us recall the Maass correspondence between $6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ and $6_{1/2}^{+}(\Gamma_{0}(4)\backslash \mathfrak{H}, \mu)$ (cf.
[7] $)$ . Put
$Q=(\begin{array}{ll}0 0-20 01-2 00\end{array})$ , $R=(\begin{array}{lll}2 0 00 1 00 0 2\end{array})$ .
Let $r:SL_{2}(R)arrow GL_{3}(R)$ be the second symmetric tensor representation:
$r((acdb$ $)=(2aca^{2}c^{2}ad_{cd}^{ab}+bc2bdd^{2}b^{2}$
The image of $SL_{2}(R)$ coincides with the identity component of SO$(Q)_{R}$ .
Let
$\Theta(z, g)=y^{3/4}\sum_{x\in Z^{3}}e((xQ+iyR)[r(g)^{-1}x])$
$(z=x+iy\in \mathfrak{H}, g\in SL_{2}(\mathbb{R}))$
be the Siegel Theta series. Then $\Theta(z, g)$ has the following properties:
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(i) $\Theta(\gamma\cdot z, g)=J(\gamma, z)\Theta(z, g),$ $\gamma\in\Gamma_{0}(4)$ ;
(ii) $\Theta(z, \gamma gk)=\Theta(z, g),$ $(\gamma\in\Gamma, k\in SO(2))$ ;
(iii) $\Theta(z,$ $(01$ $\xi 1$ $(\begin{array}{ll}\eta^{1/2} 00 \eta^{-1/2}\end{array}))$ is an even function of $\xi$ .
Theorem 2.5 For a $\phi\in 6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ , put
$\Theta(\phi)(z)=\int_{\Gamma\backslash SL_{2}(R)}\phi(g)\Theta(z,g)dg$ .
Then,
(i) $\Theta(\phi)$ is in $6_{1/2}^{+}(\Gamma_{0}(4)\backslash \mathfrak{H},\mu)$ for $\mu=\frac{2\lambda+1}{4}$ and the mapping
$\Theta:6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)arrow 6_{1/2}^{+}(\Gamma_{0}(4)\backslash \mathfrak{H}, \mu)$
is compatible with the action of $\mathcal{H}$ . Namely we have
$\Theta(p^{-1/2}T_{p}\phi)=T_{p^{2}}\Theta(\phi)$ for any odd prime $p$ .
(ii) Let
$\Theta(\phi)(z)=\sum_{n\neq 0}\rho(n)W_{\frac{1}{4}sgn(n)_{2}\mu-\frac{1}{2}}(4\pi|n|y)e(nx)$ .





(for the definition of $\rho(\mathcal{M}(\phi))$ , see \S 1.3.)
A proof of the theorem above can be found in, e.g., [7] except the compatibility of $\Theta$ with
the $\mathcal{H}$-action (see also [4], [10], and [14] in the holomorphic case). The compatibility with
the $H$-action is an immediate consequence of Corollary 2.2. The following commutative
diagram summarizes the argument leading to the compatibility with the $7t$-action:
$6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)arrow^{\Theta}6_{1/2}^{+}(\Gamma_{0}(4)\backslash \mathfrak{H}, \mu)$
$\mathcal{M}$ period Fourier coefficients
$C^{\infty}(\Gamma\backslash X)^{0}arrow^{\rho}C(Z^{*})$ .
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The compatibihty of the mapping $\mathcal{M}$ (resp. $\rho$) with the ?t-action is given by Theorem 2.1
(1) (resp. Theorem 1.2).
Recall that the proof of Theorem 1.2 is based on Proposition 1.3, and the proof of
proposition 1.3 in [6] is based on two lemmas of Shintani ([14, Lemmas 2.3, 2.4]), which
are key lemmas of his proof of the compatibility of the theta correspondence with the Hecke
operators in the case of holomorphic modular forms. Thu$s$ the diagram above reveak the
properties of the $H$-action on $C^{\infty}(\Gamma\backslash X)$ lying behind Shintani’s proof.
2.3 Zeta functions with coefficients $\mathcal{M}(\phi)$
Let $S(Sym(2, Q))$ be the space of Schwartz-Bruhat functions on $Sym(2, Q)$ , namely,
functions $f$ satisfying the conditions
(2.4) there exist lattices $L_{1}$ and $L_{2}$ such that $Supp(f)\subset L_{1}$ and $f(x)$ is constant on each
coset modulo $L_{2}$ .
We identify $Sym(2, Q)$ with its dual vector space via the symmetric bilinear form $(x,$ $x^{*}\rangle=$
tr $(xwx^{*}w^{-1})$ , where $w=(\begin{array}{ll}0 1-1 0\end{array})$ .
For $f_{0}\in S(Sym(2, Q))$ , we define its Fourier transform [fi6 as follows. For $x^{*}\in Sym(2, Q)$ ,
take a lattice $L$ in $Sym(2, Q)$ such that the value of $f_{0}(x)$ is determined by the coset of $x$
modulo $L$ and $x^{*}$ is contained in the dual lattice
$L^{*}=\{x^{*}\in Sym(2, Q)|\langle x^{*}, L\rangle\subset Z\}$ .
Put
$\hat{f_{0}}(x^{*})=v(L)^{-1}\sum_{x\in Sym(2Q)/L},f_{0}(x)e^{2\pi i<x_{2}x^{*}>}$ ,
where $v(L)= \int_{Sym(2,R)/L}dx$ . Then $\hat{f_{0}}(x^{*})$ is independent of the choice of $L$ and defines a
function in $S(Sym(2, Q))$ , which is the Fourier transform of $f_{0}$ .
For an $f_{0}\in S(Sym(2, Q))$ , take a congruence subgroup $\Gamma_{0}\subset SL_{2}(Z)$ satisfying
$f_{0}(\gamma x{}^{t}\gamma)=f_{0}(x)$ $(\gamma\in\Gamma_{0})$ .
Put
$v( \Gamma_{0})=\int_{r_{0}\backslash \mathfrak{H}}\frac{dxdy}{y^{2}}$ .





where $\eta(x)=[\Gamma_{x} : \Gamma_{0_{\gamma}x}]$ . The zeta functions $\xi_{\epsilon}$ are absolutely convergent for ${\rm Re}(s)> \frac{3}{2}$ and
do not depend on the choice of $\Gamma_{0}$ . In [12, \S 6.2], we have studied analytic properties of $\xi_{\epsilon}$
in the case where $f_{0}$ is the characteristic function of a lattice in $Sym(2, Q)$ . The general
theory of zeta functions with automorphic forms developed in [12] can be applied to $\xi_{\epsilon}$ for
arbitrary $f_{0}$ and we can obtain the following theorem:
Theorem 2.6 The zeta functions $\xi_{\pm}(\phi, f_{0};s)$ have analytic continuations to entire func-
iions of $s$ of finiie order and satisfy the functional equation.
$(\begin{array}{l}\xi_{+}(\phi,f_{0}\cdot\frac{3}{2}-s)\xi_{-}(\phi,f_{0}.\frac{3}{2}-s)\end{array})$ $=$ $2^{2(s-1)} \pi^{\frac{1}{2}-2s}\Gamma(s+\frac{\lambda-1}{2})\Gamma(s-\frac{\lambda}{2})$
$\cross$ $( \frac{2^{\lambda+3}\Gamma(1-\lambda)CO}{\pi^{3/2}\Gamma(1-\frac{\lambda}{2})^{2}}coss(\pi s)(\frac{\pi\lambda}{2})$
$\frac{\pi^{3/2}\Gamma(1-\frac{\lambda}{2})^{2}}{2^{\lambda+3}\Gamma(1-\lambda),\sin(}\sin(\frac{\pi\lambda}{2})\pi s)$
$(\begin{array}{l}\hat{f}_{0}\xi_{+}(\phi,\cdot s)\xi_{-}(\phi,\hat{f}_{0},s)\end{array})$ .
Problem (Converse theorem?). It is quite natural to ask whether the functional equa-
tions in Theorem 2.6 characterize the image of the period mapping $\mathcal{M}$ in $C^{\infty}(\Gamma\backslash X)^{0}$ . Let
$\Phi\in C^{\infty}(\Gamma\backslash X)^{0}$ and consider the Dirichlet series
(2.6) $\xi_{\pm}(\Phi, f_{0};s)=\frac{1}{v(\Gamma_{0})}$
$\sum_{x\in\Gamma_{0}\backslash X,sgndisc(x)=\pm}\frac{f_{0}(x)\eta(x)\Phi(x)}{|disc(x)|^{s}}$
, $(f_{0}\in S(Sym(2, Q)))$ .
Suppose that $\xi_{\pm}(\Phi, f_{0};s)$ converge absolutely for sufficiently large ${\rm Re}(s)$ and the conclusion
of Theorem 2.6 holds for all $f_{0}\in S(Sym(2, Q)).\cdot$ Then one can ask:
Is there any $\phi\in 6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ such that $\Phi=\mathcal{M}(\phi)$ ?
Now we consider the following special case of the zeta functions (2.6):
$\epsilon_{\epsilon}(\Phi, X_{Z};s)=\xi_{\epsilon}(\Phi, f_{X_{1}};s)$ ,
where $f_{X_{I}}$ is the characteristic function of the lattice $X_{Z}$ of half-integra12 by 2 symmetric
matrices.
Theorem 2.7 Let $\Phi\in C^{\infty}(\Gamma\backslash X)^{0}$ be a Hecke-eigen class invariant under. the $\star$-action and
$p^{1/2}(p^{\lambda_{p}}+p^{-\lambda_{p}})$ the eigenvalue of $T_{p}$ . Put
$L( \Phi;s)=\prod_{p}\frac{1}{1-(p^{\lambda_{p}}+p^{-\lambda_{P}})p-s+p^{-2\}}$.
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Suppose that $\xi_{\epsilon}(\Phi, f_{0};s)$ converge absolutely when ${\rm Re}(s)$ is sufficiently large. Then we have
(2.7) $v( \Gamma)\xi_{\epsilon}(\Phi, X_{Z};s)=\zeta(2s)L(\Phi;2s-\frac{1}{2})$ $\sum_{K,sgnD_{K}=\epsilon}\frac{\rho(\Phi)(D_{K})}{D_{K}^{s-\frac{3}{4}}}\cdot\zeta_{K}(2s)^{-1}$ ,
where $\zeta(s)$ is the Riemann zeta function and
$\zeta_{K}(s)=\{\begin{array}{l}the Dedekind zeta function of K if K is a quadratic number field,\zeta(s)^{2} if K=Q\oplus Q,\end{array}$
Proof. By the same argument as in the proof of Theorem 2.3, any $\star$-eigen class invariant
$\Phi$ in $C^{\infty}(\Gamma\backslash X)^{0}$ is of the form
$\frac{\Phi(x)}{\mu(x)}=\sum_{K}\frac{1}{h_{k}}\sum_{\chi\in X_{K}}\frac{1}{f_{\chi}}\prod_{p|f_{\chi}}L_{p}(1,$
$( \underline{D_{K}}))\{\sum_{[S]\in Cl_{f\chi,K}}\overline{\chi([S])}\Phi(S)\}\tilde{\omega}_{\chi,\Lambda}(x)$ .
Put
$\Phi_{0}(x)=\mu(x)\sum_{K}\frac{1}{h_{K}}(\sum_{[S]\in Cl_{1,K}}\Phi(S))\tilde{\omega}_{\chi_{0,K},\Lambda}(x)$ ,
where $\chi_{0,K}$ is the trivial character of $Cl_{1,K}$ . Then we have
$\xi_{\epsilon}(\Phi, X_{Z};s)=\xi_{\epsilon}(\Phi_{0}, X_{Z};s)$ .
Hence, we obtain





where $\tau_{\epsilon}=1$ of 2 according as $\epsilon=+$ or $-$ , and $S_{f,K}$ is a representative of $X_{f,K}^{pr}$ . By the
definition of $\tilde{\omega}_{\chi,\Lambda}$ (Theorem 1.1),
$\tilde{\omega}_{\chi_{0,K},\Lambda}(S_{f,K})=\psi_{\chi_{0,K},f}(\Lambda)$ .
Therefore, the class number formula (2.2) yields the identity
$v(\Gamma)\xi_{\epsilon}(\Phi, X_{Z};s)$ $=$ $\zeta(2s)$
$\sum_{D,sgnD=\epsilon}\frac{\rho(\Phi)(D)}{D^{s-3/4}}\sum_{f=1}^{\infty}\frac{\psi_{\chi_{0,K},f}(\Lambda)}{f^{2s-1}}\cdot\prod_{p1f}(1-(\frac{D}{p}I^{p^{-1}})$
$1+(1-( \frac{D}{p})p^{-1})\sum_{e=1}^{\infty}\psi_{\chi_{0.K},p^{e}}(\lambda_{p})p^{-e(2s-1)}\}$ .$=$ $\zeta(2s)$
$\sum_{D,sgnD=\epsilon}\frac{\rho(\Phi)(D)}{D^{s-3/4}}\prod_{p}\{$
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The recursion formula (1.3) implies the relation
$1+(1-( \frac{D}{p})p^{-1})\sum_{e=1}^{\infty}\psi_{\chi_{0,K},p^{e}}(\lambda_{p})T^{e}=\frac{(1-p^{-1}T)(1-(\frac{D}{p2})p^{-1}T)}{1+(p^{\lambda_{p}}+p-\lambda_{p})pT+pT^{2}}$ .
This proves the theorem. 1
In the theorem above, let us assume that $\Phi=\mathcal{M}(\phi)$ for some Hecke-eigen Maass form
$\phi\in 6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ satisfying
(2.8) $p^{-1/2}T_{p}*\phi=\alpha_{p}\phi$
for any rational prime $p$ . Then $L(\mathcal{M}(\phi);s)$ coincides with the L-function
$L( \phi, s)=\prod_{p}\frac{1}{1-\alpha_{p}p^{-s}+p^{-2s}}$
of $\phi$ introduced by Maass [9]. Hence we have the following.
Corollary 2.8 Let $\phi\in 6_{0}^{+}(\Gamma\backslash \mathfrak{H}, \lambda)$ be a Hecke-eigen Maass form satisfying (2.8). Then
we have
(2.9) $v(\Gamma)\xi_{\epsilon}(\phi, X_{Z};s)=\zeta(2s)L(\phi,$ $2s- \frac{1}{2})$
$\sum_{K,sgnD_{K}=\epsilon}\frac{\rho(\mathcal{M}(\phi))(D_{K})}{D_{K}^{s-\frac{3}{4}}}\cdot\zeta_{K}(2s)^{-1}$
.
Remarks. (1) Let us consider the subseries
$v( \Gamma)\xi_{K}(\phi, X_{Z};s)=\sum_{f=1}^{\infty}$
$\sum_{x\in\Gamma\backslash X_{I},disc(x)=f^{2}D_{K}}\mathcal{M}(\phi)(x)|disc(x)|^{s}$
of $\xi_{\epsilon}(\phi, f_{X_{f}} ; s)$ corresponding to $K$ . For simplicity, we put $\rho(n)=\rho(\mathcal{M}(\phi))(n)$ . Then we
have
$v( \Gamma)\xi_{K}(\phi, f_{X_{I}};s)=\frac{1}{D_{K}^{s-3/4}}\sum_{f=1}^{\infty}\frac{\rho(f^{2}D_{K})}{f^{2s-3/2}}$ .




$\rho(D_{K})L(\phi, s)=L(s+\frac{1}{2},$ $( \underline{D_{K}}))\sum_{f=1}^{\infty}\frac{\rho(f^{2}D_{K})}{f^{s-1}}$ .
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This is the Maass form version of the formula relating the Fourier coefficients of forms of
half-integral weight and the Fourier coefficients of forms of integral weight (cf. [13] for the
holomorphic case, and [7, Proposition 4.1] for the Maass form case). Thus the structure
of the $H$-module $C^{\infty}(\Gamma\backslash X)$ is closely related to the fact that the Dirichlet series $\Sigma_{n=1}^{\infty}\frac{\rho(n)}{n^{\epsilon}}$
given by the Mellin transform of a Hecke-eigen form of half-integral weight does not have
Euler product, but the subseries $\Sigma_{f=1}^{\infty}\frac{\rho(f^{2}D_{K})}{f^{l}}$ does have.
(2) In [3], Datskovski obtained a formula similar to (2.9) in the case where $\phi$ is a con-
stant function on $SL_{2}(R)$ ( $[3$ , Theorem 7.2]). In this case we must remove the subseries
$\xi_{Q\oplus Q}(\phi, f_{X_{f}};s)$ from $\xi_{\epsilon}(\phi, f_{X_{I}};s)$ to obtain converging Dirichlet series. The proof of the
theorem above applies also to this non-cuspidal case and the theorem remains to hold if
we remove the terms corresponding to $K=Q\oplus Q$ . The Hecke-eigenvalue $\alpha_{p}$ of a con-
stant function is equal to $p^{1/2}+p^{-1/2}$ and $L(\phi, s)=\zeta(2s)\zeta(2s-1)$ . Hence our result is
consistent with Datskovski’s. Datskovski proved a similar result also in the case where the
base field is an algebraic number field with class number 1 ([3, Theorem 7.1]), or more
generally with odd class number ([3, Theorem 7.3]). Hironaka [5] extended the results in
[6] to the case where the class number of the base field is equal to 1. Using her results,
we can obtain a generalization of the theorem above to Hilbert modular case under the
same $assumpt\underline{i}on$ on the class number of the base field, which covers also [3, Theorem 7.1].
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