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Abstract: Recently it has been shown that the wave equations of bosonic higher
spin fields in the BTZ background can be solved exactly. In this work we extend this
analysis to fermionic higher spin fields. We solve the wave equations for arbitrary
half-integer spin fields in the BTZ black hole background and obtain exact expressions
for their quasinormal modes. These quasinormal modes are shown to agree precisely
with the poles of the corresponding two point function in the dual conformal field
theory as predicted by the AdS/CFT correspondence. We also obtain an expression
for the 1-loop determinant in terms of the quasinormal modes and show it agrees
with that obtained by integrating the heat kernel found by group theoretic methods.
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1. Introduction
Studying the behaviour of various fields in black hole backgrounds have always re-
vealed useful information of the nature of black holes. Solving the equation of motion
of various fields in the black hole background is usually the first step in understand-
ing properties like Hawking radiation and quasinormal modes of the black hole. In
most situations the equations of motion are solvable only numerically or in some
limits. The BTZ black hole is a rare example of a black hole background in which
the equations of motion of all integer spins are solvable in closed form [1]. in terms of
hypergeometric functions. In [1] the complete spectrum of quasinormal modes of all
integer spin fields in the BTZ background was obtained and they were shown to agree
with the prediction from AdS3/CFT2. The aim of this paper is to generalize this
result to the case of arbitrary half integer spins. Thus the BTZ black hole is perhaps
the only example of a black hole in which spectrum of excitations of arbitrary spin
fields can be completely solved in closed form. In fact classical string propagation
in the BTZ background is shown to be integrable [2]. All these observations suggest
that it is possible to obtain the complete spectrum of string excitations.
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Arbitrary massive half integer spins in 3 dimensional backgrounds are present in
all examples of AdS3/CFT2 that occur in string theory. A prototype example of this
is the D1-D5 system and the corresponding BTZ black hole [3]. Arbitrary massless
half integer higher spins also occur in the supersymmetric versions of the AdS3/CFT2
duality proposed by Gaberdiel and Gopakumar [4] which has recently been studied
in [5]. Let us briefly recall the AdS3/CFT2 dictionary regarding a field of spin s.
AdS3/CFT2 duality relates a spin s field propagating in AdS3 to an operator O in
the dual conformal field theory characterized by conformal weights (hL, hR) with [6]
hR − hL = ±s. (1.1)
The mass of the propagating field m is related to the conformal dimension of the
operator O which is given by
hR + hL = ∆ˆ. (1.2)
When the conformal field theory is at finite temperature it is dual to the BTZ black
hole. Then the poles of the retarded two point function of the operator O are given
by the quasinormal modes of the spin s field [7, 8, 9]. The two point function of the
operator O is determined by conformal invariance. The poles of the retarded Green’s
function in the complex frequency plane are then given by [10, 7]
ωL = k − 4πiTL(nˆ+ hL), ωR = −k − 4πiTR(nˆ+ hR). (1.3)
ω and k refer to the frequency and momentum respectively and nˆ = 0, 1, 2, . . ..
The L,R subscripts denote left and right moving poles TL, TR are the left and right
moving temperatures of the CFT which are related to the temperature and the
angular potential of the BTZ black hole. In [1] we have verified this prediction for
arbitrary integer spins by explicitly solving the wave equations of the higher spin field
and obtaining their quasi-normal modes. In this paper we solve the wave equations
of arbitrary half integer spins in the BTZ background and obtain their quasinormal
modes. It will be shown that the quasinormal modes coincide with the location of the
poles predicted by the AdS3/CFT2 correspondence given in (1.3). Thus this work
completes the analysis begun in [1]. It is indeed remarkable that the wave equations
of arbitrary spins can be solved in closed form for the BTZ background.
An interesting property of quasi-normal modes discovered recently, is that the 1-
loop determinant of the corresponding field can be obtained by considering suitable
products of the quasi-normal modes [11]. We show that by considering suitable
products of the quasi-normal modes of the half integer spin fields we reproduce the
one loop determinant constructed by integrating the heat kernel in thermal AdS3
found by group theoretic methods in [12].
The organization of this paper is as follows. We will first review the description
of higher spin fermions in AdS3. This will enable us to introduce the notations and
the conventions we use in this paper. In section 3 we will show that the equations of
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motion of arbitrary half integer spin fields in the BTZ background can be simplified
and solutions can be found in closed from in terms of hypergeometric functions. This
generalizes the work of [13] which solves the wave equations for the s = 1/2 case.
Once the solutions have been found we extract their quasi-normal modes and show
that it agrees with that given in (1.3). In section 4 we write down the one-loop
determinant for the higher spin fermions in terms of products over the corresponding
quasi-normal modes and show that it agrees with that evaluated by group theoretic
methods. Appendix A contains some details about the geometry of the BTZ black
hole and the properties of Laplacians of higher spin fermions. Appendix B contains
the proof an identity which is required in our analysis of the wave equations for the
higher spin fermions.
2. Description of higher spin fermions in AdS3
The massive higher spin fermion fields with s = n + 1
2
are realized by completely
symmetric tensors of rank n, Ψµ1µ2...µn . They satisfy the following equations [14, 15].
[Γµ∇µ −mn]Ψµ1µ2...µn = 0, (2.1)
∇µΦµµ2···µn = 0, (2.2)
ΓµΨµµ2...µn = 0. (2.3)
Here Ψµ1,µ2···µn is a two component Dirac fermion which is totally symmetric in the
indices µ1, µ2 · · ·µs. The mass of the spin (n+ 12) field in AdS3 is denoted as mn. It
is usually written as the following sum [14]
mn =
(
n− 1
2
)
+M. (2.4)
where the first term is due to the curvature of AdS3 and M is the actual mass of the
field. Here we have set the radius of AdS3 to unity. The curved space Dirac matrices
obey the Clifford algebra.
{Γµ,Γν} = 2gµν . (2.5)
Here the Γµ is written using the vierbien (eµa) by Γ
µ = γaeµa . We use the mostly
+ convention for the metric gµ,ν and µ, ν, a ∈ {0, 1, 2}. The covariant derivative is
defined as
∇µΨµ1µ2···µn = ∂µΨµ1µ2···µn +
1
8
ωabµ [γa, γb]Ψµ1µ2···µn (2.6)
−Γ˜ρµµ1Ψρ,µ2···µn − · · · − Γ˜ρµµnΨµ1···ρ,
where Γ˜ are the Christoffel symbols and ωabµ refer to the spin connection. Equation
(2.3) and (2.5) also imply
gµνΨµµ2...µn = 0. (2.7)
– 3 –
One important fact of higher spin fermionic fields in AdS3 which will be impor-
tant for our analysis is that the Dirac equation (2.1) and the gauge condition (2.2)
is equivalent to the following first order equation [16] together with the traceless
condition (2.3) for m 6= 0.
Γµνρ∇νΨρµ2...µn +mΓµνΨνµ2...µn = 0, (2.8)
where
Γµν =
1
2
(ΓµΓν − ΓνΓµ), (2.9)
= ΓµΓν − gµν .
The second line of the above equation is obtained by using the relation in (2.5).
Similarly
Γµνρ =
1
3!
(ΓµΓνΓρ − ΓνΓµΓρ + et. cycl.), (2.10)
= ΓµΓνΓρ − gµνΓρ − gνρΓµ + gµρΓν .
where again we have repeatedly used (2.5) to obtain the second line. Note that for
n = 1 the equation in (2.8) reduces to the Rarita-Schwinger equation for the grav-
itino. We shall now show that the covariant gauge condition (2.2) is automatically
implied once we have (2.8) and (2.3). Using (2.10) in (2.8) and contracting with Γµ
we obtain
Γµ(Γ
µΓνΓρ − gµνΓρ − gνρΓµ + gµρΓν)∇νΨρµ2...µn +mΓµ(ΓµΓν − gµν)Ψνµ2...µn = 0.
(2.11)
Using the fact ΓµΓ
µ = 3 we get
[ /∇(ΓρΨρµ2...µn) +∇ρΨρµ2...µn ] + 2mΓνΨνµ2...µn = 0. (2.12)
Imposing the tracelessness condition (2.3) results in
∇ρΨρµ2...µn = 0, (2.13)
for m 6= 0. We will now show that the equation (2.8) is equivalent to (2.1) when
we have tracelessness (2.3) and the gauge condition (2.13). Using (2.10) in (2.8) we
obtain,
(ΓµΓνΓρ − gµνΓρ − gνρΓµ + gµρΓν)∇νΨρµ2...µn +m(ΓµΓν − gµν)Ψνµ2...µn = 0.
(2.14)
In the first pair of parentheses, the first three terms do not contribute because of (2.3)
and (2.13) respectively. Similarly the first term in the second pair of parentheses do
not contribute due to (2.3). Thus on multiplying by gµµ1 we obtain
/∇Ψµ1µ2...µn −mΨµ1µ2...µn = 0. (2.15)
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This is clearly equivalent to (2.1) with the following relation between masses.
m = mn. (2.16)
For definiteness we will take m > 0 and it will be seen subsequently that this leads
to the situation with hL− hR = s. The analysis can be carried out for the case with
m < 0 and it will lead to the situation with hL − hR = −s.
Note that using (2.9) and (2.3) the Chern-Simons like equation in (2.8) can also
be written as
gµσΓ
µνρ∇νΨρµ2...µn −mΨσµ2...µn = 0. (2.17)
As a final consistency check we show that (2.17) agrees with the symmetry of the
tensor. The above equation must be symmetric under the exchange of σ and µ2.
This equivalent to saying
ǫσµ2ηgµσΓ
µνρ∇νΨρµ2...µn = 0, (2.18)
should be true. Let us examine the RHS of the above equation
ǫσµ2ηgµσΓ
µνρ∇νΨρµ2...µn = ǫ µ2ηµ Γµνρ∇νΨρµ2...µn ,
= ǫ µ2ηµ g
µρ /∇Ψρµ2...µn ,
= ǫρµ2η /∇Ψρµ2...µn .
= 0
In the second step we have used similar manipulations as those used in simplifying
(2.14).
The BTZ black hole is obtained by identifications of AdS3 [17]. Thus it is locally
AdS3 and the above analysis for the equations of motion for the fermionic higher spin
fields in AdS3 can be carried over to the BTZ background. We will use the following
metric for the BTZ black hole
ds2 = dξ2 − sinh2 ξdx2+ + cosh2 ξdx2−. (2.19)
The horizon is at ξ = 0 and the boundary is at ξ = ∞. The relation between
these co-ordinates and the conventional co-ordinates is reviewed in Appendix A. The
appendix also lists other properties of this background which will be used in the
paper. We will use the following convention for the flat space Dirac matrices [13]
γ0 = iσ2, γ1 = σ1, γ2 = σ3. (2.20)
where σ’s refer to the Pauli matrices The vierbein for the BTZ metric in (2.19) is
given by
e0 = − sinh ξdx+, e1 = dξ, e2 = cosh ξdx−. (2.21)
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The spin connection is given by
ωˆ+ =
1
8
ωab+ [γa, γb] = −
1
2
cosh ξσ3, (2.22)
ωˆ− =
1
8
ωab+ [γa, γb] =
i
2
sinh ξσ2,
ωabξ = 0.
3. Solving higher spin fermion equations
In this section we solve the fermionic higher spin equations (2.1) in the background
of the BTZ black hole and obtain their quasi-normal modes. Our strategy will be
the following: Note that due to the traceless condition (2.3) we can restrict our
attention to components of the higher spin fermion whose indices lie along the + and
− directions. The tracelessness condition (2.3) for the BTZ metric in (2.19) is given
by
γ0
1
sinh ξ
Ψ+µ2...µn + γ
1Ψξµ2...µn + γ
2 1
cosh ξ
Ψ−µ2...µn = 0, (3.1)
from which we obtain
Ψξµ2...µn = − γ1γ0
1
sinh ξ
Ψ+µ2...µn − γ1γ2
1
cosh ξ
Ψ−µ2...µn . (3.2)
From the above equation it is clear any component with whose indices lie along
the radial coordinate ξ can be expressed in terms of components along + and −
directions by the repeated use of (3.2). The next step in our analysis which is
carried out in section 3.1 consists of showing that the spin-(n + 1
2
) Dirac operator
on components with indices only along + and − directions reduces to that of the
spin 1
2
Dirac operator but with a mixing ‘mass matrix’. This property is similar
to the observation seen for the bosonic higher spin fields in [1] where the spin s
Laplacian reduced to the scalar Laplacian with a mixing mass matrix. In section 3.2
the equations are diagonalized and solved in terms of hypergeometric functions up to
a constant which depends on the polarization of the higher spin component. We then
show that all the polarizations can be related to a single constant using (2.17). In
section 3.3 we determine the quasi-normal modes and show that they coincide with
the poles of the corresponding two point function as expected from the AdS3/CFT2
correspondence.
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3.1 Reducing the higher spin Dirac operator to the spin 1
2
Dirac operator
The action of the Dirac operator /∇ on Ψµ1µ2...µpν1ν2...νq is given by
/∇Ψµ1µ2...µpν1ν2...νq
=Γµ(∂µ + ωµ)Ψµ1µ2...µpν1ν2...νq
− Γµ(Γ˜ηµµ1Ψηµ2...µpν1ν2...νq + Γ˜ηµµ2Ψµ1ηµ3...µpν1ν2...νq + · · ·+ Γ˜ηµµpΨµ1...µp−1ην1ν2...νq
+ Γ˜ηµν1Ψµ1µ2...µpην2...νq + Γ˜
η
µν2
Ψµ1µ2...µpν1ην3...νq + · · ·+ Γ˜ηµνqΨµ1...µpν1ν2...νq−1η).
(3.3)
As we have argued earlier it is sufficient to examine the components with indices along
the + and − coordinates. Therefore we choose µ1 · · ·µp = + · · ·+ and ν1 · · · νq =
− · · ·−. We also introduce the notation ‘(p)’ to mean p number of + indices and by
we mean ‘(q)’ number of − indices with p + q = n. For example consider a spin-11
2
field with n = 5 then
Ψ(2)(3) = Ψ++−−−. (3.4)
Note that the operator occurring in the first term of (3.3) is same as the Dirac
operator /∇ acting on the spin-1
2
object Ψ. We denote this as ∆Ψ(p)(q). Let us define
Aµ(p)(q) =Γ˜ηµµ1Ψηµ2...µpν1ν2...νq + Γ˜ηµµ2Ψµ1ηµ3...µpν1ν2...νq + · · ·+ Γ˜ηµµpΨµ1...µp−1ην1ν2...νq
+ Γ˜ηµν1Ψµ1µ2...µpην2...νq + Γ˜
η
µν2
Ψµ1µ2...µpν1ην3...νq + · · ·+ Γ˜ηµνqΨµ1...µpν1ν2...νq−1η
=pΓ˜ηµ+Ψη(p−1)(q) + qΓ˜
η
µ−Ψη(p)(q−1).
(3.5)
Thus with these notations and definitions we have
/∇Ψ(p)(q) = ∆Ψ(p)(q) − ΓµAµ(p)(q). (3.6)
where the first term is the ordinary Dirac operator and the second term of (3.6) is
given by
ΓµAµ(p)(q) =γaeµaAµ(p)(q),
=γ0e +0 A+(p)(q) + γ1e ξ1 Aξ(p)(q) + γ2e −2 A−(p)(q),
=γ1Aξ(p)(q) + γ0 1
sinh ξ
A+(p)(q) + γ2 1
cosh ξ
A−(p)(q). (3.7)
We will now evaluate each of the components of A’s explicitly: We begin with the
component Aξ(p)(q) which is given by
Aξ(p)(q) = pΓ˜+ξ+Ψ+(p−1)(q) + qΓ˜−ξ−Ψ−(p)(q−1),
= (p coth ξ + q tanh ξ)Ψ(p)(q). (3.8)
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Evaluating A+(p)(q) leads to
A+(p)(q) = pΓ˜η++Ψη(p−1)(q) + qΓ˜η+−Ψη(p)(q−1),
= pΓ˜ξ++Ψξ(p−1)(q) = p cosh ξ sinh ξΨξ(p−1)(q),
= p cosh ξ sinh ξ(−γ1γ0 1
sinh ξ
Ψ+(p−1)(q) − γ1γ2 1
cosh ξ
Ψ−(p−1)(q)),
= − pγ1γ0 cosh ξΨ(p)(q) − pγ1γ2 sinh ξΨ(p−1)(q+1). (3.9)
To obtain the last line in the above equation we have used the condition (3.2). Finally
A−(p)(q) is given by
A−(p)(q) = pΓˆη−+Ψη(p−1)(q) + qΓ˜η−−Ψη(p)(q−1),
= qΓ˜ξ−−Ψξ(p)(q−1) = −qcosh ξ sinh ξΨξ(p)(q−1),
= −qcosh ξ sinh ξ(−γ1γ0 1
sinh ξ
Ψ+(p)(q−1) − γ1γ2 1
cosh ξ
Ψ−(p)(q−1)),
= qγ1γ0 cosh ξΨ(p+1)(q−1) + qγ
1γ2 sinh ξΨ(p)(q). (3.10)
Again we have used the condition (3.2) to obtain the last line. Substituting (3.8),
(3.9) and (3.10) in (3.7) and using γ0γ1γ2 = 1 = −γ2γ1γ0 we obtain.
ΓµAµ(p)(q) = −pΨ(p−1)(q+1) − qΨ(p+1)(q−1). (3.11)
Thus equation (3.6) reduces to
/∇Ψ(p)(q) = ∆Ψ(p)(q) + pΨ(p−1)(q+1) + qΨ(p+1)(q−1),
or /∇Ψ(p) = ∆Ψ(p) + pΨ(p−1) + (s− p)Ψ(p+1). (3.12)
In the second line we have suppressed the label (q) with the understanding that we
will always have p + q = n. Thus we have reduced the action of the higher spin
Dirac operator to that of the ordinary Dirac operator together with a mixing ‘mass
matrix’.
3.2 Solutions of the spin-(n + 1
2
) components
Substituting (3.12) into the Dirac equation equation (2.15) we obtain
∆Ψ(p) + pΨ(p−1) + (s− p)Ψ(p+1) −mΨ(p) = 0. (3.13)
This can be written as
∆Ψ(p) −M (n)pr Ψ(r) = 0, (3.14)
with the (n+ 1)× (n + 1) matrix, Mpr defined as
M (n)pr = −pδp−1,r − (s− p)δp+1,r +mδp,r. (3.15)
Note that this is a closed equation for the components of the tensor with boundary
indices as + or −. It is basically n + 1 coupled Dirac equations. In this section we
will obtain the solutions for these components explicitly.
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Diagonalization of the mass matrix
The first task is decouple the equations in (3.14) or in other words diagonalize the
matrix M
(n)
pr . Following the method developed in [1] we consider the linear combina-
tion
Ψ[p] =
p∑
a=0
n−p∑
b=0
(−1)b
(
p
a
)(
n− p
b
)
Ψ(n−a−b). (3.16)
We can also express Ψ[p] as,
Ψ[p] =
s∑
q=0
T (n)pq Ψ(q). (3.17)
The transformation matrix T
(n)
pq is defined as follows. Consider the polynomial,
n∑
q=0
T (n)pq x
q =
p∑
a=0
n−p∑
b=0
(−1)b
(
n
a
)(
n− p
b
)
x(n−a−b), (3.18)
this can be rewritten as
s∑
q=0
T (n)pq x
q = (x+ 1)p(x− 1)s−p. (3.19)
Thus T
(s)
pq is the coefficient of xq of the function above. A formal expression for T
(n)
pq
can then be obtained by a Taylor series expansion and be expressed as a contour
integral.
T (n)pq =
1
2πi
∮
dx
xq+1
(x+ 1)p(x− 1)s−p. (3.20)
The transformation matrix T (n) obeys the following identities
Identity 1 :
s∑
q=0
T (n)pq T
(n)
qr = 2
nδqr. (3.21)
This identity has been derived in Appendix C of [1]. We also have
Identity 2 : (
T (n)M (n)[T (n)]−1
)
pq
= (n− 2p+m)δpq. (3.22)
i.e., T (n)M (n)[T (n)]−1 is diagonal. The proof of this identity is provided in Appendix
B. Substituting for Ψ(p) in terms of Ψ[p] and using (3.22) we obtain the following
set of decoupled Dirac equations
∆Ψ[p] − (m+ n− 2p)Ψ[p] = 0. (3.23)
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Since this is just a set of Dirac equations, they can be easily solved using the solutions
of [13, 7]. We first substitute the following ansatz for the two components of the
spinor
Ψ
(1,2)
[p] =
e−i(k+x
++k−x−)
√
cosh ξ sinh ξ
ψ
(1,2)
[p] (ξ). (3.24)
in the equation (3.23). Note that with the definition of x+ and x− given in (A.3) we
see that the frequency and momenta of these solutions are related to k+ and k− by
(k+ + k−)(r+ − r−) = ω − k, (k+ − k−)(r+ + r−) = ω + k. (3.25)
Substituting (3.24) into the decoupled Dirac equation (3.23) reduces the equation to
γ1∂ξψ[p] − γ0 ik+
sinh ξ
ψ[p] − γ2 ik−
cosh ξ
ψ[p] − (m+ n− 2p)ψ[p] = 0. (3.26)
We then substitute
ψ±[p] = ψ
(1)
[p] ± ψ(2)[p] = (1− tanh2 ξ)−1/4
√
1± tanh ξ (ψ′(1)[p] ± ψ′(2)[p] ). (3.27)
in (3.26) which leads to the following equations
2
√
z(1− z)∂zψ′(1)[p] + i
(
k+√
z
+ k−
√
z
)
ψ
′(1)
[p] = −
[
i(k+ + k−)−m− n+ 2p+ 1
2
]
ψ
′(2)
[p] ,
2
√
z(1− z)∂zψ′(2)[p] − i
(
k+√
z
+ k−
√
z
)
ψ
′(2)
[p] = −
[
−i(k+ + k−)−m− n + 2p+ 1
2
]
ψ
′(1)
[p] .
(3.28)
The solutions of these equations which obey the ingoing boundary conditions at the
horizon are [7]
ψ
′(1)
[p] = d[p]z
α(1− z)βpF (a[p], b[p], c[p]; z),
ψ
′(2)
[p] = d[p]
a[p] − c[p]
c[p]
zα+1/2(1− z)β[p]F (a[p], b[p] + 1, c[p] + 1; z).
(3.29)
where α = − ik+
2
, β[p] =
1
2
(m+ n− 2p− 1
2
), c[p] =
1
2
+ 2α, and
a[p] =
k+ − k−
2i
+ β[p] +
1
2
, b[p] =
k+ + k−
2i
+ β[p]. (3.30)
Defining e
(1,2)
[p] as,
e
(1)
[p] = d[p].
e
(2)
[p] = d[p]
a[p] − c[p]
c[p]
.
(3.31)
the solutions (3.29) become
ψ
′(1)
[p] = e
(1)
[p] z
α(1− z)βpF (a[p], b[p], c[p]; z),
ψ
′(2)
[p] = e
(2)
[p] z
α+1/2(1− z)β[p]F (a[p], b[p] + 1, c[p] + 1; z).
(3.32)
Note that the two components of ψ′[p] are determined completely up to the constants
e
(1,2)
[p] which we call the polarization constants.
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Behaviour of the solutions near the boundary
We shall take a look at the behaviour of the solutions near the boundary, z → 1.
This will enable us to fix the conformal dimension ∆ˆ of the field.
Expanding the solutions (3.32) near z → 1 and using (3.24, 3.27) we have the
following
Ψ+[p] ∼ C1(1− z)
1
2
−m
2
−n
2
+p, (3.33)
Ψ−[p] ∼ D1(1− z)1−
m
2
−n
2
+p +D2(1− z) 12+m2 +n2+p. (3.34)
Here C1, D1 and D2 are constants. For definiteness we will take m > 0. Thus the
most singular behaviour near the boundary is given by
Ψi1···in ∼ (1− z)
1
2
+m
2
−n
2 , (3.35)
∼ zˆδ, r →∞,
where
δ = (1−m− n). (3.36)
Here we have re-written z in terms of the co-ordinate zˆ which is related to the radial
co-ordinate r by
zˆ =
1
r
. (3.37)
The reason for this is that asymptotically near the boundary the BTZ metric (2.19)
reduces to the following AdS3 metric
ds2 =
1
zˆ2
(−dt2 + dφ2 + dzˆ2). (3.38)
i1, · · · in denote the boundary co-ordinates. Note that using the condition in (3.2) it
is easy to see that that any component involving the radial co-ordinate is suppressed
compared to the boundary components as r or ξ →∞. The conformal dimension ∆ˆ
of the dual operator can then be obtained from the coupling of the boundary value
of the spin s field to the corresponding operator which is given by∫
d2xOii,···inΨii,···in . (3.39)
From conformal invariance we obtain the following expression for the conformal di-
mension of the dual operator
∆ˆ = 2− δ − n = 1 +m. (3.40)
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Finding the polarization constants
Our next task is to find the coefficients e
(1,2)
[p] . Note that from the definition of these
constants in (3.31) we see that their ratio is given by
e
(2)
[p]
e
(1)
[p]
=
a[p] − c[p]
c[p]
(3.41)
Therefore it is sufficient to determine e
(1)
[p] . The Chern-Simons like equations in (2.17)
relate the various polarization constants. We will show that using the Chern-Simons
equations and the condition (3.2) it is possible to determine all the polarization
constants in terms of a single constant. Since these are constants, it is sufficient to
examine the equations and the functions near the horizon. To begin let us recall the
following relation
Ψ
(1)
[p] ±Ψ(2)[p] =
√
cosh ξ ± sinh ξ
cosh ξ sinh ξ
(ψ
′(1)
[p] ± ψ′(2)[p] )e−i(k+x
+k−x−). (3.42)
Near the horizon z → 0 we have√
cosh ξ ± sinh ξ
cosh ξ sinh ξ
≃ 1
z1/4
(
1±
√
z
2
+O(z)
)
. (3.43)
Thus the near horizon behaviours of the solutions are
Ψ
(1)
[p] ≃ e(1)[p] zα
′
e−i(k+x
+k−x−), (3.44)
Ψ
(2)
[p] ≃
(
e
(1)
[p]
2
+ e
(2)
[p]
)
zα
′+1/2e−i(k+x
+k−x−). (3.45)
here [p] = 0, 1, 2, · · · , n. Note that Ψ(1,2)(p) is a linear combination of Ψ(1,2)[p] which is
given in (3.17). This implies that the behaviour of Ψ
(1,2)
(p) near the horizon z → 0 are
given by
Ψ
(1)
(p) ≃ e(1)(p)zα
′
e−i(k+x
+k−x−), Ψ
(2)
(p) ≃ e(2)(p)zα
′+1/2e−i(k+x
+k−x−). (3.46)
with
e
(1)
[p] =
s∑
q=0
T (n)pq e
(1)
(q), (3.47)
and a similar relation for the second component of the polarization. We will see
subsequently that we will obtain closed equations for the polarization e
(1)
(p) which will
be sufficient to obtain all the polarization constants in terms of a single one. In order
to obtain the behaviour of Ψ
(1,2)
ξ(p)(q) we consider the tracelessness condition
ΓµΨµ(p)(q) = 0. (3.48)
– 12 –
This results in
Ψξ(p)(q) = − 1
sinh ξ
γ1γ0Ψ+(p)(q) − 1
cosh ξ
γ1γ2Ψ−(p)(q), (3.49)
From examining the leading terms in the above equation near the horizon, z → 0 we
obtain
Ψξ(p)(q) ≃
(
e
(1)
+(p)(q)z
α′−1/2e−i(k+x
+k−x−)
−(e(2)+(p)(q) + e(1)−(p)(q))zα
′
e−i(k+x
+k−x−)
)
. (3.50)
Thus the behaviour of Ψ
(1,2)
ξ(p)(q) near the horizon is
Ψ
(1)
ξ(p)(q) ≃ e(1)ξ(p)(q)zα
′−1/2e−i(k+x
+k−x−), Ψ
(2)
ξ(p)(q) ≃ e(2)ξ(p)(q)zα
′
e−i(k+x
+k−x−). (3.51)
where
e
(1)
ξ(p)(q) = e
(1)
+(p)(q), e
(2)
ξ(p)(q) = −(e(2)+(p)(q) + e(1)−(p)(q)). (3.52)
To obtain a closed set of equations for e
(1)
±(p)(q). we will need to find the relation
between e
(1)
ξ(p)(q) and e
(1)
±(p)(q). For this we consider the ‘−(p)(q)’ component of the
Chern-Simons equation
Γ νρ− ∇νΨρ(p)(q) = mΨ−(p)(q). (3.53)
Expanding this equation and rearranging terms we obtain
∂+Ψξ(p)(q) − 2
√
z(1− z)∂zΨ(p+1)(q) + p
√
zΨ(p−1)(q+2) + q
√
zΨ(p+1)(q)
− 1
2
√
1− zσ
01Ψξ(p)(q) = m
√
zΨ(p)(q+1). (3.54)
The tracelessness condition (2.7) was used to simplify the above equation. Near the
horizon the leading terms in the above equation reduces to
∂+Ψξ(p)(q) − 2
√
z(1− z)∂zΨ(p+1)(q) + p
√
zΨ(p−1)(q+2) + q
√
zΨ(p+1)(q)
−1
2
σ01Ψξ(p)(q) = m
√
zΨ(p)(q+1). (3.55)
We now examine the ‘1’ component of the above spinor equation. Using (3.46), (3.51)
we see that near the horizon z → 0, the leading terms in the above equation is of the
order zα−
1
2 . Since the equation must hold to the leading order we have the equality
−ik+e(1)ξ(p)(q)zα
′−1/2 − 2√z∂z(e(1)(p+1)(q)zα
′
) = 0. (3.56)
This results in the following relation
e
(1)
ξ(p)(q) = e
(1)
+(p)(q). (3.57)
We now have sufficient information to find the closed set of equations for the e
(1)
(p).
We consider the ‘ξ(p)(q)’ component of the Chern-Simons equation
gξξΓ
ξ+−(∇+Ψ−(p)(q) −∇−Ψ+(p)(q)) = mΨξ(p)(q). (3.58)
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Writing this explicitly by expanding each term we have
∂+Ψ−(p)(q) − 1
2
cosh ξσ01Ψ−(p)(q) − p
√
z
1− zΨξ−(p−1)(q)
− ∂−Ψ+(p)(q) − 1
2
sinh ξσ21Ψ+(p)(q) − q
√
z
1− zΨξ+(p)(q−1) = −
m
√
z
1− zΨξ(p)(q). (3.59)
Examining the ‘1’ component of the equation in (3.59) near horizon z → 0, we see
that the leading terms go as ∼ zα. Requiring the leading terms to satisfy the equation
in (3.59) we obtain
−ik+e(1)−(p)(q)zα
′ − 1
2
e
(1)
−(p)(q)z
α′ − pe(1)ξ(p−1)(q+1)zα
′
(3.60)
+ik−e
(1)
+(p)(q)z
α′ − qe(1)ξ(p+1)(q−1)zα
′
= −me(1)ξ(p)(q)zα
′
.
Now using the (3.57) and q = n− p− 1 we obtain the recursion relations
(n− p− 1)e(1)(p+2) + (−m− ik−)e(1)(p+1) + (ik+ +
1
2
+ p)e
(1)
(p) = 0. (3.61)
These are a set of n equations for the n + 1 variables. Let us define the ‘recursion
matrix’ C˜
(n)
ij as
C˜
(n)
jl = (n− j − 1)δj+2,l + (−m− ik−)δj+1,l + (j + ik+ +
1
2
)δj,l. (3.62)
Note that j runs from n − 1 to 0 and l runs from n to 0. Thus we can write the
recursion relations in (3.61) as
n−1∑
l=0
C˜
(s)
jl e
(1)
(l) = 0, for j = 0, 1, 2, . . . , n− 1. (3.63)
This is same recursion relation for the polarization coefficients obtained in [1] for the
higher spin bosonic case with following replacements
s→ n, m→ −m, ik+ → ik+ + 1
2
. (3.64)
From [1] we see that the recursion relation is easily solved by the change of basis to
the polarization coefficients e
(1)
[p] . That is we have the identity
Identity 3:
1
2n−1
(T (n−1)C˜(n)T (n))jl (3.65)
= (2j − n+ 3
2
−m+ i(k+ − k−))δj+1,l + (2j − n + 1
2
−m− i(k+ + k−))δj,l.
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The proof of this identity can be obtained using the same method as that of Identity
3 in [1] but with the replacements given in (3.64). Now performing the change of
basis in the recursion relations given in (3.63) using the transformation in (3.47) we
obtain
(2j − n+ 3
2
−m+ i(k+ − k−))e(1)[j+1] + (2j − n+
1
2
−m− i(k+ + k−))e(1)[j] = 0.
(3.66)
From this we get
e
(1)
[n−j] = −
2j − n− 3
2
+m− i(k+ − k−)
2j − n− 1
2
+m+ i(k+ + k−)
e
(1)
[n−j+1]. (3.67)
One can then write all the coefficients e
(1)
[n−j] in terms of e
(1)
[n] .
e
(1)
[n−j] = (−1)j
j−1∏
u=0
2j − n+ 1
2
+m− i(k+ − k−)
2j − n+ 3
2
+m+ i(k+ + k−)
e
(1)
[n] . (3.68)
We can now solve for the polarization components e
(2)
[n−j]. From (3.31) which deter-
mines the ratio between the e
(2)
[n−j] and e
(1)
[n−j] we obtain
e
(2)
[n−j]
e
(1)
[n−j]
=
a[n−j] − c[n−j]
c[n−j]
=
2j − n+m− 1
2
+ i(k+ + k−)
1
2
− ik+
. (3.69)
Substituting (3.68) in the above equation we obtain
e
(2)
[n−j] = (−1)j
j−1∏
u=0
2u− n+ 1
2
+m− i(k+ − k−)
2u− n− 1
2
+m+ i(k+ + k−)
e
(2)
[n] . (3.70)
Note that e
(2)
[n] is also determined in terms of e
(1)
[n] by (3.69). Thus all polarization
constants are determined in terms of a single constant.
3.3 Quasinormal modes
We can now substitute the values of the polarization constants and obtain the final
form of the the solutions ψ
′(1)
[u−j] and ψ
′(2)
[u−j]. These are given by
ψ
′(1)
[n−j] = (−1)j
j−1∏
u=0
2u− n + 1
2
+m− i(k+ − k−)
2u− n+ 3
2
+m+ i(k+ + k−)
e
(1)
[n]
× zα(1− z)β[n−j]F (a[n−j], b[n−j], c[n−j]; z), (3.71)
ψ
′(2)
[n−j] = (−1)j
j−1∏
u=0
2u− n + 1
2
+m− i(k+ − k−)
2u− n− 1
2
+m+ i(k+ + k−)
e
(2)
[n]
× zα+1/2(1− z)β[n−j]F (a[n−j], b[n−j] + 1, c[n−j] + 1; z). (3.72)
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To obtain the quasi-normal modes we need to impose the vanishing Dirichlet con-
dition at the boundary z → 1. For the case m > 0, the dominant behaviour of the
solutions near the boundary is given by
ψ
′(1)
[n−j] ≃ (−1)j
j−1∏
u=0
2u− n+ 1
2
+m− i(k+ − k−)
2u− n + 3
2
+m+ i(k+ + k−)
e
(1)
[n]
× (1− z)−β[n−j] Γ(c[n−j])Γ(a[n−j] + b[n−j] − c[n−j])
Γ(an−j)Γ(bn−j)
, (3.73)
ψ
′(2)
n−j ≃ (−1)j
j−1∏
u=0
2u− n+ 1
2
+m− i(k+ − k−)
2u− n− 1
2
+m+ i(k+ + k−)
e
(2)
[n]
× (1− z)−βn−j Γ(c[n−j] + 1)Γ(a[n−j] + b[n−j] − c[n−j])
Γ(a[n−j])Γ(b[n−j] + 1)
. (3.74)
We can obtain the quasinormal modes by requiring that the coefficients of these
leading terms vanish. Note that
a[n−j] = a[n] + j, (3.75)
From this we have
Γ(a[n−j]) = Γ(a[n] + j),
= Γ(a[n])
j−1∏
u=0
(a[n] + u),
=
Γ(a[n])
2j
j−1∏
u=0
(2u− n+ 1
2
+m− i(k+ − k−)). (3.76)
The product
∏j−1
u=0(2u − n + 12 +m − i(k+ − k−)) exactly cancels the numerator of
the coefficient in (3.73) and (3.74). Thus the behaviour of the solutions near the
boundary reduces to
ψ
′(1)
[n−j] ≃
(−2)j∏j−1
u=0 2u− n + 32 +m+ i(k+ + k−)
e
(1)
[n]
× (1− z)−β[n−j] Γ(c[n−j])Γ(a[n−j] + b[n−j] − c[n−j])
Γ(a[n])Γ(b[n−j])
, (3.77)
ψ
′(2)
[n−j] ≃
(−2)j∏j−1
u=0 2u− n− 12 +m+ i(k+ + k−)
e
(2)
[n]
× (1− z)−β[n−j] Γ(c[n−j] + 1)Γ(a[n−j] + b[n−j] − c[n−j])
Γ(a[n])Γ(b[n−j] + 1)
. (3.78)
The vanishing Dirichlet conditions at the boundary constrain the leading behaviour
of all components of the tensorial spinor to vanish at infinity. As argued below
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(3.38) the components which involve the radial coordinate are suppressed at the
boundary compared to the components which only involved the boundary coordinates
+,−. Thus it is sufficient to impose vanishing Dirichlet boundary conditions on
these components. This is equivalent to looking at the common set of zeroes of the
coefficients which occur in the functions given in (3.77). These are clearly given by
a[n] = −nˆ and b[0] + 1 = −nˆ, nˆ = 0, 1, 2, . . . . (3.79)
In terms of k+ and k− these translate to
i(k+ − k−) = 2nˆ+ ∆ˆ− s, i(k+ + k−) = 2nˆ+ ∆ˆ + s, nˆ = 0, 1, 2, . . . , (3.80)
where s = n + 1
2
. Thus the quasinormal modes are given by
ωL = k + 2πTL(k+ + k−),
= k − 2πiTL(2nˆ + ∆ˆ + s),
ωR = −k + 2πTR(k+ − k−),
= −k − 2πiTR(2nˆ+ ∆ˆ− s).
(3.81)
These coincide precisely with the poles of the corresponding two point function (1.3)
for the corresponding spin s field as expected from the AdS/CFT correspondence.
Reading out hL and hR we get hR−hL = −s, the case hR−hL = +s will arise when
we carry out the same analysis but with m < 0.
4. 1-loop determinant for arbitrary half-integer spins
As shown in [11], the poles of the retarded Green’s function can be used to construct
the one-loop determinant of the corresponding field in the bulk. In [11], the one-
loop determinant for scalars in asymptotically AdS black holes including the BTZ
black holes was constructed using analyticity and the information of the quasinormal
modes. This construction was extended to arbitrary integer spins in [1]. In this sec-
tion we would like to use the quasinormal mode of the higher spin fermion along with
analyticity to construct the one loop determinant of the corresponding half integer
spin field. We will then show that this determinant agrees with that constructed in
[12] using group theoretic methods.
4.1 1-loop determinant from the spectrum of quasinormal modes
Our analysis will follow the method developed in [11, 12]. We consider the non-
rotating BTZ black hole for which the metric is given by
ds2 = −(r2 − r2+)dt2 +
dr2
r2 − r2+
+ r2dφ2. (4.1)
We then continue the BTZ black hole to Euclidean time together with the identifi-
cation
t = −iτ, τ ∼ τ + 1
T
, (4.2)
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and
T = TH = TL =
r+
2π
. (4.3)
Our goal to evaluate the following one loop determinant of the higher spin s = n+ 1
2
Laplacian
Zs(∆ˆ) = det(−∇2(s) +M2s), (4.4)
where Ms is the mass shift which occurs on squaring the Dirac operator which acts
on the higher spin fermion. The result of squaring the Dirac operator is given by
( /∇+mn)( /∇−mn)Ψµ1µ2...µn =
(∇2 + (s+ 1)−m2n)Ψµ1µ2...µn = 0. (4.5)
where s = n + 1
2
. The proof of the above identity is given in Appendix A. Thus the
mass Ms is given by
M
2
s = m
2
n − (s+ 1). (4.6)
The basic strategy adopted by [11] to evaluate the determinant in (4.4) is to identify
the zeros of the determinant in the complex ∆ˆ space. Here ∆ˆ is the conformal dimen-
sion of the corresponding dual operator. This occurs whenever the wave equation of
the corresponding field has a zero mode and also obeys the periodicity (4.2). For the
case of the spin s field these modes are given by
ωL ≡ ωL = k − 2πiT (2nˆ+ ∆ˆ + s), ωR ≡ ωR = −k − 2πiT (2nˆ+ ∆ˆ− s). (4.7)
where nˆ = 0, 1, 2, . . . . where k is the momentum along the φ direction. Thus it is
quantized and therefore takes values in the set of integers
k = 0,±1,±2, . . . . (4.8)
Note that for the modes in (4.7) we have considered the situation when hL > hR.
We now define
zL = k − 2πiT (2n+ ∆ˆ + s), z¯L = k + 2πiT (2n+ ∆ˆ + s), (4.9)
zR = −k − 2πiT (2n+ ∆ˆ− s), z¯R = −k + 2πiT (2n+ ∆ˆ− s).
Requiring the quasinormal modes to obey the thermal periodicity conditions due to
the identification in (4.2) results in the following equations
2πiT (n˜− s) = zL(∆ˆ), n˜ ≥ 0, (4.10)
2πiT (n˜+ s) = z¯L(∆ˆ), n˜ < 0,
2πiT (n˜+ s) = zR(∆ˆ), n˜ ≥ 0,
2πiT (n˜− s) = z¯R(∆ˆ), n˜ < 0.
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Note that since n˜ is an integer
zL,R(∆ˆ)
2piiT
is half integral moded. These equalities imply
that when ∆ˆ is tuned to these values, the one loop determinant exhibits zeros. The
ranges n˜ are chosen so that the quantities
k − 2πiT (2n+ ∆ˆ), and k + 2πiT (2n+ ∆ˆ). (4.11)
when considered together take values 2πiT n˜ where n˜ assumes values in the set of
integers. Similarly the range of n˜ for the case of the right-moving quasinormal modes
is chosen so that the quantities
−k − 2πiT (2n+ ∆ˆ), and − k + 2πiT (2n+ ∆ˆ). (4.12)
when considered together take values 2πiT n˜ where n˜ assumes values in the set of
integers. Note that these are the same quantization conditions used in [1] for the
case of integer spin s. Though we do not have a first principle justification of the
choice of these ranges we will show that they do indeed lead to the answer evaluated
using the group theoretic methods given in [12]. The function which is analytic in
∆ˆ and has zeros at the locations (4.10) is given by
Z(s) = e
Pol(∆ˆ)
∏
zL,z¯L
zR,z¯R
[(
−s + izL
2πT
)(
s+
izR
2πT
)
×
∏
v+ 1
2
>−s
(
v +
1
2
+
izL
2πT
)(
v +
1
2
− iz¯L
2πT
)
×
∏
v+ 1
2
>s
(
v +
1
2
+
izR
2πT
)(
v +
1
2
− iz¯R
2πT
) ]
. (4.13)
where Pol(∆ˆ) is a non-singular holomorphic function of ∆ˆ and can be determined by
examining the ∆ˆ→∞ behaviour. The product over zL, z¯L, zR, z¯R mean the product
over k, n occurring in the definition of these variables. The variable v takes values in
the set of integers. Plugging in the quasi-normal modes into (4.13) and performing
simple manipulations we obtain
Z(s) = e
Pol(∆ˆ)
∏
N≥0,p
[(
(2N + ∆ˆ)2 +
p2
(2πT )2
)−1
×
∏
v≥0
(
(v + 2N + ∆ˆ)2 +
p2
(2πT )2
)2 ]
. (4.14)
The analysis here is for the case hL − hR = s. On performing the evaluation for the
one loop determinant for the situation with hR − hL = −s it can be shown that one
obtains the same expression as in (4.14). Since a higher spin fermion obeying the
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second order spin s Laplacian contains both the modes we need to take the square
of the expression in (4.14). Taking this into account and taking logarithms on both
sides of the (4.14) we obtain
− logZ(s) = −Pol(∆ˆ)− 4
∑
v≥0,N≥0,p
log
(
(v + 2N + ∆ˆ)2 +
p2
(2πT )2
)
+ 2
∑
N≥0,p
log
(
(2N + ∆ˆ)2 +
p2
(2πT )2
)
,
= −Pol(∆ˆ)− 4
∑
v>0,N≥0,p
log
(
(v + 2N + ∆ˆ)2 +
p2
(2πT )2
)
− 2
∑
N≥0,p
log
(
(2N + ∆ˆ)2 +
p2
(2πT )2
)
,
= −Pol(∆ˆ)− 2
∑
κ≥0,p
(κ+ 1) log
(
(κ + ∆ˆ)2 +
p2
(2πT )2
)
. (4.15)
The sums over v and N were combined and written as a sum over κ = n + 2N . We
have also made use of log(a + ib) + log(a − ib) = log(a2 + b2). The divergent sums
can then be extracted and absorbed in Pol(∆ˆ). We then make use of the identity∑
p≥1 log
(
1 + x
2
p2
)
= log sinhpix
pix
= πx− log(πx) + log(1− 2e−2pix) to obtain
logZ(s) = Pol(∆ˆ)− 4 log
∏
κ≥0
(1− q−κ+∆ˆ)−(κ+1), (4.16)
where,
q = e2piiτ˜ , τ˜ = 2πiT. (4.17)
To determine Pol(∆ˆ) we use the same argument as in [11]. Note that taking the
∆ˆ → ∞ the partition function should reduce to that of the BTZ which is locally
identical to that of AdS3. This determines Pol(∆ˆ) to be a function proportional to
the volume of the Euclidean BTZ black hole. We will not write this explicitly since
we do not require it in the subsequent discussion.
4.2 1-loop determinant from the heat kernel
We now show that the finite term in the one loop partition function (4.16) which is
determined from the product over quasinormal modes agrees with that constructed
from the heat kernel of the spin s field. The trace of the heat kernel for the spin s
Laplacian on thermal AdS3 is given by [12]
Tr(e−t∇
2
(s)) = K(s)(τ, τ¯ ; t) =
∞∑
n=1
τ2√
4πt| sin nτ
2
|2 cos(snτ1)e
−
n2τ22
4t e−(s+1)t. (4.18)
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The formula retains only the finite term in the heat kernel and suppresses the term
which is proportional to the volume of the AdS3. The parameter τ is related to the
temperature of the Euclidean non-rotating BTZ by
τ =
i
2πT
. (4.19)
We will substitute this value of τ at the end of our analysis. The 1-loop determinant
is then given by
− log(det(−∇2 +M2s)) =
∫ ∞
0
dt
t
e−M
2
stK(s)(τ, τ¯ ; t), (4.20)
where Ms is given in (4.6). Substituting the value of Ms we obtain
e−M
2
stK(s)(τ, τ¯ ; t) =
∞∑
u=1
τ2√
4πt| sin uτ
2
|2 cos(suτ1)e
−
u2τ 22
4t e−m
2
nt. (4.21)
The integration over t can be performed as follows
1√
4π
∫ ∞
0
dt
t3/2
e−
u2τ22
4t e−m
2
nt =
1
uτ2
e−uτ2mn = e−uτ2(∆ˆ−1). (4.22)
Here we have used the relation ∆ˆ = 1 +m = 1 +mn derived in (3.40). Thus the
one loop determinant reduces to
− log(det(−∇2 +M2s)) =
∞∑
u=1
cos(suτ1)
u| sin uτ
2
|2 e
−uτ2(∆ˆ−1),
=
∞∑
u=1
2
u
(qsu + q¯su)
|1− qu|2 q
(∆ˆ−s)u,
=
∞∑
u=1
4
u
q∆ˆu
(1− qu)2 ,
= −4 log
∞∏
v=0
(1− qv+∆ˆ)m+1.
(4.23)
where
q = e2piiτ . (4.24)
In the above manipulations we have also used the fact that τ is purely imaginary for
the case of the non-rotating BTZ black hole which results in q = q¯. Thus we obtain
logZ(s) = log(det(−∇2 +M2s)) = 4 log
∞∏
v=0
(1− qv+∆ˆ)−(m+1). (4.25)
Comparing (4.16) and (4.25) we see that the two expressions indeed agree on per-
forming the modular transformation
τ˜ = −1
τ
. (4.26)
which is the expected relation between one-loop determinants on Euclidean BTZ and
thermal AdS3.
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5. Conclusions
We have solved the wave equations for arbitrary massive higher spin fermionic fields
in the BTZ background. In this work we focused on the ingoing modes at the horizon
to obtain the quasi-normal modes, but the analysis can be easily extended for the
outgoing modes. This will lead to the complete set of modes for the higher spin
fermion in this background which is the starting point for its quantization. This can
be useful for studying fermionic emission by Hawking radiation on similar lines as
[18]. It will also be useful to find the exact prescription to evaluate the retarded
Green’s function for higher spin fermions extending the work done for the spin 1/2
and spin 3/2 cases in [19] and [20] respectively.
From our discussion of the wave equations for massive higher spin fermionic fields
it is clear that other properties like the bulk to boundary propagator for these fields
can also be solved and obtained in closed form. These are important tools to study
the general AdS3/CFT2 correspondence and it is useful to obtain them. Finally the
work in this paper and that related to massive higher spin integer spins in [1] and the
observation that classical string propagation in BTZ is integrable [2] suggests that it
is possible to quantize strings in the BTZ background.
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A. The background geometry
The BTZ black hole
The metric of the BTZ black hole is conventionally written as
ds2 = −∆
2
r2
dt2 +
r2
∆2
dr2 + r2
(
dφ− r+r−
r2
dt
)2
, (A.1)
∆2 = (r2 − r2+)(r2 − r2−).
Here r+ and r− are the radii of the inner and outer horizons respectively, r is the
radial distance and t labels the time. The angular coordinate φ has the period of
2π. We will work with units in which the radius of AdS3 is unity. The left and right
temperatures are defined as
TL =
1
2π
(r+ − r−), TR = 1
2π
(r+ + r−). (A.2)
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A convenient coordinate system for our analysis was discovered by [7]. We first define
the coordinates
z = tanh2 ξ =
r2 − r2+
r2 − r2−
, (A.3)
x+ = r+t− r−φ, x− = r+φ− r−t.
Note that in these coordinates, the range of r from r+ to ∞ is mapped to z = 0 or
ξ = 0 to z = 1 or ξ =∞ respectively. In these coordinates, the BTZ metric given in
(A.1) reduces to the following diagonal metric
ds2 = dξ2 − sinh2 ξ dx2+ + cosh2 ξ dx2−. (A.4)
This form of the metric is used in our calculations and we will briefly list its various
properties. The non-vanishing Christoffel symbols of the metric in (A.4) are given
by
Γ˜ξ++ = cosh ξ sinh ξ =
√
z
1− z , Γ˜
ξ
−− = − cosh ξ sinh ξ = −
√
z
1− z ,
Γ˜++ξ = coth ξ =
1√
z
, Γ˜−−ξ = tanh ξ =
√
z .
The metric and its Christoffel symbols obey the following identities which will be
useful in simplifying the higher spin equations in the next sections
√−g = cosh ξ sinh ξ =
√
z
1− z , (A.5)
g++√−g = − tanh ξ = −
√
z , (A.6)
g−−√−g = coth ξ =
1√
z
, (A.7)
1√−g∂µ(
√−ggµνΓ˜σνρ) =
1√−g∂ξ(
√−ggξξΓ˜σξρ) = 2δˆσρ (A.8)
g±±Γ˜ξ±± + Γ˜
±
ξ± = 0 , (A.9)
g++Γ˜ξ++ = − coth ξ = −
1√
z
, (A.10)
g−−Γ˜ξ−− = − tanh ξ = −
√
z . (A.11)
where δˆρσ is defined as
δˆσρ =
{
1 for ρ, σ = ± and ρ = σ,
0 otherwise.
(A.12)
The BTZ black hole is obtained by identifications of AdS3 [17]. Thus it is locally
AdS3 and therefore its curvature obey the following relations
Rαβγδ = gαδgβγ − gαγgβδ, (A.13)
Rµν = −2gµν , Gµν = gµν . (A.14)
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In 3 dimensions, the Riemann tensor further obeys the following relation
Rαβγδ = ǫαβρǫγδσ(R
ρσ − 1
2
Rgρσ), (A.15)
= ǫαβρǫγδσG
ρσ.
Here Gρσ is the Einstein tensor and the epsilon tensor is defined as
ǫαβγ =
ǫ˜ αβγ√−g , ǫ˜
+ξ− = 1. (A.16)
where, ǫ˜αβγ is the completely antisymmetric Levi-Civita symbol. The epsilon tensor
in 3 dimensions satisfies the relation
ǫ αβρ ǫαδσ = −(gβδgρσ − gβσgρδ). (A.17)
Now using the definition of the flat space gamma matrices given in (2.20) and the
vierbein in (2.21) it is easy to see that the the curved space gamma matrices satisfy
[Γµ,Γν ] = 2ǫµνρΓρ, Γ
µΓµ = 3. (A.18)
Relation between ∇2 and /∇2 in AdS3
To establish the relation between the spin s Laplacian and /∇2 we start by considering
the action of /∇2 on the object Ψµ1µ2...µn .
/∇2Ψµ1µ2...µn = ΓµΓν∇µ∇νΨµ1µ2...µn ,
=
1
2
{Γµ,Γν}∇µ∇νΨµ1µ2...µn +
1
2
[Γµ,Γν ]∇µ∇νΨµ1µ2...µn ,
= ∇2Ψµ1µ2...µn +
1
4
[Γµ,Γν ][∇µ,∇ν ]Ψµ1µ2...µn . (A.19)
Thus, we require to evaluate the second term in the above expression.
1
4
[Γµ,Γν ][∇µ,∇ν ]Ψµ1µ2...µn
=
1
32
Rµνσδ[Γ
µ,Γν ][Γσ,Γδ]Ψµ1µ2...µn
+
1
4
[Γµ,Γν ]gηα
(
Rαµ1νµΨηµ2...µn +R
η
αµ2νµ
Ψµ1ηµ3...µn + · · ·+RηαµnνµΨµ1µ2...µn−1η
)
,
=
1
32
Gµ1µ2...µn +
1
4
Hµ1µ2...µn . (A.20)
To obtain the first equality we have used the definition of the covariant derivative
given in (2.6). We then define
Gµ1µ2...µn = Rµνσδ[Γµ,Γν ][Γσ,Γδ]Ψµ1µ2...µn , (A.21)
Hµ1µ2...µn = [Γµ,Γν]gηα
(
Rαµ1νµΨηµ2...µn +Rαµ2νµΨµ1ηµ3...µn + · · ·
+RαµnνµΨµ1µ2...µn−1η
)
. (A.22)
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Let’s evaluate Gµ1µ2...µn first.
Gµ1µ2...µn = Rµνσδ[Γµ,Γν ][Γσ,Γδ]Ψµ1µ2...µn ,
= (gµδgνσ − gµσgνδ)(2ǫµναΓα)(2ǫσδβΓβ)Ψµ1µ2...µn ,
= 8(δηηg
αβΓαΓβ − δαη gηβΓαΓβ)Ψµ1µ2...µn ,
= 8(3 · 3− 3)Ψµ1µ2...µn = 48 Ψµ1µ2...µn . (A.23)
In performing these manipulations we have used the indentities in (A.17) and (A.18).
Let’s now evaluate Hµ1µ2...µn .
Hµ1µ2...µn
=[Γµ,Γν ]gηα
(
Rαµ1νµΨηµ2...µn +Rαµ2νµΨµ1ηµ3...µn + · · ·+RαµnνµΨµ1µ2...µn−1η
)
,
=gαη[Γµ,Γν ]
n∑
j=1
(gαµgµjν − gανgµjµ)Ψηµ1...µˇj ...µn ,
=2ΓµΓν
n∑
j=1
gµjνΨµµ1...µˇj ...µn ,= 2(2g
µν − ΓνΓµ)
n∑
j=1
gµjνΨµµ1...µˇj ...µn ,
=4gµν
n∑
j=1
gµjνΨµµ1...µˇj ...µn = 4
n∑
j=1
Ψµ1...µj ...µn ,
=4nΨµ1µ2...µn . (A.24)
Here we have used the tracelessness condition (2.3) several times to simplify the
terms. Using (A.23) and (A.24) in (A.20) we have
1
4
[Γµ,Γν ][∇µ,∇ν ]Ψµ1µ2...µn =
48
32
Ψµ1µ2...µn +
4n
4
Ψµ1µ2...µn ,
=
(
n+
3
2
)
Ψµ1µ2...µn ,
= (s+ 1)Ψµ1µ2...µn . (A.25)
Thus from (A.19) we have
/∇2Ψµ1µ2...µn =
(∇2 + (s+ 1))Ψµ1µ2...µn . (A.26)
B. Diagonalization of the mass matrix: Proof
In this section we will prove Identity 2 (3.22) which is given by
T (n)M (n)[T (n)]−1 = D(n), (B.1)
M (n)[T (n)]−1 = [T (n)]−1D(n),
M (n)T (n) = T (n)D(n). (B.2)
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where, D
(n)
pq = (n − 2p + m)δpq. To arrive at the last line we have used Identity 1
(3.21). This is equivalent to showing
n∑
b=0
n∑
c=0
M
(n)
ab T
(n)
bc x
c =
n∑
b=0
n∑
c=0
T
(n)
ab D
(n)
bc x
c. (B.3)
Let’s start with the LHS of (B.3). and define the variable
z =
x+ 1
x− 1 . (B.4)
Then we obtain
n∑
b=0
M
(n)
ab
s∑
c=0
T
(n)
bc x
c
=
n∑
b=0
M
(n)
ab (x+ 1)
b(x− 1)n−b,
=(x− 1)n
n∑
b=0
M
(n)
ab z
b,
=(x− 1)n
n∑
b=0
[−aδa−1,b − (n− a)δa+1,b +mδa,b]zb,
=(x− 1)n[−aza−1 − (n− a)za+1 +mza],
=(x− 1)n−a−1(x+ 1)a−1[(m− n)x2 + 2(2a− n)x− (m+ n)]. (B.5)
We now need to evaluate the RHS. Before proceeding we shall list a few definitions
and identities which we shall be using.
P(n,a)(x) =
n∑
b=0
T
(n)
ab x
b = (x+ 1)a(x− 1)n−a, (B.6)
x
dP(n,a)(x)
dx
=
n∑
b=0
bT
(n)
ab x
b.
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For the RHS we have,
n∑
b=0
T
(n)
ab
n∑
c=0
D
(n)
bc x
c,
=
n∑
b=0
T
(n)
ab
n∑
c=0
[n− 2b+m]δbcxc,
=
n∑
b=0
T
(n)
ab [n− 2b+m]xb,
=(n+m)
n∑
b=0
T
(n)
ab x
b − 2
n∑
b=0
bT
(n)
ab x
b,
=(n+m)P(n,a)(x)− 2x
dP(n,a)(x)
dx,
=(n+m)(x+ 1)a(x− 1)n−a
− 2x[a(x+ 1)a−1(x− 1)n−a + (n− a)(x+ 1)a(x− 1)n−a−1],
=(x− 1)n−a−1(x+ 1)a−1[(m− n)x2 + 2(2a− n)x− (m+ n)]. (B.7)
This completes the proof of (3.22).
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