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Abstract
Recently, two-component systems of nonlinear Schrödinger equations with trap potentials have been
well-known to describe a binary mixture of Bose–Einstein condensates called a double condensate. In a
double condensate, the locations of spikes can be influenced by the interspecies scattering length and trap
potentials so the interaction of spikes becomes complicated, and the locations of spikes are difficult to be
determined. Here we study spikes of a double condensate by analyzing least energy (ground state) solutions
of two-component systems of nonlinear Schrödinger equations with trap potentials. Our mathematical ar-
guments may prove how trap potentials and the interspecies scattering length affect the locations of spikes.
We use Nehari’s manifold to construct least energy solutions and derive their asymptotic behaviors by some
techniques of singular perturbation problems.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
In Bose–Einstein condensates, spikes may occur when the s-wave scattering length is negative
and large. Due to Feshbach resonance, the s-wave scattering length of a single condensate can be
tuned over a very large range by adjusting the externally applied magnetic field. As the s-wave
scattering length of a single condensate is negative and large enough, the interactions of atoms are
strongly attractive and the associated condensate tends to increase its density at the centre of the
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T.-C. Lin, J. Wei / J. Differential Equations 229 (2006) 538–569 539trap potential in order to lower the interaction energy (cf. [21]). Donley et al. (cf. [9]) observed
anisotropic atom bursts that explode from a single condensate, atoms leaving the condensate in
undetected forms, and spikes appearing in the condensate wavefunction.
In a double condensate, i.e., a binary mixture of Bose–Einstein condensates in two differ-
ent hyperfine states |1〉 and |2〉, spikes may appear when the intraspecies scattering lengths ajj ,
j = 1,2, are negative and large enough. In this case each state tends to contract at its spike cen-
ter. However, spike centers are difficult to be determined since the interspecies scattering length
and trap potentials may affect the locations of spikes. Without the effect of trap potentials, the
interaction of spikes are determined by the interspecies scattering length a12. When a12 is posi-
tive and large enough, the states |1〉 and |2〉 may repel each other and form segregated domains
called phase separation (cf. [24]) so spikes of states |j 〉’s may repel each other and behave like
two separate spikes. In contrast, if a12 is negative and large enough, spikes of states |j 〉’s may
attract each other and behave like one single spike. On the other hand, to reduce the interaction
energy, the centres and configurations of trap potentials on states |j 〉’s may change the locations
of spikes. In this paper, we study how trap potentials and the interspecies scattering length a12
influence the locations of spikes in a double condensate. Our results may provide information for
physical experiments to observe spikes in a double condensate.
From the Hartree–Fock theory for a double condensate (cf. [11]), the mathematical model of
a double condensate is a two-component system of nonlinear Schrödinger equations given by
{
h¯2
2muj (x)− V˜j (x)uj (x) +
∑2
i=1 β˜ij u2i (x)uj (x) = λ˜j uj in Ω ⊆Rn, n = 2,3,
uj > 0 in Ω, uj = 0 on ∂Ω, j = 1,2,
(1.1)
where Ω is the region for condensate dwelling, uj ’s are corresponding condensate amplitudes,
h¯ is Planck constant, m is the atom mass, λ˜j ’s are chemical potentials, β˜jj = −(Nj − 1)Ujj and
β˜12 = β˜21 = −N2U12. Here each Nj  1 is a fixed number of atoms in the hyperfine state |j 〉,
and Uij = 4π h¯22maij , where ajj ’s and a12 are the intraspecies and interspecies scattering lengths.
V˜j is the trapping potential for the j th species. In physics, the usual trapping potential is given
by
V˜j (x) =
n∑
k=1
a˜j,k(xk − z˜j,k)2 for x = (x1, . . . , xn) ∈ Ω, j = 1,2, (1.2)
where a˜j,k  0 is the associated axial frequency, and z˜j = (z˜j,1, . . . , z˜j,n) is the center of the
trapping potential V˜j .
To obtain spikes in a double condensate, we may use Feshbach resonance to let β˜jj ’s, λ˜j ’s
and a˜j,k’s be very large quantities. By rescaling and some simple assumptions, the problem (1.1)
with very large β˜jj ’s, λ˜j ’s and a˜j,k’s is equivalent to the following singularly perturbed problem:
{
2uj − V̂j (x)uj +∑2i=1 βiju2i uj = 0 in Ω,
u > 0 in Ω, u = 0 on ∂Ω, j = 1,2, (1.3)j j
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V̂j (x) = λj +
n∑
k=1
aj,k(xk − zj,k)2, for x = (x1, . . . , xn) ∈ Ω, (1.4)
with trap centers zj = (zj,1, . . . , zj,n) ∈ Ω , j = 1,2. Besides, λj > 0, aj,k  0 and βij ’s are
constants independent of . In particular, as V̂j ≡ λj , j = 1,2, problem (1.3) becomes{
2uj − λjuj +∑2i=1 βiju2i uj = 0 in Ω,
uj > 0 in Ω, uj = 0 on ∂Ω, j = 1,2.
(1.5)
The ground states, i.e., least-energy solutions of problem (1.5) have been investigated (cf. [19]).
We showed that as β12 = β21 < 0, the spikes of ground states repel each other and reach a sphere-
packing position; as β12 = β21 > 0, the spikes of ground states attract each other and reach at the
most centered part of the domain. In this paper, we shall study the problem (1.3) with nonconstant
trapping potential V̂j .
To solve problem (1.3), we firstly consider the domain Ω as an entire space Rn and formulate
another problem given by{
2uj − Vj (x)uj +∑2i=1 βiju2i uj = 0 in Rn,
uj > 0, uj ∈ H 1(Rn), j = 1,2,
(1.6)
where n = 2,3, 0 <   1 is a small parameter, βij ’s are constants, and Vj ’s are positive and
smooth functions satisfying
lim|x|→∞Vj (x) = b
∞
j , j = 1,2, 0 < b∞j +∞, (1.7)
inf
x ∈Rn Vj (x) = b
0
j , j = 1,2, 0 < b0j < +∞. (1.8)
Certainly
0 < b0j  b∞j +∞, j = 1,2. (1.9)
Here (1.7)–(1.9) includes more general cases of trapping potentials than those of (1.4). Through-
out the paper, we also assume that
β11 = μ1 > 0, β22 = μ2 > 0, β12 = β21 = β ∈ (−∞, β0), (1.10)
where β0 > 0 will be specified later. In particular, as Vj ≡ λj , j = 1,2, the existence and non-
existence of ground states are proved in [20]. Here we investigate the role of the two potentials
Vj ’s on the existence of least energy solutions, i.e., ground states. We also study the asymptotic
behavior of ground states (when they exist) as  → 0. Notice that in the rest of this paper, all
the convergence with respect to  → 0 may be up to a subsequence, and we may omit it for
notational convenience.
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Now we state our main results. To this end, we need to define some energy functionals as
follows:
E
j
,Ω [uj ] =
2
2
∫
Ω
|∇uj |2 + 12
∫
Ω
Vj (x)u
2
j −
1
4
∫
Ω
μju
4
j ,
E
j,0
,Ω [uj ] =
2
2
∫
Ω
|∇uj |2 + 12
∫
Ω
b0j u
2
j −
1
4
∫
Ω
μju
4
j ,
E
j,∞
,Ω [uj ] =
2
2
∫
Ω
|∇uj |2 + 12
∫
Ω
b∞j u2j −
1
4
∫
Ω
μju
4
j ,
E,Ω [u1, u2] = E1,Ω [u1] +E2,Ω [u2] −
β
2
∫
Ω
u21u
2
2,
E0,Ω [u1, u2] = E1,0,Ω [u1] +E2,0,Ω [u2] −
β
2
∫
Ω
u21u
2
2,
E∞,Ω [u1, u2] = E1,∞,Ω [u1] +E2,∞,Ω [u2] −
β
2
∫
Ω
u21u
2
2,
for j = 1,2, Ω ⊆ Rn is a domain and (u1, u2) ∈ H 1(Rn) × H 1(Rn). By Sobolev embedding,
E
j
,Ω, E
j,0
,Ω, E
j,∞
,Ω , E,Ω, E
0
,Ω and E∞,Ω are well-defined.
Let
N
j
,Ω ≡
{
uj  0, uj ∈ H 1
(
R
n
)
: 2
∫
Ω
|∇uj |2 +
∫
Ω
Vju
2
j =
∫
Ω
μju
4
j
}
, j = 1,2, (2.1)
N,Ω ≡
{
(u1, u2) ∈ H 1
(
R
n
)×H 1(Rn):
2
∫
Ω
|∇uj |2 +
∫
Ω
Vju
2
j =
∫
Ω
μju
4
j + β
∫
Ω
u21u
2
2, j = 1,2
}
. (2.2)
Similarly, we can also define Nj,0,Ω , N
j,∞
,Ω , N
0
,Ω and N∞,Ω . Again, let
C
j
,Ω = inf
uj∈Nj,Ω
E
j
,Ω [uj ], (2.3)
C,Ω = inf
(u1,u2)∈N,Ω
u1,u20
E,Ω [u1, u2]. (2.4)
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j,∞
,Ω , C
0
,Ω and C∞,Ω , respectively. When Ω =Rn, we omit
the index Rn; when Ω = Bk(0), we replace Bk(0) by k. Our main concern is the existence and
asymptotic behavior of ground states. Hereafter, (u,1, u,2) is called a ground state if (u,1, u,2)
satisfies (1.6) and
C = E[u,1, u,2] = inf
(u1,u2)∈N
u1,u20
E[u1, u2]. (2.5)
It is easy to see that such a (u,1, u,2) has the smallest energy among all solutions of (1.6).
Let w be the unique solution of{w −w +w3 = 0 in Rn,
w(0) = maxy∈Rn w(y), w > 0 in Rn, w(y) → 0 as |y| → +∞. (2.6)
Then wλj ,μj (y) =
√
λj
μj
w(
√
λjy) satisfies
wλj ,μj − λjwλj ,μj +μjw3λj ,μj = 0 in Rn. (2.7)
We recall the following basic theorem.
Theorem A ([19, Theorem 3.3]). Suppose 0 < b∞j < +∞. Consider the following problem
C∞1 = inf
(u1,u2)∈N∞1
u1≡0, u2≡0
E∞1 [u1, u2]. (2.8)
(1) If 0 < β < β0 < √μ1μ2, then C∞1 is attained. Let (u∞1 , u∞2 ) be a minimizer, then (u∞1 , u∞2 )
are positive, radially symmetric and strictly decreasing.
(2) If β < 0, then C∞1 is never attained and
C∞1 =
((
b∞1
) 4−n
2 μ−11 +
(
b∞2
) 4−n
2 μ−12
)
I [w]. (2.9)
Hereafter, the quantity I [w] is defined by
I [w] =
∫
Rn
1
2
|∇w|2 + 1
2
w2 − 1
4
w4 dx.
We are ready to state our theorems. We divide our results into two parts. The first part is on
the existence of ground state solution for any  > 0. The second part concerns the asymptotic
behavior of ground state solutions as  → 0. Our first theorem concerns the case b∞1 = +∞ or
b∞2 = +∞.
Theorem 2.1.
(a) If b∞ = b∞ = +∞, then a ground state solution (u,1, u,2) to (1.6) always exists.1 2
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C < C
1
 + n
(
b∞2
) 4−n
2 μ−12 I [w], (2.10)
then a ground state solution (u,1, u,2) to (1.6) exists.
(c) If b∞2 = ∞, b+∞1 < +∞ and
C < C
2
 + n
(
b∞1
) 4−n
2 μ−11 I [w], (2.11)
then a ground state solution (u,1, u,2) to (1.6) exists.
Remark. Trapping potentials given by (1.4) satisfy (a).
Inequality (2.10) is a sharp condition for the existence of ground state solutions. A counterex-
ample can be given by
Corollary 2.2. Assume V1(x) = λ1 + |x|2 and V2(x) = λ2, ∀x ∈ Rn, where λj’s are positive
constants. Then
(i) (2.10) holds if 0 < β < β0, where β0 ∈ (0,√μ1μ2 ) is defined in Theorem A.
(ii) If β < 0, then there is no ground state solution of (1.6), and
C = C1 + n
(
b∞2
) 4−n
2 μ−12 I [w] + o(n) as  → 0, (2.12)
where o(1) is a small quantity tending to zero as  goes to zero.
Our second theorem concerns the case 0 < b∞j < +∞, j = 1,2 as follows:
Theorem 2.3. Suppose 0 < b∞j < +∞, j = 1,2. Assume that
C < min
{
C1 + n
(
b∞2
) 4−n
2 μ−12 I [w],C2 + n
(
b∞1
) 4−n
2 μ−11 I [w],C∞
}
, (2.13)
then a ground state solution (u,1, u,2) of (1.6) exists.
When b0j ’s and b
∞
j ’s have suitable control, and 0 <   1 is a small parameter, all conditions
of Theorems 2.1 and 2.3 can be verified by:
Theorem 2.4. Assume that β < 0 and
0 < b0j < b
∞
j +∞, j = 1,2. (2.14)
Then for  sufficiently small, a ground state solution (u,1, u,2) of (1.6) exists. Furthermore,
u,j has only one local maximum point P  , j = 1,2, satisfyingj
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(
P j
)−→ inf
x∈Rn Vj (x) = b
0
j , j = 1,2, (2.15)
|P 1 − P 2 |

−→ +∞, (2.16)
U,j (y) = u,j (P j + y) −→ wb0j ,μj (y) as  → 0. (2.17)
Remark.
(a) (2.15) shows the spikes are trapped at the minimum points of Vj (x). (2.16) says that on the
O()-scale, the spikes are separated.
(b) Inequality (2.14) is crucial for the existence of ground state solutions. Corollary 2.2(ii) may
give a counterexample for the case b02 = b∞2 < +∞.
Theorem 2.4 can be generalized to the case of bounded smooth domains given by:
Corollary 2.5. Assume that β < 0, Ω is a bounded smooth domain in Rn, and
0 < inf
x∈Ω Vj (x) < infx∈∂Ω Vj (x) supx∈∂Ω
Vj (x) < +∞, j = 1,2. (2.18)
Then for  sufficiently small,{
2uj − Vj (x)uj +∑2i=1 βiju2i uj = 0 in Ω,
uj > 0 in Ω, uj = 0 on ∂Ω, j = 1,2,
(2.19)
has a ground state solution (u,1, u,2). Each u,j has only one local maximum point P j , satis-fying
Vj
(
P j
)−→ inf
x∈Ω Vj (x), j = 1,2, (2.20)
(2.16) and (2.17).
If β > 0, things become more complicated. To state the results, we may define
Nλ1,λ2 =
{
(u1, u2) ∈ H 1
(
R
n
)×H 1(Rn):∫
Rn
|∇uj |2 + λj
∫
Rn
u2j = μj
∫
Rn
u4j + β
∫
Rn
u21u
2
2, j = 1,2
}
, (2.21)
where λ1, λ2 are two positive numbers. By [19, Theorem 3.3], The following minimization prob-
lem attains a solution:
ρ(λ1, λ2) = inf
(u1,u2)∈Nλ1,λ2
u10,u20
{ 2∑
j=1
[
1
2
∫
Rn
|∇uj |2 + 12λj
∫
Rn
u2j −
1
4
μj
∫
Rn
u4j
]
− 1
2
β
∫
Rn
u21u
2
2
}
.
(2.22)
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Theorem 2.6. Suppose 0 < β < β0. Assume that
inf
x∈Rn ρ
(
V1(x),V2(x)
)
< min
{[(
b01
) 4−n
2 μ−11 +
(
b∞2
) 4−n
2 μ−12
]
I [w],[(
b∞1
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w],C∞1
}
, (2.23)
then
(i) (u,1, u,2) is attained.
(ii) Suppose
inf
x∈Rn ρ
(
V1(x),V2(x)
)
<
[(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w]. (2.24)
Let P j be the unique local maximum points of u,j and u,j (P j + y) := U,j (y). Then as
 → 0,
(U,1,U,2) → (U0,1,U0,2), where (U0,1,U0,2) satisfies
U0,j − Vj
(
P 0
)
U0,j +
2∑
i=1
βijU0,j (U0,i )
2 = 0,
ρ
(
V1
(
P 1
)
,V2
(
P 2
))−→ inf
x∈Rn ρ
(
V1(x),V2(x)
)= ρ(V1(P 0),V2(P 0)) (2.25)
and
|P 1 − P 2 |

−→ 0, P j −→ P 0, j = 1,2. (2.26)
(iii) Suppose [(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w] < inf
x∈Rn ρ
(
V1(x),V2(x)
)
. (2.27)
Then we have
Vj
(
P j
)−→ b0j , (2.28)
U,j (y) = u,j
(
P j + y
)−→ wb0j ,μj (y), j = 1,2. (2.29)
Remark.
(a) In general, condition (2.23) is difficult to check. However, if V1(x) = V2(x) = V (x) and
infx∈Rn V (x) < lim|x|→+∞ V (x), then (2.23) is satisfied.
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∀x ∈Rn, ρ(V1(x),V2(x))= (V1(x) 4−n2 μ−11 + V2(x) 4−n2 μ−12 )I [w] +O(β)
as β −→ 0 + .
Hence as β sufficiently small, infx∈Rn ρ(V1(x),V2(x)) is determined by
inf
x∈Rn
(
V1(x)
4−n
2 μ−11 + V2(x)
4−n
2 μ−12
)
.
Then by (1.4) and (1.8), we may obtain (2.27) if z1 = z2, where zj ’s are defined in (1.4).
Theorem 2.6 can also be generalized to the case of bounded smooth domains as follows:
Corollary 2.7. Assume 0 < β < β0, Ω is a bounded smooth domain in Rn, (2.18) holds, and
inf
x∈Ω ρ
(
V1(x),V2(x)
)
< min
{[(
b01
) 4−n
2 μ−11 +
(
b∞2
) 4−n
2 μ−12
]
I [w],[(
b∞1
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w],C∞1
}
, (2.30)
where b0j = infx∈Ω Vj (x) and b∞j = infx∈∂Ω Vj (x) for j = 1,2. Then
(i) for  sufficiently small, the problem (2.19) has a ground state solution (u,1, u,2). Each
u,j has only one local maximum point P j ∈ Ω .
(ii) Suppose
inf
x∈Ω ρ
(
V1(x),V2(x)
)
<
[(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w]. (2.31)
Let u,j (P j + y) := U,j (y). Then as  → 0, (U,1,U,2) → (U0,1,U0,2), where
(U0,1,U0,2) satisfies
U0,j − Vj (P 0)U0,j +
2∑
i=1
βijU0,j (U0,i )
2 = 0,
ρ
(
V1
(
P 1
)
,V2
(
P 2
))−→ inf
x∈Ω ρ
(
V1(x),V2(x)
)= ρ(V1(P 0),V2(P 0)), (2.32)
and
|P 1 − P 2 |

−→ 0, P j −→ P 0 ∈ Ω, j = 1,2. (2.33)
(iii) Suppose [(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w] < inf
x∈Ω ρ
(
V1(x),V2(x)
)
. (2.34)
Then (2.28) and (2.29) hold.
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When β > 0 and V1(x) = V2(x), there is a competition between attractions of spikes and
trap potential wells. If attraction of potential wells is strong enough, (2.27) holds. However, if
attraction of potential wells is not strong enough, (2.24) holds. In the following example, we
show both (2.24) and (2.27) can happen.
Example 2.1. We take the example
Vj (x) = λj +
n∑
k=1
aj,k(xk − zj,k)2, j = 1,2,


z2
z1
{
{δ
δ
where z1 = −δen, z2 = δen. Now let δ = l√β , zj,k = 0, k = 1, . . . , n− 1. Then we have:
Theorem 2.8. There exists an l0 such that for β > 0 sufficiently small,
if l < l0, (2.24) holds and the spikes come together,
if l > l0, (2.27) holds and the spikes separate.
For single Schrödinger equations,
2
u− V (x)u + f (u) = 0, u > 0 in Rn, (2.35)
there have been many investigations in the past decade. Various results on existence and concen-
tration phenomenon have been obtained. We refer the reader for instance to [1–8,12,14–18,22,
23,25,26] and references therein. In particular, Rabinowitz [22] showed that (2.35) has a positive
ground state for “every  > 0” if lim sup|x|→∞ V (x) = supx∈Rn V (x) or if lim inf|x|→∞ V (x) >
infx∈Rn V (x). (Similar results were also obtained in [10].) Theorems 2.1 and 2.3 generalize some
results of Rabinowitz [22] and Ding and Ni [10] from a single nonlinear Schrödinger equation
to the system (1.6). On the other hand, Wang [25] studied the asymptotic behavior of ground
states of (2.35) and showed that the ground states concentrate at a global minimum point of
V (x). Theorems 2.4 and 2.6 extend results of Wang [25] to two-component systems of nonlinear
Schrödinger equations. The main difficulty in our proofs is that the two components u1 and u2
interact with each other. It will be interesting (and more difficult) to study systems of nonlinear
Schrödinger equations of three or more components.
The rest of this paper is organized as follows:
In Section 3, we develop some results for equations on Bk and use these results to approximate
equations on the entire space Rn. Then we prove Theorem 2.3 in Section 4. In Sections 5 and 6,
we show Theorems 2.4 and 2.6, respectively for b∞j < +∞, j = 1,2. In Section 7, we complete
the proof of Theorems 2.1, 2.4 and 2.6. Finally, we prove Theorem 2.8, Corollaries 2.2, 2.5 and
2.7 in Section 8.
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In this section, we study C,Bk = C,k and problem (1.6) on Bk{
2uj (x)− Vj (x)uj (x) +∑2i=1 βiju2i (x)uj (x) = 0 in Bk, uj > 0, j = 1,2,
uj = 0 on ∂Bk.
(3.1)
Combining Lemmas 2.1–2.3 of [19], we have:
Lemma 3.1. There exists a β0 ∈ (0,√μ1μ2 ) such that for −∞ < β < β0, C,k is obtained by
some (u1,k, u2,k) with the following properties
(1) u1,k > 0, u2,k > 0 and satisfies (3.1),
(2) (u1,k, u2,k) has the least energy among all possible positive solutions of (3.1), and
c1
n 
∫
Bk
u4j,k  c2n, j = 1,2, (3.2)
where c1 and c2 are independent of   1, k  1.
(3) If β < 0, then
C,k = inf
(u1,u2)∈H 10 (Bk)×H 10 (Bk)
u1≡0, u2≡0
sup
s,t>0
E,k
[√
su1,
√
tu2
]
. (3.3)
If 0 < β < β0, then
C,k  inf
(u1,u2)∈H 10 (Bk)×H 10 (Bk)
u1≡0, u2≡0
sup
s,t>0
E,k
[√
su1,
√
tu2
]
. (3.4)
Remark. The β0 in Lemma 3.1 can be chosen to be independent of   1 and k  1. From now
on we fix this β0 for all   1, k  1.
Before we state the main results of this section, we need a technical lemma which will be used
throughout the paper. Let
β(u1,u2)(t1, t2) = E,Ω
[√
t1u1,
√
t2u2
]
, βuj (tj ) = E,0
[√
tj uj ,0
]
, j = 1,2.
Lemma 3.2.
(a) βuj (tj ) has a unique critical point tj > 0 and
|tj − 1|
∣∣2 ∫
Ω
|∇uj |2 +
∫
Ω
Vju
2
j −
∫
Ω
μju
4
j
∣∣
μj
∫
Ω
u4j
, j = 1,2. (3.5)
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have
|t˜1 − 1| + |t˜2 − 1| c
( 2∑
i=1
1∫
Ω
u4i
) 2∑
j=1
∣∣∣∣ ∫
Ω
(
2|∇uj |2 + Vju2j −μju4j − βu21u22
)∣∣∣∣,
(3.6)
where c is a positive constant independent of .
Proof. We only need to prove (b). The existence and uniqueness of (t˜1, t˜2) have been proved in
[19, Claim 2]. We just need to prove (3.6). In fact, we have
2
∫
Ω
|∇u1|2 +
∫
Ω
V1u
2
1 −
∫
Ω
μ1u
4
1 − β
∫
Ω
u21u
2
2 = μ1(t˜1 − 1)
∫
Ω
u41 + β(t˜2 − 1)
∫
Ω
u21u
2
2,
(3.7)
2
∫
Ω
|∇u2|2 +
∫
Ω
V2u
2
2 −
∫
Ω
μ2u
4
2 − β
∫
Ω
u21u
2
2 = μ2(t˜2 − 1)
∫
Ω
u42 + β(t˜1 − 1)
∫
Ω
u21u
2
2.
(3.8)
Since β < √μ1μ2, we have
μ1μ2
∫
Ω
u41
∫
Ω
u42 − β2
( ∫
Ω
u21u
2
2
)2

(
μ1μ2 − β2
)∫
Ω
u41
∫
Ω
u42. (3.9)
(3.6) then follows from (3.7)–(3.9). 
From (3.2) and using system (3.1), we may obtain
2
∫
Bk
|∇uj,k|2 +
∫
Bk
Vju
2
j,k  c3n.
Now we extend uj,k equal to 0 outside Bk . Hence ||uj,k||H 1(Rn)  c4(), j = 1,2. We now
study the asymptotic behavior of uj,k as k → ∞. Since ||uj,k||H 1(Rn)  c4(), we obtain that as
k → ∞, uj,k ⇀ u¯j , j = 1,2, where u¯j  0 and u¯j ∈ H 1(Rn).
The following is the main result of this section.
Theorem 3.3.
(a) As k → ∞, C,k → C ;
(b) If u¯j ≡ 0, then (u¯1, u¯2) is a solution of (1.6) and attains C , i.e., (u¯1, u¯2) is a ground state.
Proof. (a) The proof of (a) is actually standard. We include it for reader’s convenience. By our
definition, we have that C,k is a decreasing function in k and C C,k . Therefore
C  C˜ := lim C,k  C,k (3.10)
k→∞
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we obtain two functions (ϕ1, ϕ2) ∈ (C∞0 (Rn))2 such that
‖ϕj − uj‖H 1(Rn) 
1
M
, j = 1,2, ∣∣E[ϕ1, ϕ2] −C∣∣ 1
M
. (3.11)
By (3.11), we also have∣∣∣∣2 ∫
Rn
|∇ϕj |2 +
∫
Rn
Vjϕ
2
j −
∫
Rn
μjϕ
4
j − β
∫
Rn
ϕ21ϕ
2
2
∣∣∣∣< cM , j = 1,2. (3.12)
Since C  E[u1, u2]  C + 1M , we see that c5 
∫
Rn
u4j  c6, where c5, c6 are independent
of M .
By [19, Lemma 2.1, Claim 2] or Lemma 2.2, the function E[√sϕ1,√tϕ2] has a unique max-
imum, denoted by (s˜, t˜), then by Lemma 2.2,
|s˜ − 1| < c7
M
, |t˜ − 1| < c8
M
.
Let supp(ϕ1)∪ supp(ϕ2) ⊂ Bk(0) for some k  1, then (
√
s˜ϕ1,
√
t˜ϕ2) ∈ N,Bk(0) and hence
C,k E[√sϕ1,
√
tϕ2]E[ϕ1, ϕ2] +O
(
1
M
)
E[u1, u2] +O
(
1
M
)
 C +O
(
1
M
)
.
Letting k → ∞, we have C˜  C . This proves (a).
(b) Let u¯j ≡ 0. Then by standard elliptic regularity theory and the Maximum Principle,
u¯j > 0, u¯j ∈ H 1(Rn). Hence C  E[u¯1, u¯2]. To show the other inequality, we let KM be such
that C  C,k  C + 1M , ∀k KM . By Fatou’s Lemma
C,k = Ek[u1,k, u2,k] = 14
2∑
j=1
(
2
∫
Bk
|∇uj,k|2 +
∫
Bk
Vju
2
j,k
)
,
C  lim
k→+∞C,k =
1
4
2∑
j=1
lim
k→+∞
(
2
∫
Bk
|∇uj,k|2 +
∫
Bk
Vju
2
j,k
)
= 1
4
2∑
j=1
lim
k→+∞
(
2
∫
Rn
|∇uj,k|2 +
∫
Rn
Vju
2
j,k
)
 1
4
2∑
j=1
(
2
∫
Rn
lim inf
k→+∞|∇uj,k|
2 +
∫
Rn
lim inf
k→+∞Vju
2
j,k
)
= 1
4
2∑
j=1
(
2
∫
Rn
|∇u¯j |2 +
∫
Rn
Vj u¯
2
j
)
= E[u¯1, u¯2].
Hence C E[u¯1, u¯2] C and (b) is thus proved. 
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Let us first assume that
0 < b0j  b∞j < +∞, j = 1,2. (4.1)
By Theorem 3.3, we just need to show that u¯j ≡ 0, j = 1,2. We prove it by contradiction. We
exclude three cases:
Case 1: u¯1 ≡ 0, u¯2 ≡ 0.
Case 2: u¯1 ≡ 0, u¯2 ≡ 0.
Case 3: u¯1 ≡ 0, u¯2 ≡ 0.
Since the proof of case 3 is similar to case 2, we just need to prove cases 1 and 2.
Lemma 4.1. Case 1 is impossible under (2.13).
Proof. Suppose u¯1 ≡ u¯2 ≡ 0. This then implies that
uj,k −→ 0 in C2loc
(
R
n
)
. (4.2)
Let M,R be such that
∣∣Vj (x)− b∞j ∣∣< 1M , for |x|R. (4.3)
Let χR(x) be such that χR(x) = 1 for |x|R, χR(x) = 0 for |x| 2R. Now let us consider
u˜j,k = uj,k(1 − χR). (4.4)
Then we have∫
Rn
|∇u˜j,k|2 =
∫
Rn
|∇uj,k|2 − 2
∫
Rn
∇uj,k · ∇(uj,kχR)+
∫
Rn
|∇uj,kχR|2,
lim
k→+∞
(∣∣∣∣ ∫
Rn
∇uj,k · ∇(uj,kχR)
∣∣∣∣+ ∫
Rn
|∇uj,kχR|2
)
= 0.
We now use o(1) to denote the terms that approach zero as k → ∞. Thus we can write∫
Rn
|∇u˜j,k|2 =
∫
Rn
|∇uj,k|2 + o(1). (4.5)
Similarly, ∫
n
Vj u˜
p
j,k =
∫
n
Vju
p
j,k + o(1), 2 p  4.R R
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2
∫
Rn
|∇u˜j,k|2 +
∫
Rn
b∞j u˜2j,k +
∫
Rn
μj u˜
4
j,k − β
∫
Rn
u˜21,ku˜
2
2,k
=
∫
Rn
(
Vj (x) − b∞j
)
u˜2j,k + o(1) = O
(
1
M
∫
Rn
u˜2j,k
)
+ o(1)
= O
(
1
M
)
+ o(1), j = 1,2. (4.6)
By (3.6) of Lemma 3.2, we see that the unique critical point (t˜1, t˜2) of the function
E∞ [
√
t˜1u˜1,k,
√
t˜2u˜2,k] satisfies
|t˜1 − 1| + |t˜2 − 1| = O
(
1
M
)
+ o(1), (4.7)
which yields
E∞
[√
t˜1u˜1,k,
√
t˜2u˜2,k
]= E∞ [u˜1,k, u˜2,k]+O( 1M
)
+ o(1)
= E
[
u˜1,k, u˜2,k
]+O( 1
M
)
+ o(1)
= E[u1,k, u2,k] +O
(
1
M
)
+ o(1) = C,k +O
(
1
M
)
+ o(1).
On the other hand,
(√
t˜1u˜1,k,
√
t˜2u˜2,k
) ∈ N∞ (4.8)
and hence
E∞
[√
t˜1u˜1,k,
√
t˜2u˜2,k
]
 C∞ . (4.9)
Consequently, C∞  C,k + O( 1M ) + o(1). Letting M → +∞ and k → +∞, we obtain
C∞ C which may contradict with (2.13). 
Lemma 4.2. Case 2 is impossible.
Proof. Suppose u¯1 ≡ 0, u¯2 ≡ 0, u¯1 ∈ H 1(Rn). Then u¯1 > 0 and satisfies
2u¯1 − V1(x)u¯1 +μ1u¯31 = 0 in Rn. (4.10)
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C,k = 14
2∑
j=1
(
2
∫
Bk
|∇uj,k|2 +
∫
Bk
Vju
2
j,k
)
.
Consequently,
lim
k→∞
(
2
∫
Bk∩BR
|∇u1,k|2 +
∫
Bk∩BR
V1u
2
1,k
)
 2
∫
BR
|∇u¯1|2 +
∫
BR
V1u¯
2
1  c1 +O
(
1
R
)
.
The last inequality follows from the fact that u¯1  e−c|x| for some c > 0. Notice that R may
depend on .
Let χR be defined as in Lemma 4.1 and u˜j,k = uj,k(1−χR). We discuss two cases as follows:
Case 2.1.
∫
Bk
u21,ku
2
2,k = o(1). As for the proof of Lemma 4.1, we obtain
2
∫
Bk
∣∣∇u˜22,k∣∣+ b∞2 ∫
Bk
u˜22,k −μ2
∫
Bk
u˜42,k
=
∫
Bk
(
b∞2 − V2(x)
)
u˜22,k + 2
∫
Bk
∣∣∇u˜22,k∣∣+ ∫
Bk
V2(x)u˜
2
2,k −μ2
∫
Bk
u˜42,k
= O
(
1
M
)
+ 2
∫
Bk
|∇u2,k|2 − 22
∫
Bk
∇u2,k · ∇(u2,kχR)
+
∫
Bk
2|∇u2,kχR|2 +
∫
Bk
V2u
2
2,k +
∫
Bk
V2u
2
2,k
[
(1 − χR)2 − 1
]
−μ2
∫
Bk
u42,k +
∫
Bk
μ2u
4
2,k
[
1 − (1 − χR)4
]
= O
(
1
M
)
+ β
∫
Bk
u21,ku
2
2,k + o(1) = O
(
1
M
)
+ o(1). (4.11)
By Lemma 3.2(a) and (4.11), we have
t˜
(
2
2
∫
Bk
|∇u˜2,k|2 + b∞2
∫
Bk
u˜22,k
)
− μ2 t˜
2
4
∫
Bk
u˜42,k  C2,∞ = n
((
b∞2
) 4−n
2 μ−12 I [w]
)
,
where t˜ is such that t˜ u˜2,k ∈ N2,∞ satisfying
|t˜ − 1| = O
(
1
)
+ o(1). (4.12)
M
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2
2
∫
Bk
∣∣∇u˜2,k∣∣2 + 12
∫
Bk
V2u˜
2
2,k −
1
4
∫
Bk
μ2u˜
4
2,k
= 
2
2
∫
Bk
∣∣∇u˜2,k∣∣2 + 12
∫
Bk
b∞2 u˜22,k −
1
4
∫
Bk
μ2u˜
4
2,k +O
(
1
M
)
 C2,∞ +O
(
1
M
)
+ o(1).
Thus (
1
2
− 1
4
)(
2
∫
Bk
|∇u2,k|2 +
∫
Bk
V2u
2
2,k
)
 C2,∞ +O
(
1
M
)
+ o(1) and
C,k =
2∑
j=1
1
4
[
2
∫
Bk
|∇uj,k|2 +
∫
Bk
Vju
2
j,k
]
 C2,∞ + o(1)+O
(
1
M
)
+C1 .
Letting k, M → ∞, we obtain
C  C1 +C2,∞ , (4.13)
which may contradict with (2.13).
Case 2.2.
∫
Bk
u21,ku
2
2,k  c > 0. In this case, we will have∫
Rn
u˜41,k  c > 0. (4.14)
Let us compute the equation for u˜1,k . Using the equation of uk , it is easy to see that
2u˜1,k − b∞1 u˜1,k +μ1u˜31,k + βu˜1,ku˜22,k
= (V1 − b∞1 )u1,k(1 − χR) +μ1u31,k[(1 − χR)3 − (1 − χR)]
+ βu1,ku22,k
[
(1 − χR)3 − (1 − χR)
]− 22∇u1,k · ∇χR − 2(χR)u1,k.
Hence
2
∫
Rn
∣∣∇u˜1,k∣∣2 + b∞1 ∫
Rn
u˜21,k −μ1
∫
Rn
u˜41,k − β
∫
Rn
u˜21,ku˜
2
2,k
= O
(
1
M
)
+O
( ∫
Rn
u41,k(1 − χR)χR +
∫
Rn
u21,ku
2
2,k(1 − χR)χR
)
+ 2
∫
n
(∇u1,k · ∇χR)u1,k + 2
∫
n
u21,kχR. (4.15)
R R
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O
(
1
M
)
+O
( ∫
Rn
u¯41(1 − χR)χR
)
+ 2
∫
Rn
[
(∇u¯1 · ∇χR)u¯1 + u¯21χR
]
. (4.16)
Now we let R → ∞, then all the terms of (4.16) approach zero. Similarly, we have∫
Rn
∣∣∇u˜2,k∣∣2 + b∞2 ∫
Rn
u˜21,k −μ2
∫
Rn
u˜42,k − β
∫
Rn
u˜21,ku˜
2
2,k = O
(
1
M
)
+ o(1), (4.17)
where o(1) → 0 as k → ∞ first and R → ∞ second.
Let (t˜1, t˜2) be the unique critical point of E∞ [
√
t1u˜1,k,
√
t2u˜2,k]. Then by (4.14) and
Lemma 3.2, we have
∣∣t˜1 − 1∣∣+ ∣∣t˜2 − 1∣∣= O( 1
M
)
+ o(1).
Hence
E∞
[
u˜1,k, u˜2,k
]= 1
4
2∑
j=1
( ∫
Rn
∣∣∇u˜j,k∣∣2 + ∫
Rn
b∞j u˜2j,k
)
+O
(
1
M
)
+ o(1)
= E∞
[√
t1u˜1,k,
√
t2u˜2,k
]+O( 1
M
)
+ o(1)
 C∞ +O
(
1
M
)
+ o(1).
Consequently,
2∑
j=1
1
4
( ∫
Rn
∣∣∇u˜j,k∣∣2 + ∫
Rn
Vj u˜
2
j,k
)
 C∞ +O
(
1
M
)
+ o(1).
However,
C,k =
2∑
j=1
1
4
∫
Rn
(
2|∇uj,k|2 + Vju2j,k
)

2∑
j=1
1
4
∫
BR(0)
(
2|∇uj,k|2 + Vju2j,k
)+ 2∑
j=1
1
4
∫
Rn
(
2|∇u˜j,k|2 + Vj u˜2j,k
)
 C1 +C∞ +O
(
1
M
)
+ o(1).
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lim
k,M→+∞C,k C
1
 +C∞ > C∞ ,
which may contradict with (2.13), and we complete the proof of Lemma 4.2. 
5. Proof of Theorem 2.4
In this section, we study the asymptotic behavior of (u,1, u,2) as  → 0, when β < 0. First
we need an upper bound.
Lemma 5.1. Suppose β < 0. Then for  sufficiently small we have
C  n
((
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
)
I [w] + o(n). (5.1)
Proof. Let V1(x01) = minx∈Rn V1(x) = b01, V2(x02) = minx∈Rn V2(x) = b02. By (2.14), x01 , x02 ex-
ist. Let
P1 = x01 −
(
 log
1

)
e⇀1, P2 = x02 +
(
 log
1

)
e⇀1.
Then it is obvious that
|P1 − P2|  log 1

.
Let δ be a small number such that 0 < δ  log 1

. Set
uj (x) =
√√√√ b0j
μj
χδw
(√
b0j ·
x − Pj

)
.
Then we have
2
∫
Rn
|∇uj |2 +
∫
Rn
Vju
2
j −
∫
Rn
μju
4
j − β
∫
Rn
u21u
2
2 = o
(
n
) (5.2)
and ∫
Rn
u4j  cn.
Let (t˜1, t˜2) be the unique critical point of E[
√
t˜1u1,
√
t˜2u2]. Then by Lemma 3.2 and (5.2), we
obtain ∣∣t˜1 − 1∣∣+ ∣∣t˜2 − 1∣∣= o(1).
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C E
[√
t˜1u1,
√
t˜2u2
]= E[u1, u2] + o(n)
 n
[(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w] + o(n). 
Corollary 5.2. Assume (2.14) holds. Then for  sufficiently small, condition (2.13) holds. As a
consequence, (u,1, u,2) exists.
Proof. When β < 0, it is easy to see that by Theorem A,
C∞ = nC∞1 = n
[(
b∞1
) 4−n
2 μ−11 +
(
b∞2
) 4−n
2 μ−12
]
I [w]. (5.3)
By Lemma 5.1,
lim
→0 
−nC 
[(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w].
By (2.14) and (5.3), (2.13) holds trivially. 
From Lemma 5.1, we see that
C = 14
2∑
j=1
[
2
∫
Rn
|∇u,j |2 +
∫
Rn
Vju
2
,j
]
 cn,
and hence
2
∫
Rn
|∇u,j |2 +
∫
Rn
Vju
2
,j  cn. (5.4)
Let x1 be a local maximum point of u,1 and x

2 be a local maximum point of u,2. By the
equations of u,j ’s,
u,j (x

j )
√
μ−1j Vj
(
xj
)
 c0 > 0. (5.5)
Lemma 5.3. |xj | → ∞ as  → ∞, j = 1,2, is impossible.
Proof. Let {
(U1,1,U
1
,2) = (u,1(x1 + y),u,2(x1 + y)),
(U2,1,U
2
,2) = (u,1(x2 + y),u,2(x2 + y)).
(5.6)
Then (Ul,1,U
l
,2) → (Ul1,U l2), l = 1,2, and U1j ’s satisfy⎧⎨⎩
U11 − b∞1 U11 +μ1(U11 )3 + βU11 (U12 )2 = 0,
U12 − b∞2 U12 +μ2(U12 )3 + βU12 (U11 )2 = 0,
U1(0) c , U1,U1 ∈ H 1(Rn).
(5.7)
1 0 1 2
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E∞1 [U11 ,U12 ] C∞1 =
[(
b∞1
) 4−n
2 μ−11 +
(
b∞2
) 4−n
2 μ−12
]
I [w].
Hence
C 
1
4
∫
BR(x

1 )
2∑
j=1
[|∇uj, |2 + Vju2j,] nE∞1 [U11 ,U12 ]+O( 1R
)
 nC∞1 +O
(
1
R
)
,
which may contradict with (5.1). Consequently, U12 ≡ 0 and U11 = wb∞1 ,μ1 . Moreover,
|x1−x2 |

→
+∞, and
1
4
∫
BR(x

1 )
2∑
j=1
[
n|∇uj, |2 + Vju2j,
]
 n
[(
b∞1
) 4−n
2 μ−11 I [w] +O
(
1
R
)]
. (5.8)
Similarly, we also have
1
4
∫
BR(x

2 )
2∑
j=1
[
n|∇uj, |2 + Vju2j,
]
 n
[(
b∞2
) 4−n
2 μ−12 I [w] +O
(
1
R
)]
. (5.9)
Combining (5.8) and (5.9), and letting R → +∞, we obtain
lim
→0 
−nC 
[(
b∞1
) 4−n
2 μ−11 +
(
b∞2
) 4−n
2 μ−12
]
I [w],
which may contradict with (5.1). 
Lemma 5.4. Both sup>0 |x1 | < +∞, |x2 | → +∞ and |x1 | → +∞, sup>0 |x2 | < +∞ are
impossible.
Proof. Without loss of generality, we suppose sup>0 |x1 | < +∞, |x2 | → +∞. As in Lemma 5.3,
we have
1
4
∫
BR(x

2 )
2∑
j=1
[
2|∇uj, |2 + Vju2j,
]
 n
[(
b∞2
) 4−n
2 μ−12 I [w] +O
(
1
R
)]
. (5.10)
Recall (U1,1(y),U
1
,2(y)) = (u,1(x1 + y),u,2(x1 + y)) → (U11 ,U12 ). If U12 ≡ 0, then
1
4
∫
BR(x

1 )
2∑
j=1
[
2|∇uj, |2 + Vju2j,
]
 n
[(
V1
(
x01
)) 4−n
2 μ−11 I [w] +
(
V2
(
x01
)) 4−n
2 μ−12 I [w] +O
(
1
)]
, (5.11)
R
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1
4
∫
BR(x

1 )
2∑
j=1
[
2|∇uj, |2 + Vju2j,
]
 n
[(
V1
(
x01
)) 4−n
2 μ−11 I [w] +O
(
1
R
)]
. (5.12)
Combining (5.10)–(5.12), we obtain a contradiction to (5.1) again. 
Lemma 5.5. V1(x01) = b01 , V2(x02) = b02 , |x

1−x2 |

→ +∞.
Proof. The proof of V1(x01) = b01 and V2(x02) = b02 is similar to that of Lemma 5.4. We omit the
details.
Suppose sup>0
|x1−x2 |

< +∞, then x01 = x02 . Hence (U1,1(y),U1,2(y)) → (U11 ,U12 ) satisfies⎧⎨⎩
U11 − b01U11 +μ1(U11 )3 + βU11 (U12 )2 = 0, in Rn,
U12 − b02U12 +μ2(U12 )3 + βU12 (U11 )2 = 0, in Rn,
U11 ,U
1
2 > 0, U
1
1 ,U
1
2 ∈ H 1(Rn).
By Theorem A and β < 0,
1
4
2∑
j=1
∫
Rn
(∣∣∇U1j ∣∣2 + b0j (U1j )2)> [(b01) 4−n2 μ−11 + (b02) 4−n2 μ−12 ]I [w]
which then implies that
lim
→0 
−nC >
[(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w].
A contradiction. 
Lemma 5.6. u,1(x)u,2(x) → 0 uniformly in Rn and x1 , x2 are unique, |u,j (x)| ce−
a|x−x
j
|
 ,
j = 1,2.
Proof. This follows from the same proof as that of [19, Claims 3–5]. 
6. Proof of Theorem 2.6
In this section, we study the asymptotic behavior of (u,1, u,2) as  → ∞, for β > 0. As
before, we let u,j (xj ) = maxx∈Rn u,j (x).
First, we obtain an upper bound for the energy:
Lemma 6.1. For β > 0 and   1, we have
C  n min
{[(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w], inf
x∈Rn ρ
(
V1(x),V2(x)
)}+ o(n). (6.1)
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Lemma 6.2. sup>0(|x1 | + |x2 |) < +∞.
Proof. Suppose not. We have
Case 5.1. |x1 | → +∞, |x2 | → +∞. In this case, we let(
U1,1(y),U
1
,2(y)
)= (u,1(x1 + y), u,2(x1 + y))−→ (U11 ,U12 ).
If U12 ≡ 0, then as in the proof of Lemma 5.3, we have lim→0 −nC  C∞1 which may contra-
dict with (2.23) and (6.1). Consequently, U12 ≡ 0, |x

1−x2 |

→ +∞ and
1
4
∫
BR(x

1 )
2∑
j=1
[
2|∇u,j |2 + Vju2,j
]
 n
[(
b∞1
) 4−n
2 μ−11 + o(1)
]
I [w]. (6.2)
On the other hand, we may consider (U2,1(y),U
2
,2(y)) = (u,1(x2 + y),u,2(x2 + y)) →
(U21 ,U
2
2 ).
Then as for the proof of (6.2), we obtain U21 ≡ 0 and
1
4
∫
BR(x

2 )
2∑
j=1
[
2|∇u,j |2 + Vju2,j
]
 n
[(
b∞2
) 4−n
2 μ−12 + o(1)
]
I [w]. (6.3)
Combining (6.2) and (6.3), we obtain a contradiction to (2.23) and (6.1).
Case 5.2. |x1 | → +∞, sup>0 |x2 | < +∞. In this case, we have (U1,1,U1,2) → (U11 ,U12 ), as in
case 5.1, U12 ≡ 0 and
1
4
∫
BR(x

1 )
2∑
j=1
[
2|∇u,j |2 + Vju2,j
]
 n
[(
b∞1
) 4−n
2 μ−11 + o(1)
]
I [w]. (6.4)
If U21 ≡ 0, then
1
4
∫
BR(x

2 )
2∑
j=1
[
2|∇u,j |2 + Vju2,j
]
 nρ
(
V1
(
x02
)
,V2
(
x02
))
 n inf
x∈Rn ρ
(
V1(x),V2(x)
)
.
(6.5)
If U21 ≡ 0, then
1
4
∫
B (x)
2∑
j=1
[
2|∇u,j |2 + Vju2,j
]
 n
(
b02
) 4−n
2 μ−12 I [w]. (6.6)
R 2
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impossible. 
Let (x1 , x

2) → (x01 , x02).
Lemma 6.3. If [(b01)
4−n
2 μ−11 + (b02)
4−n
2 μ−12 ]I [w] < infx∈Rn ρ(V1(x),V2(x)), then we have
x01 = x02 and
V1
(
x1
)−→ b01, V2(x2)−→ b02.
Proof. We first show that |x

1−x2 |

→ +∞ and x01 = x02 . In fact, suppose not. Then (U1,1,U1,2) →
(U11 ,U
1
2 ). Hence we have
lim
→0 
−nC  ρ
(
V1
(
x01
)
,V2
(
x01
))
 inf
x∈Rn ρ
(
V1(x),V2(x)
)
, (6.7)
which may contradict with (6.1). Thus we obtain |x

1−x2 |

→ +∞. Moreover, (U1,1,U1,2) →
(U11 ,0), (U
2
,1,U
2
,2) → (0,U22 ) and
lim
→0 
−nC 
[(
V1
(
x01
)) 4−n
2 μ−11 +
(
V2
(
x02
)) 4−n
2 μ−12
]
I [w].
By Lemma 6.1, we see that V1(x1) → infx∈Rn V1(x), V2(x2) → infx∈Rn V2(x). 
Lemma 6.4. If infx∈Rn ρ(V1(x),V2(x)) < [(b01)
4−n
2 μ−11 + (b02)
4−n
2 μ−12 ]I [w], then x01 = x02 ,|x1−x2 |

→ 0 and
ρ
(
V1
(
x01
)
,V2
(
x01
))= inf
x∈Rn ρ
(
V1(x),V2(x)
)
.
Proof. We first show that |x

1−x2 |

 c. Suppose not. Then as in the proof of Lemma 6.2,
lim
→0 
−nC 
[(
b01
) 4−n
2 μ−11 +
(
b02
) 4−n
2 μ−12
]
I [w],
which may contradict with Lemma 6.1.
Now we may let (U1,1,U
1
,2) → (U11 ,U12 ), U1j > 0, j = 1,2, and satisfy{U11 − V1(x01)U11 +μ1(U11 )3 + βU11 (U12 )2 = 0,
U12 − V2(x01)U12 +μ2(U12 )3 + βU12 (U11 )2 = 0.
Then by the Maximum Principle, U1j > 0, j = 1,2. Moreover, we have
lim −nC  ρ
(
V1
(
x01
)
,V2
(
x01
))
.→0
562 T.-C. Lin, J. Wei / J. Differential Equations 229 (2006) 538–569By Lemma 6.1,
ρ
(
V1
(
x01
)
,V2
(
x01
))
 inf
x∈Rn ρ
(
V1(x),V2(x)
)
,
so we have ρ(V1(x01),V2(x
0
1)) = infx∈Rn ρ(V1(x),V2(x)). It remains to show that |x

1−x2 |

→ 0.
In fact, this follows from the fact that (U11 ,U
1
2 ) is radially symmetric and strictly decreasing. 
Lemma 6.5. x1 , x

2 are unique.
Proof. This follows from [19, Claim 8]. 
Lemma 6.6. |u,j | ce−
a|x−x
j
|
 , j = 1,2.
Proof. See [19, Claim 9]. 
7. Proofs of Theorems 2.1, 2.4 and 2.6 when b∞j = +∞ for some j = 1,2
We only discuss the case of b∞1 = +∞. The proof of the other case is similar. To prove
Theorem 2.1, we note that the inequality
c1
n 
∫
Bk
u4j,k  c2n, j = 1,2, (7.1)
is true, where c1, c2 are independent of   1, k  1. Then as for the proof of [19, Claim 1], we
have
C,k = 14
[
μ1
∫
Bk
u41,k + 2β
∫
Bk
u21,ku
2
2,k +μ2
∫
Bk
u42,k
]
 c3n
and
C,k = 14
[
2
∫
Bk
|∇u1,k|2 +
∫
Bk
V1u
2
1,k
]
+ 1
4
[
2
∫
Bk
|∇u2,k|2 +
∫
Bk
V2u
2
2,k
]
 c4n/2
(√√√√∫
Bk
u41,k +
√√√√∫
Bk
u42,k
)
.
Consequently,
c5
n  C,k  c6n, (7.2)
where c5, c6 are independent of   1, k  1. This may give
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∫
Bk
|∇uj,k|2 +
∫
Bk
Vju
2
j,k  c7n.
By Sobolev’s embedding (due to n = 2,3),∫
Bk
u61,k  c8n,
∫
Bk∩{|x|R}
u21,k  c7n ·
1
min|x|R V1(x)
. (7.3)
Hence∫
Bk∩{|x|R}
u41,k 
( ∫
Bk∩{|x|R}
u21,k
)1/2( ∫
Bk∩{|x|R}
u61,k
)1/2
 c9n ·
(
1
min|x|R V1(x)
)1/2
.
(7.4)
By (7.1) and (7.4), we have∫
Bk∩{|x|R}
u41,k 
(
c1 − c9√
min|x|R V1(x)
)
n. (7.5)
Thus if u1,k ⇀ u¯1, then u¯1  0 and∫
Bk∩{|x|R}
u¯41 
(
c1 − c9√
min|x|R V1(x)
)
n. (7.6)
Since b∞1 = +∞, we may choose R large enough such that c1 − c9/
√
min|x|R V1(x)  12c1,
then ∫
Bk∩{|x|R}
u¯41 
1
2
c1
n
and hence u¯1 ≡ 0. Moreover, (7.1), (7.4) and Hölder’s inequality may imply∫
Bk∩{|x|R}
u21,ku
2
2,k  c10n
(
1
min|x|R V1(x)
)1/4
,
and then we have
lim
R→+∞
k→+∞
∫
Bk∩{|x|R}
u21,ku
2
2,k → 0.
Here we have used the fact that b∞1 = +∞. Follow the arguments for case 2.1 of Lemma 4.2, we
may complete the proof of Theorem 2.1.
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b∞1 = +∞. All we need to show is that |x1 |  C0, where C0 is a positive constant indepen-
dent of . To this end, we first prove a uniform bound of u,1 and u,2. In fact, as for the proof
of (7.3), we have ∫
Rn
u
q
,j  c
n, 2 q  6, j = 1,2. (7.7)
The equation of u,1 may give
2u,1 = V1u,1 −μ1u3,1 − βu,1u2,2 −(μ1u2,1 + βu2,2)u,1 = −C(x)u,1.
Let U˜,1(y) = u,1(y), and C(y) = C(y), then
U˜,1 +C(y)U˜,1  0, and C ∈ L3
(
R
n
)
. (7.8)
By the subsolution estimate (Theorem 8.17 of [13])
∣∣U˜,1(y)∣∣ C( ∫
B(y,1)
|U˜,1|2
)1/2
, (7.9)
where C does not depend on . From (7.7) and (7.9), we see that ‖U˜,1‖L∞  C and hence
0 < u,1  C. Similarly, we may obtain 0 < u,2  C.
Now we claim |x1 | C0, where C0 is a positive constant independent of . Since x1 is a local
maximum point of u,1, then u,1(x1) 0. Hence by the equation of u,1, we may obtain
2u,1
(
x1
)= V1(x1)u,1(x1)−μ1u3,1(x1)− βu,1(x1)u2,2(x1) 0,
which then implies that
V1
(
x1
)
 μ1u2,1
(
x1
)+ βu2,2(x1) C, (7.10)
and hence ∣∣x1 ∣∣C0. (7.11)
Here both C and C0 are positive constants independent of . Besides, we have used the fact that
lim|x|→∞ V1(x) = +∞. Once we have (7.11), the rest of the proofs for Theorems 1.4 and 1.5 are
similar to the proofs in Sections 4 and 5, respectively.
8. Proofs of Theorem 2.8, Corollaries 2.2, 2.5 and 2.7
Proof of Theorem 2.8. By Theorem A, ρ(λ01, λ
0
2) can be achieved by some (u1, u2) satisfying⎧⎨⎩
u1 − λ01u1 +μ1u31 + βu1u22 = 0, in Rn,
u2 − λ02u2 +μ2u32 + βu21u21 = 0, in Rn,
u = u (r), u = u (r), u′ < 0, u′ < 0.
(8.1)
1 1 2 2 1 2
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λ0j = λj + δj , |δj |  1, j = 1,2. (8.2)
Moreover, β > 0 is a small parameter i.e. 0 < β  1. Then it is easy to check that
uj = wλj ,μj + φj , φj = O
(|δ1| + |δ2| + β), j = 1,2.
Hence
2∑
j=1
( ∫
Rn
1
2
|∇uj |2 +
λ0j
2
u2j −
μj
4
u4j
)
− β
2
∫
Rn
u21u
2
2
=
2∑
j=1
( ∫
Rn
1
2
∣∣∇(wλj ,μj + φj )∣∣2 + λj + δj2 (wλj ,μj + φj )2 − μj4 (wλj ,μj + φj )4
)
− β
2
∫
Rn
w2λ1,μ1w
2
λ2,μ2 +O
((|δ1| + |δ2| + β)β)
=
2∑
j=1
[(
λ
4−n
2
j μ
−1
j
)
I [w] + δj
2
w2λj ,μj
]
− β
2
∫
Rn
w2λ1,μ1w
2
λ2,μ2 +O
((|δ1| + |δ2| + β)2).
i.e.,
2∑
j=1
( ∫
Rn
1
2
|∇uj |2 +
λ0j
2
u2j −
μj
4
u4j
)
− β
2
∫
Rn
u21u
2
2
=
2∑
j=1
[(
λ
4−n
2
j μ
−1
j
)
I [w] + δj
2
w2λj ,μj
]
− β
2
∫
Rn
w2λ1,μ1w
2
λ2,μ2 +O
((|δ1| + |δ2| + β)2). (8.3)
Now we take our example
Vj (x) = λj +
n∑
k=1
aj,k(xk − zj,k)2, aj,n > 0, aj,k = 0, j = 1,2, k = 1, . . . , n− 1.
Let x = t√βen, z1 = −l√βen and z2 = l√βen. Then we have
V1(x) = λ1 + a1,n(t + l)2β, V2(x) = λ2 + a2,n(t − l)2β, (8.4)
which may have the same form as (8.2) by setting δ1 = a1,n(t + l)2β and δ2 = a2,n(t − l)2β .
Thus (8.3) and (8.4) may give
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(
V1(x),V2(x)
)= 2∑
j=1
(
λ
4−n
2
j μ
−1
j
)
I [w] + 1
2
[
a1,n(t + l)2
∫
Rn
w2λ1,μ1 + a2,n(t − l)2
∫
Rn
w2λ2,μ2
]
β
− β
2
∫
Rn
w2λ1,μ1w
2
λ2,μ2 +O
(
β2
)
.
Let
α1 = a1,n
∫
Rn
w2λ1,μ1 and α2 = a2,n
∫
Rn
w2λ2,μ2 .
Then
min
t∈R
(
α1(t + l)2 + α2(t − l)2
)= 4α1α2
α1 + α2 l.
Hence if
4α1α2
α1 + α2 l <
∫
Rn
w2λ1,μ1w
2
λ2,μ2,
then
min
x∈Rn ρ
(
V1(x),V2(x)
)
<
2∑
j=1
(
λ
4−n
2
j μ
−1
j
)
I [w],
i.e., (2.24) holds. However, if
4α1α2
α1 + α2 l >
∫
Rn
w2λ1,μ1w
2
λ2,μ2,
then
min
x∈Rn ρ
(
V1(x),V2(x)
)
>
2∑
j=1
(
λ
4−n
2
j μ
−1
j
)
I [w],
i.e., (2.27) holds. Setting
l0 = α1 + α24α1α2
∫
w2λ1,μ1w
2
λ2,μ2,
we may complete the proof of Theorem 2.8. 
T.-C. Lin, J. Wei / J. Differential Equations 229 (2006) 538–569 567Proof of Corollary 2.2. For the proof of (i), we set (u0, v0) as the least energy solution of⎧⎨⎩ 
2u− λ1u+μ1u3 + βv2u = 0 in B1(0),
2v − λ2v +μ2v3 + βu2v = 0 in B1(0),
u = v = 0 on ∂B1(0).
(8.5)
Here we have used the assumption 0 < β < β0 which ensures the existence of (u0, v

0) (cf. [19]).
Moreover,
E0,1[u0, v0] = inf
(u1,u2)∈H 10 (B1)×H 10 (B1)
u1 ≡0, u2 ≡0
sup
t1,t2>0
E0,1
[√
t1u1,
√
t2u2
]
< n
(
λ
4−n
2
1 μ
−1
1 + λ
4−n
2
2 μ
−1
2
)
I [w]C1 + n
(
b∞2
) 4−n
2 μ−12 I [w],
i.e.,
E0,1
[
u0, v

0
]
< C1 + n
(
b∞2
) 4−n
2 μ−12 I [w]. (8.6)
By Lemma 3.2, it is easy to check that
sup
t1,t2>0
E,1
[√
t1u

0,
√
t2v

0
]= E,1[√t˜1u0,√t˜2v0] (8.7)
for some (t˜1, t˜2) satisfying
|t˜1 − 1| + |t˜2 − 1| = O
(
2
)
. (8.8)
Here we have used (3.6) and the definition of Vj ’s. Furthermore, by (8.8), we may obtain
E,1
[√
t˜1u

0,
√
t˜2v

0
]= E0,1[u0, v0]+O(n+2). (8.9)
Thus by (8.6), (8.7), (8.9) and Lemma 3.1,
C  C,1  sup
t1,t2>0
E,1
[√
t˜1u

0,
√
t˜2v

0
]
< C1 + n
(
b∞2
) 4−n
2 μ−12 I [w],
and we may complete the proof of (i). For the proof of (ii), one may follow the proof of [20,
Theorem 1] to get the nonexistence of ground state solution, and
C = n
(
λ
4−n
2
1 μ
−1
1 + λ
4−n
2
2 μ
−1
2
)
I [w]. (8.10)
From [25],
C1 = nλ
4−n
2
1 μ
−1
1 I [w] + o
(
n
)
, (8.11)
where o(1) is a small quantity tending to zero as  goes to zero. Therefore by (8.10) and (8.11),
we obtain (2.12) and complete the proof of Corollary 2.2. 
568 T.-C. Lin, J. Wei / J. Differential Equations 229 (2006) 538–569Proof of Corollaries 2.5 and 2.7. By (2.18), we may extend Vj ’s to the entire space Rn satisfy-
ing
inf
x∈Rn\Ω Vj (x) = infx∈∂Ω Vj (x) > infx∈Ω Vj (x) and lim|x|→∞Vj (x) = b
∞
j < +∞ for j = 1,2.
Then we may apply Theorems 2.4 and 2.6 to get the existence and asymptotic behaviors of
ground state solution (u,1, u,2) on the entire space Rn.
Now we may choose a smooth cut-off function φ such that u˜,j = u,jφ ∈ H 10 (Ω) for
j = 1,2, and φ ≡ 1 in Ω˜ , where Ω˜  Ω is a bounded open subset containing P j ’s the local
maximum points of u,j ’s. Hence by Lemma 3.2, we may obtain
sup
s,t>0
E,Ω
[√
su˜,1,
√
t u˜,2
]= E,Ω[√t˜1u˜,1,√t˜2u˜,2]= E[u,1, u,2]+ o(n)
= C + o
(
n
)
, (8.12)
where |t˜1 − 1| + |t˜2 − 1| = o(1). Here o(1) is a small quantity tending to zero as  goes to zero.
On the other hand,
C C,Ω  sup
s,t>0
E,Ω
[√
su˜,1,
√
t u˜,2
]
. (8.13)
Thus (8.12) and (8.13) may give
C,Ω = C + o
(
n
)
. (8.14)
Therefore by (8.14), we may complete the proof of Corollaries 2.5 and 2.7. 
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