Let f be a d-variate 2π periodic continuous function and let {T n (f )} n , n = (n 1 , . . . , n d ), be the multiindexed sequence of multilevel N × N Toeplitz matrices (N = N(n) = i n i ) generated by f. Let A = {A N } N be a sequence of matrix algebras simultaneously diagonalized by unitary transforms. We show that there exist infinitely many linearly independent trigonometric polynomials (and continuous nonpolynomial functions) f such that rank (
Introduction
Toeplitz matrices are of paramount importance in a wide variety of applications (refer to [3] for an interesting recent survey). In these contexts it is of interest to have efficient solvers for linear systems of the form Ax = b with Toeplitz matrix A.
Here we restrict our attention to the case where A = T n (f ) and the Toeplitz sequence {T n (f )} n is generated [6] by f ∈ C 2π , where C 2π is the space of the 2π periodic continuous functions acting on the basic cube I d , I = [−π, π] and having values in the complex field C. In particular, setting n = (n 1 , n 2 , . . . , n d ) ∈ N + d , k = (k 1 , k 2 , . . . , k d ), k j ∈ {−n j + 1, . . . , n j − 1} and x = (x 1 , x 2 , . . . , x d ), k · x = k 1 x 1 + · · · + k p x p , N(n) = n 1 · n 2 · · · n d , we have
where the values of {t k } are the Fourier coefficients of f. We consider matrix algebras of the form A = {A N ≡ A N,U } n , A N = {A = U U * ∈ C N ×N } with = Diag(δ j ), δ j ∈ C so that U is unitary and U * is the adjoint of U.
In the case of unilevel Toeplitz matrices generated by continuous functions f with positive modulus and zero winding number, many different superlinear preconditioners belonging to a wide choice of matrix algebras [3, 10] have been devised using both algebraic and approximation theory tools. We recall that superlinear preconditioning sequences are those that assure a proper clustering at unity [16] and are such that the minimal singular value of the preconditioned sequence is greater than a fixed constant independent of n at least for any given continuous 2π periodic function f for which the condition numbers of {T n (f )} n are uniformly bounded with regard to n.
A general theory on this topic has been proposed in [11] , where, under suitable assumptions concerning the "goodness" of the algebra sequence, some necessary and sufficient conditions for the superlinearity have been stated and discussed.
In the multilevel case the situation is quite different and, indeed, no superlinear matrix algebra preconditioners are known. In fact, in the circulant and τ case [3, 10] , if d is the number of levels and we use "Strang type" or "Frobenius optimal" [3] preconditioners, then the number of possible outliers N o is bounded from above by O(N(n)
i ) and this bound is sharp even on the class of sequences {T n (f )} n generated by polynomials. Therefore the number of iterations of the related preconditioned conjugate gradient (PCG) method grows, in general, proportionally to N(n)
i . The general case of trigonometric matrix algebras is treated in [4, 10, 13] with special attention to the Korovkin theory and the upper-bound on N o is exactly the same as in the circulant and τ cases (see also [3, 7] ).
In [16, 17] it has been proved that the result (which is unsatisfactory for large d) is the best that we can obtain when using a large class of matrix algebra sequences that we have called partially equimodular: it is worthwhile pointing out that all the known trigonometric algebras including ω-circulants (|ω| = 1) and τ are partially equimodular.
Here by using a substantially different technique, we generalize the former result to any matrix algebra sequence related to unitary transforms: the idea is based on the concept of "good" and "weakly good" sequence of algebras introduced in [11] and whose precise definitions are recalled in Section 2. The main result can be resumed in the following claim. [16, 17] is the following: the performances of the PCG method with Frobenius optimal preconditioners may not be fast enough for large d, but they are the best that we can obtain with partially equimodular algebras. Therefore, in general, it makes no sense searching for different preconditioning strategies with the expectation (hope!) of finding more attractive preconditioners. The main message of this paper is still negative: things cannot be improved by changing algebra sequence. In addition, as proved in Section 4, the class of the symbols for which a superlinear preconditioning sequence does not exist is dense in C 2π while its complement (the "good" symbols) is not dense in C 2π . In reality we think that the set of the "good" symbols reduces to a finite dimensional vector space for any choice of the sequence of algebras A.
Remark 1.2.
Of course, the interest of proper clustering property and of the superlinear PCG methods stands in the case where the sequence {T n (f )} n is asymptotically ill-conditioned. Otherwise, the number of PCG iterations would be bounded by a constant independent of n even without preconditioning. However, in real world problems the sequences of Toeplitz matrices that we encounter have condition numbers growing to infinity as the size goes to infinity and consequently the search for (superlinear) preconditioners assuring a proper clustering is of crucial interest [3] .
Finally, it should be observed that this negative result gives new interest to multigrid methods [2, 5, 15] and to the band block Toeplitz (BBT) preconditioning approach proposed in [9] , for which there exists a wide class of nonnegative smooth/ nonsmooth functions such that optimal [8, 9] or superlinear [14] BBT preconditioners have been designed.
The paper is organized as follows. Section 2 is devoted to preliminary concepts and definitions regarding matrix algebras and spectral distributions. Section 3 addresses the main "negative" results. In Section 4, for any given sequence of algebras A, we give a topological characterization of the structure of the set of symbols f for which {T n (f )} does not possess any superlinear preconditioning sequence and finally, we end the paper with some open questions.
Tools
In this section we introduce the basic tools used for proving the main results. Firstly we give some algebraic definitions and notions (Section 2.1) and then we introduce some analytical concepts (Section 2.2).
-Closedness, "weakly good" and "good" sequences of algebras
Here we want to establish if a given sequence of algebras is good or not for approximating d-level Toeplitz matrices. We consider a criterion about band Toeplitz matrices. Preliminarily we introduce some auxiliary definitions and results. 
With the help of the latter definition, the notion of "weakly good", "k n -good", and "good" algebra sequence of level d can be now introduced. Observe that this is a natural point of view since, in terms of generating functions, the band Toeplitz matrices correspond to trigonometric polynomials. Therefore the goodness of a generic sequence of algebras indicates that we can approximate Toeplitz matrices generated by polynomials: since the space of the polynomials is dense in the continuous functions with respect to the infinity norm, and {A N (·), T n (·)} are continuous linear mappings whose operator norms are collectively bounded from above by 1, it is not surprising that the "goodness" of a given matrix algebra sequence is the natural ingredient for finding good preconditioners for {T n (f )} with f merely continuous. In fact, if {T n (f )} is asymptotically well-conditioned (i.e., lim sup n→∞ κ(T n (f )) < ∞ with κ(·) denoting the spectral condition number) and A is a good sequence of algebras, then {A N (f )} is a superlinear preconditioning sequence for {T n (f )} in the sense that except for a constant number of outliers well separated from zero and from infinity all the eigenvalues (or singular values) of {A
is properly clustered at zero according to the terminology of Tyrtyshnikov [18] ). In the ill-conditioned case the situation is more complicated since the presence of a proper cluster is not sufficient for claiming that the associated method is optimal even if this is true under some mild additional assumptions. All of the previous remarks are true as well for A N (S n (f )) in place of A N (f ), where {S n (·)} is any sequence of approximation processes in the space of the continuous 2π-periodic functions [11] . The bad news given in Theorem 3.1 is that no sequence of algebras of level d can be good if d > 1.
Finally we stress that Definitions 2.3 and 2.4 are the natural extension of the d-level case of analogous notions introduced in [11] for standard Toeplitz matrices.
Equal localization, spectral distributions and permutationally equivalent algebras
Now some more basic notions concerning algebras, spectral localization and distribution are introduced. Definition 2.5 [18] . A sequence {A N } N of matrices of increasing size is spectrally distributed (in the sense of the eigenvalues) as a measurable function f : K → C with K measurable subset of R p with finite Lebesgue measure if and only if, for any continuous function F with bounded support, the following relation holds:
where {λ The spectral distribution is in the sense of the singular values if
holds true where {σ
} are the singular values of A N .
Definition 2.6 [12] . Two ordered real sequences {{a
i } i N } are equally localized ( -EL) if and only if, for any > 0, the following relation holds:
When the previous quantity tends to zero as fast as O(N −1 ), we say that there is -strong equal localization ( -SEL). The same definition applies to the case of sequences of matrices {A N } N and {B N } N of dimension N × N: in this case the sets {a 
N are permutationally equivalent for any N: in this case a sequence { N } of permutations of increasing order is defined. Definition 2.8. Let n = (n 1 , . . . , n d ) be a multiindexed sequence so that n j → ∞ for any j. Let N = N(n) and G = {G n } be the sequence of equispaced meshes over 
For all the indices j such that
it holds that
N (j ) )| 2 f ∞ (this gives raise to the matrix E N ). For the other indices, whose cardinality by the assumption of -closedness is bounded by k n , the previous inequality may be violated so that they lead to the rank correction matrix R N . (1) and independent of f such that
where E N and rank(R N ) = O(k n ) for every > 0 for n large enough and for any polynomial f.
Proof. Let f be a fixed nonconstant real-valued polynomial f. From relation (7), we know that the sequence of the eigenvalue set extracted from {A N } is permutationally equivalent to {A (1) N } but the permutation sequence depends on f. We now prove that this dependency on f can be dropped.
Let us consider a generic real-valued polynomialf . Then {A 
Df − QDf Q * (in other words, {Q = Q N (f,f ))} can be chosen -close with the sequence of the identity matrices {I = I N )}). Therefore
Finally, for any f 2 , we write
and consequently the universal sequence of algebras {A (2) } is determined as {A 
Since f is not identically constant and is a real-valued trigonometric polynomial, it is a trivial check to prove that
Therefore both the claims are proved.
Remark 3.1.
Notice that relation (8) suggests a deeper analysis. In actuality, for real-valued polynomials we have rank(T
j ) if and only if at least one between g 1 and g 2 is a constant function. Therefore, if T n (f ) ∈ A N for any n or, more generally, rank (
j ) for every > 0 and {X N } ∈ A, and f = g 1 g 2 , then at least one between T n (g 1 ) and T n (g 2 ) (say T n (g 1 )) is such that rank (T n ( 
Then there exists a new sequence of algebras A = {A N } permutationally equivalent to A for which
i.e., A is good. 
this is an easy consequence of the Szegö result [6] (i.e., {T n (f )} is distributed as f in the sense of Definition 2.5) and of the fact that f is continuous. By transitivity it also follows that the eigenvalues of {A N [f ]} are -SEL with the values {{f (x (n) j )} j } n . This implies that for any N there exists an ordering of the eigenvalues (expressed by a permutation matrix N = N (f )) such that
where the rank of R N is O (1) j )} j } n for any f which is a contradiction). Therefore we can choose a universal permutation sequence (independently of the polynomial f) so that (9) holds for any polynomial. Since the latter sentence is equivalent to writing that A is a good sequence of algebras, the proof is concluded.
Remark 3.3.
Of course, the sequence of algebras denoted by A in the preceding theorem is not unique. Indeed, in light of Lemma 2.2, A can be replaced by any other sequence A such that A and A are permutationally equivalent and the related permutation sequences are -strongly close. Therefore there exists a suitable equivalence class of algebra sequences in which A is just a representative.
What happens if in Theorem 3.2 we replace the requirement rank
By following the same steps as in the proof of the preceding Theorem we conclude that the permutationally equivalent sequence of algebras A is a k n -good algebra sequence of level d with k n = o(N(n) So the consequence of the preceding argument is the following.
Corollary 3.1. No superlinear (unitary) matrix algebra preconditioning exists when d > 1 and the sequence of algebras with unitary transforms is chosen. More specifically, the best that we may obtain is a sequence of matrix algebras that approximates the Toeplitz matrix sequences generated by polynomials within a rank asymptotic to
N(n) d j =1 n −1 j .
In other words we cannot find matrix algebra preconditioners such that {T n (f ) − P N (f )} is properly clustered at zero for any f and actually the lowest number of outliers that we can expect is proportional to
Proof. It is enough to put together Theorems 3.1 and 3.2. Indeed Theorem 3.1 tells that it is impossible to find k n -good algebras with
j ) while Theorem 3.2 tells that the existence of a sequence of superlinear preconditioners for any polynomial f belonging to a given sequence of algebras A would imply the existence of a new sequence of algebras A which is good (namely k n = O(1)) and this is in contrast with Theorem 3.1.
Furthermore, the preceding corollary clarifies that the approximation obtained by multilevel circulants or τ [1, 3] (or by any other sequence of trigonometric matrix algebras) and by means of the Korovkin theory [13] or other approaches [3] is the best that we can obtain using algebras.
We conclude the section with three remarks.
Remark 3.4.
The techniques for proving the negative results in this paper are different from those used in [16, 17] for the partial equimodular case. As an example, the key role here is played by Hermitian Toeplitz sequences generated by real-valued functions while in [16, 17] we heavily used the most nonnormal Toeplitz sequences namely the multilevel Jordan matrices generated by e i(k·x) with k · x = k 1 x 1 + · · · + k p x p , k / = 0 and k independent of n.
Remark 3.5. In [16, 17] we considered a generalization of the concept of matrix algebras. More specifically, we defined matrix spaces formed by matrices A = U V ∈ C N ×N with = Diag(δ j ), δ j ∈ C and U and V unitary matrices. It is not difficult to adapt the preceding results to this case. In particular, all the definitions of Section 2 have a natural extension to sequences of matrix spaces and the proof of Theorem 3.1 is unchanged. Concerning Theorem 3.2, we just have to consider the singular values of the involved matrices instead of the eigenvalues while still assuming that the polynomials are real-valued: this is necessary since the sets
Remark 3.6. The essence of the proofs of Theorems 3.1 and 3.2 is based on three facts:
} is distributed as f 1 + f 2 and T n (·) is uniformly bounded with constant independent of n.
In other words, the product between matrices which is "an internal operation" in any matrix algebra, leads to a rank correction of order of t n = N(n)
i for d-level Toeplitz sequences and, in fact and not surprisingly, the quantity t n is the best rate of rank approximation by matrix algebras. Finally, we observe that it is possible to adapt the preceding results to any sequence of matrix-valued operators {T n (·)} that satisfies (A), (B) and (C).
Topological structure of the "bad" symbols
Let us consider a fixed sequence A of unitary algebras and let us define the concept of "bad" symbols and "good" symbols. 
be the set of "good" symbols. Conversely let
be the set of "bad" symbols.
We will show that the "good" symbols are exceptional in a topological sense. Let us start with a basic proposition. Proof. The proof of the first part relies upon the subadditivity of the rank. Indeed,
i . Choose any β / = 0 and consider the following chain of equalities:
Therefore βf ∈ G A for any nonzero β and, of course, the identical zero function is in G A . Now consider f and g belonging to
, we conclude that f + g ∈ G A . Finally the equality B A = C 2π \G A is a trivial consequence of Definition 4.1.
At this point we want to "measure" the set B A . A consequence of Theorem 3.2 is that B A / = ∅. An implicit characterization emerging in the proof of Theorem 3.1 and in the subsequent Remark 3.1 is the following: for any f, g, h real-valued trigonometric polynomials not identically constant such that h = fg, we have f ∈ B A or g ∈ B A or if f and g belong to G A , then h must belong to B A . Since we have infinitely many triples (f, g, h = fg) with the above mentioned properties, we deduce that #(B A ) = ∞. More precisely B A contains rays of the form {αf : α / = 0} for infinitely many linearly independent symbols f.
We also point out that there exist infinitely many triples of complex-valued polynomials of the form (f, g, h = fg) such that at least one of them belongs to B A . The description of these triples is a bit involved and indeed can be found in item 3 of Remark 3.1.
In reality we can say much more and this comes from a deeper analysis of the latter proposition, Proposition 4.1. 
Proof. From Theorem 3.2 we know that B A /
= ∅ and by a simple argument we deduce that the constants are "good" symbols. Therefore ∃p ∈ B A not identically zero. Take f ∈ G A (G A is not empty since it contains the constant functions) and observe that
Indeed, if ∃ᾱ ∈ C,ᾱ / = 0 such that f +ᾱp ∈ G A , then by linearity of G A we have (f +ᾱp) − f =ᾱp ∈ G A and then p ∈ G A which is a contradiction. Finally it is evident that relation (10) implies that f ∈ G A can be approximated as well as we desire by elements of B A . Proof. It is a straightforward adaptation of the former proof. Proposition 4.2 and its Corollary 4.1 represent a really "serious" negative result as we discuss in the following lines. Suppose that the Toeplitz linear system to be solved T n (f )x = b is such that f is "good". However, if the Fourier coefficients of f are not represented exactly (which is barely possible unless f is very simple), then we go on solving the system T n (f )x = b, wheref is a small perturbation of f. Due to Corollary 4.1 and to the fact thatf ∈ span(f, e i(j ·x) , j = (j 1 , . . . , j d ), |j q | < n q ) it is "almost sure" (in the probability sense) thatf belongs to B A .
In conclusion, the unilevel case and the multilevel case are dramatically different and, in the opinion of the author, the main reason is the topological difference between the domains where the symbols are defined and more precisely, the difference between a unit line and a unit hypercube in terms of Hausdorff measure (as implicitly observed in [10] ).
What about G A ?
Finally we should ask about the structure of G A . Indeed if f ∈ G A \G A , then it is not possible to find a superlinear preconditioning sequence for {T n (f )} but the situation is still acceptably good since the "bad" function f can be unifomly approximated by a sequence of "good" ones. Therefore ∀δ > 0, ∃g δ ∈ G A such that f − g δ < δ and since any g δ belongs to
In conclusion the only difference with respect to "good" symbols is that the sequence of preconditioners will depend on the norm correction δ and this is not a substantial difference from a practical point of view.
The unilevel case is well known and indeed, by denoting P the set of all trigonometric polynomials, we have P ⊂ G A and then G A = C 2π for any of the most used sequences of algebras A such as circulants, Hartley etc. (refer to [3] ). Regarding the multilevel case, the analysis is just begun and the situation is really far from the unilevel setting as stated in the following result. Proof. It is an adaptation of the proof of the first part of Theorem 3.1 which takes into account the definition of the set G A . More precisely we take a nonconstant realvalued function f (or complex-valued where, setting g 1 = g 2 = f , we suppose that g 1 and g 2 satisfy the assumptions given in item 3 of Remark 3.1): in this way ∀ > 0, the following relation stands:
with t n = N(n)
j and x(f, ) > 0 and independent of n. Then we assume that f ∈ G A . Therefore ∀δ > 0 there exists f δ ∈ G A such that ∀ > 0, T n (f ) = P n (f δ ) + R N, (f δ ) + N N, (f δ ) + T n (f − f δ ) (12) with N N, (f δ ) < , T n (f − f δ ) < δ, rank(R N, (f δ )) = o(t n ).
Let us ask what happens to T n (f 2 ) and let us recall that by Lemma 2.3 there exists a new sequence of algebras A such that P n (g) = A N (g) for any g ∈ G A and moreover G A = G A since A and A are permutationally equivalent. Therefore if f 2 ∈ G A , then ∀δ > 0 there exists f δ ∈ G A such that ∀ > 0,
with
Furthermore as a consequence of (12) and since P n (f 2 δ ) = P 2 n (f δ ) we deduce that
where
Now if we subtract Eq. (14) from Eq. (13), we then observe that we can write T n (f 2 ) − T 2 n (f ) as the sum of two terms R n,δ, and N n,δ, , where the norm of N n,δ, is infinitesimal as δ and tend to zero and the rank of R n,δ, can be bounded by a constant eventually dependent on δ and times c n with c n = o(t n ). The latter conclusion is a contradiction due to the relation stated in (11) .
Therefore, at least one between f and f 2 does not belong to the closure of G A . Since we can find infinitely many linearly independent functions f with the above mentioned properties, the claimed thesis follows.
Finally we think that the following "very negative" results stand. In reality, we have the feeling that Conjecture 4.2 is true. For instance if we look at the τ sequence of algebras (the sequence of algebras associated to the Sine-I transforms [7] ), then the only known symbols belonging to G τ are those in the finite dimensional space spanned by {1, cos(x j ), j = 1, . . . , d} whose dimension is d + 1.
