The generalized Normal distribution is obtained from normal distribution by adding a shape parameter to it. This paper is based on the estimation of the shape and scale parameter of generalized Normal distribution by using the maximum likelihood estimation and Bayesian estimation method via Lindley approximation method under Jeffreys prior and informative priors. The objective of this paper is to see which is the suitable prior for the shape and scale parameter of generalized Normal distribution. Simulation study with varying sample sizes, based on MSE, is conducted in R-software for data analysis.
Introduction
The generalized normal (GN) distribution, also known as power exponential, exponential error or generalized Gaussian distribution extends the normal distribution by adding a shape parameter. Being a generalization of the normal and Laplace distributions, this distribution is perhaps the most widely used in areas such as signal processing, quantitative finance, medicine, telecommunication, information systems, physics, analytical chemistry, cybernetics, energy and fuels, biology, nanotechnology, neurosciences, operations research and management science, reliability and risk. Additionally to the mean and variance, the GN distribution has the shape parameter p, which is a measure of the peakedness of the distribution, however, it seems that there is not a closed-form expression for estimating p.
Various generalizations of the normal distribution are in use. The most well-known among them appears to be that proposed by Nadarajah (2005) ; his version alters the kurtosis, adjusting the sharpness of the peak, but maintains a zero-skew symmetry. Varanasi and Aazhang (1989) discuss parameter estimation for the GN distribution by using the methods of maximum likelihood and moments. Box (1973) first discussed its characters as well as the Bayes inference. GN distribution has been widely adopted in signal processing. Gharavi and Tabatabai (1988) adopted it to approximate the marginal distribution in image processing.
A random variable X is said to follow a (GN) distribution if its PDF is given by
     (1) where the parameters 0 ,  p  denote the mean and shape parameters of GN distribution respectively, is the standard deviation of the GN distribution. The shape parameter p denotes the rate of decay: the smaller p, the more peaked for the PDF, and the larger p, the flatter for the PDF, so it is also called as the decay rate. In most of the applications the mean can be considered as zero, i.e., µ = 0, then we will be focused on estimating the parameter of the GN distribution with two parameter. For 1  p , GN distribution reduces to Laplace or double Exponential distribution, for 2  p , GN distribution reduces to Normal distribution and for the limiting cases of p, we can obtain a distribution close to the uniform distribution as p→0. Like the normal distribution, equation (1) is bell-shaped and unimodal with
The GN distribution is symmetric w.r.t. μ, hence the odd order central moments are zero; i.e.,
The factor 2 in the denominator vanishes to make Y > 0. Thus the absolute moments of X are given by
The variance of X is given by putting r = 2 in (4) and is given by
The expectation is still μ but variance depends on the shape parameter p and decreases with respect to p. The CDF of GN distribution is given by
In addition to the complementary incomplete gamma function mentioned above, the calculations in this paper use the Euler's psi function defined by     
Maximum Likelihood Estimation
Maximum Likelihood Estimation (MLE) method is the general method of estimating the parameters of a statistical model given observations, by finding the parameter values that maximize the likelihood of making the observations given the parameters. To obtain the MLE of , and p  we assume that ) ..., , , ( Then the MLE of p and  is obtained by the solution of the equation
which depends on the shape parameter p .
And
Equation (9) can be solved by the iteration method of Newton-Raphson using 
  denotes the trigamma function. Thus p is obtained by choosing the initial value of k p and iterating the procedure till it converges. When p is obtained, ˆ can be obtained from (8).
Fisher Information of GN Distribution
For estimation procedures, the Fisher information matrix for n observations is required. It is used in the asymptotic theory of MLE and Jeffreys prior The second-order derivatives of equation (7) are: (3), we have the following results:
The elements of the Fisher information matrix are, therefore, given by:
Thus, the Fisher information matrix is given by:
Using the following results:    
(13)
Lindley Approximation of α and p under Jeffreys Invariant Prior
Bayesian approximation has found good sources provided by the works by Ahmad et.al (2007, 2011 ) discussed Bayesian analysis of exponential distribution and gamma distribution using normal and Laplace approximations. Sultan and Ahmad (2015) obtained Bayesian estimation of generalized gamma distribution using Lindleys approximation technique for two parameters. Fatima and Ahmad (2018) studied the Bayes estimates of Inverse Exponential distribution using various Bayesian approximation techniques like normal approximation, Tierney and Kadane (T-K) approximation methods.
The GN distribution has not been discussed in detail under the Bayesian approach. Our present study aims to obtain the Bayesian estimators for the shape and scale parameter of the GN distribution based on Lindley approximation technique. A simulation study is also discussed with concluding remarks.
For a Bayesian analysis of the GN distribution, we can use different prior distributions for the model parameters 
Then the joint posterior distribution of p and  is given by 
Lindley Approximation of α and p under Uniform and Gamma Prior
Assuming that  has a Uniform prior density given by   
Simulation Study
The simulation study was conducted in R-software using the pgnorm package to examine the performance of Bayes estimates for the shape (p) and scale (σ) parameter of the generalized normal distribution under Jeffreys invariant prior and informative (Uniform and Gamma) prior using Lindley approximation technique. We choose n (= 20, 60, 100, 150) to represent different sample sizes, in each sequence of the ML estimates and Bayes estimates for the given values of p = 1, 2, 4 and σ = 2, 4, 6 the desired ML and Bayes estimates are presented in Tables 1, 2 
