The Riemann zeta function is defined as ζ(s) = ∞ n=1 1 n s for ℜ(s) > 1 and may be extended to an analytic function on the whole complex plane, except at its unique pole s = 1. The Riemann hypothesis is a conjecture made by Riemann in 1859 asserting that all non-trivial zeros for ζ(s) lie on the line ℜ(s) = 1 2 , which is equivalent to the prime number theorem in the form of π(x)−Li(x) = O(x 1/2 log x), where π(x) = p≤x 1 with the sum runs through the set of primes is the prime counting function and Li(x) = x 2 1 log v d v is Gauss' logarithmic integral function. In this article, we give a proof for the Riemann hypothesis.
, which is equivalent to the prime number theorem in the form of π(x)−Li(x) = O(x 1/2 log x), where π(x) = p≤x 1 with the sum runs through the set of primes is the prime counting function and Li(x) = x 2 1 log v d v is Gauss' logarithmic integral function. In this article, we give a proof for the Riemann hypothesis.
Introduction.

"If I were to awaken after having slept for five hundred years, my first question would be: Has the Riemann hypothesis been proven? [1]" David Hilbert
Throughout this article, we shall use notations P for the set of all prime numbers, P ∞ that of the all prime powers, N = {1, 2, 3, . . .} that of natural numbers, Z that of the integers, R that of the real numbers, and C that of the complex numbers. We adopt the notation aN + b to denote the subset of Z containing all integers in the form of an + b for any fixed a, b ∈ Z. We also use the notation R + for the set of all positive numbers. We shall use the symbol ǫ ∈ R + for an arbitrary small positive real number, not necessarily the same at each occurrence in the various statement. We use the notation g(x) = f (x) + Ie(h(x)) to represent the fact that |g(x) − f (x)| ≤ h(x). Suppose that g(x) and h(x) are complex functions of the variable x and f (y) is a positive real-valued function of y. The notation g(x) = h(x)+O f (y) represents the fact that |g(x)−h(x)| ≤ Bf (y) with some absolute constant B > 0 whenever y is sufficiently large or y ≥ y 0 for some fixed positive number y 0 . For convenience, we also use the notation f (x) = h(x) ≤≥ g(y) for the statement |f (x) − h(x)| ≤ g(y).
An arithmetic function f (n) is a complex valued one defined for each n ∈ N. The sum function F (x) for an arithmetic function f (n) is a piecewise constant function with possible discontinuities only at some n's for n in a subset of N. It is convenient for us to adopt the half-maximum convention for every such a sum function; henceforth, we regard that every sum function (1.1)
F (x) = 1 2 f (x) + n<x f (n), if x ∈ N; n≤x f (n), otherwise.
Therefore, in our work, every sum function for an arithmetic function f (n) satisfies the following property:
at each point x where F (x − 0) and F (x + 0) are the left sided limit and right sided limit of F (x) at x, respectively. We also use the Heaviside function H α (v) at any fixed point α ∈ R, which is defined by , for v = α, 1, for v > α.
It is obvious that prime numbers play a central role in number theory. It has been understood that in-depth study of the distribution of the distribution of primes is connected to the Riemann zeta function since 1859, by Riemann's epoch-making work [19] . The Riemann zeta function ζ(s) is a regular complex valued function for s ∈ C\{1}. We shall denote s = σ + it accustomedly. For σ > 1, the Riemann zeta function is defined by
in which the last equation was known with real variable s by Leonard Euler as early as in 1773 and may be regarded as an analytic version of the fundamental theorem of arithmetic, which states that for each natural number n there is a unique factorization
where p a n means that a is the highest positive exponent such that p a divides n.
The definition in (1.4) may be extended to the whole complex plane by many different ways. For references, one may see [1] , [7] , [12] , or [15] . For σ > 0, we have
where ⌊v⌋ is the integer part of x or the greatest integer less than or equal to x. One may notice that s = 1 is a pole for ζ(s) with the residue 1. For s ∈ C\{1}, one may use the functional equation for the Riemann zeta function as follows. That is,
where Γ(s) is a complex valued function extending the definition for the factorial n! such that Γ(n + 1) = n!. One may explicitly express it as
where γ 0 ≈ .577215665 . . . is Euler's constant. The Gamma function Γ(s) has simple poles for s ∈ N − 1 and no zeros at all; in order to compensate these poles of Γ(s), ζ(s) vanishes at s ∈ −2N and the pole of ζ(s) at 1 corresponds the pole of Γ(s) at s = 0. These zeros s ∈ −2N for ζ(s) are called trivial zeros; all other zeros are called non-trivial zeros. The identity
from the reflection principle in complex analysis shows that all non-trivial zeros are symmetric about the real line. From the functional equation (1.7), one sees that all nontrivial zeros are located and symmetric about the line σ = . Actually, it is proved that all non-trivial zeros for the Riemann zeta function are located in the so-called critical strip 0 ≤ σ ≤ 1, also from (1.7) with a little bit more work.
The Riemann hypothesis says there is no zeros for ζ(s) for σ > 1 2 , which is equivalent to the statement that all the non-trivial zeros are located on the line σ = 1 2 by the property of symmetry from its functional equation. This conjecture was made by Riemann in 1860 together with six other conjectures in [19] . Every other conjecture made by Riemann has been proved since then, but the Riemann hypothesis has resisted every attack so far.
It is proved in 1890's by Hadamard and de la Vallée Poussin that ζ(s) does not have zeros on the line σ = 1. However, we did not even know whether the Riemann zeta function does not have hypothesis is valid for σ > a for any fixed a < 1 at the time of this work being written. The best known zero free region so far, from Vinogradov's method, was in the form of (1.10) σ > 1 − 1 49.13 (log |t|) 2/3 (log log |t|) 1/3 , see [13] . Perhaps, one should say that it is important to look at the Riemann hypothesis from the point of view in number theory; after all, it is about the prime numbers. The prime indicator function Id P (n) for every n ∈ N is defined by (2.1)
Id P (n) = 1, if n is a prime number; 0, if n is not a prime number.
The prime counting function π(x) or the sum function for the prime indicator is defined by
with the notation ∈ meaning that the half-maximum convention is adopted. Gauss' logarithmic integral function Li(x) is defined by
where we have used the Cauchy principal value for the integral. One may also use Li(x) without 0 in the subscript for the integral from 2 to x. The prime number theorem in its best known form is
where C is positive constant. The density hypothesis says that
where N(λ, T ) is the number of zeros for ζ(s) in the region such that ℜ(s) ≥ σ and 0 < t ≤ T . It is easy to see that N(1, T ) = 0 from Euler's product formula as the second equation in (1.4). In the case that λ = , it is known since 1905 by Riemann-von Mangoldt Theorem that
We shall call the following statement the Strong Density Hypothesis. That is,
It is well-known that the Riemann Hypothesis implies the Lindelöf Hypothesis and the Lindelöf Hypothesis implies the Density Hypothesis in literature. However, we did not know whether the density hypothesis implies the Riemann hypothesis. In this article, we prove the following result.
for 0 ≤ x < x ′ and H 1 (x) = H(x) for x ≥ x ′ and
Theorem 2. Assume that the Strong Density Hypothesis as stated in (2.7) is valid.
Then the series
, which is equivalent to the Riemann Hypothesis. Therefore, the Riemann Hypothesis, the Lindelöf Hypothesis, and the Strong Density Hypothesis are all equivalent.
Sketch of the Proof of Theorem 2. First of all, we extand the definition of
with respect to the estimate on ψ(x) in Section 3. We provide an exact formula of Laudau's formula for ψ(x) by dealing with differences of the above function in Section 4. We derive a formula for ψ(x) in Section 6. Lemma 11. We use induction on x.
In the writing process of this paper, we actually proved an even stronger result as follows, see [9] . We have,
for all 1 2 < λ < 1. Therefore, we have the following theorems.
Theorem 3. The Riemann hypothesis is valid; i.e., all non-trivial zeros for the Riemann zeta function lie on the line
The Riemann hypothesis is the analytic version for the prime number theorem in its certain form in number theory. The Riemann hypothesis is equivalent to the assertion on the prime counting in the form of (2.10) as follows, which is stated in [11] and is from [22] with some calculation for the smaller numbers. may be replaced by 1 if x ≥ 2.01.
Theorem 5. The Lindelöf hypothesis is valid; that is,
In [5] , it is proved by applying van der Corput's method in 1921 that in (2.11) ǫ = 1 6 + log log t log t with the constant B = 3 instead of the O notation. The best known result in this direction is slightly better than 1 6 . The validity of Theorem 5 is from the Riemann Hypothesis with the well-known technique in the current literature. We leave to reader on whether Linderlöf hypothesis implies the Strong Density Hypothesis we defined in (2.7) or the even stronger result in (2.9).
In fact, we prove that the Stronger Density Hypothesis implies the quasi prime number theorem in its psi-form as in (2.14), which is equivalent to the quasi Riemann Hypothesis. The psi-function is defined as
where
The prime number theorem in its psi-form is as follows. Theorem 2 follows from the next theorem as (2.14) is equivalent to the Riemann Hypothesis.
Theorem 6. The Stronger Density Hypothesis implies
3. The regularity of −
− ζ(s) on the left side of σ = 1.
"There have probably been very few attempts at proving the Riemann hypothesis, because, simply, no one has ever had any really good idea for how to go about it! [3]"
Atle Selberg
For brevity, we shall use the notation
henceforth. It is well-known that ζ(s) may be defined by
can be defined as , which may not be used until this hypothesis is validated.
Our studies in this article starts with the definition of Z(s) for some s on the left side of σ = 1. Note that
for σ > 1. But, it is not clear whether the series on the right side of (3.4) is convergent for any s = 1 such that σ ≤ 1. We use two fundamental tools in calculus -the partial summation method and integration by parts. First, we acquire
by the partial summation method, noting that ψ(n) = ψ(⌊u⌋) = ψ(u) whenever n ≤ u < n + 1. Therefore,
The last integral is convergent for σ > 0 as 0 ≤ u − ⌊u⌋ < 1. To apply the integration by parts, we denote
We apply integration by parts, getting
as Ψ(1) = 0. Combining (3.5), (3.6), and (3.8) with the definition of Ψ(u) in (3.7), one sees that
Now, we let H(u) be the positive valued function such that
From this, we obtain the following proposition.
and regular for σ ≥ H(u) + ε with respect to any fixed small value of ε ∈ R + .
We remark that it is trivial to see that
For example, if
The function Z(s) may be defined by
in the region Q such that the expressions on the right side are convergent.
The best result on the zero-free region is in the form of (3.13) β ≥ 1 − 1 49.13 log 2/3 |t|(log log |t|) 1/3 , see [13] . Correspondingly, we have (3.14)
where C is an absolute constant. For references, one may see [15] . We begin with the zero-free region, or N(λ, We end this section by stating the upper bound of ζ(s), −
, and Z(s)
We also recall Proposition 9.4 in [10] with | −
(If need for σ ≥ 2, we will.) From now on, ???we assume that x 0 is sufficiently large. Then, we let y > x 0 and y < x, r = 1 + 1 log x , and T > 14. It is known that there are no zeros for the Riemann zeta function for ℑ(s) ≤ 14. We also let Y and X satisfy 0 < Y < y and x < X whose values will be determined later. Also, we assume that T a is an associate of T , about which we only need to know that T ≤ T a < T + 1.155 and T a = β for any ρ ∈ Z, see [10] . We assume that N??) about For m > 0, the classical formula
Applying Integral Transform Formulas
plays a key role in the studies of prime numbers; though, it is used only for m > 1 under certain stipulation in the literature. However, it is also crucial for us to use this formula for some m with 0 < m < 1. We do not need the formula in (4.1); instead, we express the Heaviside function H 1 (v) as a sum of two functions involving the integrations. Let S be the route of the vertical line segment between m − iT a and m + iT a . Let S be a part of a simple closed curve S ′ , counter-clockwisely. If the index of the point s = 0 with respect to S ′ is equal to 0, then we denote the simple closed curve by R ′ and the complement part of S in R ′ counter-clockwisely by R; otherwide, the index of the point s = 0 with respect to S ′ is equal to 1, we denote the simply closed curve by L ′ and the complement part of S in L ′ counter-clockwisely by L. region Q is the beginning of Applying the Argument Principle, one sees that
noting that s = 0 is the unique pole of the function v s s . In the case of v = 1, we have
Therefore,
For instance, R may be the right side part P of the circle |s| = m 2 + T 2 a , or two parallel half line segments on the right side of the complex plan from m ± iT a to ∞ ± iT , which may be regarded as the limit of the route consisting of the line segement from m − iT a to M − iT a , followed by that from M − iT a to M + iT a , and followd by that from M + iT a to m + iT a when we let M → ∞. Similarly, N is the complement part of P in the circle |s| = m 2 + T 2 a , or two two parallel half line segments on the left side. Actually, we use
For references, one may see [12] or [15] . To justify the last expressions for the first and third cases, one notes that the function v s s tends to 0 as σ → ∞ uniformly in t. Also note that 1 − H 1 (v) is independent of m but both δ T (v) and δ E (v) are not. If we utilize (4.4) for m > 1, then the winding numer of R ′ with respect to the point s = 1 is equal to −1 and δ T is connected to the major terms; otherwise, the winding number of L ′ with respect to the point s = 1 is equal to 1 and δ E involves the major terms. The difficulty for us to apply the above formulas for m < 1 lies in the fact that there is a pole at s = 1 for the function −
. The crucial point in this work is for us to find a way to go around this kink. For references, one may see pages 105-107 in [12] or pages 300-302 in [15] . From the same references, one also has
Recalling the definition of the psi-function in (2.12) and (4.7) we get
where ψ 1 and ψ 2 are defined by the last two sums, respectively. Noting that ψ(x) is well-defined for any m > 0, one sees that ψ 2 is well-defined or the series is convergent since the series definition for ψ 1 (x) is convergent. We assume that N(m, T ) = 0 (somewhere)????. For any such a m, we then have
where ρ runs through the set of non-trivial zeroes for the Riemann zeta function, L b and L u are the horizontal line routes from m − iT u to −1 − iT u and from −1 + iT u to m + iT u , respectively, and, L l is the vertical line route from −1 − iT u to −1 + iT u , if x 0 and T u are sufficiently large as required in [10] . One of the key techniques used in this work is the difference of the function ψ(x), we study the differences ψ 1 (x) − ψ 1 (y) and ψ 2 (x) − ψ 2 (y) for y < x (somewhere). It follows from (4.10) that
The difference for the integral along with L l is comparatively very small and may be accessed directly without involving the difference with respect to x and y. That is,
We have used the items (b) and (c) in Proposition 9.4 in [10] for the upper bounds of −
≤ 4 log t for 12 < t ≤ T a and −
≤ 20 for 1 ≤ t ≤ 12. It follows that
recalling item (b) of Proposition 9.4 from [10] . Note here that (4.13)
Also recalling Proposition 9.4 in [10] but with item (a), we get
(4.14)
5. Differences as Error Terms. For the difference of ψ 2 (x), we write
where S j 's for j ∈ {1, 2, 3, 4, 5} are defined in order, respectively. Estimates for S 2 and S 4 are trivial; one has
noting that arctan(z) = − arctan z −1 . To estimate S 1 , S 3 , and S 5 , we first describe a technique dealing with integrals of complex functions along different routes. Let s 0 ∈ C and s ′ ∈ C be two different points on the complex plane and let C 1 and C 2 be two simple curves from s 0 to s ′ . We assume that the union of C 1 and C 2 by denoted by C is a simple closed curve. Note that s = 0 is the unique pole of the integrand in the following integration. For any fixed x ∈ R, we have
by the argument principle. Here, the value δ = −1, 0, or 1, equal to the index of s = 0 with respect to C. Now, let F (s) be any uniquely defined and regular s in an open region containing C. Similarly, we acquire
as the constant term 2πi δ is canceled. We then transform S 1 and S 3 into expressions involving the integral along R instead of L. Recalling (5.4), one has
(5.5)
Utilizing (5.3), we acqure
Hence,
We only need to interchange the order of the integration and summation in S 5 , getting
as the series in the sum is convergent. We then note
The last expression is bounded by O(log x) since y ≥ x/2 and m ≤ 2.
Concluding from (5.1) with (5.5), (5.6), (5.7), and (5.8), we obtain the following proposition.
Proposition 9.
Suppose that y is so that x and T sufficiently large and Y ≥ (e − 1)y/e and X ≤ ex/(e − 1). We have
(5.9)
6. The prime number theorem in the ψ form. Lemma 10. Suppose that y is so that x and T sufficiently large and Y ≥ (e − 1)y/e and X ≤ ex/(e − 1). We have
and M = min{log(y/Y ), log(X/x)}.
??? We instead prove (2.14), by the density hypothesis in the form of (2.5) and having recourse to the difference ψ(x) − ψ(y) from Lemma 10. Assuming that (2.14) is valid for y. We obtain
Recall (4.13) and note that 
, T + log y
. Now, we have three cases:
if we use T > y 1/2 , then we have
We only have the choice when T < y 1/2 . Then, note that 2[1 − h(T )] changes from 0 to 1 as h(T ) from 1 to 1 2 . Therefore, we have to choose T small. We shall take T such that T c > y, or equivalently, T > y 1−a . The second term inside the parenthesis in the last expression in (6.5) is simplified to (6.8) T c log y
Substituting (6.8) into (6.5) yields (6.9)
Actually we choose T = ey 1−a , from which, the second term inside the parenthesis on the right side of (6.9) is bounded from above by ≤ a and log T = (1 − a) log y + 1. It follows that (6.11)
Recalling (6.3) with (6.11) and (6.2), we obtain (6.12)
7. The Conclusion and afterwords. We let R be the route consisting of the horizontal line segment from m − iT a to m + log log log y log y −iT a , followed by the vertical line segment from m+ log log log y log y +iT a , and followd by the horizontal line segment from m + iT a .
log log y y .
Here, we have used the inequality a + b ≤ ab whenever a > 1 and b > 1.
as m ≥ .
We choose t = log y.
O (x − y) log y log log y y .
We then choose
h(log y) log y(log y − log log y)
We have (7.6) H(x) − 3 log log log x 4 log x .
To finish the proof of Theorem ??, we record the following Lemma 12 (Theorem 12.3 on page 305), directly from [15] . ψ(x) = x + O(x a log 2 x) if and only if ζ(s) = 0 for σ > a.
As direct consequences of Theorem 3, we now have many assertions being justified. For example, the Lindelöf Hypothesis is valid. Another is about the representation for the reciprocal of the Riemann zeta function. The series in the following is convergent for σ > The next one is concerning with the ξ function defined in (7.9). We have (7.10) ℜ ξ ′ (s) ξ(s) > 0, see [1] . In group theory, whenever n is sufficiently large, we have (7.11) log g(n) < 1
Li(n) ,
where g(n) is the maximal order of elements in the symmetric group S n of degree n, see [1] again. Also, the estimate on Titchmarsh's function (7.12) arg ζ(s) λ+it 1+it
= O log t log log t , for 1 2 ≤ λ ≤ 1, is justified.
We mention two results in number theory here, which are not approximately but exact ones from the Riemann hypothesis. Robin showed in [20] that (7.13) σ(n) < e γ n log log n, for n ≥ 5040. Lagarias proved in [18] that (7.14) σ(n) ≤ H n + e Hn log H n , for n ≥ 1 with the equality only for n = 1, where (7.15) H n = 1 + In passing, let me mention that any results under the Riemann hypothesis are valid. For instance, the existence of Mills' constant is validated now, see [4] . As a final point, we mention that one may revise the technique in this work to study the generalized Riemann hypothesis for the Dirichlet L-functions and the prime number theorem in arithmetic progressions with some substantial more work, see [6] .
To conclude this article, let me say that some difficult-look problems in mathematics may not be so tough to deal with if we somehow find a neat way to tackle it. This is one of those examples, one may also see [5] , [8] , and, [9] .
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