Abstract -A model is required for accurate estimation of the merchantable volume of pedunculate oak (Quercus robur L.) trees in Galicia, northwestern Spain. Accordingly, the purpose of the present study was to obtain equations for predicting merchantable volumes and stem profiles of individual trees. For this reason, two compatible and four non-compatible volume systems were initially evaluated and fitted to data from 251 destructively sampled trees which were collected in stands located throughout the area of distribution of the species in Galicia. The outliers were removed to provide a data set of measurements from 3 090 sections, which was then available for fitting. A second-order continuous autoregressive error structure was used to account for autocorrelation. Comparison of the models was carried out using overall goodness-of-fit statistics and box plots of residuals against relative height or diameter class. The compatible volume system of Fang et al. [22] provided the best compromise in describing the stem profile and estimating merchantable height, merchantable volume and total volume and is therefore recommended for pedunculate oak stands in Galicia.
INTRODUCTION
Determination of stem standing volume is very useful for both research and practical purposes in forestry, and contributes to the sustainable management of timber resources. The currently-used method of measuring the volume of sample trees is expensive, and volume equations are therefore required for predicting individual tree volume by measuring diameter at breast height (D) and total height (H). The volume of interest may comprise the entire bole or only the portion between the stump level and a specific point on the upper bole. Equations that allow determination of the volume to a * Corresponding author: barrio@lugo.usc.es minimum diameter or height that establishes a merchantability threshold are known as merchantable volume equations. These equations have commonly been obtained by developing volume ratio equations or taper functions.
Volume ratio equations predict the ratio of the merchantable volume to the total-bole volume of the tree. This approach was introduced by Burkhart [11] and has been widely used (e.g., [13, 16, 26, 43, 54, [57] [58] [59] ). Basically, the ratio (r) between the cumulated volume at each tree section (v) and the total volume of the tree (V) is related to measured values of D and/or H and a variable that specifies the upper-bole diameter (d) or height (h). If the upper-bole diameter appears as a variable in the model, the volume ratio equation will provide the merchantable volume to that diameter (v); if the variable is the upper-bole height, the model will provide the merchantable volume to that height (v h ). The two components of the volume ratio (r and V) equations are often developed separately, and the merchantable volume is expressed as the product V · r [1] . However, other authors (e.g. [10, 25, 35, 53] ) have fitted volume ratio equations as a composite model that includes both terms (r and V) in the same expression, in which case total volume becomes a special case of the volume ratio equation, i.e., when h = H or d = 0, then V = f (D, H).
Taper functions were first introduced by Höjer (1903, cited in [5] ) in an attempt to describe the stem profile, and since then they have always been a matter of interest for foresters (e.g., [7, 8, 22, 31, 33, 39, 44] ). The development of a volume equation from a taper function is based on its capability to estimate the diameter at a certain height from ground level. Taking into account the application of the definite integral for computing the volume of a solid of rotation, it is possible to determine the volume between any two heights on the stem. Once the diameter limit is specified, its corresponding height can be determined by inverting the taper function analytically or by using an iterative procedure. Therefore, if merchantable volume to a certain diameter is required, two steps are necessary: determination of the height corresponding to a specific diameter limit and then calculation of the volume to that height by integration.
Ideally, a taper equation should be compatible, i.e. the volume computed by integration of the taper function should be equal to that calculated by a total volume equation [16, 18, 22] . The total volume equation is very easy to use and is therefore preferred when classification of the products by merchantable sizes is not required. It is also desirable to achieve compatibility between the volume computed by integration of the taper function from ground to any merchantable height and the volume obtained with a merchantable volume equation. A comprehensive review of compatible volume systems has been reported by Diéguez-Aranda et al. [21] .
Pedunculate oak (Quercus robur L.) is distributed throughout most of Europe, with its southwestern range limited by the Iberian Peninsula [19] . This oak is also the dominant tree species in native forest in areas of Galicia (northwest Spain) with a wet oceanic climate, where currently 187 000 ha of pure oak stands are found [62] . Because of its importance and wide occurrence, studies related to the autoecology [20] , site quality [4] , and carbon and nutrient stocks [2] of pedunculate oak in the area have been carried out recently; nevertheless, none of them was related to merchantable volume estimation. The objective of the present study was therefore to develop a merchantable volume system for this species in Galicia. Three different systems are compared which had provided favourable results in previous studies: a volume ratio equation, a non-compatible taper function and a compatible taper function. The intention is to analyze the advantages and disadvantages of each system. The purpose of the analyses is to address the three main problems associated with merchantable volume equation development: the error structure of the data, the multicollinearity among independent variables, and the heteroscedasticity. Data points of relative diameter (quotient between an upper-stem diameter and the diameter at breast height) and relative height (quotient between height above ground level to an upper-stem diameter and total tree height) plotted with a local regression loess smoothing curve (smoothing factor = 0.25).
MATERIAL AND METHODS

Data set
Data corresponding to 251 non-forked trees were collected in stands located throughout the area of distribution of pedunculate oak in Galicia, covering the existing range of ages, stand densities and site qualities. The trees were selected to ensure a representative distribution by diameter classes. Diameter at breast height (1.3 m above ground level) was measured to the nearest 0.1 cm in each tree. The trees were later felled leaving stumps of average height 0.22 m, and total bole length was measured to the nearest 0.01 m. Each tree was cut into logs at 1 to 3 m intervals of bole length until the point where the well-defined bole ended. The number of observations per tree ranged from 5-19. The average of two perpendicular diameters outside bark, measured to the nearest 0.1 cm in each section, was used. Log volumes were determined using Smalian's formula -except for the top section, which was treated as a cone. Outside bark total stem volume (above stump) was obtained by summing the outside bark log volumes and the volume of the top section of the tree.
The scatter plot of relative diameter against relative height was examined visually to detect possible anomalies in the data caused by wounds, epicormic branches or coarse bark. As taper functions are not intended for deformed stems, abnormally shaped sections were not included in further analysis. For this reason, a nonparametric taper curve was fitted by local regression, with the LOESS procedure of SAS/STAT [47] . The process was carried out following the procedure described by Bi [7] for detecting abnormal data points. This involved local quadratic fitting with a smoothing parameter of 0.25, which was selected after iterative fitting and visual examination of the smoothed taper curves overlaid on the data. Only 0.32% of the observations in the data set were extreme values. The plot of relative height against relative diameter used for this study, together with the loess regression line, are shown in Figure 1 .
Summary statistics including mean, minimum, maximum and standard deviation values of the main tree variables finally used for model fitting are shown in Table I . 
Equations tested
In this study two volume ratio equations, two non-compatible taper functions and two compatible taper functions were first considered for analysis. Within the first group, we chose the version modified by Cao et al. [13] of the model originally proposed by Burkhart [11] , and the model derived by Clark and Thomas [15] as a modification of the exponential ratio equation of Van Deusen et al. [58] by adding a third parameter.
Both of these models have been used recently for predicting green weight of loblolly pine trees in the United States [10, 52] .
Within the non-compatible taper functions we tested the variableexponent models developed by Bi [7] and Kozak [33] . These types of functions describe the stem shape with a changing exponent or variable from ground to top of the tree, and are assumed to be the most flexible in their ability to fit data for species and trees with different stem forms, providing the lowest degree of local bias and greatest precision in taper predictions (e.g., [31, 33, 36, 39] ).
Within the compatible taper functions we tested the singlepolynomial model developed by Goulding and Murray [24] and the exponential-segmented model developed by Fang et al. [22] . These systems provide compatibility between the volume computed by integration of the taper function from ground to top, or any merchantable height, and the volume obtained with a total or merchantable volume equation, respectively. The models selected performed favourably for different species in the studies of Castedo [14] , Diéguez-Aranda et al. [21] and Corral et al. [17] .
Although all these models fitted the data reasonably well in the preliminary analysis, we finally selected one model from each group for further analysis: Tasissa et al. [52] , Kozak [33] and Fang et al. [22] .
Tasissa et al. (1997)
This volume system comprises a total volume equation and a volume ratio equation. We used Spurr's combined-variable equation
, which performed well in a previous study involving estimation of pedunculate oak tree volume in Galicia [3] . The composite model for predicting merchantable volume to any upper diameter limit is:
The exponential ratio model is doubly constrained because as the upper diameter limit increases from zero to infinity, the ratio decreases to zero, and if the upper diameter limit decreases to 0, the ratio increases to one, and merchantable total volume (v) is equal to total volume (V) [10] .
The volume up to any specific upper height limit can also be predicted with the following expression:
The exponential ratio model is constrained in the same way as Equation (1) so that as the upper height limit increases from zero to H the ratio increases to one, and merchantable total volume (v h ) is equal to total volume (V) [10] .
Since both values of the volume ratio for any specified diameter limit or its corresponding height must be the same, by equalling and rearranging Equations (1) and (2), two taper functions can be derived to predict diameter outside bark along the stem (d) and the height at which that diameter occurs (h):
Kozak (2004)
This is a variable-exponent taper model, proposed by Kozak [33] as the best solution for consistently estimating the diameter along the stem, the tree or log volume and the merchantable height. The expression of this non-compatible taper function is:
where
Fang et al. (2000)
This exponential-segmented-compatible model assumes that the stem has three sections with a variable-form factor, although constant for each one. The system comprises three equations: a taper function, a total volume equation and a merchantable volume equation. The expression of the system is:
Taper function:
where 
Volume equation:
Although the development of the compatible system of Fang et al. [22] is based on total volume Equation (8), any other total volume equation can be used as input into the system by changing the expression of c1 in Equation (6).
Model fitting
In the volume ratio system of Tasissa et al. [52] , Equations (1) and (2) can be fitted simultaneously. This procedure optimizes volume predictions to a certain height or diameter limit rather than providing a stem profile description (Eqs. (3) and (4)). Equations (1)-(4) can also be considered as a system of simultaneous equations, in which v, v h , d and h are variables whose values are determined by the system (endogenous variables) and D and H are exogenous, i.e., they are independent variables that do not depend on any of the endogenous variables in the system.
There are three possible ways of fitting the system of Fang et al. [22] : (i) estimation of the parameters of the total volume equation (8) using the total volume observations, substitution of the estimated parameters in the system, and fitting of the remaining parameters; (ii) estimation of the parameters of the taper equation (6) and substitution in the volume functions, or (iii) estimation of all the parameters of the system simultaneously. We adopted the latter approach for both models [22, 52] to optimize the total sum of squared errors of the system, i.e., to minimize both, the diameter at different heights and the volume prediction errors.
For fitting the system of Tasissa et al. [52] , the Full Information Maximum Likelihood (FIML) technique was applied to fit all the equations simultaneously with the MODEL procedure of SAS/ETS [48] . The equations of the system of Fang et al. [22] are not really simultaneous (none of the exogenous variables in one equation of the system appears as dependent on the left-hand side of the other equation; see [30, 45, 63] ; however, since the error components of the variables on the left-hand side and right-hand side are significantly correlated at the 5% level (Corr(v, d) = 0.1934), simultaneous fitting using the seemingly unrelated regression (SUR) technique [63] was applied. This was accomplished using the MODEL procedure of SAS/ETS [48] .
The non-compatible taper function of Kozak [33] was fitted by means of nonlinear regression with the Marquardt algorithm of the SAS/ETS MODEL procedure [48] .
There are several problems associated with stem taper and volume equation analysis that violate the fundamental least squares assumption of independence and equal distribution of errors with zero mean and constant variance; multicollinearity, autocorrelation and heteroscedasticity are three of the most important of these problems. Although the least squares estimates of regression coefficients remain unbiased and consistent under the presence of multicollinearity, autocorrelation and heteroscedasticity, they are not necessarily the most efficient [37] . These problems may seriously affect the standard errors of the coefficients, invalidating statistical tests that include t or F distributions and confidence intervals [38, 42] . Appropriate statistical procedures should therefore be used in model fitting to avoid problems of heteroscedasticity and autocorrelated errors, and models with low multicollinearity should be selected whenever possible [32] .
Multicollinearity is a problem associated with almost all forestry data [32] . This refers to the existence of high intercorrelations among the independent variables in multiple linear or nonlinear regression analysis, because some variables represent or measure similar phenomena. We used the condition number to evaluate the presence of multicollinearity among variables in the models analyzed, which is defined as the square root of the ratio of the largest to the smallest eigenvalue of the W'W matrix, where W is the matrix of the partial derivatives of the parameters. According to Belsey [6] , if the condition number is 5-10, multicollinearity is not a major problem, if it is in the range of 30-100, then there are problems, and if it is in the range of 1000-3000 there are severe problems associated with multicollinearity.
In the development of volume ratio equations or taper functions we are dealing with multiple observations on each tree. It is therefore expected that observations within each tree are spatially correlated, which violates the assumption of independent errors. To overcome the possible autocorrelation, we modelled the error term using a continuous autoregressive error structure (CAR(x)), which allows the model to be applied to irregularly spaced, unbalanced data [25, 64] . To account for k-order autocorrelation, a CAR(x) model form that expands the error term in the following way can be used [64] :
where e i j is the jth ordinary residual on the ith individual, e i j−k is the j-kth ordinary residual on the ith individual, I k = 1 for j > k and it is zero for j k, ρ k is the k-order autoregressive parameter to be estimated, and h i j -h i j−k is the distance separating the jth from the jth-kth observations within each tree, h i j > h i j−k . In such cases ε i j now includes the error term under conditions of independence. The above error structure was fitted simultaneously with the mean structure using the MODEL procedure of SAS/ETS [48] , which allows for dynamic updating of the residuals. Forest modellers are often faced with the problem of heteroscedasticity in their data, especially in the construction of volume equations. Although several assumptions about the nature of the heteroscedasticity problem in the construction of volume equations that depend on two variables were suggested, it is often assumed that the variance of the error (σ . The most reasonable value of the exponential term m should provide the most homogeneous studentized residual plot [29] . The value can be obtained by iteratively testing different values of m (e.g., from 0.1 to 2), or optimizing the value using the method suggested by Harvey [27] , which consists of using the estimated errors of the unweighted model (ê i ) as the dependent variable in the error variance model, i.e.:
or, taking the natural logarithm -ln-of the function:
The m parameter of Equation (11) was estimated using linear regression. Parameters of Equations (1), (2) and (7) were estimated using generalized non-linear least squares by specifying the weight function with the option resid.y = resid.y/ (D 2 H) m i of the SAS/ETS MODEL procedure [48] , where y is the dependent variable of the model.
Model comparison and model selection
The comparison of the estimates for the different models was based on numerical and graphical analyses of the residuals. Two statistical criteria were examined: the root mean square error (RMSE) and the coefficient of determination for nonlinear regression (R 2 ). Although there are several shortcomings associated with the use of R 2 in nonlinear regression, the general usefulness of some global measure of model adequacy appears to override some of those limitations [46] . The expressions of these statistics are:
where y i andŷ i are the observed and predicted values of the dependent variable, respectively, n the total number of observations, p the number of model parameters (the number of shared parameters in systems composed of two equations is divided by two), and r y iŷ the correlation coefficient for a linear regression between the observed and predicted values of the dependent variable (see [46] , p. 419 and 424). Although single indices of overall prediction (RMSE and R 2 ) are good indicators of the effectiveness of each volume system, they may not show the best model for practical purposes. We therefore used box plots for evaluating the distribution of the residuals of the following dependent variables: top diameter (d), height above ground to top diameter (h), merchantable volume (ν or ν h ) and total volume (V). The first was evaluated by relative height (h/H) classes from ground to top, the second and third by d classes from ground to top, and the fourth by D classes. These graphs are very important for illustrating areas across levels of a grouping variable for which the volume systems provide especially poor or good predictions.
Prior to carrying out this comparison, for the models of Kozak [33] and Fang et al. [22] , estimates of the height at which each commercial diameter occurs were obtained. For this purpose, we used the Newton iterative procedure implemented by the SOLVE statement of the SAS/ETS MODEL procedure [48] . In addition, total and commercial tree volumes for the model of Kozak [33] were computed by means of the QUAD subroutine of the SAS statistical package, which performs numerical integration of scalar function in one dimension over finite interval [49] .
If we are interested in comparing candidate models in terms of their prediction capabilities, we must take into account that ordinary residuals are measures of quality of fit and does not asses quality of future prediction ( [37] , p. 168).
For this purpose, validation of the model must be carried out. Ideally, a newlycollected data set will be available for validation [9, 34, 41, 60] . Due to the scarcity of such data, several methods have been proposed (e.g. splitting the data set or cross-validation, double cross-validation), although they seldom provide any additional information compared with the respective statistics obtained directly from models built from entire data sets [34] . Moreover, according to [28, 37] the final estimation of the model parameters should come from the entire data set because the estimates obtained with this approach will be more precise than those obtained from the model fitted from only one portion of the data. Considering these arguments, we decided not to attempt a model validation in this study (relying on the fact that a well developed model will behave well), and to wait for a new data set to evaluate the quality of the predictions.
RESULTS AND DISCUSSION
The models were initially fitted without expanding the error term to account for autocorrelation. As expected, because of the hierarchical nature of the data, a trend was apparent in all the models analyzed in terms of the residuals of the taper and merchantable volume equations as a function of lag1-and lag2-residuals within the same tree. We therefore expanded the error term as a continuous autoregressive process, and found that a second order autoregressive structure was sufficient to eliminate the autocorrelation of d predictions in the three models. As an example, Figure 2 (first row) shows how the spatial autocorrelation is removed in the model of Fang et al. [22] after modelling the residuals as a continuous second-order autoregressive structure. Autocorrelation was more severe in merchantable volume than in diameter at a given height, and after applying a third-order autoregressive structure this was only partially removed. This effect is also shown for the merchantable volume model of Fang et al. [22] (Fig. 2, second  row) . Although accounting for autocorrelation does not improve the predictive ability of the model, it prevents underestimation of the covariance matrix of the parameters, thereby making it possible to carry out the normal statistical hypothesis tests [61] . Therefore, considering the very high significance of all the parameters, including the autocorrelation parameters (Tab. II), it may be assumed that no changes in parameter significance would be found by incorporating the residual's trends in a more efficient way into the model.
For practical purposes, the correlation parameters (Tab. II) can therefore be ignored, unless one is working with several measurements of diameter at different heights on the same individual.
Scatter plots of residuals against predicted merchantable volume showed an increasing variance in residuals as the diameter values increased in Equations (1), (2) and (7). Fitting of Equation (11) by ordinary least squares provided m values of 1.80, 1.71 and 1.52 for inclusion in the weighting factor for the correction for heteroscedasticity in the three merchantable volume equations. These values allowed minimum variance estimates and reliable prediction intervals to be obtained [40] . (6) and (7) fitted without considering the autocorrelation parameters; residuals lotted against lag1-residuals and lag2-residuals (middle and right columns, respectively) considering a continuous autoregressive error structure of second and third-order, for Equations (6) and (7), respectively. The parameter estimates and their approximated standard errors for each volume system, after taking into account autocorrelation and heterocedasticity, are shown in Table II . All the parameters were significant at the 5% level.
The values of R 2 and the RMSE are shown in Table III . All the equations performed reasonably well, explaining more than 97% of the total variance of the dependent variables. The highest multicollinearity was found in the system of Tasissa et al. [52] , as inferred from the condition number.
The following considerations for each model analyzed can be made on the basis of the goodness-of-fit statistics (Tab. III) and the analysis of the box plots of the residuals for the four dependent variables of interest (d, h, V and ν) by relative height or diameter classes (Fig. 3) : -Assessment of the models, taking into account how they perform in describing diameters along the stem, revealed that the variable-exponent model of Kozak [33] performed best and the model of Tasissa et al. [52] performed worst. These results are reasonable since the values of the estimated parameters are optimized for d in the taper function, and for d, h, v and v h simultaneously, in the system of Tasissa et al. [52] . This model provided a clear underestimation of diameter in the section closest to the ground, whereas the models of Fang et al. [22] and Kozak [33] provided only a very slight overestimation (Fig. 3, first row) . Accurate predictions of diameter of this section are important since the basal log is particularly important from a commercial point of view. None of the models of Fang et al. [22] and Kozak [33] showed a systematic trend in the residuals in relation to this variable; however the latter performed slightly better than the former.
-Differences among models as regards the estimations of height along the stem were greater than those corresponding to diameter. Once again, the model of Tasissa et al. [52] underestimated commercial heights by diameter classes and provided the widest interquartile ranges of the residuals (Fig. 3,  second row) . The other two models provided similar results, with the model of Kozak [33] performing slightly better than the others. -The predictions of total volume were less accurate for the largest trees (Fig. 3, third row) in all the models analyzed. These results suggest that modelling of butt sweep, which is a characteristic attribute of large oak trees, should be carried out with more measurements of diameter at different heights in the lower part of the stem (e.g., [33, 51, 55, 56] ). The volume systems of Fang et al. [22] and Tasissa et al. [52] performed better than the model of Kozak [33] , which clearly underestimated the volumes of the largest trees. Again, the results were consistent with the fact that parameter estimates of the latter model were optimized for predicting stem profile rather than stem volume.
-All the models provided biased merchantable volume estimates in the bole sections closest to the ground level. The system of Tasissa et al. [52] overestimated the merchantable volume, whereas the systems of Fang et al. [22] and Kozak [33] underestimated it, but to a much lesser extent (Fig. 3, last  row) . The residuals for merchantable volume for the system of Tasissa et al. [52] were also more widely dispersed because this model presented wider interquartile ranges for all the limit diameter classes (Fig. 3) . Although the parameters of the model of Kozak [33] are optimized for diameter predictions along the entire tree bole, this model provided good predictions in merchantable volume estimations (obtained by numerical integration, which is somewhat a disadvantage of this model), which were surprisingly better than those provided by the system of Tasissa et al. [52] . With this system, merchantable volume comprising volume ratio-based systems is estimated with more accuracy to any specific top limit height than to any specific top limit diameter, because the RMSE of Equation (1) is approximately one-half the size of the RMSE of Equation (2) (Tab. III). These results are also consistent with those reported by other authors (e.g., [43, 53, 59] ).
The above considerations can be summarized as follows for our database: (i) if the main interest of the research is stem profile description, the variable-exponent model proposed by Kozak [33] seems the best option; (ii) if the purpose is to predict total and merchantable volume, the compatible volume system of Fang et al. [22] appears to be the best solution for both variables; and (iii) if a good compromise between stem profile description and total or merchantable volume estimation is required, the compatible volume system of Fang et al. [22] again provides the best results.
Eventually, it is up to the practitioner to decide which is the most appropriate model for the required use. However, considering the good results provided in describing the stem profile and predicting stem volume, we recommend the compatible volume system developed by Fang et al. [22] for general use. Furthermore, this model showed the lowest value for the condition number and therefore minimized the problems associated with multicollinearity (Tab. III).
CONCLUSIONS
The present study was carried out on the basis of up-todate knowledge available in the literature on taper and volume modelling. Among the three different types of models for describing the taper and estimating stem volume for pedunculate oak that were analyzed, the segmented compatible model of Fang et al. [22] best described the experimental data. This model compared favourably with the noncompatible taper function of Kozak [33] and with the volume-ratio system of Tasissa [52] in its ability to predict upper-stem diameter, height to any specific diameter, total volume, and merchantable volume. The system of Fang et al. [22] also has the advantage that the resulting taper, merchantable and total volume equations are compatible with each other. The satisfactory results obtained with this system in estimating total tree volume are probably due to the fact that the simultaneous model fitting reduced the total system squared error, i.e., it simultaneously minimized both diameter at different heights and volume prediction errors.
The diameter and the cumulative volume along stems were found to be highly correlated. Within-tree diameter autocorrelation was satisfactorily modelled as a second-order continuous autoregressive process, whereas cumulative volume was modelled as second or third-order continuous autoregressive processes. Non constant variance in volume equations was removed by using a power function of the combined variable squared diameter at breast height and total height. Only trees with a clearly defined stem from base to tip and non-forked trees were considered in the present study. To complete the information provided by the system, a new sample considering forked trees of different heights or trees where the well-defined trunk ends at the base of the crown is required.
