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1. INTRODUCTION 
L’Ctude de certains systemes Clectriques, non lineaires, independants du 
temps et excites periodiquement, conduit a des equations integro-differen- 
tielles du type suivant:r 
$ + P)(U) + 1: A@, T) +-> dT = f, u(0) = U(1) (1.1) 
oti v est une fonction continue et croissante et oh l’operateur integral A 
defini par 
(Au) (t) = 1; A(t, T) U(T) dT 
est semidefini positif, i.e., 
A(t, T) U(T) dT > 0, VU. 
Dans ce travail et sous des hypotheses sur cp, A, f qui seront precisees en 
Section 2 on utilisera des methodes du type “differences finies” pour appro- 
cher les solutions eventuelles de (l.l), et passant B la limite sur le pas de 
discretisation, on montrera que le probleme initial admet effectivement une 
solutions (unique si v et/au A verifient une hypothbe de forte monotonie). 
l On a supposh la p&ode &ale 1 I’unit& 
s Dans R. Glowinski [l], on trouvera des dhonstrations dircctes (mais non 
constructives) de l’existence de solutions de (1.1). 
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On indiquera egalement un algorithme du type “Directions Alternees” 
permettant la resolution numerique du probleme approche avec application 
A des exemples. 
2. POSITION DU PROBL&ME ET CADRE FONCTIONNEL 
2.1. Hypoth&es SW v, A, f 
On fait sur v, A, f les hypotheses: 
Hl: (i) y  : 101, fl[ + R (a, /3 Cventuellement infinis), 
(ii) v  est continue et croissante sur 1~1, fi[, 
(iii) y,(a) = --co et p(p) = +co. 
H2: Soit 1;2 = 101, /3[ x ]or, /3[, la fonction (t, T) ---f A(t, T) appartient a 
L”(Q) et l’operateur integral, note A, associe, est semi d&i positif, 
i.e., 
(Au, u) = j1 u(t) dt j’ A(t, T) U(T) dT > 0, vu ELl(0, 1). 
0 0 
H3: f ELm(O, 1). 
Remurque 2.1. On peut supposer ~(0) = 0, cas auquel on peut toujours 
se ramener. 
2.2. Cadre Fonctionnel 
2.2.1. L’ertsemble D(v) 
C’est le sous-ensemble ouvert de L”(0, 1) defini par: 
D(v) = [u / u ELm(O, l), (Y < inf ess(u) < sup ess(u) < /I]. (2*1) 
2.2.2. respace ?Gm(r): 
Soit r le cercle de rayon 1/2~r, I’espace JWm(I’) est defini par 
rwyr> = [ZJ 1 24 ELW(O, l), 2 EL”(0, l), u(0) = U(l)] (2.2) 
les d&i&es etant B prendre au sens des distributions de 9(0, 1) (ou de 9(F)). 
Remurque 2.2. La fonction u &ant absolument continue (et miZme lip- 
schitzienne) sur [0, 11, on peut effectivement dkfinir u(0) et u(l), l’hypothkse 
de periodkite a done un sens. 
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De facon evidente, on a la: 
PROPOSITION 2.1. L’espace W1*m(.F) est un espace de Banach pour la 
norme: 
II u II W1~mm = II u IILp”(O,l) 2 + /I -!I . rpD(O.1, 
2.2.3. Le sowensemble des solutions 
On cherchera a resoudre l’equation (dujdt) + v(u) + Au = f dans le 
sow-ensemble D(v) n FV@(I’). 
3. DEUX LEMMES 
On demontrerait sans grandes difficult& les deux lemmes suivants3, 
utiles dans la suite: 
LEMME 3.1. L’operateur integral A est linkaire continu (resp. completement 
continu) de Ll(O, 1) -+ Lm(O, 1) (resp. de Lp(O, 1) -+ Lq(0, 1) avec p > 1, 
1 6 4 < + 00). 
Remarque 3.1. On a: 
II Au I/pmc,,,l, d II A IIP,n, II u IILI~~,~~ 7 (3-l) 
Oh 
II A Ilpmcn, = s;p,,esl” I A(t, 4 . 
Remarque 3.2. Si le noyau A(t, T) est continu sur 0, l’operateur integral 
A est completement continu de L1(O, 1) + Co(W) (C’est une consequence 
immediate du theoreme d’Ascoli). 
LEMME 3.2. Etant don&e une fonction numerique v’, continue et croissante 
sur ]a, /I[ avec v(a) = - 00, ~(0) = 0, y@) = + co, il existe alors qe continue 
sur R telle que: 
(1) vC est paire et 20 sur R, 
(2) do) = 0, 
(3) %(+a)) = +a, 
(4) x -+ / x 1 &x) est convexe sur R, 
(5) dx> G I d4L vx E 1% PI- 
3 On en trouvera les demonstrations dam R. Glowinski [I]. 
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4. UN RfiSULTAT D'UNICITk 
Anticipant sur l’existence, dans D(v) n JVm(I’), de solutions de (1, l), on 
va demontrer le: 
T&OR&ME 4.1. Supposant l’existence dans D(q) n Wl*=(I’) de solutions de 
Z’Lquation (1. l), il y a unicite’ si v etlou A sont strictement monotonesa. 
Dbmonstration. Soient deux solutions, ur et us , on pose w = I.+ - ur , 
d’oh par difference et produit scalaire: 
s 
l dw 
w dt dt + j; (&+) - +,)) (u:, - ul) dt + j:, wAw dt = 0. (4.1) 
0 
Par periodicit de w on a: 
s 
l dw 1 
0 
w~dt=1[w2(1)-w2(o)1=o (4.2) 
et les deux autres integrales etant 30 par monotonie de v et A on a: 
I :(v(uz) - cpb4)(~2 - uddt = 0, (w, Aw) = 0 (4.3) 
et ‘p et/au A etant strictement monotones, on a w = 0 i.e. l’unicite. 
5. APPROXIMATION PAR SCH&IA D~ENTR~ ARRIBRE 
5.1. Orientation 
Dans ce paragraphe, on va etudier une approximation de la solution de 
l’equation (1.1) basee, respectivement, sur l’approximation de u’(t) par le 
quotient [u(t) - u(t - h)]/h (d CcentrC arriere) et de A(t, 7) par un noyau 
de rang fini Ah(t, T), fonction CtagCe de t et r. Ceci conduit, de facon t&s 
naturelle, ZI travailler d’une part avec une approximation de type interne, par 
des fonctions continues, ptriodiques, lineaires par morceaux, et d’autre 
part une approximation externe par des fonctions Ctagees. 
5.2. Deux Espaces d’Apptoximation 
Soit r le cercle de rayon 1127~ orient6 dans le sens habituel, l’abscisse 
curviligne sera not&e 8. Soient un entier N > 0 et h = l/N, on appelle 
Bl,. . .) B”,.. ., 8N les points de T d’abscisse curviligne 0 ,..., (i - 1) h ,..., (1 - h). 
4 On rappelle que I’optkateur A est strictement monotone si et seulement si 
&Au) = 0 o u = 0. 
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5.2.1. Un espace d’approximation ext@ne 
On appelle respectivement & les arcs de T de longueur h, cent& en Bi et 
z&(0) la fonction caracteristique de EC . Soit V,,, l’espace des fonctions etagees 
sur r engendre par les r& , alors: 
V,, = vOh/vOh = f  h,@ , (h, ,..., hN) E RN 1 . (5.1) i=l 
5.2.2. Un espace d’approximation interne 
On considere les arcs de T : or = [P, @] ,..., Zi = [P-l, @] ,..., 
&, = [P-l, P]; d ans ces conditions, on d&nit VI, C Wan par: 
VI, = [vrn/vrh continue sur T, lineaire sur les &I. (5.2) 
5.3. Approximation de A et f  
5.3.1. Approximation de f 
On prolonge (par commodite) f en une fonction periodique iELm( 
approchee sur r par la fonction CtagCe f; definie par 
(5.3) 
et on a la 
PROPOSITION 5.1. Lorsque h + 0, fh -+ f dam Lp(r) fort (1 d p < + co). 
5.3.2. Approximation de A 
On prolonge le noyau A E L”(Q) par la fonction A E Lm(r x r) double- 
ment periodique et d est approchee sur I’ x r par la fonction CtagCe A;, 
definie par: 
(5.4) 
et l’opkrateur integral associe, Ah , v&ifie: 
As E voh vet E o(r), 
(&oI, 9 vod = &on 9 vod vzc,, 9 voh E votz 3 
(A,,, 9 vod 3 0 VVOh E vo, 
et on a par ailleurs la: 
(5.5) 
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PROPOSITION 5.2. Lorsque h + 0, x,, -+ A” duns L”(r x IJ fort 
(1 <p < +a)). 
Remarque 5.1. Les fonctions f et A Ctant connues et suffisamment 
regulieres, le calcul exact ou approche (par quadratures par exemple) des 
/l et des & ne presente aucune difficult6 theorique. 
5.4. Formulation Inte@o-Difl&ntielle du Probkne Approcht! 
A partir du N-uple (ur , ua ,..., uN) E RN on d&nit u,,~ E V,, et ulh E V,, 
par: 
UOh = gl u@ti 7 ulh(@) = ui * (5.6) 
Dans l’etude de la convergence, lorsque h + 0, sera Cgalement t&s utile la 
relation: 
I! UOh - %a ALL%-, (5.7) 
Dans ces conditions, nous considerons le probleme approche defini par: 
u;h (01 - +) + ‘?+,h(~l)) + j- Ah(el > ‘%) cOh(e2) de’2 =cfh@l) P-P* sur r* 
r 
(5.8) 
5.5. Systime non Linbaire Equivalent 
11 peut &tre commode d’expliciter (5.8) sous la forme d’un systeme de N 
equations non lintaires g N inconnues, soit: 
(5.9) 
% -hui-1 + &Q) + h 5 Asjuj =Ji 
j=l 
(2 < i < N). 
5.6. Rtkolubilite’ du Probkk Approchd 
5.6.1. Un rbultat de monotonic 
Soient U et F les deux elements de RN definis respectivement par 
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On d&nit tgalement A, E 6P(RN, RN) par: 
(A,U), = v, 
(AhQ = ui ; ui-1 
(5.10) 
(2 < i < N). 
Dans ces conditions, on a le: 
LEMME 5.1. L’opkateur G, dejini par le premier membre de (5.9) est mono- 
tone croissant de (]cx,/~[)~ + RN pour le produit scalaire euclidien standard de RN. 
Demonstration. D’apres les proprietes de cp (cf. 2.1) et la troisieme relation 
(5.5) il suffit de le demontrer pour A,, or 
h(A,U, U) = uI(u1 - UN) + fJ ui(ui - ui-1) = g U: - uNul - 2 ui-lui . 
i=2 i=l id 
(5.11) 
De l’inegalite 2 ) ab 1 < a2 + b2 (Va, b E R) on deduit (AhU, U) > 0, VU E RN. 
Remarque 5.2. L’operateur G,, est strictement monotone si CP et/au A sont 
strictement monotones. 
5.6.2. Resolution du probl&ne approche’ 
On peut demontrer la resolubilite du probltme approche 8 partir du theo- 
r&me de Brouwer ou de resultats de Minty [l], Sandberg-Willson [l, 21 etc. 
Nous donnerons, dans ce travail, une demonstration directe, basee, fonda- 
mentalement, sur la mtthode des approximations successives, apres rkgula- 
risation de G,, par un terme de la forme AI (I &ant l’application identique de 
RN + RN). 
On a le: 
THBOR~ME 5.1. Sous les hypotheses 2.1 sur q~,, A, f, le systlrne (5.9) admet 
une solution dans ICY, /?p et ily a unicite’ si q etlou A sont strictement monotones. 
Demonstration. 
(1) Regularisation de Gh . Le systeme regularise de (5.9) est defini par 
Au1 + ~+p(u,)+hfa;*u,=i,, 
hl 
(5.12) 
A% + Ui-hUi-l+f(uj)+h~kjuj=i, (2<i,(N) 
j=l 
oh A > 0. 
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Pour simplifier, nous noterons (5.12) sous la forme 
vA(U) j- BU=P (5.13) 
oii yr est ia fonction numkrique Icy, /3[ --f R dkfinie par qA(x) = Ax + T(X) et 
B = Ah + h& , L& &ant, dans ce contexte, la matrice /I Aij 11 , les & &ant 
dkfinis par la deuxikme relation (5.4); 1 a matrice B est Cvidemment semi- 
dbfinie positive. 
(2) Rksolution du systBme rigularise’. La fonction x--f px + qA(x) 
Ctant continue et strictement croissante, pour p > 0, le vecteur V, solution de: 
pV+q#')+BU=pU+F (5.14) 
est dtterminC de fagon unique lorsque l’on se donne U E RN; la relation 
(5.14) d&nit alors une application continue de RN + (]a, $l[)“, qui on va le 
montrer, est strictement et uniformkment contractante si p est suffisamment 
grand. 
Soient done U1, U2 E RN et V1, ZQ les solutions correspondantes de (5.14); 
par diffkrence, on obtient: 
p( V’ - V2) + ,+,A( V’) - p?h( V2) = p(UI - U”) - B( UI - U2) 
et par car& scalaire euclidien5: 
(5.15) 
P2/l v1 - ~~*/I2 + 2P tgl @i' - Vi") (Y?l@Ji') - 9&i")) + ll97dV - %vv" 
= p2 jl u1 - u* 112 - 2p(U1 - U2, BU’ - BU2) + 11 BU1 - BU2 j12. 
(5.16) 
On remarquera que, par dkfinition de vn , on a 
(x - Y) h(x) - R(Y)) 2 xx - Y>” vx, Y E 1% I4 
que (BU, U) 3 0 VU E RN et enfin que II BU lj2 < CL /I U II2 VUE RN (Ia 
plus petite valeur possible de TV &ant la plus grande valeur propre de B*B); 
compte tenu de ces remarques, on dCduit de (5.16): 
II v1 - V2/l < 21 
p2+p ljU’-Uu”II 
p2 + ZAP 
(5.17) 
il suffit done de prendre p > ~/2h pour que l’application de RN -+ (]w, /3[)N 
dCfinie par (5.14) soit strictement et uniformtment contractante, elle admet 
done un point fixe unique, soit VA , U,, E (]a, B[)N, tel que 
PU, -I-~,(ud +BU, =P~A -I-F 
6 Dam ce qui suit (U, V) = CKl ujzll et // U II = (& ui2)‘f*. 
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soit : 
dU,J + BU, = F. (5.18) 
Le systkme regularise (5.12) admet done une solution unique. 
(3) Passage k la limite lorsque h + 0. On suppose ~(0) = 0 (cf. 
Remarque 2.1), en multipliant scalairement (5.18) par U,, on en deduit, B 
Ctant semi-definie positive: 
(dUJ> VA) d (Ft VA) VA > 0. (5.19) 
On montrerait facilement a partir de (5.19) et du comportement de pj a 
l’infini (cf. 2.1) les estimations: 
~<m<(UJi<M<P VA>0 et i= l,N. (5.20) 
Par compacid, on en deduit I’existence d’une sous-suite, notee egalement 
(UA)A 7 et de U tels que: 
ol<m<ui<M<j3, Vi= 1, N, 
u, -+ u 
(5.21) 
d’oh par passage a la limite dans (5.18): 
v(U)+BU=F. (5.22) 
Le vecteur U est done solution du systeme (5.9), l’unicitt Ctant Cvidente si 
v et/au A sont strictement monotones. Le theoreme 5.1 est done demontre. 
Remarque 5.3. D’un point de vue numerique, la methode de point fixe de 
la demonstration du theoreme 3.2, conduit a une methode iterative dont la 
convergence peut Ctre assez lente. 
5.7. Etude de la Convergence lorsque h + 0 
On a montre en 5.6 que le problbme approche admet une solution 
I+,~ E Vah n D(p) (unique si v et/au A sont strictement monotones) a laquelle 
correspond de facon biunivoque (v. relations (5.6)) l’approximation interne 
%hE vlh n %+ 
5.7.1. Un r&&at de translation 
Soient v definie p.p. sur r et a E R, on notera T~V la fonction definie par 
(T~v) (8) = ~(0 - CX)~; pour I’Ctude de la convergence lorsque h -+ 0, on 
aura besoin du: 
6 La fonction TJJ est la translatie de v. 
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LEMME 5.2. Soit v  EL”(T) (I < p < +co), aZors, Zorsque (Y + 0, 
7-&V ---f v dans Lp(r)foYt. 
Dkmonstration. C’est un resultat classique de la theorie de l’integration 
dont la demonstration est a peu prb evidente a partir de la densite de Co(F) 
dans U’(r) si 1 < p < + 00. 
5.1.2. Thboorirne de convergence lorsque h---f 0. 
On va supposer que p et/au A sont strictement monotones, on a alors le: 
TH~OR~ME 5.2. Lorsque h + 0, ulh et uoh -+ u duns L”(r) fort i.e. unifor- 
mt%nent et & + u’ duns LD(.F) fort (1 < p < +a), u &ant solution unique 
de Z’bquation (1.1) duns D(v) n JPm(.F). 
Dbmmonstration. On suppose, pour simplifier, que ~(0) = 0. 
(1) Estimations dans Ll(lJ. Par multiplication de l’equation (5.8) par 
uoh et compte tenu de la monotonie de ki’, , de celle de Al, et des deux inegalites 
Cvidentes 
on a: 
(UOh , V(UOh)) d IIf)& lip II UOh lip G llf l/p II %h II0 * (5.23) 
D’apres le Lemme 3.2, il existe yc telle que x + 1 x 1 V&Y) soit une fonction 
convexe minorant x + XT(X) d’oh: 
(I UOh I 9 F@Oh)) G (UOh >P&J) G llf l/p II %Jh Ilp (5.24) 
la fonction x + I x / ve(x) etant convexe sur R, on deduit de (5.24), en appli- 
quant l’inegalite de Jensen: 
II ‘lob 110 ?$(II ilO& IILJ G (I %I& I 7 ~c(~,,>) G Ilf lip II %j& IILl 9 (5.25) 
soit 
cp,(ll uoh IId Q Ilf Ilp % (5.26) 
or 
done, 
(5.27) 
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(2) Estimations duns kVm(r). En appliquant I’estimation (5.27) a 
l’equation de base (MS), on obtient trivialement: 
II 7h,ZUlA 
et en explicitant (5.28): 
y + yJ(Ul) 
+ II A lip C(f) = 4 Vh (5.28) 
d 4 
(5.29) 
I 
UC - %--l + y.&) 1 ,< A 
h 
(2 < i < iv). 
En considerant u,,, = rnaxIGiGN u. et 24, = minrGiGN ui, on montre facilement, 1 
compte-term de la croissance de v: 
la premiere relation (5.30) Ctant tquivalente a 
m < ‘Oh ,< M 
%h 
(5.31) 
oh m E ql( -A) et ME y-l(fl). 
(3) Utilisation des estimations a priori. La deuxieme relation (5.30) 
entraine l’equicontinuitt de (u& sur F, compte tenu de (5.31) on en deduit 
(ThCorCme d’Ascoli) l’existence d’une sow-suite, notee Cgalement (ti& 
pour simplifier, et de u E Wr*m(F) tels que: 
%h -+ u dans L”(F) fort, 
ol<m<u<M<<, 
Uih -+ ld dans L”(r) faible *, 
II u’ IILyr) < 24 
(5.32) 
et d’apres (5.7), on a Cgalement: 
uOA - u dans L”(r) fort. (5.33) 
Partant de (5.33) et de la convergence de &--t A dans Lp(r X r) fort 
(1 < p < + co), on montre facilement 
a;iU,~ -+ AU dans L”(r x q fort (1 \cp < foe). (5.34) 
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Rappelons que fh +f‘dansLn(Qf t 1 or , a ors, par utilisation directe de l’equa- 
tion (5.8), on en deduit 
%24h -4 - F(U) - Lfzl dans L”(r) fort. (5.35) 
Posons x = J- v(u) - Au, alors x = u’; en effet, on a, par periodicite 
II u;, - x ilLD = I! ~~,p~~ - 711jzx llLp 
d I/ Th&h - x IlL + 11 x - ‘h/2x llLD 
(5.36) 
et si 1 < p < +CO, l’application combinee de (5.36), du Lemme 5.2, de la 
troisillme relation (5.32) et de (5.35) entraine: 
u;h -+ d dans L”(r) fort, 
u’+y(u)$A”u=f 
(5.37) 
l’unicite resulte du Theorkme 4.1. 
Remarque 5.4. Compte tenu de l’unicid, les deux suites Ush et uIh , 
completes, convergent (uniformement) vers u. 
Remarque 5.5. Si on se contente pour v et A des hypotheses un peu plus 
gemkales donnees en 2.1, on peut adapter sans difficult6 la demonstration 
du Theo&me 5.2 pour montrer l’existence dans D(v) n FVm(I’) d’une 
solution de l’equation (1.1) 
6. APPROXIMATION PAR SCHEMA CENTRIC 
6.1. Orientation 
Dans ce paragraphe, on considere une approximation de la solution de 
l’equation (1.1) basee, respectivement sur l’approximation de u’(t) par le 
quotient [u(t + h/2) - u(t - h/2)1/h et de A(t, T) par un noyau de rang 
fini Ah(t, T) fonction CtagCe de t et 7. 
Ceci conduit, comme au paragraphe precedent, & utiliser d’une part une 
approximation de type interne par des fonctions periodiques continues et 
lineaires par morceaux, et, d’autre part, une approximation externe par des 
fonctions CtagCes. 
On utilisera, autant que possible, les notations du paragraphe 5. 
6.2. Deux Espaces d’Approximution 
Rappel. r est le cercle de rayon 1/2rr orient& dans le sens habituel, 
l’abscisse curviligne &ant notee 8. 
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Soient un entier N > 0 et h = l/N, on appelle P,..., Bi ,..., BN les points de 
r d’abscisse curviligne 0 ,..., (i - 1) h ,..., 1 - h. 
6.2.1. Un espace d’approximation externe 
On considere sur I’ les arcs i; = [P, e2] ,..., Zi = [@, &+r] ,..., ZN = [ON, F] 
et on appelle r$ ,..., 7Z.i ,..., e& les fonctions caracteristiques correspondantes. 
Soit V,,, l’espace des fonctions CtagCes sur r engendrees par les rZi , alors 
6.2.2. Un espace d’approximation interne 
C’est l’espace VI, defini en 52.2, soit: 
VI, = [vIh/vlh continue sur r, lineaire sur les Ei]* (6.2) 
6.3. Approximation de A et f 
Comme au paragraphe 5, on prolongefpar la fonction pCriodiquejEL”(r) 
et le noyau A par la fonction doublement periodique AEL~(~ x r). 
La fonctionpest approchte sur r par la fonction CtagCefh definie par: 
et A sur r x r par la fonction Ah definie par: 
A@, ,e,) = C &ei(eJ %e-A 
i.i 
Oii 
e, = [(i - 1) h, ih], ej = [(j - 1) h,jh]. 
L’operateur integral Ah associe au noyau A*(o, e,) verifie: 
(6.4) 
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On a par ailleurs la 
PROPOSITION 6.1. Lorsque h --f 0 et si 1 < p < +CO, Ah -f^ duns Lp(T) 
fort et AI, + /i duns Ll’(r x r) fort. 
Remarque 6.1. D’un point de vue pratique, le calcul (exact ou approche) 
desj, et & est plus facile que celui des quantites correspondantes introduites 
au paragraphe 5. 
6.4. Formulation Intigro-D~$!rentielle du ProbBme Approche’ 
A partir du N-uple (ur ,..., ui ,..., uN) E RI”, on &finit uoh E V,,& et ulh E V,, 
par: 
u1@) = ui , UOh = (6.6) 
& = ui + ui+1 
2 (1 < i < N - l), 
(6.7) 
uN + % 
&=-----. 
2 
Entre uah et uIh , on a de faGon Cvidente la relation 
11 ‘Oh (6.8) 
Dans ces conditions, on considere alors le probleme approche defini par: 
Uih(el) + d”ohb%)) + j  &el , b> uoh(e2) de2 = .fded P.P. sur r. (6.9) 
r 
6.5. Systt?me non LirGaire Equivalent 
On peut expliciter (6.9) sous la forme d’un systeme de N equations non 
lineaires a N inconnues. soit: 
ui+1 - ui + r&ii) + h 9$1 AijS, = f< 
h 
(1 <i <N - I), 
(6.10) 
les tij &ant d&finis par (6.7). 
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6.6. R&olubilitk du ProbEme Approche’ 
6.6.1. SW la parite’ de N 
Le premier membre de (6.10) definit un operateur non lineaire, note G, , 
appliquant l’ensemble ouvert de RN defini par: 
sur RN. 
On a alors 
(6.11) 
(GJ-G$, o-- P)>O oh 0 = @i)i-1.N 3 17 = (c&=1,J7 
et oti (s, *) denote le produit scalaire euclidien standard de RN; on n’a pas 
de resultat analogue pour (GhU - G,V, U - V). Dans ces conditions et 
pour des raisons de monotonie, la resolubilite de (6.10), la resolution nume- 
rique de ce systeme et la recherche d’estimations a priori seront grandement 
facilitees si on prend 0 comme vecteur inconnu, ceci n’etant possible, bien 
entendu, que si l’on peut exprimer U en fonction de 0; a ce point de vue, 
on a: 
u=su (6.12) 
oh la matrice S est definie par 
1 Sii = Siifl = 2 si l<i<N-1, 
SNN = $,Tl = 4, 
sii = 0 dans les autres cas. 
(6.13) 
On montrerait facilement que 
det(S) = 2-N((-1)N+1 + 1) 
d’oh 
PROPOSITION 6.2. La matrice S est singulit?re si N est pair, inversible si N 
est impair. 
Dans tout ce qui suit, on supposera done N impair et on prendra r? comme 
vecteur inconnu, U etant don& en fonction de 0 par: 
i=l 
(6.14) 
Uk = : (-l)i+k zz, + kg1 (-l)i+“+l zz, (2 < h < N). 
i=k i=l 
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Remarque 6.2. 11 est possible que pour N pair le probleme (6.10) soit bien 
pose, mais I’impossibilite d’utiliser (directement tout au moins) le vecteur 6 
comme vecteur inconnu conduit a de grandes difficult& techniques dans la 
resolution numerique du probkme approche. 
6.6.2. Rksolution du problJme approche’ 
Si on prend 0 comme variable, le premier membre de (6.10) definit un 
operateur G, : (]a, fl[)” -+ RN qui est monotone, i.e., tel que 
(G,B - e,v, i7 - P) 3 0, VU? p E (1% BDN, 
ceci resulte de la relation (Cvidente) 
N-l 
zqu, - UN) + 1 f,(ui+l - Ui) = 0. 
i=l 
Dans ces conditions on a le 
THBORBME 6.1. Sous les hypothkes 2.1 sur v, A, f  et si N est impair le 
systt!me (6.10) admet une solution et il y  a &cite’ si v  etlou A sont strictement 
monotones. 
DJmonstration. Celle du theoreme 5.1 reste valable en raisonnant, par 
monotonie, sur e,o = F. 
6.1. Etude de la Convergence lorsque h -+ 0 
Si Nest impair, le probleme approche admet une solution ush E V,,, n D(v) 
(unique si v et/au A sont strictement monotones) a laquelle correspond de 
facon biunivoque (v. les relations (6.6), (6.7), (6.12)-(6.14)) l’approximation 
interne ulh E V,, . 
Remurque 6.3. L’approximation interne ulh n’appartient a D(v) que si h 
est suffisamment petit. 
On va supposer dans ce qui suit que rp et/au A sont strictement monotones, 
on a alors le 
THI%OR&ME 6.2. Lorsque h --+ 0 avec N(= l/h) impair, ulh et t& ---f u dans 
L”(r) fort et uih -+ u’ dans Lp(I’) fort (1 < p < +co), u Ctant solution unique 
de l’&uation (1.1) dans D(v) n Wrm(I’). 
Dt!monstration. On suppose, la encore, y(O) = 0. 
(1) Estimations duns U(r). Par multiplication de l’equation (6.9) par 
uOh on a: 
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et par minoration convexe de x + XT(X) et utilisation de l’inegalid de 
Jensen, on montre facilement: 
II U(g& IlLI < C(f), Vh* (6.16) 
(2) Estimations dans W1,m(T). En appliquant I’estimation (6.16) a 
l’tquation (6.9) on obtient: 
II u;h + 9J(%&r, G Ilfllp + I/ A lip CT.0 = 4 Vh (6.17) 
et en explicitant (6.17): 
1 %+lhA % + ~ (ui+12+ “j) 1 < (1 (1 < i < N - l), 
(6.18) 
On va montrer que y(z+) est borne dans L”(F) et de (6.17) on deduira un 
resultat analogue pour z&. On aura besoin du lemme technique suivant: 
LEMME 6.1. Soit U et 0 vkiJiant (6.18) alors: Si 
max I ui I = max ui on a ui < v-‘(A) + @42), Vi= l,N, 
si 
max j ui 1 = - min t4( on a Ui >, (p-‘(-A) - (&l/2), V,= l,N. 
Dhwnstration du lemme. Supposons que max ui = max I ui 1 , par permu- 
tation circulaire sur les indices on peut toujours supposer que ur = max ui et 
on a alors: 
%p+++x).n. (6.19) 
Dans (6.19) on a (ur - z+)/h > 0 et p)[(u, + +)/2] > 0 puisque ur 3 I uN I 
et que v est croissante avec ~(0) = 0, on a alors: 
(6.20) 
dont on deduit 
d’oh finalement: 
% < uN + h4 (6.21) 
u1 + uN d 29+(A) (6.22) 
ui < ~1 d ~‘(4 + (W2>, Vi= l,N. (6.23) 
Si max 1 ui 1 = - min zli on procede de facon analogue. 1 
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Nous allons montrer que y(uuh) est born6 supt’rieurement par une quantitk 
finie, uniformkment en h; le Lemme 6.1 conduit 2 distinguer deux cas: 
1”’ cu.?. 
max 1 U, : = max ui . 
On dkduit du Lemme 6.1 que pour h suffisamment petit on a 
soit encore, v Ctant continue et croissante: 
oti 7 est un nombre strictement positif arbitrairement petit. 
2e cas. 
max j ui / = - min ui . 
A une rotation p&s, on peut toujours supposer que z& = max zii , alors 
ua > uN puisque 
Ul + % 
I, = ___ , 
2 
> f 
N 
= % + uN -. 
2 
11 faut, lh encore, distinguer plusieurs cas: 
(4 us 3 Ul . On dCduit de (~a - u,)/h + y(z&) < /l que ~(6~) < A, 
d’oh, I+J &ant croissante, ye < /l, Vi = 1, N, ce qui est Cquivalent 5 
q+k) G fl P.P. sur r 
(b) u1 > u2 . On a u1 > ua > uN . Le cas u1 < 0 est trivial car alors 
z& < 0 d’oh y(z&) < y(z&) < 0 ce qui entrahe y(uoh) < 0; on supposera 
done u1 > 0, alors: 
(b.1) U1 > 1 UN 1 . Partant de (ul - uN)/h + q[(v + +)/2] < (1 
on montre facilement 
dont on dCduit 
d’oh finalement 
u1 < UN + AA, (6.26) 
u1 + UN < 2+(4 (6.27) 
Ul < p-‘(A) + (J42) (6.28) 
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et puisque u1 > ua on a: 
et on a, si h est suffisamment petit: 
(6.30) 
avec 7 > 0 arbitrairement petit. 
(b.2) 0 < u1 < j uN / . On remarquera que uN < 0. 
Compte tenu de 0 < z+ < j uN / et du Lemme 6.1, on a: 
v-y--d) - @A/2) < (u1 + 4/2 < 0 (6.31) 
et si h est suffisamment petit: 
-(A + 77) < 9J(CN) G 0. (6.32) 
Partant de (ul - z+)/h + p)(zZ,) < A on en dCduit 
u1 d UN + (zA + 7) h < (2A + 7) h (6.33) 
d’oh finalement, et si h est suffisamment petit: 
d%h) G 7’ (6.34) 
avec r]’ > 0 arbitrairement petit. 
En pro&dent de faGon analogue avec min z& , on montrerait finalement, et 
pour h suffisamment petit: 
oti E > 0 est arbitrairement petit. 
De (6.8), (6.17) et (6.35), on dkduit: 
II u;j& Ilp < 24 + cr 
II U0h - Ulh p \ II < (fl + 5) k 
a < m < uoh d M < /$ 
(6.36) 
(6.37) 
(6.38) 
Oh 
m E +(--A - c) et A4 E p-+4 + c). 
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(3) Application des estimations a priori. 11 suffit, B partir de (6.36)- 
(6.38), de proceder comme dans la demonstration du Theo&me 5.2 (v. 5.7.2) 
pour demontrer 
dans L”(r) fort, 
dans L”(r) fort, (6.39) 
dans L’(F) fort (1 < p < +co) 
oh u est solution (unique) de (1 .I). 
Remarque 6.4. On retiendra que contrairement au schema decentre 
arriere considere au paragraphe 5, le schema centre qui vient d’&tre CtudiC 
semble imposer la condition N impair (v. 6.6.1) 
7. %SOLUTION NUMiRIQUE DU PROBLAME APPROCHh-APPLICATIONS 
7.1. Une Mbthode de Directions Alter&es 
Les deux types d’approximation consider& (schema decentre arriere et 
schema cent& avec N impair) conduisent g la resolution d’un systeme non 
lineaire de la forme: 
q(v)+Bv=F (7-l) 
avec V E (101, j?[)N, F E RN, le vecteur v)(V) Ctant defini par 
c+vNi = VW (7.2) 
la matrice B de type (N, N) etant > 0. 
Le systeme (7.1) a CtC explicit6 en (5.12) dans le cas du schema decentre 
arriere, en (6.10) dans le cas du schema centre et on a montre, en 5.6.2, qu’un 
tel sysdme admet une solution unique si q et/au A sont strictement mono- 
tones. Pour resoudre (7.1) il est nature1 d’utiliser la decomposition de l’opera- 
teur du premier membre en employant une methode de Directions Alternees, 
d’oh l’algorithme: 
V” E (]a, p[)N don&, 
p(ag++ - win) + gl(o~+*) + t bijWjW =fi , 
j=l 
(1 <i <A/) (7.3) 
p(w;+l - win) + cp(w;+‘) + 5 b,,w;+l =ji 
j=l 
p &ant un parametre fixe et positif. 
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Les hypotheses sur ‘p et B sont suffisantes pour assurer, VP > 0, la con- 
vergence de cet algorithme vers la solution de (7.1) (v. J. Lieutaud [I] et 
R. Glowinski [I]). 
Remarque 7.1. On trouvera dans Sandberg-Willson [l, 21 et Gersho [l] 
des algorithmes de resolution de systemes du type (7.1) qui, ont I’inconvenient 
d’imposer a B la propriete de dominance diagonale, dans le cas des methodes 
de Sandberg, et a v d’etre definie sur R entier dans le cas de la methode de 
Gersho. 
7.2. Exemples 
Tous les exemples trait& sont relatifs au circuit de la Fig. 1, suppose 
excite periodiquement par f(t): 
FIGURE I 
Dans un systeme d’unids adequat, le regime stationnaire est solution de: 
L f + log(1 + i) + 1; K(t, T) I d7 = f(t). 
Le noyau K(t, T) est representatif du dipole RC et est don& par: 
K(t, 7) = ae-(t-T)IRC si t > 7, 
K(t, T) = ae-(l+t-T)/RC si t < 7, (7.5) 
1 
Or = C(l - e-l/RC) 
l’operateur integral associe &ant positif. 
Remarque 7.2. Dans les exemples qui suivent, la seule approximation 
consider&e pour A et f est l’approximation variationnelle d&me au para- 
graphe 5 pour le schema dCcentrC arriere et au paragraphe 6 pour le schema 
cent&. 
EXEMPLE I. RCsoudre Sequation: 
g + lOg(1 + U) + 5 i: A(t, T) U(T) dT =f, u(0) = u(1) (7.6) 
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le noyau A(t, T) Ctant defini par: 
A(t, T) = e-(‘-T) si t > 7) 
A(t, q-) = e-(l+l-T) si t<7 
et la fonction f par: 
(7.7) 
f(t) = -1.96~ sin 2nt + log(1 + 0.98 cos 2&) 
0.9801 
(7.8) 
~- 
+ 1 + 4n2 i 1 
1 - f  (cos 2-rrt + 27~ sin 27rr). 
Avec un tel second membre, la solution exacte de (7.6) est donnee par: 
u(t) = 0.98 cos 2nt. (7.9) 
A. Schtku d&en&e au&e. 
Initialisation. 
uo = 0. 
Test d’arre^t. 
Relativement a la convergence de la methode des directions alter&es, on 
obtient les resultats du Tableau I. 
TABLEAU I 
N 
P 
Nombre 
d’idrations 
Temps de calcul 
en secondes 
15 39 
15 15 
65 66 
1.44 au total 
(IBM 360/91) 
B. Scht!ma cent&. 
Le vecteur initial et le test d’arret &ant identiques a ceux du cas decentre, 
on obtient les resultats du Tableau II. 
Remarque 7.3. Dans le cas du schema cent&, on resoud le systeme (6.10) 
en 0 et on calcule U par les formules (6.14). 
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TABLEAU II 
N 
P 
Nombre 
d’itCrations 
Temps de calcul 
en secondes 
15 39 
15 15 
62 61 
1 SO au total 
(IBM 360/91) 
C. Analyse des vbultats. 
On a cornpart? B la solution exacte, les approximations internes, notkes 
z+ , linkaires par morceaux, dkfinies, respectivement, au Section 5 pour le 
schema dCcentrC arrikre et au Section 6 pour le schCma centrk (ce sont, dans 
les deux cas, les approximations construites a partir du vecteur V): si h = 3% , 
les courbes d’erreurs de la Fig. 2 indiquent, pour le schCma dCcentrC arrihe, 
une erreur d’approximation importante rendant, apparemment, I’approxima- 
tion correspondante inutilisable en pratique; pour h = & l’approximation par 
schCma dCcentrC est convenable. 
Les approximations par schkma centrC sont nettement meilleures, ce qui 
est naturel, la prkision de ce schCma &ant formellement en O(P). Une ana- 
’ I 
FIGURE 2 
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lyse detaillee des resultats numkriques montre qu’en fait, l’approximation 
interne ulh , du schkma d&cent& arrikre, est voisine de la translatke par 
--h/2 de I’approximation interne Zz,, 1inCaire par morceaux, obtenue par le 
schCma centre et definie par: 
d’oti 
2&((2i - 1) (h/2)) = z& , (7.10) 
a&t) (decent& arrikre) N z&(t + h/2). (7.11) 
Ce phCnomene est confirm6 sur d’autres exemples et permet d’utiliser 
l’approximation interne par schema decent&, mCme lorsque h n’est pas t&s 
petit; ceci est illustre par la Fig. 3 oh l’on a represent6 1’Ccart entre l’approxi- 
mation d&entree et la translatee par --h/2 de la solution exacte. La Fig. 4 
reprbente la dkroissance de la quantitC l/ni’Ci j z$+l - vin / en fonction 
du nombre d’idrations. 
EXEMPLE II. RCsoudre: 
$ + log(1 + U) + LY 1’ A(t, T) U(T) dT = 10 cos 2at, (a > 0) 
0 
u(0) = u(1) 
(7.12) 
FIGURE 3 
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FIGURE 4 
le noyau A(t, 7) &ant dC!ini par: 
A(t, 7) zr e-(t-T)/@ si t > 7, 
A(t, 7) = e-(lft-7)/U si 
(P > 0) (7.13) 
t < T. 
A. Schkma dkcentre’ arri2re. 
Initialisation. 
UQ = 0. 
Test d’arrt%. 
On obtient les rkultats du Tableau III. 
B. Schtfma centrt!. 
Le vecteur initial et le test d’arr&t &ant identiques & ceux du cas prCcCdent, 
on obtient les rksultats des tableaux IV-VI. 
C. AnaZyse des r&uZtats. On constate, sur ces exemples, le phknomkne 
dk.jB constat sur l’exemple I, c’est-h-dire que l’approximation dCcentrCe est 
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TABLEAU III 
T 
P 
N 
P 
Nombre 
d’itkrations 
Temps de calcul 
en secondes 
(IBM 360/91) 
5 5 5 
10 10 10 
40 40 40 
10 20 40 
19 80 156 
1.75 1.81 2.85 
TABLEAU IV 
a 
CL 
N 
P 
Nombre 
d’itkrations 
Temps de 
calcul en 
secondes 
1 
1 
15 
15 
101 
5 25 125 
1 1 1 
15 15 15 
15 15 15 
68 121 147 
2.5 secondes au total (IBM 360/91) 
TABLEAU V 
01 
CL 
N 
P 
Nombre 
d’ithations 
Temps de 
calcul 
en secondes 
1 
1 
39 
15 
93 
5 25 125 
1 1 1 
39 39 39 
15 15 15 
132 241 244 
4.5 secondes au total (IBM 360/91) 
t&s voisine de la translatke par --h/2 de l’approximation cent&e corres- 
pondante. 
La Fig. 5 reprksente l’approximation cent&e des solutions lorsque t.~ = 1, 
pour 01= 1 et 01= 125. 
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TABLEAU VI 
Ly 
CL 
N 
P 
Nombre 
d’ithations 
Temps de 
calcul en 
secondes 
1 
5 
15 
15 
62 
1 1 1 1 
5 10 10 20 
39 15 39 15 
15 15 15 15 
146 62 143 63 
5 secondes au total (IBM 360/91) 
1 
20 
39 
15 
140 
EXEMPLE III. RCsoudre: 
$ + log(l + u) + 5 1: A(t, T) U(T) dT =f(t), 
w = u(l), 
le noyau A(& T) &ant dCfini par 
(7.14) 
/Qt, 7) = e-(t-T)/u si t > 7, 
A(t, q-) = e-(l+t-T)/U si (CL > 0) 
(7.15) 
t < 7, 
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et f par: 
f(t) = /3 si 0 < t <.: $, 
f(t) = -/3 si +<t<l. 
A. Sch&na d&cent& arr&e. 
Initialisation. 
UQ = 0. 
Test d’arrBt. 
(7.16) 
j$ c 1 .:+l - uin ) < 10-s. 
z 
Les rksultats relatifs & la convergence de la mkthode des Directions Alter- 
&es sont r&urn&s dans le Tableau VII: 
TABLEAU VII 
B 
P 
N 
P 
Nombre 
d’itkrations 
Temps de 
calcul en 
secondes 
(IBM 360/91) 
5 10 20 1 5 
1 1 1 10 10 
40 40 40 40 40 
10 10 10 20 10 
56 95 200 131 48 
0.8 1.4 2.2 1.8 0.7 
B. Schima cent&. Les conditions d’initialisation et le test d’arr&t &ant 
identiques B ceux du cas dCcentrC, on obtient les rksultats du Tableau VIII: 
TABLEAU VIII 
B 
P 
N 
P 
Nombre 
d’itkrations 
Temps de 
calcul en 
secondes 
5 
1 
15 
15 
81 
5 10 
1 1 
39 15 
15 15 
84 128 
5.2 secondes au total 
(IBM 360/91) 
10 
1 
39 
15 
326 
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C. Analyse des rhltats. 
On notera que, bien que la fonction f soit discontinue a t = i , les appro- 
ximations calculees sont continues et periodiques, ce qui est conforme aux 
resultats des paragraphes 5 et 6. 
On a represente, Fig. 6, les approximations internes, relatives au schema 
cent& avec h = & pour les valeurs p = 1 et /3 = 5 et 10. I 
- 
i 
FIGURE 6 
7.3. Remarque SW le Choix du Paramhre p 
La methode des Directions Alternees utilisee revient, en fait, a integrer 
de 0 a + co la forme disc&i&e de l’equation hyperbolique: 
; + 2 + ~(4 + j; A(& T> ~(7) dT = f (t), 
u(o,e) = 41, 4, u(t, 0) don&e 
(7.17) 
et des considerations likes aux caracthistiques du terme (&/&3) + (au/at) 
conduisent a penser qu’un choix convenable pour p (qui joue ici le rale de 
l’inverse d’un pas de discretisation en la variable 8) sera de le prendre de 
l’ordre de l/h, ceci est con&-me par l’experience qui montre que le p optimal 
semble Ctre compris entre 1/4/z et 1/2/z. 
409/41/x-7 
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