I. INTRODUCTION
Understanding the evolution between the nonmagnetic Fermi liquid and the antiferromagnetic metal in heavy fermion materials is one of the major challenges in the field of strongly correlated electrons. 1, 2 Much attention has focused on the possibility of a direct second-order quantum critical point (QCP) separating these two phases. [3] [4] [5] [6] In some cases there is good evidence 1, 2, 7 -from the studies of the evolution of the Fermi surface-pointing to the simultaneous collapse of Kondo screening and antiferromagnetic (AF) scales at the QCP. Such a direct second-order phase transition is rather hard to understand theoretically. Instead one might have expected an intermediate phase with coexistence (see Fig. 1 ) of both Kondo screening and magnetic order or novel intermediate phases with neither Kondo screening nor magnetic order 8 (see Fig. 2 ). These more natural possibilities are in fact realized in some cases. [9] [10] [11] But the apparent direct second-order transition between the heavy Fermi liquid and the magnetic metal seen in some cases remains a mystery and may well play a key role in understanding of the observed strong non-Fermi liquid physics in the quantum critical region above the QCP (see Fig. 3 ).
The conventional approach in formulating the competition between Kondo screening and magnetic ordering is to construct a mean-field theory by introducing Kondo coherence and AF order parameters. This framework (from the the well-known work of Doniach 12 ) leads to the phase diagram of Fig. 1 , where the AF transition happens inside the Kondo screening phase. The theory of quantum critical modes at this antiferromagnetic QCP is known as the Hertz-Millis theory. 13 The Hertz-Millis theory (in the light of new experiments) fails on two fronts. First, it fails 14 to explain the strong non-Fermi liquid behavior (i.e., linear temperature resistivity) above the AF critical point seen in the wide variety of experiments. 2 More importantly, the Hertz-Millis picture is in direct contradiction with the new experiments where the sudden change in Fermi surface topology at the critical point is observed. 7, 15 This is because a nonzero Kondo hybridization at the AF quantum critical point guarantees a continuous change in Fermi surface across the QCP. To incorporate the sudden change in Fermi surface topology one is forced to consider the scenario depicted in Fig. 3 .
Despite the proposal of Fig. 3 , we do not have a theoretical understanding of why Kondo and AF phases should collapse at a single point. The root of the problem is that, in present theories, destruction of the Kondo coherence has nothing to do with emergence of AF ordering. They are just two completely different phases which are competing with each other and in this framework an overlap is unavoidable. We need to find a way to "unify" these two distinct phases. By unification of Kondo and AF phases we mean finding a mechanism in which the destruction of Kondo coherence at the same time gives birth to AF ordering, or vice versa. The yet to be developed unification picture will complement the competition picture of Doniach. But the unified theory is the theory that would matter to understand the QCP itself.
In Ref. 16 we took a step in this direction by studying excitations we called Kondo vortices inside the Kondo coherence phase. The Kondo vortex (KV) is a configuration where at its core the Kondo amplitude vanishes while far away from the core it retains the uniform mean-field value. In the model we have studied we have shown that we can localize a spin-1 at the vortex core. Now we can imagine destroying the Kondo phase by proliferating Kondo vortices while at the same time giving birth to a magnetic ordering.
This approach in destroying the Kondo phase by proliferating Kondo vortices is quite novel, and to make progress we have focused on a very specific model, i.e., the honeycomb lattice at half-filling. What is special (but not necessarily exclusive) to this model is that in the presence of a KV four zero modes are brought to the chemical potential. The presence of zero modes allows us to construct spin-1 vortex creation operators, since we have the freedom to occupy the zero modes. In the absence of zero modes we are forced to occupy the Dirac sea with up and down spins and the resulting state would be a magnetically featureless spin-singlet state. After studying the transformation of the spin-1 vortex operators under various lattice symmetries, we find a class of these KV operators that transform like an AF order. This gives a plausible scenario of how one might be able to unify the Kondo phase and AF phase, since we can destroy the Kondo phase (by proliferating Kondo vortices) and at the same time create AF ordering.
We chose half-filled honeycomb lattice for two reasons. First, the particle-hole symmetry guarantees that the chemical potential remains at zero for any Kondo and gauge field configurations. The other is that the Dirac spectrum near the (isolated) Dirac nodes enables us to study the Kondo vortex in the continuum limit. However, the disadvantage of this model is that the Kondo phase is not realized as a heavy Fermi liquid phase, but as a Kondo insulator. Furthermore since the honeycomb lattice is a bipartite lattice the AF phase is also an insulator. Therefore we do not have a Fermi surface in either of those phases, and we cannot address the evolution of the Fermi surface (a central issue of the heavy fermion QCP) in our model.
Here is the outline of the paper. In Sec. II we describe the Kondo insulator phase and construct the KV configuration in the Kondo insulator phase. In Sec. III we focus on the spectrum of the Kondo Hamiltonian in the presence of a KV, and in particular we discuss the zero modes the KV generates. In Sec. IV we construct spin-1 vortex operators using the zero modes we have found, and in Sec. V we study how these spin-1 vortex operators transform under various symmetries of the |b| AF We need to find a way to unify these two distinct phases.
Kondo-Heisenberg Hamiltonian. Having this transformation table, we find a class of these operators that transform like an AF order. In Sec. VI we discuss the universality class of the AF transition mediated by proliferation of Kondo vortices and show that (in our model) it is an O(3) transition. We conclude by highlighting the main results of this paper.
II. KONDO VORTICES IN THE KONDO INSULATOR
Our starting point is the Kondo-Heisenberg Hamiltonian given bŷ
(1) where c † iα is the conduction electron creation operator at site i with spin flavor α ∈ {↑, ↓}, S i is the localized spin, and
is the conduction electron spin operator. Let us identify the Hibert space of the localized spins at site i by {| ⇑ i ,| ⇓ i } and the one for the conduction electrons by {| ↑ i ,| ↓ i }. In the large J K limit the ground state |GS (at half-filling) is given by the direct product of the singlets
Since all conduction electrons are bound to localized spins through the singlet formation, we end up with an insulator ground state, known as the Kondo insulator. It is worth noting that the ground state above is the strong Kondo coupling ground state. However the ground state remains an insulator as one decreases J K . To have a mean-field picture of the Kondo coherence-and therefore the Kondo insulator-we write localized spin S i at site i using slave fermions f i :
They are called slave fermions since to match the localized spin Hilbert space, the Hilbert space of the f fermions must be constrained:
This constraint is enforced on average at the mean-field level. In the slave fermion formulation of localized spins, the spin-spin interactions of the Kondo-Heisenberg Hamiltonian become four-fermion interaction terms:
where the sum over the spin indices is understood. A meanfield formulation can be obtained by decoupling Kondo and Heisenberg interaction terms in the Kondo and Renosating Valence Bond (RVB) channels, respectively:
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The subscript ∞ in b ∞ is because we are going to generalize the above Hamiltonian to the Kondo-vortex configuration. b ∞ is going to be the Kondo amplitude far away from the vortex core.
Let us first start with the c and f hopping (the first and third term) parts of the HamiltonianĤ MF . As is well known in the honeycomb lattice, the tight-binding bands touch at the six corners of the Brillouin zone (see Fig. 4 ). At halffilling the Fermi surface shrinks to these six points, and the independent low-energy modes lie near the two independent nodes ±k D shown schematically in Fig. 4 . These are known as the Dirac nodes due to the relativistic structure of the lowenergy Lagrangian. The band structure of c and f kinetic terms near these Dirac points are therefore characterized by velocities (see Fig. 5 ):
For b ∞ = 0, c and f bands mix and a gap is opened. The mixed energy levels near the Dirac nodes is given by E cf (q) = 
The gap at the Dirac points (q = 0) is 2b ∞ , but as can be seen in Fig. 5 (when v c = v f ) the minimum gap is not located at Dirac points and is less than 2b ∞ .
We note 18 i b ∞ configurationsthough irrelevant for the remainder of the paper-is a simple example to emphasize that a nonuniform b can cause the spectrum to change very dramatically: from a gapped spectrum to a spectrum with infinitely many low-energy excitation! Kondo vortices-the focus of this paper-is another class of nonuniform b configurations.
The established approach for the study of phase transition out of the Kondo phase is to construct a large N Lagrangian to justify the mean-field in the N → ∞ limit. After this construction the self-consistent mean-field b ∞ is obtained, and the point where b ∞ vanishes is the Kondo transition point. The critical properties near the transition point are studied using the renormalization group machinery, where 1/N serves as the small parameter controlling the expansion. We followed this route in Ref. 18 and studied the critical theory of the Kondo insulator phase of Fig. 5 to an algebraic spin liquid, as the phase transition of a Kondo phase to an algebraic spin liquid is of current interest. 8, 19 Of course the main problem with this approach is is that it is only fully justified in the large N limit. The qualitative picture the large N expansion gives might extend to smaller N . However it is not at all clear if the large N expansion gives a useful qualitative picture for the heavy fermion QCP, and the main reason one would resort to large N is because the N = 2 problem is intractable.
However in this paper we use the simplicity the half-filled honeycomb lattice provides to approach the N = 2 problem directly and we go beyond the mean-field (large N) treatment of the Kondo problem. We do this by extending theĤ MF to a more general quadratic HamiltonianĤ 2 :
where we have relaxed the condition of a uniform b i field and a zero-flux a ij configuration. We note here that in writingĤ MF andĤ 2 we ignored the chemical potential termŝ (12) where N is the number of lattice sites. In Appendix B we show that the chemical potentials μ c and μ f i are indeed zero in the half-filled case.
A general b i and a ij configuration can be seen as an excitation over the uniform mean-field case, as the total energies of the occupied states will be larger than the uniform mean-field configuration. The uniform mean-field case in the honeycomb lattice was studied in Ref. 18 , and it was shown that the Kondo Insulator (KI) phase is stabilized for any J H 0 beyond a finite Kondo coupling J c K . As far as the mean-field case is concerned, the role of Heisenberg coupling J H is to push the critical Kondo coupling to larger values as it is increased. We emphasize that the study of these configurations (i.e., "exciation fields") can be fruitful for any Kondo lattice model, and their proliferation may lead to interesting phases.
Here we focus on a class of these excitation configurations we call Kondo vortices. They are identified in continuum limit as b(r) = |b(r)|e ±iθ(r) , where |b(r)| ∝ r as r → 0 and converges to the mean-field value b ∞ as r → ∞. Furthermore due to the presence of |(∂ μ + ia μ )b| 2 in the action 18 (which is dictated on gauge-invariance ground), the finite energy configurations are obtained by inserting a ∓2π gauge flux extended around the vortex core. 20, 21 An example of such a configuration is
where the following gauge a(r) = a θ (r)θ (15) is chosen for the gauge field. Now that we have defined the Kondo vortex configuration we are going to study how it affects the energy spectrum.
III. ZERO MODES IN THE PRESENCE OF A KONDO VORTEX
The KV excitation is special since in its presence four zero modes appear right at the chemical potential in the KI phase. In the approach we have taken, the zero modes will later play a big role in giving a spin-1 structure to our Kondo vortices. In the absence of zero modes we are forced to occupy the Dirac sea with up and down spins and the resulting state would be a magnetically featureless spin-singlet state.
We first analyze the zero mode equations in the continuum limit. To find the zero modes we expand the Hamiltonian near the Dirac nodes and set energy = 0. The quadratic Hamiltonian of Eq. (8) near the ±k D node is given by the following matrix:
where a = a 1x + a 2ŷ is the spatial component of the gauge field and τ μ are Pauli matrices acting on the AB flavors. The zero mode equation is therefore given by
where π ± is the column vector
In Appendix B we analyze the zero mode equations in real space after replacing q j = i∂ j . There are 2 × 2 zero modes labeled by their {+,−} Dirac node and {↑ , ↓} spin flavors. The energy spectrum of the mean-field state and in the presence of the vortex is shown schematically in Fig. 6 . Next we analyze the energy spectrum of the lattice Hamiltonian of Eq. (11) in the presence of a KV. We use a "ring" geometry-an example of which is given in Fig. 7 site is then obtained using the continuum limit expression given in Eq. (13) by replacing r with r i . We spread the 2π flux uniformly over an N number of rings and find a ij 's that enclose the needed flux per plaquette. Since in the KI phase b ∞ = 0, different gauge choices to enclose the flux result in different spectrums-however they all lead to the emergence of four zero modes as one takes the number of rings N r → ∞.
We can imagine an adiabatic process on the lattice where the zero modes are created adiabatically as one gradually inserts the vortex. This is done by introducing the parameters κ 1 and κ 2 , where we consider enclosing 2πκ 1 flux and also take b i = |b i |e iκ 2 θ i . In Fig. 8 we consider the case κ 1 = κ 2 in the [0,1] interval. This artificial way of adiabatically inserting the flux (apart from showing the gradual emergence of zero modes) is useful to elaborate on some conceptual points in the next section.
In Fig. 9 , we have also provided the finite-size scaling plot of the energy closest to the zero ε 0 as a function of 1/N r , which is very convincing evidence for the existence of the zero modes: ε 0 → 0 as N r → ∞. This continuum limit is discussed further in Appendix B. We have also confirmed that a KV with a 2πn phase twist in the b field has n zero modes per node and per spin flavor, a property that we would expect on topological grounds.
IV. SPIN-1 VORTEX OPERATORS
After establishing the zero modes, we can now discuss the construction of a spin-1 vortex creation operator. We define vortex creation operators as operators that increase the gauge flux by 2π . If we only limit ourselves with states that are connected to the mean-field state, the 2π flux-increasing operator contains two terms: (aα)(bβ) does is to add a 2π flux to the −2π vortex state thus bringing it back to the ground state. They both have the effect of adding a 2π flux; therefore a 2π flux vortex creation operator should contain both terms. There are 4×3 2 ways to occupy the zero modes. We classify these six KV creation operators into spin-triplet nodal-singlet operators v i † ξ and spin-singlet nodal-triplet operators u i † ξ :
Since we are interested in the magnetically ordered phases that can arise by condensing Kondo vortices we focus on v i † ξ
The proof that v i † ξ transforms like a spin-1 under SU (2) spin rotation is straightforward. Let us assume a SU (2) spin rotation with angle 2φ:
Under this transformation 
This finishes our discussion of classifying KV creation operators.
V. KONDO VORTEX TRANSFORMATIONS
In this section we study how v i † ξ transforms under various symmetry transformations of the quadratic HamiltonianĤ 2 of Eq. (11) . We already know that condensation of v i † ξ leads to a magnetic phase, since it picks a direction and breaks the SU (2) spin rotation symmetry. We however would like to know what kind of a magnetic phase it is. The strategy is to find out the transformation properties of v i † ξ and compare them with the transformation properties of various magnetically ordered states under various symmetry operations. This method has been used beforehand for studying the effect of instantons in the gapless phase of the U (1) algebraic spin liquid. [22] [23] [24] Some symmetry transformation generators of the HamiltonianĤ 2 are given in Table I . We have not explicitly written the transformations under reflection and translations, as they act exactly like R * π/3 , in that they only act on the site indices i → i .
We note that that the definition of v i † ξ is only well defined if the phases of single-particle states of the mean-field states are locked to their counterparts in the vortex state. A simple way to guarantee this phase locking is through the "artificial" adiabatic process outlined in the previous section (see Fig. 8 ).
Now we are going to discuss how v i † ξ transform under time-reversal T , charge-conjugation C, rotation R * π/3 , and translations T a i .
A. Time reversal
From the transformation b i → b * i , and a ij → −a ij under time-reversal, it is clear that T send any state in the +KV configuration to its corresponding state in the −KV configuration, in addition to rotating its spin according to the (iσ 2 ) factor in Table I :
Therefore the first term of
TABLE I. The table of the transformation of lattice fields under time-reversal T , charge-conjugation C, and a π/3 rotation around the center of a plaquette (labeled * ) R * π/3 . Primed i , etc., is just the transformed index under R * π/3 . Other lattice space-group transformations (translations, rotations, and reflections) act in the same way as in R * π/3 , in that they only act on the site indices i → i .
UNIFYING KONDO COHERENCE AND . . .
PHYSICAL REVIEW B 83, 125120 (2011)
Similar algebra for the second term results in 
where C + εi , and F + εi are complex numbers which are obtained by the looking at the eigenvectors of the Hamiltonian matrix H 2 with eigenvalue ε. Let us also defineγ
where i = (−) i , that is to say, it is −1 on A sublattices and is +1 on B sublattices of the honeycomb lattice. In Appendix B we show thatγ
Under charge conjugation (see Table II) :
In words [in addition to (iσ 2 ) αβ spin rotation], charge conjugation sends the particle creation operators in the Dirac sea of a positive vortex to the destruction operators of the unoccupied states of a negative vortex. However since charge conjugation also sends the empty (vacuum) state to the fully occupied state the net effect is to send the Dirac sea of a positive vortex to the Dirac sea of a negative vortex. For the zero modes this involves two spin flips, one coming from the (iσ 2 ) αβ factor in the definition of the charge conjugation and one going from 
occupied states to unoccupied states. Therefore the first term of v i † ξ transforms to
Similar algebra for the second term results in
Compare this with v i ξ [Eq. (24)] for ξ = ±1:
C. Rotation R *
π/3 and translations T a i
To obtain the transformation of v i † ξ under R * π/3 we resort to numerics. This is done by diagonalizing the HamiltoniainĤ 2 in a ring geometry (see Fig. 7 ) using a symmetric gauge. Each single-particle state is then transformed according to R * π/3 . Let us take the column vector corresponding to the single-particle state with energy ε (where we ignore the vortex ± and the spin index since rotation does not change the vorticity or spin):
where N is the number of sites. Under R * π/3 , |ε transforms to
where i is the index of the lattice site obtained by rotating the lattice site with index i. In a symmetric gauge the transformed |ε is going to be proportional to |ε except for a uniform phase factor on the weights for f orbitals:
The e iπ/3 phase factor is the trivial phase to compensate the constant π/3 shift in the phase of the b field. Transformed v i † ξ is then obtained by multiplying all the e iθ ε phase factors of the single-particle states that make up v i † ξ [see Eqs. (19)- (21)]. We find
The minus sign above is independent of lattice sizes and vortex configurations. This is quite a nontrivial result as all the states in the Dirac sea and two zero modes contribute to this minus sign. To find how v i † ξ transforms under lattice translations we use the following identity in the honeycomb lattice:
where a 1 = (0, √ 3) and a 2 = (−3/2, − √ 3/2) in the units of nearest neighbor links. Demanding v † ξ to be an eigenvector of T a i results in
The same result holds for T a 2 . It would have been ideal to also find the transformation of v † ξ under lattice reflections. The problem with using the numerics-the way we used it for studying the action of R * π/3
on vortex operators-is that reflections change vortices to antivortices. We note that in diagonalizing the HamiltonianĤ 2 there is an arbitrary phase associated with each single-particle state. The arbitrary phase e iϑ for the positive vortex state, appears as e −iϑ in the negative vortex state and causes an arbitrary e 2iϑ phase accumulation. This problem could have been circumvented by locking the phase of each single-particle state with its "corresponding" state in the mean-field spectrum. However we do not have a way of "locking" these phases and therefore cannot trust our numerical results for reflections.
The results of the symmetry transformations we studied are summarized in Table II . We see that Re(v − ) = v − + v † − transforms identically to the standard two-sublattice antiferromagnetic Neel order parameter. Thus its condensation will lead to the usual Neel order. In the next section we discuss the nature of the AF phase transition mediated by the condensation of the Re(v − ).
VI. KONDO VORTEX CONDENSATION AND THE O(3) TRANSITION
In this section we discuss the universality class of the AF phase transition mediated by the KV condensation. To describe the universality of the resulting AF phase transition it is convenient to pass to a dual description 25, 26 directly in terms of the Kondo vortices. As the Kondo hybridization field b is coupled to a gauge field, its vortices do not have any long-range interactions. The dual free energy may then be readily written down by demanding invariance under all physical symmetries and is given by
We emphasize that, in contrast to the usual boson-vortex duality, due to the r ξ terms here the vorticity is not conserved. In other words the free energy is not invariant under a phase rotation of the vortex fields. This is because the gauge field a ij in the original description is compact. This allows for instanton configurations where the gauge flux can change in units of 2π . However the spin carried by the vortices prohibits single instanton events; pairs of vortices in a spin singlet can nevertheless be created or destroyed as described by the r ξ term.
If r − < 0, Re(v − ) will condense first, while Im(v − ) remains zero. We identified Re(v − ) as the Neel vector, and this condensation describes the Kondo insulator to AF transition. The free energy at the transition is then given by
which describes an O(3) transition for Re(v − ). Therefore in our theoretical framework, this KV-mediated AF transition is an O(3) transition. This result is perhaps not unexpected, because a charge gap exists on both sides of the AF transition and the notion of an onset of Kondo screening is an artifact of mean-field theory.
VII. CONCLUSION
In this paper, we have proposed destroying the Kondo phase by proliferating Kondo vortices. To make analytical progress we have studied this proposal in the honeycomb lattice at half-filling. The particle-hole symmetry of the half-filled honeycomb lattice guarantees that the chemical potential stays at zero. The relativistic structure of the low-energy modes, furthermore, has allowed us to study the Kondo vortices in the continuum limit and to find four zero modes right at the chemical potential. We have shown that spin triplets can be created by a Kondo vortex because of the zero modes it generates at the chemical potential.
This gives us a nice picture that a magnetic transition can be driven by proliferating Kondo vortices. We have also identified a class of these spin triplets that transform like a Néel order. Due to the half-filled limitation of this model, however, this Kondo-vortex-driven antiferromagentic transition is in the O(3) universality class. investigate are
In polar coordinates z = re iθ ,
and zero mode equations become
As we know from Ref. 27 the gauge flux does not change the number of zero modes, as gauge field can be scaled away in that case. There is also a topological proof using an index theorem which shows the insensitivity of the zero modes to the gauge flux. 28 However in the Jackiw-Rossi case, the gauge field is coupled to both fermions, i.e., ( − a θ (r)]. In contrast to the work of Jackiw and Rossi, 27 the gauge field here cannot be scaled away from the zero mode equations. This is because the gauge field is only coupled to f fermions.
We analyze the robustness of zero modes numerically where we fix κ 2 (characterizing the phase twist in the b field) to be 1 and vary κ 1 (the ratio of the gauge flux to 2π ) from 0 to 2. The numerical evidence (see Fig. 10 for an example) is convincing of t) , as a function of κ for one spin flavor. The left figure shows all the energies. The right shows only the two modes which are going to be zero modes in the infinite lattice limit. κ 1 is a fraction of the 2π flux enclosed, and κ 2 characterizes the phase "twist" of the b field b i = |b i |e iκ 2 θ i . As can be seen from the right figure the variation of these "zero" modes compared to the 0 flux limit is marginal. It is convincing numerical evidence that zero modes stay at zero for any gauge flux. We have an analytical proof of the existence of one zero mode per node and per spin flavor for the κ 1 = 2 point.
evidence that gauge flux does not affect zero modes in our problem as well. We are able to show this analytically for 4π gauge flux. A proof for any gauge flux is desirable.
In the equations below we change a θ → 2a θ to discuss the 4π flux case. After replacing b(r) = e iθ |b(r)| in the above equations, the phase factors e ±iθ disappears from both sides. Therefore we seek solutions for c and f without any θ dependence:
These equations are regular as r → 0 (See Table III ). We need to find the solutions as r → ∞,
and show that a normalizable branch exists. 
Therefore one exponentially decaying normalizable branch (I 2 = 0) exists, which proves the existence of one zero mode per spin per node flavor for the κ 1 = 2 case. What we have proved here is that for a 4π gauge flux, (i.e., a θ → 2a θ ) one zero mode per spin and node flavor exists. We have also shown convincing numerical evidence that the existence of zero modes does not depend on the gauge flux, just like the classic Jackwi-Rossi case, albeit we cannot prove this analytically in this case. Therefore we believe one zero mode per spin and node flavor exist for the 2π flux case, which is the case of interest. 
