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Abstract 
This thesis is concerned with particle transport in a reservoir model subject to periodic 
thermal forcing at the water surface. A commercial Computational Fluid Dynamics (CFD) 
code coupled with a Discrete Phase Model (DPM) is adopted to examine particle motions 
under various conditions. The following investigations have been carried out: 
Firstly, a previously reported concurrent Particle Image Thermometry and Particle Image 
Velocimetry (PIT/PIV) experiment has been numerically reproduced. Both qualitative and 
quantitative agreements in terms of temperature and velocity structures, horizontal 
volumetric flow rate, and the time lag of the flow response to the switch of the thermal 
forcing are achieved between the present numerical simulation and the experiment. A 
parametric study has also been carried out using the validated numerical model to 
determine the dependence of the flow response and its stability properties on the Grashof 
number. It is found that the Grashof number plays an important role in determining the 
onset time for the instability, the time duration of the unstable phase, and the time lag of 
the flow response to the switch of the thermal forcing. 
Secondly, the numerical model is adopted to investigate particle dispersion in the reservoir 
in a pseudo real-life scenario in which pollutant or nutrient particles are injected from the 
sidearm of the reservoir. The dispersion and deposition rates and the concentration of the 
particles in various regions of the water body are examined. The study has confirmed the 
important transport mechanism associated with natural convection which contributes to the 
pollutant/nutrient deposition and dispersion in reservoirs. A case study based on a recent 
event of algal bloom with potentially severe effects on the water quality in Lake 
Burragorang near Sydney has been discussed. 
Finally, the numerical model has been extended to include particle collision and 
augmentation, and a preliminary study has been carried out to examine the effect of 
particle collision on the transport of particles in the water body. Numerical results are 
presented in terms of the spectrum of particle sizes; and the dispersion and deposition 
Abstract 
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behaviours. The results obtained with the inclusion of a particle collision model are 
compared with those obtained using a non-colliding particle model. It is revealed that, 
whilst the particle collision model may have a significant effect on the particle size 
distribution, depending on the initial particle concentration, its impact on the particle mass 
distribution is insignificant. 
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1. Introduction 
 Problem description 1.1
The inflow into reservoirs from sidearms may contain nutrient and/or pollutant particles, 
which are dispersed across water bodies by various transport and mixing processes 
including those driven by natural convection. According to the Australian Drinking Water 
Guidelines (ADWG, 2004), a precautionary strategy should be developed against variation 
of the water quality in reservoirs. To achieve this goal, understanding the particle transport 
in reservoirs is critical as it is directly relevant to the water quality in these water bodies. 
Accordingly, the understanding of the unsteady natural convection as one of the important 
transport mechanisms which drives particle motion in reservoirs is of great interest. This 
research involves an investigation of two major themes: natural convection and particle 
transport in reservoirs. 
Natural convection in reservoirs is induced by the ambient thermal forcing including air 
temperature variation and solar radiation. The problem of natural convection in reservoir 
models has been studied extensively by many authors (e.g. Monismith et al. [1], Farrow 
and Patterson [2], Lei and Patterson [3, 4], Bednarz et al. [5, 6], and Mao et al. [7]). The 
effect of heating at the water surface may cause stratification of the whole water body, 
resulting in the establishment of two distinct layers – hypolimnion and epilimnion; whereas 
the effect of the surface cooling, which may cause a Rayleigh-Bernard type instability, is 
the main driving mechanism for the formation of plunging plumes within the water body 
[6]. The processes outlined above, which will be investigated in more detail in this thesis, 
can provide one of the most important driving mechanisms for contaminant dispersion in 
the water body in addition to other mechanisms such as wind forcing at the water surface, 
influent of reservoirs, or evaporation. In addition to the effect of thermal forcing, the 
geometry of reservoirs may also affect the flow in the natural water body. Of particular 
interest here is the geometry consisting of two distinct regions with a sloped bottom and a 
flat bottom respectively [2].  
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Particle transport in reservoirs involves several fluid dynamical processes. As mentioned 
above, an important process of interest is natural convection, manifesting as circulations 
between the littoral regions and central regions of reservoirs due to either heating or 
cooling, and their interaction with the particular geometry. This is the mechanism 
responsible for mixing substances of interest (e.g. pollutant/nutrient particles) between the 
epilimnion and hypolimnion in natural water bodies. Particle transport in fluids has been 
reported and discussed in many studies, such as the environmental perspective to 
understand contaminant dispersion in either air flows or water flows [8, 9], and coastal 
engineering to comprehend the sediment transport (e.g. scouring) [10]. It is reported in the 
literature (e.g. [11, 12]) that the numerical simulation of particle transport can accurately 
predict particle motion in fluids. Accordingly, CFD (Computation Fluid Dynamics) 
modelling of particle transport in reservoir models under natural convection is carried out 
in the present project. The purpose of this research is to develop deep insights into how 
pollutant particles are transported in natural water bodies under the effect of natural 
thermal forcing. This has implication for the occurrence of environmental hazards in 
certain circumstances. 
The methodology of modelling dispersed particle transport in fluids can be generally 
classified into two different approaches – the Eulerian-Eulerian approach and the Eulerian-
Lagrangian approach. These are both based on CFD codes. The fluid flows are solved 
using the Eulerian method, whereas particle motion can be solved by either the Eulerian or 
Lagrangian method. The coupling of the fluid flow and particle motion is essential to the 
numerical model. The motion of particles strongly depends on the result of the calculation 
from the continuum phase (i.e. the fluid flow). In one-way coupling of the two phases, 
particle motion has no influence on the fluid flow, whereas two-way coupling of the two 
phases also accounts for the effect of particle motion on the fluid flow. 
 Literature review 1.2
1.2.1 Unsteady natural convection in reservoirs 
Natural convection is a heat transport mechanism that is driven by buoyancy, in which 
fluid flows are determined by the variation of density usually caused by temperature or 
concentration gradients. In general, the heated part of a fluid body is less dense and tends 
to travel up to the surface in the opposite direction of gravity; whereas the cooler part is 
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denser and tends to flow downwards. As a consequence, a convective circulation forms. In 
the case of reservoirs, natural convection plays a significant role in promoting mixing and 
exchange across the water bodies, especially under relatively calm conditions (i.e. when 
the wind stress is weak). For instance, both the bottom heating associated with the residual 
solar radiation reaching the bottom and the surface cooling due to heat loss to the 
atmosphere may result in a Rayleigh-Bernard type instability, thereby promoting strong 
vertical mixing in the local water column.  
The early research of natural convection in reservoirs was initially established by 
modelling the processes in a square enclosure. The square enclosure model can indicate the 
flow behaviour in the region of reservoirs having a uniform water depth. However, they 
have limitations in representing the flow patterns in real-life situations. Therefore, a 
reservoir model depicted by a triangular domain has been adopted in later research. In such 
a triangular model, a gently sloping bottom is included in the model to consider the 
changing water depth in field situations. This may result in a more complex flow structure. 
The triangular model has been adopted in [2-4, 13] to investigate the flow in the sidearm of 
reservoirs. Subsequently, a more realistic model has been established which includes a 
region with a sloped bottom adjacent to another region with a uniform depth [5, 6, 14, 15]. 
The sloped bottom emerges as an unstable factor for the large-scale convective circulations 
because of the establishment of temperature gradients along the sloped bottom. Many 
studies have demonstrated that the sloped bottom plays an important role in horizontal 
convection within the domain (e.g. [4, 13]). 
In the literature, the exchange and mixing in reservoirs under different thermal forcing 
conditions has been investigated experimentally, numerically and analytically [3-6, 15, 16]. 
For numerical and analytical modelling, mainly laminar natural convection models have 
been developed and implemented. Similarly, the present project adopts a laminar natural 
convection model. 
The effect of different thermal forcing on flow patterns 
The convective flow in reservoirs induced by the effect of diurnal heating and cooling is 
important for the transport of particulate matters across the reservoirs. In a typical diurnal 
cycle, the thermal conditions of interest involve daytime heating and night-time cooling. 
These types of thermal forcing may result in complex flow patterns in the reservoirs. The 
resultant flows may include large-scale circulations across the entire water bodies (i.e. the 
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primary circulations) superimposed by small-scale local convective circulations (i.e. the 
secondary circulations), causing the transport of substances such as pollutants and nutrients 
across the natural water bodies. 
The studies of the daytime heating process have been carried out extensively (e.g. [3, 17, 
18]). In the reservoir model, the daytime unequal capture of radiation as the result of 
changing water depth is a significant mechanism for particle exchange and mixing in 
reservoirs. The absorption of solar radiation entering through the water surface results in 
relatively warm shallow regions and a stable stratification in deep regions. In shallow 
waters, the average temperature increases with decreasing depth along the slope, resulting 
in a horizontal temperature gradient. The lateral temperature gradient in the shallow region 
in turn drives a convective flow up along the slope and out of the tip region along the 
surface. In addition, if the water depth is less than the penetration depth of solar radiation 
(this is the case for at least part of the shallow region with a sloped bottom), a fraction of 
the radiation reaches the bottom, which will be absorbed by the bottom and the absorbed 
energy is then re-emitted as a heat flux from the bottom. The bottom heating will result in a 
Rayleigh-Benard type instability, and thus a secondary convection will form in the local 
water column. These large and small-scale convective flows act together to form complex 
flow structures in the reservoir. It is worth noting that the sloped bottom in this case 
provides a driving mechanism for the large-scale convective flow.  
The above-described radiation heating process has been investigated experimentally, 
numerically, and analytically by many researchers such as Lei et al. [3, 4, 13, 17, 19], 
Monismith et al. [1], and Mao et al. [18]. Among the experimental investigations, the study 
reported in [17] used the shadowgraph technique to visualise the development of the flow 
in the sidearm. The solar radiation in the experiment [17] was simulated by a theatre spot 
lamp. The results clearly indicated simultaneous growth of thermal boundary layers from 
both the top and bottom of the water body. The instability associated with the bottom 
heating mechanism was observed in the subsequent development of the flow. This 
experiment provided, for the first time, a physical evidence of radiation heating at the 
bottom causing the vertical mixing within the water body of the reservoir. In addition to 
the experimental study, the numerical studies were also reported extensively (e.g. [3, 4, 
19]). The setup of these numerical models was mainly based on the experimental model of 
[17]. The numerical study of this process emphasized the bottom heating effect since it was 
the positive heat flux from the bottom that initiated the plumes in local water columns [3]. 
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The numerical model was slightly simplified by considering a constant flux thermal 
forcing condition along the sloped bottom. A direct stability analysis was also carried out 
based on the same numerical reservoir model (e.g. [19]). Several dimensionless parameters 
including the Prandtl number, the Grashof or Rayleigh number, and the aspect ratio of the 
geometry were identified as the control parameters characterising the flow behaviour in 
various flow regimes. 
The night-time cooling effects have also been investigated extensively (e.g. [5, 7, 20]). 
Cooling can be specified as a surface heat loss, such as a constant heat flux out of the 
surface (iso-flux) or a constant surface temperature (isothermal) that is lower than the 
water body temperature. To a certain extent the cooling process is similar to the daytime 
radiation heating, in which the shallow region with a sloping bottom plays an important 
role. Because of the unequal cooling rate due to the depth variation in the shallow region, a 
horizontal temperature gradient is developed in a form similar to the situation discussed for 
the heating process. The result of this cooling is a cold water undercurrent proceeding 
toward the deeper region along the slope. In the meantime, cooling at the water surface 
results in a vertically adverse temperature gradient, which may cause the Rayleigh-Benard 
type instability in the form of plunging plumes issuing from the thermal boundary layer 
underneath the surface.  
The surface cooling process was also investigated using various methods including 
experiments, simulations, and analyses [5, 7, 15, 20]. One experimental study was carried 
out by Bednarz et al. [5] using the Particle Image Thermometry (PIT) technique. Their 
experiment adopted a reservoir model consisting of a region with a sloped bottom and 
another adjacent region with a uniform depth, and used thermo-chromic liquid crystals 
(TLCs) as tracers in fluids. The fluid temperature was measured from the colour of the 
TLC particles through calibration. Their experiment confirmed the general behaviour of 
the flow development during the night time cooling phase. The overall flow development 
was classified into three stages – namely initial growth, transitional, and quasi-steady 
stages. However, the limitation of the experiment reported in [5] is worth noting. On one 
hand, the temperature in the experiment was constrained in a very small range by the 
property of the TLCs. On the other hand, a rigid wall was placed at the water surface in 
order to achieve surface cooling. A corresponding numerical study of the flow in the same 
model was also conducted by the same authors in [15]. This study considered the cooling 
effect at the free surface of the water body. A constant heat flux going out of the surface 
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was specified with a small perturbation. Their simulation clearly showed the instability of 
the flow development from the initial stage to the transitional one. The numerical results 
were validated against a previous scaling analysis. The scaling analysis of the cooling 
process by Mao et al. [7] has quantified the flow properties in various regions from 
nearshore to offshore. Three distinct flow regimes – referred to as conductive regime, 
stable convective regime, and unstable convective regime, along the sloped bottom were 
identified and discussed in detail. These three regimes are determined by the global 
Rayleigh number, a critical Rayleigh number for the Rayleigh-Benard type instability, and 
the slope of the bottom. The scaling relationships derived in [7] were validated against 
corresponding simulations. 
The diurnal thermal cycle includes both the heating and cooling processes described above, 
and a much more complicated flow is expected over the diurnal cycle as a result of the 
switch of the thermal forcing between heating and cooling. The diurnal process has also 
been investigated by many researchers (e.g. [1, 2, 6, 14, 16]). Among these investigations, 
Bednarz et al. [6] carried out a concurrent PIT and PIV (Particle Image Velocimetry) 
experiment; Lei and Patterson [14] performed a numerical simulation with a periodic 
isoflux condition at the surface; and Bednarz et al. [16] studied numerically the diurnal 
flow response to a periodic temperature variation at the surface. All these studies have 
revealed that a distinct flow instability occurs during the cooling phase under periodic 
thermal forcing regardless of the type of thermal forcing (i.e. isoflux, isothermal, or 
radiation heating). In addition to the thermal forcing specified at the water surface, the 
study reported in [14] has also considered the re-emission of heat from the residual 
radiation absorbed by the bottom during radiation heating and has showed that instability 
also occurs during the heating phase because of an adverse temperature gradient in the 
bottom layer. Most of the studies of the flow response to diurnal thermal forcing [1, 2, 6, 
14, 16] have consistently confirmed a time lag in the overall flow response to the switch of 
the thermal forcing. Despite all these studies have shown a similar flow behaviour, no 
direct comparison has been made among them. 
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1.2.2 Particle transport in fluid flows 
1.2.2.1 Particle transport theory  
Particle motion in fluids is governed by the following momentum equation [12] (based on 
unit mass). 
𝑑𝑢𝑃
𝑑𝑡
= 𝑢𝑓 − 𝑢𝑝
𝜏
+ �1 − 𝜌0
𝜌𝑝
�𝑔 + 𝐹𝑎 (1) 
The particle motion is driven by three groups of forces, which are respectively represented 
by the three terms on the right-hand side of Equation (1): the first term is the drag force; 
and the second term is the gravitational forces including buoyancy force emanating from 
the fluid. The last term consists of all additional minor forces that may need to be 
considered, including the thermophoretic force, lift force, and etc.  
The most common forces involved in the theory of particle dynamics will be discussed 
individually below. 
Drag force 
The drag force always presents whenever there is a relative motion between the particle 
and the fluid, provided that the particles are not chemically reactive with the fluid. This is a 
resistant force, which enables the particle to catch up with the changing velocities of the 
surrounding fluid [11]. Therefore, it is determined by the relative velocity between the 
local flow velocity 𝑢𝑓 and the particle velocity 𝑢𝑝. The general expression of the drag force 
per unit mass of particles is given by: 
𝐹𝐷 = 𝑢𝑓 − 𝑢𝑝𝜏1  (2) 
The denominator 𝜏1  in equation (2) is corrected from the particle relaxation time 𝜏  in 
Stokes drag regime (see below), where 𝜏 is given by: 
𝜏 = 𝜌𝑝𝑑𝑝2/18𝜇 (3) 
The relaxation time describes the time required for a particle to reach a state with a 
terminal velocity in a vertical glass tube experiment due to its gravitational force, in which 
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both the fluid and particle are initially stationary. It also represents the characteristic 
response time of the particle when it is surrounded by moving fluids. 
However, it is necessary to correct this relaxation time to account for the slip velocity and 
rarefied gas effect. This has been done by incorporating a drag coefficient 𝐶𝑑  and the 
Reynolds number as well as the Cunningham factor 𝐶𝐶 that characterises the rarefied gas 
effect. The corrected particle relaxation time is given by: 
𝜏1 = 𝜏 2Re𝐶𝑑 𝐶𝑐 (4) 
where the Cunningham factor 𝐶𝐶 is given by,  
𝐶𝐶 = 1 + 𝐾𝑛(𝑎 + 𝑏𝑒−𝑐𝐾𝑛) (5) 
where 𝑎, 𝑏, and 𝑐 are given the constant values of 2.51, 0.80, and 0.55 respectively in [21]; 
𝐾𝑛 is the Knudsen number determined by the particle diameter and the mean free path of 
the fluid:  𝐾𝑛 = 2𝜓/𝑑𝑝 ; 𝜓  is a mean free path of the fluid given by the ratio of the 
kinematic viscosity 𝜈 to the average velocity of the fluid molecules 𝑢�𝑓 in the domain as 
follows [22]: 
𝜓 = 2𝜈/𝑢�𝑓 (6) 
In equation (4), 𝐶𝑐 is equal to 1 when the fluid is liquid instead of gas phase; Re is the slip 
Reynolds number (dimensionless), which is defined as: 
Re=𝑑𝑝�𝑢𝑓 − 𝑢𝑝�/𝜈 (7) 
The drag coefficient Cd is a function of Re, which is given by Morsi & Alexander [23] as  
𝐶𝑑 = 𝑎1 + 𝑎2/Re + 𝑎3/Re2 (8) 
where 𝑎1, 𝑎2, 𝑎3  are constants and can be found in Table 1. This correlation of drag 
coefficient is generally valid for particles of spherical shape. 
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Table 1 Drag coefficient parameters summary according to Reynolds number [23] 
Reynolds number 𝑎1 𝑎2 𝑎3 
Re<0.1 0 24 0 
0.1<Re<1.0 3.69 22.73 0.0903 
1.0<Re<10.0 1.222 29.1667 -3.8889 
10.0<Re<100.0 0.6167 46.5 -116.67 
100.0<Re<1000.0 0.3644 98.33 -2778 
1000.0<Re<5000.0 0.357 148.62 -4.75×104 
5000.0<Re<1.0×104 0.46 -490.546 57.87×104 
1.0×104<Re<5.0×104 0.5191 -1662.5 5.4167 
 
The drag force is one of the most important driving forces in particle transport, and thus is 
included in every particle transport model. In the present project we assume that particles 
are of spherical shape and thus the above correlation for drag coefficient is adopted. 
Gravitational force 
The gravitational field is always present in natural water bodies. As an important driving 
force for natural convection, the gravitational force also plays an important role in particle 
motion. When submerged in a fluid, a particle experiences gravity and a buoyancy force. 
The gravity drives the particle downwards to settle, whereas the buoyancy force tends to 
lift the particle up to the surface of the fluid. The combined effect of the gravity and 
buoyancy on the particle is quantified by (per unit mass): 
𝐹𝑔 = �1 − 𝜌0𝜌𝑝�𝑔 (9) 
If the density of the particle is higher than that of the fluid, it will result in a settling 
acceleration, which in turn influences the overall motion of the particle. 
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Thermophoretic force 
A particle suspended in a gas field with a temperature gradient will experience a 
temperature gradient induced force in the direction that is opposite to the direction of the 
temperature gradient. This is the so-called thermophoretic force. The thermophoretic force 
is only emanated in the case when particles travel in the gas having a temperature gradient. 
Although the thermophoretic force is not relevant when particles are surrounded by liquids, 
it is still worth addressing here as it is a common force for particle transport in fluids. The 
thermophoretic force can be expressed as (presented in force per unit mass): 
𝐹𝑇 = −𝐷𝑇,𝑝 1𝑚𝑝𝑇 𝜕𝑇𝜕𝑥 (10) 
In the above equation, 𝑚𝑝 is the mass of the particle; the coefficient of thermophoresis 
𝐷𝑇,𝑝 (in Nm) can be determined either as a constant, or a polynomial of the properties of 
the fluid and particle, or in other functional forms. However, one of the most widely 
adopted ones is the equation given by Talbot et al [24]: 
𝐷𝑇,𝑝 = 6𝜋𝑑𝑝𝜇2𝐶𝑠(𝐾 + 𝐶𝑡𝐾𝑛)𝜌0(1 + 3𝐶𝑚𝐾𝑛)(1 + 2𝐾 + 2𝐶𝑡𝐾𝑛) (11) 
where 𝐾𝑛  is the Knudsen number defined in Equation (6); the parameter 𝐾  can be 
determined by the adjusted fluid thermal conductivity over the particle thermal 
conductivity 𝐾 = 𝑘𝑓′
𝑘𝑝
. The adjusted fluid thermal conductivity is only based on 
translational energy given as 𝑘𝑓′ = (154 )𝜇𝐸𝑡𝑟𝑎𝑛𝑠 , where the translational energy is given 
by 𝐸𝑡𝑟𝑎𝑛𝑠 = 12𝑚𝑝𝑢𝑝2. 𝐶𝑠,𝐶𝑡, and 𝐶𝑚 are three constants with values of 1.17, 2.18 and 1.14 
respectively. 
Lift force 
The lift force is discussed in [11] and it may also have an influence on the particle’s 
motion. The lift force is perpendicular to the flow direction. The effect of this force can be 
seen in the free body diagram below (Figure 1). 
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Figure 1 The important forces of particle motion. 
In the diagram above, the thrust is a reaction force that expels or accelerates mass in one 
direction, which requires an external or internal power to drive the particle, and thus is not 
relevant for the motion of the inert type of particles considered in this project.  
The lift force for particles in fluids is associated with the particle’s Reynolds number. The 
lift force induced by shear in the flow field that was introduced by Saffman [25] will be 
considered in this model. It is also known as Saffman’s lift force. Li and Ahmadi [26] have 
provided the following generalised equation of the lift force due to shear: 
?⃗? = 2𝜁𝜈12𝜌𝑑𝑖𝑗
𝜌𝑝𝑑𝑝(𝑑𝑙𝑘𝑑𝑘𝑙)14 (𝑢�⃗ 𝑓 − 𝑢�⃗ 𝑝) (12) 
In the equation above, 𝜁 is a constant (=2.594). The deformation tensors or strain tensors 
(𝑑𝑖𝑗 , 𝑑𝑙𝑘, and 𝑑𝑘𝑙) can be obtained from 𝑑𝑖𝑗 = 12 (𝛿𝑢𝑓𝑖𝛿𝑥𝑗 + 𝛿𝑢𝑓𝑗𝛿𝑥𝑖 ), where the subscripts are the 
different directions of the tensors. The shear induced lift force is significant for submicron 
particles, and it may enhance settling velocity of the particle.  
Brownian dispersion 
The effect of Brownian dispersion motion can be generally applied to submicron particles 
as well. The Brownian motion may be observed in a real-life scenario, in which small 
particles appear to drift randomly in fluids. As a result, the Brownian motion in the 
numerical model is often calculated based on a probabilistic distribution. One of the 
applicable approaches to resolving the Brownian motion of particles is the application of 
the Gaussian white noise process which was proposed by Li and Ahmadi [26]. The 
equation of particle Brownian motion and its trajectory can be evaluated by solving 
Newton’s second law of motion. The force of the Brownian motion is given by: 
up - uf Lift
Thrust Drag
Weight
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𝐹𝑏𝑖 = 𝑅𝑎𝑛𝑑𝑖�𝜋𝑆0∆𝑡  (13) 
In this equation, the random number 𝑅𝑎𝑛𝑑𝑖  has a zero-mean property, and is based on 
Gaussian random numbers; the subscript 𝑖 represents the pointer to the individual particle; 
∆𝑡 stands for the time-step size in each calculation; 𝑆0 is derived from the Gaussian white 
noise process with the spectral intensity discussed in [26]. The expression of 𝑆0 is given as 
follows: 
𝑆0 = 𝐶𝑒𝜈𝐾𝐵𝑇
𝜋2𝜌0𝑑𝑝
5(𝜌𝑝 𝜌0� )2𝐶𝑐 (14) 
where  𝐶𝑒  is an empirical constant (= 216 ) and the Cunningham factor 𝐶𝑐  is given in 
Equation (5). The Boltzmann constant 𝐾𝐵 is equal to1.38 × 10−23 𝐽/𝐾. 
As shown in the above equations, the Brownian force is evaluated based on the time step 
and the temperature. The energy equation must be solved in order to evaluate the Brownian 
force on particles. The validation of the model was also demonstrated by Li and Ahmadi 
[26]. 
Particle collision models 
Collision of particles may have an additional impact on particle transport. A particle 
collision model is needed to resolve particle collision in numerical models. The particle 
collision model usually provides a stochastic estimation of particle collision in a 
continuous-phase. In the literature [27], one of the most commonly adopted algorithms for 
the collision model is based on probabilistic analysis of particle collision, which is adopted 
to reduce computational cost. Two efficiencies – the collision efficiency and the 
coalescence efficiency are adopted to describe particle collision. The collision efficiency is 
directly derived from the probability model, which is explained below. Two particles that 
may be involved in collision form a collision pair. It is worth noting that particles with the 
same velocities will not collide with each other so that the concept of ‘parcel of particles’ 
is adopted to simulate a group of particles with the same velocity in order to avoid them 
from colliding in the probability model. Furthermore, the concept of ‘collision volume’ is 
introduced here. The collision volume is determined by the particle diameters, time-step 
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(∆𝑡) of the transient calculation, and the relative velocity (𝐶?̅?𝑒𝑙) of the collision pair, as 
shown in Figure 2. It is the space that a particle will cover relative to the other particle of 
the collision pair within one time-step (∆𝑡 ) and is given by  𝜋(𝑟1 + 𝑟2)2𝐶?̅?𝑒𝑙∆𝑡 . The 
collision efficiency is then calculated as the ratio of the collision volume to the volume of 
the numerical cell (𝑉𝑐𝑒𝑙𝑙), i.e. 𝜋(𝑟1 + 𝑟2)2𝐶?̅?𝑒𝑙∆𝑡/𝑉𝑐𝑒𝑙𝑙, where the volume of numerical cell 
here is the area of the computational grid element in which the collision pair is located.  
Following the collision, there is a probability of coalescence for the particle pair, which is 
measured by the coalescence efficiency 𝐸𝑐𝑜𝑎𝑙 [27]. The coalescence efficiency is mainly 
dependent on the pair’s radii (r1, r2), the collisional Weber number (𝑊𝑒) that is relevant to 
the relative velocity of the pair, i.e. 𝑊𝑒 = 𝜌𝑝𝐶?̅?𝑒𝑙2𝑑𝑝/𝜎, and collision impact parameter 𝑏. 
The coalescence efficiency can be derived following the principle described below (see [27] 
for more details): If the rotational energy of the two colliding particles is smaller than the 
energy required to reform the surface of a coalesced pair of particles (deformation energy), 
the two particles will coalesce. In contrast, if the rotational energy of the colliding particles 
is bigger than the deformation energy, the two particles will be grazing and fly apart. The 
coalescence efficiency 𝐸𝑐𝑜𝑎𝑙 is associated with the two above-mentioned energy equations 
(rotational energy vs. deformation energy). Equating the two energy terms will result in an 
equation to determine the critical value of the impact parameter (𝑏𝑐 ), which has a 
maximum 1 and a minimum 0. The coalescence efficiency 𝐸coal  is determined by the 
probability having  𝑏 ≤ 𝑏𝑐 . Agreements between the above-described particle collision 
model and the experiments [28] are achieved [27].  
 
Figure 2 The collision volume (modified based on [29]). 
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The limitations of the above-described particle collision model have a direct impact on the 
accuracy of the numerical results. Firstly, two particles may collide only if they are within 
the same grid element. This assumption curbs particles that are located very close to each 
other but not in the same grid cell from colliding while allowing particles that are far away 
from each other but within the same grid cell to collide. Secondly, because of the above 
assumption, the collision model is very sensitive to the grid resolution. However, this can 
be overcome by using a properly refined mesh and having more particles injected into the 
domain. 
To further improve O’Rourke’s collision model, Li et al [30] have extensively investigated 
the O’Rourke’s algorithm and proposed a new model based on smoothed particle 
hydrodynamics. Their study mainly focuses on refining the existing collision model and 
comparing the data between the refined and existing models. The new model which they 
proposed, to a certain extent, has overcome the limitation of O’Rourke’s collision model 
by improving the algorithm to locate the collision pairs.  
1.2.2.2 Numerical approaches for particle tracking 
As mentioned above, particle transport models can be applied to investigate the pollutant 
dispersion in natural water bodies. Although the investigation in the present project is 
based upon the natural convection model for reservoirs which has been studied by many 
researchers (e.g. [2-7, 13, 15, 16, 18, 20, 31, 32]), none of them has investigated the case 
with the inclusion of a particle transport model. The studies concerning particle transport in 
various types of fluids are briefly reviewed below. The physical processes of particle 
transport have been discussed by numerous researchers using different methods including 
physical experiments (e.g. [33, 34]), numerical simulations (e.g. [35]), or the combination 
of both (e.g. [36]). The numerical study is the focus of the present review. Of all the 
numerical studies, the theory behind modelling particle transport driven by fluids has been 
reviewed by Guha [11]. The numerical particle transport models have been applied to 
multiple disciplines, such as chemical engineering (chemical aerosols [37]), medical 
science and engineering (respiratory tract [11, 38, 39]), environmental science (indoor air 
pollution [40-42]), mechanical engineering (heat transfer equipment [43]), and many other 
fields. The following section discusses the different approaches commonly applied in the 
numerical models, covering the studies of both laminar and turbulent flows. 
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Eulerian-Eulerian approach vs. Eulerian-Lagrangian approach 
Existing studies of two-phase problems generally involve two different approaches, i.e. the 
Eulerian-Eulerian and Eulerian-Lagrangian approaches. Since the fluid phase is usually 
solved in the Eulerian framework, the major distinction between the two approaches is in 
the treatment of particle motion, which may be solved using either the Eulerian or 
Lagrangian approach. 
In the Eulerian framework, particle trajectories are calculated in the same way as the 
calculation for a continuum. The calculation is from the macroscopic point of view for the 
whole system. It is typically useful when the volume fraction of particles is very large 
compared to the volume of fluid. The Eulerian approach has been adopted by many authors 
in recent years (e.g. Pilou [9], Guha [11], and Yan et al [44]). In this approach, the particle 
trajectory is treated as a continuum based on the conservation of momentum and energy. 
Several new models are available in the contemporary research in this field, among which 
the Volume of Fluid (VoF) model is one of the most widely adopted models.  
In the Lagrangian framework, the individual particle is tracked by solving Newton’s 
second law of motion. Details concerning the various forces can be found in the previous 
section of particle transport theory. The Lagrangian approach has been widely used for 
particle tracking with a relatively small volume fraction of particles in a continuum phase. 
As this approach attempts to track individual particle’s motion within the fluid field, the 
required computing resource is very high when the number of particles within the flow 
domain is large. Many investigations reported in the literature have adopted this approach. 
In the laminar flow regime, the Lagrangian framework of the particle modelling method 
has been applied to predict the particle motion in a square cavity (e.g. [12]), whereas in the 
turbulent flow regime, this approach has been adopted by many authors, such as Dehbi and 
Martin [35] and Xu and Yu [45] to simulate particle motion.  
Both of the two approaches for particle tracking have distinct traits when they are adopted 
in different scenarios. Guha has discussed and compared both of them in various numerical 
scenarios [11]. It is reported that both approaches can provide results with a high degree of 
consistency in numerical simulations; so the choice depends on considerations such as the 
physics of the flow and/or the volume fraction of the particles. In the present project, the 
Lagrangian framework is employed to track particles with a very small volume fraction of 
particles in the reservoir model. Typically, the value of the volume fraction of the discrete 
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phase is limited to approximately 10% in commercial CFD codes using the Lagrangian 
framework. 
One-way coupling vs. two-way coupling 
The particle motion in fluids can be treated as either one-way coupling or two-way 
coupling. For the one-way coupling the particle motion has no impact on the continuous 
phase calculation, whereas for the two-way coupling the impact of the particle motion on 
the continuum will be considered. 
The one-way coupling approach has been widely adopted in the literature (e.g. Akbar [12]). 
The flow regime is often assumed to be laminar in the numerical simulation using this 
approach. This is appropriate if the volume fraction of particles is small and the 
momentum loading due to the presence of particles is insignificant. Therefore, the 
interaction between the discrete phase and the continuum phase would not change the 
result significantly and thus could be neglected. The calculation with one-way coupling 
involves two separate steps: firstly, the flow field (the continuum phase) is solved; and 
secondly, the particle motion is resolved based on the result of the first step. 
 
 
Figure 3 Coupled discrete phase calculations. 
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The two-way coupling approach is popular in turbulent flow models, and has been 
employed by many authors (e.g. Kondaraju et al [46], Xu and Yu [45], Dehbi et al [35, 47] 
among many others). In this approach, the solver conducts the calculation between the 
continuous phase and the discrete phase; and all the equations involved in these two phases 
are solved simultaneously (see Figure 3). Although this approach significantly increases 
the demand of computing resources, the outcome is more accurate result, especially if the 
volume fraction of particles is high. 
Both the one-way coupling and two-way coupling have a place in the numerical modelling 
of particle transport. Generally, one-way coupling is adopted when the fluid flow is slow 
and comparably stable in the case with a low volume fraction of particles. On the other 
hand, the two-way coupling is often adopted for more intensive and unstable flows (i.e. 
turbulent flows) for better accuracy. 
1.2.2.3 Particle transport in different flow regimes 
Particle transport in laminar flows 
To the best knowledge of the author of this thesis, few studies have been published on 
particle transport in natural stored waters with a laminar flow regime under natural 
convection. Most existing studies of particle transport have considered air flows in cavities 
(e.g. [12]). Here, the studies of particle motion in laminar flows are discussed. 
Pratsinis et al [48] carried out a study of particle diffusion, thermophoresis, and 
coagulation in a laminar tube flow of gases. The relationship between coagulation and 
deposition of particles in a specific tube was demonstrated by the authors. The particle 
collision model adopted in their investigation was based on the above-described 
probabilistic model. Their study indicated that the process of coagulation tended to lower 
the particle deposition efficiency. This may be due to, as noted by the authors, the increase 
of the particle size enabling the thermophoresis to be a dominant mechanism for particle 
transport. As a consequence, the process of thermophoresis can be viewed as a resistant 
force for deposition in the gas flow. 
Tsai and Liang [49] determined a correlation for thermophoretic force in evaluating the 
effect of the particle (aerosol) deposition in a laminar flow under the Eulerian – Lagrangian 
framework. They analysed the deposition rate of particles using correlated deposition 
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fluxes. However, their estimation was limited to a certain range of Reynolds number, and 
the effect of natural convection was neglected. 
In order to investigate particle motion under the effects of the flows and different particle 
properties in natural convection, Akbar et al. [12] compared the results obtained under 
various scenarios which account for certain forces such as drag, lift, thermophoresis, and 
Brownian dispersion respectively in a square domain. Their simulation was based on the 
Eulerian – Lagrangian approach. Their result indicated the importance of considering the 
submicron forces for particles of submicron scales. The result was found to be consistent 
with the investigation reported in [11] which showed that the Brownian diffusion 
decreased with the increase of the particle size. In [12], when the particles were smaller 
than 1 micron, Brownian diffusion dominated their behaviour, and the particle deposition 
rate was reduced. However, there was no direct comparison with any experiments and/or 
analytical results, and the verification of grid independence of the simulation was not 
discussed by the authors either. 
Guha [11] studied the fractional deposition of particles in human’s respiratory tract in the 
laminar flow regime based on the Eulerian – Eulerian approach. The effect of the particle 
size was considered and compared. The critical Reynolds number which separates the 
laminar and turbulent flow regimes was determined. They classified the dominant particle 
deposition mechanisms according to different ranges of the particle size. 
Particle transport in turbulent flows 
Numerous studies have focused on particle transport in turbulent flows. These include in-
door air pollution models [9, 40, 41, 50], respiratory tract and lung models [39, 40], 
coolant systems models in a nuclear plant [35], and bubble in liquid flow models [51-57]. 
They consist of both numerical and experimental works. The numerical models are based 
on either Eulerian-Eulerian frameworks or Eulerian-Lagrangian frameworks for the fluid 
and particle coupling. These studies generally aim to understand the fate of particles in 
terms of deposition and diffusion rates. In the turbulent flow models, the information of 
particles is mainly derived employing a stochastic method based on a probabilistic model 
since it can significantly reduce computational time. Many turbulent flow models have 
been verified and validated (e.g. [44, 51]).  
Guha [11] and Nerisson et al. [58] investigated the relationship between the deposition 
velocity and the particle relaxation time. Both these studies theoretically compared the 
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diffusion and deposition of particles based on the two Eulerian-Eulerian and Eulerian-
Lagrangian frameworks. Furthermore they characterised the particle deposition in turbulent 
flows in multiple regimes including the turbulent diffusion regime, the impaction regime, 
and the particle inertia regime. Guha [11] also detailed the driving mechanisms for the 
particle deposition, where the focus was on comparing the two approaches, and the 
numerical results were compared with the existing data. On the other hand, Nerisson et al 
[58] improved the boundary conditions for particles in the turbulent flow model. A new 
boundary condition at smooth walls was developed. Their study was validated against the 
experiments reported in [59, 60]. 
The recent study by Pallares and Grau [61] investigated the relationship between the 
normalised particle deposition velocities, the particle relaxation times, and Archimedes 
number (defined as the ratio of gravitational forces to viscous forces of fluids) for air 
channel flow induced by natural convection. It was found that an increase of the particle 
relaxation time results in the growth of the particle deposition rate within a specific range 
of the particle relaxation times. It was also revealed in their study that gravitational 
acceleration in this case would produce higher deposition velocities compared to the 
conditions without gravity. However, their study was constrained by a simple force model 
since the lift force, Brownian force, and thermophoretic force have been neglected.  
Friedlander and Johnstone [62] conducted an experiment and analysis of the particle 
deposition mechanisms a few decades ago. The behaviour of particles depositing at a wall 
and the mechanism of their transport were addressed. Their study identified the importance 
of the inertia effect of eddies contributing to the particle motion in a turbulent gas flow. 
The relationship between the deposition rate and the distance between the entrance and the 
settling place of particles was analysed. The experimental data and their analysis showed 
the feasibility of predicting the rate of particle transfer based on the Reynolds analogy, 
which states that the heat transfer in a turbulent system is analogous to the turbulent 
momentum transfer [63]. However, the Reynolds analogy is only valid when the drag in 
fluids is insignificant. 
Further, Xu and Yu [45] investigated the inter-particle interaction by including a particle 
collision model. The simulation was based on CFD coupled with a discrete phase model 
(DPM) under the Eulerian-Lagrangian framework. Their study focused on individual 
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particle trajectories in a gas-solid fluidized bed model, and demonstrated the behaviour of 
particles subject to collision.  
In general, particle transport in turbulent models mainly adopts stochastic tracking of 
particles in order to detect a correlation between the particle properties and the particle 
deposition rates. The turbulent models may be a better representation of the real-life 
situation than the laminar models. However, there are still many unsolved issues related to 
the turbulent models requiring further investigation. 
1.2.3 Summary 
As described above, the studies of laminar natural convection in reservoir models have 
been reported by many authors using various research methods including physical 
experiment (e.g. [5, 6, 15]), numerical simulation (e.g. [15]), and theoretical analysis (e.g. 
[19]). The establishment of exchange and mixing in the reservoir models under different 
types of thermal forcing have been demonstrated and quantified. Collectively, these studies 
have produced convincing and consistent results regarding the basic flow mechanisms 
under the effect of natural convection, which are the basis for further investigations, 
especially those concerning the transport of particular matters across natural water bodies. 
The numerical modelling of particle transport reviewed above covers a wide range of 
applications in various fields. Some of these studies involve particle transport under the 
effect of natural convection, which is the interest of the present project. Many of these 
studies have employed turbulence models (e.g. [11]) and demonstrated the accuracy of the 
numerical results (e.g. [44, 51, 53, 64]).  
The above literature survey has also demonstrated that none of the existing studies in the 
literature has investigated particle transport under natural convection in reservoirs and 
lakes. However, the numerical simulation of the transport of pollutant particles in natural 
water bodies is worth pursuing as it may produce more reliable and more detailed data than 
the pure statistical model (e.g. [65]) currently applied in environmental engineering fields. 
 Aims of the thesis 1.3
The aim of this project is to understand and quantify particles transport in a reservoir 
model under the influence of natural thermal forcing. Through this research the behaviour 
of suspending particles in water within the reservoir model is examined under various 
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scenarios and it is expected that the results will have implications to the water quality 
management for reservoirs.  
This project has the following three specific components: 
1. Numerically modelling a previously reported concurrent particle image 
thermometry and velocimetry experiment in a reservoir model and investigating the 
dependence of the flow response on thermal forcing using the information extracted 
from passive particles; 
2. Understanding the importance of natural convection in determining particle 
deposition and dispersion behaviours in reservoirs in a pseudo real-life scenario; 
3. Preliminarily investigating the effect of a particle collision model on the spectrum 
of particle sizes as well as the deposition and dispersion of particles in comparison 
with the above model without particle collision.  
 Outline of thesis 1.4
The organisation of this thesis is as follows:  
Chapter 1 provides a background for the research topic and a survey of the existing 
literature on natural convection in reservoirs and particle transport in fluids. 
Chapter 2 discusses the numerical methods adopted in this project. 
Chapter 3 reproduces a previously reported concurrent PIT/PIV experiment using a CFD 
code coupled with a DPM. Both qualitative and quantitative results obtained from the 
numerical simulation are discussed and compared with the previously reported experiment. 
A parametric study is also carried out using the numerical model to determine the 
dependence of the flow response and its stability properties on the Grashof number. 
Chapter 4 deals with the motion of pollutant particles injected from the sidearm of the 
reservoir model. In addition to providing a qualitative comparison of the results of particle 
motion obtained with different particle properties and fluid flows, the study also attempts 
to quantify the effect of the Grashof number on particle deposition and dispersion 
behaviours in the reservoir model. A case study of a recent event with potentially severe 
effects to the quality of supply water is also discussed. 
Chapter 5 is concerned with the particle motion in the reservoir model with the inclusion of 
a particle collision model. The extended numerical model is investigated based on the same 
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scenario as that discussed in Chapter 4. Numerical results are presented in terms of particle 
size distribution and dispersion and deposition rates. These are compared with the results 
obtained using a non-colliding particle model. 
Finally, Chapter 6 summarises the major results of the thesis and makes certain 
recommendations for future work. 
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2. Numerical methodology 
The numerical methodology adopted in this thesis project is described in this chapter. In 
addition to providing the details of the numerical model formulation, which includes the 
fluid flow model and the particle transport model, this chapter also describes the 
normalisation and the numerical schemes adopted in subsequent simulations to be 
presented in the following chapters. 
 Fluid flow model 2.1
2.1.1 Geometry 
A two-dimensional (2D) reservoir model is considered, which includes a region with a 
sloped bottom and the other adjacent deep region of a uniform depth, as shown in Figure 4. 
Here, 𝐿 and 𝐿1 are the horizontal lengths of the reservoir model as shown in the figure, 𝐻 
the maximum water depth, and 𝑆  the inclination of the sloped bottom. The numerical 
model is based on a laboratory-scaled reservoir model (i.e. [6]). In order to avoid 
singularity at the tip in the numerical simulation, the region with the sloped bottom is cut 
off following the scale reported in [20], and an extra adiabatic and no-slip wall is assumed 
there (refer to Figure 4). 
 
Figure 4 Schematic of the numerical model (not to scale). 
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2.1.2 Boundary conditions 
In the fluid flow model, the rigid no-slip boundary condition is assumed for all the 
boundaries except for the water surface, the boundary condition of which depends on the 
case being investigated and will be specified separately. With reference to the thermal 
boundary conditions, a standard sinusoidal function of temperature is prescribed at the 
water surface in the numerical model: 
𝑇𝑡 =  𝑇0 + ∆𝑇2 sin (2𝜋 𝑡/𝑃)    (at 𝑦 = 0) (15) 
Apart from the water surface which has a prescribed temperature variation, all the 
sidewalls and bottoms are assumed to be adiabatic. The flow is initially stationary with a 
uniform temperature 𝑇0. 
2.1.3 Governing equations 
The fluid flow motion and temperature change within the reservoir model are governed by 
the usual Navier-Stokes and energy equations with Boussinesq assumption [66]: 
𝜕𝑢𝑥
𝜕𝑥
+ 𝜕𝑢𝑦
𝜕𝑦
= 0 (16-1) 
𝜕𝑢𝑥
𝜕𝑡
+ 𝑢𝑥 𝜕𝑢𝑥𝜕𝑥 + 𝑢𝑦 𝜕𝑢𝑥𝜕𝑦 = − 1𝜌0 𝜕𝑝𝜕𝑥 + 𝜈 �𝜕2𝑢𝑥𝜕𝑥2 + 𝜕2𝑢𝑥𝜕𝑦2 � (16-2) 
𝜕𝑢𝑦
𝜕𝑡
+ 𝑢𝑥 𝜕𝑢𝑦𝜕𝑥 + 𝑢𝑦 𝜕𝑢𝑦𝜕𝑦 = − 1𝜌0 𝜕𝑝𝜕𝑦 + 𝜈 �𝜕2𝑢𝑦𝜕𝑥2 + 𝜕2𝑢𝑦𝜕𝑦2 � + 𝑔𝛽(𝑇 − 𝑇0) (16-3) 
𝜕𝑇
𝜕𝑡
+ 𝑢𝑥 𝜕𝑇𝜕𝑥 + 𝑢𝑦 𝜕𝑇𝜕𝑦 = 𝜅 �𝜕2𝑇𝜕𝑥2 + 𝜕2𝑇𝜕𝑦2� (16-4) 
 
 Particle transport model 2.2
2.2.1 Particle injection 
The particle transport model is built upon the fluid flow model with particles injected into 
the computational domain. The injection of particles takes place within the working fluid. 
The initial locations of the injected particles as well as the time of the particle injection 
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vary from case to case, and will be specified in each of the studies described in the 
following chapters. In general, the injection of particles is done using a purposely 
generated file, which specifies particle positions, properties, and initial velocities. In each 
investigation carried out in this thesis, all the injected particles have identical properties, 
including the same initial temperature, density, diameter, and a zero initial velocity. The 
particles are assumed to be insoluble and chemically non-reactive in the numerical model, 
and take on the temperature of the surrounding fluid at each location. 
2.2.2 Boundary conditions 
In the DPM, ‘reflect’ and ‘trap’ wall boundary conditions for particles are adopted in the 
numerical simulations, depending on the setup of the individual problems. For the ‘reflect’ 
wall boundary condition, any particle reaching the wall will be bounced back. The 
restitution coefficient, which measures the ratio of the particle speed after an impact to its 
speed before the impact, is used to calculate the velocity of the particle in the numerical 
model after bouncing. The restitution coefficient has been reported to be in the range 
between 0.8 – 1 depending on the fluid properties [34, 67, 68]. In a particular particle-wall 
collision experiment reported in [34], it was found that the restitution coefficient was 0.8 
when a glass particle impacted a wall submerged in water. This is believed to be similar to 
the situation with the inert particles impacting the wall here. Accordingly, the restitution 
coefficient is set to 0.8 for the ‘reflect’ wall boundary condition. The standard reflection 
rules are followed to determine the direction of the particle motion after colliding with the 
walls. The re-bouncing process is assumed to have no influence on any internal property of 
the particles in the numerical model. For the ‘trap’ wall boundary condition, any particle 
reaching the wall will be deposited and removed from the flow domain, and consequently 
will not be involved in subsequent calculations. 
2.2.3 Governing equations 
The numerical simulation of particle motion depends on the fluid flow. Particle tracking is 
based on the Lagrangian framework and adopts Newton’s second law of motion in the 
DPM. The governing equation for particle motion is given by Equation (1) in Chapter 1. 
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 Normalisation and numerical procedures 2.3
The governing equations of the fluid flow are normalised using the following scales: 
Length (𝑥,𝑦) ~ 𝐻; velocity (𝑢𝑥,𝑢𝑦 ) ~ 𝜅/𝐻; time (𝑡,𝑃, 𝜏) ~ 𝐻2/𝜅  (= 𝑡𝑓); temperature 
difference (𝑇 − 𝑇0) ~ Δ𝑇; pressure gradient (
𝜕𝑝
𝜕𝑥
, 𝜕𝑝
𝜕𝑦
) ~ 𝜌0𝑔𝛽Δ𝑇. The normalised governing 
equations are rewritten as: 
𝜕𝑢𝑥
∗
𝜕𝑥∗
+ 𝜕𝑢𝑦∗
𝜕𝑦∗
= 0 (17-1) 
𝜕𝑢𝑥
∗
𝜕𝑡∗
+ 𝑢𝑥∗ 𝜕𝑢𝑥∗𝜕𝑥∗ + 𝑢𝑦∗ 𝜕𝑢𝑥∗𝜕𝑦∗ = −𝑃𝑟2𝐺𝑟 𝜕𝑝∗𝜕𝑥∗ + 𝑃𝑟 �𝜕2𝑢𝑥∗𝜕𝑥∗2 + 𝜕2𝑢𝑥∗𝜕𝑦∗2� (17-2) 
𝜕𝑢𝑦
∗
𝜕𝑡∗
+ 𝑢𝑥∗ 𝜕𝑢𝑦∗𝜕𝑥∗ + 𝑢𝑦∗ 𝜕𝑢𝑦∗𝜕𝑦∗ = −𝑃𝑟2𝐺𝑟 𝜕𝑝∗𝜕𝑦∗ + 𝑃𝑟 �𝜕2𝑢𝑦∗𝜕𝑥∗2 + 𝜕2𝑢𝑦∗𝜕𝑦∗2� + 𝑃𝑟2𝐺𝑟𝑇∗ (17-3) 
𝜕𝑇∗
𝜕𝑡∗
+ 𝑢𝑥∗ 𝜕𝑇∗𝜕𝑥∗ + 𝑢𝑦∗ 𝜕𝑇∗𝜕𝑦∗ = 𝜕2𝑇∗𝜕𝑥∗2 + 𝜕2𝑇∗𝜕𝑦∗2 (17-4) 
 
In the above equations, the asterisked symbols denote the normalised quantities of the 
corresponding dimensional ones. The Prandtl number (𝑃𝑟) and Grashof number (𝐺𝑟) along 
with other dimensionless parameters characterising the geometry of the model and the time 
period of the cyclic thermal forcing are defined as follows:  
𝑃𝑟 = 𝜈
𝜅
 𝐺𝑟 = 𝑔𝛽∆𝑇𝐻3
𝜈2
 𝐴 = 𝐻𝐿  𝑆 = 𝐻𝐿 − 𝐿1 𝑃∗ = 𝑃𝜅𝐻2 (18) 
The governing equations along with the above described boundary and initial conditions 
are solved using the commercial CFD package FLUENT 13 which is a finite-volume-
based solver. A second-order time-accurate formulation is employed for temporal 
discretisation, and the SIMPLE scheme is adopted for the pressure-velocity coupling. The 
discretisation of all the convective terms is by a second-order upwind scheme, whereas 
that of the diffusion terms is by a second-order central-differencing scheme.   
A non-uniform grid is constructed for all the cases described in this thesis with finer grids 
distributed in the vicinity of all the wall boundaries, close to the tip region and around the 
centre of the computational domain where the slope finishes. The particle motion is solved 
by integrating the equation of Newton’s second law of motion (i.e. Equation (1)) with the 
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calculated flow field following the Eulerian-Lagrangian approach. A one-way coupling 
method is adopted in the numerical model, which means that the motion of particles does 
not affect the flow. All results reported here are obtained using a double precision solver. 
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3. Numerical modelling of a 
concurrent PIT/PIV experiment 
with TLC particles 
 Introduction 3.1
Inflows into reservoirs from sidearms under the effect of natural thermal forcing may carry 
nutrient and/or pollutant particles. An understanding of the transport processes of these 
particles is important for predicting the dynamic quality of the water body in reservoirs 
and lakes so that a precautionary strategy can be set up to prevent the deterioration of the 
water quality. A particular transport process of interest is the one induced by periodic day-
time heating and night-time cooling. The process is significant for the near shore transport 
of contaminants in field situations.  
Over a typical diurnal cycle, the intensity of the thermal forcing changes with time, which 
results in switch between heating and cooling at the water surface. Therefore, the overall 
diurnal cycle includes two distinct phases: a day-time heating phase and a night-time 
cooling phase. The typical flow structures under such changing thermal forcing conditions 
are reported in [14]. The investigation is based on a model that consists of two distinct 
regions including a region with a sloped bottom and the other with a uniform depth. 
During the day, when both the shallow and deep regions are exposed to uniform heating 
from the water surface, the shallow region heats up relatively more quickly than the deeper 
region. As a consequence, the average temperature over the local water depth increases 
with the decreasing depth from the deeper region towards the littoral region, resulting in a 
horizontal temperature gradient. The lateral temperature gradient in turn initiates a 
convective flow up along the slope and out of the tip region along the surface. The 
convective flow resulting from the day-time unequal heating is an important mechanism 
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for pollutant/nutrient exchange and mixing in reservoirs. Further, in shallow waters under 
the presence of solar radiation, if the water depth is less than the penetration depth of solar 
radiation, a fraction of the solar radiation reaches the bottom and is absorbed and then re-
emitted by the bottom. As a consequence, the bottom heating may cause a Rayleigh-
Benard type instability, resulting in a secondary convection in the form of rising plumes. 
These two types of convective flows can act together to form a complex convective flow 
across both the shallow and deep regions during the day. The bottom heating resulting 
from solar radiation, however, does not happen in a cloudy day because of the shading 
effect; therefore, the secondary convection does not occur in this situation.  
Similarly, in the night-time cooling phase, the heat loss from the surface is approximately 
uniform across the surface, and again, the changing water depth results in a decrease of the 
average temperature in the shallow region relative to the deeper region, and a horizontal 
temperature gradient is also established. The result of this cooling effect is a cold water 
undercurrent proceeding towards the deeper region along the slope. In the meantime, 
cooling at the water surface may cause a Rayleigh-Benard type instability in the form of 
plunging plumes issuing from the thermal boundary layer underneath the surface. The 
resultant convective flow is a large-scale circulation across the whole domain 
superimposed by the secondary convective circulations. 
Natural convection in reservoir models has been studied by many authors using various 
methods, including numerical simulations (e.g. [3, 4, 14-16, 69]), laboratory experiments 
(e.g. [5, 6, 17]), and theoretical analyses (e.g. [2, 7, 13, 18-20]). The thermal forcing 
conditions considered in these studies include constant day-time heating, constant night-
time cooling, and periodic diurnal thermal forcing etc. In the case with diurnal thermal 
forcing, Lei and Patterson [14] performed a numerical simulation with a periodic isoflux 
condition at the surface; in contrast, Bednarz et al. [16] considered the diurnal flow 
response to a periodic temperature variation at the surface in their numerical model. These 
studies (e.g. [14, 16]) have revealed that distinct flow instability occurs during the cooling 
phase under periodic thermal forcing regardless of the type of thermal forcing (i.e. isoflux, 
isothermal, or radiation heating). In addition to the periodic heating and cooling at the 
surface, the study reported in [14] also considered re-emission of residual radiation by the 
bottom under radiation heating and showed that instability also occurred during the heating 
phase because of an adverse temperature gradient in the bottom layer. Most of the studies 
of the flow response to diurnal thermal forcing (e.g. [1, 2, 14, 16]) have confirmed a time 
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lag in the overall flow response to the switch of the thermal forcing. Despite that all these 
studies have showed similar flow behaviour, no direct comparison was made among them. 
In the concurrent Particle Image Thermometry and Particle Image Velocimetry experiment 
reported in [6], a cycling temperature was applied to the water surface. Thermo-chromic 
liquid crystal particles were used as both temperature indicators and tracers for the PIV 
measurements, allowing for simultaneous mapping of the temperature and velocity fields. 
The experiment revealed both the temperature and velocity structures at different thermal 
forcing stages of the cycling temperature. As well as providing qualitative data such as 
contour plots of the temperature and velocity, the experimental investigation has also 
quantified some important flow parameters such as the horizontal exchange flow rate and 
the time lag of the flow response to the switch of the thermal forcing.  
In this chapter, the concurrent PIT/PIV experiment described in [6] is numerically 
reproduced using a finite volume CFD solver coupled with a Discrete Phase Model. 
Visualisations and measurements of the temperature and velocity fields are carried out 
based on the information derived from discrete particles, the processes of which are similar 
to those adopted in the concurrent PIT/PIV experiment [6]. The numerical model is first 
verified in terms of the numerical accuracy and validated against the reported experiment. 
Subsequently, a parametric study using the validated numerical model is carried out to 
investigate the dependence of various flow and stability properties on the Grashof number 
under the periodic thermal forcing conditions. 
The organisation of the rest of this chapter is as follows: 
In Section 3.2, a two-dimensional reservoir model is formulated following the description 
in Chapter 2 with specific modification relevant to the present problem. 
In Section 3.3, three numerical tests are conducted to verify the accuracy of the numerical 
model. Firstly, grid and time-step dependency tests are conducted to identify an optimum 
grid system. Secondly, the passiveness of particles is tested to confirm the properties of the 
particles in order to best reproduce the particle motion reported in the TLC experiment [6]. 
Finally, the effects of particle numbers and minor forces on the particle transport model are 
tested to identify the optimal numerical settings in the DPM. 
In Section 3.4, validation of the numerical model is carried out by comparing the results of 
the particle temperature contours (isotherms) and flow velocities between the simulation 
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and the experiment [6]. Subsequently, quantitative comparisons between the experiment 
and simulation are made in terms of the horizontal exchange flow rate and the time lag of 
the flow response to the switch of the thermal forcing. 
In Section 3.5, the results of a parametric study are presented to illustrate the dependence 
of the flow and its stability properties on the Grashof number. The role of the Grashof 
number is examined in terms of the onset time for the instability, the time duration of the 
unstable phase, and the time lag of the flow response to the switch of the thermal forcing.  
The chapter closes with Section 3.6 in which the overall results are summarised and the 
outcome of this study is briefly discussed. 
 Model formulation 3.2
Fluid flow model 
The two-dimensional reservoir model described in Chapter 2 is adopted in this chapter. 
The dimensions of the numerical model are the same as those of the laboratory reservoir 
model adopted in the concurrent PIT/PIV experiment [6], as shown in Figure 5. It is worth 
noting that the orientation of the reservoir model shown in Figure 5 is different from that 
shown in Figure 4 in Chapter 2. This is to facilitate the comparisons with the 
experimentally generated images. In order to avoid singularity at the tip in the numerical 
simulation, the region with a sloped bottom is cut off at 2.4 mm from the tip end [20], and 
an extra adiabatic and no-slip wall is assumed there (refer to Figure 5).  
 
Figure 5 Schematic of the numerical model (not to scale). 
In the PIT/PIV experiment [6], the thermal forcing was imposed at the surface through a 
water bath with a rigid bottom made from a copper sheet, which was in direct contact with 
the water surface. The temperature of the water bath was cycled in a periodic fashion (refer 
to Figure 6) by circulating water at controlled temperatures through it. Accordingly in the 
2.4mm cut off
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numerical model, a rigid no-slip boundary condition is assumed at the surface. In order to 
reproduce the experimental temperature condition at the surface, a standard sinusoidal 
function of temperature is prescribed at the water surface in the numerical model (refer to 
Equation (15) in Chapter 2 and the red curve in Figure 6 with comparison to the 
experimental temperature condition – the grey curve). 
 
Figure 6 Experimental time series of the temperature at the water surface [6] 
(the grey line) compared with the numerical boundary condition of the 
surface temperature (the red line). 
Here the annotations {a}-{f} in Figure 6 indicate the different time instants over the two 
thermal forcing cycles when flow is quasi-steady. The discussion of flow evolution at 
these time instants will be referred to later in Section 3.4.1. 
The initial conditions for the numerical model are determined according to the 
experimental conditions, i.e. the water within the model is initially stationary with a 
uniform temperature of 𝑇0 = 20.9℃. 
Particle transport model 
Since one of the purposes of this investigation is to reproduce the concurrent PIT/PIV 
experiment described in [6], the role of the particles in the numerical simulation is thus to 
indicate the fluid temperature and the flow motion, and the particles in the numerical 
model are injected into the flow in accordance with the experimental condition. In the 
experiment, the TLC particles were well mixed in water prior to starting the experiment, 
and the water seeded with TLC particles was in a stationary state at the start of the 
experiment. Accordingly in the numerical model, particles are randomly distributed 
throughout the computational domain at the initial time. All the injected particles have 
identical properties, including the same initial temperature, density, diameter, and a zero 
initial velocity. This is a slight simplification of the experimental condition as the size of 
the TLC particles used in the experiment was likely to vary over a certain range. Since the 
particle properties may affect their suspension ability and the specific detail of the TLC 
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particles adopted in [6] is not readily available, they need to be determined with care. 
Accordingly, a numerical test will be carried out in Section 3.3 to determine the 
appropriate properties of the TLC particles for the numerical model. 
In the present DPM, the ‘reflect’ wall boundary condition for particles is assumed on all 
the rigid walls including the water surface.  
The non-dimensional parameters of 𝑃𝑟 , 𝐴, S and 𝑃∗  are determined from the PIT/PIV 
experiment [6] and fixed at 6.82, 0.05, 0.1 and 0.54 respectively. 𝐺𝑟 will be varied over 
the range from 5.53×103 to 3.52×104. Unless specified otherwise, all the results presented 
below are derived from the temperature and velocity information of suspending particles. 
 Numerical tests 3.3
3.3.1 Grid and time-step dependency tests 
Mesh and time-step dependency tests are carried out to ensure the accuracy of the 
numerical solution. Three different meshes with three corresponding time-steps are tested, 
which are 1722×102 mesh with a dimensionless time-step 7.29 × 10−7, 861×51 mesh with 
a time-step 1.46 × 10−6, and 430×26 mesh with a time-step 2.91 × 10−6, respectively. 
The size of the mesh and the corresponding time-step are chosen so that the Courant-
Friedrichs-Lewy (CFL) number [70] remains roughly the same for all of the three meshes. 
The test is carried out based on a case under constant temperature cooling at the water 
surface at a much higher Grashof number (i.e. 𝐺𝑟 = 106) rather than the periodic heating 
and cooling cases described above. The Prandtl number is set to 𝑃𝑟 = 7 for the test case. It 
is expected that the adopted test case is more unstable and thus more sensitive to the grid 
and time-step resolutions than the diurnal cases to be investigated in this chapter. 
Therefore, a suitable mesh with a corresponding time-step determined for the test case is 
deemed appropriate for all the diurnal cases to be calculated here. For the particle model in 
this test case only, particles of 1-µm in diameter and 103 - kg/m3 in density with a volume 
fraction of 1.40 × 10−4 are injected into the water body underneath the surface (at 𝑦∗ =
−0.02) along the region with a sloped bottom.  
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Figure 7 Time histories of the standard deviation of the particle velocity 
obtained with the three meshes. 
The mesh and time-step dependence is examined based on quantitative data extracted from 
particle motions across the entire flow domain. The time series of the standard deviation of 
the velocity magnitude of all the suspending particles in the computational domain 
obtained with the three meshes are shown in Figure 7. It can be seen in this figure that the 
results obtained with the different meshes are very similar. Three distinct stages of the 
flow development can be identified in Figure 7, which include an initial stage with the 
standard deviation of the particle velocity increasing rapidly, an unstable transitional stage 
with strong flow instability and consequent fluctuation of the standard deviation of the 
particle velocity, and a relatively stable transitional stage with the standard deviation of the 
particle velocity decreasing steadily with time. Since a constant temperature is applied at 
the water surface and all other boundaries are adiabatic, the difference between the surface 
temperature and the average temperature of the water body diminishes with time. As a 
consequence, the flow becomes weaker and weaker and eventually dies out, so does the 
particle motion. 
Based on the behaviour of the standard deviation of the particle velocity shown in Figure 7, 
we define a time lapse as the time difference between the time when the standard deviation 
of the particle velocity peaks (referred to as ‘Peak time’) and the time when the standard 
deviation drops to a low value of 350 (this value is arbitrary; the corresponding time is 
referred to as ‘Settling time’), and we calculate the time lapses for all the three cases with 
different meshes. The peak and settling time instants are indicated in Figure 7 (marked by 
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the ellipses). The results are compared in Table 2, which demonstrates the convergence of 
the numerical results as the mesh and time-step are refined. 
The above mesh and time-step dependence test shows that there is a significant 
improvement in the numerical accuracy when the medium mesh is employed in 
comparison with the coarse mesh. However, the variation of the numerical results between 
the medium and fine meshes is very small. Therefore, for a compromise between the 
numerical accuracy and the computational time, the medium mesh (861×51) and the 
corresponding time-step (1.46 × 10−6) are chosen for the subsequent calculations. 
Table 2 Comparison of the time lapses obtained with different meshes 
Mesh resolution 1722×102 861×51 430×26 
Peak time 0.0049 0.0050 0.0053 
Settling time 0.0734 0.0746 0.0810 
Time lapse 0.0686 0.0696 0.0757 
Variation - 1.46% 10.35% 
3.3.2 Passiveness of particles 
Before the particle transport model is applied in the present numerical study, the 
passiveness of the TLC particles in fluid flow needs to be tested. In the concurrent 
PIT/PIV experiment [6], the TLCs were assumed to behave fully passively in the flow. In 
this case the particles have a good suspension capacity in the flow and strictly follow the 
fluid stream; therefore, their motion is stable to the flow and can accurately reflect the 
fluid motion [71]. The passiveness of particles in fluid is characterised by the particle 
relaxation time (𝜏) [11]. Generally, a lower particle relaxation time means the particles 
behave more passively in fluid [72]. The particle relaxation time is defined as [11]:  
𝜏 = 𝑑𝑝2𝜌𝑝18𝜇  (19) 
It is seen from Equation (19) that the passiveness of particles depends on both the diameter 
and density of the particles and is more sensitive to the diameter than to the density. 
Unfortunately, the exact values of the diameter and density of the TLC particles adopted in 
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the experiment [6] are not available. Alternative information about TLC particle properties 
from other sources, including information from TLC suppliers (e.g. [73, 74]) and relevant 
publications (e.g. [75, 76]) suggests that the average diameter of TLC particles can vary 
from about several microns to over a hundred microns depending on the application. The 
density of TLC particles is usually very close to the density of water. Accordingly in this 
study, the optimum properties of the particles are determined numerically in order to 
properly reproduce the experimentally observed particle motion. 
A numerical experiment is carried out by testing particle sizes from 50 microns down to 1 
micron while keeping the density of the particles the same as water (at 20℃). The tested 
model corresponds to Case 1 listed in Table 3. Figure 8 shows the results obtained with 
three different particle diameters in the numerical simulation. Plotted in this figure is the 
particle distribution with the colour of the particles indicating the temperature of the 
surrounding water (referred to as particle temperature contours hereinafter). The black 
spots within the computational domain represent the region where no suspending particles 
are present. The time instant shown in Figure 8 is at 𝑡/𝑃 = 3 when the flow has become 
quasi-steady. It can be seen in Figure 8 that, for the particle diameter of 50 µm, a clear 
settling behaviour of particles occurs near the tip region of the model. The sedimentation 
of the numerical particles becomes more significant in later cycles. However, no 
noticeable settling of TLC particles was observed in the experiment [6]. As the diameter of 
the numerical particles is reduced to 10 µm, the settling of the particles becomes less 
significant, and when the diameter of the particle is reduced to 1 µm, the particles are seen 
to be sufficiently passive (see Figure 8). As will be further demonstrated below, the 
particle model with the smallest particle size can properly reproduce the TLC experiment 
described in [6]. Based upon this test, the smallest particle size (1 µm) is adopted for all 
subsequent numerical investigations. 
 
Figure 8 Particle temperature contours obtained for Case 1 (see Table 3) at 
𝒕/𝑷 = 𝟑 with different particle diameters. 
50μm
10μm
1  μm
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3.3.3 Effect of particle numbers and minor forces in the particle model 
Further tests are carried out to determine the effects of the quantity of the injected particles 
and the Brownian and lift forces on the numerical results. The quantity of the injected 
particles is measured by the ratio of the total volume of particles to the total volume of the 
surrounding flow domain (referred to as particle volume fraction). Three cases are 
calculated for this purpose, and the details of the three cases are given in Table 3 below. 
Table 3 Parameters and settings of three test cases 
Number of case Particle volume fraction Brownian force Lift force 
Grashof 
number 
Case 1 1.12 × 10−3 NO NO 3.52×104 
Case 2 1.12 × 10−3 YES YES 3.52×104 
Case 3 2.24 × 10−3 NO NO 3.52×104 
 
For quantitative comparison purpose, the exchange flow rate across the computational 
domain is evaluated from the particle motion. First a local horizontal exchange flow rate 
𝑄𝐻(𝑥) at a specific horizontal location 𝑥 in the 2D domain is defined as follows (refer to 
[14, 20]): 
                   𝑄𝐻(𝑥) =  
⎩
⎪
⎨
⎪
⎧
12� �𝑢𝑝𝑥�𝑑𝑦0−𝑆𝑥    𝑥 < 0.15 m12� �𝑢𝑝𝑥�𝑑𝑦0−𝐻     𝑥 ≥ 0.15 m
 (20) 
where S is the inclination of the sloped bottom, and 𝑢𝑝𝑥 is the horizontal component of the 
particle velocity. 
Next the average horizontal exchange flow rate 𝑄𝐻 is calculated by integrating the local 
flow rate over the full length of the computational domain as follow: 
𝑄𝐻 = 1𝐿� 𝑄𝐻(𝑥)𝑑𝑥𝐿0  (21) 
Similarly, the vertical exchange flow rate is calculated as follows: 
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𝑄𝑉(𝑦) = 12� �𝑢𝑃𝑦�𝑑𝑥𝐿−𝑦/𝑆  (22) 
𝑄𝑉 = 1𝐻� 𝑄𝑉(𝑦)𝑑𝑦0−𝐻  (23) 
The average exchange flow rates calculated from above will represent the actual exchange 
flow rates in the reservoir model if: 
1) The particles are evenly distributed within the computational domain;  
2) The particles are fully passive; and 
3) The particle volume fraction is sufficiently large. 
 
a) 
  
b) c) 
Figure 9 Time series of a) the specified surface temperature for Cases 1-3; b) 
the calculated horizontal exchange flow rate; and c) the calculated vertical 
exchange flow rate. 
The first two requirements have been discussed and tested above. The last requirement is 
tested below by comparing the cases with different particle volume fractions (Cases 1 and 
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3). The calculated horizontal and vertical exchange flow rates for all the three numerical 
cases are compared in Figure 9b and Figure 9c respectively. Here the two-dimensional 
exchange flow rates are normalised by the thermal diffusivity (𝜅 ), and the time is 
normalised by the period of the cycling thermal forcing. The initial time starts from 
𝑡0/𝑃 = 3 (i.e. after three full thermal cycles) when the overall flow has become quasi-
steady. 
As is seen in Figure 9, in general the three calculated cases show very similar behaviour in 
terms of the exchange flow rates. More specifically, the exchange flow rates calculated 
from Case 2 with the Brownian motion and lift force included are generally close to those 
calculated from Case 1. The comparison of the results obtained with different particle 
volume fractions (Cases 1 and 3) also shows a similar pattern. This observation suggests 
that the particle volume fraction is deemed to have no significant effect on the results.  
However, minor variation between Case 1 and Case 2 can be observed in Figure 9. The 
flow intensity obtained from Case 2 is slightly higher than that obtained from Case 1 
during the stable phase (approximately at normalised time of 0 – 0.3 and 0.8 – 1.25). This 
is because during the stable phase, the flow motion is very weak. In this case, the 
Brownian motion and the effect of the lift force become more significant. Discussion of 
the Brownian motion and lift force exerting on small particles can be found in the literature 
(e.g. [26, 77]).  
As there is no significant difference in the overall results obtained from the three 
numerical cases, Case 1 will be adopted for further investigations. For all other cases with 
different Grashof numbers, the settings in the discrete phase model are the same as those 
for Case 1. That is, the particle volume fraction is 1.12 × 10−3, and neither the Brownian 
force nor the lift force is considered.  
 Numerical results and comparison with the experiment 3.4
The TLC experiment with a Grashof number of 𝐺𝑟 = 3.52 × 104  described in [6] is 
numerically simulated with the aforementioned numerical model. The numerical result is 
compared with the experiment. Subsequently, a parametric study over a range of Grashof 
numbers will be carried out using the same numerical model. For all the numerical cases 
presented in this section, a periodic thermal forcing, similar to that shown in Figure 6, is 
applied at the top surface. In order to avoid the start-up effect and to focus on the 
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behaviour of the flow and particles at the quasi-steady state, only the data obtained after 
the third thermal forcing cycle (𝑡 𝑃⁄ > 3, refer to Figure 6) are analysed and presented 
here.  
In Section 3.4.1 below, the particle temperature contours (isotherms) and flow velocities 
obtained from the particles in the numerical simulation are compared with those in the 
experiment. In Section 3.4.2, quantitative comparisons between the experiment and 
simulation are made in terms of the horizontal exchange flow rate and the time lag of the 
flow response to the switch of the thermal forcing. In Section 3.4.3, the results of the 
parametric study are presented to illustrate the dependence of the flow and its stability 
properties on the Grashof number. 
3.4.1 Transient flow response to periodic temperature variation 
The transient flow responses to the periodic temperature variation are discussed and 
compared between the experiment and simulation in this section. The flow responses 
observed in the experiment and simulation are generally very similar. Both the 
experimental and numerical results reveal that the development of the flow and particle 
motion within each thermal forcing cycle can be classified into two distinct stages, a stable 
stage and an unstable stage. The distinct features of the flow structures at each of the two 
stages are illustrated below.  
Stable stage 
Heat transfer at the stable stage is dominated by conduction and a stable convection. A 
representative feature of the stable stage flow is a large-scale circulation within the domain 
(see Figure 10a) resulting from the lateral temperature gradient along the slope. This stage 
covers the time instants {a}, {b}, {c}, {i} and {j} (refer to Figure 6). At this stage, the 
overall effect of the thermal forcing on the water body is heating, though the surface 
temperature may be decreasing at some time instants (e.g. at {b} and {c}). 
 
Figure 10 Contours of the stream function that represent the stable and 
unstable stages of the fluid flow: a) stable flow at the time instant {c}; b) 
unstable flow at the time instant {d}. 
a) Stable Stage
b)  Unstable Stage
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The cycle to be described below starts at the time instant {a} when the surface temperature 
has peaked and is about to decrease. At this time, the interior water has been heated up 
continuously during the second half of the previous cycle. As a consequence, the interior is 
stably stratified; and this can be seen from both the numerical contours and the PIT image 
in Figure 11a.  
With the passage of time, the cooling effect initiates from the water surface although the 
overall effect of the thermal forcing on the water body remains to be heating (see Figure 
11b and Figure 11c) since the surface temperature is still higher than the average 
temperature of the water body. At the time instant {b}, the temperature contours from the 
experiment and simulation are very similar, but a small variation between the experiment 
and simulation can be observed from the contours of the horizontal velocity component of 
the particles plotted in Figure 12a. The variation may be attributed to non-ideal adiabatic 
wall conditions in the experiment, which was discussed in [6]. At the time instant {c}, the 
temperature profile of the entire water body becomes almost uniform as shown in Figure 
11c. At this time, the effect of the thermal forcing is about to switch to cooling. 
 
Figure 11 Temperature structures for Pr = 6.82 and Gr = 3.52 × 104. Left: 
particle temperature contours plotted from the particle temperatures in the 
numerical simulation (Case 1); Right: raw photographs of TLC particles 
taken from the experiment [6]. 
Subsequently the evolution of the flow response enters into an unstable stage (to be 
described below). For comparison purposes, the particle temperature contours at the time 
instant {i} (corresponding to {a}) and {j} (corresponding to {c}) in the following thermal 
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forcing cycle are plotted in Figure 11. It is seen in this figure that the same temperature 
structures are repeated in the following cycle. 
Unstable stage 
Heat transfer at this stage is dominated by unstable convection. A distinct feature of the 
flow structures resulting from the presence of plunging plumes is demonstrated in Figure 
10b. The unstable stage includes the time instants {d}, {e}, {f}, {g} and {h} when the 
overall effect of the thermal forcing on the water body is cooling, as shown in Figure 6.  
At the time instant {d}, the distinct cold thermal boundary layer as well as relatively weak 
plunging thermals can be observed on the particle temperature contours obtained from 
both the numerical simulation and experiment (refer to Figure 11d). At this time, the local 
Rayleigh number in the surface layer has just reached a critical value [7], and thus the 
instability has not been fully developed. The direct observation of the particle temperature 
contours suggests that the general flow features are the same between the simulation and 
experiment at this time instant. However, a noticeable variation between the experiment 
and simulation can be seen in Figure 11d, in which the numerical flow is more unstable 
than the experimental flow. This may be attributed to the heat loss and non-ideal thermal 
boundary conditions in the experiment, which result in a lower effective Grashof number 
than the nominal value. 
 
Figure 12 Contours of the horizontal velocity magnitude obtained for Pr = 
6.82 and Gr = 3.52 × 104. Left: Numerical contours plotted from the particle 
velocity (Case 1); Right: contours of the particle velocity obtained from the 
PIV experiment [6].  
As the surface cooling continues, the Rayleigh-Benard type instability is intensifying. At 
the time instant {e}, the surface temperature has reached its minimum and distinct plumes 
can be clearly seen across the entire cavity, as shown in Figure 11e. As a consequence, a 
cellular flow structure is formed in the cavity (see Figure 12b). Both Figure 11e and Figure 
12b show very similar feature of the flow between the experiment and simulation. Further 
quantitative comparison between the experiment and simulation is carried out here. Figure 
13a plots the horizontal velocity profile extracted along a horizontal line underneath the 
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surface (𝑥∗ ∈ [10,20],  𝑦∗ = −0.01), and Figure 13b shows the corresponding spectrum of 
the velocity profile, from which a dominant wavenumber of 𝑘 = 25.99 m−1  can be 
identified. Given the length of the uniform-depth region of 𝐿1 = 0.15 m, the number of 
pairs of the convection cells is obtained as follows:  
𝑛 = 𝑘𝐿1 = 3.89 (24) 
In the experiment [6], the number of pairs of the convection cells at the same time instant 
can be approximately determined from the horizontal velocity contours shown in Figure 
12b, which gives an approximate value of 4 over the region with a uniform depth. This is 
very close to the numerically predicted value of 3.89. 
 
                                          a)                                             b) 
Figure 13 a) Horizontal velocity profile along a horizontal line below the 
water surface obtained at the time instant {e}. b) The corresponding power 
spectrum of the horizontal velocity profile plotted in a). 
The unstable flow associated with surface cooling remains distinct until the time instant 
{g}, although the surface temperature is increasing with time. This flow feature indicates a 
time lag of the flow response to the switch of the thermal forcing [6], which will be 
examined further in Section 3.4.2 below. By the time instant {h}, the flow has been 
stabilised and the overall temperature structure is a stable stratification expected under the 
surface heating condition. From the time instant {i} onwards, the above-described 
temperature evolution is repeated. 
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3.4.2 Horizontal exchange flow rate and time lag 
3.4.2.1 Horizontal exchange flow rate 
The horizontal exchange flow rate calculated using Equation (21) for the numerical case is 
plotted in Figure 14b and compared with the experimentally obtained exchange flow rate 
reported in [6]. The corresponding surface temperature variation is shown in Figure 14a. It 
is seen in Figure 14b that the results obtained from the simulation and the experiment are 
again very similar. However, the variation between the numerical and experimental results 
is also noticeable. Firstly, it is seen in Figure 14b that the numerically calculated maximum 
horizontal exchange flow rate is consistently higher than the experimental one. This may 
be attributed to the non-ideal adiabatic wall boundary conditions and the presence of a 
conductive surface in the experiment. Secondly, multiple peaks of the exchange flow rate 
appear in the numerical results during the cooling dominated phase, whereas they are not 
present in the experiment. The multiple peaks are indicative of high frequency fluctuations 
associated with the flow instability during the surface cooling phase. This variation 
between the experiment and simulation may be attributed to the significantly lower time 
resolution in the experiment (approximately 9.5 × 10−2 non-dimensional time) compared 
with the time resolution of  2.4 × 10−3  in the simulation. Similar behaviour of the 
exchange flow rate has been reported in the previous studies under periodic thermal 
forcing [14, 16]. 
  
 a) b) 
Figure 14 a) Time series of the surface temperature for Gr = 3.52 × 104. b) 
Corresponding time histories of the horizontal volumetric exchange flow 
rates obtained from the simulation and experiment [6]. 
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Figure 15 Time histories of the temperature at the water surface (red dashed 
line) and the averaged particle temperature across the domain (blue 
continuous line) for Case 1. 
3.4.2.2 Time lag of the flow response to thermal forcing 
The time lag of the flow response to the switch of the thermal forcing from heating to 
cooling or vice versa, which is an important feature under the effect of the cycling 
temperature [2, 6, 14, 16], is quantitatively compared between the experiment and 
simulation. In the experiment [6], the time lag of the flow response to the switch of the 
thermal forcing is reported to be around 11% of the thermal forcing period for the case 
corresponding to Case 1. The time lag (∆𝑡) from the simulation is determined in Figure 15, 
which compares the time history of the average temperature in the cavity against that of 
the prescribed surface temperature. The time lag for Case 1 is calculated as 10.6% in 
Figure 15, which agrees very well with that reported in the experiment.  
 Effect of the Grashof number 3.5
In this section, the above described and validated numerical model is applied to examine 
the dependence of the flow response and its stability properties on the Grashof number. 
Altogether four Grashof numbers are investigated, and the detail of the calculated cases are 
given in Table 4. It is worth noting that the data presented below is extracted from the 
particle information after the flow has reached a quasi-steady state. 
3.5.1 Onset time of instability over each thermal forcing cycle 
As described above, flow instability in the form of plunging thermals occurs during the 
cooling phase of each thermal forcing cycle. The time when the instability starts to 
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manifest, i.e. the onset time of the instability, is of interest. Since the instability originates 
from the cooling layer under the surface, the standard deviation of the particle velocity 
obtained from the surface thermal boundary layer is indicative of the presence of the 
instability, and thus may be used to predict the onset time of the instability. The time series 
of the standard deviation of the particle velocity calculated across a rectangular region in 
the surface layer (from the surface extending downwards to 0.01 below the surface) for all 
the four Grashof numbers are shown in Figure 16b, in which the onset time for each 
Grashof number is indicated by a vertical dashed line. It is clear in this figure that the onset 
time decreases with increasing Grashof number, confirming that the flow is more unstable 
at higher Grashof numbers. 
Table 4 Detail of the computed numerical cases 
Number of case Grashof number Prandtl number Particle model 
Case 1 3.52×104 6.82 Refer to Table 3 
Case 4 2.66×104 6.82 The same as Case 1 
Case 5 1.98×104 6.82 The same as Case 1 
Case 6 5.53×103 6.82 The same as Case 1 
 
 
a) b) 
Figure 16 a) A representative temperature variation at the water surface; b) 
The time series of the standard deviation of the particle velocity extracted 
across a rectangular region in the surface layer (from the surface extending 
downwards to 0.01 below the surface). 
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Figure 17 Dependence of the onset time of the instability on the Grashof 
number. 
The dependence of the onset time of the instability on the Grashof number is shown in 
Figure 17. The correlation is given by (with an adjusted R-square of 0.99): 
𝑡𝑏 = 1.91 𝐺𝑟−0.17 (25) 
Here the adjusted R-square instead of the standard R-square is quoted as it is considered to 
be a better indicator of the quality of curve fitting [78]. 
3.5.2 Wavenumbers resulting from the instability 
As described above, a cellular flow structure forms when the instability occurs. Associated 
with the cellular structure, there is a dominant wavenumber, which is indicative of the 
number of cells forming in the domain and can be determined following the process 
described in Figure 13. The time histories of the dominant wavenumber over two thermal 
forcing cycles at the quasi-steady stage for all the four Grashof numbers are plotted in 
Figure 18b. Here, a non-zero wavenumber indicates the presence of flow instability, 
whereas a zero wavenumber means the flow is stable. It is seen in Figure 18b that, in 
general, the maximum wavenumber increases with the Grashof number. 
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a) b) 
Figure 18 a) A representative temperature variation at the water surface; b) 
The time series of the dominant wavenumber obtained for various Grashof 
numbers. 
It is also seen in Figure 18b that the flow switches between stable and unstable phases over 
each thermal forcing cycle. The time duration of the unstable phase can be determined 
from Figure 18b, and the results are plotted in Figure 19. The empirical correlation 
between the time duration and the Grashof number is represented by Equation (26) below, 
with an adjusted R-square of 0.97: 
𝑡𝑑𝑡 = 216 𝐺𝑟−0.77 (26) 
 
Figure 19 Variation of the time duration of the unstable phase (with the 
presence of instability) with the Grashof number. 
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Figure 20 Time lag of the flow response versus the Grashof number. 
3.5.3 Time lag of the flow response to the switch of the thermal forcing 
As demonstrated in Section 3.4.2, the flow response in the reservoir model is not in phase 
with the thermal forcing at the surface, and there is a clear time lag between the flow 
response and the switch of the thermal forcing between heating and cooling. The 
dependence of the time lag on the Grashof number is plotted in Figure 20. Clearly the time 
lag decreases with the increase of the Grashof number, which means the flow responds to 
the switch of thermal forcing more quickly at higher Grashof numbers. The correlation 
between the time lag of the flow response and the Grashof number is obtained from Figure 
20 as (with an adjusted R-square of 0.99): 
𝑡𝑙𝑎𝑔 = 0.37 𝐺𝑟−0.12 (27) 
 Conclusions 3.6
In this study, a finite-volume based flow solver coupled with a Discrete Phase Model has 
been adopted to reproduce the concurrent PIT/PIV experiment of the flow response in a 
reservoir model to periodic thermal forcing [6]. Both qualitative and quantitative data have 
shown good agreement between the numerical simulation and the previous experiment. 
The validated numerical model is used to extend the investigation over a range of Grashof 
numbers. The focus of the investigation is on the dependence of the flow and its stability 
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properties on the Grashof number. It is found that all of the onset time of the flow 
instability, the time duration of the unstable phase, and the time lag of the flow response to 
the switch of the thermal forcing decrease with the increase of the Grashof number, 
suggesting that the flow is more unstable and responsive at high Grashof numbers. 
The study presented in this chapter involves visualising and measuring the temperature and 
velocity fields of the thermal flow using the particle information. This is similar to the 
processes adopted in the concurrent PIT/PIV experiment using TLC particles [6]. The 
results from the numerical simulation is validated against the TLC experiment in terms of 
the temperature and velocity structures, the horizontal exchange flow rate, and the time lag 
of the flow response to the switch of the thermal forcing. The good agreement between the 
simulation and experiment demonstrates the feasibility of numerically tracking particles 
within fluids under the effect of unsteady thermal forcing.  
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4. Transport of pollutant particles in 
a reservoir due to diurnal 
temperature variation 
 Introduction 4.1
In this chapter, a numerical study is carried out to examine particle transport in the 
reservoir in a pseudo real-life scenario, in which pollutant or nutrient particles are injected 
into the sidearm of the reservoir.  
The presence of pollutants or nutrients in reservoirs or lakes can have a negative impact on 
the quality of the stored water. One of the potential severe consequences is the blooming 
of cyanobacteria in the storages. Not only does the blooming disrupt the normal ecosystem 
of the water body, but also the microcystin released from the cyanobacteria is a threat to 
public health and raises concerns in the management of drinking water supply systems. A 
high concentration of nutrients is usually associated with this hazard. Understanding the 
deposition and dispersion behaviour of pollutant or nutrient particles is essential for 
developing an understanding of the causes of the hazard.  
In general particles suspending in a fluid are transported by the flow, either passively, in 
which case the particles simply follow the flow and have no other interaction, or actively, 
in which case the particles may have a degree of self-determination, for example their 
buoyancy, and may interact with the flow. One such flow is natural convection, driven by 
buoyancy forces resulting from temperature gradients (e.g. [2, 6, 14]). 
In natural water bodies these particles are usually introduced in the near-shore region, 
either from local runoff or stream inflow. Previous studies have demonstrated that the 
specific flow patterns induced by natural convection under the effect of different types of 
diurnal thermal forcing (e.g. [2, 6, 14, 16]) are an important transport mechanism in the 
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near-shore region of reservoirs. Lei and Patterson [14] performed a numerical simulation, 
which considered both the radiation flux through the surface and the excess radiation re-
emitted from the bottom. Bednarz et al [6, 16] examined the diurnal flow response to a 
periodic surface temperature. In all of the studies of the diurnal thermal forcing cases (e.g. 
[2, 6, 14, 16]), a distinct instability in the form of plunging plumes from the surface occurs 
during the cooling phase. During the radiation heating phase, the re-emission of residual 
radiation from the bottom generates rising plumes from the bottom. In addition, in the 
near-shore region, the presence of the sloping bottom results in a lateral temperature 
gradient with warmer water in the shallow part during the heating phase, and cooler water 
in the shallow part during the cooling phase. This generates a circulation out along the 
surface during heating, or a plunging flow along the slope during cooling [2, 7, 20].  
Numerical studies of particle transport in fluids have been reported extensively. Among 
these, Guha [11] reviewed the particle transport mechanisms in laminar and turbulent flow 
regimes respectively under both the Eulerian-Eulerian and Eulerian-Lagrangian 
frameworks in CFD models, and confirmed the importance of the fluid and particle 
properties that characterise the particle transport model. Studies of particle motion induced 
by natural convection have also been reported. For example, Akbar et al. [12] numerically 
examined particle deposition and dispersion behaviour in fluids within a square cavity 
under natural convection. Puragliesi et al. [79] and Pallares and Grau [61] discussed the 
effect of particle properties on particle motion in fluid flows in either a square cavity or an 
infinite channel subject to differential heating. Direct comparisons of the particle 
deposition rates under various types of thermal forcing imposed on the boundaries were 
carried out using different relaxation times which characterise the particle sizes and 
densities [61, 79]. Although most of the existing studies have addressed the extent to 
which both the fluid flows and the particle properties affect the particle transport in fluids, 
few studies have quantified the dependence of particle deposition and dispersion on the 
induced fluid flows under natural convection. 
In the present study, the particle transport in a reservoir model under a cycling temperature 
imposed at the water surface is numerically simulated using the finite volume CFD code 
ANSYS FLUENT 13 coupled with a built-in Discrete Phase Model under the Eulerian-
Lagrangian framework. The purpose of the study is to quantify the dependence of the 
particle transport, including their deposition and dispersion behaviour, on particle 
properties and the diurnal thermal forcing. 
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The organisation of the rest of this chapter is as follows: 
In Section 4.2, a two-dimensional reservoir model is formulated. The specific numerical 
parameters for the fluid flow and particle motion relevant to the present investigation are 
discussed. 
In Section 4.3, the grid and time-step dependency tests are described. 
In Section 4.4, the numerical results are described in terms of the temporal evolution of the 
particle motion, the effect of the particles’ properties and fluid flow on the particle motion, 
and the dependence of the particle deposition and dispersion behaviour on the Grashof 
number. 
In Section 4.5, a case study based on a recent environmental event of algal blooming in 
Lake Burragorang near Sydney is discussed in relation to the present numerical results. 
The chapter ends with Section 4.6 which summaries the major results of the present 
investigation. 
 Numerical details 4.2
Fluid flow model formulation 
A two-dimensional (2D) reservoir model described in Chapter 2 is considered here (refer 
to Figure 21). The dimensions shown in Figure 21 are all normalised by the maximum 
water depth. The tip of the model is cut off at 𝑥 = 0.16 in order to avoid a singularity in 
the numerical simulation, and an extra vertical wall is added at that location. 
 
Figure 21 Schematic of the numerical model (not to scale). 
In a real-life reservoir, pollutant or nutrient particles usually enter into reservoirs through 
sidearms (corresponding to the sloped bottom region) and are carried around within the 
water bodies by various processes. In this study, particle dispersion by natural convection 
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in the near-shore region, which is known as an important mechanism in the absence of 
wind and stream inflow effects, is investigated. In the numerical model, the surface is 
assumed to be stress-free and all the endwalls and bottoms are assumed to be rigid and no-
slip. In order to simulate the effect of the diurnal temperature variation, a standard 
sinusoidal function of the temperature (refer to Equation (15)) is specified at the water 
surface. Here, the forcing excludes heating by solar radiation, so is relevant to periods of 
low solar insolation. Apart from the water surface which has a prescribed temperature 
variation, all the other boundaries are adiabatic, as is described in Chapter 2. The water 
body within the computational domain is assumed to be initially stationary with a uniform 
temperature 𝑇0. 
The flow in the reservoir model is assumed to be laminar and two-dimensional within the 
parameter ranges considered here. The fluid flow motion and temperature change within 
the reservoir model are governed by the usual Navier-Stokes and energy equations with 
Boussinesq assumption [66] (refer to Equations (16) in Chapter 2). 
Particle model formulation 
Particles are injected at the specific location of interest within the tip region, as shown in 
Figure 21. The quantity of the injected particles is measured by the volume fraction, which 
is the ratio of the total volume of the particles to the total volume of the surrounding flow 
domain (referred to as volume fraction of particles hereinafter). The close vicinity of the 
tip region is excluded from the particle injection because particles injected at that location 
are unlikely to be carried around by the flow due to the extremely weak flow associated 
with the dominance of heat conduction in that region [7, 18]. Any particles injected into 
this region will mainly be affected by gravitational settling and therefore are of little 
interest. To avoid the start-up effect of the diurnal flow, the particles are injected at the 
beginning of the third diurnal cycle after the fluid flow has reached a quasi-steady state. 
The injection of particles is once only and the specific locations of each injected particle 
are subject to a random distribution. The initial particle distribution is shown in Figure 21, 
which appears to be approximately uniform but is randomly distributed across the region 
of injection. 
In the present DPM, the ‘reflect’ wall boundary condition for particles is only assumed at 
the water surface. It is assumed that the fluid surface tension is sufficiently large for the 
bouncing process to occur (e.g. in [80]). The detail of the ‘reflect’ wall boundary condition 
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can be found in Chapter 2. Apart from the water surface which has a ‘reflect’ wall 
boundary condition, all the endwalls and bottoms of the model have a ‘trap’ wall boundary 
condition, which has been discussed in Chapter 2.  
The governing equations of particle motion are determined by the motion of fluid flows, 
buoyancy and other minor forces applicable to the particles, as discussed in Equation (1) of 
Chapter 1. In the numerical simulations here, two additional minor forces, i.e. Brownian 
dispersion and lift forces, will be included. 
Since the present study is relevant to reservoirs with water as the fluid medium, the Prandtl 
number is fixed at 6.82. The numerical simulations are based on a laboratory scaled model 
which was adopted in [6]. Accordingly, the geometry parameters are fixed at 𝐴 = 0.05 and 
𝑆 = 0.1 respectively; and the normalised thermal forcing period is set to 𝑃∗ = 0.54. Two 
particle relaxation times characterising the particle properties, including their density and 
size are considered in this study, with normalised values of 3.63 × 10−9 and 1.45 × 10−8 
corresponding to 10 µm and 20 µm particle diameters respectively with particle density 
fixed at  1.0 × 103 kg/m3  (very close to the density of water). The maximum volume 
fraction of the particles at the time of injection is 3.49 × 10−4, which is sufficiently small 
to justify the adoption of the Euler-Lagrangian approach. The Grashof number 𝐺𝑟, which 
characterises the maximum temperature variation, is varied from 5.53 × 103  to  1.77 ×105 in this study, and laminar flow is expected over this Grashof number range (refer to 
[18]). 
 Grid and time-step dependency tests 4.3
No specific grid and time-step dependency test is conducted for the present investigation 
as the problem to be investigated here is very similar to that described in the previous 
chapter with only minor variations. Therefore, the selection of the mesh and time-step 
follows the dependency tests described in Section 3.3.1. Based on those tests, the medium 
grid system (with 861×51 mesh and the corresponding time-step 1.46 × 10−6) is adopted 
for the subsequent simulations. 
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 Results 4.4
In this section, the particle transport under the effect of the periodic thermal forcing is 
simulated based on the model described in Section 4.2 above. Several cases with different 
Grashof numbers and different particle properties, as shown in Table 5, are calculated. In 
what follows, the temporal evolution of particle motion under the diurnal thermal forcing 
will be described based on the result from Case 3a. Then the results from Cases 3a, 3b and 
4 will be examined to demonstrate the effects of both the particle properties and the fluid 
flow on particle motion. Finally, the particle deposition and dispersion behaviour over a 
wide range of Grashof numbers will be examined. 
4.4.1 Temporal evolution of particle motion 
4.4.1.1 Particle concentration contours 
The particle motion and flow development under the prescribed diurnal thermal forcing is 
described based on the particle concentration contours overlaid by the contours of stream 
functions (referred to as particle concentration contours hereinafter). A typical case (Case 
3a in Table 5) with a medium Grashof number is chosen for this purpose, and the results 
are shown in Figure 22. Other cases are found to show similar evolution of the fluid flow 
and particle motion. In this and all subsequent figures, the time t = 0 corresponds to the 
time when the particles are injected into the domain. 
Table 5 Parameters of the numerical cases 
Cases 
Maximum 
volume fraction 
of particles 
Normalized 
particle relaxation 
time 
Prandtl number Grashof number 
1 3.49 × 10−4 3.63 × 10−9 6.82 5.53 × 103 
2 3.49 × 10−4 3.63 × 10−9 6.82 7.38 × 103 
3a 3.49 × 10−4 3.63 × 10−9 6.82 4.43 × 104 
3b 3.49 × 10−4 1.45 × 10−8 6.82 4.43 × 104 
4 3.49 × 10−4 3.63 × 10−9 6.82 8.85 × 104 
5 3.49 × 10−4 3.63 × 10−9 6.82 1.18 × 105 
6 3.49 × 10−4 3.63 × 10−9 6.82 1.77 × 105 
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For all the cases considered in this study, particles are injected randomly over the full local 
depth and over the horizontal range 2 ≤ 𝑥∗ ≤ 8. The contours of the fluid flow are shown in 
Figure 22, together with the contours of the particle concentration, the level of which is 
indicated by the colourmap underneath the contour plots (the particle concentration is 
measured by the particle number per unit area). The purpose of the overlayed contours of 
stream functions is to indicate the flow patterns at different stages of the transient flow, 
and thus the actual values of the stream functions are not shown here. At t = 0 (Figure 22a), 
the heating phase has just commenced, and the streamlines show a dual cell pattern, with a 
clockwise weak circulation in the tip region resulting from the commencement of heating, 
and a larger scale anticlockwise circulation in the body of the reservoir, which is the 
residual circulation from the previous cooling phase. The particle concentration is uniform 
over the specified region. At t = P/4, (Figure 22b) the heating is at its peak; the residual 
cooling phase circulation has vanished and the clockwise circulation due to heating is 
distinct. The distribution of the particles has distorted as the flow carries the particles along 
the surface, and back up the slope. Note that the particle boundary at the tip end is 
undistorted, as there is little or no flow at that location. The heating cycle ends at t = P/2 
(Figure 22c) and two features are immediately evident. First, during the later part of the 
heating cycle, although still under heating, the applied surface temperature has become 
less than the actual temperature at the water surface, so relative cooling occurs, resulting in 
the formation of plunging plumes at the shallow end. These are manifested as small scale 
circulations, and some weak distortion of the boundary of the particle-occupied region. 
However the main clockwise circulation persists, and particles continue to be carried out 
along the surface. Second, particle free fluid has also been carried up the slope by the 
return flow, overlaying some residual particles close to the bottom. At t = 3P/4 (Figure 22d) 
cooling is at the peak, and flow is dominated by multiple sinking plumes over the full 
domain. An anticlockwise circulation is only weakly present in the shelving region. The 
particle distribution reflects the active mixing inherent in the presence of the plumes, with 
patchiness present in the deeper regions. The distortion of the particle distribution is 
however still minor in the tip region. After a full thermal forcing cycle at t = P (Figure 
22e), the cooling period has ended, and a weak positive circulation has begun in the tip 
region. The primary circulation is still anticlockwise from the surface cooling, but no 
plunging plumes are present. The flow is the same as that at t = 0 since the flow is now 
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quasi steady. The patchiness in the deeper part of the domain remains, but again there has 
been little effect on the tip boundary of the particle distribution. 
 
Figure 22 Temporal evolution of the particle concentration contours 
overlayed by the contours of stream functions. The results are shown for 
Case 3a. 
This pattern persists over further cycles. For example, at t = 2P (Figure 22f) and t = 4P 
(Figure 22g), the flow is identical and the particle distributions are little changed. Again, 
the distribution of particles at the tip end is virtually unchanged. The same result is evident 
after many cycles. 
This sequence of images demonstrates that although the flow is quasi-steady, the particle 
distribution becomes extremely patchy in the deeper part after a single cycle of cooling, as 
the result of the mixing by the plunging surface plumes. However, the region near the tip is 
still virtually unchanged since the flow in this region is not significant. 
4.4.1.2 Particle source distribution contours 
As noted above, it is evident that the particles near the tip do not move significantly over 
several cycles, due to the weak flow present there. To confirm this, the initial distribution 
of particles is coded by colour in four bands according to their source locations, moving 
from the tip out towards the main body of the reservoir. The initial distribution is shown in 
Figure 23a below. The particles retain their initial colours in the subsequent motion, and 
the colour in the contours then demonstrates their subsequent positions. A sequence of 
times through the first cycle (Figure 23b-e) again demonstrates the mixing that occurs, 
with the deeper region comprising components of all colours after the first cycle, except 
a)
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those at the very tip end. Figure 23e demonstrates that the particles at the tip end are 
largely unmoved, consistent with the observations above. Even after 5 cycles (Figure 23f) 
there are still remnants of the original particles in the tip region. These particles require a 
very long timescale to be incorporated into the main body of the reservoir. 
 
Figure 23 Temporal evolution of the contours of the particle source 
distribution. The results are shown for Case 3a. 
4.4.2 Effect of particle properties and fluid flow on particle motion 
The effects of the particle properties and fluid flow on particle motion are investigated 
using the cases with different particle relaxation times and different Grashof numbers (i.e. 
Cases 3a-b and 4). The focus here is on the detail of the particle motion in various regions 
of the reservoir model. Some analytical and statistical data relevant to the particle transport 
are presented and discussed below.  
4.4.2.1 Particle flux 
The horizontal particle flux between the sloped-bottom region and the uniform-depth 
region indicates the particle dispersion rate within the domain and the transport of particles 
from the shallow to deep region under the effect of the thermal forcing, and may have 
implications for water quality. The particle flux across the vertical line of the domain 
where the sloped-bottom region joins the uniform-depth region is calculated as: 
𝑞𝐻 = � 𝑢𝑝𝑥 𝜕𝐶𝑝𝑡𝜕𝑥 𝑑𝑦0−𝐻  (28) 
t = 0
a)
t = P/4
b)
t = P/2
c)
t = 3P/4
d)
t = P
e)
t = 5P
f)
Chapter 4. Pollutant Transport Under a Diurnal Effect 
76 
 
Figure 24 Time series of the horizontal particle flux obtained from the 
middle of the domain where the sloped bottom joint to the flat bottom. 
Figure 24 shows the time series of the horizontal particle fluxes for the three cases under 
consideration (Case 3a-b and 4). Here, the flux of the particles is normalised by ~𝐶0𝜅/𝐻. 
It is worth noting that in Figure 24 the calculated horizontal particle flux fluctuates 
strongly when it is positive, corresponding to the cooling phase of the thermal forcing 
cycle. The fluctuation is a result of the thermal instability during the cooling phase and is 
consistent with the observed fluctuation of the exchange flow rate between the two regions 
as reported in [6, 14, 81]. Further, it is clear from the figure that in the initial few cycles 
there is a net transport from the sloped-bottom region to the uniform-depth region, and that 
the net flux is gradually reducing over time. Since the particles are getting more evenly 
distributed across the two distinct regions as discussed above, after a sufficiently long time 
the net horizontal particle flux over a cycle is expected to be close to zero. 
It is also clear in Figure 24 that the horizontal particle flux in the case with the higher 
Grashof number (Case 4) is greater than that for the other two cases, whereas the 
horizontal fluxes for the two cases with the same Grashof number but different particle 
relaxation times (i.e. Cases 3a and 3b) show a similar behaviour. This indicates that the 
Grashof number plays a dominant role in determining the particle dispersing motion. The 
effect of the Grashof number on particle transport will be further examined in Section 
4.4.3 below. 
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4.4.2.2 Particle distribution in the deep region 
The time evolution of the particle distribution in the uniform-depth region is shown in 
Figure 25 and Figure 26 for Cases 3a, 3b and 4. Here the uniform-depth region is equally 
subdivided into multiple horizontal layers (refer to Figure 25a) or vertical sections (refer to 
Figure 26a), and the time series of the particle fraction in each layer or section are plotted.  
In Figure 25b, a typical time series of the fraction of the remaining particles in Layer 1 
(refer to Figure 25a) relative to the total injected particle number is shown for Case 3a. It is 
seen in this figure that initially the particle fraction is zero, indicating that there are no 
particles in this layer, which is expected. Over the 12 cycles from the injection of the 
particles, the particle fraction increases gradually with time and approaches a relatively 
constant level after about 10 cycles. Furthermore, both large-scale and small-scale 
fluctuations of the calculated particle fraction are evident in Figure 25b. The large-scale 
fluctuation is associated with the switch of the thermal forcing between heating and 
cooling, which causes the large-scale circulation within the flow domain to reverse. The 
small-scale fluctuation is associated with the thermal instability in the form of plunging 
thermals during the cooling phase. The result shown in Figure 25b is consistent with the 
observations described above. The time series of the particle fractions in other layers and 
sections all show similar features to that of Layer 1 plotted in Figure 25b. For the 
convenience of comparing the relative particle fractions in different layers, a moving 
averaged particle fraction over three thermal cycles is calculated to smooth the time series. 
The effect of the moving average is illustrated in Figure 25b, which compares the moving 
averaged particle fraction against the raw data. Since the moving average is calculated 
over three thermal cycles, the data is plotted from t/P = 3 only (i.e. three cycles after the 
injection of particles). In what follows, the moving averaged particle fractions in different 
layers are compared for the three different cases considered here. 
Figure 25c-e shows the time series of the particle fraction in each horizontal layer for 
Cases 3a, 3b and 4 respectively. For all the three cases shown in these figures, it is clear 
that initially more particles tend to stay in the lower layers of the uniform-depth region. 
This is attributed to the stronger anticlockwise circulation along the sloped bottom as well 
as the gravitational settling of the particles. The particles are carried around from the tip 
region in the direction of the slope, entering towards the deeper layers of the uniform-
depth region by the stronger anticlockwise circulation during cooling, which is indicated 
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by the net horizontal particle flux shown in Figure 24. The effect of the gravity also tends 
to drive the particles downward to the lower layers of the region. With increasing time, the 
variations of the particle fraction among the different layers diminish as a result of both the 
particle mixing in the local water column due to the flow instability described above and 
the particle deposition because of gravitational settling across the domain. These two 
processes increase the vertical transfer rate of the particles between the different layers, 
and the settling process also reduces the overall quantity of the particles remaining in 
water. As a consequence, the particle distribution becomes more uniform across the deep 
region. 
a) 
 
 b) c) 
 
 d) e)     
 
Figure 25 a) Sampling locations of the horizontal layers. b) Time series of the 
fraction of the remaining particle number in Layer 1. Both the raw data and 
the moving averaged data are plotted for Case 3a. c)-e) Time series of the 
moving averaged particle fractions in the different layers: c) Case 3a; d) 
Case 3b; e) Case 4. 
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The variations among the three cases shown in Figure 25c-e are worth noting. Compared 
with Case 3a, Case 4 shows a relatively higher fraction of the particles in the uniform 
depth region as a result of a stronger flow; whereas the result from Case 3b shows a 
relatively lower particle fraction in the domain because of the sedimentation resulting from 
the relatively larger relaxation time of the particles. In addition, a clearly higher growth 
rate of the particle fraction in all the layers at the earlier stage can be observed for Case 4 
in comparison with the other two cases (see Figure 25c-e), suggesting that the particle 
dispersion is more intense for the case with the higher Grashof number. These results are 
all expected and the general behaviour of the particle motion observed here is consistent 
with that reported in the literature (i.e. [12, 61]). 
a) 
 
 b) c) d) 
 
Figure 26 a) Sampling location of the vertical sections. b)-d) Time series of 
the particle fractions in the different sections: b) Case 3a; c) Case 3b; d) 
Case 4. 
Figure 26b-d shows the time series of the particle fraction in each vertical section for the 
three cases considered here. It is worth noting that the data plotted here is the raw data 
without moving averaging. It is expected that the particles will sequentially enter each 
section from Section 1 to Section 5 for all the cases, which is confirmed in this figure. 
Although the time evolutions of the particle fraction are fluctuating under the effects of 
both the large-scale circulation induced by the cycling temperature at the water surface and 
the occurrence of the instability during cooling, the relative distributions of the particles in 
each section can be identified from the figures for each case. The observation in Figure 26 
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suggests that initially the fraction of the particles increases sequentially from Section 1 to 5. 
As time increases, the differences in the particle fraction among the different sections 
reduce, which means that the distribution of the particles becomes more uniform. 
It is also seen in Figure 26b-d that, with the higher Grashof number (Case 4) which 
enhances the horizontal convection, and the larger relaxation time (Case 3b), which 
enhances the particle deposition, the variations of the particle concentrations among the 
different sections become less significant with increasing time. With increased deposition 
the overall fraction of the particles remaining in the deep region also reduces, as shown by 
Case 3b compared with Case 3a. This is consistent with the particle distribution across the 
different horizontal layers discussed above. 
4.4.3 Effect of the Grashof number on particle transport 
The results shown above have demonstrated that both the fluid flow and the particle 
properties have significant impact on the particle transport. In this section the impact of the 
fluid flow only on particle transport is further examined. The reasons for focusing on the 
impact of the fluid flow only are two-fold: firstly, the impact of the fluid flow as an 
external effect on particle motion is of the most concern in environmental engineering 
since it is an input variable to the system. Secondly, for the investigated cases the flow 
determines the overall particle motion including their deposition and dispersion, whereas 
the particle properties primarily affect the particle suspension. Here we consider the cases 
with different Grashof numbers but with the particle relaxation time fixed at 3.63 × 10−9 
(refer to Cases 1-3a and 4-6 listed in Table 5). 
4.4.3.1 Particle deposition behaviour with varying Grashof numbers 
The residence time of the particles is evaluated in this section. Particle deposition is 
important in determining the fate of the particles and consequently the quality of the stored 
water. In the numerical simulation, the particles are only removed from the computational 
domain following deposition, which can be indicated by the time series of the ratio of the 
remaining particle number to the initially injected particle number in the whole 
computational domain – referred to as the residual particle fraction as shown in Figure 27. 
A clear tendency shown in Figure 27 is that the number of the residual particles in the flow 
domain decreases with time in all the cases. The figure also shows that the deposition rate 
of the particles decreases with the increasing Grashof number. This is the result of the 
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relatively stronger flow at the higher Grashof numbers, which incurs a larger drag force to 
carry particles around. This observation is generally consistent with the literature (e.g. [12, 
61, 77]).  
 
Figure 27 Time series of the residual particle fraction in the whole 
computational domain. 
An exponential decay function in the following form can be fitted to each of the curves 
shown in Figure 27: 
𝑓(𝑡) = 𝜂0𝑒−𝑡𝜑 (29) 
where 𝑓(𝑡) is the residual particle fraction within the flow domain, 𝜂0 is the initial particle 
fraction, which is 1 for all the cases, and 𝜑 is referred to as the mean residence time of the 
particles. Whilst other functions such as a linear function may also be used to fit each of 
the curves in Figure 27, the exponential function is chosen here since it has been tested to 
provide the best quality of curve fitting in terms of the adjusted R-square (0.97 for the 
linear curve fitting vs. 0.99 for the exponential curve fitting, as obtained for Case 1). The 
adjusted R-square values of the exponential curve fitting are shown in Table 6 below. 
Table 6 Quality of the exponential curve fitting for the time series shown in Figure 27 
Case numbers 1 2 3a 4 5 6 
Adjusted R2 0.99 0.99 0.99 0.99 0.99 0.99 
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The mean residence times normalised by the period 𝑃  of the thermal forcing cycle 
obtained for all the cases are shown in Figure 28. The results clearly show that the mean 
residence time increases with the increasing Grashof number. An empirical correlation 
quantifying the effect of the Grashof number on the normalised mean residence time of 
particles is given as follows (with the adjusted R-square of 0.99): 
𝑡𝑎𝑙𝑙 = 85.27𝑒6.3×10−6 𝐺𝑟 (30) 
The above correlation indicates that the increase of the drag force on particles as a result of 
the more intensive fluid flow at the high Grashof numbers undermines the effect of 
gravitational settling on particle motion. In that sense, the particle deposition behaviour 
becomes less significant at the higher Grashof numbers; therefore, the deposition of the 
particles reduces with the increasing Grashof number. A similar scenario is also discussed 
in [79]. 
 
Figure 28 Normalised mean residence time of particles in the whole domain 
vs. the Grashof number.  
4.4.3.2 Dependence of particle dispersion on the Grashof number 
The dispersion of particles across the reservoir, which mainly depends on the horizontal 
velocity of the particles, is also of interest from the water quality point of view. Here we 
focus mainly on the dispersion of particles in the entire tip region of the reservoir model. 
The ratio of the remaining particle number across the entire tip region to the initial injected 
particle number in the entire computational domain is calculated to indicate the behaviour 
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of particle dispersion from the shallow to the deep region. Accordingly, the residence time 
of the particles in the tip region can be derived.  
 
Figure 29 Time series of the ratio of the remaining particle number within 
the tip region to the initial injected particle number in the entire 
computational domain. 
The time series of the particle fraction in the tip region for all the cases are plotted in 
Figure 29. As expected the particle fraction in the tip region decreases with increasing time 
as a result of particle dispersion. It is interesting to note that the particle fraction fluctuates 
with time. This is caused by the reversing circulations in the reservoir induced by the 
cyclic thermal forcing at the water surface. The oscillation is dying out after a few cycles 
because of the tendency of having a uniform particle distribution as described in Section 
4.4.1 above. Among all the cases shown in Figure 29, the particle fraction decreases more 
sharply and oscillates more strongly for the cases with the higher Grashof numbers (i.e. 
Cases 3-6) than that with the lower Grashof numbers (i.e. Cases 1 and 2). This is a result of 
the more intensive fluid flow at the higher Grashof numbers, which enhances the particles’ 
suspension capacity. 
Table 7 Quality of the exponential curve fitting for the time series shown in Figure 29 
Case numbers 1 2 3a 4 5 6 
Adjusted R2 0.99 0.99 0.93 0.83 0.80 0.83 
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The mean residence times of the particles in the tip region are derived based on the time 
series plotted in Figure 29. The curve fitting of each case follows the same process as that 
described in Section 4.4.3.1 using an exponential function. The quality of the exponential 
curve fitting is indicated by the adjusted R-square values shown in Table 7. The calculated 
mean residence time of the particles are plotted in Figure 30. 
Similarly, an empirical correlation characterising the dependence of the normalised 
particle residence time in the entire tip region on the Grashof number is obtained as 
follows (with an adjusted R-square of 0.99): 
𝑡𝑡𝑖𝑝 = 2419 𝐺𝑟−12 (31) 
 
Figure 30 Normalised mean residence time of particles in the entire tip 
region vs. the Grashof number. 
The above correlation shows that the residence time of the particles in the tip region 
decreases and thus the dispersion of the particles increases with the increasing Grashof 
number. 
 Discussion 4.5
The results from the above-described cases under the diurnal thermal forcing can be 
summarised as follows: firstly, the particle deposition rate becomes significant with 
decreasing Grashof number; secondly, the particle dispersion reduces with decreasing 
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Grashof number. Provided that the other parameters are all fixed in a natural water body, 
the Grashof number is determined by the variation between the maximum and minimum 
temperatures within a diurnal thermal forcing cycle. In that sense, a monthly mean Grashof 
number may be obtained from the monthly averaged variation of diurnal temperature.  
The natural convection flow induced in the near-shore region by the fluctuating surface 
temperature is one of the important transport mechanisms among those, for example, 
rainfall, influent, and surface wind etc. operating in reservoirs. Although particle transport 
under natural convection may not be as significant as the other mechanisms, it plays an 
important role under calm conditions when there is little effect of the other transport 
mechanisms (e.g. in a drought when inflows are minimal and during a less windy period). 
An example can be found with algal blooming which occurred in Lake Burragorang (near 
Warragamba dam), New South Wales, Australia between 2007 and 2008 (reported in e.g. 
[82]). According to [83], an algal bloom occurs under the effect of several external 
conditions, including excessive nutrients (e.g. phosphate compounds) accumulating in the 
sediments as the bacteria’s food storage and a stable living environment without intensive 
flows. The first of these factors is related to the deposition of particles carrying the 
nutrients, and the second to the decreased horizontal transport. Further, algal blooms tend 
to occur from near shore regions.  
In periods of low wind, it may be expected that the transport mechanism described above 
will be a significant contributor to the dispersion and deposition of particles (and thus 
nutrients) in natural water bodies. Further, as has been observed in the investigation 
described above, the region in the vicinity of the tip end is essentially stagnant for a 
significantly long period. 
A significant rainfall deficiency occurred during the summer of 2007 across New South 
Wales, Australia, which caused a severe drought [84]. In addition, the estimated strength 
of the wind force indicated by the speed of wind during the summer of 2007 – 2008 was 
significantly lower than other years in the nearby regions of Lake Burragorang. The 
recorded averaged wind speed data over the summer periods at two weather stations 
located within 10 km from Warragamba Dam are shown in Figure 31, confirming that the 
wind effect for the summer of 2007-2008 was significantly weaker than in other years.  
Further, Figure 32 plots the averaged variation of the daily temperature over the same 
summer periods of 2004-2009 based on the data recorded at the same weather stations. 
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Clearly the average daily temperature variation over the five consecutive months during 
the summer period of 2007 – 2008 is also significantly lower than that in the other years.  
 
Figure 31 Average wind speed during summer from 2004 to 2009 obtained at 
the stations in Badgerys Creek (Station No #067108) and Penrith Lakes 
(Station No #067113). Source: Bureau of Meteorology, Australia. 
 
Figure 32 Averaged variation of the daily temperature over the summer 
periods over the summers from 2004 to 2009 obtained at the stations in 
Badgerys Creek (Station No #067108) and Penrith Lakes (Station No 
#067113). Source: Bureau of Meteorology, Australia. 
Both of the wind and temperature data presented above suggest that the transport 
mechanism associated with the diurnal thermal forcing described above may be significant 
in an average sense over the summer of 2007-2008, and that the resultant transport rate is 
relatively low. Therefore, the increased sedimentation and the significantly weak flow 
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expected over that period, coupled with the absence of motion in the very near-shore 
region may have provided an ideal condition for the algal bloom in Lake Burragorang over 
the summer of 2007-2008. 
 Summary 4.6
The numerical study described in this chapter has investigated the particle transport in a 
reservoir model under the effect of diurnal thermal forcing applied at the water surface. 
The temporal evolution of the general behaviour of the fluid flow and particle motion is 
described, followed by a quantitative comparison of particle flux, distribution and 
residence time under various conditions. Whilst the properties of particles are found to be 
important in determining the particle deposition, the effect of the induced flow is 
significant to both the deposition and dispersion of particles. The particle motion over a 
wide range of Grashof numbers has been quantified based on the present numerical model. 
It is found that when the Grashof number is reduced, the particle deposition is enhanced 
and the particle dispersion is reduced. These findings are consistent with the occurrence of 
an algal bloom in Lake Burragorang during the summer of 2007-2008. 
The study confirms the important transport mechanism by natural convection which 
contributes to the deposition and dispersion of particles in reservoirs. That the result is 
consistent with the occurrence of an algal bloom in a real reservoir suggests that the 
understanding of how particle behaves under this mechanism is essential in terms of the 
management of water quality. 
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5. Preliminary investigation of             
a particle collision model 
 Introduction 5.1
In this chapter, the numerical model described in the previous chapter is extended with the 
inclusion of a particle collision model. A preliminary investigation is carried out to study 
the effect of particle collision on particle motion. The particle transport problem 
considered here is the same as that described in Chapter 4 except for the inclusion of the 
particle collision model. 
Since particle collision may occur in natural reservoirs, it is meaningful to consider the 
particle collision behaviour in numerical models in order to fully understand the particle 
transport mechanism in real life. Numerical particle collision models have been 
extensively examined previously. As reviewed in [85], particle collision models that 
characterise the inter-particle behaviour have been developed based on various scenarios. 
However, only a few collision models have been substantially validated because of the 
difficulties with validation. Among the wide range of collision models, the validated 
model reported by O’Rourke [27] which has been discussed in Chapter 1, has gained 
popularity and is thus adopted in this chapter.  
Similar to the previous numerical simulations with periodic thermal forcing applied at the 
water surface, an extended numerical model with many more particles is investigated here 
using the commercial CFD code ANSYS FLUENT 13 coupled with the previously 
described DPM and with the inclusion of the particle collision model (see Chapter 1 for 
details regarding the DPM and the particle collision model). The purpose of this study is to 
preliminarily quantify the effect of particle collision on particle size and mass distributions. 
The contents of this chapter are organised as follows: 
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In Section 5.2, the specific details concerning the present numerical model are described 
based on the general reservoir model described in Chapter 2.  
In Section 5.3, grid and time-step dependency tests are carried out. 
In Section 5.4, the results obtained with the inclusion of the particle collision model are 
presented to demonstrate the effects of particle collision on particle size and mass 
distributions in the flow domain. The numerical data are presented in terms of the 
spectrum of the particle sizes and the deposition and dispersion behaviour of particles in 
various regions of the model. 
The major findings of this study are briefly summarised in Section 5.5. 
 Numerical model formulation 5.2
Model formulation for fluid flow 
The basic fluid flow model considered here is the two-dimensional reservoir model 
described in Chapter 2 (see Figure 4). All the configurations of the model, including the 
dimensions, the velocity boundary conditions, and the thermal boundary conditions are the 
same as those discussed in Chapter 4. 
Model formulation for particle motion 
Since this preliminary investigation is based on the scenario discussed in Chapter 4, 
particles are injected at the same locations and time as those for the previous model 
examined in Chapter 4. In the DPM a particle collision model is included in the simulation. 
The boundary conditions for the DPM are also identical to those used in Chapter 4, i.e. the 
‘reflect’ wall boundary condition for particles is assumed at the water surface and all the 
other walls of the model have the ‘trap’ wall boundary condition. 
In this study, the general normalisation of parameters follows those mentioned in Chapter 
2. An additional parameter of interest relevant to the particle collision model is the particle 
surface tension (σ), which characterises the particle coalescence behaviour when particles 
are involved in collision. Here the particle surface tension is normalised by ~𝑚𝑝 𝑔/𝑑𝑝. 
In the present numerical simulations, the Grashof number and Prandtl number are set to 
𝐺𝑟 = 4.43 × 104 and 𝑃𝑟 = 6.82, respectively. The geometric parameters (i.e. 𝐴 and 𝑆) are 
fixed at 0.05 and 0.1, respectively. The normalised thermal forcing period is 𝑃∗ = 0.54. 
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The normalised particle relaxation time is 3.63 × 10−9 , corresponding to a particle 
diameter of 10 µm and a particle density of 1.0 × 103 kg/m3 (very close to the density of 
water). The volume fraction of the particles at the time of injection varies from 6.98 ×10−4 to 6.98 × 10−2. 
 Grid and time-step dependency tests 5.3
With the inclusion of the particle collision model, it is deemed necessary to carry out grid 
and time-step dependency tests specifically for the current model. The meshes and 
corresponding time-steps used for the tests here are the same as those adopted in Section 
3.3.1, which are 1722×102 mesh with a dimensionless time-step 7.29 × 10−7 , 861×51 
mesh with a time-step 1.46 × 10−6 , and 430×26 mesh with a time-step 2.91 × 10−6 , 
respectively. The size of the mesh and the corresponding time-step are chosen so that the 
Courant-Friedrichs-Lewy (CFL) number [70] remains roughly the same for all of the three 
meshes. Similarly, the grid and time-step dependency tests are carried out using a case 
under constant temperature cooling at the water surface at a much higher Grashof number 
(i.e. 𝐺𝑟 = 106) rather than a diurnal case. The Prandtl number is set at 𝑃𝑟 = 7 for the test 
case. The particles with a maximum volume fraction of 1.40 × 10−4 are injected into the 
water body underneath the surface (at  𝑦∗ = −0.02) along the region with the sloped 
bottom.  
 
Figure 33 Time histories of the averaged particle vertical velocity obtained 
with the three different meshes. 
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The mesh and time-step dependency is examined based on quantitative data extracted from 
particle motions across the entire flow domain. The averaged vertical velocity of all 
suspending particles in the flow domain, which is believed to have a great influence on 
particle collision behaviour that occurs in local water columns, is calculated. The results 
obtained with the three different meshes are shown in Figure 33. Since in the test case a 
constant temperature is applied at the water surface and all other boundaries are adiabatic, 
the difference between the surface temperature and average temperature of the water body 
diminishes with time. As a consequence, the convective flow becomes weaker and 
eventually dies out, so does the particle motion. 
Table 8 Comparison of the time lapses obtained from different meshes 
Mesh resolution 1722×102 861×51 430×26 
Peak time 0.0006 0.0007 0.0013 
Settling time 0.0686 0.0704 0.0802 
Time lapse 0.0680 0.0697 0.0789 
 
Based on the behaviour of the particle velocity shown in Figure 33, the time lapses are 
determined for the three different meshes following a similar process as that described in 
Chapter 3. Here, the time lapse is between the time when the particle velocity peaks 
(referred to as ‘Peak time’) and the time when the particle velocity drops to a low value of 
100 (this value is arbitrary; the corresponding time is referred to as ‘Settling time’). The 
results are compared in Table 8, which demonstrates the convergence of the numerical 
results as the mesh and time-step are refined. As can be seen in Table 8, there is a 
significant improvement in the numerical accuracy when the medium mesh is employed in 
comparison with the coarse mesh. However, the variation of the numerical results between 
the medium and fine meshes is minimal. Therefore, for a compromise between the 
numerical accuracy and the computational time, the medium grid (861×51) and the 
corresponding time-step (1.46 × 10−6) are chosen for the subsequent calculations. The 
choice of the mesh and time-step here is consistent with that for the case without the 
particle collision model. 
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 Results 5.4
With the above formulated and tested model, different cases with different particle 
numbers and with and without the particle collision model are simulated (all the cases are 
listed in Table 9). For all these cases the Grashof number is fixed at 𝐺𝑟 = 4.43 × 104 and 
the Prandtl number is fixed at 𝑃𝑟 = 6.82. 
Table 9 Detail of the cases 
Number of the case 
Maximum volume 
fraction  
Particle surface 
tension 
Particle collision 
model 
Case 1 6.98 × 10−4 1.04 × 105 Yes 
Case 2 6.98 × 10−2 1.04 × 105 Yes 
Case 3 6.98 × 10−4 N/A No 
Case 4 6.98 × 10−2 N/A No 
 
In what follows, firstly the time series of the spectrum of particle sizes are illustrated for 
the different cases. Subsequently, the influence of both the particle quantity and collision 
model is discussed. In all the plots shown in this section, the time t = 0 corresponds to the 
time when the particles are injected into the domain, and the time is normalised by the 
period P of the cyclic thermal forcing. 
5.4.1 Spectrum of particle sizes 
With the inclusion of the particle collision model in the numerical simulations, there is a 
possibility that the particles may coalesce after colliding with each other. As a 
consequence, the size of the particles remaining in the domain may vary over time. The 
instantaneous spectrum of particle sizes is thus worth examining as it shows the size 
distribution of the particles and is indicative of the overall particle collision behaviour. 
A time series of the spectrum of particle sizes is illustrated in a 3D bar-chart in Figure 34. 
As can be seen in this figure, the suspending particles are classified into several diameter 
groups according to the consequent size of the particles after collision (see the labels of 
Diameters 1-6 in Figure 34. Here, Diameter 1 means single particles without coalescence; 
Diameter 2 means two coalesced particles after collision; and so on). The maximum 
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particle size is thus indicative of the maximum bandwidth of the spectrum of the particle 
sizes.  
Generally, it is evident in Figure 34 that the proportion of the remaining particles staying 
in their original diameter is monotonically decreasing; whereas the proportion of the other 
bigger particles is in turn growing. The above trend is expected as two or more particles 
tend to coalesce together as the result of particle collision.  
a)   b)                                                                   
Figure 34 Time series of the spectrum of particle sizes for the particles 
remaining in the entire domain for a) Case 1; b) Case 2. Diameters 1-6 
indicate the different sizes of the particles which are 1-6 time(s) of the 
original size.  
Furthermore, the maximum bandwidth of the spectrum of the particle sizes for Case 1 is 
much smaller than that for Case 2, which is clear from the comparison between Figure 34a 
and Figure 34b. In Case 1 (refer to Figure 34a), particles larger than Diameter 2 are not 
present in the flow domain over the calculated time period, whereas in Case 2 (refer to 
Figure 34b), particles up to Diameter 6 are present although the number of the larger 
particles with Diameters 4-6 is very small. The variation between Cases 1 and 2 may be 
attributed to the difference in the particle concentration. In the former case (Case 1), the 
particle concentration is very low, which limits the possibility of particle collision. It is 
also interesting to note that, in Case 2 with much higher particle concentration at the time 
of the injection, more particles with Diameter 3 have formed after several thermal forcing 
cycles than the particles with other diameters (except for the particles staying in the 
original diameter). Two factors determine the distribution of the particle sizes following 
collision: one is the collision efficiency and the other is the coalescence efficiency. Since 
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there are more particles at the time of the injection in Case 2 than in Case 1, the collision 
efficiency for Case 2 is much higher. Furthermore, the coalescence efficiency is generally 
higher for the particles with larger diameters than smaller ones (provided that the collision 
efficiency is sufficiently high to enable collision), and thus the particles with Diameter 2 
may have a greater opportunity to coalesce with single particles to form the larger particles 
with Diameter 3 (as is shown in Figure 34b for Case 2). The same analogy, however, 
would not apply to the particles with Diameter 3 since their concentration and in turn the 
collision efficiency would be much lower than those with Diameter 2 for the present case. 
Further, larger particles have a higher tendency to settle than smaller particles. 
 
Figure 35 Time series of the fractions of the number of particles in 
Diameters 1-6 in the entire domain for Case 2. 
In Figure 35, the time evolution of different particle sizes in Case 2 is illustrated. The 
following observations can be made in this figure: Firstly, the number of particles with the 
original size (Diameter 1) continuously decreases over time, as noted above. Secondly, the 
cluster of particles with Diameter 2 and 3 begin to form almost immediately after the 
particle injection, which is expected since the volume fraction of the particles is at its 
maximum at the time of the injection. Thirdly, as mentioned above, the fraction of the 
particle number with Diameter 3 increases more rapidly than that with Diameter 2 from 
very early on. The relatively smaller fraction of the particle number with Diameter 2 is 
attributed to the formation of the larger particles with Diameter 3. This confirms that 
particle collision efficiency is high when the volume fraction of particles is at its maximum. 
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Finally, it is worth noting that an oscillatory pattern is observed from the fraction of the 
particle numbers with Diameters 4 and 5. The cause of the fluctuating behaviour may be 
due to the relatively faster deposition rate for the larger particles, which removes the larger 
particles quickly from the flow. Given the above-described observation, it is expected that 
in Case 2 the fraction of the overall particle number remaining in the domain decreases 
sharply, which will be detailed in later sections.  
5.4.2 Effect of particle collision on particle transport 
5.4.2.1 Remaining particle fraction in the entire flow domain 
The ratio of the remaining particle quantity across the entire flow domain over the total 
particle quantity at the time of the injection indicates the concentration of the particles in 
the water body, which is of concern from the perspectives of environmental engineering 
applications. Here, the ratios of the remaining particle number/mass to the total injected 
particle number/mass (referred to as the fractions of the residual particle number/mass 
hereinafter) are calculated and discussed. The results are shown in Figure 36 and Figure 37 
respectively. 
It is seen in Figure 36 that the fraction of the residual particle number is decreasing as 
expected for all the cases listed in Table 9. The descending trend illustrated in the figure is 
similar to that presented in Figure 27 in Chapter 4.  
It is also clear in In Figure 36 that the results obtained with the non-collision particle 
transport model (Cases 3 and 4) are identical despite the different particle numbers at the 
time of injection. This result is expected as the fluid flow structures for all the cases are the 
same owing to the same numerical parameters adopted in the fluid flow model. 
Interestingly, the result obtained from Case 1 with the inclusion of the particle collision 
model is in line with Cases 3 and 4, which means the influence of the particle collision 
model on particle transport is insignificant in this case. This is not surprising as the particle 
concentration is very low in Case 1 and thus the collision efficiency is also very low. 
However, the result from Case 2, unlike the results of the other cases, shows a significantly 
lower fraction of the residual particle number at all the time. This is due to the higher 
concentration of particles, which results in higher collision and coalescence efficiencies, 
and is consistent with the above observation of the particle size distribution. 
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Figure 36 Time series of the fraction of the residual particle number in the 
entire domain. 
For comparison purpose, Figure 37 shows the time series of the fraction of the residual 
particle mass for all the cases. As can be seen in this figure, the four curves for the 
different cases are very similar to each other, suggesting that the overall deposition rate of 
the particles in terms of the particle mass is not significantly affected by particle collision 
within the present range of particle concentrations (at least up to the number of the 
calculated thermal cycles). However, the minor variation of the result from Case 2 
compared with the other three cases is noteworthy. Case 2 has a slightly faster deposition 
rate, resulting in a lower fraction of the residual particle mass, as shown in Figure 37. The 
variation seems to be amplifying with time. This may be due to the formation of larger 
particles, which are more prone to sedimentation. 
It has been demonstrated in Figure 36 that the particle collision possibility increases when 
more particles are present at the time of the injection, which contributes to the relatively 
higher coalescence efficiency. In contrast, it has been demonstrated in Figure 37 that the 
particle deposition rate in terms of the particle mass is similar in the four different cases, 
despite the variations of the particle number at the time of the injection and whether or not 
the particle collision model is included. Therefore, the present results indicate that the 
particle collision model mainly affects the particle size distribution, but does not 
substantially change the quantity of the particle mass in the flow domain. 
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Figure 37 Time series of the fraction of the residual particle mass in the 
entire domain. 
5.4.2.2 Particle fraction in the tip regions 
The particle collision model may also affect the spatial distribution of the remaining 
particles in the water body. A particular parameter of interest is the particle concentration 
in the tip region, which is indicative of the particle dispersion rate (refer to the results 
reported in Chapter 4). In this section, the fraction of the remaining particle number/mass 
in the tip region (i.e. the sloped bottom region) is examined. 
 
Figure 38 Time series of the fraction of the remaining particle number in the 
tip region. 
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In Figure 38, the time series of the fraction of the remaining particle number in the tip 
region are plotted for all the cases. Clearly the fraction of the remaining particles reduces 
over time. As seen in this figure, the particle dispersion behaviour in Cases 1, 3 and 4 is 
very similar under the effect of the same fluid flow regardless of the variation of the 
number of the total injected particles. The only minor variation is that the result from Case 
2 with more particles at the time of the injection and with the inclusion of the collision 
model demonstrates a slightly lower particle fraction than the other cases. The observation 
here is consistent with that discussed in Section 5.4.2.1. 
Figure 39 shows the time series of the fraction of the remaining particle mass in the tip 
region obtained for all the four cases, which are almost identical. The results in figures 38 
and 39 again confirm that the particle collision mainly affects the particle size distribution 
(and thus the number of particles) but not the mass distribution over the present range of 
flow and particle parameters.  
 
Figure 39 Time series of the fraction of the remaining particle mass in the tip 
region. 
The major findings from the present collision model can be summarised as follows. First, 
the effect of the collision model on the particle motion can be neglected if the injected 
number of particles is relatively small (e.g. Case 1); whereas the influence of the particle 
collision model becomes significant when the injected particle number increases. Second, 
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distribution, depending on the initial particle concentration, its impact on the particle mass 
distribution is insignificant. 
 Conclusions 5.5
A preliminary analysis of the particle collision behaviour for particle transport in 
reservoirs subject to diurnal thermal forcing has been carried out using a CFD code 
coupled with the DPM with the inclusion of the particle collision model. First, the particle 
size distribution for the cases with the different number of particles and with the inclusion 
of the collision model is discussed based on the spectra of particle diameters. The results 
confirm the importance of the volume fraction of the particles at the time of the injection 
in determining the particle coalescence efficiency in the numerical model, and in turn 
determining the particle size distribution. Second, the effect of the particle collision on the 
particle deposition and dispersion behaviour is analysed in terms of particle number and 
particle mass in different regions of the water body. The comparison between the different 
cases reveals the significance of the particle collision model to the particle deposition and 
dispersion behaviour. 
The present study has demonstrated that the particle collision behaviour may affect the 
fraction of the remaining particle number in the domain, provided that the particle number 
at the time of the injection is sufficiently high. However, the particle collision behaviour 
does not have significant influence on the distribution of the particle mass. Therefore, the 
influence of particle collision in the reservoir model under natural convection is minimal 
from the environmental engineering point of view, in which the mass distribution of 
nutrients or pollutants is of the major concern. 
The limitations of the particle collision model adopted in this preliminary study are worth 
noting. Firstly, the model does not account for the possible break-up behaviour of the 
particles that may occur in real life situations, which are dependent on either the shear 
induced by fluid flows, or the inter-particle impact generated by particle collision. 
Secondly, the formation of the bigger particles may require a two-way coupling approach 
for the flow and particle interaction since the particles may be large enough to influence 
the fluid flow. However, the present study involves only one-way coupling, assuming that 
the motion of the particles does not affect the flow irrespective of the size of the particles.   
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6. Summary and future work  
 Summary 6.1
This thesis aims to investigate the influence of the transient flow within a reservoir model 
in response to periodic thermal forcing at the water surface on the transport of particles 
within the water body, which is important for water quality management. For this purpose, 
numerical simulations based on the CFD solver – ANSYS FLUENT 13 coupled with a 
built-in DPM have been carried out. 
Firstly, the results from a numerical simulation of the TLC particle transport in the 
reservoir are compared with the results from the previously reported concurrent PIT/PIV 
experiment which validates the numerical model. Using the validated model an extended 
investigation has quantified the dependence of the flow response and its stability properties 
on the Grashof number. Secondly, a numerical study has been carried out to investigate the 
particle deposition and dispersion behaviour in the reservoir. The study has confirmed the 
important role of natural convection in transporting pollutant or nutrient in reservoirs and 
quantified the dependence of the particle deposition and dispersion on cyclic thermal 
forcing. Finally, following the above-described scenario, an extended particle transport 
model with the inclusion of particle collision has been investigated. The importance of 
particle collision for the particle deposition and dispersion in reservoirs has been identified 
from the preliminary investigation of the particle collision model.  
6.1.1 Numerical modelling of the PIT/PIV experiment with TLC particles 
In the numerical modelling of the concurrent PIT/PIV experiment, the temperature and 
velocity field of the thermal flow are visualised and measured using the particle 
information.  
For validating the numerical model, the results obtained with the particle temperature and 
velocity fields have been compared with the experiment both qualitatively and 
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quantitatively. The comparison shows consistent results between the present numerical 
simulation and the experiment reported in [6]. 
With the validated model, further results regarding the dependence of the flow and its 
stability properties on the Grashof number have been obtained by extending the Grashof 
number of the model to a wider range. Firstly, the onset time of the flow instability over 
each thermal forcing cycle has been obtained quantitatively, and the correlation of the 
onset time of the instability with the Grashof number has been determined as: 
𝑡𝑏 = 1.91 𝐺𝑟−0.17 
Secondly, the time duration with the presence of a distinct cellular flow structure 
associated with the instability has been examined. The correlation of the time duration of 
the instability with the Grashof number has been obtained as: 
𝑡𝑑𝑡 = 216 𝐺𝑟−0.77 
Finally, the time lag between the flow response and the switch of the thermal forcing 
between heating and cooling has been quantified. The correlation of the time lag with the 
Grashof number has been obtained as: 
𝑡𝑙𝑎𝑔 = 0.37 𝐺𝑟−0.12 
6.1.2 Transport of pollutant particles in a reservoir due to diurnal 
temperature variation 
A numerical study has been carried out to examine the particle transport in the reservoir in 
a pseudo real-life scenario, in which solid pollutant or nutrient particles of spherical shape 
are injected from the sidearm of the reservoir. In this study, the temporal evolution of the 
fluid flow and particle motion has been discussed, followed by a quantitative description 
of the particle flux, the particle fraction, and the residence time of the particles in various 
regions of the reservoir. Whilst the properties of the particles are found to be important in 
determining particle deposition, the effect of the thermally induced flow is significant to 
both the deposition and dispersion of the particles. If the Grashof number is reduced, the 
particle deposition is enhanced and the particle dispersion is also reduced. The above-
described correlations are recapped below. 
An empirical correlation quantifying the effect of the Grashof number on the normalised 
mean residence time of the particles in the whole domain is given as follows:  
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𝑡𝑎𝑙𝑙 = 85.27𝑒6.3×10−6 𝐺𝑟 
This correlation indicates that the increase of the drag force on particles as a result of the 
more intensive fluid flow at the higher Grashof numbers undermines the effect of 
gravitational settling on particle motion. In that sense, the deposition of the particles 
reduces with the increasing Grashof number. 
Similarly, an empirical correlation characterising the dependence of the normalised 
particle residence time in the entire tip region on the Grashof number is obtained as 
follows: 
𝑡𝑡𝑖𝑝 = 2419 𝐺𝑟−12 
The above correlation shows that with the increasing Grashof number the residence time of 
the particles in the tip region decreases and thus the dispersion of the particles increases. 
The above findings have confirmed the important transport mechanism under natural 
convection which contributes to the deposition and dispersion of particles in reservoirs. 
The outcome of the study suggests that the understanding of how particle behaves under 
this mechanism is important for water quality management. 
6.1.3 Preliminary investigation of a particle collision model 
The numerical model discussed in Chapter 4 has been extended to examine the particle 
motion with the inclusion of a particle collision model. The influence of the particle 
collision behaviour on the particle size distribution as well as particle motion within the 
water body has been preliminarily investigated.  
It is found that particle collision may affect the remaining particle number and the particle 
size distribution in the flow domain as a result of coalescence of the particles, provided 
that the particle number at the time of the injection is sufficiently high for particle collision 
to take place. However, the particle collision and the consequent coalescence of particles 
do not have significant influence on the particle mass distribution. Therefore, the potential 
impact of the particle collision behaviour on the water quality in reservoirs under natural 
convection is insignificant. 
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 Future work 6.2
Although the particle transport model in reservoirs subject to periodic thermal forcing has 
been well validated by the corresponding experiment and the results derived from it have 
been analysed and discussed in this thesis, only a significantly simplified model has been 
investigated and the case study reported in Chapter 4 is merely concerned with the pseudo 
real-life scenario. The real-life situation concerning particle transport is far more complex 
than what is considered here, and is subject to numerous other transport mechanisms. In 
addition to natural convection induced by thermal forcing at the water surface which has 
been specifically investigated in the present thesis, other transport mechanisms such as 
wind stress, influent flow, evaporation and rainfall etc. need to be considered in order to 
develop a more accurate particle transport model relevant to field situations. Moreover, 
particle re-suspension in natural water bodies is another common phenomenon that is 
worth considering. Therefore, the following investigations may be undertaken to further 
improve the present particle transport model: 
The study described in Chapter 4 involves a diurnal temperature variation at the water 
surface in the simple form of a standard sinusoidal function of time. Future investigation 
may involve the incorporation of more realistic in-situ temperature data as input variables 
into the numerical model. In addition, the unstable flow induced by solar radiation re-
emitted as a heat flux from the bottom of reservoirs is another important thermal-driven 
transport mechanism that may occur in field situations when the water depth is less than 
the penetration depth of solar radiation during day-time heating, e.g. in certain areas of the 
tip region of reservoirs. Therefore, the in-situ data regarding intensities of solar radiation 
may need to be monitored and included for further consideration. By doing so, the 
numerical results will be more relevant to the real-life scenario. 
Further, based on the in-situ meteorological data, other transport mechanisms such as wind 
shear on the water surface that may significantly alter the fluid flow pattern in natural 
water bodies and in turn affect the particle transport, may be incorporated into the present 
numerical model. It is also necessary to extend the present two-dimensional model to a full 
three-dimensional one, which may incorporate realistic geographic details of real 
reservoirs.  
Finally, based on the particle transport model described in Chapters 4 and 5, further 
improvement to the numerical model may include particle re-suspension and breakup 
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mechanisms. Particles settled at the bottom of the reservoir may be taken up by the flow 
and redistributed elsewhere. The particle re-suspension effect may offset the effect of the 
particle deposition, and thus may contribute significantly to the overall distribution of 
pollutants or nutrients in natural water bodies. Similarly, the breakup of large particles may 
reverse the effect of coalescence of particles, and thus change the deposition and 
dispersion behaviour of the particles.  
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