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Abstract
The facial reduction algorithm of Borwein and Wolkowicz and the extended dual of
Ramana provide a strong dual for the conic linear program
sup { 〈c, x〉 |Ax ≤K b } (P )
in the absence of any constraint qualification. The facial reduction algorithm solves a
sequence of auxiliary optimization problems to obtain such a dual. Ramana’s dual is ap-
plicable when (P ) is a semidefinite program (SDP) and is an explicit SDP itself. Ramana,
Tunc¸el, and Wolkowicz showed that these approaches are closely related; in particular,
they proved the correctness of Ramana’s dual using certificates from a facial reduction
algorithm. Here we give a simple and self-contained exposition of facial reduction, of
extended duals, and generalize Ramana’s dual:
• we state a simple facial reduction algorithm and prove its correctness; and
• building on this algorithm we construct a family of extended duals when K is a nice
cone. This class of cones includes the semidefinite cone and other important cones.
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1 Introduction
Conic linear programs generalize ordinary linear programming, as they require membership
in a closed convex cone in place of the usual nonnegativity constraint. Conic LPs share some
of the duality theory of linear optimization: weak duality always holds in a primal-dual pair,
and assuming a suitable constraint qualification (CQ), their objective values agree, and are
attained.
When a CQ is lacking and the underlying cone is not polyhedral, pathological phenomena
can occur: nonattainment of the optimal values, positive gaps, and infeasibility of the dual
even when the primal is bounded. All these pathologies appear in semidefinite programs,
second order cone programs, and p-order conic programs, arguably the most important and
useful classes of conic LPs ([4, 3, 33, 1, 30, 7, 14, 2]).
Facial reduction and extended duals Here we study two fundamental approaches to
duality in conic linear programs that work without assuming any CQ. The first approach
is the facial reduction algorithm (FRA) of Borwein and Wolkowicz [6, 5], which constructs
a so-called minimal cone of a conic linear system. Using this minimal cone one can always
ensure strong duality in a primal-dual pair of conic LPs.
The second approach is Ramana’s extended dual for semidefinite programs [26]. (Ramana
named his dual an Extended Lagrange-Slater Dual, or ELSD dual. We use the shorter name for
simplicity.) The extended dual is an explicit semidefinite program with a fairly large number
(but polynomially many) variables and constraints. It has the following desirable properties: it
is feasible if and only if the primal problem is bounded; and when these equivalent statements
hold, it has the same value as the primal and attains it.
Though these approaches at first sight look quite different, Ramana, Tunc¸el, and Wolkow-
icz in [27] showed that they are closely related: in the case of semidefinite programming, they
proved the correctness of Ramana’s dual using certificates from the algorithm of [6, 5].
The goal of our paper is to give a simple and self-contained exposition of facial reduction, of
extended duals, study their connection, and give simple proofs of generalizations of Ramana’s
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dual. We use ideas from the paper of Ramana, Tunc¸el, and Wolkowicz [27], although our
development is different. We state a facial reduction algorithm and prove its correctness
using only elementary results from the duality theory of conic LPs, and convex analysis. We
build on this algorithm and generalize Ramana’s dual: we construct a family of extended
duals for (P ) when K is a nice cone. This class of cones includes the semidefinite cone, and
other important cones, as p-order, in particular, second order cones.
Next we present our framework in more detail. A conic linear program can be stated as
sup 〈c, x〉
s.t. Ax ≤K b,
(P )
where A : X → Y is a linear map between finite dimensional Euclidean spaces X and Y,
and c ∈ X, b ∈ Y. The set K ⊆ Y is a closed, convex cone, and we write Ax ≤K b to mean
b − Ax ∈ K. We naturally associate a dual program with (P ). Letting A∗ be the adjoint
operator of A, and K∗ the dual cone of K, i.e.,
K∗ = { y | 〈y, x〉 ≥ 0∀x ∈ K },
the dual problem is
inf 〈b, y〉
s.t. y ≥K∗ 0
A∗y = c.
(D)
When (P ) is feasible, we say that strong duality holds between (P ) and (D) if the following
conditions are satisfied:
• problem (P ) is bounded, if and only if (D) is feasible; and
• when these equivalent conditions hold, the optimal values of (P ) and (D) agree and the
latter is attained.
We say that (P ) is strictly feasible, or satisfies Slater’s condition, if there is an x ∈ X such
that b−Ax is in the relative interior of K. When (P ) is strictly feasible, it is well-known that
strong duality holds between (P ) and (D).
The facial reduction algorithm (FRA) of Borwein and Wolkowicz constructs a suitable
face of K, called the minimal cone of (P ), which we here denote by Fmin. The minimal cone
has two important properties:
• The feasible set of (P ) remains the same if we replace its constraint set by
Ax ≤Fmin b.
• The new constraint set satisfies Slater’s condition.
Thus, if we also replace K∗ by F ∗min in (D), strong duality holds in the new primal-dual pair.
The algorithm in [6, 5] constructs a decreasing chain of faces starting with K and ending with
Fmin, in each step solving a pair of auxiliary conic linear programs.
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Contributions of the paper We first state a simplified FRA and prove its correctness.
Building on this algorithm, and assuming that cone K is nice, i.e., the set K∗+F⊥ is closed
for all F faces of K we show that the dual of the minimal cone has a representation
F ∗min = {uℓ+1 + vℓ+1 :
(u0, v0) = (0, 0)
(A, b)∗(ui + vi) = 0, i = 1, . . . , ℓ,
(ui, vi) ∈ K
∗ × tan(u0 + · · ·+ ui−1,K
∗), i = 1, . . . , ℓ+ 1 },
(1.1)
where tan(u,K∗) denotes the tangent space of the cone K∗ at u ∈ K∗ and ℓ is a suitable
integer. Plugging this expression for F ∗min in place of K
∗ in (D) we obtain a dual with the
properties of Ramana’s dual. We show the correctness of several representations of F ∗min, each
leading to a different extended dual. We note that the results of [27] already imply that such
a representation is possible, but this is not stated there explicitly.
The cone of positive semidefinite matrices is nice (and also self-dual), so in this case the
representation of (1.1) is valid. In this case we can also translate the tangent space constraint
into an explicit semidefinite constraint and recover variants of Ramana’s dual.
We attempted to simplify our treatment of the subject as much as possible: as background
we use only the fact that strong duality holds in a primal-dual pair of conic LPs, when the
primal is strictly feasible and some elementary facts in convex analysis.
Literature review Borwein and Wolkowicz originally presented their facial reduction al-
gorithm in [6] and [5]. Their algorithm works for a potentially nonlinear conic system of
the form {x | g(x) ∈ K }. Luo, Sturm, and Zhang in [19] studied a so-called conic expansion
method which finds a sequence of increasing sets starting with K∗ and ending with F ∗min :
thus their algorithm can be viewed as a dual variant of facial reduction. Their paper also
contains an exposition of facial reduction and Ramana’s dual. Sturm in [32] introduced an
interesting and novel application of facial reduction: deriving error bounds for semidefinite
systems that lack a strictly feasible solution. Luo and Sturm in [18] generalized this approach
to mixed semidefinite and second order conic systems. Lewis in [17] used facial reduction
to derive duality results without a CQ assumption in partially finite convex programming.
Tunc¸el in his recent book [34] constructed an SDP instance with n by n semidefinite matrices
that requires n− 1 iterations of the facial reduction algorithm to find the minimal cone, and
thus showed that the theoretical worst case is essentially attainable.
Waki and Muramatsu in [37] also described an FRA, rigorously showed its equivalence to
the conic expansion approach of Luo et al, and presented computational results on semidefinite
programs. A preliminary version of this paper appeared in [21]. Po´lik and Terlaky in [25] used
the results of [21] to construct strong duals for conic LPs over homogeneous cones. Wang et
al in [38] presented a facial reduction algorithm for nonsymmetric semidefinite least squares
problems.
Tunc¸el and Wolkowicz in [35] described a connection between the lack of strict comple-
mentarity in the homogeneous primal and dual systems, and positive duality gaps in SDPs:
in particular, they proved that when strict complementarity in the homogeneous problems
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fails in a certain minimal sense, one can generate instances with an arbitrary positive duality
gap. Waki in [36] showed how to systematically find SDP instances that are weakly infeasible,
i.e., infeasible without a Farkas’ lemma certificate. Cheung et al in [8] developed a relaxed
version of a facial reduction algorithm, in which one can allow an error in the solution of the
auxiliary conic LPs, and applied their method to SDPs, in particular, to instances generated
according to the results of [35].
Nice cones appear in other areas of optimization as well. In [22] we studied the question of
when the linear image of a closed convex cone is closed and described necessary and sufficient
conditions. These lead to a particularly simple and exact characterization when the dual of
the cone in question is nice. We call a conic linear system well behaved if for all objective
functions the resulting conic linear program has strong duality with its dual and badly behaved,
otherwise. In related work, [23], we described characterizations of well- and badly behaved
conic linear systems. These become particularly simple when the underlying cone is nice, and
yield combinatorial type characterizations for semidefinite and second order conic systems.
Chua and Tunc¸el in [10] showed that if a cone K is nice, then so is its intersection with
a linear subspace. Thus, all homogeneous cones are nice, since they arise as the slice of a
semidefinite cone with a suitable subspace, as proven independently by Chua in [9] and by
Faybusovich in [11]. In [10] the authors also proved that the preimage of a nice cone under a
linear map is also nice and in [24] we pointed out that this result implies that the intersection
of nice cones is also nice. In [24] we gave several characterizations of nice cones and proved
that they must be facially exposed; facial exposedness with a mild additional condition implies
niceness; and conjectured that facially exposed and nice cones are actually the same class of
cones. However, Roshchina disproved this conjecture [29].
Most articles on strong duality deal with instances with a fixed right hand side. Schurr
et al in [31] obtained characterizations of universal duality, i.e., of the situation when strong
duality holds for all right hand sides, and objective functions.
Klep and Schweighofer in [16] derived a strong dual for semidefinite programs that also
works without assuming any constraint qualification. Their dual resembles Ramana’s dual.
However, it is based on concepts from algebraic geometry, whereas all other references known
to us use convex analysis.
Recently Gouveia et al in [20] studied the following fundamental question: can a convex
set be represented as the projection of an affine slice of a suitable closed, convex cone? They
gave necessary and sufficent conditions for such a lift to exist and showed that some known
lifts from the literature are in the lowest dimension possible. The representation of (1.1) is
related in spirit, as we also represent the set F ∗min as the projection of a conic linear system
in a higher dimensional space.
Organization of the paper and guide to the reader In Section 2 we fix notation,
review preliminaries, and present two motivating examples. The reader familiar with convex
analysis can skip the first part of this section and go directly to the examples. In Section 3
we present a simple facial reduction algorithm, prove its correctness, and show how F ∗min can
be written as the projection of a nonlinear conic system in a higher dimensional space.
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Assuming that K is nice, in Section 4 we arrive at the representation in (1.1), i.e., show
that F ∗min is the projection of a conic linear system, and derive an extended dual for conic
LPs over nice cones. Here we obtain our first Ramana-type dual for semidefinite programs
which is an explicit SDP itself, but somewhat different from the dual proposed in [26].
In Section 5 we describe variants of the representation in (1.1), of extended duals, and
show how we can exactly obtain Ramana’s dual. In Section 6 we show that the minimal cone
Fmin itself also has a representation similar to the representation of F
∗
min in (1.1) and discuss
some open questions.
The paper is organized to arrive at an explicit Ramana-type dual for SDP as quickly as
possible. Thus, if a reader is interested in only the derivation of such a dual, it suffices for
him/her to read only Sections 2, 3 and 4.
2 Preliminaries
Matrices and vectors We denote operators by capital letters and matrices (when they
are considered as elements of a Euclidean space and not as operators) and vectors by lower
case letters. The ith component of vector x is denoted by xi and the (i, j)th component
of matrix z by zij . We distinguish vectors and matrices of similar type with lower indices,
i.e., writing x1, x2, . . . The jth component of vector xi is denoted by xi,j. This notation is
somewhat ambiguous, as xi may denote a vector, or the ith component of the vector x, but
the context will make it clear which one is meant.
Convex sets For a set C we write clC for its closure, linC for its linear span, and C⊥
for the orthogonal complement of its linear span. For a convex set C we denote its relative
interior by riC. For a one-element set {x} we abbreviate {x}⊥ by x⊥. The open line-segment
between points x1 and x2 is denoted by (x1, x2).
For a convex set C, and an F, a convex subset of C we say that F is a face of C if
x1, x2 ∈ C and (x1, x2) ∩ F 6= ∅ implies that x1 and x2 are both in F. For x ∈ C there is a
unique minimal face of C that contains x, i.e., the face that contains x in its relative interior:
we denote this face by face(x,C). For x ∈ C we define the set of feasible directions and the
tangent space at x in C as
dir(x,C) = { y |x+ ty ∈ C for some t > 0 },
tan(x,C) = cl dir(x,C) ∩ − cl dir(x,C).
Cones We say that a set K is a cone, if λx ∈ K holds for all x ∈ K and λ ≥ 0, and define
the dual of cone K as
K∗ = { z | 〈z, x〉 ≥ 0 for all x ∈ K }.
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For an F face of a closed convex cone K and x ∈ riF the complementary, or conjugate face
of F is defined alternatively as (the equivalence is straightforward)
F△ = K∗ ∩ F⊥ = K∗ ∩ x⊥.
We define the complementary face of a face G of K∗ analogously and denote it by G△. A
closed convex cone K is facially exposed, i.e., all faces of K arise as the intersection of K with
a supporting hyperplane iff for all F faces of K we have (F△)△ = F. For brevity we write
F△∗ for (F△)∗ and F△⊥ for (F△)⊥.
For a closed convex cone K and x ∈ K we have
tan(x,K) = face(x,K)△⊥, (2.2)
as shown in [23, Lemma 1].
The semidefinite cone We denote the space of n by n symmetric and the cone of n by
n symmetric, positive semidefinite matrices by Sn, and Sn+, respectively. The space S
n is
equipped with the inner product
〈x, z〉 :=
n∑
i,j=1
xijzij,
and Sn+ is self-dual with respect to it. For y ∈ S
n we write y  0 to denote that y is positive
semidefinite. Using a rotation vT (.)v by a full-rank matrix v any face of Sn+ and its conjugate
face can be brought to the form
F =
{(
x 0
0 0
)
|x ∈ Sr+
}
, F△ =
{(
0 0
0 y
)
| y ∈ Sn−r+
}
, (2.3)
where r is a nonnegative integer.
For a face of this form and related sets we use the shorthand
F =
(
⊕ 0
0 0
)
, F△ =
(
0 0
0 ⊕
)
, F△⊥ =
(
× ×
× 0
)
, (2.4)
when the size of the partition is clear from the context. The ⊕ sign denotes a positive
semidefinite submatrix and the sign × stands for a submatrix with arbitrary elements.
For an x positive semidefinite matrix we collect some expressions for tan(x,Sn+) below:
these play an important role when constructing explicit duals for semidefinite programs. The
second part of Proposition 1 is based on Lemma 1 in [27].
Proposition 1. The following statements hold.
(1) Suppose x ∈ Sn+ is of the form
x =
(
Ir 0
0 0
)
, (2.5)
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and F = face(x,Sn+). Then F, F
△, and F△⊥ are as displayed in equation (2.4), with
the upper left block r by r, and
tan(x,Sn+) = F
△⊥ =
(
× ×
× 0
)
. (2.6)
(2) For an arbitrary x ∈ Sn+ we have
tan(x,Sn+) =
{
w + wT
∣∣∣
(
x w
wT βI
)
 0 for some β ∈ R
}
. (2.7)
Proof of (1) This statement is straightforward from the form of x and the expression for
the tangent space given in (2.2) with K = Sn+.
Proof of (2) If x is of the form as in equation (2.5), then our claim follows from part (1).
Suppose now that x ∈ Sn+ is arbitrary and let q be a matrix of suitably scaled eigenvectors
of x with eigenvectors corresponding to nonzero eigenvalues coming first. Let us write T (x)
for the set on the right hand side of equation (2.7). Then one easily checks tan(qTxq,Sn+) =
qT tan(x,Sn+)q and T (q
Txq) = qTT (x)q, so this case reduces to the previous case. 
Conic LPs An ordinary linear program is clearly a special case of (P ). If we choose X =
Rm, Y = Sn, and K = Sn+, then problem (P ) becomes a semidefinite program (SDP). Since
K is self-dual, the dual problem (D) is also an SDP. The operator A and its adjoint are
defined via symmetric matrices a1, . . . , am as
Ax =
m∑
i=1
xiai and A
∗y = (〈a1, y〉, . . . , 〈am, y〉)
T .
We use the operator Feas() to denote the feasible set of a conic system.
The minimal cone Let us choose x ∈ ri Feas(P ). We define the minimal cone of (P ) as the
unique face of K that contains b−Ax in its relative interior and denote this face by Fmin.
For an arbitrary y ∈ Feas(P ) there is z ∈ Feas(P ) such that x ∈ (y, z). Hence b − Ax ∈
(b−Ay, b−Az), so b−Ay and b−Az are in Fmin, and (P ) is equivalent to
Ax ≤Fmin b,
and this constraint system satisfies Slater’s condition.
Nice cones We say that a closed convex cone K is nice if
K∗ + E⊥ is closed for all E faces of K.
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Most cones appearing in the optimization literature, such as polyhedral, semidefinite, p-order,
in particular second order cones are nice: see e.g. [6, 5, 22]. Furthermore, geometric and dual
geometric cones are nice as well [15].
Example 1. In the linear inequality system

1 0 0
0 −1 1
0 1 0
0 0 −1
0 0 1




x1
x2
x3

 ≤


0
0
0
0
0


(2.8)
all feasible solutions satisfy the last four inequalities at equality, and for, say, x = (−1, 0, 0)T
the first inequality is strict. So the minimal cone of this system is
Fmin = R
1
+ × {0}
4.
In linear programs strong duality holds even without strict feasibility, so this example illus-
trates only the concept of the minimal cone.

Example 2. In the semidefinite program
sup x1
s.t. x1


0 1 0
1 0 0
0 0 0

+ x2


0 0 1
0 1 0
1 0 0

 


1 0 0
0 0 0
0 0 0

 (2.9)
a feasible positive semidefinite slack z must have all entries equal to zero, except for z11, and
there is a feasible slack with z11 > 0. So the minimal cone and its dual are
Fmin =


⊕ 0 0
0 0 0
0 0 0

 , F ∗min =


⊕ × ×
× × ×
× × ×

 . (2.10)
The optimal value of (2.9) is clearly zero. Writing y for the dual matrix, the dual program is
equivalent to
inf y11
s.t.


y11 1/2 −y22/2
1/2 y22 y23
−y22/2 y23 y33

  0. (2.11)
The dual has an unattained 0 minimum: y11 can be an arbitarily small positive number, at
the cost of making y22 and in turn y33 large, however, y11 cannot be 0, as y12 is 1/2.
Suppose that in (2.11) we replace the constraint y  0 by y ∈ F ∗min. Then we can set y11
to zero, so with this modification the dual attains. 
Strong duality in conic linear programming: facial reduction and extended duals 10
We will return to these examples later to illustrate our facial reduction algorithm and
extended duals.
We assume throughout the paper that (P ) is feasible. It is possible to remove this assump-
tion and modify the facial reduction algorithm of section 3 to either prove the infeasibility of
(P ), or to find the minimal cone in finitely many steps; such an FRA was described by Waki
and Muramatsu in [37].
3 A simple facial reduction algorithm
We now state a simple facial reduction algorithm that is applicable when K is an arbitrary
closed convex cone. We prove its correctness and illustrate it on Examples 1 and 2.
Let us recall that Fmin denotes the minimal cone of (P ) and for brevity define the subspace
L as
L = N ((A, b)∗). (3.12)
Lemma 1. Suppose that an F face of K satisfies Fmin ⊆ F. Then the following hold:
(1) For all y ∈ F ∗ ∩ L we have
Fmin ⊆ F ∩ y
⊥ ⊆ F. (3.13)
(2) There exists y ∈ F ∗∩L such that the second containment in (3.13) is strict, iff Fmin 6= F.
We can find such a y, or prove F = Fmin by solving a pair of auxiliary conic linear
programs.
Proof of (1) To prove (1) suppose that x is feasible for (P ) and let y ∈ F ∗ ∩ L. Then
b−Ax ∈ Fmin ⊆ F, hence 〈b−Ax, y〉 = 0, which implies the first containment; the second is
obvious.
Proof of (2) The “only if” part of the statement is obvious. To see the “if” part, let us
fix f ∈ riF, and consider the primal-dual pair of conic linear programs that we call reducing
conic LPs below:
sup t inf 〈b, y〉
(R-P) s.t. Ax+ ft ≤F b s.t. y ≥F ∗ 0 (R-D)
A∗y = 0
〈f, y〉 = 1.
First let us note
Fmin = F ⇔ ∃x s.t. b−Ax ∈ riF
⇔ ∃x and t > 0 s.t. b−Ax− ft ∈ F.
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Here in the first equivalence the direction ⇒ is obvious from the definition of the minimal
cone. To see the direction ⇐ assume b−Ax ∈ riF. Then riF ∩Fmin 6= ∅ and Fmin is a face of
K, so Theorem 18.1 in [28] implies F ⊆ Fmin, and the reverse containment is already given.
The second equivalence is obvious.
Therefore, Fmin 6= F iff the optimal value of (R-P) is 0. Note that (R-P) is strictly feasible,
with some x such that b−Ax ∈ F, and some t < 0.
Hence Fmin 6= F iff (R-D) has optimal value 0 and attains it, i.e., iff there is y ∈ F
∗ ∩ L
with 〈f, y〉 = 1. Such a y clearly must satisfy F ∩ y⊥ ( F. 
Based on Lemma 1 we now state a simple facial reduction algorithm in Figure 1.
Facial Reduction Algorithm
Initialization: Let y0 = 0, F0 = K, i = 1.
repeat
Choose yi ∈ L ∩ F
∗
i−1.
Let Fi = Fi−1 ∩ y
⊥
i .
Let i = i+ 1.
end repeat
Figure 1: The facial reduction algorithm
The algorithm of Figure 1 may not terminate in general, as it allows the choice of a yi in
iteration i such that Fi = Fi−1; it even allows yi = 0 for all i. Based on this general algorithm,
however, it will be convenient to construct a representation of F ∗min.
We call an iteration of the FRA reducing, if the yi vector found therein satisfies Fi ( Fi−1;
we can make sure that an iteration is reducing, or that we have found the minimal cone by
solving the pair of conic linear programs (R-P)-(R-D). It is clear that after a sufficient number
of reducing iterations the algorithm terminates.
Let us define the quantities
ℓK = the length of the longest chain of faces in K,
ℓ = min{ℓK − 1,dim L}.
(3.14)
We prove the correctness of our FRA and an upper bound on the number of reducing iterations
in Theorem 1:
Theorem 1. Suppose that the FRA finds y0, y1, . . . , and corresponding faces F0, F1, . . . Then
the following hold:
(1) Fmin ⊆ Fi for i = 0, 1, . . .
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(2) After a sufficiently large number of reducing iterations the algorithm finds Fmin = Ft in
some iteration t. Furthermore,
Fmin = Fi
holds for all i ≥ t.
(3) The number of reducing iterations in the FRA is at most ℓ.
Proof Let us first note that the face Fi found by the algorithm is of the form
Fi = K ∩ y
⊥
0 ∩ · · · ∩ y
⊥
i , i = 0, 1, . . .
Statement (1) follows from applying repeatedly part (1) of Lemma 1.
In (2) the first part of the claim is straightforward; in particular, the number of reducing
iterations cannot exceed ℓK − 1. Suppose i ≥ t. Since Ft = Fmin, we have
Fmin ⊆ Fi = Ft ∩ y
⊥
t+1 ∩ · · · ∩ y
⊥
i ⊆ Fmin, (3.15)
so equality holds throughout in (3.15), which proves Fi = Fmin.
To prove (3) let us denote by k the number of reducing iterations. It remains to show
that k ≤ dimL holds, so assume to the contrary k > dimL. Suppose that yi1 , . . . , yik are the
vectors found in reducing iterations, where i1 < · · · < ik. Since they are all in L, they must
be linearly dependent, so there is an index r ∈ {1, . . . , k} such that
yir ∈ lin{yi1 , . . . , yir−1} ⊆ lin{y0, y1, . . . , yir−1}.
For brevity let us write s = ir. Then y
⊥
0 ∩ · · · ∩ y
⊥
s−1 ⊆ y
⊥
s , so
Fs = Fs−1,
i.e., the sth step is not reducing, which is a contradiction. 
Next we illustrate our algorithm on the examples of Section 2.
Examples 1 and 2 continued Suppose we run our algorithm on the linear system (2.8).
The yi vectors below, with corresponding faces shown, are a possible output:
y0 = 0, F0 = R
5
+,
y1 = (0, 0, 0, 1, 1)
T , F1 = R
3
+ × {0}
2,
y2 = (0, 1, 1, 0, −1)
T , F2 = Fmin = R
1
+ × {0}
4.
(3.16)
The algorithm may also finish in one step, by finding, say, y0 = 0, and
y1 = (0, 1, 1, 2, 1)
T . (3.17)
Of course, in linear systems there is always a reducing certificate that finds the minimal cone
in one step, i.e., Fmin = K ∩ y
⊥
1 for some y1 ≥ 0; this is straightforward from LP duality.
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When we run our algorithm on the instance of (2.9), the yi matrices below, with corre-
sponding Fi faces, are a possible output:
y0 = 0, F0 = S
3
+,
y1 =

0 0 00 0 0
0 0 1

 , F1 =


⊕ 0
0
0 0 0

 ,
y2 =

 0 0 −10 2 0
−1 0 0

 , F2 = Fmin =

⊕ 0 00 0 0
0 0 0

 .
(3.18)
Indeed it is clear that the yi are orthogonal to all the constraint matrices in problem (2.9)
and that yi ∈ F
∗
i−1 for i = 1, 2. 
Let us now consider the conic system
y0 = 0
yi ∈ F
∗
i−1, where
Fi−1 = K ∩ y
⊥
0 ∩ · · · ∩ y
⊥
i−1, i = 1, . . . , ℓ+ 1
yi ∈ L, i = 1, . . . , ℓ

 , (EXT )
that we call an extended system.
We have the following representation theorem:
Theorem 2. F ∗min = { yℓ+1 | (yi)
ℓ+1
i=0 is feasible in (EXT ) }. 
Before proving Theorem 2 we make some remarks. First, the two different ranges for the
i indices in the constraints of (EXT ) are not accidental: the sequence y0, . . . , yℓ is a possible
output of our FRA, iff with some yℓ+1 it is feasible in (EXT ), and the variable yℓ+1 represents
the dual of the minimal cone. It also becomes clearer now why we allow nonreducing iterations
in our algorithm: in the conic system (EXT ) some yi correspond to reducing iterations, but
others do not.
The extended system (EXT ) is not linear, due to how the yi vectors depend on the
previous yj, and in general we also don’t know how to describe the duals of faces of K. Hence
the representation of Theorem 2 is not yet immediately useful. However, in the next section
we state an equivalent conic linear system to represent F ∗min when K is nice, and arrive at
the representation of (1.1), and at an extended dual of (P ).
Proof of Theorem 2 Let us write G for the set on the right hand side. Suppose that (yi)
ℓ+1
i=0
is feasible in (EXT ) with corresponding faces F0, . . . , Fℓ. By part (1) in Theorem 1 we have
Fmin ⊆ Fℓ, henceF
∗
min ⊇ F
∗
ℓ . (3.19)
Since yℓ+1 ∈ F
∗
ℓ in G, the containment F
∗
min ⊇ G follows.
By part (2)-(3) in Theorem 1 there exists (yi)
ℓ+1
i=0 that is feasible in (EXT ), with cor-
responding faces F0, . . . , Fℓ such that equality holds in (3.19). This proves the inclusion
F ∗min ⊆ G. 
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4 When K is nice: an extended dual, and an explicit extended
dual for semidefinite programs
From now on we make the following assumption:
K is nice.
Let us recall the definition of L from (3.12), and consider the conic system
(u0, v0) = (0, 0)
(ui, vi) ∈ K
∗ × tan(u0 + · · ·+ ui−1,K
∗), i = 1, . . . , ℓ+ 1
ui + vi ∈ L, i = 1, . . . , ℓ

 . (EXTnice)
This is a conic linear system, since the set
{ (u, v) |u ∈ K∗, v ∈ tan(u,K∗) }
is a convex cone, although it may not be closed (e.g., if K∗ = R2+, then (ǫ, 1) is in this set for
all ǫ > 0, but (0, 1) is not).
Theorem 3. Feas(EXT ) = { (ui + vi)
ℓ+1
i=0 : (ui, vi)
ℓ+1
i=0 ∈ Feas(EXTnice) }.
Proof of ⊆ Suppose that (yi)
ℓ+1
i=0 is feasible in (EXT ), with faces
Fi−1 = K ∩ y
⊥
0 ∩ · · · ∩ y
⊥
i−1, i = 1, . . . , ℓ+ 1. (4.20)
For i = 1, . . . , ℓ + 1 we have yi ∈ F
∗
i−1, and K is nice, so we can write yi = ui + vi for some
ui ∈ K
∗ and vi ∈ F
⊥
i−1. Also, let us set u0 = v0 = 0, then of course y0 = u0 + v0.
We show that (ui, vi)
ℓ+1
i=0 is feasible in (EXTnice). To do this, it is enough to verify
F⊥i−1 = tan(u0 + · · ·+ ui−1,K
∗) (4.21)
for i = 1, . . . , ℓ+ 1. Equation (4.21) will follow if we prove
Fi−1 = K ∩ (u0 + · · ·+ ui−1)
⊥ (4.22)
for i = 1, . . . , ℓ+ 1; indeed, from (4.22) we directly obtain
Fi−1 = face(u0 + · · · + ui−1,K
∗)△,
hence
F⊥i−1 = face(u0 + · · ·+ ui−1,K
∗)△⊥
= tan(u0 + · · ·+ ui−1,K
∗),
where the second equality comes from (2.2).
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So it remains to prove (4.22). It is clearly true for i = 1. Let i be a nonnegative integer
at most ℓ+ 1 and assume that (4.22) holds for 1, . . . , i− 1. We then have
Fi−1 = Fi−2 ∩ y
⊥
i−1
= Fi−2 ∩ (ui−1 + vi−1)
⊥
= Fi−2 ∩ u
⊥
i−1
= K ∩ (u0 + · · ·+ ui−2)
⊥ ∩ u⊥i−1
= K ∩ (u0 + · · ·+ ui−2 + ui−1)
⊥.
Here the second equation follows from the definition of (ui−1, vi−1), the third from vi−1 ∈
F⊥i−2, the fourth from the inductive hypothesis, and the last from all uj being in K
∗.
Thus the proof of the containment ⊆ is complete.
Proof of ⊇ Let us choose (ui, vi)
ℓ+1
i=0 to be feasible in (EXTnice), define yi = ui + vi for all
i, and the faces F0, . . . , Fℓ as in (4.20). Repeating the previous argument verbatim, (4.21)
holds, so we have
yi ∈ K
∗ + F⊥i−1 = F
∗
i−1, i = 1, . . . , ℓ+ 1.
Therefore (yi)
ℓ+1
i=0 is feasible in (EXT ) and this completes the proof. 
We now arrive at the representation of F ∗min that we previewed in (1.1), and at an extended
dual of (P ):
Corollary 1. The dual of the minimal cone of (P ) has a representation
F ∗min = {uℓ+1 + vℓ+1 : (ui, vi)
ℓ+1
i=0 is feasible in (EXTnice) }, (4.23)
and the extended dual
inf 〈b, uℓ+1 + vℓ+1〉
s.t. A∗(uℓ+1 + vℓ+1) = c
(ui, vi)
ℓ+1
i=0 is feasible in (EXTnice)
(Dext)
has strong duality with (P ).
In particular, if (P ) is a semidefinite program with m variables, independent constraint
matrices, and K = Sn+, then the problem
inf 〈b, uℓ+1 + vℓ+1〉
s.t. A∗(uℓ+1 + vℓ+1) = c
(A, b)∗(ui + vi) = 0, i = 1, . . . , ℓ
ui  0, i = 1, . . . , ℓ+ 1
(∗)
(
u0 + · · ·+ ui−1 wi
wTi βiI
)
 0, i = 1, . . . , ℓ+ 1
vi = wi +w
T
i , i = 1, . . . , ℓ+ 1
wi ∈ R
n×n, i = 1, . . . , ℓ+ 1
βi ∈ R, i = 1, . . . , ℓ+ 1
(u0, v0) = (0, 0),
(Dext,SDP)
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where
ℓ = min {n, n(n+ 1)/2 −m− 1 }, (4.24)
has strong duality with (P ).
Proof The representation (4.23) follows from combining Theorems 2 and 3. The second
statement of the theorem follows, since replacing K∗ by F ∗min in (D) yields a strong dual for
(P ).
Suppose now that (P ) is a semidefinite program with K = Sn+, with m variables, and
with independent constraint matrices. The length of the longest chain of faces in Sn+ is n+1
and the dimension of the subspace N ((A, b)∗) is n(n+ 1)/2 −m− 1. Hence we can choose ℓ
as in (4.24) to obtain a correct extended dual.
Let vi ∈ S
n and u0, . . . , ui−1 ∈ S
n
+, where i ∈ { 1, . . . , ℓ + 1 }. The representation of the
tangent space in Sn+ in (2.7) implies that vi ∈ tan(u0+ · · ·+ui−1,K
∗) holds, iff vi, u0, . . . , ui−1
with some wi (possibly nonsymmetric) matrices and βi scalars satisfies the ith constraint of
(Dext,SDP) marked by (*). This proves the correctness of the extended dual (Dext,SDP). 
For the reducing certificates found for the linear system (2.8) and displayed in (3.16) the
reader can easily find the decomposition whose existence we showed in Theorem 3.
Example 2 continued Recall that when we run our FRA on the SDP instance (2.9), matrices
y0, y1, y2 shown in equation (3.18) are a possible output.
We illustrate their decomposition as proved in Theorem 3, in particular, as yi = ui + vi
with ui ∈ K
∗ and vi ∈ tan(u0 + · · ·+ ui−1,K
∗) for i = 1, 2 :
u0 = 0, v0 = 0,
u1 =

0 0 00 0 0
0 0 1

 , v1 = 0,
u2 =

0 0 00 2 0
0 0 0

 , v2 =

 0 0 −10 0 0
−1 0 0

 .
(4.25)
We can check v2 ∈ tan(u1,S
3
+) by using the tangent space formula (2.6).
To illustrate the correctness of the extended dual (Dext,SDP), we first note that n = m = 3,
so by formula (4.24) we can choose ℓ = 2 to obtain a correct extended dual. Recall that
y ∈ F ∗min is an optimal dual solution if and only if it is of the form
y =

 0 1/2 −y22/21/2 y22 y23
−y22/2 y23 y33

 . (4.26)
Consider the (ui, vi)
2
i=0 sequence shown in (4.25); we prove that any y optimal matrix satisfies
y ∈ S3+ + tan(u0 + u1 + u2,S
3
+). (4.27)
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Indeed, tan(u0 + u1 + u2,S
3
+) is the set of 3 by 3 matrices with the component in the (1, 1)
position equal to zero, and the other components arbitrary, and this proves (4.27).
In fact, considering the expression for F ∗min in (2.10), it follows that any y ∈ F
∗
min can be
decomposed as in equation (4.27). 
5 Variants of extended duals
So far we proved the correctness of an extended dual of (P ), which is itself an explicit semidef-
inite program when (P ) is. Ramana’s original dual is somewhat different from (Dext,SDP)
though. Here we describe several variants of extended duals for (P ) and show how to derive
Ramana’s dual.
First let us define a simplified extended system
(u0, v0) = (0, 0)
(ui, vi) ∈ K
∗ × tan(ui−1,K
∗), i = 1, . . . , ℓ+ 1
ui + vi ∈ L, i = 1, . . . , ℓ.

 (EXTnice,simple)
We prove that this system works just as well as (EXTnice) when constructing extended duals.
Corollary 2. The dual of the minimal cone of (P ) has a representation
F ∗min = {uℓ+1 + vℓ+1 : (ui, vi)
ℓ+1
i=0 is feasible in (EXTnice,simple) }, (5.28)
and the extended dual
inf 〈b, uℓ+1 + vℓ+1〉
s.t. A∗(uℓ+1 + vℓ+1) = c
(ui, vi)
ℓ+1
i=0 is feasible in (EXTnice,simple),
(Dext,simple)
where ℓ is defined in (3.14), has strong duality with (P ).
In particular, if (P ) is an SDP as described in Corollary 1, then the problem obtained
from (Dext,SDP) by replacing the constraint (*) by
(∗∗)
(
ui−1 wi
wTi βiI
)
 0, i = 1, . . . , ℓ+ 1,
has strong duality with (P ).
Proof It is enough to prove the representation in equation (5.28); given this, the rest of the
proof is analogous to the proof of the second and third statements in Corollary 1.
We will use the representation of F ∗min in (4.23). Let us denote by G the set on the right
hand side of equation (5.28); we will prove G = F ∗min.
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To show G ⊆ F ∗min suppose uℓ+1+vℓ+1 ∈ G, where (ui, vi)
ℓ+1
i=0 is feasible in (EXTnice,simple).
Then it is also feasible in (EXTnice), since applying the tangent space formula (2.2) with K
∗
in place of K implies that
tan(ui−1,K
∗) ⊆ tan(u0 + · · ·+ ui−1,K
∗)
holds for i = 1, . . . , ℓ+ 1.
To prove G ⊇ F ∗min suppose that uℓ+1 + vℓ+1 ∈ F
∗
min, where (ui, vi)
ℓ+1
i=0 is feasible in
(EXTnice). Again, by (2.2) the sets tan(u0,K
∗), . . . , tan(u0+ · · ·+ui−1,K
∗) are all contained
in tan(u0 + · · ·+ ui−1,K
∗) for i = 1, . . . , ℓ. Hence
v1 + · · · + vi ∈ tan(u0 + · · · + ui−1,K
∗), i = 1, . . . , ℓ (5.29)
holds, and we also have
vℓ+1 ∈ tan(u0 + · · ·+ uℓ,K
∗). (5.30)
Let us define
(u′i, v
′
i) = (u0 + · · ·+ ui, v0 + · · ·+ vi), i = 1, . . . , ℓ.
By (5.29) and (5.30) it follows that (uℓ+1, vℓ+1) with (u
′
i, v
′
i)
ℓ
i=0 is feasible for (EXTnice,simple),
so the inclusion follows. 
Let us now consider another extended system
(u0, v0) = (0, 0)
(ui, vi) ∈ K
∗ × tan’(ui−1,K
∗), i = 1, . . . , ℓ+ 1
ui + vi ∈ L, i = 1, . . . , ℓ

 , (EXT ′nice,simple)
where the set tan’(u,K∗), satisfies the following two requirements for all u ∈ K∗ :
(1) tan’(u,K∗) ⊆ tan(u,K∗).
(2) For all v ∈ tan(u,K∗) there exists λv > 0 such that v ∈ tan’(λvu,K
∗).
Corollary 3. The dual of the minimal cone of (P ) has the representation
F ∗min = {uℓ+1 + vℓ+1 : (ui, vi)
ℓ+1
i=0 is feasible in (EXT
′
nice,simple) }, (5.31)
and the extended dual
inf 〈b, uℓ+1 + vℓ+1〉
s.t. A∗(uℓ+1 + vℓ+1) = c
(ui, vi)
ℓ+1
i=0 is feasible in (EXT
′
nice,simple),
(D′ext,simple)
where ℓ is defined in (3.14), has strong duality with (P ).
In particular, if (P ) is an SDP as described in Corollary 1, then the problem obtained
from (Dext,SDP) by replacing the constraint (*) by
(∗ ∗ ∗)
(
ui−1 wi
wTi I
)
 0, i = 1, . . . , ℓ+ 1,
and dropping the βi variables, has strong duality with (P ).
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Proof We use the representation of F ∗min in (5.28). Let us denote by G the set on the right
hand side of equation (5.31). We will prove G = F ∗min.
It is clear that G ⊆ F ∗min, since if (ui, vi)
ℓ+1
i=0 is feasible in (EXT
′
nice,simple), then by the first
property of the operator tan’ it is also feasible in (EXTnice,simple).
To show the opposite inclusion, suppose uℓ+1 + vℓ+1 ∈ F
∗
min, where (ui, vi)
ℓ+1
i=0 is feasible
in (EXTnice,simple). Let us choose λℓ, λℓ−1, . . . , λ1 positive reals such that
vℓ+1 ∈ tan’(λℓuℓ,K
∗),
λℓvℓ ∈ tan’(λℓ−1uℓ−1,K
∗),
...
λ2v2 ∈ tan’(λ1u1,K
∗),
(5.32)
and for completeness, set λ0 = 0. Then (uℓ+1, vℓ+1) with (λiui, λivi)
ℓ
i=0 is feasible in (EXT
′
nice,simple),
and this proves F ∗min ⊆ G. 
We finally remark that in the extended duals for semidefinite programming it is possible
to eliminate the vi variables and use the wi matrices directly in the constraints; thus one can
exactly obtain Ramana’s dual. We leave the details to the reader.
6 Conclusion
We gave a simple and self-contained exposition of a facial reduction algorithm and of extended
duals: both approaches yield strong duality for a conic linear program, without assuming any
constraint qualification. We generalized Ramana’s dual: we proved that when K is a nice
cone, the set F ∗min has an extended formulation, i.e., it is the projection of the feasible set of
a conic linear system in a higher dimensional space. The only nontrivial constraints in this
system are of the form u ≥K∗ 0, and v ∈ tan(u,K
∗).
This formulation leads to an extended, strong dual of (P ), when K is nice. When K = K∗
is the semidefinite cone, by writing the tangent space constraint as a semidefinite constraint,
we obtain an extended strong dual, which is an SDP itself, and thus recover variants of
Ramana’s dual.
One may wonder, whether Fmin itself has an extended formulation. Suppose that K is an
arbitary closed convex cone. When a fixed s¯ ∈ riFmin is given, then obviously
Fmin = { s | 0 ≤K s ≤K αs¯ for some α ≥ 0 }.
We can also represent the minimal cone without such an s¯, since
Fmin = { s | 0 ≤K s ≤K αb−Ax for some x, and α ≥ 0 }. (6.33)
This representation was obtained by Freund [12], based on the article by himself, Roundy and
Todd [13].
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It is also natural to ask, whether there are other nice cones, for which the set
{ (u, v) |u ∈ K∗, v ∈ tan(u,K∗) }
has a formulation in terms of K∗; e.g., is this true for the second order cone? Conic linear
programs over such cones would also have Ramana-type (ie., expressed only in terms of K∗)
extended duals.
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