In [2] an alternative skolemization method called eskolemization was introduced that is sound and complete for existence logic with respect to existential quantifiers. Existence logic is a conservative extension of intuitionistic logic by an existence predicate. Therefore eskolemization provides a skolemization method for intuitionistic logic as well. All proofs in [2] were semantical. In this paper a proof-theoretic proof of the completeness of eskolemization with respect to existential quantifiers is presented.
Introduction
It has been known for a long time that skolemization is not complete for intuitionistic logic. Indeed, the following formulas provide counterexamples showing that the skolemization of these formulas is derivable while the formulas themselves are not.
IQC ∀x(Ax ∨ B) → (∀xAx ∨ B)
IQC ∀x(Ax ∨ B) → (Ac ∨ B) IQC ¬¬∃xAx → ∃x¬¬Ax IQC ¬¬Ac → ∃x¬¬Ax IQC ∀x¬¬Ax → ¬¬∀xAx IQC ∀x¬¬Ax → ¬¬Ac
In [2] the authors introduced an alternative method to replace strong quantifiers by skolem terms that closely resembles skolemization and uses an existence predicate first introduced by Dana Scott in [14] . Under this translation, called eskolemization, negative occurrences of existential quantifiers ∃xAx are replaced by Et ∧ At and positive occurrences of universal quantifiers ∀xAx by Et → At,
where Et denotes that the term t exists. In [14] Scott presented a natural conservative extension IQCE of intuitionistic logic IQC that captures the notion of existence, and in [1] the authors introduced a Gentzen calculus LJE for this logic satisfying properties like interpolation and cut-elimination. In [2] it was shown that for existential quantifiers eskolemization is sound and complete for existence logic, and satisfies a similar property with respect to IQC. That is, for A not containing the existence predicate,
where A e denotes the result of eskolemizing the strong existential quantifiers of A (and leaving the strong universal quantifiers unchanged). In [3] the authors extended this work to universal quantifiers by increasing the expressive power of IQCE via a preorder , and constructing a skolemization method, called orderization, based on that. Although resembling eskolemization, orderization is less well-behaved in that it introduces new weak quantifiers in a formula. In [3] it has been shown that for A not containing the extra symbols of IQCO,
where A o denotes the orderization of A, and IQCO the logic that contains the preorder and the existence predicate. In this paper we restrict our attention to eskolemization. We do not prove a new result, but present a proof-theoretic proof of the completeness of eskolemization with respect to existential quantifiers. In the original paper [2] this theorem was proved by semantical means, using transformations of Kripke models. This method emerged from the study of the reason for the failure of skolemization in IQC. However, since skolemization is a proof-theoretic property, with numerous applications in computer science, a proof-theoretic proof of the completeness theorem is useful. Although the proof is not difficult, the semantical proof of completeness was found first, and one could wonder whether without this semantical intuition, the eskolemization method would have been discovered at all.
The Gentzen calculus LJE
In this section we define the Gentzen calculus LJE, which is based on LJ and includes the existence predicate E. In the system, Et stands for "t exists". Such a system was first introduced by Scott in [14] , but then in a Hilbert style formulation, and called IQCE. The Gentzen calculus for this system was introduced by the authors in [1] . It is in fact based on G3i [19] rather than LJ because it does not contain rules for weakening and contraction. Our language is denoted by L e . It is a language for predicate logic extended by the symbol E, and it contains for every arity infinitely many functions of that arity. Given an existence predicate, terms, including variables, typically range over existing as well as non-existing elements, while the quantifiers range over existing objects only.
The calculus LJE
Here ( * ) denotes the condition that the eigen variable y does not occur free in Γ and C. The term t in R∃ and L∀ is called the main term of the inference. We assume that in a proof bound variables and eigen variables are all different. Proofs are assumed to be trees. We write LJE S if the sequent S is derivable in LJE. Given a sequent in a derivation, the depth of the sequent is the maximal length of the branches that lead from a leaf in the derivation to the sequent. In our main theorem we will need the notion of main formula and ancestor of a formula. The main formulas in the axiom Ax are the P 's, and in L⊥ it is ⊥. For all rules for the connectives the formulas A and B are main formulas, as well as
In L∀ and R∃, At is a main formula, and respectively ∀xAx and ∃xAx. In R∀ and L∃, Ay is a main formula, and respectively ∀xA[x/y] and ∃xA[x/y]. All other formulas in rules are called side formulas.
For every rule, the main formulas in the premises are ancestors of the main formulas of the conclusion. A side formula in the premise is an ancestor of the corresponding side formula in the conclusion. Given a proof, the ancestor relation is the reflexive transitive closure of this relation. A formula is introduced along a branch when it is the main formula in the conclusion of a rule along b. For example, ∃xAx is introduced both along the branch through the left premise and along the branch through the right premise of R∃.
As an example, in the following proof, the left occurrence of P and the right occurrence of Q in the axiom are ancestors of the formula P → Q in the endsequent, and the left occurrence of Q in the top sequent is an ancestor of the left occurrence of Q in the bottom sequent:
The calculus LJE L
The calculus LJE contains no axioms stating that certain terms exist. This implies, for example, that ⇒ ∃xEx and ∀xP x ⇒ P t are not derivable. ∀xP x, Et ⇒ P t, on the other hand, is derivable in the system. As we will see, the crucial ingredient in the completeness proof of eskolemization is that all terms in a sequent S exist, while the skolem terms in S e do not. Therefore we isolate a language L in L e that contains at least one constant, all predicates of L, and such that L e \L still contains infinitely many functions of every arity. The original sequents will be in L, while the eskolemized sequents will contain terms that belong to L e \L. Let T L denote the set of closed terms in L. It thus is our aim to build a system in which all terms in T L exist, and we therefore define
Note that because of the assumptions on L, Ax L contains at least one sequent. LJE L denotes the system LJE extended by the axioms Ax L . We sometimes write for LJE , and L for LJE L , the L indicating that we assume the terms in L to exist.
Observe that given another predicate E that satisfies the same rules of LJE as E, it follows that
, and also L (∀xEx, E t ⇒ Et) and L (∀xE x, Et ⇒ E t). Finally, two cuts do the trick. This shows that the existence predicate E is unique up to provable equivalence. It is easy to see that the following lemma holds. 
Properties of LJE
In this section we recall some results from [1] that show that LJE and LJE L are well-behaved proof systems.
Every sequent in L e provable in L has a proof in L in which the only cuts are instances of the Ecut rule:
where Γ ⇒ Et is in Ax L . Such proofs are called ecut-free. In particular, LJE has cut-elimination.
Corollary 1 LJE L and LJE are consistent.
Corollary 2 For quantifier free closed sequents the relations and L are decidable.
Corollary 3 [1]
LJE and LJE L have interpolation and satisfy the Beth definability property.
We write c L S when A has an ecut-free proof in LJE L . The following lemma follows almost immediately from the cut-elimination theorem. We state it explicitly because we will use it several times in what follows.
Eskolemization
In this section we recall the eskolemization procedure first introduced in [2] . Q denotes either ∀ or ∃. A strong quantifier in a formula A is the occurrence of a subformula of the form QxB(x) in A, where Q = ∀ if the occurrence is positive, and Q = ∃ if the occurrence is negative. The first strong quantifier in A is the first strong quantifier occurrence in A when reading A from left to right. The eskolem sequence of a formula A is a sequence of formulas A = A 1 , . . . , A n = A E such that A n does not contain any strong quantifiers and A i+1 is the result of replacing the first strong quantifier QxB(x) in A i by
and by
where f ∈ L e \L does no occur in A i , and the weak quantifiers in the scope of which QxB(x) occurs are exactly Q 1 y 1 , . . . , Q n y n . This definition is carried over to sequents by treating a sequent Γ ⇒ ∆ as the formula Γ → ∆. This transformation is called existence skolemization. If it is carried out only for the strong existential quantifiers in S we denote the result by S e , and call the procedure eskolemization, and S e the eskolemization of S.
Note that if QxB(x) is not in the scope of weak quantifiers, then f is a constant. Also note that in eskolemization occurrences of formulas are replaced rather than formulas. For example, if S is the sequent ∃xBx ∧ ∃xBx ⇒ , then S e is Ec ∧ Bc ∧ Ed ∧ Bd ⇒ and not Ec ∧ Bc ∧ Ec ∧ Bc ⇒ . Note that given S, S e is unique up to renaming of the skolem functions. Therefore we speak of the eskolemization of a sequent. Observe that classical skolemization is existence skolemization without the existence predicate, that is, without "Ef (y 1 , . . . , y n ) →" and "Ef (y 1 , . . . , y n )∧".
Here follow some examples of eskolemization, where Q and P are unary predicates, and c and f are in the skolem language L e \L.
S S
Thus although these sequents are counterexamples to the completeness of skolemization, since IQC derives ∀x(Ax ∨ B) ⇒ (Ac ∨ B) and ¬¬Ac → ∃x¬¬Ax, they no longer are for eskolemization. That eskolemization is not complete with respect to universal quantifiers shows the following example:
As explained in the introduction, in [3] an alternative skolemization method is developed that is sound and complete with respect to both existential and universal quantifiers.
Proof idea
In this section the idea behind the completeness proof of eskolemization will be explained, and some technical notions will be introduced. Be aware that most definitions concern occurrences of formulas rather than formulas. For example, when considering an occurrence of a formula A in a sequent S in a proof, then saying that A occurs in another sequent S somewhere in the proof above S, means that a formula A which is an ancestor of the particular occurrence of A in S that we consider, occurs in S . If it is clear from the context that occurrences of formulas are considered rather than formulas, the word "occurrence" will be omitted.
Definition of S B
Consider a derivation D and a formula At ∧ Et that occurs in the endsequent of D. For any sequent S in D and any formula B, S B denotes the result of replacing any occurrence of At ∧ Et that is an ancestor of the same formula in the endsequent, by B. At ∧ Et is not indicated in S B since it will always be clear from the context which formula will be replaced. Also, we have left out the brackets, but At ∧ Et should be read as (At ∧ Et). Note that a formula At ∧ Et might occur at several places in the endsequent, but here it is meant that we have a particular occurrence of the formula in mind, and only replace ancestors of this occurrence. Observe that if ∃x 1 Ax 1 , . . . , ∃x n A n x n are the negative occurrences of existential quantifiers in S and ∃x i A i is not a subformula of ∃x j A j for j < i, then
and the formulas Et j ∧ At j (t j being the skolem term of A j in S e ) occur exactly once in (. . . ((S e ) ∃x1Ax1 ) . . . ) ∃xiAnxi for j > i. Note also that the t j are not in L by the definition of eskolemization. In the completeness theorem we thus have to show that the derivability of S e implies the derivability of (. . . ((S e ) ∃x1Ax1 ) . . . ) ∃xnAnxn . We will do so by proving that given a negative and unique occurrence of At ∧ Et in S, where t ∈ L, the derivability of S implies the derivability of S ∃xAx .
The proof of this fact will consist of several transformations on ecut-free proofs that turn a proof of S into a proof of S ∃xAx . It is based on the naive idea to insert an application of L∃ to At, Et below the sequent in which At and Et appear as elements for the last time along a branch, as in this example:
Indeed, the following is a valid proof of ∃xAx ⇒ B ∧ C, provided that t does not occur in B and C:
There are two reasons why this strategy might not work: it might be that there are no sequents of which At and Et are elements, or there are, but the eigen variable condition on t might block the application of L∃ to At, Et. The first case is easily dealt with, but the second problem requires several transformations on proofs. For the latter, recall that At ∧ Et has a unique occurrence in S and t ∈ L. Consider a branch b and the lowest sequent Γ, At, Et ⇒ B along it in which At and Et appear as elements, and suppose t occurs in Γ or B, say in a formula Ct. Then either Ct has to be an ancestor of At ∧ Et, or it is an ancestor of a formula to which a quantifier rule is applied with main term t, because Ct, containing a term not in L, cannot be a cut formula. Here follow three examples that illustrate these three cases.
Example 2 In the following At ∧ Et is nowhere introduced:
Clearly, the following is a valid proof of ∀y(∃xAx ∧ By) ⇒ Bt:
Example 3 Consider the following part of a proof, where consecutive applications of L∧ are collapsed, and where t only occurs in At ∧ Et and Ct ∨ Dt:
To obtain a proof of ∃xAx ∧ B ⇒ ∃y(Cy ∨ Dy), we cannot just push the application of R∃ up along the left branch, since we move to At ∧ Et ∧ B ⇒ Ct. However, at the left branch we could mimic the application of rules at the right branch: since the latter have to be left rules, in this case L∧, we can apply them backwards at the left branch, moving along derivable sequents till At, Et belongs to the antecedent, while keeping ∃y(Cy ∨ Dy) as the succedent. The result ends as follows, again collapsing consecutive applications of L∧:
At, Et, B ⇒ Ct ∨ Dt At, Et, B ⇒ Et At, Et, B ⇒ ∃y(Cy ∨ Dy) At ∧ Et ∧ B ⇒ ∃y(Cy ∨ Dy) Now we can apply L∃ to At, Et, B ⇒ ∃y(Cy ∨ Dy) to obtain a valid proof:
At, Et, B ⇒ Ct ∨ Dt At, Et, B ⇒ Et At, Et, B ⇒ ∃y(Cy ∨ Dy) ∃xAx, B ⇒ ∃y(Cy ∨ Dy) ∃xAx ∧ B ⇒ ∃y(Cy ∨ Dy)
Example 4 This example describes the situation that along a branch the sequent Γ, At, Et ⇒ B is the last one where At, Et appear as elements, and there is no quantifier rule with main variable t below it, and where B contains t. Since At, Et do not appear as elements below Γ, At, Et ⇒ B this implies that in B, t only occurs in formulas of the form At ∧ Et, as in this example, where for B we have taken the formula At ∧ Et → B:
Suppose t does not belong to B, C and D. This is not essential, it just simplifies the example. Here the transformation of proofs is indirect, and makes use of the following observations. First, observe that the derivability of At, Et ⇒ At ∧ Et → B implies the derivability of At, Et ⇒ → B. Thus the following is a valid derivation:
Because we have removed t in the top sequents except in At, Et, we can now safely apply L∃ to them and obtain
Since At, Et or ∃xAx is an element of the antecedents of these sequents, replacing by ∃xAx results in the following valid derivation:
These three examples illustrate the main ideas in the completeness proof. We proceed with the technical details.
Definition of S b
We remind the reader that in what follows, if we consider an occurrence of a formula At ∧ Et in the endsequent of a proof, when we speak about formulas At, Et or At ∧ Et in the proof we always mean ancestors of that particular occurrence of At ∧ Et in the endsequent, even if we do not explicitly say so. Given a proof D of S and a branch b in it, we distinguish three cases: In what follows, At ∧ Et always stands for (At ∧ Et). Therefore, if At ∧ Et is introduced, it is so via an application of L∧ to At and Et. Therefore in case 2., S b contains At and Et in the antecedent.
An order
In the completeness theorem we need the following order on finite multisets of natural numbers. Given a multiset I and natural number n, I n denotes the number of occurrences of n in I. We define the following ordering:
It is not difficult to see that on finite multisets of natural numbers ≺ is a wellfounded linear order. With every derivation D in which endsequent occurs a formula At ∧ Et, we associate a multiset of natural numbers:
and call it the order of D.
Completeness
The main part of the completeness proof for eskolemization consists of the following technical lemma. Recall that when speaking about formulas, most of the time we mean occurrences of formulas, even if we do not explicitly say so.
Lemma 2 If a sequent S contains exactly one occurrence of a formula At ∧ Et, At ∧ Et occurs negatively and t occurs in S only in this formula, then if S has an ecut-free proof, there exists an ecut-free proof D of S for which D t consists of zeros only.
Proof It suffices to show that for any ecut-free proof D of S as in the lemma, if it contains a branch b for which t b > 0, there is an ecut-free proof D of S for which (D ) t ≺ D t . Therefore consider such an ecut-free proof D with a branch b for which t b > 0, and choose b such that it is maximal in D t . There might, of course, be more than one such branch; we just pick an arbitrary one. As observed above, S b is the conclusion of R∃ or L∀. We first treat the existential quantifier (I), and then the universal one (II).
Because t b > 0, Γ ⇒ Et is not an axiom. We distinguish by cases according to the last rule of D e . For most cases the main idea is the same, but the details vary from case to case, and we therefore treat them all. Suppose the last rule of D e is L∨. Then S b = Π, B ∨ C ⇒ ∃yDy and D b ends as follows:
By Lemma 1 the sequents Π, B ⇒ Dt and Π, C ⇒ Dt have ecut-free proofs. Therefore there exists an ecut-free proof D b of S b that ends as follows: 
By Lemma 1 the sequent Π, C ⇒ Dt has an ecut-free proof and we thus have an ecut-free proof D b of S b that ends as follows: clearly is derivable. In case 2., S b = Γ, At ∧ Et ⇒ B, and there is no application of a quantifier rule with main variable t below S b . By Remark 1, S b = Γ, At, Et ⇒ B. Since there is no application of a quantifier rule with main variable t below S b , all occurrences of t in Γ and B occur in a formula At ∧ Et that is an ancestor of the same formula in the endsequent. For since we consider ecut-free proofs, and t is not in L, terms containing t will not be cut away by an ecut. Since S b is derivable, so is Γ , At, Et ⇒ B . The term t is not free in Γ and B , and therefore L∃ can be applied to obtain Γ , ∃xAx ⇒ B . Hence (Γ ∃xAx , ∃xAx ⇒ B) ∃xAx is derivable. In case 1., S b is the conclusion of an application of a quantifier rule with main variable t. Thus S b = Γ ⇒ C and its derivation is:
Since t b = 0, Γ ⇒ Et is an axiom. Since t ∈ L, Et ∈ Γ or ⊥ ∈ Γ. In the latter case S ∃xAx b
clearly is derivable too, since it is an instance of L⊥. In the former case, note that below S b neither is there an introduction of At ∧ Et, nor is there a quantifier rule with main variable t, and Et cannot be removed by an ecut because t is not in L. Therefore Et has to occur in the endsequent in a formula other than At ∧ Et, which by assumption cannot be. This completes the three cases, showing that all S ∃xAx b are derivable. It remains to be shown that this implies the derivability of S ∃xAx . We construct a proof of this sequent in the following way. For every S b we replace its subproof in D by a proof of S ∃xAx . In the remaining part of D every sequent S is replaced by (S ) ∃xAx , while the rules are left unchanged. The result is a valid proof of S ∃xAx . For consider an application of a rule below all S b 's. It is of the form Proof By repeated application of the previous theorem. Suppose that the formulas ∃x 1 Ax 1 , . . . , ∃x n A n x n are the negative occurrences of existential quantifiers in S and ∃x i A i is not a subformula of ∃x j A j for j < i, and let t 1 , . . . , t n be the corresponding skolem terms in S e . Then S = (. . . ((S e ) ∃x1Ax1 ) . . . ) ∃xnAnxn , and for any 0 < i ≤ n, there is at most one occurrence of A i t i ∧ Et i in (. . . ((S e ) ∃x1Ax1 ) . . . ) ∃xi−1Anxi−1 , it occurs negatively, t i ∈ L, and there is no occurrence of t i in this sequent outside A i t i ∧ Et i . Therefore the previous theorem can be applied to obtain a proof of (. . . ((S e ) ∃x1Ax1 ) . . . ) ∃xiAnxi . 2
