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(i) 
ABSTRACT 
This th es is gives some order estima t es and asymptotic 
fo rmul ae assoc iated with genera l c l asses of non-nega tive 
multipli cat ive f unc tions as well as some particular multiplica tive 
functions such as the divisor f unctions dk(n). 
In Ch apte r One we give a lower es tima t e for the numb e r of 
distinct v a lues assumed by th e divisor f unction den) 1n 1 ~ ~ n ~ ~ x . 
We also ide ntify the smallest positive integer whi ch 1S a product 
of triangul a r numbers and not equal to d3(n) for 1 ~ ~ n ~ ~ x . 
In Ch apter Two we show that if f en) sa tisfies some conditions 
and if 
M max 
a ~ l l
then the maX1mum va lue of fen) 1n 1 ~ ~ n ~ ~ x 1S about 
log x 
Mloglog x 
We also show that a function which has a finite mean value cannot 
be large too often. 
In Chapt e r Three we give an uppe r stimate to the average 
value of fen) as n runs through a short inte rval in an arithme tic 
progression with a large modul us . As an application of our 
general theorem we show, for example, that if fen) i s the 
characteristic function of the set of integers which are the 
sum of two squares, then as x ~ ~ 00 , 
(ii) 
I fen) 1 n [1 - i) y « <j>(k) 
x - - < n ~ x x plk I log x 
n :: a(mod k) p:: l(mod 4) 
uniformly in a, k and y provided that 
o < a < k (a,k) 1 k < l-a B < y ~ ~ x . , , y x 
where a , B are positive constants . 
We call a positive integer n a k-full intege r if pk divides 
n whenever p is a prime divisor of n, and in Chapter Four we give 
an asymptotic formula for the number of k-full integers not 
exceeding x . In Chapter Fi ve we give an asymptotic formula for 
the number of 2-full integers 1n an interval. W also study the 
problem of the distribution of the perfect squares among the 
sequence of 2-full integers. 
The materials in the first three chapters have been accepted 
for publications and will appear in [nJ, ~ 2 ] , , [33] and [32J. 
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CHAPTER ONE 
ON SOME RESULTS OF ERDOS AND MIRSKY 
1.1 INTRODUCTION. 
Throughout this chap t e r c l , c2 , ... denote absolute positive 
const ants and p denot es the nth prime . 
n 
Let den) denote, as usual, the number of positive integer 
divisors of n. We par tition the set of all positive integers into 
equivalence classes H(k) where 
H(k) = {n; den) = k}, k = 1,2, ..... 
We call those integers whi ch are l east in their own eq uiva l ence 
cl asses the D-numbers and we denote by D the se t of all D-numbers. 
These D-numbers form a set of representatives for the equival ce 
classes and the divisor f unction maps D b i j ectively onto the set 
of all positive integers . Sin ce m E D implies den) f d(m) for 
o < n < m, it i s clear that i f we put 
D( x) = I {m; m E D, m ~ ~ x} I 
then D(x) is the numbe r of distinct values assumed by den) in 
1 ~ ~ n ~ ~ x . 
An integer m 15 ca lled highly composite if den) < d(m) for 
o < n < m. We see that our set D contains all the highly composite 
integers. 
In order to study D(x), Erdos and Mirsky introduced in [6J 
another s et of r epresentatives f rom the equivalence classes H(k), 
name ly the set B of B-numbers , defined as integers having the form 
2 
where qi is prime , ql ~ ~ q2 ~ ~ ... ~ ~ qk and k 1S arbi trary. It 
is easy to see that 
is the unique B-number in the equivalence class H(qlQ2 ... qk)' 
Putting 
B( x ) = I{m; mE B, m ~ ~ x} l, 
ErdlSs and Mirsky proved in [6], among other things, that, as 
x + 00 , 
log B( x ) ~ ~ 2n/2 (log x ) ! , 
13 loglog x 
and deduced that, as x + 00 , 
log D(x) ~ ~ 2n/2 (log x ) ! 
13 log log x 
(1. 1) 
(1. 2 ) 
They also proved tha t there 1S an abso lute positive constant c l 
such that, for all sufficiently large values of x , 
D(x) - B(x) > c l logloglog x, (1. 3 ) 
and that 
D(x) = 1 + 0 {(lOglOg X)2} 
B(x) (log x)1!3 (1. 4) 
There is a natural bijection from D to B V1a the equivalen ce 
classes and , because of the minimal property of D-numbers, it 
follows that D( x) - B(x) counts precisely those D-numbers not 
exceeding x whose corresponding B-numbers exceed x . Unless the 
J 
error t e rm ~ n n (1.4) is exceedin gl y poor , (1.1) and (1. 2) s ugges t 
that somethin g bett e r th an (1.3) i s true . In [31] I established 
the fo llowing improvement: 
Le t o < c2 < 3
4/ 3 log 2 . Then 
D(x) 
1/3 
{
C 2 (loglog x ) 
- B x > ex ( ) p l ogloglog x } (1. 5 ) 
for a ll sufficiently large va lues of x. Later Dr. M. Nair and I 
elaborated on my me thod and proved: 
Th eor em 1. There exists c3 > 0 s uch t ha t 
{
C 3 (log x) 1/2 } D(x) - B(x) > exp 1 1 ' 
og og x 
for all sufficiently large va lues of x . 
Comp ar ed with th e upper bound for D( x) implied by (1. 2) we 
see that, apart from the va lue of c3 , Theor em 1 gives the bes t 
possible result . We shall give th e proo f of (1.5) in section 1. 2 
and th e proo f of Theorem 1 in sec tion 1.3. I would like to t nk 
Dr . Nair for a llowing me to include our joint work in my thesis . 
In [ 6] Erdos and Mirsky also proved tha t, for x 3 6, the 
least positive integer missed by den) in 1 ~ ~ n ~ ~ x, that i s , 
the l east integer in the set 
M(x) = {m : den) , m, 1 ~ ~ n ~ ~ x} , 
. hI' . f' 2P- l 1S t e sma lest pr1me p s a t ~ s s y ~ ~ g g > x . Here we give the 
generalisation of the missing value problem to d3(n), the number 
of ways of writing n as a product of three fac tors. The function 
d3 (n) is multiplicative and, for each prime p , we have 
4 
a = 1,2, .... 
It follows that the range of d3 (n) is the set R3 of numbers which 
are products of triangular numbers . We now put, for x ~ ~ 1, 
and we shall identify the least integer ~ n n M3(X). The generalisation 
~ s s non-trivial because there is no unique factorisation of numbers 
of R3 into triangular numbers. A number m E R3 is said to be 
reducible, or irreducible, according to whether m is, or is not, 
a product of smaller numbers in R3 . Every irreducible number must, 
of course, be triangular, but, as we shall see, there are some 
triangular numbers which are reducible. Even without u n ~ q u e e
factorisation these irreducible numbers do take the role of the 
primes in our missing value problem for d3(n) and in fact we hav 
Theorem 2. For x ~ ~ 1 the leas t i n t e ~ e r r in M3 (x) ~ s s the smallest 
irreducible number 1 a(a + 1) a-l 
"2 such that 2 > x. 
We shall give the proof of this in section 1.4. 
1.2 A LOWER BOUND FOR D(x) - B(x). 
We f i rst prove the following simple lemma . 
Lennna 1. Let 1 < ~ ~ < 34/3 , and for each sufficiently large value 
of x , define rand t by 
r = 
., 
1 / 3 ] 100(10glog x) 
[ 10glog10g x _ (2 .1) 
(2. 2) 
5 
Then we have 
(2. 3) 
Proof. We require the following consequences of the prime number 
theorem: 
As x -+- 00 , 
I log P '\, x , (2.4) 
p ~ x x
I 2 log p 1 3 p '\,-x 3 p:::x (2. 5) 
and 
Pr '\, r log r (2. 6) 
From (2.1) we have 
{r 3 (o. / 3)3 log r) < loglog x . (2.7) 
Choosing 0.1 and 0.2 so that 
1 3 derive at 3 < 0.1 < 0.2 < (3/0.) , we 
once from (2.5) , (2.6) and (2.7), that 
3 
< o.2{o./3) loglog x aloglog x , 
say, where a < 1 . Therefore 
exp (I p2 log p) < {log x)a . (2.8) 
p<p 
... r 
Now, in view of (2.4), it follows easily from (2. 2) that 
1 Pt > 4 log x, and the desired inequality (2.3) now follows from 
this and (2. 8) . 
We can now prove (1.5). Given c2 • choose a so that it satisfies 
6 
4/3 
c2 < (l log 2 < 3 log 2 , (2.9) 
and let rand t be as defined by (2.1) and (2.2). The idea ia 
r-1 
to construct 2 equivalence classes whose D-number representatives 
are less than or equal to x while the corresponding B-numbers 
exceed x . Let 
be a vec tor with each component u.(2 ~ ~ i ~ ~ r) either 1 or 2. To 
1 
each such ve ctor u we assign the equivalence class 
H 
u 
and let d and b be respectively the D-number and B-number in H . 
u u u 
We note immediately that b
u 
has exactly t - r + 2 + u2 + u3 + ... + ur 
distinct prime factors . Since each u. 3 1, we have, by (2.2), that 
1 
Next , note that 1n order to prove d ~ ~ x , it suffices to construct 
u 
a number a E H such that a ~ ~ x . Now a suitable candidate is 
u u u 
the number 
a 
u 
where w. denotes p. 
1 1 
by computing d(a ). 
u 
and (2. 2), that 
7 w2 
= 2 P2 
w 
r 
U. 
1 
- 1, for it is easy to verify that a E H 
u u 
Moreover, since each u. ~ ~ 2 we have, by (2 . 3) 
1 
7 
We have therefore proved that d < x < b. Since the numb er of 
u u 
r-1 
vectors u conside r ed is 2 , it now fo llows from ( 2 . 1) and (2 . 9) 
that 
D(x) - B(x) ~ ~ 22-1 = exp {( r-l ) l og 2} 
~ ~ exp {
10 2 [a(lOglOg x )1 /3 - 2)lf 
g logloglog x 
> exp { 
1/3} cDoglog x ) 
lo gloglo g x ' 
and (1 . 5) 1S proved. 
1 . 3 PROOF OF THEOREM 1. 
r-1 The idea in section 1 . 2 is to construc t 2 equival ence 
classes, with r as l arge as th e me thod al lows, such that in each 
equivalence class the D-number does not exceed x, whereas the 
B-number exceeds x. Accordingly we now set 
r = t 
1/2 ] c 4(10g x) 
log log x 
We consider the vec tor 
where each component u. (2 ~ ~ i ~ ~ r) is e ither 0 or 1. The 
1. 
(3 . 1) 
component ul ' which will be specified later, depends on the 
individual choices of u. (2 ~ ~ i ~ ~ r), so that the total numb er 
1 
r-l 
of such vectors we consider 1S 2 . To each such vector u we 
assign th e equivalence class 
8 
Let d and b b e th e D-numbe r and B-numbe r In H , and our 
u u u 
task is to prove that 
where 
d ~ ~ x < b 
u u 
From the definition of a B-numb er , we must h ave 
g. 
1. 
p 
b 
u = gr 
p -1 
r 
gr-1 
U +u l+···+u . 1+1 r r- 1.+ 
p -1 
r-1 
p 
U +u 1+" .+u., 
r r- 1. 
(3. 2) 
(3.3) 
1 ~ ~ 1. ~ ~ r , 
with the convention that an empty sum is 0 and an empty product 
is 1. Note that each g . has exactly u. prime factors so that 
1. l 
p.-l u. 
1. 1. d(g. ) = p. 
1. 1. 
and whence b E H • 
u u 
Let us write 
G 
and we note that 
gr-1 
P -1 
r-l 
2 2 1/2 
< exp (2r log r) < x 
by (3.1). Moreover, since 
pu +u 1+ ..• +u2+1 
r r-
~ ~ p < (log x)1/2 , 
r 
(3.4) 
given any choice for (u2 ,u3 ' ... , ur ) we can de f ine ul in terms 
of this choice by 
G P 
u
r
+···+u2+l 
9 
~ ~ x < G Pu + ... +u +1 
r 2 
Indeed it is easy to show that ul satisfies 
log x 
< U < 10 loglog x 1 
10 log x 
loglog x 
uniformly with respect to (u2,u3 ,···, ur ). 
(3.5) 
(3.6) 
From (3.3), (3.4) and ( 3. 5) it follows at once that b > x. 
u 
It remains to show that d ~ ~ x, and, because of the minimal 
u 
property of a D-number, it suffices to construct a number a ~ ~ x 
u 
such that a E H. Now a suitable candidate is the number 
a 
u 
G(p 
u U 
u + ... +u +1 
r 2 
where t satisfies ul 2r + t. We note that, from (3.1) and (3.6), 
Now 
as x ~ ~ 00 • 
d(a ) = d(G) 4r 2 ~ ~ = d(G) 2 2 r + ~ ~
u 
u 
r 
so that a E H. Moreov ' r , from (3.5) we see that ~ n n order to 
u 
prove a ~ ~ x it suffices to show that 
u 
(p 
U + •.• +u +1 
r 2 
p ) 2 ~ ~
u + ... +u +r Pu + ... +u + r + ~ + l l
r 2 r r 
(3.7) 
(3.8) 
10 
Now the left hand side of (3.8) ~ s s at most 
2r P2r ~ ~ exp(2r log r + 2r loglog r + O(r» 
whereas the right hand side of (3.8) is at least 
3 exp(r log ~ ~ + r log1og ~ ~ + O(r) + O(log p ~ » »
3 exp(r loglog x + O(r» 
by (3.6) and (3.7). Thus (3.8) follows if 
2 log r + 2 loglog r + 0(1) ~ ~ loglog x , 
and this certainly holds provided that the constant c4 ~ n n (3.1) 
1S sufficiently small to absorb the bounded term. Therefore (3.2) 
is proved, and so 
D(x) - B(x) 3 2r - l = exp {(r-l) log 2}, 
and the theorem follows from (3.1) and this . 
1.4 PROOF OF THEOREM 2 . 
It is convenient to write 
- 1 
a = 2 a (a+l), a = 1,2, .... 
Examples of reducible triangular numbers are: 
"8 = 3.3, 9" = 2.5, 20 = 4 .6 
An example of non-unique factorisation in R3 is: 
2.14 = 5.6 . 
11 
Indeed, even a tri angular number itse l f may have two di fferent 
sets of irreducible factors: 
35 3.14 = 2.4.6 
Let a and b be two successive irreducibl e numbers . There are 
b-a-l reducible triangular numb ers b e tween them and we conjecture 
that this gap is bounded above by an absolute constant. However, 
the upper bound a/2 i s quite sufficient for our purpose, and we 
now prove the following. 
Lemma 1. Let 6 ~ ~ a < b. I f a and b are successive irreducible 
numbers, then 
a b-a < 2 or 2b < 3a . 
Proof. For 3 ~ ~ a ~ ~ 21, the l emma can be verified by computing b. 
Assume therefore that a ~ ~ 22. Now by a strong vers ion of Bert r and ' s 
postulate, there is a p r ~ m e e p such that 
3 
a < p-l < 2 a. 
Moreover the triangular number p-l I (p-l)p is the sma llest 
triangular number divisible by p and i s therefore necessarily 
irreducible. Since b is the irreducible number immediate ly 
succeeding a we now have 
a < b 3 ~ ~ p-l < - a 2 
and the required result follows . 
Theorem 2 can be verified by direc t computation if x ~ ~ 3072. 
We therefore assume that x > 3072. 
/ . 
12 
a-l Firstly, if 2 > x and a is an irreducible numb er , t hen 
certainly a E M3 (x). Le t m < a and m E R3. We have to pr ove 
that me M3 (x); tha t is we have to find a solution to 
1 ~ ~ n ~ ~ x . (4.1) 
Let us denote by b the irreducibl e tr iangul ar number immediate l y 
preceeding a so that 
b-1 2 ~ ~ x. (4. 2) 
Now if m itself is irreducibl e , then m = a1 wher e a l ~ ~ b, and we 
see by (4.2) that 
is now a suitable solution to (4.1) . We as sume therefore that m 
is a reducibl e number so that 
m = a I . ... a ~ , ,
whe re ~ ~ >, 2. We now put 
n = 
so that d3 (n) = m. In view of (4 . 2) we see th a t (4.1) will have 
a solution if n b-l ~ ~ 2 ; that is, i f 
It suf fices herefore to prove that 
that is 
(4.3) 
13 
Now from a 1 ... a1 = m < a we deduce that 
whence 
[
a - 1J 2 > 
a -I 1 
a 
= -
and so 
- - 1/2 
a-I > (a2 ... a.Q. ) (a1 - 1). 
By Lemma 1 we also have 3b ~ ~ 2a + 1 so that 
2 b - a1 ~ ~ 3 ( a-I) - (a1 - 1) 
and we arrive at 
Here we note that (4.3) follows from (4.4) a t once i f 
(4.4) 
(4.5) 
Since a2 ~ ~ ... ~ ~ a.Q. ~ ~ 3, we see that (4.5) certainly holds if .Q. ~ ~ 8. 
To see this we note that, for .Q. 3 9, 
so that we have 
.Q.-1 
8(p .Q. ) ~ ~ [ ~ ~ log 2J 3--2--
14 
and it is easy to check that this holds even for £ = 8 . We are 
now left to deal with the cases 2 ~ ~ ~ ~ ~ ~ 7 with the additional 
assumption that (4.5) does not hold; that is 
a < [38 (p £ ) ) 2 
£ 2 log 2 
But this implie s that 
and we see that a2 1S hounded above by 15, 15, 10, 10, 6 and 3 
for £ = 2, 3, 4, 5, 6 and 7 respect ively. Th e corresponding 
upper bound for a2 itse lf is thus 5, 5, 4, 4 , 3 and 2 respectively. 
Since x > 3072 we can t ake a1 large enough so that (4.4) implies 
(4.3). For example, we take the worst cas e when t = 2 and a2 = 2 . 
Since 
x > 3072 = 211- 1 32- 1 
we see that if m = a l a 2 where al ~ ~ 11 and a2 = 2, then certainly 
mE M3 (x), and therefore we can safe ly assume that a l ~ ~ 12, and 
now the right hand side of (4.4) is 
(213 _ 1)(12 - 1) > 1.7 
3 
whereas the right hand side of (4.3) is 
log 3 
-:--'''---="2 < 1. 6 log 
The theorem is proved. 
15 
1.5 THE LEAST REDUCIBLE NUMBER IN M3 (X) 
Returning to the original missing value problem in M(x) 
considered by Erdos and Mirsky, we remark that, for l arge x , one 
would expect not just the first number , but the initial block of 
numbers in M(x) to be primes. This is indeed the case ; for it 
can be proved that, for x ~ ~ 36, the first composite number in 
M(x) is 2p where p is the l eas t prime satisfying 3 . 2P- l > x . 
The problem of identifying the first pair of consecutive numbers 
in M(x) seems very difficult. We conjecture that, for large x, 
they are numbers of the form 2p-l, 2p or 2p, 2p+l where in 
either case, p, 2p ±1 are primes. It is not known if there are 
infinitely many primes of the form 2p±l. 
One might guess that the least reducible numb er in M3(x) ~ s s
3a where a is the smallest irreducible number satisfying 
3.2a- l > X; but this is not always the case. We recall that 
there is no unique factorisation in R3 , and therefore if a is an 
irreducible number, 3a may still be factorised into other 
triangular numbers. If this is so, then 3a may not be a mis sing 
value after all. For example, 14 is an irreducible number but 
3.14 = 5.6 
and so the least solution to d3(n) 
5 4 
= 3.14 is actually 2 . 3 and 
not 213 .3. However we do have the following: 
Theorem 3. For x ~ ~ 1, the least reducible number in M3 (X) ~ s s
the number 3a where a is the smallest integer satisfying 
16 
(i) > x 
(ii) 3a has no other factorisation i n R3 . 
We shall omit the proof of this theorem s ince it 1S very 
simi l ar to the proof of Theorem 2 . 
17 
CHAPTER Two 
THE MAXIMUM ORDERS OF MULTIPLICATIVE FUNCTIONS 
2.1 INTRODUCTION. 
Let den) b e the divisor f unc tion. It i s we ll known (see , 
for example, Hardy and Wright [llJ, Theorem 317, p. 262) th a t 
lim sup log den) 10&10g n = 
log n log 2 . (1.1) n - ~ ~ 00 
Le t a(n) denote the numb er of non-isomorphi c Ab e li an groups of 
order n. Kendall and Rankin [lLJ proved th a t 
1 2" log 2 ~ ~ lim sup log a (n) 108log n ~ ~ 2n lo g n 
n 4- 00 
and later Kratze l U6] proved that actua lly 
lim sup log a (n) loglog n = -41 log 5. 
log n (1. 2 ) 
n 4- 00 
We call a positive integer m squar e- f ull i f m i s a produ c t of 
squares and cubes. Let Sen) denote the number of squar e- f ull 
divisors of n. Knopfmacher [}s] proved tha t 
lim sup log Sin) 10glog n = l3 log 3 . (1. 3) 
n 4- 00 og n 
The ar guments used in the proof s of (1.2) and (1.3) are 
parallel to tha t of (1.1) given in Hardy and Wri ght, and the 
18 
main purpose of this chapter ~ s s to show that the method is 
applicable to a general class of mUltiplicative functions. We 
shall prove : 
Theorem 1. Let fen) b e a multiplicative f unction satisfying 
the following conditions. 
(i) There exist constants A and e (0 < e < 1) such that 
a e f(2 ) ~ ~ exp(Aa ), a 3 1. 
(ii) For all p r ~ m e s s p, and all a 3 1, 
Then we have 
where 
a a f(p ) = f(2 ) 3 1. 
lim sup log fen) loglog n 
log n n + <Xl 
M = max (f(2 a»1/a . 
a3l 
log M 
It is also well known (Hardy and Wright [11], Theorem 432, 
p.3s9) that if e > 0, then 
Ilog den) - log 2 loglog nl < e 10glog n (1. 4 ) 
for almost all n. In [}'(I and [15] respectively, it is proved 
that 
log (l(n) < elf + e) loglog n, 
./6 
(1. 5) 
and 
log B(n) < (i log 3 + e) loglog n, (1. 6) 
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for almost all n. Actually (1.5) and (1.6) are r a the r mi s l eading 
in that they have the following drastic improvement: given any 
unbounded increasing function g(n), we have a(n) < g(n) and 
Sen) < g(n) for almost all n. This follows from the following 
simple theorem. 
Theorem 2. Let fen) be any non-negative function satisfying 
the condi tion L fen) = O(x) ~ ~ x ~ ~ 00 . Then, for any unbounded 
n ~ x x
increasing function g(n), we have fen) < g(n) for a lmost all n. 
2.2 PROOF OF THEOREM 1. 
That M exists follows from 
a l/a 8-1 1 ~ ~ (f(2)) ~ ~ exp(Aa ) ~ ~ 1 as a ~ ~ 00 . 
We first show that 
log fen) log log lim sup - - n ~ ~ log M . log n 
We can choose b so that Mb = f(2b ). Let P1,P2" .. , Pr be the 
first r primes and set 
so that 
fen) 
bn (p ) 
= M r 
From the prime numb er theorem we have, as r ~ ~ 00 , 
log p IV P , 
r 
(2.1) 
so that 
and 
log n = b I 
P ~ P r r
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log p '" bp , 
r 
log log n = log p + 0(1). 
r 
Consequently we have, as r ~ ~ 00, that 
log fen) = b log M 
b log M 
TI(p ) 
r 
Pr 
'" - - ~ - - - - - - ~ ~ '" log P 
r 
and so (2.1) is proved. 
In order to prove that 
lim sup log fen) loglog n ~ ~
log n 
n ~ o o o
we shall require the following lemma . 
log M log n 
loglog n 
log M (2.2) 
Lemma . Let A > 0 and 0 < 8 < 1. Then there exist constants B 
and A- such that 
B 8 
-- + a 0 log 2 ~ ~ Aa 
oA-
for all a ~ ~ 1 and all 0 > o. 
Proof . We set 
x = 
8 
1-8 
B 
9" 
B 
y 
A-
[A8) 8 ( A ) A-A log 2 
a 0 log 2 
A-
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The required r esult follows at once from the inequality 
1-8 8 (1-8)x + 8y ~ ~ x y. 
Returning to th e proof of (2.2), l e t n ITpa be the 
factorisation of n into prime powers, and 15 > o. We have 
fen) f(pa) 
-15- = IT a15 
n p 
From condition (i) we have, for all p and a, that 
by our lemma. For p ~ ~ Ml/15 we also have th a t 
It now follows from (2.3) that 
so that 
fen ) 
--15 ~ ~
n 
BMl/e 
log fen ) ~ ~ 15 log n + - ~ ~
151. 
Now let £ > 0 and set 
15 = (1 + t) log M 
10glog n 
so that 1 
( 2 . 3) 
log f en) 
1 + £ ~ ~ (1 + t) log M log n + B(log n) 2 (loglog n) A 
loglog n () " 
1 + t log" M 
< (1 + £ ) log M log n 
.. log log n 
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provided that n 1S sufficiently large. This proves (2 .2) and so 
completes the proof of The orem 1. 
2.3 PROOF OF THEOREM 2. 
Let S = {n : f(n) ~ ~ g(n)} and suppose, if possible, that S 
has positive upper asymptotic density o. Then there exists 
arbitrarily large x such that 
I fen) ~ ~ L 
n ~ x x n ~ x x
nES 
g(n) ~ ~ L 
nd6x 
g(n) , 
since there must be at l eas t ~ h X X positive integers belonging to S 
1n the interval 1 ~ ~ n ~ ~ x, and g(n) is an increasing function. 
We now have that 
L fen) ~ ~
n ~ x x
Sil ce g(n) is also unbounded, this contradicts L f en) = O(x), 
n ~ x x
as x ~ ~ 00. Therefore S must have zero asymptotic density and the 
theorem is proved. 
2 • 4 REMARKS. 
1. We have d(2 a ) = a + 1, S(2 a ) = a and a(2 a ) = Pea) where Pea) 
is the number of partitions of a into positive parts. It is well 
known (see, for example, Apostol [1=1, Theorem 14.7, p.3l6) that 
Pea) < exp(A!;) with A = 2n/li6, so that our Theorem 1 is applicable 
with e 1 = -2 We see that (1.1), (1.2) and (1.3) follow from the 
fact that 
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(a+l)l/a , (p( a»l/a and ali a 
have maximum values at a = 1,4 and 3 r e spec tive ly. 
2 . It is cle ar from the proo f of Theor em 1 that i f f (n) s a tisfies 
only th e condition 
e ~ ~ exp(Aa ), p pr1me , a ~ ~ 1, 
th en we can still deduce that 
lim sup log f(n) loglog n ~ ~ log M* 
log n n -+ oo 
wher e 
3. It is s hown 1n [ } . ~ ~ and [15] r espe ctive ly that 
and 
whereas 
00 
L a (n) ~ ~ IT ~ ( r ) ) . x = (2.29 ••• )x, as x -+ 00 , 
n ~ x x
n n x x
r=2 
S(n) ~ ~ ~ ( 2 ) ~ ( 3 ) )
~ ( 6 ) ) x = (1.9 4 ... ) x , 
L d(n) ~ ~ x log x, as x -+ 00 
n ~ x x
as x -+ 00 , 
so that a(n) and S(n) cannot b e compared with d(n) in re l a t i on t o 
(1. 4) • a a We saw tha t, for a > 4, a (p ) is much larger than d(p ), 
but a(p) = B(p) = 1 wh er eas d(p) = 2. Thus , as i s to b e expec t ed, 
the behaviour of a multiplicat i ve f unc tion depends most heavily on 
its values at the primes, and less on its values a t prime powe r s . 
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CHAPTER THREE 
A BRUN-TITCHMARSH THEOREM FOR 
MULTIPLICATIVE FUNCTIONS 
3.1 INTRODUCTION. 
Let den) be the divisor function, and let a and k be integers 
satisfying 
o < a < k, (a,k) = 1 . 
In 1957 Linnik and Vinogradov [20] proved that if 0 < a < i ' 
then, as x -+ (X) , 
I den) 
n ~ x x
n:: a(mod k) 
« Hk) x log x 7 
l-a 
uniformly in a and k, provided only that k < x Here <p (k) is 
Euler's function and th e implied constant depends only on a . 
Their proof reduces to estimating the numbe r ~ ( x , y ) ) of positive 
integers not exceeding x having no prime factor greater than y . 
Unfortunate ly they made use of a uni form upper estimate of ~ ( x , y ) )
by A.1. Vinogradov which is incorrec t (s ee Norton [23J). Later 
Linnik [19J stated the generalisation of the problem to the 
functions 
d ~ ~ (n.) = (d (n» Q, 
r r' 
r =2 ,3, ... , £= 1.2, ... 
where d (n) is the number of ways of writing n as a product of r 
r 
factors, taking account of ordering. The expected result is that, 
as x -+ (X) 
(1.1) 
(1. 2 ) 
n ~ x x
n :: a (mod k) 
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I-a 
uniformly 1n k < x with the impli d constant dependin g on r, 
~ ~ and a. This r esult has been us ed by others ( see , for e xample 
[2lJ) to t ack l e a vari ety of problems . 
The merit of these r esults centres on the ran ge of uniformity 
for the modulus k be ing large . Indeed, in the shorter range 
2/3-a . k < x , Se lberg (unpubl1sh ed manuscript) has obtained even an 
asymptotic fo rmula for the sum in 0. 2) (s ee also Hooley [l3] 
and He ath-Brown [12]). The situation is s i milar to that 1n 
es timating n(x;k,a), the numbe r of primes p ~ ~ x s uch that 
p :: a(mod k); the Brun-Titchmars h inequality 
n (x ;k,a) « x 
x 
<j> (k) log k 
(1. 3) 
valid uniformly in k < x, is often used to supplement the asymptotic 
formula for n(x;k,a) glven by the Siege l-Wal fisz theor m, which is 
known to be valid only f or a much shorter range of k . Indeed, t he 
Brun-Titchmarsh inequa lity is sometimes used to supplement ven 
Bombieri's theorem; for example, in the solution to the Titchmarsh-
Linnik divisor problem (see [}.O]). 
We remark however that, unlike the Brun-Ti t chmarsh inequality, 
(1.2) cannot be ex tended all the way to k < x . To s ee this, we choose 
k to be the l argest prime less than x ; then the right hand side of 
(1.2) is of order log x, whe r eas we can choose a < k s uch that 
2 d(a) > log x . 
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In 1971 Wolke [39J applied the me thod of Erdos [ 5 J to 
study the sum I 
n ~ x x
f(a ) where f is a non-negative multipli ca tive 
n 
function s at isfying the condition that there exi s t positive 
constants c l and c2 such that for all primes p and a ll £ 3 1, 
and (a ) 1S a strictly increasing s equence of positive in tegers. 
n 
However, the results they obtained are not uniform with respect 
to any given class of sequences (a ), such as the class of 
n 
arithmetic progressions . Nevertheless, using their method, we 
can now give the generalisation of th e Brun-Titchmarsh problem 
for a class of non-negative multiplicative functions f which 
satisfy conditions weaker than (1.4), and in a short interval 
x - y < n ~ ~ x. 
In section 3.6 we apply our ma1n theorem to give a proof 
of (1 . 3), and to other results. In section 3 . 7 we us e th e method 
to give a new proof , and a generalisation, of a famous result of 
Turan , (see [37]) namely that, as x ~ ~ 00 , 
2 2 
w (n) = x(loglog x ) + O( x loglog x ) 
Here wen) denotes the number of distinct pr1me factors of n. 
(1. 4) 
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3.2 THE MAIN THEOREM. 
We shall consider the class M of arithmetic functions of 
which are non-negative, multiplicative and satisfy the followi ng 
two conditions. 
(i) There exists a positive constant Al such that 
A Q, 
I p prime , 
(ii) For every E > 0 , there exists a positive constant 
n ~ ~ 1 . 
The following 1S our main theor em. 
Theorem 1. Let f E M 
be integers satisfying 
o < a < k , 
Then, as x + 00 
1 
o < ct < 2' 
(a,k) 1 . 
1 I f(n) y « ~ ~ (k) log x exp 
x - y < n ~ x x
n ::: a(mod k) 
uniform1}': 1n a,k and y Erovided that 
k I-a < y 
1 o < 8 < 2 and let a, k 
( p ~ x x f;P ) ) , 
p'rk 
We make the following remarks on our conditions (i) and (ii). 
First, the condition (1.4) clearly impli es (i) and we now show 
that it also implies (ii ) . Since f(n) is multipli cative we only 
need to consider the case n = p Choose cl ' c2 accordingly and 
( 2 .1) 
(2.2) 
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let E > o. there exists A2 such that, for all ~ , ,
It fo llows that 
fen) 
We nex t show that there exists f E M such that (1.4) does 
not hold. Consider the function 
if n = 3t , 
otherwis e . 
We see that fen ) is multiplicative and 
f (3 t ) = exp (lOg ~ ~ log 3 ) ~ ~ + loglog 3 ' t ~ ~ 3 . 
With A 5 e we have 
Thus condition (i) is satisfied, and clearly (ii) also hold s , 
so that f E M. But, for any fixed cl ' c2 we have 
for sufficiently l a r g e ~ . . Therefore (1.4) cannot hold. 
Next we note that if f E M and 0 > 0, then there exists 
00 
L L (2.3) 
p JI.=2 
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Finally we point ou t that the r a the r s tron g condition (ii) is 
actually vita l to the truth of th e theorem, and, in particular, 
we cannot replace it by (2.3). For suppose that (ii) does no t 
hold; then the re exist £ > 0 and a strict ly increas ing sequence 
o £ 
a 
of positive integers (n ) such that fen ) > n 
r r r 
We can now 
1 
show that (2.1) does not hold by set t i n g a = 10 min ( Eo,l). 
define a,k,x and y as follows: 
a = n 
r 
For large r , we put 
We 
k = the least prime in the interva l ( a , 2a) , 
1 
x = y I-a k + 1. 
Then the l ef t hand side of (2.1) 
the right hand side is at most 
£ 
a is at l east f ( a ) > a whereas 
l+a 
L-
k-l 
l+a _ 1 3£ /10 
« kl - a « k3a « a 3a < a 0 y a 
</> (k) y 
We note, in particular, that Theorem 1 cannot b e ex t ended to 
cover th e case when fen) = 2n (n) , where n (n) denotes the total 
number of prime factors of n. 
3.3 NOTATIONS. 
The letters a, b, d, h, i, j, k, t , m, n, r and s are us e d 
to denote positive integers and we shall ass ume that (1.1) always 
holds. The letters p and q are reserved for prime numbers . We 
let pen) and q(n) denote the greatest and the least prime factors 
of n r e spective ly. We l e t wen) denote the number of distinct 
prime factors of n while n (n) is the total numb er of prime factors 
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of n, taking accoun t of multiplicity. We also define pel), q(l), 
w(l) , ~ ( l ) ) to b e 1. As usual r(n) is the number of ways of 
writing n as a sum of two squares . We call a posi tive integer 
s a squar e full integer if s is a product of squares and cubes , 
and we l e t o (n) be the number of square f ull divi sors of n . 
The l e tte rs x, y, z , a , e, 0 and e denote positive real numbers 
and A is a real number . We put 
and 
'!'(x,Z) 
n ~ x x
p ( n ) ~ z z
1 
4> (x,y,z;k , a) = 1 
x - y < n ~ x x
n ::a(mod k) 
q(n» z 
All the constants implied by the « and O-notations depend 
at most on a , e and f . 
3.4 PRELIMINARY LEMMAS. 
We shall require the f ollowing l emmas . 
Lemma 1 . For all sufficiently large x, we have 
'!'(x, log x 10glog x) ~ ~ exp 
Proof . As a cons equence of the prime 
for all large y, that 
L 1 2}': ~ ~log p 2 p ~ y y log Y 
{ 
3 log x } 
1/2 (1oglog x ) 
numb er theorem, we have , 
(4.1) 
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We now us e Rankin's method (s ee [JS]). Le t 0 > O. We have , 
f or large y , 
'!' (x ,y) L 1 0 L 1 ~ ~ x 6 
n ~ x x n ~ x x n 
p ( n n ~ y y p ( n ) ~ y y
0 L 1 0 n (1 1 1 ... ) ~ ~ x X + - + --+ 0 o 20 n ~ l l n p ~ y y p p 
p(n) '!:y 
o 
= x n 
p ~ y y
1 ) ~ ~ exp (0 log x + I 0 1 ) 
pO_1 p ~ y y P - 1 
~ ~ exp(o lo g x + i L 1) < 
u log p .. 
p ~ y y
by (4.1) . Now put y = log x 10g10g x and set 0 
and we see that the result f ollows. 
xp (o log x + 2y 2 ) 
o log Y 
Oo glog x) 
1 
2 
Lennna 2 . Let a and k satisfy (1 . 1) and suppo se t hat k < y ~ ~ x 
and z ~ ~ 2. Then 
This can be proved using the simplest Selberg uppe r bound sieve 
method; see [lOJ, p. 104. 
Lemma 3. Let f E M. Then as x + ro , 
n ~ x x
(n ,k) =l 
uniformly in k . 
f (n) « 
n 
exp ( L ~ ) )p ~ x x p 
p{k 
Proof. 
Lemma 4 . 
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Since f E M, we have , by (2.3), that 
(1 + f(p) + 00 £ J L fen) ~ ~ IT Q.L f ~ i i ) n p 
n ~ x x p ~ x x
Cn,k)=l pfk 
Le t f E M. Then, as z + 00 
L 
1/ 2 
n ~ z z 1/ p ( n ) ~ z z r 
(n , k) =1 
fen) 
n 
« exp ( L f(p) - :0 r log r) 
p ~ z z p 
piK 
uniformly ~ n n k and r, provided that 1 ~ ~ r _ --:-l ..:..o"",g_z :s -=-log log z 
L iiEl) 
p ~ x x p 
p.t\< 
This lemma corresponds to Lemma 3 in [}(I excep t that we 
generalise it to incorporate the condition (n,k) = 1, and replace 
the implicit constant for the coefficient of r lo g r by an 
absolute constant. Since it is crucial for our appli cation that 
the constants involved are independent of k, and out class M is 
larger than Wolke ' s, we shall give the detailed proof here . 
Proof. Again we us e Rankin's method. 3 Let 4 ~ ~ 0 :s 1. We have, 
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by (2.3), that 
L f (o) 6-1 L f (n) < 0-1 L - - ~ ~ x 0 ... x n 031 o:.;;x n :.;;x 0 
p ( o ) ~ Y Y p(ohY p ( n ) ~ y y
(o,k)=l (o,k) =l (o,k) =l 
0-1 
= x 
Now f (p) = f(p) + f(p)(pl-o_l) o p p , and , by condition (i), 
p 
00 n n-l ~ ~ Al L (1-0) o ~ ~ g g y L 
0=1 p ~ y y
00 n \' «(1-o)log y) ~ ~ 2Al L n! 
n=l 
= 2A yl-o 
1 
log P 
p 
f en) 
-o-
0 
Therefore we have 
n ~ x x
p ( n ) ~ y y
(n,k)=l 
1 1 
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Now put x Z2, y = zr and set 0 1 _ r log r 4 log z 
Note that if 1 ~ ~ r ~ ~ log z /lo glog z, then r lo g r < log z and so 
3 4 < 0 ~ ~ 1. Moreover , we now have 
and 
(1-o)log x 
1-0 y = z 
1-0 
r 
We now have 
L ~ ~
1/2 n 
n ~ z z 1/r 
p ( n ) ~ z z
(n,k)=l 
r log r 1 1 
= • - log z = - r log r 4 log z 2 8 
log r 
= z4 log z = 
1 
4 
r 
« exp [ L f;P) - i r log r + 2A1 
1/r p ~ z z
pfk 
and the required result follows at once . 
3.5 PROOF OF THE MAIN THEOREM. 
Let k and y satisfy (2.2) and put 
1 
r ~ ~
ct 
10 
z = y (5.1) 
For each n satisfying x - y < n ~ ~ x, n _ a (mod k) we express n 
in the form 
= b d, 
n n 
wher e b 1S chose n so tha t 
n 
b 
n 
~ ~ z < 
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We devide the se t o f such intege r s n into the fo llowing class es : 
1 
I. qed ) 2 > z 
n 
1 1 
II. qed ) 2 b 2 ~ ~ z , ~ ~ z n n 
1 
III. qed ) ~ ~ log x loglo g b 2 x , > z 
n n 
1 1 
IV. log x loglog x < qed ) 2 b "2 ~ ~ z , > z n n 
First we have 
L f (n) = L f (b ) f (d ) ~ ~n n L f(b) nEI nEI 
= L f (b) 
b ~ z z
(b ,k) =1 
where a' 
-
ab, bb 
-
1 (mod k). 
1 0 0(3 
q (d) 2 20 20 > z y > x 
so that 
ned) log x 20 ~ ~ log qed) < -0(3 
and hen ce , by condition (i)1 
fed) ~ ~ AS1 (d) 
1 
0(3 
~ ~ A20 1 
b ~ z z x - y y n ~ x x
x l . . d < ~ ~b - b .. b 
d:: a ' (mod k) 
q(d» zl/2 
From (5.1) 
n ::a (mod k) 
n::O(mod b) 
q [%) >z1/2 
f ed) 
we have 
( 5 . 2) 
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We have ther efore 
1 
L f (n) « L f eb) 
nEI b ~ z z
~ [ ~ ~ , 1; , z2;k , a ') 
(b, k) =1 
I-a a Since k < y and b ~ ~ z < y , so tha t kb < y , i t fo llows from 
Lemma 2 tha t 
1 
~ ( ~ ~ , 1; ,z2;k, a ') ~ ~ 2y - - ; : - : - " . . - ~ - - + z , <j>(k)b l og z 
and there f ore 
nEI
L f(n) « { ~ ( k ) ) iog z + z2} L f f b ) )b ~ z z
(b,k) =l 
From Lemma 3 we arrive at 
L f(n) « { ~ ( k ) ) io g z 
nEI 
+ z2} exp (L .li£l) 
p ~ z z p 
pfk 
Next, to ea ch n E II, ther e corre spond p and s s uch t hat 
1 
2 s ~ ~ z and by (5.2) p 
1 
2 
> z • Le t s p denot e t he l eas t 
1 
s 2 positive integer s satisfying p > z so tha t s ~ ~ 2 and hence p 
p 
-s p 
~ ~ min(z 
L 
1 
2 -2 p ); thus 
1 
1/2 s p ~ z z p p 
~ ~ L 
1/4 
p ~ z z
z 
1 
2 + L 
1/4 p>z 
-2 p « Z 
1 
4 
( 5 . 3 ) 
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It now follows that 
L 1 ~ ~ L L 1 
nEIl 1/ 2 x - y < n ~ x x
p ~ z z
n ::a(mod k) 
n::O(mod p ) 
1 1 {--f- + 0(1)} « t -L 4 2 z + z 
1/ 2 
p ~ z z kp p 
P1k 
Suppose next that n E III. Then there exists b s uch that 
1 
bin, z 2 < b ~ z , ,
and 
pCb ) < log x 10g10g x. 
Consequently we have 
L 1 ~ ~ L 
nEIII 1 / 2 
z < b ~ z z
p(b) <log x 10g10g x 
L 
x-y<n :;:x 
n :: a(mod k) 
n::O(mod b) 
: L { k ~ ~ + O(l)} 
1/ 2 
z < b ~ z z
p(b) <log x 10glog x 
(b , k ) :l 
1 
1 
~ ~ y. z 
k 2 ~ ( z , l o g g x 10glog x) + O(z) « t z 
by Lemma 1 . I-a Since k < Y we have, by (5.1), 
z < 
a y z 
1 
4 < Y. z 
k 
1 
4 
1 
4 
+ Z 
(5.4) 
(5 .5) 
38 
and so, from (5.4) and (5.5) we have 
L 
nEIl 
1 + L 
nEIII 
l « 1. z k 
1 
4" 
For y > x S we have , by condition (ii) and (5 .1), that 
f(n) 
so that we arrive at 
« n 
as 
80 
as 
80 
~ ~ x 
a 
80 
< y 
1 
8 
Z 
L f(n) + L f(n) « 1. z k 
1 
8 
nEIl nEIII 
Lastly we deal with the class IV. We have 
L f(n) 
rEIV 
L 
rEIV 
f (b ) f (d ) ~ ~
n n 
L f (b) 
1/2 x - - < n ~ x x
Z < b ~ z z n=a (mod k) 
(5 .6) 
f (d ) 
n 
b =b,q(d »p(b) 
n n 1/2 
log x 10glog x <q(d ) ~ z z
n 
Let us put 
r = r log z l 
o [1og(log x 10glo g x)] , 
1 
r +1 
o 
so that log x 10glog x > z 
1 1 
r+1 r 
n for which z < q(d ) ~ ~ z 
n 
Let 2 ~ ~ r ~ ~ r and consider those 
o 
1 
For such n, we have p(b ) 
n 
r p(b) < q(d ) < z and moreover, as 
n 
before , 
(5.7) 
ned ) 
n 
log x 
~ ~ log qed ) 
n 
ned ) 
so that fed ) ~ ~ A n ~ ~ Ar 
n 1 5 
It follows that 
I fen) ~ ~ L 
nEIV 2 ~ r ~ r r
L Ar ::; 
2 ~ r ~ r r 5 
0 
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(r+l)log x lO(r+1) 20r 
~ ~ ~ - - - ' ~ - " < - - < --'----'- < -log x as as 
Ar L feb) I 1 5 1/ 2 x - y < n ~ x x
0 z < b ~ z z
n:: a(mod k) 
p(b) <zl/r n ::O(mod b) 
1/Ir+1J (n) 1/r z <q b <z 
1 
L f (b) ~ ~ ( ~ , , y r+l k, a ' ) b' z 1/2 
z <b::;z 
p(b) <zl / r 
(b ,k ) =1 
where a ' 
-
ab , bb 
-
1 (mod k) . From Lemma 2 we have 
1 
~ ( ~ , , Y r+1 k , a ' ) b' z ~ ~
and therefore 
2 
y(r+1) r+1 
Hk) b log z + Z 
f eb) 
-b-
1/2 
z <b ::;z 
p (b) <z l/r 
(b ,k) =l 
From (5 . 7) we see that we can apply Lemma 4 to th e inner sum 
here giving 
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I f (n) « ( ~ ( k ) ) log z 
nEIV 
+ z2J exp ( L f(p )l 
p ~ z z p ) L r A ~ ~ exp ( - ~ o o r log r) 2 ~ r ~ r r
o p.t!< 
( Y 2) « ~ ( k ) ) log z + z ( '\ f(P») exp l.. --p ~ z z p 
p·tK 
I-a For k < y we have , by (5.1), 
2 k 3 l-a+3a /10 
z < __ z < y < ---.,--:-,,-y __ _ 
~ ( k ) ) log z ~ ( k ) ) lo g z ~ ( k ) ) log z 
From (5.3) and (5.8) we now h ave 
I 
nEI 
fen) + I f (n) « ~ ( k k Y l o g g z 
nEIV 
exp [L iiElJ p ~ z z p 
ptk 
and this, together with (5.6), gives th e desired result (2.1). 
3.6 APPLICATIONS OF THE MAIN THEOREM . 
It is easy to s ee that the expec t ed result (1.3) is an 
immediate consequence of our main theorem; indeed we have : 
( 5 . 8 ) 
Theorem 2. Le t a , S, A b e real numbers and l e t a , k , r be integers . 
Suppose that 
r >, 2 , o < a < k , ( a ,k) 1. 
We have , as x -+ 00 , . 
x - - < n ~ x x
n::a (mod k) 
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« ~ ( ~ ~ k ) ) log X) 
uni forml y 1n a , k and y provided that 
A 
r -1 
l-a k < y 8 x < y ~ ~ x • 
Proof. We put 
fen) = i(n) 
r 
so that fen) is multiplicative. Also, given any fixed r there 
exis ts c = c(r) such that 
d ( i ) r-l r p ~ ~ c R. , p prime , R. ~ ~ 1 , 
so that (1. ) holds, and hence f E M. Next we h ave 
f(p) = d ~ ( P ) )
l-a 
so that, for k < y 
A 
r 
L ~ = =p rA {L l - L l} p ~ x x P pTk P 
where the implied constant is absolute . Since 
exp (- rA L l) = n exp ( _ rAJ 
pTk p plk P 
we s ee that 
« IT 
plk 
A p>r 
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( l - ~ ~ « « IT (l-..!.) /' 
p p Ik P 
A 
exp ( L f(P») « { ~ ~ k ) ) log x}r 
p ~ x x p 
p lk 
where th e implied constant depends on r and A. The r qui re d 
result therefore follows from l l e o r e m m 1. 
Smith D4J has obtained an asymptotic f ormul a f or th e s um 
I r(n) 
n n x x
n ::a(mod k) 
valid for k < x2 / 3- a Here we have: 
Theorem 3. Let a, S , A be real numb ers and 1 t a , k be intege r s . 
Suppose that 
We have, as x +00 , 
L A r (n) 
x - - < n ~ x x
n :: a(mod k) 
r(n»O 
-L « IT ~ ( k ) ) plk 
p=l(mod 4) 
p>2 A 
uniformly ~ n n a ,k and y provided tha t 
o < a < k , ( a ,k) 1. 
[1 _ ~ A ) ) (log x ) 2,, -1_1 (6.1) 
l-a k < Y 
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B 
x < y ~ ~ . .
Note that if we put A 0, then (6.1) be come s 
x - - < n ~ x x
n =a(mod k) 
r(n»O 
Proof of The orem 3. 
1 
1 « </>(k) IT 
plk 
p=l(mod 4) 
Here we let 
t:n )], i f reo) fen) 
if reo) 
> 0 
0 
y 
/log x 
so that fen) is multiplicative aod it is clear th a t f E M. 
We have 
f(p) = o 
1 
Also, by Merten ' s theorem, 
if 
if 
if 
p - 1 (mod 4) 
p _ 3 (mod 4) 
p 2 
L 
p ~ x x
p=l(mod 
1 1 P = 2 loglog x + 0(1), x 00 
4) 
I-a 
so that we have, for k < y 
L fCp) 
p 2A { ~ ~ 10g10g x - L 1 + OCl)} . pTk P 
p=l(mod 4) 
Now 
ex
p{ - prk 
p=l(mod 
2pA} 
4) 
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IT exp [ _ 2pA) 
pik 
p=l(mod 4) 
« IT 
pik 
p=l(mod 4 ) 
A p>2 
and the r equired result follows from Theorem 1. 
Let o (n) denote the numbe r of sq uare f ull divisors of n . 
Knopfmacher [15] has obtained an asymptotic formul a for th e sum 
L o (n) 
n ~ x x
n =a (mod k) 
valid for k < x7/ 36- o As our last appl i cation of our mal n 
theorem we have : 
Theorem 4. Let 
Suppose that 
0 1 0 < , 2 
We have , as x -+ 
uniformly 1n a ,k 
0 , e, A be real numbers and 
0 e 1 0 < a < k < < , 2 
<Xl , 
L oA (n) « 'L k 
x - y < n ~ x x
n ::: a (mod k ) 
and y provided that 
I-a 
< y (3 x < y ~ ~ x . 
a , k b rs . 
, (n ,k) 1. 
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Proof. A Let fen) = 6 (n). Th en clearly f E M and f(p ) 
for all p. As in the proof of Theorem 2 , we have 
<p (k) log x , 
k 
l-a k < Y 
and so the required result follows from Theorem 1. 
3.7 A GENERALISATION OF TURAN'S LEMMA. 
1 
We shall prove the following generalisation of Turan ' s 
l emma . 
Theorem 5. Let 0 < a < i and a , k, £ be int g rs sat i sfying 
o < a < k (a ,k) = 1, i > O. 
Let fen) denote either wen) or n (n). Then , as x 00 
L f£ (n) 
n ~ x x
~ ~ (loglog x) i + O [ ~ ~ (loglog x) £-l 10g10glog xJ, (7.1) 
n ::a(mod k) 
1-a 
uniformly in a and k provjded that k < x 
Remarks . 
(i) The implied constant depends on £ and a . 
(ii) If k varies bounded1y the error term in (7.1) is only 
Q,-l O(x (loglog x) ). This is clear from the proof. 
Proof . Consider first the case £ 1. For n ~ ~ x we have 
since 
wen) 
a p>x 
1 I < -
a 
It follows that 
where a' 
L wen) 
n ~ x x
n =a (mod k) 
-
ab . bp 
-
1 
L wen) 
n ~ x x
n ::: a(mod k) 
By writing n 
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a 
p ~ x x
1 + 0(1) 
n ~ x x
n::: a(mod 
{ 'i. I + O(l)} 
pTn 
k) a p:;:x 
= L L 1 + o ( ~ ) )
a n ~ x xp:::x 
n ::: a(mod k) 
n ::: O(mod p) 
= L L 1 + o ( ~ J J
m ~ x / p p
p ~ X a a
m::: a ' (mod k) 
ptk 
(mod k). Since a < x /k we now have x 
x L 1 = - - + k P a 
p ~ x xpfk 
(7. 2) 
so that 
L st (n) 
n:;:x 
n ::: a (mod k) 
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L st (n 2 ) + 0 ( ~ ) )
n:;:x 
n ::: a(mod k) 
= L a l} + ° r ~ ) )
Now 
= L 
logx 
m:;::log2 
a p:;::x 
a p:;:x 
P1K 
Pfux 
p \n 
n:;:x 
n ::: a (mod k ~ ~
n=O(mod p ) 
logx 
2:;::m:;:log2 
a p:;::x 
{ p ~ ~ + O(l)} « x L L ~ ~ + m p m32 p 
so that 
piK 
L st (n) 
n :;::x 
n ::: a(mod k) 
x L = -k 
p:;::x 
piK 
x a x 
« - + X «-k k 
I 
- + 
a P 
and, together with (7. 2) we have 
a IT ( x )log 
Now 
and 
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L fen) x L 1 = - - + k p 
n ~ x x a 
n :: a(mod k) p ~ x xplk 
L 
a 
p ~ x x
ptk 
L 1 
p ~ x x P 
1 
p L 1 0(1) - + p ~ x x p 
P1K 
loglog x + 0(1) , 
p>log x 
1 
P 
« logloglog x + w(k) 
log x 
« log log log x , 
o [ ~ ) )
since w(k) « log k < log x. The required result (7.1) th r fore 
follows from (7.3). 
We next proceed to prove the general case by induction on £. 
We use as induction hypothesis that (7.1) holds uniformly in a and 
k p r o o ~ d e d d that k < xl - a/2 S h t k l-a d ~ ~ uppos e now t a < x an we 
consider 
L (w(n» £+l L 
n ~ x x n ~ x x
n :: a(mod k) n::a (mod 
(7.3) 
L 
a /2 p ~ x x
L 
n ~ x x
n :: a(mod k) 
n ::: O(mod p) 
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L w ~ ( m p ) ) + O ( ~ ~ (loglog X ) ~ ) , ,
m ~ ~ / p p0. /2 p ~ x x
pfk m=a t (mod k) 
where at ::: ab, 
0./2 
and if p ~ ~ x 
bp - 1 (mod k). Now 
k < xl-a, then k < (x / p )1-a / 2 so thaL , by 
the induction hypothesis, we have 
(7.4) 
(7. 5 ) 
L 
m ~ x / p p
[
X R.- 1 ) 
+ 0 pk (loglog x) 10gl og10g x 
m::: a t (mod k) 
;k [10g10g x) i + O[;k (10g10g x) R.- 1 10g10g10g x). 
Also 
L R.-1 x i -1 w (m) « -- (10 g10g x) 
m ~ x / p p
m::: a t (mod k) 
1-0. 
uniformly 1n k < x 
1 L 
a p 
p ~ x x
PtK 
pk 
0. / 2 
P ~ ~ x As before we have 
10g10g x + 0(10g10g10g x) 
(7.6) 
(7.7) 
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uni f ormly ~ n n k < x, so that from (7.4), (7.5), (7.6) and (7.7) 
we have 
L (w(n)) ,H l 
n ~ x x
n ::a(mod k) 
uniformly in k I-a < x 
~ ~ (loglog x) £+l + o [ ~ ~ (l oglog x) £ logloglog x) 
The same result ~ s s obtained for n (n) by applyin g t he method 
us ed for £ = 1 . Th e inductive step is comp l ete and so the th orem 
is proved. 
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CHAPTER FOUR 
THE DISTRIBUTION OF POWER FULL INTEGERS 
4.1 INTRODUCTION. 
Let k be an integer greater than 1. We call a positive 
integer n a k-full integer if pk divides n wheneve r p is a prime 
divisor of n. It is clear that each k-full integer can be written 
in the form 
2k-l 
~ ~
where each a. is a positive integer; moreover, this r epres ent a tion 
1 
is unique if we stipulate that a2 ~ ~ is square f r ee . 
For x ~ ~ 1 we denote by Qk(x) the number of k-full integer s 
not exceeding x so that 
L 
k 2k-l 
a l ... ~ ~ ~ ~ x 
where ~ ( n ) ) 1S the Mobius function. We shall s ee that Qk( x) i s 
re l ated to the corresponding unweighted sum 
L 1 
k 2k-l 
a l ... ~ ~ ~ ~ x 
which, following standard procedures, satisfies 
1 
\' * r * L ~ r r x + flk(x) 
k ~ r < 2 k k
(1.1) 
(1. 2 ) 
(1. 3) 
where 
* ~ r r
* 
IT 
k ~ n < 2 k k
ni-r 
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~ ~ ( ~ ) ) , k ~ ~ r < 2k , 
and ~ ( x ) ) ~ s s an error term. * Let us define Pk to be th e infimum 
of all p satisfying 
x -+- oo • 
From the application of a special case of the co lossal lattice 
point theorem due to Landau 117J, 118], we can show th a t 
k-l 
* 
1 
k(3k-l) ~ ~ Pk ~ ~ k+2 k 3 2 . 
If we write 
* ( ~ ) )~ r r ~ r r J k , k ~ ~ r < 2k 
where Jk(s) is a function defined later ~ n n section 4.2, then we 
can write 
1 
Qk(x) = k ~ ~ < 2 k k ~ r r xr + ~ k ( x ) )
where ~ ~ ( x ) ) is an error term . We define Pk to be the infimum of 
all P satisfying 
x-+- oo 
In 1934 Erd5s and Szekeres [7] proved ~ n n an elementary way 
that 
Pk ~ ~ k+1 
1 k 3 2 , 
(1. 4) 
(1. 5) 
(1.6) 
0 . 7) 
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and in 1958 Bateman and Grosswald [2] improved th is t o 
1 They proved also that P2 ~ ~ 6 and 
0 . 15 7 ... 
and , by relating Qk (x ) to the sum 
L 1 
k k+r 
a 1 . . . a r +1 ~ ~ x 
k ~ ~ 2 . 
r = [m ] 
and then appealing to Landau ' s theorem, they proved tha t 
r=[m], k ~ 4 4
Here we shall relate Qk(x) to Sk(x) and prove : 
Theorem 1 . We have 
k ~ ~ 2 . 
Moreover , i f P and A are constants satis fy ing 
P 3 
1 A > 0 2k+2 ' 
and 
* «.jJ A L\(x) log x x ~ ~ co , 
then 
lIk (x ) « .p log A' x x ~ ~ co 
(1. 8) 
(1. 9 ) 
( 1. 10) 
where 
" = { 
if 
>'+1 if 
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1 
P > 2k+2 
1 
p = 2k+2 
From (1.10) we see that the inequality 
1 
< --2k+2 (1.11) 
1S of crucial relevance to our upper bound for Pk . As a parti cul ar 
case of a general result, Richert [?7] has proved tha t 
* 2 P2 ~ ~ 15 
which establishes (l.ll) when k = 2, the only cas e se ttled up to 
the present. Indeed, from this . Bateman and Grosswald proved that 
where 
1 
7) ~ 2 ( x ) ) «x exp(- c w(x» , 
w(x) 
3 
S 
= (log x) 
1 
-S (loglog x) 
x -+ co 
and c is a positive constant. 1 They also pointed out tha t P2 < 6 
if and only if the supremum of the real parts of the ze ros of th 
Riemann zeta function is less than 1. It will be cle ar from the 
proof of Theorem 1 that if (1.11) holds for any particular k. 
then we can apply the method of Bateman and Grosswald to prove 
that 
1 
2k+2 ~ ( x ) ) « x exp(- c w(x» , x -+ 00 
(1.12) 
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In section 4.4 we shall apply Theor m 1 together with some 
results of Schmidt [29] and Srinivas an [35] to prove: 
Theorem 2. We have, as x ~ ~ ~ ~
263 
2052 2 63 (X) « x log x 
so that 
263 
P3 ~ ~ 2052 = 0 . 128 . . . 
Our upper 
is quite close 
bound for P3 is an improvement on (1.8), and inde d 
1 to 8 ' the critical value on the right hand side of 
(1.11) when k = 3. 
In section 4.5 we shall apply Theorem 1 to g1V th following 
improvement on (1 . 9) . 
Theorem 3. For 4 ~ ~ k ~ ~ 12 we have 
1 3 
6k (x) « x 
2k log 2 x , x ~ ~ <Xl , 
so that 
1 
Pk ~ ~ 2k 4 ~ ~ k ~ ~ 12 . 
We also have 
Pk ~ ~
1 
k+u , k 3 l3 , 
where 
16k + 21 5 u = + -2 
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Furthermore we have 
k ~ ~ 13 
on the assumption of the Linde 1tlf hypothesis . 
4.2 THE DIRICHLET SERIES ASSOCIATED WITH Qk(X)' 
Let k be fixed and let ~ k ( n ) ) be the characteristic function 
of the set of k-ful1 integers. It is c l ear that ~ k k n ) ) is 
multiplicative and that, for each prime p, 
For s = 
00 
L 
n=l 
a ~ k ( P P ) 
= { : 
(J + it, (J > 11k we have 
s 
n 
= IT [1 + 
p 
00 
p -as) L 
a=k 
a = 0, k, k+1, .... 
a = 1, 2 , ... , k-1 
that 
Lemma 2.1. 1 2 Let k ~ ~ 2 and K = 2" (3k + k - 2). Then there are 
constants ~ r r (2k + 2 < r ~ ~ K) such that 
(2 . 1 ) 
k ' K 
(
v) k k+l 2k-l 2k+2 \ r 1 + 1-v (l-v )(l-v ) ... (l-v ) c 1 - v + L ~ r r v 
r=2k+3 
holds for all v I 1. 
Proof. The product of the first two factors on the l eft hand 
side of (2. 2) 1S 
k 2 k+l (l-v+v ) (l+v+v + ... +v ) k+1 k+2 2k-l 1 + v + v + ..• + v 
(2 . 2) 
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It follows that the left hand side of (2 . 2) 1S a polynomial in v 
of degree 
(2k-l) + (k+l ) + (k+2) + ... + (2k-l ) = K. 
Moreover, when the product is multipl ied out, the terms 
2k+2 
< 2k+2) cancel, l eaving -v as the firs t non-z ero 
term. The lemma is proved. 
We now define, for a > l/k, 
1\(s) = IT 
k ~ ~ < < k k
r,;(ns) 
and, for a > 1/(2k+2), 
Jk(s) = IT (1_P-<2k+2) 5 + I ~ r r p-rs) 
p r =2k+3 
so that from (2.1) and (2.2) we have that 
00 
I 
n=l 
We note that i f k = 2, then K = 6 and 2k+3 = 7 so that the 
(2 . 3) 
(2. 4) 
( 2 . 5 ) 
sum in the Euler product for J 2(s) is empty , giving J 2 (5) = 1/1;;(65). 
We remark that, for k ~ ~ 3, the line a o is a natural boundary 
for Jk (s). To see this we need a l emma of Estermann [ 8] whi ch 
states that, ' for small x, 
1 - x + xk = 
00 
IT 
n=l 
Here £k(n) is an integer given by 
(2 . 6) 
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1 \' ~ ~ ( a ) 
n L 
ab=n 
1 
L 
r =l 
where AI' A2 , . • . , Ak are the roots of the equation 
From (2.1) and (2.2) we have that 
r; ( s ) IT Jk(s) = ~ ~ ~~ ( s ) ) p 
-s p + P -kS) 
so that from (2.6) we s ee that Jk(s) can be writt n as an infinite 
product of the Riemann zeta functions. For example , we have 
(1,0,-1,-1,-1,0,0,1,1,1,0,0,-1,-1,0,0,1,1,1,0,-1, -2 , -2 , -1,1 , 3, .... ) 
for the sequence (£3(n» so that 
2 2 
r;(13s)r;(14s)r;(21s)r; (22 s)r; (23s) r; (24 s ) 
3 
r;(8s)r;(9s)r;(10s)r;(17s)r;(18s)r;(19s) r; (25s) r; (26 s ) ... 
If we assume the Riemann hypothesis we can deduce easily 
that the zeros of Jk(s) (k ~ ~ 3) are dense in the line a = 0. 
If we follow the proof of the main theorem in Estermann ' s paper 
we can give an unconditional proof using only simple zero density 
estimates for the Riemann zeta function. We shall not require 
this result in our proofs of the theorems and shall therefore 
leave it to section 4.6. 
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00 8k (n) 
Jk ( s) = I s 
n=l n 
and 
00 Tk(n) 
~ ~ ( s) L s 
n=l n 
so that , from (2 . 5), we have 
We also note that, by (2 . 3) , 
L 1 
k 2k-l 
a l .. . ~ ~ = n 
so that 
n ~ x x
Lemma 2 . 2 . We have , as x ~ ~ 00 , 
1 
n ~ x x
I I 2k+2 8k (n ) «x k = 3,4, . . . . 
Proof . We see from (2 . 4) that there are constants 
akr (2k+2 < r ~ ~ K + 2 -+3) such that 
1 Jk (s ) = ~ - ; - : : - : - - - = ~ ~
1;; « 2k+2 ) s ) II p 
It f ollows that we can write 
K+2k+3 \ -rs 
1 + L akr P 
r=2k+3 
1 -(4k+4)s 
- P 
(2. 7) 
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<Xl Bk (n) L -
n=l nS 
where 
{ 
ll(m) 
\ (n) = 0 
if 2k+2 n = m 
otherwise 
and the series L h2(n) / n
s converges absolutely 1n a > 1/(2k+3). 
Now 
and , as y ~ ~ <Xl 
2 
II (m) 
1 
2k+2 
« y 
It follows that, as x ~ ~ <Xl 
L I Bk (n ) I = L Ih l (a) h2(b) I = L n ~ x x a b ~ x x b ~ x x
1 
L Ih2(b) I ( ~ ) 2 k + 2 2« « b ~ x x
since Ih2 (b ) 1 <Xl L bl@-k+2) < <Xl b=1 
4. 3 PROOF OF THEOREM 1. 
We have , by (2. 7) and (2.8), that 
Ih2 (b) I 
1 
2k+2 
x 
Qk (x ) = L Clk (n ) = L Bk(m) 'ken) 
n ~ x x m n ~ x x
= L 
m ~ x x
Bk (m) ~ [ [ ) ) . 
L Ihl (a ) I 
a ~ x / b b
From (1.3) we now have that 
1 
\' * r 
L ~ r r x 
k ~ ~ < 2 k k
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m ~ x x
<[;) . 1/r 
m!Sx m 
+ 
From Lemma 2.2 we have, by partial summations, that 
Ir\(m) I 1 1 ----
L 2k+2 r (k ~ ~ r < 2k) , l/r « x m>x m 
so that 
1 1 
(3.1) 
1 1 
Bk (m) L * r L I * xr {Jk (;) O(x2k+2 -1} ~ r r x l/r ~ r r + kH<2k m ~ x x m k ~ ~ < 2 k k
1 1 
L ~ r rk ~ r < 2 k k xr + o[x
2k
+
2} 
by (1 . 6). It now follows from (1.7) and (3 . 1) that 
* Suppose first that Pk < l/(2k+2). We can then choose P so 
* that Pk < P < 1/(2k+2). From Leuuna 2.2 and partial suuunations, 
we have 
m ~ x x
so that 
1 
2k+2 - P 
« x 
(3.2) 
m ~ x x
* 13k (m) t\k 
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[;) « 
m ~ x x
and hence, from (3.2) 
1 
2k+2 
ilk ( x) « x 
1 
2k+2 
x 
* This proves that Pk ~ ~ l/(2k+2) provided that Pk < l/(2k+2). 
* Suppose next that Pk > l /( 2k+2) and let P and A be such that 
P > l / (2k+2) , A > 0 and 
* xP A '\(x) « log x , x -+ 00 
Then 
L * (i) « xP A L Isk(m) I xP A 13k (m) ~ ~ log x « log x m ~ x x m ~ x x mP 
since the Dirichlet series for Jk(s) converges absolutely 1n 
a > l /( 2k+2 ). From (3 . 2) we now have 
and in particular we have 
if 
It 1S also clear frum the above that if 
1 
* 
2k+2 A ~ ( x ) ) « x log x 
then 
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1 
2k+2 HI ~ ( x ) ) « x log x. 
The theorem is proved. 
Cohen and Davis [4J pointed out that the uniqueness theorem 
for Dirichlet series is used in the Batemann-Grosswald proof of 
Pk :s 1/(k+2), and in [4J they gave another e l ementary proof by 
means of some special divisor and tot ient functions to avoi d the 
use of the uniqueness theorem. Here we give a ske tch of a direct 
and elementary proof of Theorem 1 itse l f without the use of special 
functions or the uniqueness theorem. We confine ourselves to the 
case k = 3. We have 
say, where 
L 2 ~ ~ (be) = L ~ ~ ( b ) ~ ~ ( c ) u ( R.) 2 2 f 
345 
abc ~ x x 345 R. b abc ~ x x R.I c 
L 2 2 ~ ~ ( m ) ~ ~ ( n ) ~ ~ R R ) )
345 9 
a m n R. ~ x x
(mn, R. )=l 
= I ~ ( b ) ~ ( c ) ~ ~ R R ) )
3d4 5b 8n 9 10 a e ~ ~ c ~ x x
(bcde,R.)=l 
= I 
b 8n 9 10 ~ ~ c ~ x x
= 
(bc, R. ) =1 
I 1 
345 
abc :sx 
(bc, R. ) =1 
I 
345 
abc ~ x x
say, where 
say, where 
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L 1 
345 
abc ~ x x
bc=O(mod m) 
(b ,m) =h 
L 
345 
abc ~ x x
where S3(x) is defined by (1.2). Substituting (1. 3) into here 
and working back to Q3(x) we find that 
where 
1 
5 * r 1 + L A3r x Q3(x, - ) + ~ 3 ( x ) )
r=3 r 
Q3(x, ~ ) ) = L 
b 8n9 10 
1 
gem, r) 
)(, c ~ x x
(bc, £)=1 
= L 
b 8n 9 10 )(, c ~ x x
(bc,t)=l 
(m)g (m, 1:.) 
r 
(3 .3) 
(3 . 4) 
and 
If we write 
and 
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[VX4J . 
IT (1_p-8/r)-1(1 _p-10 / r)-1 
pit 
then we will arr1ve at 
00 
1 L 
£=1 
It can be verified that 
and 
F(p l) = 
, r 
so that 
00 
L 
£=1 
( a l) F P , 
r 
o , a=2 , 3, ... 
-9/r -13/r - 4/r -18/r p + p + p - p 
From (1.6), (1.7) and (3.3) we now have that 
1 
+ "8 ~ 3 ( x ) ) = ~ 3 ( x ) ) + O(x ), 
and the required result can be derived f rom (3.4) and (3.5). 
(3.5) 
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4.4 PROOF OF THEOREM 2. 
I n [7J Erdos and Szekere s also gave the asymptotic formula 
associated with the number of Abelian groups of a given order 
mentioned in Chapter Two, section 2 . 4 . This asymptotic formula 
was rediscovered by Kendall and Rankin [ 1 l l 1 1 who gave a superior 
estimate for the error term. This then l ed to a s uccession of 
improvements by Richert [27J, Schwar z [3eD, Schmidt [29J , and , 
more recently, by Srinivasan [)s]. 
We define 
1jJ ( x ) = x - GeJ - } , 
and , for ~ o s i t i v e e constants ~ , , a , Y we write , fo llowing 
Richert [2 fI , 
R(x :a, B,Y) = I 
~ ~
n ~ x x
and, following Schmidt [ 2 ~ ~ , 
S a ( x ) 
a , , Y I 
a+B Y 
m n ~ x x
m>n 
Richert 1}7] showed that, for positive con s t ants u, v the rror 
term associated with the sum 
I 1 
a ~ v ~ x x
can be expressed in terms of R ( x x ~ , a , y ) ) with a , B, y depending on 
* u and v . In particular the error t e l . D.2 (x ) associ'ated with our 
sum S2(x) 1 ~ ~ given by 
(4 . 1) 
( 4 . 2) 
(4.3) 
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a formula that we shall use late r in section 5 . 2 . In order to 
improve on Richert's result Schmidt [29] had to consider the 
error t e rm ~ j l ) ) x ) ) associated with the sum 
and he proved that 
L 1 
2 3 
ab c ~ x x
1 
lljl)(x) = L S B (x) + O(x6) 
( ) a, ,y a,B,y 
where the summation is over the six permutations of (1, 2 , 3). 
* . For our present problem of the e rror t e rm ~ ~ ( a ) ) assoc1ated 
with the sum S3(x) we have 
1 
L S B (x) + O(x12 ) 
( B ) Ct "y Ct, , Y 
where the summation is now over th e six pe rmutations of (3 , 4 , 5) . 
We shall omit the proof of (4.6) since it is, of cour se , th 
same as that of (4.5). 
Next, in order to estimate S Q (x) we shall apply the 
Ct , P ,Y 
'following result due to Srinivasan [35J. 
Lemma 4.1. (Srinivasan [35J, Main Theorem). 
Let p , a > 0 and (Ao,A l ) be any two dimens iona l exponent 
Eair . Let z, M, N, F satisfy 
1 « M « F 1 « N « F. 
(4.4) 
(4 . 5 ) 
(4.6) 
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Then, for any region D 1n the r ect angl e M < m ~ ~ 2M , 
N < n ~ ~ 2N , we have 
1 
III 
L F4 /'14 N + F 2M N. (m,n)ED 
The definition of a two dim nsional xponent pair i s given 
in [35] where it is also shown that 
[ 23 45 ) 250 ' 250 
is such a pair . With this pair the fir s t t e rm on th e r i ght h nd 
side becomes 
1 
( 
92 171 N263) 342 F M 
Now let us write 
S Q (x; m, N) = 
a , ~ , y y L M < m ~ 2 M M
N < n ~ 2 N N
a+S y 
m n ~ x x
m>n 
With z = x l / a p = S/ a a = y /a we have , f r om L mma 4.1 
with the exponent pair (4 . 8), that 
1 1 - 1 1 
S t3 (x ; M, N) « (F92 Ml7l 261J 342 4 4 2 M N , N + F M N + F a , , y 
(4.7) 
(4. 8) 
(4. 9) 
where 
F 
Let (o., i3 ,y) be any 
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-8 -Y 1/0. ( x M N ) 
permutation of (3,4,5). 
4 S 6 o.+S M N «(MN) «M NY « x 
and so 
1 1 1 }4a F4 M4 N {X(M4 N8) 0. /2 (Mo.+S Ny)-l = 
1 1 
2M N {x -1(M4 NS)o./4 Mo.+S }2o. F NY « 
and 
1 
« 
(F92 Ml7l N263 = x92 (?-iN) 26 3 r42 { (Mo.+f3 
Therefore 
263 
2052 S Q (x; M, N) « x 
o.,IJ,Y 
and so, f rom (4.3), 
263 
2052 2 S Q ( x ) « x log x. Ct,IJ,Y 
Then 
1 
"8 
x 
1 
"8 x 
1 
342 Ct 
NY)-92} « 
The required result now follows from (4.6) and Th eor m 1. 
4.5 PROOF OF THEOREM 3. 
* 
263 
2052 x 
We see from Theorem 1 that we need deal only with ~ k k x ) . .
Suppose first that 4 ~ ~ k ~ ~ 12. Let x be half an odd pos itiv 
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integer and £ > O. We put 
1 
c = - + E: , k 
M T = x (M > 1 + c ). 
From (2.3) and (2.8) and the usual method (s ee , for example, 
Titchmarsh [36] , p. 53. ) of finding t he partial sum of the 
coefficients of a Dirichlet series we have that 
where 
= _1_ fC+iT 
Sk(x) 2' 
TIl. 'T C-l. 
00 
l1c(s) x 
s 
IR(x,T)1 ~ ; ; L Tk(n) 
n=l 
« 
c+l 
x 
T 
« 1 , 
s 
ds + R(x,T) 
by (5.1), We move the line of integration from a = c to a 1/2k 
passing through the k simple poles of the integrand at 
1 1 
s = -k ' k+l , ... , 
1 
2k-l 
The sum of the residues at these poles is 
* 
1 
L * r k ~ r < 2 k k ~ r r x 
where ~ r r l.S defined in (1.4). * From the definition of ~ k ( x ) )
together with (5.2) and (5.3) we now have , from the residue 
theorem, that 
(5.1) 
(5.2) 
( 5 . 3) 
(5.4) 
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where II' 12 , 13 are the integrals of ~ ( s ) ) xS/s a lon g th e lin s 
joining the points 
c - iT , 1 2k 
Ln the respective order. 
iT , 1 2k + iT , 
We first estimate 13 , Here we have 
s = a + iT , 1 2k < a < c • 
c + iT 
From the well known estimates (s ee , for example , Titchmarsh [36] , 
p. qq. ): 
1 
Z;(! + it) « t6 2 7,;(1 + it) « t
E 
we have that 
!(l-na)+E 
7,; (ns) « T3 
Let us put 
1 . 
- + LT s 
= f n ~ ( S s ) ) x 
---- ds , 
1 + iT 
n+l 
so that 
L I 3 (n) + 0(1) , k ~ n < 2 k k
since 
f1
c + iT s ~ ( s ) ) x 
k + iT s 
c 
ds «x « l. 
T 
1 1 ~ ~ a ~ ~2n n 
k ~ ~ n < 2k 
( > 1) 
(5 . 5) 
(5 .6) 
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Let 
1 n 
(1 - ~ ) ) 1 (3 L =- (n-k) (n-k+1) n 3 
r=k 6n 
and we shall prove that, for k ~ ~ n < 2k , 
1 
- + E: 
n 
x 
13 (n) « 1-6 
T n 
+ 
1 
n+1 + E: 
X 
1-6 +1 T n 
For r satisfying n < r < 2k we have 
z;; ( rs ) « TE: 1 
n+] 
and therefore, from (5.5 ), 
1 n 
"3 L (l-ro) +k E: 
r=k 1 11c (s ) « T 
n+1 
It follows that 
1 1 n 3 L (l-ro ) +k E:-1 
T r=k XO do I n1 13 (n) « 
n+1 
1 1 
« 
):i. TkE: xn+1 Tk E: 
1-(3 + 1- (3 +1 
T !1 T n 
, 
1 
< 0 < 
n 
1 
< 0 < 
n 
since the integrand is maximum at 0 = l /n or 0 = 1/(n+1), and 
; I (1 - ~ ) ) = 
r=k l. n+1 
( 5 . 7) 
( 5 . 8 ) 
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S . k ~ n c e e T Mk £ = x by (5 .1) we s ee th a t (5.8) i s prov ed if we 
replace E by E/Mk. 
From (5 . 6) and (5.8) we now have th a t 
1 
- + £ 
n 
x 
1-(3 
T n 
+ 1 . 
Similarly we have 
1 
- + £ 
n 
II « L x + 1 1-(3 . k ~ ~ < 2 k k T n 
We next deal with 12 , Let us write 
f(s) IT 
k<n <2k 
Z:;(ns) 
SO that 
since 
12 = 
1 
J 2k 
1 
2k -
1 
zk 
« x 
+ iT 
s I;; (ks)f(s) x ds 
s 
iT 
i k t t f ( 2 ~ ~ + it) I 
t 
the integral 1 . d 1 . . along - - ~ ~ an 2k + ~ ~ ~ s s2k 
the Cauchy-Schwarz inequality to the integra l 
1 Il;(i + ikt) 12 I f ( 2 ~ ~2k { f: f: 12 « x - dt t 
dt + x 
1 
2k 
bounded. 
we have 
+ it) 12 
t 
From Ti tchmarsh [36J, Theorems 7.3 and 7.1 we have 
Applying 
th a t 
1 1 
dt}2 2k + x 
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JT 1 2 \ ~ ( 2 2 + it) \ dt « T log T , o 
and 
L R b h . . f· 2R- 1 T 2R et e t e ~ n t e g e r r s a t ~ s s y ~ n g g < ~ ~ • Then 
R r 
L 
r=l 
1-r 2 J2 1 2 \ r;; (I+ikt)\ dt 2r - 1 
« 
R 
L 1-r r r 2 . 2 log 2 « 
R 
L r 
r=l r =l 
2 2 
«R « log T, 
and similarly 
dt « log T • 
Therefore we a r r ~ v e e at 
1 3 
2k "2 12 «x log T. 
Returning to (5.4) we now have that 
1 3 1 - + £ 
* 2k 2 
n 
L x 6k (x) « x log T + + 1 1-13 k ~ ~ < 2 k k T n 
Since 4 ~ ~ k ~ ~ 12 we see from (5.7) that I3
n 
< 1 for k ~ ~ n < 2k . 
With M sufficiently large in 
side 1S bounded and therefore 
1 3 
* 
2k 2 ~ ( x ) ) « x log 
Suppose now that k ~ ~ 13 . 
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(5.1), the sum on th ri ght hand 
x 4 ~ ~ k ~ ~ 12 . 
From (4.7) we se e tha t 8 < 1 
n 
provided that k ~ ~ n < k+u where u is given in the theorem. We 
now consider the integral in (5.2) and move th line of integr a t ion 
from a = c to a = l/(k+u) only. The same ar gument can b appli d, 
except that we now have that 
1 1 - + e: 
n k+u + e: 
II + 13 L x « 1-8 + x k ~ ~ < k + u u T n 
and 
1 
+ iT eu f\ (s) s x 12 ds = 
k+u -
1 
k+u 
« x 
iT 
1 
k+u 
«x log T . 
From these estimates we deduce that 
1 
* k+u + e: 
l\(X) « x 
and hence 
5 
k ~ ~ 13 
1 
k+u dt + x 
k ~ ~ 13 . 
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If we apply deeper theorems concern i ng th e order of ~ ( s ) )
I 
on the critical line a = 2 we can improve on our r esult fo r 
k ~ ~ 13 sli ghtly. In fact, if 0 < A < 1/6 and 
1 
+ it) « A ~ ( ( t t + co 2 
then we can take 
n (1 - ~ ) )Sn n L 
r=k 
and now the condition B < I will hold for n < k + u' wh r e 
n 
u' > u . In particular, assuming the L i n n e l l f f hypothesis , 
namely that 
for all E > 0, we have that 
* lIk (x) 
1 
2k 
« x 
3 
2 log x, 
t + co 
k ~ ~ 13 . 
The theorem now follows from these results and Theor m 1. 
4.6 A PROBLEM OF ANALYTIC CONTINUATION. 
For k ~ ~ 3 the line a o is a natural bound ar y to the 
function Jk(s) defined in (2.4). The proo f r equires on ly a 
small modification of the proof of the main th eorem in Es t ermann' s 
paper [8]. We shall restrict ourselves to the case k ; 3. 
Let us write, f or a > 1, 
g(s) -s p -3S) + p (6 .1) 
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so that, by ( 2 .1), (2.3) and (2.5), 
1;;(S) g (s) 
1;;(3s)1;; ( 4s)1;;(5s) 
Since 1;;(S) , 1;; (3s), 1;; (4s) and 1;; (5s) are meromorphic in the whol 
s-plane it remains to show that a = 0 is a natural boundary to g (s) . 
Le t Al A2 A3 be the roots of th e equa tion 
, , 
and let 
We recall that Estermann proved that 
Q, (n) 1 L ~ ( a ) ) ( Ab1 + A ~ ~ + A ~ ) )n ab=n 
is an integer which s tisfies 
. 
()() 
IT 
n=l 
Ix I < 1 
a 
and it 1S clear that 
Let 0 < 0 < 1, 1/0 M > a 
I Q Q ~ ~ ) ) I 
p 
and since 
n = 1, 2 , 3 , .... 
For p > M and a 7 0 w hav 
(6.2) 
it follows that 
00 
L 
n::::1 
Therefore 
L 
p>M 
and so 
a 
a p 
I £ ~ ~ ) ) I ~ ~ 3 ~ ~
p p 
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1 
1 _ - 0 ap 
I I £ ~ ~ ) ) I < 00 
n::::1 p 
00 
3a 
< -----0 
1 - aM 
a > 1 
00 
1 
a p 
IT IT (1 _ p-ns) £(n) 
p>M n::::1 {
IT (1 _ p-ns) 
p>M 
From (6.2) we now have, for a > 1, 
-s -38 00 { }-t (n) IT (1 - p + P ) = IT ~ M ( n 8 ) )
p>M n=l 
where 
}
£(n) 
~ ~ (ns) = ~ ( n 8 ) ) -ns IT(l-p ). 
p:sM 
From (6.1) we now have, for a > 1, 
g(s) IT (1 _ p-s -3s 00 { }-£(n) + p ). IT ~ ~ ( n s ) )
p ~ M M n=1 
a > 1 . 
say, where 
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-s 
rr(1-p 
p ~ M M
-3s 
+ p ) 
{ }
- £ (n) 
IT Z; (ns) n ~ ~ [1/(1 M 
{ }
- Q. (n) 
IT ~ ~ ( n s ) ) . 
n> [1/oJ 
Now gl(s) is an entire function, and g2 (s) is meromorphi c 
in the whole s-p1ane. We next show that he produ ct fo r 83 ( S ) 
converges uniformly in a 3 o. In fact , for 
we have 
and 
so tha t 
and a 3 cS 
00 
-no 1 I ~ M ( n s ) ) - 11 ~ ~ L 
m=M+l 
m < ---
00 
! £ (n)!M 
(no-l)Mno 
n> [}/oJ 
nb- 1 
< 00 
Therefore the series 
00 
L ! Q. (n) " ~ M M( no) - l! 
n> [1/ oJ 
converges uniformly in a 3 0, and hence the product for g3 (s ) 
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converges uniformly in cr ~ ~ O. Th erefore g3 (s) is meromorphic 
in cr > 0 and since 0 is arbitrary it fo llows that g(s ) has a 
meromorphic continuation into cr > o. 
We next show that the zeros of g (s) are dense in the line 
cr = O. Let £ > O. We show that g(s) has a zero i n the square 
o < cr < £ u < t < u+ £ 
where we can assume that u > O. We shall also assume that 
a = IAll so that we can write 
e 
a = e B > 0 . 
For x > 0 we shall denote by w(x) the number of prim s not 
exceeding x, and by N(x) the number of zeros of ~ ( s ) ) with 
o < t < x. We can choose V so large that 
and 
0<1 
V < £ , 
21T 
Ve < £ , 
(6.3) 
(6.4) 
eVe> 2V N(2V(u + e: )). (6.5) 
The last two inequalities being possible because , as x + 00 , we 
have the well known estimates 
w (x) IV -:--_x_ 
log x 
We note that the rectangle 
N(x) « x log x . 
u < t < u+ e: (6 .6) 
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1S contained 1n the square (6.3). Now take 
1 6 =-2V 
Then g3 (s ) has no poles in the rectangle (6.6). Le t Z denote 
the number of distinct zeros of gl (s) and let P denote the number 
of distinct poles of g2 (s) in the rectangle (6.6), so that it 
suffices to prove that 
Z > P. 
Now I - p-s + p-3s = 0 if pS = AI' which is the case if 
slog P = log Al = B + iCy + 2nm) 
where m 1S any integer. Thus, if s = cr + it where 
B t Y + 21Tm p ~ ~ M cr = log P , = log p 
then s is a zero of gl(s). If, moreover, 
VB 
< P ~ ~ 2VB e e 
so that 
1 B 1 21T < £ 2V ~ ~ <-log p V ' log P 
which means that, for each such prime p, at least one of the 
numbers s given in (6.8) is in the rectangle (6.6) and so 
- [ 2VB) Z ~ ~ w e - ( VB) - w e . 
On the other hand, each pole of g2(s) must be a zero of 
~ M ( s ) , , ~ M ( 2 s ) , , ... , ~ M ( 2 V s ) ) which have the same zeros in cr > 0 
(6.7) 
(6.8) 
(6.9) 
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as t(s), t(2s), ... , t(2Vs). Hence 
2V 
P:s L 
n=l 
P 
n 
where P ~ s s the number of zeros of tens) in the r ec t angl e (6.6), 
n 
and this ~ s s the same as the number of zeros of Z; (s) in the 
rectangle 
and so 
and hence 
n n 
2V :s (J < V ' un < t < (u+E)n 
P ~ ~ N«u+E)n) :s N(2V(U+E)) 
n 
P ~ ~ 2V N(2V(n+E)) . 
The required result (6.7) now follows from (6.4), (6.5), (6.9) 
and (6.10). 
(6.10) 
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CHAPTER FIVE 
THE DISTRIBUTION OF SQUARE-FULL INTEGERS 
5.1 INTRODUCTION. 
In this chapter we study the finer distribution of the 2-full 
integers, or the square-full integers. We shall write Sex) and 
Q(s) for S2(x) and Q2(x) respectively. We r ecall from (4.1.3) 
and (4.1.7) that 
1 1 
Sex) * 2 * 3 * = A22 x + A23 x + 62(x) 
and 
'Ie 
and that P2 and P2 are the infima of the sets of exponents 
* associated with the error terms 62 (x) and 62 (x) respectively. 
We also have, fr om (4.1.12), that 
* 2 
P2 ~ ~ 15 
and, by Theorem 4.1, 
1 
P <-2 .. 6 . 
As we remarked in Chapter Four , (1. 3) is due to Richert and 
it ~ s s the consequence of a particular case of his general result 
on the estimation of the sum 
R(x; a , S,y) I 
a 
n ~ x x
~ ~ [ x ~ ) ) , 
n 
using the method of exponent pairs. In section 2 we shall choos e 
(1.1) 
(1. 2) 
(1. 3) 
(1. 4) 
84 
a more suitable exponent pair for our particular problem, and 
prove that 
as x 
If P2 < e < I' then it is easy to deduce from (1. 2) that, 
-+- 00 , 
1 
( 
- + e) Q x + x2 - Q(x) 
The question is whether there exists a e ~ ~ P2 such that (1.6) 
1S true. Let e be the infinum of all such e so that, by (1.4), 
o 
0.166 ... 
In section 3 we shall prove: 
Theorem 1. We have 
* 1 + P2 
e 0 ~ ~ ------:-* 
9 - l2PZ 
From (1.5) and Theorem 1 we deduce that 
0.1529 ... 
which is an improvement on (1.7). 
Let (q ) denote the sequence of square-full integers. This 
n 
(1. 5) 
(1. 6) 
0.7) 
sequence contains all the perfect squares together with square-full 
integers which are not squares, these being numbers of the form 
/(b) 1 , b > 1 . 
There are [xl/2] squares not exceeding x, and since 
3 
r,;(-) 2 
A22 = r,;(3 ) 
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2.1732 ... > 2 
we see from (1.2) that the squares form a minority in the sequenc 
(q). As a consequence of this the problem of whethe r ther e ar e 
n 
infinitely many pa1rs of consecutive squares in the sequence (qn) 
is not trivial. Here we prove much more. 
Theorem 2. Let f en) denote the number of square-full int g r S 
. h . 2 ()2 1n t e 1nterval n < q < n+l , and let 
F 
m 
{n fen) = m} , m = 0,1,2, ... 
Then each Fm has positive asymptotic density d
m 
given by 
where 
d = 
m 
c 
a 
00 
L 
£=0 
1, 
( -1) £ ( m+ £) ! 
m! £ ! c m+ £ 
L c = r l<b < ... <b 
1 r 
In particular, since 
d 
o 
00 
= L 
£=0 
r = 1, 2 , ... 
(see the calculations 1n section 5.5), it follows that (q ) do s 
n 
indeed contain infinitely many pairs of consecutive terms that 
are both squares. 
Let a(n) denote the number of non-isomorphic Ab e lian group s 
of order n. Kendall and Rankin [1{:1 showed that e ach of the s t s 
{n : a(n) = m} m = 0,1,2, ... , has asymptotic density P , and 
m 
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they ca ll the s equence (P ) the asymptoti c f r equency distribu t i on 
m 
of a(n). They remarked that a (n) is a rar e examp l e of an i n teger-
valued function with finite mean va lue f or whi ch t he asymptotic 
frequency distribution (P ) can be ca l culate d explicity and 
m 
s a tisfie s 
00 
L 
m=O 
P 
m 
1, 
00 
L 
m=O 
m P 
m 
1 . 1 I;' 1m - L 
x 
x ~ ~ n ~ x x
a (n). 
We r emark that the function fen) 1n Theorem 2 is another s uch 
example. (Note that d
m 
> 0 for all m wher eas Po = P13 = 0 .) 
2 Since the equa tion x 8y2 + 1 has inf ini t ely many solutions 
1n integers we see at once that 
lim inf (qn+l - qn) = 1 . 
n-kx>· 
In our final section we deduce from (1.2) and d > 0 t hat 
o 
lim sup 
n ~ ~
5.2 PROOF OF (1.5). 
First we have 
* t;2(x) = _ R(x,. 1 1 ~ ) ) - R(x 5' 2' 2 
where, for positive a, B, y, 
1 1 ~ ) ) + 0(1) 5' 3 ' 3 
R(x; a, 8 , y ) = L 
a 
n ~ x x
w ( ( ~ J J . 
(1. 8 ) 
( 2 . 1) 
(2 . 2) 
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As we pointed out in Chapter Four thi s i s a parti cul ar case of 
a general result due to Richer t [ 2 ~ 1 . . We see from (2.1) and 
* 1/5 (2.2) that trivially 62 (x) « x Since 
1jJ( x) x- GcJ -I= 00 1 L 
7T n=l 
sin 2mrx 
n 
whenever x is not an integer, the sum in (2. 2) can b transfo med 
into a trigonometric sum. If we apply Vinogradov ' s m thod of 
estimating trigonometric sums (see, for exampl , Gel ond nd 
Linnik [(I p. * 1/7 ) we can prove that 62 (x) «x , giving 
* P2 ~ ~ 1/7. Although this is inferior to (1. 3), it is nev rth 1 ss 
a significant result in the sense that it establishes th in qual' y 
(4.1.11) when k = 2. 
Van der Corput's method of estimating trigonometri sums h s 
been developed into a delicate theory of exponent pa'rs due 
van der Corput [38J, Phi llips [ 2 ~ I , , and Rankin [26J Th ra h r 
complicated definition of an exponent pair is giv n in [2(\ and 
[2f\. By means of this theory Richert [2 n has prove th ollowing : 
Lemma 2.1. (Richert [?7J, Lemma 8). 
Let a, a, y be positive constants and 1 t (k, £) be an expon n 
pair with k > O. Then, as x + 00, 
R(x; a, a, y) « x 
1 
a- -(S-ay) 2 
+ 
ah ( S-ay )k 
k+l 
x 
ak 
k+l 
x log x 
13k 
1 + ( y+ 1 ) k - R, 
x 
if R. > yk • 
if R. yk • 
if R. < yk . 
from 
and 
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Let (k, Q, ) be an exponent pair such that U 
Lemma 2 .1 that 
R(x; 1 1 1) 5' 2' 2 
R(x,' 1 1 ~ ) )5' 3' 3 
1 k 
« x 
10 + x 2 (k+l) log x 
1 k 
10 2(k+1) 
«x + x 
= 3k. We s 
, 
1 By the definition of an exponent p a ~ r r we must have t ~ ~ 2 so th t 
k ~ ~ 1/3 and hence k/2(k+1} ~ ~ 1/8. It now follows f rom (2 . 1) th t 
k 
~ ; ( x ) ) « x2 (k+1) log x 
giving 
k 
2(k+1) . 
By an application of the A-pro cess Phillips [24] showed h 
if (k, Q, ) is an exponent pair, then so is (k1 ' £1 ) = A(k, £) wher 
k = k 
1 2(k+l)' 2(k+l) 
By applying the B-process he showed that if (k, £) is a xpon nt 
pair, then so is (k1 , t 1) = B(k, Q, ) where 
1 k = Q, - -1 2 ' 
Rankin [26J showed that there is also a convexi ty process whi h 
asserts that if (k1 , Q, 1) and (k2 ' £2 ) are exponent pairs , then so 
is 
(k, Q, ) 
where 
(2 . 3) 
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k (0 :: t :: 1) . 
Now let (n, 1 n) be an exponent pair, and con s id r t h -+ 2 
exponent pa i rs 
[n + 1 ~ ] ]1 2 2n + (k l ' £1) BA(n, - + n) = 2 2n + 2 ' 2n + 
[2n 3 4n + :] + -2 1 2 (k2 ' £2) = BA (n, - + n) = 2 6n + 4 ' 6n + 
We can apply the convexity process C to these two pairs t o giv 
an exponent pair (k,£) such that 2£ = 3k. Speci f i ca lly , 1 
t = 
2 
1 - 3n - 4n 
3 + 4n + 2n 2 
Then we have the exponent pair 
It now follows from (2.3) that 
2n + 1 
4(n+l )(n+2) 
two 
h . ( 1 ). were n 1S any number such that n, 2 + n 1 S an xponen t pair . 
Now, as an immediate consequence of th e def inition of an 
exponent pair, (0,1) is an exponent pair so tha t we have t he 
exponent pair 
[i ' ~ ) ) = AB(O,l) 
and so we can take n = 1/6 in (2.4) giving our r quire d res ult 
(1.5) . 
(2 . 4) 
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With more t edious ca lcul ations we c n improv on (1.5) 
slightly . For exampl , w can consid r 
(11 57) 2 [1 2] 82 ' 82 = ABA 6" ' "3 
(16 52J (11 57J 82 ' 82 = B 82 ' 82 
(27 109) {(11 57) 164 ' 164 = C 82 ' 82 (16 52) , 82 ' 82 
so that we can take n = 27/164 g v ng 
* < 8938 
P2 .. 67805 
12 
< -91 
Let n be the infimum of all n s u h h t (n, ! + n) 
o 2 
exponent pair so tha t w h v 
* 2n + 1 o 
P2 ~ ~ 4(n +l)(n +2) 
o 0 
From Rankin I S calculations [26J w have 
no = 0.1645106784 . .. 
giving 
* P2 ~ ~ 0 . 13181619 ... 
5 . 3 PROOF OF THEOREM 1 . 
Let P and a satisfy 
* 1 
P2 < P < 6" ' 
8 n 
(3 . 1) 
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and for x > 1 we l e t 
1 8 1 - + 
"6 h = 2 l og (3.2) x x < < x 
First we have , from (4.1.1), 
Q(x) I I lJ2(b ) = I L L lJ ( ) ... I 1J( ) , 
q ~ x x 2 3 q ~ x x 2 3 2d=b 2d 6 a b =q a b =q c ~ x x
so tha t 
Q(x+h) - Q(x) = I lJ( ) 
x< 2b 3 6 .. x h 
L IJ ( ) L \.I (c) 
x< 2b3 6 e <x h x< 2 6 b c <x h 
c< > 
= II + L2 (3 . 3) 
say . We have at once 
II = I 1J ( e ) L 1 
c ~ t t x 2b3 x h 
- 6< ~ ~ 6 -
c 
L lJ( c ) { s ( X X h ) ) - S ( x6) } 
c ~ t t c c 
Now, as x ~ ~ co , we have 
1 1 
8 [ 28 
1 
(x+h)'2 '2 - ~ ~
- x = x + 0 x (3 . 4) 
1 1 1 
3 "3 8- -6 (x+h) - x « x (3 . 5 ) 
and 
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c ~ t t
so t ha t, from (1.1) and (4 . 1 . 6) , w a r r ~ v v a t 
Next we put 
T(x ,t) 
so tha t 
L 1 
2 3 6 
a b ~ x x
c> t 
II21 ~ ~ T(x+h, t ) - T(x , ) 
and it now fo l lows f rom ( 3. 3) nd ( 3. 6 ) h 
IQ( x+h) - Q( x) - (} A22 + O( l »)xel ~ ~ T(x+h , ) - T(x , ) 
We f i rs t use th fol l owi ng crud m t had 
T(x+h, t) - T(x ,t). Le t u b a numb s s y 'ng 
5 
u t > h . 
Correspondin g t o ach pair of numb r s a , b h r r 
numb ers c sa ti sfy ing c > t and x < a2b3c6 < x+h , s in 
We conclude t hat 
T( x+h,t) - T( x, t) ~ ~ L -6 u = u S ( 2x ) « 
2 3 -6 
a b ~ 2 x t t
(3 . 6 ) 
0 . 7) 
o[x 1- p) , 
(3. 8) 
(3. ) 
mas LI 
1 
'2 -3 
u x 
We now set 
1 
"8 
t = x log x , 
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u = x 
so that (3 . 9) holds by (3 . 2) , and th a t 
From (3 . 8) w now h ve that 
6- ~ ~8 
Q(x+h) - Q(x) = [ ~ A A + (1»)X6 2 22 
Consequently if, in (3 . 1), 6 ur h s 
1 + 2p 1 
8 < e < 2" 
s 
then the asymptotic ormu1 (1.6) h Ids . This p v s h 
* 1 + 2P2 
60 ~ ~ 8 
and on applying (1 . 5) w arriv t 
1- p) 
x) . 
115 6
0 
~ ~ 728 = 0 . 1579. . . (3 . 10) 
which is already an improv ment on (1.7). 
We next mak a mar r ful stirn 
We r ecal l from sec ion 4.2 that 
I 1 
2 3 
a b =n 
so that , from (3 . 7), 
for T(x h), ) - T(x, ). 
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T(x , t) = I T 2 (n) I T 2 (n) I 
6 -6 -1 1/6 
nc ~ x x n ~ x t t <c« xn ) 
c>t 
1 
I T 2 (n ) {[ ( ~ ) )J -GJ} 
-6 n ~ x t t
1 1 
- "6 
L T2(n){ (;t - ~ ~ ( ; ) ) )} - -6 S (x ) , 
-6 
n ~ ~ t t
provided tha t ~ ( t ) ) = 0 , nd thi s w m y um by kin 
be half an odd integer . NOW, by (1.1), 
1 1 
-6 * 2"-2 
tS(xt ) = A22 x t * 3" - 1 A23 x 
Similarly to the d rivation 0 (1. 1) i s 1 
1 
- 1 
L T 2 (n) (;t = x6 L 1 
a
2b3 -6 2 3 -6 n ~ ~ t t a b ~ x x
1 1 
3 * 2 -2 * 3-1 
= 2" A22 x t + 2A23 x t 
Let us wri t e 
U(x,t) = L 
-6 n ~ x t t
L 
1 
T 2 (n) . [ [ ~ t l l
2 3 -6 
a b ~ x t t
w h v h 
0 .11) 
) . 
(3 . 12) 
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In V1ew of (3. 4) and (3.5), it now fol l ows Erom ( 3.11) that 
T(x+h),t) - T(x,t) p l-6 p e - U(x+h , t) + U(x ,t) + O(x t ) + o (x ) , 
and so, Erom (3.8), we now have 
Using the trivi al s timat in (3.1 2) w h v 
1 
IU( x ,t)1 ~ ~ I -6 "2-3 1 = S(xt ) « x t 
On setting 
so that 
1 
2 3 -6 
a b ~ x t t
1-2p 
8-12 p 
t = x 
2 -3 p 
x t = x 
1-6p 
1 
= x 
8-12p 
we arriv at 
Q(x+h) - Q(x) = [1:. A + (1») x6 2 22 
Consequently i f , in ( 3 . 1 ~ ~ e s tisf · s a l so 
1 1 
8 < e < -2 -12p 
1 
then the asymptotic formula (1 . 6) holds . This proves h 
and on applying (1 . 5) we ar r iv at 
(3 . 13) 
96 
91 80 ~ ~ 584 = 0 .1 558 ... 
which 1 S an improvement on (3 . 10) . 
Our f ina l improv ment comes from a non-trivi 1 st imac 
for U(x , t) give n by th fo llowing : 
Lermna 3 . 1. \.Je have , ~ ~ x 00 
U(x , t) 
1 
6' 
uni form l y in t ~ ~ x 
1072 
855 ) 
From th l ermna w s e h 8 x ... , 
7 1 
'2 U(x , t) « x '2 1 2 g x , 
wh r 
421 B = -- c 3841 
W finally set 
t = x 
80 that 
l-2 p 
9-12p 
1 7 
2 2 p 1-6 p 
x t = x t 
* Since p > P2 ~ ~
of t is at most 
1 
10 by (3 . 1) 
. 1 96 ... 
x 
1+p 
9-12 p 
nd (4.1. 5) w 
4 39 = 0 . 10256 .. . < B 
s 
2 l og 
h 
x 
so that (3.14) i s valid, nd so from (3 . 13) w hav th t 
l+p 
Q( x+h) - Q(x) = [I A22 + 0(1» )X8 + 0 x9- l2p 10g2 X) 
xpon n 
(3 . 14) 
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Cons equently i f e sat i sf i es 
1 +p < e < 1 
9l-2p 2 
then th e asymptoti formu l a (1.6) holds . Thi s prov sour 
r equired r es ult tha t 
* 
e ~ ~
o 
1+P2 103 
675 0.1529 ... 
by (1 . 5), subject to th e proof of L mm 3. 1. 
Let us writ 
U1 (x , t) = 
and 
I 
2 3 -6 
m n :sx t 
m>n 
I 
2 3 -6 
m n ~ ~ t t
n >m 
1 
wtf±ll m n 
so that , from (3 . 12) , 
1 
V(x , ') = VI(x, ) • V2 (x, ). rtx -6fl 
We shall apply Srinivasan ' s h or m, h sour L mm 4 . 4 . 1, 
with the two dim ns ion a l expon n pa'r (4 . 4 . 8), s m 
U1 (x , t) and U2 (x , t) . 
Let z = xl/6 and (p ,a ) b 
s (x , t ; M, N) p , a I M < m ~ 2 M M
N < n ~ 2 N N
p a -1 
m n <z t 
m>n 
r (j, i) , nd put 
(3. 15) 
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We hav , from L mma 4 . 4 . 1 , th 
where 
Now 
11' 1 1 
S ( z , t ;M, N) « (F92 M171 N263 )342 F4 M4 N + F 2 M 
p ,o 
F = z M-P N-o . 
5 1 1 
-1 
z t 
Ther for 
1 1 1 1 1 
F'4 M'4 N '4 (MPNa ) '4 M'4 N = z 
F 
and 
1 5 
'4 4 Since x t 
that 
'" z 
« z 
1 
2MN 
= z 
« z 
1 1 1 1 1 5 1 
7; (MI) a ) - 7; [M3 ~ 4 4 [N14 
1 5 3 5 1 5 
(MPNo )7; 2 
- -
"4 - -4 4 4 
« z 
• x 
1 1 1 1 
- 2 (MPNo )2 MN < z -2 (MPNa )2 
7 171 
2 -1 2 2 ( z t ) .. x 
- -
2144 
{ 
92 - 1 -5-
« z ( z t ) 
217 1072 
855 - 855 
x t 
2 
} 
1 
342 
217 1072 
1 1 
(M3 2 )3 
855 - 855 ].' ~ ~ x t and only if t ~ ~ x it foI l ws 
S ( z , t ;M, N) p , a 
and th er efore we hav 
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« x 
1 
2 
t 
7 
2 
+ x 
217 
855 
1072 
855 
7 
2" 
217 1072 
855 - 855) 1 2 + x t og x 
Lemma 3. 1 now follows from (3 . 15). 
5. 4 PROOF OF THEOREM 2 . 
We first 
di st r'butions 
Lemma 4.1. 
are linearll 
Then, as N 
prove a l emma whi ch 
~ n n r-dim ns ions . 
L 
ind 
00 , 
1 < 1\ < ••• < a r 
Q. 
b 
Moreov r , if r = 1 , h n as N 00 , 
N 
= - + 00) 
Bl 
uni formly ~ n n Sl 
r qui s 
L > I , 
Proof . Suppo s that n E AS. 0 ~ ~ i < r ). 
~ ~
integer a . such 
~ ~
o < a. - nI B. < 
~ ~ ~ ~
that [ai SiJ = n , or 0 < 
lI B., or 
~ ~
1 n 1 - - < - - ( a . - 1) < 1 . B. 8. ~ ~
~ ~ ~ ~
h no i n o f uni 
1 , I/ B1·· · ·, 1/ Br 
and 
1 < . 
Th n th xi s s 
S. - n < I , or 
1 
rm 
n 
100 
This means that n E Ae n " ' ' e e if and only if th r-dim ns i on 1 
1 l' 
po in t 
where (N/ B, ) d not s th 
~ ~
fr cti n 1 pro n/ B" li s in s id 
1. 
t he r-dimension 1 int rval 
i - 1,2 , .. . , r} 
which r-dim nsion (61 " . 6 
-1 has 1 L b gu m ur ) . 
Since 1 , 1/1\ , . . . , 1/ 13 ar lin 
r 
rly ind p nd n ov Q 1Iows 
(4.1) 
from a w 11 known r m on uni orm dis 'bu i ns ( 8 x mpl , 
Cass Is [3J Theorem 1, p . 64) s qu ne 0 poin ' s (P ) r 
n 
uniformly dis ribu d 1n h r-d'm ns ' on 
the numb r 0 po n s P wi h n ~ ~ N whi h in n 
(4 . 1) is asympto ie to NI BI · .. Br as N 00 . Thi pr v s h 
Fina 11y , if r = 1 , th n 
IA I = r 1 = r I 13 1 l ~ ~ < N N N 1 
n= [ae;! < --131 
~ : 1 j j N (1) . .. - + /3 1 
This completes the proof of the 1 mrn • 
Now let N ~ ~ 1 and writ , or ch b > 1 , 
a = 1 , 2 , ... ~ J } } . 
For r = 0,1 , 2 , ... , we d f in 
M = N , 
o 
M 
r 
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M by 
r 
the summation is over all squ r -fr b .. 
~ ~
empty if b 3/ 2 > N+l so that , corr sponding 
r 
are only finitely many positiv M L t B 
r 0 
in t egers n ~ ~ N which ar not 1.n any 0 th 
w not 
o and 
b th 
s s \. 
th t '\ i s 
r 
ix d N, th r 
s 0 posi iv 
\.] note tha 
n EB 
0 
if and only ifn ~ ~ N nd (n) = 0, wh r f en) is d n d 
1.n our theorem, so th t 
n ~ ~ N, 
W also have , from Sylv s r l s inclus ' on- xclusion princ'pl , 
that 
Following Brun l s obs rvat ' on n h si v 0 Er w 
use a simi l ar device to obtain a qu n v r s u rom h' s 
formula . Le t H be a pos'tiv ons an wh' ch w s h 11 sp ci y 
later, acd write 
M (H) = 
r 1\ ... 1 \ I, r r - 1, 2 , ... 
For any ~ ~ positive integer ~ ~ w hav th a 
and 
(4. 2) 
(4 . 3) 
(4.4) 
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From Lemma 4 . 1 with a. = b. 3/2 w h v th 
1 1 
and so 
M (H) = N 
r 
where c 1S defined in th th orem , 
r 
<5 (H) = 
r 
b >H 
r 
N 00 
+ o ( N) 
and the implied constant d pends on r nd H. W r m rk h 
for r ~ ~ 1, 
[ 
~ ~ b-3/ 2) r-l 
o ~ ~ 0r (H) ~ ~ L 
b=2 
I 
b >H 
-3/2 b 
We also have , from Lemm 4 . 1 to ge h r wi 
ft;, . . f b 2/3 1S empty 1 > N + 1, th 
h h obs rv 
L 2 {!Tr2 + 0(1)} Ml = \.l (b I ) 2/3 b1 I <b l ~ N N
3 
= N{C I + 0 ( I b - ~ } } + (N2 / 3) 
b>N2/3 
where the implied constant is absolu 
on h 
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From (4.3) and (4.4) we now have that 
I B I 0 
- c l + ... + c ~ ~ + 01 (H) + 0 3 (H) + ... + + ~ _ l ( H ) ) + 0(1) N ~ ~ c , 0 
and 
IB I 0 
- cl + ... - c1+l - 02 (H) - 04(H) - - °l (H) + 0(1) N ?; c ... 0 
where the implied constants depend on 1 and H. 
As we shall see in the next s ec tion, c satisf i es 
r 
r = 2 , 3, ... 
so that the series Co - c l + c2 - ... converges to do' L t £ > O. 
We can choose 1 so that 
and then choos e H so that 
£ 
< -4 
It follows from (4.5) and (4.6) that for all sufficiently large N, 
we have 
d - £ < 
o 
IB I o 
N < d + £ • o 
From (4.2) we see that the set F has asymptotic density d . 
o 0 
The case F (m 3 1) can b e prov d similar ly by usin g the 
m 
generalised inclusion-exclusion principle (see , fo r example , 
[ 2 ~ 1 1 Theorem I, p . . ~ . ) , , namely 
IB I m 
00 
L 
~ = O O
( - l ) ) ~ ' ' (mH )! 
m! 1! M m+ l 
(4. 5) 
, (4.6) 
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where B 1S the set of those positive in t egers n ~ ~ N which li e 
m 
in exactly m of the se ts ~ . .
5.5 NUMERICAL VALUES FOR d . 
m 
We first show that each of th e constants c 1n Theorem 2 
r 
can be expressed 1n terms of ~ ( ( a / 2 ) , , a = 1,2, ... , 2r . For r = 1,2, . .. 
and a = 0,1, ... , we define 
g(r,a) = r 1 L R. =1 b 3a/ 2 
R. 
We note that 
g(r,O) = r c 
r 
r = 1,2, ... , 
and 
Lenuna 5.1. 
co 
g(l,a) L 
b=2 b(3a+3)/2 
= 
~ [ 3 a a ; 3] 
~ ( 3 a a + 3) - 1 , 
We have, for r 3 1 and a ~ ~ 0 , 
g(r+l,a) = g(l,a)c - g(r,a+l). 
r 
a = 0,1, .... 
Proof. For convenience we write s = 3/2 and we denote by L 
(r) 
the sununation with respect to square-free integers b l , b 2,···, br 
satisfyirtg 1 < b1<··· < br' 
We consider 
1 
b as 
r+l 
= L 
b >b 
r 
)J 
2 (b) 
b( a+l)s 
(5 . 1) 
(5 . 2) 
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With b 1 we see that 
0 
jJ2(b) '" jJ 2 (b) L L 
b>b b(a+l)s b=2 b(a+l)s 
r 
g(l,a) -
and so 
1 
--- + 
b as 
r+l 
that ~ s s
which is the required result . 
r 
L 
.t= l 
L 
b . . _ _ < b ~ ~ . t t
jJ2 (b) 
b(a+l)s 
r 1 L Q,= l b ( +l) s 
i 
/(b) 
b(a+l)s 
= c g(l, a ) - g(r, a+l) , 
r 
From the reduction formula in Lemma 5.1 we can express each 
g (r , a) in terms of g(l,a') which, by (5 . 2) , can be calculated from 
a table of values for the Riemann zeta function . We give the 
following table of values for g(r,a) truncated to 4 decimal places. 
106 
I ~ ~ 1 2 3 4 5 6 
0 1.1732 1.1949 0.5405 0.1475 0.0277 0.0038 
1 0.1815 0.1604 0.0638 0.0155 0.0026 0 . 0003 
2 0.0525 0.0446 0.0171 0.0040 0 . 0006 
3 0.0170 0.0142 0.0054 0.001 2 0.0002 
4 0.0057 0.0047 0.0018 0.0004 
5 0.0020 0.0016 0.0006 0.0001 
6 0.0007 0.0005 0.0002 
7 0.0002 0.0002 
TABLE 1. 
From (5.1) we can now calculate c giving 
r 
c 1 1.1732 ... , c 2 = 0.5974 .. . , 
c 4 = 0.0368 ... , c5 = 0.0055 . .. , 
From the formula 
00 (mH ) : d L (_l) i cm+ i m i =O m! J/, ! 
we can now calculate d 
m' 
giving 
d 0.275965 ... , d1 0.395565 ... , 0 
d3 = 0.077074 ... , d4 0.017015 ... , 
d6 = O. 000331. .. , d7 = 0.000031. .. , 
c 3 = O. 1801. .. } 
c6 = 0.0006 ... 
d2 = 0.231299 .. .. 
d5 = 0.002714 ... 
d S = 0.000002 ... 
7 
0.0004 
(5 . 3) 
(5 .4) 
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We remark that , in order to give allowance for the coefficient 
of c
m
+ t in the fo rmul a for dm' we need more accurate results for 
c than (5 . 3) to arrive a t (5.4); we ac tually ca l culated g (r, a) 
r 
to 8 decimal places. From (5 . 4) we see that 
8 
and 
o < 1 - L 
o < c -1 
m=O 
8 
L 
m=O 
d < 0.000004 , 
m 
md 
m 
< 0.00002 . 
In order to verify ( 5 . 4) we uS a computer to find the 
following empirica l frequencies for fen ) in 1 ~ ~ n ~ ~ N when 
N = 5000. 
m 0 1 2 3 4 5 
B 1485 2049 1087 313 58 7 
m 
6 
1 
d' 0. 29 70 0.4098 0.2174 0.0626 0 . 0116 0 . 0014 0 . 0002 
m 
TABLE 2 . 
The table here shows some small agreement with out predict d 
fre quencies and we note in particular that 
d' > d 
o 0 
d.; > 6{ ( 
d' < d 
m m 
m 2 , ... 
We g1ve the fol lowing explanation for this. Let us put 
R(x) = Q(x) - [lXl 
[IX] 
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the ratio of the number of square- f ull integers which are no t 
squares to the numb er of squares. We have 
lim R(x) = A22 - 1 = c l = 1.1732 ... , 
x-+oo 
by the asymptotic formula (1. 2) . From Table 2 w see that 
Q(25 x 106) = 10435 giving 
R(25 x 106) = 1.087 
which ~ s s substantially smaller than its l i miting value c l . This 
means that, up to 25 million, we are s till in the initial block 
of the sequence (q ) where the squar es show up more freq uently 
n 
than it should asymptotically . That is the second domina ting 
1/3 term, namely A23 x where A23 < 0, sti ll interf res with the 
5 
result; indeed up to 10 , the squares ac tually form a majority 
in the sens e that R(105) < 1. We therefore expect d' to decrease 
o 
while d t (m ~ ~ 1) to increase to our theoretical values as N 
m 
~ n c r e a s e s . .
We remark that our computation also show th a t 
for 1 ~ ~ x ~ ~ 25 x 106 . 
We also mention that the least solution to f en) = 6 is n = 3611 , 
and the 6 square-full integers in the inte rva l 36112 < q < 3612 2 
are 
3232 .5 3 13,041,125 = 
13,041,675 = 6952 .33 
13,042,575 = 1952 .7 3 
13 ,04 3,800 = 352 .223 
13,045,131 = 992.n3 
13,048,832 12772 . 23 
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5.6 PROOF OF (1.8). 
We first show that, as n ~ ~ 00 
where 
1 
a =--2 
A22 
We shall use the result 
1 
62 (x) « x
6 
2A23 
b = A2 / 3 
22 
x-+ oo 
together with the observation that Q(q ) = n. From (1.2) we have , 
n 
as n -+ 00 , 
and so 
Since q « 
n 
and so 
III 
n = A22 q ~ ~ + A23 q ~ ~ + O ( q ~ ) )
5 2 
2 
n A;2 qn + 2A22 A23 q ~ ~ + O ( q ~ ) )
2 have, n we now from (6.2) and (6.3), 
5 
2 
+ 0(n3) qn a n, 
5 5 5 4 
6 6 3 
+ 0(n3) qn a n 
The required result (6.1) now follows fro m (6.3) and (6.2). 
Now given any n, there exists a unique positive integer 
m such that 
2 
m 
(6.1) 
(6. 2) 
(6.3) 
and so 
From (6.1) 
and so 
110 
we see that, as n 
5 
2 
m 
m 
a n
2 
+ 0(n 3 ) 
From (6 . 4) we now have 
qn+l - qn ~ ~ fa + O(n 2n 
and hence 
lim sup 
qn+l - qn 
2n ~ ~
n ~ ~
1 
3) 
1 
A22 
by (6 . 2). Finally, 
2 
since d > 0, there are infinitely many n 
o 
such that q = m and q 1 
n n+ 
2 
= (m+l) , so that (6 . 4) holds with 
equality infinitely often , and so the required result (1.8) 
follows. 
(6.4) 
T.M. APOSTOL. 
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