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The purpose of this work was to develop a cost-effective beam loss 
monitor for use at the K600 magnetic spectrometer at iThemba LABS. 
To this end. the commonly used materials and technologies were re-
viewed. and photo diodes were chosen because of their low price. high 
performance and ready availability. Experiments have been carried out 
and compared to theoretical calculations. Recommendations for future 
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1.1 iThemba LABS cyclotron facility 
South Africa's iThemba LABS (formerly the National Accelerator Centre). located 30 km 
outside Cape Town. is the premier particle accelerator facility in Africa. The activities 
undertaken at iThemba LABS include commercial radioisotope production. radiation 
therapy for cancer patients and fundamental nuclear physics research. 
Accelerated protons and other light ions are delivered by the main accelerator. which 
is a separated sector cyclotron (SSC). The sse has a K factor of 200. which means it 
can accelerate protons to an energy of 200 11eV. 
The sse works 24 hours a day. seven days a week except for a few weeks of planned 
downtime per :vear. as well as for occasional periods of unplanned downtime due to power 
outages. \Yeekdays are devoted to therapy - proton and neutron. \yhereas weeknights 
are for radioisotope production. Beam time from 16hOO on a Friday until 08hOO on the 
follmving 1Ionday is dedicated to nuclear physics experiments [20]. During these times. 
the beam is delivered to one of several instrumentation vaults. including the AFRODITE 
vault for r spectroscop~' and the K600 magnetic spectrometer vault. Figure 1.1 shows 
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1.2 K600 magnetic spectrometer 
Having been pre-accelerated in a K=8 solid-pole injector cyclotron. protons enter the 
sse. where they orbit in the RF and magnetic field::;. gaining energ~' with each revolution. 
Once they reach the extraction radius, they are directed to the spectrometer vault, using 
bending magnets. 
Figure 1.2 shows a schematic diagram of the K600 magnetic spectrometer. Its design 
follo\\'s from that of the K600 at the Indiana Universit~, Cyclotron Facility (IUCF). The 
ion-optical s\'stem of the K600 consists of five active elements. These are a quadrupole 
magnet. two horizontally-bending dipole magnets and two correction coils. knmm as the 
K- and H- coils. 
Protons (or other light ions), delivered to the spectrometer vault from the SSC. enter 
a 524 mm diameter scattering chamber, which is located on the turning axis of the 
K600. After interacting with the target material in the scattering chamber. some of the 
protons are scattered into the spectrometer. The horizontally-bending magnets. Dipole 
1 and Dipole 2. bend the path of the beam into a circle of radius 2.1 m. The K-coil is a 
quadrupole element used for making first order kinematic corrections. while the H-coil 
is a hexapole element used to correct for higher order variations in momentum [14,21]. 
The centre of the focal plane of the spectrometer is located 1.5 m dovmstream from 
the end of Dipole 2. The focal plane detector package is used for particle identification 
and momentum measurement. At the time of writing. the detector package consisted 
of two multi-wire drift chambers and two plastic scintillator paddles. \Vhile a brief 
description of the drift chambers will be given here. the paddles will not be discussed, 
as the operating principles of scintillators will be treated in detail in Chapter 2. 
A drift chamber is a multi-wire proportional counter [11]. It consists of a row of 
anode "'ires bet\Oveen two cathode planes. and contains a gas which is ionised by light 
ions from the spectrometer. Electrons, having been liberated from atoms of the gas due 
to interaction with passing ions. and finding themselves in the electric field of the drift 
chamber. drift towards the nearest wires. Since the protons are much faster than the 
drifting electrons. the paddles can be used as triggers. despite their being downstream 
from the drift chambers, For example, a 60 1\le V proton can travel from the drift 










































on the order of /1S. As electrons reach a WIre. current flows through it and a signal 
is measured. Using the time taken by the electrons to reach their destination wires, 
as measured from the instant the paddles fire. it is possible to reconstruct the path 
of the ionising particle. and so to determine its energy and momentum. which yields 
information about the structure of the target material. Figure 1.3 shows the schematic 




Figure 1.3: Schematic layout of a drift chamber. This work is in the public domain. See 
http://en.wikipedia.org/wiki/lmage:Wire_chamber.gif. 
The \vires in the K600 detector package drift chambers are 20 Ilm gauge. gold-plated 
tungsten. The cathode planes are aluminised biaxially-orientated polyethylene tereph-
thalate. also known as boPET. boPET. often called by one of its popular trade names, 
1Iylar. has many properties which make it suitable for this application. including high 
tensile strength and transparency, as well as being a good gas barrier. Since it is also 
a good electrical insulator. metallisation. and in this case. aluminisation is necessary to 
ensure good electrical conductivity. The gas in these drift chambers is a mixture of 90% 
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the target chamber. Each time such an unexpected collision occurs. other particles may 
be scattered into the spectrometer and cause the detection of "false" events by the focal 
plane detector package. A significant consequence of background is an increase in the 
uncertainty associated with measurements. A possible solution to this problem could be 
to deploy beam loss monitors. which will be introduced in Chapter 2. 
1.3.1 Background at zero degrees 
The KGOO can he rotated ahout its axis in order to study nuclear reactions from different 
scattering angles. Modifications are currently underway to all my operation at an angle 
of 0°. These modifications include the installation of a new beam dump. as well as the 
development of new focal plane detectors [17]. which will proyide the improved vertical 
resolution required for zero degree measurements [18]. 
The quest for zero degree mode has given rise to a renewed sense of the importance 
of background reduction. Unlike finite scattering angle experiments. when taking mea-
surements at zero degrees. the majority of the beam enters the spectrometer. In such a 
situation. the number of events is expected to be greatly increased. hence the need to 
reduce the amount of spurious data. It is thought that beam loss monitors will be useful 
in reducing background levels at zero degrees by aiding in beam focusing. 
1.4 Thesis objectives and structure 
The objective of this thesis is to describe the development of a cost-effective beam loss 
monitor. which is intended to be used at the K600 magnetic spectrometer at iThemba 
LABS. The beam loss monitor will be used to improve the beam characteristics by 
allowing the users to carefully monitor the beam profile. It is thought that this may result 
in lower background readings and a general improvement in the quality of experimental 
data. 
The structure of the remaining chapters is as follows: Chapter 2 comprises a review 
of some of the material and technologies commonly used in radiation detection. Scintil-











of a simple charge-sensitive preamplifier is introduced. Chapter 3 contains a description 
of the beam loss monitor designs, as well as the experiments which were carried out to 
test them at iThemba LABS. lVlethods of signal processing are derived from an RC cir-
cuit analysis. and the experimental results are compared \vith theoretical expectations. 
Chapter 4 is used to present recommendations for future development. while Chapter 5 











Beam loss monitors: detector 
materials and technologies 
Due to the background problems experienced by researchers at iThemba LABS, there 
lws heen much interest in the de'velopment of a cost-effective' heam loss monitor. also 
known as a background monitor or halo monitor. A beam loss monitor is a radiation 
detector. 'which would usually be placed upstream of the target. near the beam line. 
\\"hen the monitor experiences a high count rate. this is an indication that the beam 
requires tuning. 
Beam loss monitors are commercially available. but at such a high unit cost that plac-
illg m011itors alo11g the bcam linc ill sufficicnt 11Ulllbcrs ,,;ould be prohibitively cxpcllsivc. 
The development of a low-cost monitor would permit a rather liberal deployment of 
monitors along the beam line, which would surely aid in the deliver~' of high quality 
beam. 
Beam loss monitors could be based on any radiation detection technolog~': the choice 
of \yhiC'h to use was primaril~' determined by the specifiC' requirements of the application. 
The present chapter shall constitute a review of the the materials and technologies which 
were considered. The excellent texts by Knoll [10] and Leo [11] were used in reviewing 











Beam loss monitors: detector materials and technologies 10 
2.1 Scintillators 
Scintillation materials are those which emit visible light by prompt fluorescence when ex-
cited b)' ionising radiation. In order for a scintillator to be useful for radiation detection, 
it must satisfy several requirements. 
The material must have a high scintillation cfficicnc)'. That is. it should couvert as 
much of the deposited energy as possible to visible light. High efficienc)' is required to aid 
in the conversion of scintillation light to electrical signals. The dependence of the light 
output on the deposited energy should be linear. or as close to linear as possible over a 
maximum range of energies. The material should be transparent to its own scintillation 
light. for otherwise the light would be reabsorbed before reaching the light detector. 
The light emission should decay sufficiently quickly as to allm\' fast signals to be 
measured. This property distinguishes prompt fluorescence from other forms of lumi-
nescence. For example. phosphorescence is the emission of longer wavelength light than 
is characteristic of prompt fluorescence. and with longer decay times. Delayed fluores-
cence is similar to prompt fluorescence. except that it also results iu long decay times. 
T)'pically. scintillating materials exhibit each of these forms of luminescence. to varying 
degrees. To be useful in radiation detection, the scintillator should convert as little of the 
deposited energ~' as possible to light through phosphorescence and delayed fluorescence. 
while maximising the fraction of energ~' going to prompt fluorescence. 
2.1.1 Inorganic scintillators 
Inorganic crystals with activators 
The most common form of inorganic scintillator is the actiyated. or doped crystal. This 
consists of an inorganic cr:vstal. usually an alkali halide. to which impurities have been 
aelded. The classic example of an activated inorganic crystal is thallium-activated sodium 
iodide. ::\aI(Tl). which has been the prevailing option since its discover)'. and vvhich has 
the highest light yield of any known scintillator. 
In cr~'stals. electrons are restricted to a discrete set of energy bands. The lowest 










Beam loss monitors: detector materials and technologies 11 
duction band contains more energetic electrons. which can move around the crystal. It 
should be noted that in insulators, the conduction band is generally empty. apart from 
a few thermally excited electrons. The band gap between the valence and conduction 
bands is known as the forbidden band - so called because electrons in pure crystals can 
never be found there. It is possible for conduction electrons to be de-excited via photon 
emission. thereby reverting to valence electrons. However. this process is inefficient in 
pure cr~·stals. In addition to the inefficiency of de-excitation. it should also be noted 
that band gaps in pure crystals are typically so large that the frequencies of any photons 
emitted as a result of this process would be in the ultraviolet range or above. Clearly, 
visible photons are required for scintillation. Consequently. pure crystals are not useful 
in scintillation applications. 
It \vas discovered by vVoodyard in the 1940s that by introducing small amounts of 
impurities into a semiconductor, one could modify its electrical properties [23]. This 
process. \yhich later became known as doping. has made it possible to use inorganic 
cr~'stals as scintillators. The presence of the doping material has the effect of altering 
the energy band structure, resulting in the creation of accessible energy states in the 
forbidden band. The band structure is shown in Figure 2.1. Since the gap between 
excited states and the ground state is smaller in the modified band structure. the photons 
which are emitted b~' doped crystals are of lower frequency than those emitted by pure 
crystals. By carefully choosing the doping materiaL the band structure can be modified 
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Other forms of inorganic scintillators 
Certain silicate glasses. as well as gaseous materials. may also be useful as scintillators. 
Glasses exhibit relatively low light output, but physical properties such as resistance to 
corrosion and high temperatures make them useful in applications in which the detector 
must be subjected to environmental extremes. In addition. they offer the convenience of 
being available in yirtually any shape. ranging from the v,idely used cylinder to small-
radius spheres. 
Gaseous scintillators. too. are available in a wide range of shapes. since any container 
ma~' be chosen. However. the scintillation efficiency exhibited by gases is typically much 
lmver than that observed in glasses. which are themselves quite inefficient. The yery low 
dhcicllC'Y of gas scilltillatOl's rcsults fr0111 the wide variety of cle-excit atiolllllOcics available 
to excited electrons left behind by passing charged particles or radiation. These modes 
include seyeral which do not result in scintillation. such as intermolecular interaction. 
De-excitations absent the emission of light are termed quenching and generally involve 
t he release of energy as heat. The relativel~' high probability of quenching processes 
leaves ver~' little energy to be converted to scintillation light. \vhich leads to low light 
output. As for the de-excitation processes which result in photon emission. many of 
these yield ultrayiolet photons. This problem could be solved by employing specialised. 
ultraviolet-sensitive equipment. Alternatively. a second gas could be mixed with the 
scintillator gas. The second gas absorbs energy from the emitted. high-energy photons, 
thereby rendering them yisible. Despite the inefficiency of light emission. as well as the 
inconveniently high energy of the emitted photons. the emission processes occur quickly. 
So quickly. in fact, that gas scintillators are some of the fastest available detectors. 
Gas scintillators are therefore useful in applications involving high count rates. in which 
cfficicnc~' is not of paramount importancc. such as triggcring systems. 
2.1.2 Organic scintillators 
The scintillation process in organic materials is based on the excitation of single molecules. 
As a result. the emission of scintillation light by organic materials occurs. regardless of 
t he physical state of the material. That is, whether a particular type of scintillating 
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tals. it has been shown. do not share this property. Recall that. in these materials, the 
scintillation process depends on the crystal lattice structure. since it is the regular lattice 
spacing vyhich determines the energy band structure. 
Organic crystal scintillators 
Unlike inorganic crystals, certain organic crystals may be used in their pure forms as 
scintilla tors. One important example is anthracene. which has the highest light yield 
of any organic scintillator. Organic crystals are generall~' quite fragile and. as a result, 
only small samples are easily available. This limitation may be important in applications 
"which require a large scintillator volume to increase the observed count rate. 
The scintillation efficiency of these materials is dependent on the angle between the 
trajectory of the ionising particle and the crystal axis. This may severely limit the 
energy resolution obtainable in applications in which the incident particle trajectory 
yaries significantly. or in which secondary reactions are important. 
Organic liquid scintillators 
Organic scintillator material may be dissolved in an aromatic solvent. such as benzene or 
a benzene-toluene combination, to obtain a liquid scintillator. These liquids are available 
in large quantities. which lllay make tlwm the most cost-effective option ill applications 
which require very large scintillator volumes - up to several cubic metres. 
Liquid scintillators should be packed in a vacuum-sealed container. in order to avoid 
the dissolving of oxygen in the solution. Dissolved oxygen can cause quenching. which 
reduces scintillation efficiency. 
In certain applications, in which the activity of a single source is to be measured. it 
is possible to dissolve the radioactive material in a liquid scintillator. This ensures that 
100'7c of the radiation travels through the scintillator. without first haying to penetrate 
the container v,'alls. This situation has a clear advantage over other scintillator-source 
configurations. in terms of the increased scintillation efficiency. In fact. the activity of 
some high energy beta emitters, such as 32p. can be counted with an efficiency of nearly 
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For example. the activity of tritium can be counted with an efficiency of approximately 
30%. 
Plastic scintillators 
Plastic scintillators are produced by polymerising scintillator solutions to form solids. 
These materials may be the most viable choice for applications which require a large-
volume. solid scintillator. which is why a plastic scintillator is used in the paddle detectors 
of the K600 magnetic spectrometer. Plastics have been found to be ver~" useful in 
radiation detection. due to their cheapness and the ease with which they can be produced. 
\'El02 is one of the most commonly plastic scintillators. with a light output of 65% of 
that of anthracene. and a peak emission wavelength of 423 nm [10]. Of all the scintillator 
materials reviewed thus far, plastic scintillators are among the cheapest and most readily 
available. For these reasons. NEl02 will be tested for use in a beam loss monitor. 
2.2 Photomultiplier tubes 
The use of scintillation as a basis for radiation detection necessitates. m addition to 
a scintillator. a device which is capable of converting scintillation light to an electric 
current. A photomultiplier (PM) tube is such a device. Pl\I tubes are highly sensitive, 
being able to convert a pulse of fewer than a thousand photons to a measurable electrical 
signal without introducing excessive noise1. 
Figure 2.2 shows the basic elements of the PM tube. and illustrates its operation. 
Though this figure depicts a PM tube coupled to a scintillator. and though the present 
work will focus on the use of Pl\I tubes in conjunction with scintillators. it is noteworthy 
that the uses of Pl\I tubes are many and varied. often in applications which do not 
invoh"e scintillators. Furthermore, while the figure indicates that a photon is incident 
on the scintillator. the operating principles of the Pl\I tube are unchanged in situations 
invoh"ing other incident particles, such as the protons used at iThemba LABS. 
As shown in Figure 2.2. the first element of the Pl\I tube is a photocathode. This 
IS followed by the electron-optical input system. indicated in the figure as a focusing 























photon electrode Photomultiplier tube (PMT) 
Figure 2.2: Schematic diagram of a photomultiplier tube. By C. Eberhardt and A. Horvath. 
This work is in the public domain. See http: / / en. wikipedia. org/wiki/Image: 
Photomultipliertube.svg. 
electrode. :'\ext. the dynodes comprise the electron-multiplier system. Finally. there is 
an anode. \Vhat follows is a treatment of the basic elements and of their operation. 
2.2.1 Photocathode 
\'"hen photons strike the photocathode. it emits electrons into the P11 tube. This 
emission occurs by the photoelectric effect. a phenomenon \vhich Einstein explained in 
his ::\obel prize-winning work of 1905 [4]. He discovered the following relationship: 
E = hv - cp. (2.1 ) 
where E is the emitted electron's kinetic energy, h is Planck's constant. v is the frequency 
of the incident photon and cp is the work function of the metal. Clearly. the minimum 
photon frequency required for electron emission is Vmin = 0/ h. For frequencies above 
llmin. electron emission is possible, but not guaranteed. The probability of electron 
emission is measured by using a quantity called the quantum efficiency. T). which is 
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where n" is the number of incident photons and ne is the number of emitted electrons. 
Photocathodes var~' greatly in their characteristics. notably in peak response wavelength 
and maximum quantum efficiency (see Table A.I). The most efficient photocathodes are 
made from semiconductors and have peak quantum efficiencies close to 30%. The choice 
of photocathode should be determined by the wavelength of the application and the 
required quantum efficiency. 
2.2.2 Electron-optical input system 
Electrons. having been ejected by the photocathode. must be directed toward the elec-
tron multiplier system. This is accomplished by the electron-optical input system. In 
most Pl\I tubes. as shown in Figure 2.2. this system comprises a focusing electrode. 
III SOllle of the lllore rare designs. lllagnetic fields arc used. with or without electric 
fields. \Vhether the system consists simply of one electrode. or a complicated array of 
electrodes and electromagnets. it must satisfy some basic requirements. Of course, the 
system should be as efficient as possible. That is. as many photoelectrons as possible 
should be directed to the electron multiplier system. In addition. the time taken by 
a photoelectron to reach the electron multiplier should ideally be independent of the 
point from \vhich it \vas emitted by the photocathode. This is accomplished b~' carefully 
choosing the electric field configuration set up by the input system. Figure 2.3 shows the 
electric field lines and equipotential surfaces in a t~'pical electron-optical input s~rstem. 
2.2.3 Electron multiplier system 
The heart of the Pl\I tube is the electron multiplier system. which consists of an ar-
ray of electrodes. called dynodes. Photoelectrons are focused on the first stage of the 
multiplier by the electron-optical input system. The d~'node then emits electrons via 
secondary emissioIl. These secondary electrons are accelerated tmvard the second stage, 
on which they impinge. thereby causing further secondary emission. This process con-
tinues through the series of dynodes. The result is a stage-wise increasing cascade of 
electrons. which is finally showered onto the anode. with an intensity of up to 107 times 
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Figure 2.3: Ek'etrie field configuration in cketron-optical inpnt systcmllj. 
Secondary enllSSlOn IS similar in principle to the photoelectric effect. except that 
the incident particles are electrons. An accelerated electron penetrates the surface of 
a dynode. exciting other electrons within the material. Of these electrons. some have 
sufficient energy to migrate towards the surface, A fraction of those which reach the 
surface have sufficient energy to escape. and these are emitted as secondary electrons, 
The gain produced by each dynode is called the secondary emission factor, 8(E), 
given by 
(2.3) 
where npi is the number of primary incident electrons. nsc is the number of secondary 
emitted electrons and E is the incident electron energy. 8 (E) is highly dependent on 
E. due to two competing factors. At low incident electron energies. electrons within the 
dynode \vill only be slightly excited, and very few will reach the surface for subsequent 
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excited. but more of these excitations will occur deep within the volume of the dynode. 
since the incident electron would be more penetrative. At greater depths within the 
d:vnode. even moderately excited electrons may not reach the surface. since the!' have to 
travel through so much material. At some optimal incident electron energy. a balance 
i!::> !::>truck between having sufficient energy to adequately excite!::>econdary electrons and 
ensuring that excitations do not occur at such depths that secondary electrons cannot 
reach the surface. At such optimal energies, which are material-dependent. maximum 
secondary emission can be achieved. 
The first stage of the electron multiplying system is held at a higher electric potential 
than the photocathode. Each subsequent stage is in turn at a higher potential than the 
previous stage. The increase of potential from stage to stage ensures that the photo-
electrons and. later. the secondary emitted electrons are properl!' directed through the 
multiplying system. 
2.2.4 Anode 
The last element in the P1f tube, the anode. conducts electrons to an external circuit. 
Secondary electrons emitted by the final stage of the multiplier s!'stem are accelerated 
toward the anode. due to the voltage difference. In designing the P?d tube, it is critically 
important that the anode be maintained at a sufficiently high voltage. relative to the 
final diode. so as to ensure that the secondary electron!::> are efficiently collected. If the 
\'oltage is too low. space charge effects may occur. whereby secondary electrons build 
up near the anode. reducing the intensity of the electric field and adversel~' affecting the 
collected current [6]. 
2.3 Photodiodes 
Photomultiplier tubes have become the de facto standard for the conversion of light 
pulses to electrical signals. However, due to their high cost and typically extensive 
size. the~' are not practical for use in applications which require mall!' detectors to be 
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It was reported as early as the 1960s [1,8] that the light-sensitivity of photodiodes 
could be exploited in scintillation applications. That is. a photodiode could be coupled 
to a scintillator, and used to convert the scintillation light to electrical signals. Dousse 
and Rheme showed that a photo diode could be used directly as an Q detector [3]. 
Due to their low price and compact size, the use of photodiodes in beam loss moni-
tors is promising. A comprehensive treatment of semiconductors is beyond the scope of 
this work. and can be found in any text on solid state physics. The interested reader 
is referred to [9]. However. the choice of an appropriate photodiode requires an under-
standing of semiconductors. and for this reason a brief explanation of their properties is 
included here. 
2.3.1 Semiconductor properties 
A semiconductor is a solid material, the electrical conducti\'ity of which places it be-
tween an insulator and a conductor. The use of semiconductors has become essential in 
electronic devices. precisely because their electrical properties can be modified by the 
controlled addition of impurities. See the introduction to doping in §2.1.1. 
The energ~' band structure, which was introduced in §2.1.1. can be used to explain the 
conductivity of a material. Insulators have large band gaps: thus at room temperature, 
1110st electrons are in the valence (lower) band. because their thermal energ~' is insufficient 
to excite them to the conduction (higher) banel. The valence electrons are essentially 
bound to atoms. This explains the fact that. when an electric field is applied to an 
insulator. currents typically do not flow. In a conductor. however. there is no gap between 
the valence and conduction bands. Electrons are essentially free to move throughout 
the material. and currents flo\,; when an electric field is applied to a conductor. A 
semiconductor. as the name suggests, is an intermediate case. The band gap is present, 
but small enough that thermally excited electrons can be found in the conduction band, 
available to flow as current under the action of an applied electric field. 
Valence electrons in a semiconductor crystalnla)' occasionall~' acquire sufficient ther-
mal energy to break their covalent bonds and transit the band gap and enter the conduc-
tion band. Such electrons leave holes in the crystal lattice. forming electron-hole pairs. 
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for example. an electron at a lattice site adjacent to a hole. If the electron breaks its 
bond and lllOVCS to fill thc holc. thus crcating a ncw holc. thcn thc origillalholc appcars 
to have moved to the electron's position. In summar~'. the motion of an electron in 
one direction is equivalent to the motion of a hole in the opposite direction. This is 
consistent \yith the motion of a positive charge carrier in an electric field. as compared 
to that of a negative carrier. 
A semiconductor's conductivity, 0", as well as the current density. J. under an applied 
electric field. E. can be calculated by considering the charge carriers - the electrons and 
holes. The first quantity required for this calculation is the electron concentration, ni. 
In pure crystals. this is also the hole concentration. since they contain equal numbers 
of electrons and holes. It should be noted that ni is the concentration in a state of 
equilibrium. in which the rate of electron-hole generation is equal to the rate of electron-
hole recombination. The excitation of electrons from the valence to the conduction band 
requires sufficient thermal energy. therefore the electron-hole concentration depends on 
temperature. From Fermi-Dirac statistics. it can be shown [11] that ni is given by 
(2.4) 
where A is a constant. T is the absolute temperature. Eg is the band gap and k is the 
Boltzmann constant. 
The drift velocit~, of the electrons and holes in a semiconductor. accelerated in an 
electric field depends on the field strength and the ease with which the~' can move 
through the material. The latter is a property of the material. called mobility. 
(2.5) 
"'here l' is the drift velocity, /1 is the mobility. and the e and h indices indicate that 
equation (2.5) holds for electrons as well as for holes. The electron and hole mobilities 
of silicon and germanium are shown in Table A.2. The current density. J. is given by 
J = pv 
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where p is the charge density and qe is the electron charge. Equation (2.5) has been 
substituted for l' and the current contributions from electrons and holes have been 
summed. The conductivity. (J, is obtained from J = (J E and equation (2.6): 
(2.7) 
2.3.2 Doping In semiconductors 
As mentioned above. pure crystals in thermal equilibrium contain equal concentrations 
of conduction electrons and holes. The relative concentrations can be altered by doping. 
Dopants used in a particular semiconductor are made of atoms which have either one 
more or one fewer valence electron in the outermost shell than do the atoms of the pure 
crystal. 
If the atoms of the dopant have one more valence electron. they are called donor 
impurities. Donor impurities modify the band structure. creating energy levels in the 
band gap which are ver~' close to the conduction band. The additional electrons cannot 
reside in the valence band, since there are no available states. Instead. the~' exist in 
the newly created states within the band gap. Since these energy levels are close to the 
conduction bane!. the excess electrons can, via thermal excitation. become conduction 
electrons. This represents an increase in conduction electron concentration. Some of the 
excess elcctrons will. instcad of cnkring; the conduction bawl. fill natmally OCCUlTing; 
holes in the valence band, which decreases the hole concentration. These processes 
result in the electrons being the majority charge carriers. Semiconductors \\'hich have 
been doped with donor impurities are called n-type semiconductors. 
Alternatively. if the atoms of the dopant have one fe\ver valence electron. they are 
called acceptor impurities. Like their donor counterparts. acceptor impurities distort the 
band structure. However. in the case of acceptors. the energy levels created in the band 
gap are close to the valence band. Since these impurities have one fe\ver electron. there 
appears to be an excess hole at the lattice site. which increases the hole concentration 
as compared to a pure crystal. In addition, since the states created by the impurities 
are close to the valence band. valence electrons are readily excited into them, which 
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and with holes being the majority charge carners. these materials are called p-type 
semiconductors. 
In practice. crystals are never completely pure. and they always contain both donor 
and acceptor impurities. Excess electrons will tend to be captured by excess holes. and 
thus it is the net number of electrons and holes which determines whether a material 
is n-type or p-type. If a crystal happens to contain equal concentrations of donor and 
acceptor impurities. it is termed a compensated or an i-type material. 
2.3.3 p-n junction 
A p-n junction is the interface between two semiconductors of type p and n. \vhich are 
in ver~' dose contact. There are several ways to form a junction. one of which is to 
diffuse impurities of one t~'pe (say p-type) through one end of a block of the other type 
(n-type). Figure 2.4a shows a schematic diagram of an np junction. at the instant of 
n p n p 
•• ~+o 0 0 
• • ~ +0 0 0 
•• ~+o 0 0 
electrons holes 
(a) i\e\\'l~' formed np junction. (b) Diffusion of electrons and (c) Charge build-up near 
holes. boundar~' forms depletion 
zone. 
Figure 2.4: Schematic representation of depletion zone formation in an np junction. 
formation. The n-type and p-type regions contain high concentrations of electrons and 
holes. respectively. After formation, the electrons tend to diffuse into the p-type region. 
while the holes tend towards the n-type region (see Figure 2.4b). The diffusing electrons 
combine with holes in the p-region. while the diffusing holes capture electrons in the 
n-region. This results in a build-up of charge around the boundary between the regions, 
since both regions were electrically neutral before diffusion. A net positive charge has 
developed on the n-side of the boundary. since the n-region has lost electrons. Similarly. 
the gaining of electrons by the p-region has resulted in the formation of a region of net 
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The charge build-up sets up an electric field gradient across the junction. As more 
charge builds up. the magnitude of the electric field increases until it is sufficient to 
prevent further diffusion and an equilibrium is established. The potential difference 
across the charged region is called the contact potential. 
The charged region is also known as the depletion zone. I\Iobile charges cannot re-
main in the depletion zone, as they are immediately accelerated out of the zone by the 
electric field. This property of semiconductor junctions is exploited in radiation detec-
tion. Ionising radiation which passes through the depletion zone will create electron-hole 
pairs. 'which are removed from the zone by the electric field. If the junction is connected 
to a circuit. a current proportional to the number of generated pairs will be observed. 
The v,idth of the depletion zone, also called the depletion depth. is typically quite 
small - of the order of tens of microns. This presents a number of challenges to the use 
of a semiconductor junction as a detector. Since the depletion zone constitutes the most 
highl~' radiation-sensitive volume, a smaller depletion zone results in fe\over interactions 
with the radiation, and therefore, fewer collected charges. Additionally. the capacitance. 





From equation (2.8). it is clear that a small depletion depth results in a large capacitance, 
which results in a poor signal-to-noise ratio when the junction is used for detection. 
Finally. the electric field in the depletion zone of a typical junction is generally not of 
sufficient magnitude to collect charges with adequate efficienc~·. 
These challenges may be addressed by applying a reverse bias voltage across the 
junction. The voltage effectivcl~' widens the depletion zone h~' attracting electrons and 
holes. in their respective regions. away from the junction. This effect is illustrated in 
Figure 2.5. The wider zone represents an increased sensitive volume. which increases 
the number of electron-hole pairs created by a given energy deposition. and thereby 
improves the energy resolution of the detector. The increased depletion depth reduces the 
capacitance presented to external electronics. which improves the noise characteristics. 
The applied voltage also improves the charge collectioll efficiellcy, sillce it illcreases the 
electric field in the depletion zone. The reverse bias volt age cannot be made arbitrarily 
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Figure 2.5: The application of a reverse bias voltage increases the depletion depth. 
2.3.4 p-i-n photodiodes 
24 
p-i-n photodiodes contain an intrinsic layer between the p-type and n-type regions. 
which results in a wider depletion zone than that found in p-n junctions. The electrical 
properties of p-i-n diodes differ from those of p-n junctions. largely due to the fact that 
there is no space charge in the intrinsic layer. This is in contrast to the depletion zones 
of p-n junctions. which do contain space charge. The absence of space charge in the 
intrinsic layer of p-i-n diodes results in a nearly uniform electric field within this layer. 
2.4 Detector electronics 
Even under ideal conditions, including the application of an appropriate reverse bias 
\·oltage. the currents generated in a semiconductor detector are too small to be directly 
usable. The signal must be amplified in order for further processing to be done. Am-
plification is typically divided into two stages. The first is called preamplification, and 
its purpose is to amplify the weak detector signal and send it to the so-called main am-
plifier. The are many reasons for separating the amplification stages. The preamplifier 
must be close to the detector. in order to minimise capacitance. However. it is often 
ad\'antageous to keep the main amplifier at least a few metres from the detector, due 
to limited space. or perhaps the presence of a large piece of equipment would interfere 
v,ith the nuclear processes occurring in the experiment [5]. 
Preamplifiers are available in three basic types. These are the current-sensititve. 
volt age-sensititve and charge-sensitive models. Current -sensi ti tve preamplifiers are in-
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with which the~' are not designed to work. The output of a voltage-sensitive preamplifier 
depends on the capacitance at its input, since the voltage at the input is given by 
(2.9) 
where Ct is the total capacitance at the input. Since the capacitance of semiconductor 
diodes is not stable. but rather varies with temperature. the voltage-sensitive preampli-
fier is not appropriate for use with the envisioned beam loss monitor. The output of a 
charge-sensitive preamplifier is independent of the input capacitance. and it is therefore 
this type which ",ill be used [11]. 
Commercially a\'ailable preamplifiers, while possessing cxcdlcnt noise characteristics. 
are so expensive that their incorporation into the detector design would be incompatible 
with the goal of producing a cost-effective system. In order to satisfy this requirement. 
a simple alld inexpensive preamplifier has been dcsigll(~d. The detector dcctnmics. 
including the photodiode (labelled PD) and the preamplifier. are shown schematically 
in Figure 2.6. This preamplifier. which will be referred to as the project preamplifier is 
a modified versioll of all earlier unit desiglled by R. \:\'. Fearick. 
The 100 nF capacitor across the photodiode (labelled e1). as well as the two 10 1\1D 
resistors were added to the original design. These components act as a low-pass filter. 
improving the noise characteristics of the system. The operation of low-pass filters will 
be discussed in detail in § 3.3. 
The preamplifier consists of two stages. which were both implemented using AD71IJN 
biFET (Bipolar Field Effect Transistor) operational amplifiers from Analog Devices. 
These units feature FET inputs which. owing to their high input impedance. provide 
optimal noise characteristics. The first stage is a modified. active high-pass Re filter. 
with input capacitance Cj = 100 nF and feedback resistance Rf = 88 1\ID. A feed-
back capacitance Cf = 20 pF provides noise filtering. The non-inverting input line is 
grounded. 
The second stage has a resistance of 54 kD on the inverting input and a feedback 
resistance of 180 kO. This stage amplifies the signal. \\'ith a gain of 180/54 ~ 3.33. The 
non-inverting input is grounded. The supplies are ± 12 V. and they are decoupled from 



























Beam loss monitors: design tests 
After consideration of the advantages and disadvantages of the various radiation detec-
tion technologies. it was determined that the design process would be focused on detector 
systems based on semiconductor photodiodes. This determination \vas primarily based 
on the 1m\" cost and compact size of these diodes. and it ,vas supported by reports that 
they can be efficient detectors [3]. This chapter \'lill comprise an outline of the tested 
detector designs. as well as a presentation of the results obtained from tests carried out 
at iThemba LABS. 
A p-i-n type photo diode was chosen for use in the detector. The p-i-n diode was 
preferable to the p-n diode, since the i-type region provides a wider depletion zone 
which. as previously discussed. improves energy resolution and efficiency. Furthermore. 
the reduced capacitance resulting from the greater depletion depth reduces the noise 
generated by the detector. A silicon diode was used. rather than germanium. since 
the application required the detector to function at room temperature. The particular 
diode model used was the Siemens BPvV34 [15]. The reasons for choosing this model were 
its low cost. coupled with its relatively large photosensitive area. Larger photo diodes 
are available. but cost increases dramatically with area. The Siemens BFW34 has an 











Beam loss monitors: design tests 28 
3.1 Designs 
Two t~'pes of detectors were tested. The first type. which will be referred to as a 
simple photodiode detector. is a photodiode used directly as a particle detector. In the 
simple photodiode detector, electron-hole pairs are created "'ithin the diode b~' charged 
particles. or more specifically. b~T accelerated protons. The second type. which will be 
referred to as a scintillator-photodiode detector. is a photodiode coupled to a plastic 
scintillator. In this type of detector, protons penetrate the plastic. causing it to produce 
pulses of scintillation light. These pulses enter the diode. where the scintillation photons 
excite electrons within the depletion zone, thereby creating electron-hole pairs. The 




_~ .... __ To preamplifier 
(a) In the simple photodiode detector. a photodiode is used to directly 
detect charged particles. 
Plastic scintillator Photodiode 
Coaxial cable 
Copper wires 
_~ ... ""' To preamplifier 
\ 
Optical coupling gel 
(b) In the scintillator-photodiode detector, a photo diode is used to detect charged particles indirectl.\· 
by the flashes of light they produce in the plastic scintillator. 
Figure 3.1: Schematic diagrams of photo diode and scintillator-photo diode detectors. 
The first step in the process of assembling the simple photodiode detector is to solder 
the terminals of the photodiode to a coaxial cable, which will be used to carry the signals 
to a preamplifier. At this stage the device should function as a detector. Before it can 
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because the photo diode is sensitive to visible light. and therefore the signal produced 
by penetrating protons would be completely overshadmved by that produced by visible 
photons. Light-proofing is accomplished by wrapping the entire assembly. starting with 
the diode and extending a few centimetres onto the coaxial cable. in black insulating 
tape. The effect of light-proofing is illustrated in Figure 3.2. As shown in the diagram. 
Photodiode 
~ To preamplifier 
p Light-proof tape 
Figure 3.2: Light-proofing is UOlW with black illsulatioll tapc. Visible photons alT stopped 
by the tape. but accelerated protons pass through to the photodiode. 
tllP desired effect is that the shielding prevent visible photons from reaching the diode. 
while allmying high energy protons to pass through. \Vhen light-proofing, care must be 
taken to properly cover any folds in the tape, or sharp corners. \vhich are susceptible to 
light leakage. Once this process is complete, the simple photodiode detector is ready for 
use. 
The assembly of the scintillator-photo diode detector is similar to that of the sim-
ple photodiode modeL with the addition of the optical coupling process. In order to 
safeguard detector efficiency. good optical contact between the scintillator and the pho-
todiode must be achieved. To this end, the surface of the scintillator must be polished 
to eliminate rough patches and imperfections. These would otherwise contribute to un-
wanted reflections and generally poor optical contact. Before coupling. both surfaces 
must be cleaned to ensure they are free of dust and oil. An optical coupling gel. based 
on silicone. is used to facilitate good contact. A small bead of gel is placed at the centre 
of the surface of the plastic. and the photodiode is slowl~' pressed against it. As the gel 
is forced tm\'ards the edges, air is pushed out as well. It is important that the joint be 
free of air bubbles. as these would lower the optical efficiency. 
The characteristics of the photo diodes used in this project have been documented 
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6.00 mm by 5.15 mm by 33.35 mm, using rvlitutoyo 'Absolute Digimate' digital Vernier 
callipers (Part# CD-8" C). 
3.2 Tests and results 
SeYeral design tests were carried out at iThemba LABS between October 2006 and 
September 2007. The methods and results of these experiments will be described in 
this section. It should be noted that the lack of data for plastic scintillator detectors is 
unavoidable. since the pulses yielded by these detectors were found to be too small to 
be usable. 
3.2.1 Initial experiment 
The purpose of the initial experiment was to determine whether the detector systems 
would respond to radiation. 
The detectors were placed in the spectrometer vault. near the beam line. where there 
was thought to he' a high proton flux. Figure 3.3 shows a schematic representation 
of the experimental setup, in the case of a single detector. Ortec 142A preamplifiers 
were connected to the detectors using 50 n coaxial cables. Care was taken to mount the 
prc:unplificrs dose to the detectors. so as to Illinilllise cahle capacitance and thus improve 
the noise characteristics of the detector system. The preamplifiers were connected to the 
spectrometer vault patch paneL which provides a direct connection to the data room. 
In the data room. the preamplifiers were connected to spectroscopy amplifiers. which 
would be used to amplify and shape the pulses. Finally. the amplifiers 'were connected 
to an oscilloscope for signal observation and saving. 
Test pulse generators were connected. via the patch panel system. to the preampli-
fiers. These were used to simulate proton events. in order to ensure that the electronics 
were functioning properly. One such test pulse. after processing by one of the pream-
plifiers. is shown in Figure 3.4. This pulse was measured directly from the preamplifier. 
without being processed by the spectroscopy amplifier. This pulse has the expected 
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Figure 3.3: Schematic representation of initial experimental setup. 















Time (5) x1e-3 
Figure 3.4: This test pulse originated in the pulse generator. It was sent through the pream-
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3.2.2 90Sr experiment 
Follmdng the failure to detect real pulses during the initial experiment. it was decided 
that it would be useful to perform an experiment with a radioactive source. In this 
\yay the experimental conditions could be more easily adjusted. compared to when the 
detector was placed in the spectrometer vault. For safety reasons, the vault could only 
be accessed when the beam was not present, which often meant v,;aiting for several hours 
before adjustments to the detector could be made. 
In the present experiment, a simple diode detector 'was placed in the \'icinity of a 
~JOSr source. The electronics were set up as in the initial experiment. without the use 
of the patch panel system. This experiment did not make use of a test pulse generator. 




Figure 3.5: Logical representation of the experimental setup in the 90Sr experiment. 
During the course of this experiment, it was determined that the magnitude of the 
signal observed on the oscilloscope was strongly dependent on the proximity of the 
photodiode to other objects, such as an experimenter's hand. It \,'as postulated that 
this effect could have been due to capacitative coupling of the detector to a nearby signal. 
The photodiode was shielded with aluminium foil in order to counteract this effect. 
90Sr is a pure beta minus (6-) source [10]. That is. /3- is the sole mode by which 90Sr 
deca~·s. The reaction. shown in equation (3.1), involves the conversion of a 90Sr nucleus 
to a 90y nucleus. via the emission of a 0.546 l\leV beta electron and an electron-type 
antineutrino. 
(3.1) 
~eutrinos have virtually no cross-section for interaction with matter. so they most 
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cross-section and thus they are expected to be detectable with the photo diode detector. 
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Time (5) xle-S 
Figure 3.6: Detected (3- particle from 90Sr source. 
The effect of appl~'ing a reverse hias voltage across a junction \,'as examined. Fig-
ure 3.7 shows pulses from 90Sr, with and without an applied reverse bias voltage. 
The detector system was observed to be vulnerable to electronic pickup. This is 
illustrated in Figure 3.8. wherein a signal with a period of approximately 0.01 s can be 
seen. This corresponds to a frequency of 100 Hz. 
3.2.3 Diode-diode coincidence experiment 
In the coincidence experiment performed at iThemba LABS. two diodes were mounted 
face-to-face. as shown in Figure 3.9. In this configuration. protons travelling 'within a 
certain solid angle could possibly trigger both detectors. The advantage of coincidence 
measuring is an increased probability that observed pulses represent real events. In-
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fals~l)-" indica!'" an p"pnL How,'w,; t,h~ likdihood of obt,ainin!\ a fa.L~P p<>;iti"e for both 
detpct.ors SilIlu lt.8Ileonsly i" quite T<'lIlOt<'_ Th~,,'forp, additimlfll plpctroni,,> were in>t,a.ll..J 
in order tD nl€asure coiuciding pulses. 
Figure 3,10 shm,"" tltp plp<:uolli~ ~pt\lp of the ~oill~iuellc"" experiment, .lllst '-'-~ ill the 
init.;al pxperilIleIlt" the detectors are mOlllllffi on t he beam line and ~onnpct('(l to dosPI)' 
placed preamplifiers, Again. the preamplifi€rs '-'I'€ ('(lUnf'<'tN to Spf'<:tro&Copy amplifi~r" 
via the patch pand system, The oi!\nu\;; fwm each amplifier, in ,).(itlit-iou to beiug ronted 
to Ihp oscilloscope. ar~ also SPilt through a timinij SCA (s;n!(le channpj allalys~I). A 
timing SeA takes a puIS<' as input, and outputs a "'luar", pulse if Ih ", height of the 
input puls€ fal\;; within a ('t'ltain rtLuge, The sel€ction of this range can 1:><> made so 
uS to diore!\,-mJ lowe,. pnL'il' height", ill the re!(ioll uomilluteu by noise. The Snm o[ the 
signa\;; [rom the two SeA units io [cod into a ,/iuI'imin"lol'_ TI1€ di..<.e-rimiuator determinf'S 
wl1€thel' the two signuls contain COiIlcid€nt plllse" by lneasul'ing the height of the Sllmmed 
signul . If t hi..~ hei!(ht i" above u LIiti~ul lew!. lhe plll"-,, ure ue'<ClIleu to Ix· coincitlent, 
The' ~ign ul thell paS:<l'" from th~ ui",'rimillutor to a logicul A.ND gale. The AND guk 























Figure 3.8: 100 Hz background signal. 
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detector sends a pulse which is large enough to satisfy the discriminator. while the other 
detector sends nothing. Haying passed through the Al\D gate to the oscilloscope, the 
pulses should be coincident. and of sufficient amplitude to stand \vell above the noise. 
The results obtained in the coincidence experiment were not surprising. The coinci-
dence count rate was significantly lower than the count rate on either individual detector. 
This was to be expected. since the protons can pass through the junction depletion zones 
\'ia Illall~' different trajectories, yet only a fraction of these will pass through both diodes. 
Despite the lower count rate. the increase reliability \vith \\'hich a coincident pulse can 
be attributed to a particular source is valuable in and of itself. 
Figure 3.11 shows typical examples of coincident pulses. Here. the red and blue lines 
represent the t\VO detectors. Figure 3.l1a illustrates a common situation. in which one 
pulse \vas measured coincidentally, while two others passed through single detectors. 
Figure 3.11 b shows two pairs of pulses. Interestingly. one particle appears to have 
deposited more energy in the blue detector than in the red detector. while the other 














Figure 3.9: Photo diodes mounted face-to-face. Passing proton triggers both detectors. 
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since one might expect a proton to deposit slightly less energy in the first detector than 
it does in the second detector. One possible explanation for shift in pulse height order is 
related to the proton scattering angle. Some scattering angles yield longer path lengths 
through the first detector than the second. while for other scattering angles. the reverse 
is true. Figure 3.11c. too. shows two sets of coincident pulses. The first particle appears 
to have deposited a large amount of energy in one detector. while leaving a much smaller 
amount in the other detector. The second particle appears to have deposited similar 
amounts of energy in both detectors. 
3.2.4 Preamplifier comparison 
A few spectra were recorded at iThemba LABS in order to compare the performance of 
the project preamplifier to that of the Ortec model. Diode detectors were placed in the 
vault. using the same electronic setup as the initial experiment. Figure 3.12 shows one 
spectrulll frolll each preamplifier. The Ortec spectruIll in Figure 3.12a shows one large 
peak on top of a small. periodic background. The signal is relatively clean. Figure 3.12b 
shows a more noisy signal. as evidenced by high-frequenc~' variation. In addition, there is 
a pickup frequency. of approximately 1 kHz, on the signal. The source of this frequency 
\\'as not determined. It is noteworthy that the two preamplifiers were placed in the same 
area during the experiment. That the project preamplifier was the only one to suffer 
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Figure 3.12: A comparison of the signals measured by the Ortec 142B preamplifier to those 
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3.3 Signal processing 
TIl(' signals rC'ceived from the preamplifiers were found to he quite nois~·. and therefore 
some type of filtering \vas desirable. ~ oise is typically characterised by high frequency 
components superimposed on the lower frequency signal. and thus an appropriate filter 
\vill attenuate high frequency compontents, while letting low frequenc~' components pass 
unaffected [16]. Such a filter is called a low-pass filter. Here, the terms "low" and "high" 
are relative to the cutoff frequency of the filter. which is defined below. 
3.3.1 RC low-pass filter 
A simple analog low-pass filter can be realised by an RC senes circuit. as shown in 
Figure 3.13. The basis of operation of the RC low-pass filter is the fact that the 
R 
l __ I----e--_C ~Jut 
Figure 3.13: An RC series circuit functioning as a low-pass filtcr. 
capacitor does not react instantaneously to changes in the input voltage. lin. \\Then the 
input voltage is increased (or decreased). the capacitor charges (or discharges), altering 
the output voltage. \~ut. The finite time taken by the capacitor to charge or discharge 
results in a phase difference between the input and output voltages. The higher the 
frequenc~' of the input voltage. that is. the faster the input voltage changes. the less 
time the capacitor has to respond, and therefore the greater the attenuation. 
The behaviour of the filter may be characterised by its time constant. T. In the case 
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An elementary analysis of the RC series circuit vvith constant input voltage shows that 
the charge. Q. on a capacitor which has been charging for time. t. is given b!" 
Q(t) = CYin [1 - e-t / RC ] . (3.3) 
From equation (3.3). it is clear that the time constant is a measure of the characteristic 
time taken by the capacitor to accumulate charge. For example. when t = RC, the 
capacitor has accumulated a fraction (1 - e- 1) ~ 63o/c of the maximum charge. 
Returning to the RC low-pass filter, the time constant determines the cutoff fre-





An iclf'al lmy-pass filter will pass frequencies hdow fe with zero attenuation. while com-
pletely blocking out components of the signal with frequencies greater than fe. However, 
real filters fail to discriminate frequencies so precisely. They attenuate a certain band 
of frequencies belO\\' fe- while passing a certain band above fro Figure 3.14 shows the 
frequency response of a typical low-pass filter, which has been designed to produce a 
wry flat response in the pass band. The horizontal axis shows the input frequency, nor-
malised to the cutoff frequency. on a logarithmic scale. The vertical axis shows the gain 
in decibels. the s!"mbol for which is dB. The decibel is used to logarithmically describe 
the ratio of two quantities. The gain, g. of a filter is given b!" the ratio l~ut!V;n- This 
can be expressed in decibels as follows: 
( (Vout) 9 f) = 10 log Yin dB (3.5) 
For ('xmnpk the filter illustrated in Figure 3.14 shows a gain of -3.01 dB at f / fe = 1. 
Substituting this value of the gain into equation (3.5). it becomes clear that V~llt!Yin ~ 
1/2. That is. the filter has a gain of 1/2 at the cutoff frequency. The accuracy of a low-
pass filter is characterised by the rate of attelluation with increasing frequenc~". Higher 
order (more accurate) filters will have a steeper gradient in the stop band than that 
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fife 
Figure 3.14: Frrqurncy rrsponsr of a first ordrr low-pass filtrr. Thr vrrtical scalr shows gain. 
The horizontal scale shows the frequency of the input voltage. normalised to 
the cutoff frequency of the filter. This image was produced using gnuplot and 
a l110difird vrrsion of thr script at http: / / en. wikipedia. org/wiki/lmage: 
ButterworthJesponse. png. The original script is in the public domain. 
Simulating a low-pass filter 
An analog low-pass filter, such as the RC filter described above. may be simulated by 
constructing a digital filter. This is done h!' discretising thl' temporal hehaviour of Hw 
filter. Considering the RC circuit shown in Figure 3.13, the follmying relationships are 
obtained: 
v (t) 'n 
Q(t) 
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where I is the current in the circuit and Q is the charge on the capacitor. Equation 
C~.6) is obtained frolll Kirchoff's loop rule. while equation (3.7) follows directly from the 
definition of capacitance. Recalling that current is the time-deriviative of charge, and 
noting that the capacitance, C. is constant. equation (3.8) is obtained by differentiating 
equation (3.7) \vith respect to time. 
I(t) = Cdt~ut(t) . 
dt 
Substituting equation (3.8) into equation (3.6) yields: 
V (t) = CdVout(t) R + V (f). 
ln dt out 
(3.8) 
(3.9) 
To discretise this system. assume that the value of tin (t) is sampled at a frequency 
.f., = 1/ t:..t. and that the sampled values form a sequence Va. VI .... . 1'N. such that the 
temporal order is preserved. This construction can be expressed as follows: 
Vi E [0. iY]. (3.10) 
Here ta is an arbitrarily chosen time at which sampling begins. Similarly Vout(t) is 
sampled to populate a sequence u;: 
Vi E [0. X]. (3.11) 
The discrete form of the model may be expressed as: 
Vi C Ui ~~i-l R + Ui 
RC RC 
U'--u l-+U 
1 t:..t /- t:..f / 
U (1 + RC) _ U-l R. C 
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::::::} Ui 
RC 
Vi + Ui-l t;t 
1 + RC 
t:;.t 
Vi ( 1 RC) + Ui -1 ( ~RC ) 
1+t;t 1+t;t 
( i:lt) (RC) Vi i:lt + RC + Ui-l RC + i:lt 
::::::}Ui = aVi+(1-a)Ui_1' 
44 
(3.12) 
where Q = i:lt/(RC + i:lt) is known as the filter constant. Equation (3.12) is the update 
equation of the discrete model. This equation shows how the present output voltage is 
calculated from the present input voltage and the previous output voltage. 
Low-pass filter as an integrator 
This RC circuit is also known as an RC integrating circuit. To explain the use of this 
term. equation (3.9) is considered for different values of T = RC. For large values of T, 
equation (3.9) becomes 
Vin( t) 
(3.13) 
while for small values of T. equation (3.9) becomes 
(3.14) 
Equations (3.13) and (3.14) imply that, when the time constant is relatively large in 
comparison to the pulse width. the pulse will be integrated. and otherwise the pulse will 
not be affected by the filter. 
The z-transform in signal processing 
The characteristics of a filter may be easily analysed using the z-transfonn [22]. which 
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DC 
Z(x[n]) = X(z) = L x[n]z-n. (3.15) 
n=-OC' 
In discrete time. transfer function, H(z). of a filter is the linear map from the z-transfonn 
of the input signal to the z-transform of the output signal: 
U(z) = H(z)V(z) =? H(z) = [~((z))' 
\1 2 
(3.16) 
H (z) for the low-pass filter can be calculated b~' considering the difference equation 




-(1 - Q)z- l U(z) = QV(z) 
U(z) Q 
V(z) 1 - (1 - 0),:;-1' 
(3.17) 
The filter can now be anal~'sed in terms of the poles and zeros of the transfer function. 
The functions D(z) are N(z) are defined as the denominator and numerator of the H(z), 
respectivel~·. The zeros of the transfer function occur when X(z) = O. At the zeros, the 
signal is completely attenuated, while at the poles. which occur when D(z) = O. the 
output signal blows up. Since there are no solutions to "'"(Z) = 0 in this case. there are 
no zeros. There is a pole at z = 1 - Q. 
3.3.2 CR high-pass filter 
High-pass filters are similar to low pass filters. except that they attenuate frequency 
components belO\\" the cutoff frequency, \vhile passing higher frequency components. A 
simple CR series circuit corresponding to a high-pass filter consists of a capacitor and 
a resistor in series. with the output voltage measured across the resistor. The circuit 
is shown in Figure 3.15. The cutoff frequency of this filter is identical to that of the 
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R V 
out 
Figure 3.15: An CR sp,rip,s circuit functioning as a high-pass filtp,r. 
Kirchoff's loop rule gives us that 
(3.18) 
Recall that the charge. Q(t), on the capacitor is the time-integral of the current. I(t). 
fimying in the circuit: 
Q(t) = it I(t) dt. (3.19) 
Substituting equation (3.19) into equation (3.18). we obtain: 
1 t - -
Vin(t) = C )0 I(t) dt + V~ut(t). (3.20) 
.:\oting that I(t) = l'~ut(t)/ R and differentiating equation (3.20) with respect to time 
~'ielels: 
elVin(t) = _l_V () ell~ut(t) 
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Discretisation of high-pass filter 
The input and output voltages are discretised. as in the previous case. using l' for the 
input and u for the output. 
Vi - Vi-1 
b.t 
1 
:::::} b.t (Vi - Vi-d 
:::::} U; 
1 11i - 11i-1 
RC 11i + b.t 
(RIC + ~t) Ui - ~t 11i-1 
~(v· - V· 1 + 11· 1) 6.t I 1- /-
(ic + L) 
Vi - Vi-1 + Ui-1 
6.t + 1 
RC 
:::::} 11i = (1- O:)(Vi - Vi-1 + ui-d· 
where the filter constant 0: is defined as in the case of the low-pass filter. 
High-pass filter as a differentiator 
(3.22) 
The high-pass filter shown in Figure 3.15 is also known as a CR differentiating circuit. 
Once again. the reason for this is made clear by considering equation (3.21) for different 
values of T = RC. If T is sufficiently small. then equation (3.21) reduces to 
dVin(t) "-' ~V (t) 
dt - Tout .. (3.23) 
which shows that. for such values of T, the output voltage is proportional to the time 
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In summary. equations (3.23) and (3.24) show that. when the time constant is small 
in comparison to the pulse width. the pulse will be differentiated. and that when this is 
not the case. the pulse will pass, unaffectedly. through the filter. 
Consider the effect of the differentiating circuit on a step function pulse. as illustrated 
in Figure 3.16. The step function is transformed into a an exponential tail pulse. with 
a characteristic decay time determined by the time constant. 1Iathematically, the 
----tC»- I HPF I 
---1C>t>-~ -- - -- -- --
Figure 3.16: CR high-pass filter differentiates a step function. T is the characteristic time. 
after which the output has decayed by 63 o/c .. 
derivative of the step function is the Dirac delta function [2]. 8(t). given b~' 
{
a. t = 0 
8(t) == lim . 
a~x 0, t-l0 
(3.25) 
It should be clear that as T ---+ O. the shape of the output tail pulse approaches that of 8(t), 
\yhich is compatible with the above-mentioned finding that the circuit will differentiate 
the input pulse for sufficiently small values of T. 
3.3.3 Implementation and results 
Noise filtering 
A digital filterl was used to process the experimental data. The filter lllay be configured 
in yarious ways. depending on the desired type of processing. The simplest filtering 
method is noise filtering. \vhich is achieved by processing the data with a simulated low-
pass filter. or RC integration circuit. The data presented ill §3.2 have been processed 
by a chain of successive low-pass filters. The noise leyels improve with each iteration. 
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until the improvement from one stage to the next becomes unnoticeable. It was found 
that five or six nUlS was generally sufficient. Figure 3.18 shows the effect of the low-pass 
processing. by comparing the original. unfiltered data to the output. 
Pulse shaping 
In addition to ordinary noise filtering. it is often desirable to shape the pulse into a more 
cOlll"enient form. Pulse shaping has two main purposes in the context of preamplifier 
pulses. The first is to avoid the pile-up effect. Typical preamplifier pulses have long 
tails which decay rather slowly. If the pulse rate is significantly higher than liT, then 
pulse heights will be distorted due to the lingering tails of previous pulses. Figure 3.17 
illustrates the pile-up effect. The pile-up effect is avoided by shaping the pulses to 
Figure 3.17: Pile-up occurs when the lag between pulses is shorter than the characteristic 
decay time. Each pulse is shifted up by the height of the tail of the previous 
pulse. 
reduce tail length. In this way. by the time a pulse arrives from the preamplifier. the 
previous pulse will have decayed sufficiently. 
The second purpose of pulse shaping is the improvement of the signal-to-noise ratio. 
Tail pulses may be unacceptably distorted b~' typical noise spectra. Gaussian pulses are 
preferable. due to their resistance to distortion by noise. 
Pulse shaping was accomplished by alternatively processing the data with low-pass 
and high-pass filters. The tail pulses were smoothed out as shown in Figure 3.19. 
It should be noted that both the noise filtering and pulse shaping routines produce 
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Time (5) 
Figure 3.18: The effect of noise filtering. Several runs through a low-pass filter produces a 
much smoother signal. 
Pole zero cancellation 
Simple CR-RC filters such as that which is simulated here t~rpically exhibit undershoot 
on the output pulse. which is a result of the relatively long decay time of the preamplifier 
tail pulse. For sufficiently high count rates, pulses will tend to ride the tails of previous 
pulses. resulting in distortedly low apparent pulse heights. This effect is similar in nature 
to the pile-up effect. except that it acts in the opposite sense. 
Figure 3.20 illustrates the undershoot effect. and shows hm\' it may be compensated 
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Figure 3.19: The effect of pulse shaping is that. in addition to having the noise filtered out. 
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and the value of the resistance determines the level of compensation. On spectroscopy 
amplifiers. this is usually adjustable through the front panel. Pole-zero cancellation has 
been simulated ill the digital filter (see Appendix B). The form of the pole-zero term 
has been inferred from the Ortec amplifier documentation. 
3.4 Analysis 
In order to determine whether the detector system operates as expected. the experimen-
tally obtained results must be compared with the expected results. The pulse shown in 
Figure 3.12a will be considered for this purpose. The height of the pulse is difficult to 
measure with great precision, due to the background signal. but it could be estimated 
to be betv;een 6.5 m V and 7.0 m V. 
The expected voltage is related to the expected deposition of energy in the diode 
by the proton. To calculate the amount of energy lost by the proton. it is necessary to 
consider its path from the beam to the diode. The proton must pass through the beam 
pipe. which is 1.4 mm thick and made of stainless steel [12]. It must then penetrate the 
500 11m layer of plastic which coats the photosensitive area of diode. followed by the 
silicon itself. which has a thickness of 300 11m [15]. 
The energy loss in each layer was calculated using SRII\12. a program which uses 
monte carlo methods to simulate the motion of ions in matter [19]. A summary of the 
results is shown in Table 3.1. The proton energy shown in the table is the energy of 
Table 3.1: Energy loss calculations performed using SRIl\I. 
Proton Energy I\laterial Thickness dE Energy loss d:r 
(I\le V) (mm) (I\leV /mm) (I\leV) 
200.00 Stainless steel 1.4 ') -_.0 3.5 
196.50 Plastic 0.5 0.52 0.26 
196.24 Si 0.3 0.86 0.26 
the proton before entering the relevant material. ~; is the energy loss by the proton 
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per unit length of material. This is essentially the stopping power of the material, with 
respect to particle energy. The energy loss is the product of ~; and the thickness of the 
material. \Vhile ~; is a function of the energy. E. and ,\Jill therefore vary as the proton 
travels through the material. it has been assumed to be constant in each layer. This 
assumption is reasonable. since the energy losses are so small. relative to proton energy. 
that the increase in ~; with decreasing E is negligible. The expected energy loss in the 
silicon was calculated to be 0.26 MeV. 
The deposition of energy within the sensitive volume of the silicon results in the 
creation of electron-hole pairs, as descrihed in §2.3. The amount of energy required 
to create an electron-hole pair depends on the electronic structure of the material. In 
silicon. the energy requirement is 3.6 eV /pair. The resultant holes are swept to ground, 
while the electrons are transported to the charge-sensitive preamplifier. which converts 
the charg;e to a voltag;r signal. In this particular experiment. the preamplifier was an 
Ortec model 142B. which had a silicon-equivalent3 charge sensitivity of 20 mV /MeV. 
~ow. the expected voltage. Vex. is given by the product of the energy deposited in the 
silicoll aWl th(' silicon-equivalent charge sellsitivity of thl' prccunplifi(~r: 
Vex 0.26 MeV x 20 mV /.t\IeV 
5.2 mV. (3.26) 
The observed voltage (as estimated from the Figure 3.12a) is approximately 30% higher 
than the expected voltage. It should be noted that the calculation of the expected voltage 
assumed that the proton travelled 300 pm through the silicon. which is the minimum 
distance possible. and achievable only with a perpendicular path . .t\Iost protons would 
travel through the silicon at some other angle. thereby taking longer paths. Since the 
(,llcrgv loss !:lE ~ d. where d is the path length through the material. it is not improbable 
that a particular proton might have deposited 30% more energy. and thus given rise to 
307<: more voltage. than the minimum. \Vith such a significant available variation in 
path lengths and. by extension, voltages. a result of 30% cannot be used to discount the 
proper operation of the detector. Indeed. it may well support that fact that the device 
is functioning correctly. 
3The charge sensitivity is expressed as energy sensitivity using the energy deposited per unit charge 











Implications for future beam loss 
monitors 
4.1 Preamplifier 
The project preamplifier has been shown to operate satisfactorily. to the extent that the 
exponential tail pulses it produced were similar to those produced by the Ortec pream-
plifiers (see Figure 3.12). The noise characteristics of the custom unit were adequate. 
though inferior to those of the Ortec models. 
The custom preamplifier \vas found to be vulnerable to electronic pickup, as demon-
strate:d h~' thr 1 kHz compone:nt of the signal shown in Figure: 3.12h. The preamplifie:r 
casing should have functioned as a Faraday cage. thereby shielding the components from 
stra~' electromagnetic fields. This effect warrants investigation. The power lines were 
plain copper \vith plastic insulation, and these should be shielded to mitigate pickup. 
4.2 System packaging 
It is recommended that a future detector system be packaged as a single unit, including 
the detector and the preamplifier. The increased convenience and system portability 











Implications for future beam loss monitors 56 
would also be improved by the decreased capacitance at the preamplifier input. which 
'.yould result from the elimination of cabling. 
The casing material should be chosen to have certain properties. It should be an 
electrical insulator. This is desirable because it is unacceptable for foreign conducting 
objects to be brought into contact with any conducting apparatus in the spectrometer 
vault during an experiment. An insulating case would simplify the procedure of attaching 
the detector to the beam line pipe. 
The material should not have too great a stopping power \\-ith respect to the beam 
particles. For example. acr~'lic glass has a stopping power of ~~ = 0.51 l\IeV /mml for 
200 l\Ie V protons. which would be acceptable. 
The case should provide adequate shielding from stray electromagnetic fields. For 
compatibility with the requirement that it also be an insulator. it is recommended that 
there be an inner. conducting layer to provide shielding. 
4.3 Proposal of a beam loss monitor array 
It has been an objective of this project to design a detector system which could be 
produced sufficiently cheaply as to allo\'; a large number of units to be distributed around 
the beam line. A possible scheme for the distribution of the monitors is proposed here. 
The proposed monitor array is illustrated in Figure 4.l. l\Ionitors 1-8 are arranged at 
regularly spaced angular positions, close to the beam line. l\Ionitors 9-12 are arranged 
at a larger distance from the beam line. such that the monitor pairs (l.9). (3,10). (5.11) 
and (7.12) are each at equal angular positions. 
4.3.1 Beam centring 
l\Ionitors 1-8 are used to determine how well the beam is centred. For example, if 
monitors 8. 1 and 2 were to show significantly higher count rates than monitors 4. 5 and 
















Figure 4.1: Proposed monitor array contains eight monitors at a small distance from the 
centre of the beam line, at regularly spaced angular positions. as well as four 
monitors at larger distance from the centre. 
6. then that would be an indication that the beam axis is higher than the axis of the 
beam line pipe. 
4.3.2 Beam profile 
The bealll profile. P. can be treated as a two dimensional Gaussian distribution. given 
by 
p= 1 e-((:r-a)2/2CT;+(y-b)2/2CT;). 
27f (J:r(J y 
(4.1 ) 
,,,here the centre of the profile is at (x, y) = (a. b) and (J:ry is the standard deviation. 
By treating the x- and y-projections separately. the beam profile can be approximately 
determined. For example, the x-projection can be found by considering the count rates 
of monitors 12. 7. 3 and 10. If the count rate is interpreted as a measure of the beam 
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the x-projection. An identical procedure using monitors 1l. o. 1 and 9 yields the y-
projection. 
The number of monitors used in this array ,vas chosen fairly arbitrarily - more or 
fewer could be used in a real implementation. In particular. more detectors could be 












The aim of this work has been to develop a cost-effective beam loss monitor for use at 
iThemba LABS. It is intended that the final product will aid in beam focusing processes, 
which are. at present, ver~' time-consuming. 
A simple and inexpensive charge-sensitive preamplifier. originally designed b~' R.\V. 
Fearick. has been modified to suit this application. Its performance has been compared 
with that of a commercially available modeL manufactured b~' Ortec. The simple pream-
plifier was found to function adequately. despite having inferior noise characteristics and 
being more prone to electronic pickup of stray signals. 
Two beam loss monitor designs wcre tested. TIl(' first W,Ui a scintillatOl'-photociiodc 
combination. which used a sample of NEI02 plastic scintillator and a Siemens BP\V34 p-
i-n photodiode. In this design, ionising particles excite molecules in the plastic, prompt-
ing fiuorcsl'cm:c. The flash of scintillation light cnters thc scnsitivc volumc of thc pllO-
todiode. where electron-hole pairs are created. The second design was a photo diode 
detector. \\'hich also used the Siemens BP\V34. In this design. ionising particles enter 
the photo diode directly. prompting electron-hole pair creation. At this stage the charge 
is swept out to the charge-sensitive preamplifier. which converts it to a voltage signal 
for further processing. 
Signal processing has been carried out on the preamplifier output signals. The meth-
ods used were derived from and analysis of RC circuits. Two types of processing were 












acterise noise. were attenuated. The second type \vas pulse shaping. which transforms 
the exponential tail pulses into smoothly varying. bell-like pulses. 
Experimentally obtained pulses were analysed and it was found that the voltages 
were of the same order of magnitude as the theoretical expectations. The wide range of 
path lengths through the detector, and the corresponding wide range of possible energy 
losses. are sufficient to account for the discrepancy between the expected voltage and 
the observed voltage. From this it can be concluded that the beam loss monitor system 
functions Kithin normal operational parameters. 
Recommendations. regarding future improvement of the beam loss monitor, have 
heen made. These focused on reduring the susceptihility of the preamplifier to stray 
signals. as well as packaging the detector and the preamplifier in one unit. A beam loss 












Table A.I: Photocathode characteristics [1l]. 
Cathode type Composition A at peak response Quantum efficiency 
[nm] at peak (o/c) 
Sl (C) Ag-O-Cs 800 0.36 
SJ SbCs 400 16 
S11 (A) SbCs 440 17 
Super A SbCs 440 22 
S13 (U) SbCs 440 17 
S20 (T) SbNa-KCs 420 20 
S20R SbNa-KCs 550 8 
TU SbNa-KCs 420 20 
Bialkali SbRb-Cs 420 26 
Bialkali D Sb-K-Cs 400 26 
Bialkali DU Sb-K-Cs 400 26 











Data tables 62 
Table A.2: Physical properties of silicon and germanium [11]. 
Si Ge 
Atomic number Z 1..1 32 
Atomic weight A 28.1 72.6 
Density [g/cm2 ] 2.33 5.32 
Dielectric constant (relative) 12 16 
Intrinsic resistiyity (300 K) [Ocm] 230000 ..15 
Energy gap (300 K) leV] l.1 0.7 
Energy gap (0 K) leV] l.21 0.785 
Electron mobility (300 K) [cm2/Vs] 1350 3900 










Source code: digital filter 
The follmying program. written in Python, was used to simulate the action of low-pass 
Rnd high-pass filters on the data obtained during the beam loss monitor design tests at 
iTlwmha LABS. Tlll' program has heen modified from thl' original version. written hy 
R.W. Fearick. 
1 from pyla b import * 
Dig ita 1 s i g n alp roc e s s III g III n u cl ear p h~' sic s 
classes for amplifier chain 
26 Oct 2006 
9 20 ~Iarch 2007: more documentation 
10 
11 sdw September 2007 
12 
13 ~Iodified filter process order and file 10 
14 
15 cl ass T ran s fer ( 0 b j e c t ) : 
16 
















Source code: digital filter 
def __ ini t __ (self): 
self.outml=O.O 
self. inml=O.O 
23 class Lo,,"Pass (Transfer): 
24 
25 Low pas s f i 1 t e r : 
26 l=LowPass (alpha) 









time interval between samples 
RC tim e con s tan t 
alpha=dt / (Ret-dt) 
33 def __ ini t __ (self, alpha): 
34 Transfer. __ ini L_ (self) 
35 self.aO=alpha 
36 s elf. bl=l-alpha 










43 class HighPass (Transfer): 
44 
45 Hi g h pas s f i 1 t e r : 
46 h=HighPass (alpha) 
47 i n put: alp h a: f i 1 t e r con s tan t 
48 
49 de f __ i niL _ ( s elf. alp h a, p Z = 0 . 0 ) : 
50 Transfer. __ iniL_ (self) 
51 X=1.0- alpha 
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53 self . a 1 =- self . a 0 * ( 1. 0 - p z ) 
54 self. b l=X 
55 de f pro c e s s ( s elf, ins i g n a 1 ) : 
56 




out=self .bhself .outml+self .aO*insignal+self .ahself .inml #HP 
self. inml=insignal 
61 self.outml=out 
62 return out 
63 
64 class PreAmp ( Transfer): 
65 
66 Preamp simulator: preamp out from delta input 
67 h=PreAmp ( alpha) 
68 input: alpha: filter constant 
69 
70 def __ ini t __ (self. alpha): 
71 Transfer. __ init __ (self) 
72 s elf . b 1 = alp h a 
73 de f pro c e s s ( self. ins i g n a 1 ) : 
74 out=insignal+self .outmhself .bl 
75 self. inml=insignal 
n self.outml=out 
77 ret urn out 
78 
79 \"=10000 
80 t=zeros (1\. Float) 
81 noise=randn (len (t )) 
82 0 u t put = z e r 0 s (1\. Flo at) 
83 input=zeros C'\. Float) 
84 pulse=zeros (X. Float) 











Source code: digital filter 
87 dt = 1. 0 
88 RC = 1.0 
89 
90 pz=0.999*dt /(l+dt) 
91 tail=exp(-dt/45.0) 
92 alpha=dt /(RC+dt) 
93 
94 # process chain 
95 p1=PreAmp ( t ail ) 
96 11=Lm\'Pass (alpha) 
# time between samples (in microseconds) 
# RC time constant (in microseconds) 
97 h1=HighPass (alpha. pz=pz) 
98 12=LowPass (alpha) 
99 13=LowPass (alpha) 
100 l.!=LowPass (alpha) 
101 15=LowPass (alpha) 
102 16=LowPass (alpha) 
103 17=LowPass (alpha) 
104 18=Lo\\'Pass (alpha) 
105 19=LowPass ( alpha) 
106 11 O=LowPass (alpha) 
107 
lOB fin=open ( . some_infile ' ." r" ). readlines () 
109 fout=open(' some_out file ' ,"w") 
110 i =0 
111 
112 for 11 In fi n : 
113 l=ll.split() 
114 t [i]=float (1 [0]) 
115 input [i]=float (1 [1]) 
116 0=11 . process (input [i ]) 
117 0=h1. process (0) 
llB 0= 12 . pro c e s s ( 0 ) 
119 0=13 . process (0) 











Source code: digital filter 
121 0= 1 5 , pro c e s s ( 0 ) 
122 0=16 ' process (0) 
123 0=17 , process (0) 
124 0=18 , process (0) 
125 0=19, process (0) 
126 0= 11 0 , pro c e s s ( 0 ) 
127 output [i]=o 
128 i+=l 
129 
130 # p lot i n put and 0 u t put 
131 sub p lot (2 11 ) 
132 P lot (t , in put , 'b-' ) 
133 tit 1 e ( 'U n pro c e sse d s i g n a 1 ' ) 
134 X 1 abe 1 ( 'Time (s)') 
135 ylabel('Voltage (V)') 
136 
137 subplot (212) 
138 P lot (t , 0 u t put , 'b-') 
139 title ('Processed signal ') 
140 xlabel('Time (s)') 
141 ~'label('Voltage (V)') 
142 






















[1] J.E Bateman. A solid state scintillation detector for high-energy charged particles. 
Nue!. Instr. and Meth .. 71:261-268. Feb 1969. 
[2] P.AJd. Dirac. The Principles of Quantum Mechanics. Oxford University Press, 
fourth edition. 1958. 
[3] J .-C. Dousse and eh. Rheme. The Si photodiode: An inexpensive though high-
performing ex detector. Am. J. Phys., 51(5):452-455. 1Iay 1983. 
[4] A. Einstein. tber einen die Erzeugullg und Verwandlung des Lichtes betreffenden 
heuristischen Gesichtspunkt. Ann. Physik .. 17:132-148. 1905. 
[5] \Villiam C. Elmore and Matthew Sands. Electronics: Experimental Techniques. 
-:\ational l\uclear Energy Series. }1cGRAVv'-HILL BOOK CO::--'IPANY. INC. first 
edition. 1949. 
[6] Hamamatsu. Photomultiplier Tubes: Basics and Applications. third edition. 2006. 
[7] S. Jones. Private communication, 2008. 
[8] G. Keil. Gamma-ray spectroscopy with a scintillator-photodiode combination. Nucl. 
Instr. and Meth .. 66:167-172, Sep 1968. 
[9] C. Kittel. Introduction to solid state physics. John 'Wiley &: Sons. Inc., eighth 
edition. 2005. 
[10] G. F. Knoll. Radiation Detection and Measurement. John Wiley &: Sons. Inc .. 1979. 
[11] W.R. Leo. Techniques for Nuclear and Particle Physics Experiments. Springer-
Verlag. second edition, 1994. 
[12] R. ~eveling. Private communication, 2008. 












[14] Axtem Shevchenko. Fine Structure of the Isoscalar Giant Quadrupole Resonance 
from High-Resolution Inelastic Proton Scattering Experiments. PhD thesis. Tech-
nischen Universitat Darmstadt, 2005. 
[15] Siemens. Silicon PIN Photodiode. http://www.datasheetcatalog.com. 
[16] S. \Y. Smith. Digital Signal Processing: A Practical Guide for Engineers and Sci-
entists. California Technical Publishing, 1997. http://www.dspguide.com. 
[17] F.D. Smit et al. Development of a high energy-resolution zero-degree facility at 
the iTL K600 magnetic spectrometer. In Collective motion in nuclei under extreme 
conditions. 2006. 
[18] H. Fujita et al. Better-resolution measurement of vertical scattering angle in a 
new ion-optical mode of spectrometer "Grand Raiden'·. Nuclear Instruments and 
Methods in Physics Research Section A, 469(1):55-62. 2001. 
[19] J. F. Ziegler et al. SRIM - the Stopping and Range of Ions in Matter. Ion Implan-
tation Technology. Incorporated, 2008. 
[20] J.L. Conradie et al. Cyclotrons at iThemba LABS. In Cyclotrons and their appli-
cations. 2004. 
[21] R. ~eveling et al. Guide to the K600 Magnetic Spectrometer. iThemba LABS. 
[22] Eric W. \Veisstein. Z-transform. From ?\Iath World A \Volfram \Veb Resource. 
http://mathworld.wolfram.com/Z-Transform.html. 










List of Figures 
1.1 
1.2 
Schematic diagram of the cyclotron facility at iThemba LABS. 
Schematic diagram of the K600 magnetic spectrometer. 
1.3 Schematic layout of a drift chamber. 
1 . ..1 Background in K600 experimental data. 
2.1 Energy band structure of an activated crystalline scintillator. 
2.2 Schematic diagram of a photomultiplier tube. 








2.4 Schematic representation of depletion zone formation in an np junction. 22 
2.5 
2.6 
Effect of a reverse bias voltage on depletion depth .. 
Schematic diagram of the detector electronics. . . . 
24 
26 
3.1 Schematic diagrams of photodiode and scintillator-photo diode detectors. 28 
3.2 Light-proofing. 




Test pulse ......................... . 
Logical representation of the experimental setup in the 90Sr experiment. 
Detected ;3- particle from 90Sr source. 

















LIST OF FIGURES 
3.8 100 Hz background signal. . . . . . 
3.9 Photodiodes mounted face-to-face .. 
3.10 Schematic representation of the coincidence measurement experiment. 
3.11 Coincident pulses ..... 
3.12 Preamplifier comparison. 
3.13 An RC series circuit functioning as a low-pass filter. 
3.14 Frequency response of a typical low-pass filter .... 
3.15 An CR series circuit functioning as a high-pass filter. 
3.16 CR differentiation. 
3.17 Pile-up. 
3.18 The effect of noise filtering. 
3.19 The effect of pulse shaping. 

























List of Tables 
3.1 Energy loss calculations. . .. 
A.1 Photocathode characteristics. 
A.2 Physical properties of silicon and germanium. 
73 
53 
61 
62 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
