Abstract. Multiple alignments of biological nucleic acid sequences are one of the most commonly used techniques in sequence analysis. These techniques demand a big computational load. We present a Genetic Algorithms (GA) that optimizes an objective function that is a measure of alignment quality (distance). Each individual in the population represents (in an efficient way) some underlying operations on the sequences and they evolve, by means of natural selection, to better populations where they obtain better alignment of the sequences. The improvement of the effectiveness is obtained by an elitism operator specially designed and by initial bias given to the population by the background knowledge of the user. Our GA presents some characteristics as robustness, convergence to solution, extraordinary capability of generalization and a easiness of being coded for parallel processing architectures, that make our GA very suitable for multiple molecular biology sequences analysis.
Introduction
The best way to discover relationships among genes is through analysis of their nucleic acids and proteins sequences. They have to be properly represented as extended strings from predetermined alphabets. Those alphabets use four "characters" {a, c, g, t} when they are expressing the nucleic acids. The panoply of algorithms for multiple sequence alignment has been growing tremendously. In last decades, new methods have been developed: Some are exhaustive methods, based on dynamic programming, heuristics like MSA, and modifications like MAP [1] ; for obtaining the alignment of many sequences there are programs, with a sub-optimal behaviour [2] , implementing the progressive alignment technique.
All these methods require a heavy computational load, and other optimization alternatives like the Markov modelling of the sequences [3] were proposed. Still demanding however a big computational power when dealing with many sequences: The computational load depends on O(k * n 2 ), where "k" represents the number of sequences and "n" is the length of them (assuming they all have the same one).
Genetic Algorithms for Sequence Analysis
Multiple sequence analysis requires finding alignments with the minimum number of changes in the sequence structure. GA are capable of finding the optimal alignment or sub-optimal alignments as well as those found by other procedures classical in biology. Starting from our previous research, where two sequences comparison algorithm [4] and three sequences comparison algorithm [5] where developed, we have improved those algorithms, introducing new operators and functions capable of optimizing the alignment of multiple sequences.
Problem Formulation
In our previous research we have presented a very efficient GA for multiple sequence comparison [6] . However, the choice of the alignment structure is a big issue in sequence comparison, especially when the sequences to be aligned have a loose coupling among them. Taking advantage from GA robustness, we have recently added several modifications in the GA architecture in order to improve GA generalization and flexibility when dealing with very unlike sequences.
Genetic Algorithm Description
For biological sequences comparison and best alignment identification we designed a GA derived from the simple (and multipurpose) ones presented by [7] . The GA starts with a random population; the individuals of the population represent some operations on the biological sequences. After carrying out those operations, the alignment of the sequences is computed for each individual by the objective function. The genetic operators are applied to the population in order to create a new population, this new population is evaluated by the objective function and the loop re-started until some of the break criteria are fulfilled. Reproduction, crossover and mutation operators are applied to consecutive populations in order to evolve to a new population, where the performances (measured by the objective function) of their individuals (one of them at least) are better.
Elitism Operator
In general, GA performances are improved when outstanding individuals are automatically passed to next generation. However, this strategy tends to premature convergence in the optimization. Several improvements to elitism have been presented [8] , but they do not pay attention to the nature of the problem under optimization. For a GA working in the deterministic application, an elite of one individual could be enough to improve performances without premature convergence. But this elitism strategy is a bad approach when working in a stochastic application like ours: the same high-fitness individual at iteration "t" may present bad performances at iteration "t+1" when its chromosomes are demanding improper character replacements. To avoid it, the first step is to increase the number of individuals in the elite. However, the higher this number the quicker population looses diversity. In our simulations, 30% of individuals at the elite configured the maximum allowable. We implemented the following restriction: After iteration "t", the 30% of the individuals were pre-selected as candidates to the elite, but before being passed to next generation, they were measured again by the objective function. Only those individuals who are now in the top 10% of the rank are selected, and the rest are disregarded for the elitism operation. In most of the iterations, the best individual was not selected, especially at the beginning. The performances of this elitism operator were described at [9] .
Objective Function
Evaluation of the alignments is carried out using an Objective Function. For more M sequences, it seems reasonable to define the objective function f M from the sum of all the partial f i,j. fitness function, where i,j sweep all M possible pairs. This definition of f M causes a bad behavior of the GA because it can force solutions with a lot of blank characters, and this is not easily avoided by reducing the weight blank . So, for M sequences, f has three terms: The first term, f match1 , is obtained by computing the matches between two sequences, one fix sequence (no matter which one is selected, let us consider sequence 1 and the other sequences. The second term contains the matches between all the possible pairs of sequences where sequence 1 is not present. The third term computes the entire blank simultaneous among all the sequences.
Individuals Codification
For the sake of clarity let us consider only three sequences, M=3. Only M-1 sequences are going to be rotated in relation to one fix sequence, so each individual, x i, has to represent a certain number of rotations and a certain number of blank insertions on sequence 2 and 3. The "genome" of individual "i" is [R i2 B i2 R i3 B i3 ]. The genome of individual "i" is contained in row "i" of the population matrix. The genome has two parts: one related to the first sequence to be manipulated [R i2 B i2 ] and another related to the second sequence to be manipulated [R i3 B i3 ], each part is codified in two "chromosomes": R ij represents the number of rotations requested by the individual "i" to sequence "j" (j=2 or 3). B ij is also an integer number, but when it is translated into its binary format it is a 2* l seq string of 1's and 0's (0 ¡ B ij ¡ 2 2 * lseq -1), now each pair of bits placed at position "2k-1" and "2k" means: '00': No change at position "k" of the sequence. '10': Blank insertion at position "k" of the sequence. '01': Character elimination at position "k" of the sequence. '11': Character replacement at position "k" of the sequence. With this extended codification scheme, all the operations on the biological sequences are provided, giving to the GA the capability of finding better alignments because of the enhanced search space. Doing so, the whole population of N individuals is codified in an N x 4 matrix, N x 2(M-1) matrix, for M sequences.
The number of rotations applied to the sequence "j" by individual "i" is codified in a plain integer number, namely R ij . That number means R (rotations) shifts to the left of the characters of the sequence, and it varies between 0 and l seq -1 (l seq is the length in characters of the sequence).
Parameter Selection
The internal parameters are: Number of individuals "N", the probability of crossover "P c " and the probability of mutation "P m ". All the simulations run have demonstrated the robustness of the algorithm in the sense of low sensitivity of the algorithm's performance to the internal parameter values. However, good performances are obtained with N 50, (more individual increase the computing load without reducing the number of algorithm's iterations before convergence) and with P c = 0.3 and P m = 0.03, with these values the iterations can be stopped at the 100 th generation because no better solution is usually found later on.
Improvements
The improvements that we have implemented are: Objective Function Scaling, Biased Initialization and Character Substitution Avoidance. They offer to the researcher the possibility of driving the convergence process when the disparity among the sequences forces the GA to stagnate.
Objective Function Scaling
We use a cubic scaling f it = f fmax * 100 3 for the objective function to keep adequate levels of competition among the individuals of the population. It may happen, at advanced stages of the convergence process, that the average scoring for the whole population is very close to the best individual score. At that moment, almost everybody in the population has already the same probability to pass to the next population; in this situation the survival of the best individual is threatened by the middling individuals. The best individual selected by the elitism operator is "usually" from the first places of the population ranking (see Fig.1(b) ), and, occasionally, a new individual, coming from the last places in the rank, becomes the best individual (it is selected for the next population by the elitism operator). A symptom of population stagnation is the continuous selection of the first individual by the elitism operator. The change of the objective function to a cubic scaling enhances the differences among individuals and the population opens itself to a wide search space where new best individuals appear from not only the first places of the rank. The effect of this improvement is depicted in Fig.1(a)-1(b) and 1(c)-1(d) . This prevents the GA to converge very quickly in a local maximum.
Biased Initialization
In our previous GA, the initial population were randomly generated with a uniform distribution. The population is codified in binary and it represents a wide search region because all the possible solutions have the same probability to appear in it. In other words, for a big number of individuals, there are almost the same number of "1" bits than "0" bits. In our coding scheme, each pair of bits in B ij represents a special operation on the sequence, and all the allowed operations have the same probability in the initial population. For many cases of sequence alignment, it is convenient to search the best solution favoring one type of operations instead of other. This can be done by assigning a probability (P xxx ) to each operation: P ins to character insertion, P sus to character substitution and P eli to character elimination. The improvement consists in passing a filter to the individuals of the initial population in order to accommodate the operations represented by their individuals to the selected P ins , P sus and P eli. During the convergence process, if a mutation in one individual creates an operation that initially was restricted by a low P xxx , that operation has to produce a significant advantage to the individual, and if not, it will be suppressed by the evolution process.
Example of Biased Initialization
In the next examples it can be appreciated how this initial bias affects the first iterations of the GA, forcing the search in regions where no many character operations are allowed. The three sequences are: S1:asvltqppsvsgapgqrvtisctgsssnigaghnvkwyqqlpgtapklli S2:qsvltqppsasgtpgqrvtiscsgtssnigsstvnwyqqlpgmapklliy S3:evqlvqsgggvvqpgrslrlscsssgfifssyamywvrqapgkglewvai Note: they have been reduced in length for clarity. When there is no initial bias, the best alignment after 2 iterations is: The row Op S1 represents the insertions (I), Eliminations (E) or Substitutions (S) carried out to the character placed at the same position. The dot (·) means no operation. R represents the number of rotations in the sequence. When there is no initial bias, the best alignment after 27 iterations is: And the convergence process is represented in Fig.2(a) and Fig.2(b) , When the initial bias is set to : P ins = P sus = P eli = 0.01, the best alignment after 2 iterations is: And the convergence process is represented in the Fig.2(c) and Fig.2(d) . 
Substitution Avoidance
When a character substitution is performed in a sequence, the scoring of the objective function may oscillate from one iteration to another, due to the fact that the replacement is randomly selected at each iteration and that changes in the selected character produce different scorings. If the best individual of the population has several substitutions in its genome, it can affect its position in the rank and even force it to disappear. For this reason we let the GA to reduce the number of substitutions contained in the genome of each individual. This limitation is very common in Nature, because it means a real mutation that is not frequent in living beings. Note: When substitutions are forbidden, the behavior of the application returns to deterministic, and then, the special elitism operator (paragraph 2.2) is no longer required.
Example of Substitution Avoidance
In the next examples it can be appreciated how this Substitution Avoidance accelerates the convergence process. The three sequences are, S1:atgcatatgcataattaacttgcaaatcgaatcaaaagctattattctga S2:acatatattgcattaaaactggcacatgaaataatgttacgatatacgca S3:aattgagcggcataaccttattcacccaacggattgagcgcaataacctt Eliminación = 0.1000, Sustitución = NO, Inserción = 0.1000 When there is initial bias and no substitution, the best alignment after 2 iterations is: 
Conclusions
The latest improvements that we have added to our GA for multiple sequence comparison allow driving the search towards certain regions where the user expects to find "good" sequences alignments. Those regions are defined by the restriction (totally or partially) of some operations on the sequences. The restrictions are applicable during the initialization phase or during the whole convergence process. This improvement reduces the number of iterations and the convergence to local maximum. The user has to decide, based on his previous experience, where those regions are, and select the appropriate amount of P ins , P sus and P eli. But, if the user wants to explore the whole search space, setting those parameters to 1 no restriction is applied.
