We prove that any family E 1 , . . . , E ⌈rn⌉ of (not necessarily distinct) sets of edges in an r-uniform hypergraph, each having a fractional matching of size n, has a rainbow fractional matching of size n (that is, a set of edges from distinct E i 's which supports such a fractional matching). When the hypergraph is r-partite and n is an integer, the number of sets needed goes down from rn to rn − r + 1. The problem solved here is a fractional version of the corresponding problem about rainbow matchings, which was solved by Drisko and by Aharoni and Berger in the case of bipartite graphs, but is open for general graphs as well as for r-partite hypergraphs with r > 2. Our topological proof is based on a result of Kalai and Meshulam about a simplicial complex and a matroid on the same vertex-set.
Introduction
Given a family M 1 , . . . , M m of (not necessarily distinct) matchings in a graph G, a rainbow matching of size n is a matching {e 1 , . . . , e n } with e i ∈ M σ(i) , i = 1, . . . , n, so that σ(1), . . . , σ(n) are distinct. Drisko proved the following theorem (which he stated using Latin-rectangles terminology).
Theorem 1 (Theorem 1 of Drisko [Dri98] ). Let G = K n,k with n ≤ k. Any family of 2n−1 matchings of size n in G has a rainbow matching of size n.
Drisko applied his theorem to questions about complete mappings for group actions, and difference sets in groups. Later, Alon [Alo11] pointed out connections to additive number theory, and showed in particular that Theorem 1 implies the well-known result of Erdős, Ginzburg and Ziv [EGZ61] .
Aharoni and Berger re-formulated and re-proved Drisko's theorem, while removing the assumption that one side of the bipartite graph is of size n. Namely, they established the following.
Theorem 2 (Theorem 4.1 of Aharoni and Berger [AB09] ). Any family of 2n − 1 matchings of size n in a bipartite graph has a rainbow matching of size n.
Drisko showed that the parameter 2n − 1 is best possible: Consider a cycle of length 2n, and a family of 2n − 2 matchings consisting of n − 1 copies of each of its two perfect matchings. He conjectured that this is the only extremal example, and Aharoni, Kotlar and Ziv [AKZ18] proved this not only in Drisko's K n,k setting but in general bipartite graphs.
If the bipartiteness assumption is removed, the result of Theorem 2 is no longer true. Indeed, Barát, Gyárfás and Sárközy [BGS17] showed that for even n, one can start as above with n − 1 copies of each of the two perfect matchings in C 2n (whose vertices we denote by 1, . . . , 2n in cyclic order), and add one extra matching {1 3, 2 4, 5 7, 6 8, . . . , (2n − 3) (2n − 1), (2n − 2) 2n}, still without having a rainbow matching of size n.
No examples with more than 2n − 1 matchings of size n in arbitrary graphs are known which have no rainbow matching of size n. It may well be the case that 2n matchings suffice, perhaps already 2n − 1 are enough if n is odd. However, the best known result for arbitrary graphs is the following one due to Aharoni et al.
Theorem 3 (Theorem 1.9 of Aharoni et al. [ABC + 16]). Any family of 3n − 2 matchings of size n in an arbitrary graph has a rainbow matching of size n.
In the absence of a tight result for matchings in arbitrary graphs, we are led to consider the fractional version of the problem. Recall that a fractional matching for a set E of edges is a function f : E → R + such that e∋v f (e) ≤ 1 for every vertex v. The size of f is e∈E f (e). The fractional matching number ν * (E) is the maximal size of a fractional matching for E. In bipartite graphs, by König's theorem, this number is equal to the matching number ν(E). In an arbitrary graph, ν * (E) may be larger than ν(E), and is either an integer or a half-integer.
Given a family E 1 , . . . , E m of (not necessarily distinct) sets of edges in a graph G, a rainbow fractional matching of size n is a set of edges {e 1 , . . . , e k } with e i ∈ E σ(i) , i = 1, . . . , k, so that σ(1), . . . , σ(k) are distinct, together with a fractional matching f : {e 1 , . . . , e k } → R + of size n. Due to König's theorem, the following is equivalent to Theorem 2.
Theorem 4. Let n be a positive integer. Any family E 1 , . . . , E 2n−1 of sets of edges in a bipartite graph, such that ν * (E i ) ≥ n for i = 1, . . . , 2n − 1, has a rainbow fractional matching of size n.
We get here a new proof of Theorem 2/4 by considering fractional matchings. Our unified approach also yields the following new result for arbitrary graphs.
Theorem 5. Let n be a positive integer or half-integer. Any family E 1 , . . . , E 2n of sets of edges in an arbitrary graph, such that ν * (E i ) ≥ n for i = 1, . . . , 2n, has a rainbow fractional matching of size n.
Thus, the cost of allowing arbitrary graphs instead of just bipartite ones is only one more family in the fractional case. This suggests that the difficulty of the problem for (integral) matchings in arbitrary graphs has to do with the fact that matchings behave differently than fractional matchings in such graphs.
We remark that the parameter 2n is best possible for fractional matchings in arbitrary graphs. Indeed, if n is a half-integer, say n = k + 1 2 , k ≥ 1, take E 1 , . . . , E 2k to be 2k copies of the edge-set of a cycle of length 2k + 1. Then ν * (E i ) = n, but we need all 2k + 1 edges to achieve this, so there is no rainbow fractional matching of size n. If n ≥ 3 is an integer, we can repeat the above construction using two vertex-disjoint odd cycles whose lengths add up to 2n.
In fact, our approach is more general, as we consider r-uniform hypergraphs for any r ≥ 2. The definition of a fractional matching for a set E of edges of size r is the same as above, but for r > 2 the number ν * (E) may have as its fractional part any rational number in [0, 1).
Our main result, of which Theorem 5 is the case r = 2, is the following.
Theorem 6. Let r ≥ 2 be an integer, and let n be a positive rational number. Any family E 1 , . . . , E ⌈rn⌉ of sets of edges in an r-uniform hypergraph, such that ν * (E i ) ≥ n for i = 1, . . . , ⌈rn⌉, has a rainbow fractional matching of size n.
Constructions similar to those described above for r = 2 show that when rn is an integer, we cannot do with fewer than rn sets of edges. When rn is not an integer, we believe that ⌊rn⌋ sets (instead of ⌈rn⌉) suffice, but our method of proof is not capable of showing this.
Just like bipartite graphs behave slightly better than general graphs with respect to guaranteeing a rainbow fractional matching, so do r-partite hypergraphs compared to general r-uniform hypergraphs. Recall that a hypergraph is r-partite if there exists a partition A 1 , . . . , A r of the vertex-set, so that every edge consists of exactly one vertex from each A i .
The following is a sharpening of the main result when confined to r-partite hypergraphs and integer values of n.
Theorem 7. Let r ≥ 2 and n ≥ 1 be integers. Any family E 1 , . . . , E rn−r+1 of sets of edges in an r-partite hypergraph, such that ν * (E i ) ≥ n for i = 1, . . . , rn − r + 1, has a rainbow fractional matching of size n.
While the requirement that n be an integer is restrictive, we note that it always holds when the hypergraph is equi-partite and each E i has a perfect fractional matching. In this case n = |A 1 | = · · · = |A r | is the size of a perfect fractional matching, and Theorem 7 guarantees the existence of a rainbow perfect fractional matching. The parameter rn − r + 1 is best possible here. Indeed, taking n = r − 1 to be a prime power, and letting E i be the set of lines of a truncated projective plane of order n, we have |E i | = n 2 = rn − r + 1 and ν * (E i ) = n. However, we need all edges to achieve this value of ν * (see Theorem 2.1 of Füredi [Für89] ), so fewer copies of E i do not suffice for a rainbow perfect fractional matching. We also observe that Theorem 7 specializes to Theorem 4 in the case r = 2.
Thus, we only have to prove Theorems 6 and 7. This will be done in Section 3. The proof is based on a topological result, due to Kalai and Meshulam [KM05] , which they developed as an extension of the colorful versions, due to Lovász and Bárány [Bár82] , of the Helly and Carathéodory theorems. The necessary notions will be reviewed in Section 2.
We end the introduction with a comment on the relation between the question of the existence of a rainbow fractional matching, dealt with here, and the original question concerning the existence of a rainbow (integral) matching. For graphs, the state of affairs in the two questions is very similar: the questions are equivalent in the bipartite case, and in the general case we know that 2n sets suffice for a rainbow fractional matching of size n, while 3n − 2 suffice for a rainbow matching of size n (and it may well be the case that already 2n suffice). For r-uniform hypergraphs with r > 2, however, the two questions diverge. While ⌈rn⌉ sets suffice for a rainbow fractional matching of size n, results of Aharoni and Berger [AB09] and Alon [Alo11] show that even in r-partite hypergraphs, the number of matchings of size n required for a rainbow matching of size n grows exponentially in r (the nature of the dependence on n is far from being understood).
Topological tools
Let V be a finite vertex-set. A simplicial complex on V is a family X of subsets of V (called simplices or faces) which is downward closed (i.e., σ ⊆ τ ∈ X =⇒ σ ∈ X). A face τ ∈ X which is maximal with respect to inclusion is called a facet of X. A matroid on V is a simplicial complex M which satisfies the augmentation property (i.e., σ,
Let X be a simplicial complex, and let d be a positive integer. If σ is a face which is contained in a unique facet τ of X, and |σ| ≤ d, the operation of removing from X the face σ and all faces containing it is called an elementary d-collapse. A complex X is d-collapsible if there exists a sequence of elementary d-collapses that reduces X to {∅}. Wegner [Weg75] introduced this property, and observed that every d-collapsible complex X is d-Leray, i.e., all its induced subcomplexes have trivial homology in dimensions d and above. As we will not work here directly with d-Lerayness, we do not give a detailed definition.
The following result of Kalai and Meshulam is our main tool.
Theorem 8 (Theorem 1.6 of Kalai and Meshulam [KM05] ). Let X be a simplicial complex and let M be a matroid with rank function ρ, both on the same vertex-set V , such that M ⊆ X. Let d be a positive integer. If X is d-Leray, then there exists a face τ ∈ X such that ρ(V \ τ ) ≤ d.
We will only use the conclusion of this theorem under the stronger assumption that X is dcollapsible.
Proofs
The main ingredient of the proof of Theorem 6 is the following.
Theorem 9. Let r ≥ 2 be an integer, let E be a set of edges of size r, and let n > 1 be a rational number. The simplicial complex X on E, defined by
Before proving this theorem, we show how Theorem 6 follows from it via Theorem 8.
Proof of Theorem 6. Let E 1 , . . . , E ⌈rn⌉ be sets of edges of size r such that ν * (E i ) ≥ n for i = 1, . . . , ⌈rn⌉. Assume for the sake of contradiction that there is no rainbow fractional matching of size n. Clearly, we must have n > 1.
We shall apply Theorem 8 to a simplicial complex and a matroid on the setẼ consisting of all edges in E = ⌈rn⌉ i=1 E i labeled by the sets they appear in, i.e.,
The simplicial complex onẼ that we consider is
Note that the complexX onẼ is essentially the same as the complex X on E considered in Theorem 9, except that several labeled copies of the same edge may appear. Being a simplex inX depends only on the edges that are present, not on their labels or the number of copies present. Since, by Theorem 9, X is (⌈rn⌉ − 1)-collapsible, it is easy to see that so isX.
We consider the partition matroid M onẼ with parts corresponding to E 1 , . . . , E ⌈rn⌉ , i.e.,
Our assumption that there is no rainbow fractional matching of size n means that M ⊆X. AsX is (⌈rn⌉ − 1)-collapsible, and hence (⌈rn⌉ − 1)-Leray, it follows from Theorem 8 that there existsẼ ′ ∈X such that ρ(Ẽ \Ẽ ′ ) ≤ ⌈rn⌉ − 1. The latter means thatẼ \Ẽ ′ entirely misses one of the parts in the partition. Thus, there exists i such that E i × {i} ⊆Ẽ ′ , which is impossible because ν * (E i ) ≥ n and E ′ ∈X.
Our proof of Theorem 9 was inspired by Wegner's [Weg75] proof that the nerve of every finite family of convex sets in R d is d-collapsible. Instead of using the intersections of the convex sets to guide the choice of collapse moves, we use the values of ν * on subsets of E. In order to facilitate the proof, we extend the statement of Theorem 9 by allowing for edge and vertex weights.
Let E be a set of edges on a vertex-set V . Let a = {a e } e∈E and b = {b v } v∈V be systems of positive real weights. For any E ′ ⊆ E we consider
By linear programming duality, the above value is equal to
The case where all a e and all b v are equal to 1 gives the standard fractional matching and covering numbers.
The following extends Theorem 9 to the weighted set-up.
Theorem 10. Let r ≥ 2 be an integer, and let E be a set of edges of size r on a vertex-set V . Let a = {a e } e∈E and b = {b v } v∈V be systems of positive real weights, and write a = min e∈E a e and b = min v∈V b v . Let n > ab be a real number. The simplicial complex X = X a,b,n on E, defined by
Proof. We proceed by induction on |X|. If X = {∅} there is nothing to show, so we assume that |X| > 1.
We will assume that for any E ′ ⊆ E there is a unique function g on V that attains the minimum in the program defining τ * a,b (E ′ ). Indeed, we can achieve this by slightly perturbing the vertex weights b. If the perturbation is small enough and does not decrease any b v , it does not affect the complex X = X a,b,n , nor the value of ⌈ rn ab ⌉ − 1. Let n < n be defined by n = max E ′ ∈X ν * a,b (E ′ ), and let E ∈ X be a set of edges which attains this maximum, and is inclusion-minimal among such sets. We will show that removing E and all its supersets from X is an elementary (⌈ rn ab ⌉ − 1)-collapse, which leaves a subcomplex of X to which induction may be applied. This is done in the following three claims.
Claim 1. E is contained in a unique facet of X.
Let e be any edge in E + . By the maximality of n, we have ν * a,b (E ∪ {e}) = ν * a,b (E) = n, and hence τ * a,b (E ∪ {e}) = τ * a,b (E) = n. By our assumption above, there is a unique function g on V that attains the minimum defining τ * a,b (E), so this function must also satisfy the constraint v∈e g(v) ≥ a e for the extra edge e. As this is true for each e ∈ E + , the same function g satisfies the constraints for all edges in E ∪ E + , and therefore τ * a,b (E ∪ E + ) = n as well, implying that E ∪ E + ∈ X. Thus, E ∪ E + is the unique facet of X that contains E. Thus |E| = |U | ≤ rn ab < rn ab , and since |E| is an integer it is at most ⌈ rn ab ⌉ − 1.
Claim 3. Let X = {E ′ ∈ X : E ′ E} be the remaining subcomplex of X. Then either X = {∅}, or there exists a system of positive real edge-weights a = { a e } e∈E so that X is the complex corresponding to a, b, n, i.e.,
and the inequalities n > ab, rn ab ≤ rn ab hold. We are going to show that for sufficiently small ε > 0, the edge-weights a = { a e } e∈E defined by
satisfy the requirements of the claim. To show that X = {E ′ ⊆ E : ν * a,b (E ′ ) < n}, we consider three kinds of subsets E ′ ⊆ E. If E ′ / ∈ X (and so E ′ / ∈ X), we know that ν * a,b (E ′ ) ≥ n, and therefore ν * a,b (E ′ ) > n for small enough ε, since n < n. If E ′ ∈ X but E ′ ⊇ E (and so E ′ / ∈ X), we have
For the third kind, suppose that E ′ ∈ X and E ′ E (and so E ′ ∈ X), and assume for the sake of contradiction that ν * a,b (E ′ ) ≥ n. Let f be a function on E ′ which satisfies the constraints of the program defining ν * a,b (E ′ ) and gives e∈E ′ a e f (e) ≥ n. The support of f cannot be contained in E ′ ∩ E, because the latter is a proper subset of E, and this would contradict the choice of E as inclusion-minimal. Hence there exists an edge e ∈ E ′ \ E with f (e) > 0, and therefore e∈E ′ a e f (e) > e∈E ′ a e f (e) ≥ n, contradicting the maximality of n. This completes the proof that X = {E ′ ⊆ E : ν * a,b (E ′ ) < n}. Since we may assume that X = {∅}, and clearly ν * a,b ({e}) ≥ ab for any single edge, it follows that n > ab. Finally, since n < n, choosing ε small enough when defining a guarantees that rn ab ≤ rn ab holds. Applying the induction hypothesis to X completes the proof of Theorem 10.
Having proved Theorem 6, we now indicate how to get the improvement stated in Theorem 7 for the r-partite case with integer n.
Proof of Theorem 7. The proof follows the same line, except that in the r-partite case the conclusion of Theorem 10 becomes: X is (r⌊ n ab ⌋)-collapsible, where n = max E ′ ∈X ν * a,b (E ′ ) as defined in the original proof.
To establish the corresponding bound in Claim 2, we decompose the set of vertices U for which e∋v f (e) = b v holds, as U = r i=1 U i , where U i is the intersection of U with the i-th part of the vertex-set. Then we can write for each i: Thus |U i | ≤ ⌊ n ab ⌋, and summing these inequalities for i = 1, . . . , r we obtain |E| = |U | ≤ r⌊ n ab ⌋. Just as in the original proof, we apply the induction hypothesis to the remaining subcomplex X, getting that X is (r⌊ n ab ⌋)-collapsible, where n = max E ′ ∈ X ν * a,b (E ′ ). We have n < n and therefore, by choosing ε small enough when defining a, we guarantee that r⌊ n ab ⌋ ≤ r⌊ n ab ⌋, so the induction goes through.
In the unweighted case, the result just proved shows that X is (r⌊n⌋)-collapsible. We assume in Theorem 7 that n is an integer, and clearly we may assume n > 1. As n < n we have ⌊n⌋ ≤ n−1, thus X is (rn − r)-collapsible. Just as in the proof of Theorem 6, this implies the conclusion of Theorem 7 with rn − r + 1 sets of edges.
