Abstract-In the current high speed networks, it is increasingly important to have mechanisms that keep throughput high but average queue sizes low. The queue management algorithm, which is applied to a router, plays an important role in providing Quality of Service (QoS). This paper present a Simulation-based performance Evaluation of two well known transport layer protocol TCP and UDP using two popular queue management methods; Random Early Detection (RED) and Drop Tail, in terms of throughput, queuing delay, packet drop rate and bandwidth utilization. In this paper we study the effect of buffer behavior on each one of these QoS measurements. TCP, UDP and shared topology scenarios are simulated by considering varying number of client case topologies and also the effect of performance in TCP and UDP with increasing the number of client. This simulation report is useful for implementing the queue management algorithm in router based on the traffic type and bandwidth.
I. INTRODUCTION

A. Difference between Transport Layer Protocol TCP and UDP as Follows
In this project TCP and UDP protocols are simulated and their performance is compared [1] . This comparison is mainly based on their congestion control and queue management mechanisms. TCP is a transport layer protocol used by applications that require guaranteed delivery. It is a connection oriented byte stream protocol. UDP is the connectionless transport layer protocol. The User Datagram Protocol offers only a minimal transport service nonguaranteed datagram. An application program running over UDP must deal directly with end-to-end communication problems that a connection-oriented protocol would handle. TCP is more reliable since it manages message acknowledgment and orders retransmissions in case of lost packets. UDP is a lightweight transport layer designed at top of IP. UDP uses a simple transmission model without implicit hand-shaking dialogues. TCP reads data as a byte stream and message is transmitted to segment boundaries. UDP messages are packets which are sent individually and on arrival are checked for their integrity.
TCP is used to control segment size, rate of data exchange, flow control and network congestion. Web browsing, email and file transfer are common applications that make use of TCP. TCP is preferred where error correction facilities are required at network interface level. UDP is largely used by time sensitive applications as well as by servers that answer small queries from huge number of clients. UDP is compatible with packet broadcast sending to all on a network and multicasting sending to all subscribers. UDP is commonly used in Domain Name System, Voice over IP, Trivial File Transfer Protocol and online games etc.
B. Difference between Application Layer Protocol FTP and CBR as Follows
File Transfer Protocol (FTP) is a standard network protocol operating on the application layer of the TCP Model. It is used to transfer files from one host to another host over a TCP [2] . FTP is built on Client-Server architecture and utilizes separate control and data connections between the client and server. Constant Bit Rate (CBR) service category is used for connections that transport traffic at a constant bit rate, where there is an inherent reliance on time synchronization between the traffic source and destination.
When too many packets are present in a part of a subnet its performance degrades leading to congestion. If all of a sudden, streams of packets begin arriving on a number of input lines and all need the same output line, the routers are no longer able to cope up. Hence a queue wills buildup and they begin losing packets. Congestion control has to do with making sure the subnet is able to carry the offered traffic. Load shedding is a congestion control mechanism in which when the routers are being inundated by packets that they cannot handle, they just throw them away. The queue management algorithm is one such way of deciding which packets to drop in a router to improve QoS measurements. Queuing management algorithm is responsible for packet admission control. Ideally the queue occupation level should be as low as possible, to ensure low delay; but it must also ensure maximum utilization of the outgoing link so that the queue is never empty.
Queue management can be classified into two categories; Passive Queue Management (PQM) and Active Queue Management (AQM) [3] . Drop tail is a representative of PQM algorithm which only sets a maximum length for each queue at the router. When the queue length is smaller than To avoid a bias against bursty traffic and the global Synchronization that exists in drop-tail gateways, the RED gateway uses randomization to choose which arriving packets to drop. The probability of dropping a packet from a particular connection is roughly proportional to that connection's share of the bandwidth through the gateway. In RED two preset thresholds are used to detect incipient Congestion and control the average queue size. According to the estimated average queue length, a gateway operates in one of three different working states as shown in the Fig. 1 . When the average queue length is less than the minimum threshold, the gateway is in the green state. All incoming packets are processed and forwarded properly, and no packet is dropped. When average queue length is between the minimum and maximum thresholds, the gateway is in the yellow state. Arriving packets are randomly dropped with a probability that is a function of the average queue length. When the average queue length is greater than the maximum threshold, the gateway is in red state in which every arriving packet is discarded. The behaviors of RED in green and red states are the same as those of drop-tail. Yellow is the key state in RED where the congestionavoidance mechanism is implemented. The estimation of the average queue size and the calculation of drop probability are two key components of the RED algorithm. The success of RED depends on how to estimate the average queue size and set the drop probability. The filter used to compute the average queue size is an exponentially-weighted moving average [4] . 
where, is a constant parameter preset by RED that determines the sensitivity of RED to the fluctuation of actual queue size, is the actual queue size. The final packetdrop probability increases slowly as the number of received packets increases since the last marked/dropped packet.
II. IMPLEMENTATION DETAILS
The scope of this project is to simulate the performance of TCP and UDP and also TCP-UDP shared topology using both drop tail and red queuing algorithms. This is done by considering varying number of client case topologies in different scenario [5] . The productivity of the network is based on its throughput. Network throughput is the average rate of successful message delivery over a communication channel and the amount of traffic that a network can handle. The throughput is measured in bits per second (bps). The efficiency of an algorithm is measured in terms of the packets lost. Packet loss rate is measured as the percentage of the total number of dropped packets by the total packets transmitted over the link. The responsiveness of the network is limited by its delay. End-to-end delay refers to the time taken for a packet 
Drop tail algorithm ----------------------------------------------------------------for each packet arrival{
compute the average queue size avg if minth <= avg < maxth{ calculate probability Pa drop packet with probability Pa} else if maxth <= avg{ drop the arriving packet} } RED algorithm to be transmitted across a network from source to destination. It is the product of the number of links in the network multiplied to the sum of total transmission propagation, processing and queuing delays. It is measured in milliseconds (ms). Bandwidth is the maximum data transfer rate with in a link. Bandwidth Utilization refers to how effectively the entire bandwidth offered by the link. The Bandwidth Delay Product (BDP) determines the amount of data that can be in transit in the network. It refers to the Product of a data link's capacity (bits per second) and its end-and-end delay (in seconds). This can be used to determine the queue size for the queue management algorithms. A network with a large bandwidth-delay product is commonly known as a long fat network (LFN). A network is considered an LFN if its bandwidth-delay product is larger than 10^5 bits.
III. SIMULATION SETUP
The simulations in this project are implemented on the Network Simulator tool (NS-2.34) in fedora 10 platform [6] . The simulated network consists of clients that are connected to a server through a single router. The clients are connected to the router via a10Mbps duplex link incorporating a delay of 3ms. The routed and server are linked with a 50Mbps duplex link having a 10ms delay. The packet size is fixed at 1500 bytes. The size of queue and the queue management algorithm is configured for each link. Either Drop Tail or RED queue management is implemented. The architecture of the topology is shown in Fig. 2 .
IV. CONFIGURING TOPOLOGY
Then the traffic flow over the topology is established .This is done by defining the routing protocols and the applications that employ them. In this simulation TCP carries FTP traffic over its links.UDP supports CBR traffic for its clients. Three environments of clients were simulated [7] .
Case i) All the hosts are considered to be TCP clients. These TCP clients send FTP packets.
Case ii) Here all clients are communicating using UDP connections which handle CBR traffic.
Case iii) Both TCP and UDP client share bandwidth. Here some clients communicate using TCP and some via UDP. 
A. Simulation Result
After simulating the scenario as in Fig. 2 with different cases the three parameter end to end delay, throughput and packet loss rate is computed and performance graph is plotted. In each case I am considering heavily congested scenario for TCP using Drop tail and Red queue, node (25, 35and 50).
B. End to end Delay
The following table and graph shows the end to end delay for both tcp and udp using drop tail and red queue.
In Fig. 3 up to node 6 no congestion in the network but when node increases to 10 then network becomes congested. So delay increase with the increase in node. Again for a heavily congested network i.e. when node number becomes up to 50 then using drop tail queue tcp suffers from high delay than using red queue. So red queue is better than drop tail queue for heavily congested network. Fig. 3 . Delay performance of tcp and udp using drop tail and red queue in non congested, congested and highly congested scenario.
C. Throughput
Case 1: Throughput in case of when all clients are either tcp or udp, The following table and graph shows the throughput for both tcp and udp using drop tail and red queue using number of client node from 3 to 50.
In Fig. 4 when number of node increases then throughput gradually decreases. UDP achieved better results in throughput, although its mean delay was higher compared to TCP. The reason UDP is faster than TCP is because there is no form of flow control or error correction and acknowledgement which also explains the fact that delay over UDP is higher compared to TCP. For heavily congested network when tcp uses drop tail queue throughput is higher than using red queue.
D. Packet Loss Rate
In the graph percentage of packet loss is plotted against the number of node in the network for tcp and udp using both drop tail and red queue.
In Fig. 5 initially when the number of node is less packet loss rate is almost zero for udp but when number of node increases i.e. for a congested network udp suffers from very high packet loss rate. For heavily congested scenario tcp suffers from high packet loss rate using red queue than drop tail queue. Fig. 4 . Throughput performance of tcp and udp using drop tail and red queue in non-congested and congested and highly congested scenario. 
E. Utilization
Network utilization is the percentage of the total bandwidth that is being used at a particular point of time. It is defined as %utilization = ((total size of data bytes)/ Bandwidth × time interval) × 100 (2)
F. Bandwidth Delay Product Calculation
In our simulated network BDP for router to server link is 4×10^6 bits. So this type of Ultra-high speed LANs falls into LFA network. Using BDP we can define the buffer size of the queue.
BDP =link capacity (BW) ×RTT (3) And Throughput <= Buffer size / RTT (4) So Buffer size >= Throughput × RTT
In our simulated network required buffer size should be greater than or equal to 512 Kbyte to reach 50 Mbps throughput.
In the Fig. 6 and Fig. 7 the link utilization for tcp and udp initially increases up to a certain point but increase in number of node the link utilization becomes decreases and constant after some time. For both cases udp link utilization is higher than tcp. However the efficient performance of drop tail in critical network applications with respect to some metrics cannot be ignored when we consider throughput. The performance of the queue management algorithms also depends upon the protocols upon which they are applied, i.e. TCP or UDP .the type of topology of the network; whether it is a shared topology of UDP and TCP; or purely one kind of topology of the clients also bears influence on the performance of buffer management. For some real time application (VoIP) UDP using Red queue will give better performance and for reliable delivery of packet TCP using Red queue is better other protocol and queue in High speed LAN.
VI. FUTURE WORK
In this paper we simulate the existing flavor of TCP, UDP and two well known queue management algorithm Drop tail and Red queue with number of source node varies. Next stage I will simulate different queuing algorithm with TCP congestion control mechanism and I am implementing a new queue mechanism which may give better performance in TCP congestion control than the existing queue mechanism [8] .
