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Introduction
Urban systems are increasingly conceptualised as intercity networks at multiple spatial scales (Anderson et al., 2006) , including world city networks (Alderson and Beckfield, 2004) , regional urban networks (Yeung, 2000) , and the spatial organization of mega-city regions (Pain, 2008) . Social network analysis has been widely applied to analyse these urban networks, not in the least because of the conceptual parallels between social network analysis and the analysis of urban networks (see Smith and Timberlake, 1993; Alderson and Beckfield, 2004; Alderson et al., 2010) . In Castells' (2001) terms, for instance, cities are to be considered as a set of social processes rather than as a set places, whereby these processes become meaningful through myriad networking practices. For instance, similar to individuals in a social network, cities obtain centrality and power based on their relative positions in the networks inter-connecting them (Neal, 2008) .
The conceptual and empirical coupling of the analysis of urban networks with social network analysis has several advantages. On the one hand, social network analysis avoids the reification of cities because it allows for a direct focus on the networking agents connecting cities at different levels. On the other hand, social network analysis may also helps us to address the 'macro-micro problem ' (Gondall, 2011) , by examining how the observed global network patterns can be linked with network dynamics at local scales. For example, social network analysis could potentially help understanding how interactions among banks in the City of London give rise to London's position as an international financial centre.
When zooming in on the world city network literature, it can be observed that intercity corporate networks have been a major way of empirically inferring intercity networks (Cooke and Morgan, 1992; Derudder, 2006) : cities are deemed connected through the aggregation of intra-corporate organizational linkages. The gist of this 'corporate organisation' approach lies in the assumption that subsidiaries of corporations form intercity networks through their myriad daily operations, whereby leading cities derive their network positions from the multiple presences of important offices in the networks of major firms. Intercity corporate networks are therefore "dual" in the sense that the formation of these networks involves two distinct socialspatial entities: corporations and cities.
Such associations between two different types of entities (cities and firms) are called two-mode networks or bipartite networks in the social network literature (Breiger, 1974; Latapy et al., 2008) . Such networks are conceptually different from more commonly studied one-mode networks describing relationships between a single set of nodes (e.g. passenger flows connecting airports). Although less popular analytically, a variety of spatial systems are best described as two-mode networks, including predators and preys in an ecosystem, individuals and events in a neighbourhood, nations and treaties in a multilateral diplomacy, and also firms and cities in an intercity corporate network. Nonetheless, there has been a relative dearth of two-mode network analyses in the urban network literature, which is undoubtedly linked to the higher order of complexity involved in the analysis of two-mode networks.
In the literature on urban networks, the 'duality' of firms/cities is in practice sidestepped by transforming the dataset into a more conventional one-mode network. Taylor's (2001) much-cited 'specification of the world city network' is essentially such a transformation: the co-location of service firms in cities is used as the input to a projection that yields guesstimates on connectivity in urban networks. Although this approach is most certainly tenable when describing the geographical contours of the world city network (WCN), it does not suffice to analyse the network structure in detail (Neal, 2012) . In particular, using a one-mode projection falls short of the full potential of the city/firm database in its depiction of how firms 'use' cities when devising their urbanized corporate networks (Liu and Derudder, 2012) . The purpose of this paper is to rectify this state of affairs by presenting a two-mode network analysis of change in the WCN.
In particular, we aim to show the relevance of this two-mode approach by extending existing research on the dynamics of inter-city corporate networks. To date, this literature has either focused on thoroughly describing these changes (e.g., Mahutga et al., 2010) and/or explaining these dynamics by correlating them to a series of exogenous variables (e.g., Alderson et al., 2010; Pereira and Derudder, 2010) . Using a bipartite network perspective rather than one-mode projections of the city/firm data, however, allows including endogenous dynamics of network formation as cities and firms 'link up' as the WCNs evolve over time.
To this end, in this article, we analyse the evolution of the intercity corporate network as detailed in the data of the Globalization and World Cities (GaWC) research network (http://www.lboro.ac.uk/gawc). We hypothesize the underlying dynamics of observed changes with stochastic dynamic actor-based models (Snijders et al., 2010) , which are originally developed for modelling of social network dynamics. This new group of stochastic actor-based models seem promising candidates to solving some of the previously discussed issues, as these models are capable of (1) examining twomode city-by-firm data directly; (2) accounting for local dependence among dyads, which reflect local network formation process; and (3) exploring the emergence and evolution of networks over time.
The remainder of this paper is organised as follows. In the next section, we review the analytical frameworks customarily adopted in WCN research, discuss their shortcomings, and explain why a bipartite network perspective may be an effective alternative. We then describe our stochastic actor-based modelling framework, and explain how we generated a longitudinal two-mode dataset linking 107 cities and 53 globalized firms for 2000, 2004, and 2010 . We explore this city-by-firm data with stochastic actor-models for two-mode networks, and empirically model the endogenous dependence structures and exogenous city attributes that may contribute to the observed network patterns. We conclude by discussing our results in the context of the empirical WCN literature.
Literature review: frameworks for analysing city/firm relations in the world city network
The key tenet of a two-mode network is that it is characterized by connections between two different sets of network nodes (i.e. cities and firms), whereby there is no (direct) linkage within the same set of nodes (i.e. between cities or between firms).
To date, most empirical analyses of two-mode networks in general and intercity corporate networks in particular have followed one of two major directions: (1) the conversion into a one-mode network or (2) a direct examination of the dyads.
The first commonly used approach focuses on one particular entity of the two-mode network (Breiger, 1974; Borgatti and Everett, 1997) , and derives one-mode city-tocity relationships from two-mode city-by-firm data matrices through network projection (Taylor, 2001; Neal, 2008) or related procedures (Alderson and Beckfield, 2004; Wall, 2009 ). In addition to satisfying the need of understanding city networks, the advantage of this approach lies in the fact that there are more readily available network analytics for the derived one-mode networks (Borgatti and Everett, 1997) .
For example, researchers have analysed the resultant city-to-city data with a variety of typical one-mode network analytics, including centrality measures (Neal, 2008) , cliques (Derudder and Taylor, 2005) , block modelling (Alderson and Beckfield, 2004) , and graph visualization (Vinciguerra et al., 2010) . The major problem with this approach is that the transformation into a one-mode network causes both a loss of information and inaccurate analytical results (Latapy et al., 2008; Wang et al., 2009 ).
For example, information about network paths of length three or more and/or about nodes with a single connection are lost in the transformation (Wang et al., 2009; Conaldi et al., 2012) . Furthermore, the network projection usually creates densely connected one-mode networks (Opsahl, 2012) , making it difficult to differentiate network clusters that are generated from generic underlying networking processes from those generated by the network projection itself (Latapy et al., 2008) . However, perhaps above all, the problem with this approach is that information about firms is neglected in the transformed city-to-city data, which limits the possibility of exploring the role of city/firm-interaction in the formation of the intercity corporate network (Liu and Derudder, 2012) .
A second common approach when analysing intercity corporate networks is the direct statistical analysis of the two-mode network dyads (Taylor, 2004; Taylor et al., 2012) .
By treating the two-mode city-by-firm network as a multivariate dataset, this approach allows for a direct examination of all the information contained within the city-by-firm data matrix. In practice, this implies the use of different multivariate statistical methods, such as principle component analysis (Taylor et al., 2012) , discriminant analysis (Taylor, 2004) , and cluster analysis (Taylor and Derudder, 2004) . However, this straightforward multivariate analysis implicitly assumes that individual firms' locational strategies are statistically independent, while this 'independence' is of course unlikely in reality: it is above all the interdependence between cities and firms that is of interest in the formation of intercity corporate networks. That is, local dependence processes across cities, firms, or firm/citycombinations can generate micro-network structures that reflect the underlying network formation process (Contractor et al., 2006; Robins et al., 2007) . For example, cities housing many firms such as London and New York, "star" structures in network terminology, reflect an underlying preferential attachment process, whereby these cities become the "must-be" places for newly established firms. Without incorporating such "star" structures in the evolutionary model, we are essentially assuming that cities with many firms such as London and New York have the same probability of gaining subsidiaries of globalized firms as, say, Leeds or Cincinnati. As a consequence, our models need to account for the interdependence among dyads and hypothesize how different local interdependence mechanisms could give rise to the observed network patterns.
Taken together, then, it seems preferable to adopt network analytics that are specifically devised to make full use of the two-mode city-by-firm dataset. Recently developed exponential random graph modelling (ERGM) for two-mode networks (Wang et al. 2009; offer a possible solution to this interdependence issue in the intercity corporate network, as the ERGM model (1) examines the two-mode network relationships directly, and (2) allows to test different local dependence processes underlying observed networks. Nevertheless, to date ERGMs for two-mode networks are only capable of handling cross-sectional data (Conaldi et al., 2012) , and can only be interpreted at (macro-)network level (Desmarais and Cranmer, 2011) .
Analysing network formation, however, necessitates longitudinal analyses that explore how networks emerge and evolve over time based on the behaviour of individual actors. Due to the lack of consistent observations of cities and corporations at different time horizons, only a few studies have attempted to measure the temporal dimension of intercity corporate networks. Whereas these studies focus more on describing network changes (Alderson et al., 2010; Derudder et al., 2010) and associating network changes with city-specific covariates (Pereira and Derudder, 2010) , generative network models could be useful tools in the empirical testing of network formation processes. The idea behind generative models is to implement the hypothesized network generating process, and to see which network structures emerge using simulation techniques. If the simulated network structures are similar to those observed in reality, it suggests that the hypothesized network generating process may drive the formation of the networks (Contractor et al., 2006; Robins et al., 2007) . In this article, we propose to analyse the evolution of intercity corporate networks by hypothesizing the underlying dynamics of observed changes with stochastic dynamic actor-based models (Snijders et al., 2010) .
Data and Methods

Stochastic Actor-based Models
Stochastic actor-based models for analysing network dynamics interpret changes in a network as the outcome of network characteristics and structural interdependence among nodes and edges in the network 1 . In this framework, the evolution of a network is treated as a time-continuous stochastic process, whereby empirical observations at specific points in time are assumed to be the emanations of underlying stochastic processes (Snijders, 1996; Snijders, 2001; Snijders et al., 2010) . Stochastic actor-based models are in principle agent-based models in the sense that the network dynamics are generated by 'actors' that (1) make rational choices regarding their outgoing ties (Snijders, 2001 ) and (2) seek to maximize a objective function, given their range of admissible networking behaviours (Warren, 2010) . The objective functions represent the micro-mechanisms that influence network changes, and can be defined through different combinations of nodal attributes, linkage properties, and network structures (Snijders et al., 2010) .
The goal of stochastic actor-based modelling, then, is to identify the model specification that is most likely to generate the real-world networks observed at discrete points in time. In general, the implementation of a stochastic actor-based model thus involves (1) hypothesizing the potential, underlying network formation process, and implementing these hypotheses into actors' "objective functions"; (2) simulating networks in which individual actors tend to maximize their objective functions; and (3) comparing the simulated network with the observed network (Warren, 2010) . This model is iterated until a model specification is found that minimizes the divergence between the simulated and observed networks. In addition, the simulation procedure involves two sub-processes: the change opportunity process and the change determination process Snijders et al., 2010) . To introduce these, we first need a formal specification of the time-specific outline of the two-mode network.
Let us suppose a time-series of two-mode networks X(t p ), t p ∈T, where T = {1, 2, 3,.., P} represents finite observation times whereby P is no less than 2. The element x i,j describes the status of the network tie that emanated from node i of the first mode (the "senders") to node j of the second mode (the "receivers") at a certain time horizon.
For two-mode networks, only nodes in the first mode (the "senders") are allowed to change their outgoing ties (Koskinen and Edling, 2010) . In our case of intercity corporate networks, firms are the "senders" that connect with cities as "receivers" by establishing branches. A value of 1 indicates the presence of a network tie, 0 the absence of a network tie. The number of nodes in both modes are fixed (Huisman and Snijders, 2003) and denoted as n and m, respectively. When the network tie between sender i and receiver j changes (x i,j changes from 0 to 1, or from 1 to 0), we denote the resulting network as X(i j) (Warren, 2010) .
The change opportunity process, now, determines the frequency at which a "sender"
can change its association with the "receivers". This change opportunity process is implemented as a rate function, which specifies the rate at which "sender" i could change its outgoing times at t p ： λ ൫ߙ, ‫ݐ(ܺ‬ )൯, ݅ = 1,2,3 … ݊ where α represents the change rate, and the change rates of individual actors may be constant and equal over time, or depend on network positions and/or attributes of actors (Snijders et al., 2010) . Because the data we are working with in this paper only includes observations at three time horizons (2000, 2004, 2010) , we will focus on modelling the change determination process, and will not consider endogenous or exogenous effects on change rate.
The change determination process, in turn, models the probability of an actual network change when an actor acquires the opportunity to make a change in the context of the change opportunity process. The "utility" or the objective for "sender" i to change its network tie to "receiver" j is summarized by the following objective function:
Given that actor i has multiple admissible actions when it is granted an opportunity to change outgoing ties, the conditional probability of "sender" i changing its relation to "receiver" j is defined as:
The combination of the rate function and objective function defines a time-continuous Markov Chain, with the following intensity matrix (Snijders, 2001) :
Moreover, the objective function of actor i depending on the status of network X can be defined as a linear combination of network effects (Snijders et al., 2010) :
The effects function ‫ݏ‬ (ܺ) represent network structures or attributes that are (potentially) relevant to actor i's decision on changing a tie, which de facto implies implementing hypotheses on the underlying network formation process. These effects functions can be derived by counting local structures of network X, summarizing attributes of individual actors, as well incorporating properties of individual ties. The weights ߚ are statistical parameters that represent the relative importance and statistical significance of individual effects.
Rate parameters and effects parameters that minimize the divergence between simulated and observed networks are then estimated through network simulations.
Unlike traditional agent based modelling, however, stochastic actor-based models allow statistical inference on effect parameters based on additional simulations (Snijders 2005; Snijders et al., 2010) . A positive and significant ߚ suggests that the network tends to change in the direction with a higher corresponding effect, while a negative and significant ߚ suggests that the network tends to change in the direction with a lower corresponding effect (Snijders et al., 2010) .
For example, a 4-cycle of two cities and two firms is formed when two firms have offices in the same two cities. The formation of 4-cycle network structures over time, then, reflects the network-generating process whereby firms tend to copy the location strategies of other firms. Similarly, the dissolution of 4-cycle network structures over time suggests that firms remove the locations they share with other firms in other cities. We will elaborate the specification and implications of individual network effects in section 3.3.
An Intercity Corporate Network
The intercity corporate network examined in this paper is derived from what is perhaps the most innovative two-mode dataset on corporate networks, i.e. the GaWC datasets detailing the location strategies of advanced producer service (APS) firms for the years of 2000 , 2004 (see Taylor, 2004 and Taylor et al., 2012 for detailed descriptions about the collection and properties of the GaWC dataset). These globalized APS firms serve as important network agents among world cities, producing an intercity corporate network that reflects worldwide economic linkages (Sassen, 2001; Taylor, 2004 [ Table 1 about here]
The resulting dataset comprises three two-mode adjacency matrices, representing the Finally, to control for exogenous effects in the network dynamics, we also compiled data on gross domestic product (GDP) and population (POP) for the 107 cities (Pereira and Derudder, 2010; , and create three additional dummy variables (PAC, NAM, and EUR) to indicate whether the cities are located in the three regions where leading cities are located: Pacific Asia, North America, and
Europe (Friedmann, 1986; Taylor, 2004) .
Despite providing the basis for a consistent and longitudinal study of an intercity corporate network, our datasets also have several limitations: (1) The assigning of 'importance' to offices in the GaWC data gatherings involves a degree of subjectivity, which may create both longitudinal inconsistencies and analytical biases when only certain types of offices are included in the study. However, our focus on the global and regional headquarters is probably less prone to these caveats, as assessments of these important offices are more robust (Liu and Taylor, 2011) . (2) We assume that cities' relative population and GDP are constant during our study period, as multiyear consistent urban statistics are hard to be obtained . For most cities in our study, the population and GDP data are Stochastic actor-based models assume the length of each time periods in the model to be equal, however our first and second study periods are slightly different (four and six years, respectively).
Model Specification and Estimation
The model specification involves the determination of rate and effects parameters. We specify two rate parameters to capture the frequency at which firms decide to change their locational strategies by opening/closing a major office (i.e., changing ties in the two-mode intercity corporate network) during the two study periods. The parameter estimates approximate the average number of changes in locational strategies during a time period.
The selected endogenous network effects represent our hypotheses about the firm/city interplay over time, in addition to the exogenous effects such as GDP or population growth ( Table 2 ). The selection of hypothetical endogenous network effects is discussed below, whereby -following Warren (2010) -we illustrate how these hypotheses are transformed into network effects statistics.
[ Table 2 about here]
A first endogenous effect included is the Density (Outdegree) effect, which captures the general propensity of firms to establish major offices in cities during the period under investigation. A positive Density parameter suggests that firms tend to establish many regional and global headquarters; a negative Density parameter suggests that firms tend not to establish many regional and global headquarters. This Density effect has little meaning (and importance) in and by itself, as it basically serves as a baseline parameter that can be compared with the intercept in a conventional linear regression:
The Firm activity effect explores how existing number of major branches affect firms' expansion, and is implemented in association with the outdegree of firms. A positive parameter associated with the Firm activity effect suggests that individual firms with many major offices in t tend to continue their global expansion and establish more major branches in t+1. Similarly, the City popularity effect tests how existing number of offices in a city influences a city's attractiveness to other firms, and is linked to the indegree of cities (i.e. the number of network ties individual cities receive). A positive parameter for the City popularity effect implies a preferential attachment process, whereby cities with many firms tend to gain more firms. In the preferential attachment scenario, firms tend to cluster to exploit agglomeration economies. The
Firm activity and City popularity effects are degree-related effects (Snijders et al., 2010) , and represent global hierarchies of firms and cities, respectively: positive parameters imply that the intercity corporate network is moving towards a steeper hierarchy, negative parameters imply that the intercity corporate network is moving towards a less hierarchical outline. Network statistics for these two degree-related effects are calculated as follows:
The use of the square root in both effects can be traced back to mere operational reasons, as square roots generally perform better empirically compared to the raw degree scores (Snijders et al., 2010) . Furthermore, the use of square roots is also consistent with the diminishing returns of high degrees (see Derudder et al., 2010) , as these are 'compressed' by the use of the square root.
The 4-cycle effect captures the tendency towards (or away from) transitive closure in the formation of the network, whereby globalized firms co-located in a city at t tend to co-locate in more cities at t+1. A 4-cycle of two cities and two firms is formed when two firms i1 and i2 have major offices in cities j1 and j2. A positive 4-cycle effect suggests that individual firms follow other firms' locational strategies, whereas a negative parameter indicates that individual firms are seeking different niche markets and trying to locate in different cities. This effect is included in the model by counting the number of 4-cycles:
In addition, we also include a Firm-city assortativity effect to measure the degree to which active firms are associated with popular cities. A positive value for this parameter suggests that active firms primarily establish new major offices in popular cities, while smaller firms primarily establish new major offices in less popular cities.
Negative values would point to saturation effects as active firms are predominantly establishing new branches in previously less popular cities. A negative parameter would also suggest a process that mitigates the "gaps" between popular and less popular cities, as the latter are increasingly engaged with more active and thus more globalised firms. This assortativity effect is incorporated into the objective function as follows:
In this parameter, the component ‫ݔ‬ indicates whether a certain tie exists, whereas ඥ ∑ ‫ݔ‬ and ඥ ∑ ‫ݔ‬ measure the degrees of firms and cities that are associated with this tie, respectively.
As indicated before, we also specify exogenous city-related covariates to control for individual cities' characteristics that may attract APS firms. The GDP and Population effects measure the degree to which individual cities' market sizes (as approximated by GDP and POP) affect the propensity of individual firms to locate in these cities.
Positive parameters associated with these two effects indicate that APS providers tend to locate in larger and richer cities over time:
And finally, we include dummy variables for cities located in Pacific Asia, North America, and Europe to control for possible regional effects in the changing location of major offices of APS firms in cities across the globe:
In our modelling exercise, we employ a forward model selection strategy and construct a series of nested stochastic actor-based models that progressively include these ten network effects. Model 0 is our null model, whereby the objective function only accounts for the overall Density effect. Model 1 accounts for exogenous citylevel GDP and population covariates (6-7). Model 1 is included in Model 2, as this also incorporates exogenous regional effects (6-10). Meanwhile, Model 3 only considers endogenous network structural effects (1-5), and thus focuses on how firms' locational strategies affect each other's strategies. And finally, Model 4 is a full model that accounts for all previously mentioned endogenous network effects and exogenous covariates (1-10).
Each of the four models is estimated three times, i. We estimate our stochastic actor-based models through "Methods of Moments" estimators, and the estimation procedures are repeated for 2000 runs. Wald and Score-type (Schweinberger, 2011) tests are computed to assess the model fit (Conaldi et al., 2012) . The significance of these two tests reflects the difference in model fit between the null model and more complex models. We also assess models' goodness of fit by comparing degree distributions of networks simulated from constructed models and observed intercity corporate networks (Contractor et al., 2006; Robins et al., 2007; Conaldi et al., 2012) . The degree for cities refers to the number of firms they host, and the degree for firms correspond to the number of cities they locate in. The simulation of networks uses parameter estimates for the full model and is repeated for 2000 runs. A satisfactory model fit would result in a distribution of observed intercity corporate network that falls within two standard deviations of the means of the 2000 simulated networks (Conaldi et al., 2012) . In other words, satisfactory simulated networks would replicate some global properties of the observed network, by incorporating endogenous and exogenous effects at local level. All model specification (Ripley et al., 2012) , estimation (Koskinen and Edling, 2011) and simulation (Conaldi et al., 2012) procedures are implemented with the RSiena package on the R platform.
Results
Models for the entire time period (2000-2010)
The parameter estimates for the different models over the entire time period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) are presented in Table 3 . All of the estimated parameters have a t-ratio of less than 0.1 in absolute values, indicating the estimation algorithm has reached good model convergence (Snijders et al., 2010 [ Figure 1 about here]
[ Table 3 about here]
In the upper half of Figure Model 3, which only incorporates endogenous network effects, reveals a positive and statistically significant Firm activity effect. This implies that firms with many major offices across the world in t have tended to establish more branches in t+1, generating a steeper hierarchy among firms in terms of their degree of global presence over time.
A positive and significant City popularity effect is also found, which shows that cities hosting many firms tend to attract more firms. As mentioned previously, this positive
City popularity effect indicates a preferential attachment process, i.e., the Matthew effect (Barabási and Albert, 1999) in the formation of intercity corporate networks.
This implies that cities like New York and London strengthen their position over time as these cities become "must-be" places for APS firms, implying that that major APS firms tend to establish new major offices or upgrade the status of their existing offices in these cities. This preferential attachment is also at least partly responsible for the inequality in cities' connectivity: a few cities host many major offices of APS firms, whereas most cities have a small number of such major offices. This preferential attachment process is consistent with previous finding on the hierarchical tendencies in the APS networks of cities (Derudder et al., 2003; Neal, 2008) , and similar preferential attachment processes have been identified for the generation of other intercity networks (Vinciguerra et al., 2010) .
The parameter for Firm-city assortativity effect is negative and significant, suggesting that, everything else being equal, active firms also progressively engage more with less popular cities, as most of these active firms already have established branches in popular cities (see the combined effects of Firm Activity and City Popularity). Model 3 also features a positive and significant 4-cycle effect, which suggests 'coupling' among firms' locational strategies (Gondall, 2011) . In other words, firms that colocate in city A, but not in city B at t (i.e. only one of the firms has a major office in city B), are more likely to also co-locate in city B at t+1. The positive 4-cycle effect again strengthens the "preferential attachment process" and further facilitates the hierarchical processes within the intercity corporate networks, forming densely interconnected "cores" in the world city system (Alderson and Beckfield, 2004) .
Model 4 combines all endogenous and exogenous effects. The significance and sign of parameters included in previous models remain the same, except that the parameters for 4-Cycle and Firm-city assortativity effects become insignificant. This could be ascribed to the fact that degree-based endogenous effects such as 4-Cycle may be correlated with exogenous variables (Snijders et al., 2010) . For example, if firms tend to co-locate over time (and thus form 4-Cycles) in rich cities with large GDP outputs, then the ensuing covariation will result in less significant parameters for both variables. Moreover, we note that estimates for 4-Cycle and Firm-city assortativity in Model 3 are within two standard deviations from estimates in Model 4, suggesting consistencies between Model 3 and 4.
When models 0-4 are jointly interpreted, we can conclude that the core dynamics in the intercity corporate network can be understood as a combination of hierarchical tendencies (positive City popularity, Firm activity, and Firm-city assortativity), cities socioeconomic stature (GDP and population), regional disparities (Pacific Asian and European effects) as well as interactions among firms' locational strategies (4-Cycle).
In addition, as parameter estimates and network status can be used to calculate the log odds ratio between different admissible changes (Snijders, 2001; Snijders et al., 2010) , this helps us understand (1) A lies in Pacific Asia. Everything else being equal, the probability for City A to acquire an additional major office is at least 1.213 (exp 0.193 ) times higher than the probability for City B to host a new major office. The log odds for more complex scenarios can be computed in a similar fashion, but with less straightforward interpretations (Snijders, 2005; Snijders et al., 2010) . the 'combined model') ( Table 4) .
Breakdown of models
[ Table 4 about here]
[ Table 5 about here]
Fitting the separate models improves the model fit (the lower half in Figure 1 ), as the simulated degree distributions are more centred on the observed distributions (i.e., there are less outliers in the boxplots). Moreover, the deviations between observed and simulated models, except for the skewness of the degree distributions for firms, are less than 10% for the separate models (Table 5 ). Most importantly, however, it can be seen that the estimated parameters for these separate models are largely in accordance with those for the combined model (Table 4) . In other words, most parameter estimates of the combined model, regardless of their significance, fall within two standard deviations of estimates of separate models (Snijders, 2005) . For example, the negative Density effect, positive City Popularity effect, and positive Firm Activity effect are significant in both combined and separate models, reflecting a continuous hierarchical process in the formation of intercity corporate networks. In addition, the positive GDP effect remains significant in all three models.
The most clear-cut difference between the separate models for 2000-2004 and 2004-2010 is that the regional effects are significant for the second period but not for the first. More specifically, both exogenous regional effects for European and Pacific Taylor et al., 2012) .
Conclusions
Previous longitudinal analyses of transnational urban networks have not exploited the appropriate two-mode analytics that reflect the city/firm data structure (Neal, 2012; Liu and Derudder, 2012) . In this paper, we therefore adopted a stochastic actor-based (1) involves a direct examination of the two-mode intercity corporate network; and (2) models the observed network changes as driven by both exogenous effects of city characteristics and endogenous effects of local network structures.
The stochastic actor-based modelling framework allows -over and beyond estimating the effects of commonsensical exogenous effects such as GDP and population -to link the hypothesised underlying network effects at the local level with the overall observed network patterns, and assess the significance and relative importance of these network effects. We find that positive and significant Firm activity and City popularity contribute to the steep hierarchy in the degree distribution of firms and cities, respectively. In addition to the City popularity effects, active firms tend to locate their new major offices in previously less popular cities, resulting in a diverse set of well-connected cities. In addition, firms prefer to locate their major branches in cities with a large GDP, while Pacific Asian cities have been attracting more APS firms. There is also a significant and positive 4-Cycle effect in the network formation, suggesting that firms' locational strategies are inter-connected. However, this effect correlates with other exogenous variables and is no longer significant in the full model. Network dynamics of the separate models for 2000-2004 and 2004-2010 are in general consistent with those estimated for the combined model, albeit that regional effects are more evident during the second time period.
Although unveiling these endogenous network effects allows for a more nuanced analysis of change in the world city network, our analysis could be improved in at least three directions. Firstly, the model specification could be pruned and include more complex network effects, such as those placing more importance on the elimination of a tie (Snijders et al., 2010) . In addition, we could include more actorspecific covariates, as we do not have any firm-related exogenous effects in our current specification. Secondly, our analysis could be improved by generating spatialexplicit stochastic actor-based models that explicitly account for geographic factors in the objective function. The geographic factor is modelled implicitly as regional effects in our current study. While attempts for spatial-explicit stochastic actor-based models have been made for one-mode networks (Warren, 2010) , no such spatialexplicit models for two-mode networks have been devised. Thirdly, we could validate the robustness of our analysis by modelling intercity corporate networks at multiple spatial scales. For example, it is in principle possible to cross-check modelling results of the global network and regional sub-networks. However, despite these and other options for improvement, we believe our current analysis has demonstrated the stochastic actor-based models' capability in linking observed network changes with various hypothesized network effects. Table 3 Forward model selection and estimated models Table 4 Combined and separate simulation results Table 5 Goodness of fit for (a) combined simulations and (b) separate simulations N 01 , N 10 are number of linkages with the statues of (1 1), (0 1), and (1 0), respectively. 2. A Jaccard index greater than 0.2 indicates that the underlying network formation process is suitable to be modeled by stochastic actor-based models (Snijders et al. 2010) . cirlces represent firms. Circles labelled with "c" exist and existing network ties, respectively. e network changes from t1 to t2 when the corresponding effects are associated with positive parameters. If the associated parameters are negative, network patterns are more likely to change from configurations in the fourth column (t2) to that in the third column (t1). es labelled with "c" denote nodes with when the corresponding effects are associated d parameters are negative, network patterns are more likely to 
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