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This paper is concerned with the oscillatory behavior of the fourth-order 
nonhomogeneous differential equation (r(x) y”)” + p(x) y = f(x). It is shown 
that under appropriate conditions this equation may be reduced to lower-order 
nonhomogeneous equations for which oscillation criteria re available. Further, 
the behavior of this equation is studied when the behavior of the associated 
homogeneous equation is known. 
1. INTRODUCTION 
This paper is concerned with the fourth-order linear nonhomogeneous dif- 
ferential equation 
(ye4 Y”)” + PM Y = f(4 (NW 
together with the associated homogeneous equation 
(T(X) ff”)S + p(x) u = 0. w 
The coefficient functions p(x), Y(X), and f(x) are assumed to be continuous, 
real-valued functions on the infinite half-axis [a, co), where a is any real number. 
Furthermore, Y(X) is positive andf(x) + 0 on [a, co). 
The primary concern of this study is the oscillation of solutions of (NH). 
The oscillation of fourth-order homogeneous equations has been studied by 
Keener [2], and Leighton and Nehari [4]. The paper by Leighton and Nehari 
has become a classic in the field of the oscillation properties of differential equa- 
tions. This paper will extend their work to nonhomogeneous differential equa- 
tions. 
A solution of (NH) is said to be nonoscillatory on [a, co) if it has only a finite 
number of zeros on [a, co) for some 01 > a and is oscillatory if it has an infinite 
number of zeros on [(y., co), for every CY 3 0. Equation (NH) is nonoscillatory 
if all solutions are nonoscillatory and is oscillatory if it has at least one oscillatory 
solution on [a, co). 
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A solution of(H) is nonoscillatory on [a, ~13) if it has a finite number of zeros 
on [cy, co) for some 01 > a, and is oscillatory if it has an infinite number of zeros 
on [a, co). Equation (H) is nonoscillatory if no solution of (H) is oscillatory on 
[a, co) and is oscillatory if it has at least one oscillatory solution on [a, co). 
The concept of oscillation for (NH) differs from that of(H) in that there exist 
fourth-order nonhomogeneous equations of the form of (NH) that have an 
infinite number of zeros on a finite interval and then have only a finite number 
of zeros on the half-axis. 
As a notational convenience, reference will be made to (NH) as (NH-+) 
when J?(X) > 0 on [a, GO), and to (NH) as (NH-) when p(x) < 0 on [a, co). 
Likewise, reference will be made to (H) as (H+) when p(x) > 0 on [a, co), and 
to (H) as (H-) when p(x) < 0 on [a, oo). 
If {ul , ua , us , uq} is a solution basis for (H), then the general solution of (NH) 
is given by 
YW = Cl%(X) + c2u2w + C3%(4 + c*u*M + Y&4* (1.1) 
where c1 ,..., cqare constants andy,(x) is the particular solution of (NH) given by 
(1.2) 
Here w(u, , u2 , u3 , uq) is the “quasi-Wronskian” of the solutions ur ,..., uq 
and W,(X) is the determinant obtained from W(U, ,..., uq) (x) by replacing the 
ith column with the vector (0, 0, 0, l)r, i = 1, 2, 3,4. The “quasi-Wronskian” 
of Ul )..., uq , is the determinant 
Ul ... u4 
W(Ul,U3, u3,uq) = "1: ::I "1: . 
(yu;" . . . ;;:;)I1 
(1.3) 
It is known that W(u, ,..., UJ (x) = K on [a, co), where K is a nonzero constant. 
The solution basis will be called a normalized solution basis for (H) if K = 1. 
If {Ul )...) uq} is a normalized solution basis of(H), then the general solution of 
(NH) can be expressed as 
(1.4) 
The following equations exemplify the behavior of solutions of (NH). Every 
solution of the equation yc4) - y = xe” sin x is oscillatory, while the equation 
Y (4) - y = .F is nonoscillatory. The equation yr4) - y = cos x has both oscil- 
latory and nonoscillatory solutions. 
The behavior of these equations is considerably different from that of the 
associated homogeneous equations. 
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2. PRELIMINARY RESULTS 
Throughout this paper, use will be made of the following lemmas. 
LEMMA 2.1 [6]. Suppose u(x) and W(X) are continuously differentiable functions 
on [a, c0). If u(x) v’(x) - v(x) u’(x) # 0 f or ar E g e x, then the zeros of u(x) and 
v(x) separate each other for large x. 
Note that when U(X) a’(x) - z(x) U’(X) # 0 for large x, neither u(x) nor V(X) 
has any double zeros. 
Lemmas 2.2 and 2.3 establish basic identities which every solution of (NH) 
must satisfy. 
LEMMA 2.2. Suppose y(x) is a so&ion of (NH) and u1 ,..., uq is a normalized 
solution basis for (H); then ci + Jzf(t) Wi dt = &(x); i = 1,2, 3, 4. Si(x) is 
obtained by replacing the ith column of W(u, ,..., u4) with the vector (y(x), 
y’(4 Y”(X), (r(x) Y”)’ WT. 
Proof. The result follows by differentiating S,(x) to obtain S’(x) = 
f(x) W,(x). Integrating from a to x gives S,(x) = &(a) + sz f (t) Wi(t) dt. Since 
y(i)(a) = & ~~@(a), j = 0, 1,2, and (ry”)’ (u) = Et=, ci(ru;)’ (a), it follows 
that S,(a) = ciW(u, , u2 , us, u,)(a) = ci . 
LEMMA 2.3. Let y(x) be a solution of (NH) and let {ul ,..., uq} be a normalized 
solution basis of(H). Then 
ci + a’f (t) Wi(t) dt = {Y(X); W&9>, s (2.1) 
where {y(x); W,(x)} is the LaGrange bracket of y(x) and W,(x); i.e., 
(Y(X); W,(X)} = W,(x) (ry”)’ (x) - r(x) Wi’(x) y”(x) + r(x) W:(X) Y’(X) 
(2.2) 
- y(x) (rw;)’ (4, i-1,2,3,4. 
This result follows from Lemma 2.2 by expanding the determinant S,(x) 
about the ith column, i = 1,2, 3,4, and obtaining the appropriate derivatives 
of the Wi’s. 
An extension of a result of Dolan [lo, Lemma 1] is stated without proof. 
LEMMA 2.4. If {ul ,..., u4} is a solution basis for (H), then {WI ,..., W,} is also 
a solution basis for (H). 
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3. REDUCTION OF ORDER TECHNIQUES 
This section is concerned with determining the oscillatory behavior of (NH) 
by reducing (NH) to a nonhomogeneous equation of order 3 or 2. Second-order 
nonhomogeneous equations have been studied recently by Hammett [I], 
Keener [3], Leighton and Skidmore [5], Rankin [7], and Tefteller [S]. 
By reducing (NH) to a lower-order equation, the results of these authors 
may be applied to obtain oscillation results for (NH). 
THEOREM 3.1. Suppose there exists a nonoscillatory solution W,(x) of (H). 
Then every soZution y(x) of (NH) . IS a solution of a third-order nonhomogeneous 
equation of the form 
where 
(W Y”)’ + P(X)Y’ + Q(x) y = F(x), (NH-3) 
R(x) = g; r(x) Wl 
1 
P(x) = w,z; Q(x) = _ w$)’ ; 
(3.1) 
where c is a real number. 
Proof. If y(x) is a solution of (NH), then y(x) is of the form 
Choose ur , u2 , ua , 4 u to be a normalized solution basis of (H) such that 
W,(x) = W(u2 9 u3 9 4 u ). From Lemma 2.3 and (2.2), it follows that 
c + 
I 
zfW, dt = W,(r(x) y”)’ - r(x) W,‘y” + y(x) WIY’ - Y@(x) Wl’)‘. (3.2) 
a 
Since W,(x) is a nonoscillatory solution of(H) there is a point b so that W,(x) # 0 
on (b, co). Dividing (3.2) by W12(x) on (b, oo), yields equation (NH-3). 
The dependence of equation (NH-3) on the solutiony(x) of (NH) is indicated 
by the constant c. If it is possible to choose {ui , u2 , u3 , uq} to be the “canonical 
basis” for (H), then every solution of (NH) which satisfies the initial condition 
y(a) = c is also a solution of (NH-3). 
Closer consideration shall be given to the relationship of (NH-3) to (NH). 
Let y(x) be a solution of (NH) satisfying the initial condition y(a) = c. The 
general solution of (NH-3) is given by 
NONHOMOGENEOUS FOURTH-ORDER EQUATIONS 97 
where {n, , n2 , na} is a solution basis for 
(R(x) uy + P(x) u’ + Q(x) 24 = 0 (H-3) 
(P, Q, R defined by (3.1)), and where Z,(X) is a particular solution of (NH-3). 
It follows as a special case of Lemma 2.3, that if Us is a solution of(H), then 
1% 3 w(u, > uk, %,a)> = w(“i , $ 9 uk > %); i,j,k,m=l,2,3,4. (3.4) 
Hence, if W,(X) is a nonoscillatory solution of (H) such that {ur , u2 , u3 , uq) 
is a normalized solution basis of (H) for which W,(x) = W(u, , ua , up), then 
{uZ , WI} s {us, WI> E {IA*, WI} = 0. Th e o owing lemma has now been f 11 
established. 
LEMMA 3.1. Suppose WI is a nonoscillatory solution of (H); then there are 
three linear independent solutions of (H) which satisfy (H-3). 
Since the solutions y(x) of (NH) determined by the constant c are particular 
solutions of (NH-3) then y(x) = Z,(X). Th is implies that the general solution 
of (NH-3) is of the form 
44 = b-44 + k,u&) + k&4 + ~(4. (3.5) 
Consequently, every solution of (NH-3) is a solution of (NH). Moreover if 
{U r , ua , ua , uq} can be taken to be the canonical basis for (H), then every solution 
of (NH-3) satisfies the condition z(a) = c. 
The following theorems are results of Lemma 3.1. 
THEOREM 3.2. If (NH-3) is oscillatory for some constant c, then (NH) is 
oscillatory. 
THEOREM 3.3. If (NH-3) is nonosciZZatory for every constant c, then (NH) is 
nonoscillaotry. 
In speaking of (NH-3), it is presumed that there does exist a nonoscillatory 
solution (H). 
Leighton and Nehari [4, Lemma 2.11 have shown that if u(x) is a solution 
of (H-), and the values of u, u’, u”, and (T(X) u”)’ are nonnegative, but not all 
zero, for x = c > a, then the functions u(x), u’(x), u”(x), and (YU”)’ (x) are 
positive for all x > c. Let {ur , ua , us , u4) be the normalized solution basis for 
(H-) satisfying the initial conditions 
ui(a> = h, ui’(a) = ai, , r(a)ui(a) = &, , (m;)‘(a) = Si,, (3.6) 
where Sij = 0 if i # j and 1 if i = j. It follows that W,(x) = W(u, , u3, u4) 
satisfies (YW;)’ (a) = 1, W,(a) = WI’(a) = rW:(a) = 0. Hence W,(x) is a 
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solution of (H-) such that W,. W,‘, W:, (rW”)’ are positive on (a, m) and there- 
fore Theorem 3.1 always holds for (NH-). Since all solutions of (H+-) are 
either oscillatory or nonoscillatory, Theorem 3.1 holds for (NH+) when (H-l-) is 
nonoscillatory. 
Now consider (NH-3). Suppose y(x) is a solution of (NH-3) and that z(x) 
is a solution of (H-3). Set n(x) -= y(x) z”(x) - z(.x)y’(x). Differentiating n(x) 
gives n’ “yv’” - ay” and (Rn’)’ = R(y’v” - v’y”) ~ P(yv’ - v-y’) - FE. 
Hence, if r(x) f 0 on [a, co), then y” = (v”y - n’)/z?. Therefore, 
(Rn’)’ + Pn = R [y$” - 7~ “‘y , n’ 1 - Fv, 
v’n’ - a”?.? 
=R[ v j-h. 
Thus equation can be rewritten as 
v(Rn’)’ - v’(Rn’) + (Rv” + Pv) n = -F 
23 V2 
, 
or 
Rn’ 
i 1 
(Rv” + Pv) n 
$+ v2 =-F. (3.7) 
This gives rise to the following theorem. 
THEOREM 3.4. Suppose u(x) and v(x) are linearly independent nonoscillatory 
sohtions of(H), and y(x) is a solution of (NH). If (3.7) is nonoscillatory, y(x) is 
nonoscillatory. 
Using results of Leighton and Nehari [4, Lemma 2.11 and Keener [2, Theo- 
rem 3.11, we know that two linearly independent nonoscillatory solutions of 
(H-) can always be found, so that Theorem 3.4 may be applied to (NH-). 
We now consider a modification of a reduction technique used by Leighton 
and Nehari [4]. 
Consider the function s(x) = u(x) z’(x) - Z(X) u’(x), where Z(X) is a solution 
of (NH) and where u(x) is a solution of(H). Then s’ = uz” - zu” and (rs’)’ =
?fU’Z” - a’~“] + [~(Yz”)’ - ~(ru”)‘]. The derivative of ~(rz”) - z(ru”)’ is fu. 
Integrating and substituting into the equation defining (YS’)‘, one has 
(rs’)’ - 2r[u’z” - x’u”] = K + 1% f(t) u(t) dt, 
‘a (3.8) 
where K is a(&‘)’ - ~(rz”)’ + ru’z” - ru’a” - rzu” evaluated at x = a. 
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Considering the function s(x) and solving for x’(x) yields z’ == (s + u’z)/u if 
u(x) # 0. Furthermore, Z” = (s’ + u”z)/u. S u s rtu b t’ t ing these last two equations 
into (3.8) gives 
(rs’)’ - 2r(u’/u) s’ + 2r(u”h4) s = K + Jzf(t) u(t) dt, 
a (3.9) 
when U(X) # 0. The substitution of s(x) = m(x) U(X) into Eq. (3.9) yields 
(rm’)’ + [e$ + 2r ($)‘I m = [K + Jzf(t) u(t) dt]/u. (3.10) 
a 
By applying nonoscillation criteria to the second-order nonhomogeneous 
equation (3.10), one can obtain nonoscillation results for (NH). It has been 
shown [I] for the second-order nonhomogeneous equation 
PY’>’ (4 + 4(x) Y(X) = 44 (3.11) 
that if h(x) # 0, and the homogeneous equation associated with (3.11) is non- 
oscillatory, then (3.11) is nonoscillatory. An analogous result for (NH-) is the 
following. 
THEOREM 3.5. If f(x) # 0 fw large x and if (H-) is nonoscillatory, then 
(NH-) is nonoscillatory. 
Puoof. Since (H-) is nonoscillatory, then there exists a nonzero solution 
u(x) of (H-) on (a, 00). Let y(x) be any solution of (NH-) and define s(x) as 
above. Let H(x) = K + Jzf(t) u(t) dt. Since U(X) # 0 on (a, oo), then H(x)/u(x) 
is zero only if H(x) vanishes. Let x = b be the last zero off(x). Then H(x) = 
K + fzfu dt + s:fu dt = R + jsfu dt. It follows from Rolle’s theorem that 
H(x) has at most one zero on [b, co). Thus H(x)/u(x) is nonzero for large X. 
From [4, Theorem 3.111, if (H-) is nonoscillatory, then the homogeneous part 
of (3.10) is nonoscillatory. Using the previously mentioned result of Hammett 
[l, Theorem 3.11, it follows that (3.10) is nonoscillatory. Since the zeros of 
m(x) and s(x) coincide, then s(x) is nonoscillatory. Lemma 2.1 implies that the 
zeros of U(X) and y(x) separate for large X. Consequently y(x) and thus (NH-) 
are nonoscillatory. 
Zettl [9] has shown that if (rp)’ 3 0, then there exist solutions u(x), V(X) of 
(H+) such that u’w - V’U > 0 for large X. This implies that the homogeneous 
part of (3.10) is nonoscillatory, if either U(X) # 0 or ~(2) # 0 for large X. Using 
the same argument as above we have the following result for (NH+). 
THEOREM 3.6. If (rp)’ 3 0 and f(x) # 0 fey Zarge x, then (NH+) is non- 
oscillatory if (H+) is nonoscillaotry. 
Considering Eq. (3.10) further, we have the final result of this section. 
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THEOREM 3.7. Suppose u(x) is a nonoscillatory solution of (H-) and that 
IL/U satisfies the inequality z‘ + S/3 + r’z/3r < 0, when u(x) # 0. If f(x) f 0 
for large x, then (NH-) is nonoscillatory. 
Proof. If u’/u satisfies the stated inequality, then ((ru’)‘/u) + Zr(u’/u)’ < 0 
for large x. Hence the homogeneous part of (3.10) is nonoscillatory. The proof 
now follows as in Theorem 3.5. 
4. ASYMPTOTIC BEHAVIOR 
This section is primarily concerned with establishing the existence of non- 
oscillatory solutions of (NH) and (H) and determining the asymptotic behavior 
of such solutions. 
The following result extends a result of Tefteller [8] to fourth-order non- 
homogeneous equations. 
THEOREM 4.1. Suppose f(x) # 0 on [a, co). If there is a nonoscillatory 
solution y(x) of (NH+) such that sgn y(x) # sgnf(x) for large x, then (H+) is 
nonoscillatory. If (rp)’ > 0, (NH+) is nonoscillatory &so. 
Proof. Suppose (H+) is oscillatory and let y(x) be a nonoscillatory solution 
of (NH+). Then there is a number b such that y(x) # 0 on [b, co). Now y(x) 
is a nonoscillatory solution of the fourth-order homogeneous equation, 
(e4 WY” + [P(X) - f (X)/YWl w = 07 (4.1) 
on [b, ~0). If sgn y(x) ii- sgnf (x) on [b, co), then p(x) - f (x)/y(x)) 2 p(x) > 0 
on [6, co). Since (H+) is oscillatory, (4.1) is also oscillatory [4, Theorem 10.41, 
and in addition, every solution of (4.1) is oscillatory [4, Corollary 9.101. This 
contradicts the nonoscillation of y(x), Hence (H+) is nonoscillatory and the 
result for (NH+) follows from Theorem 3.6. 
COROLLARY. If (H+) is oscillatory, then al2 nonoscillatory solutions of (NH+) 
are eventually of the same sign. Moreover, if f (x) # 0 for large x, then all non- 
oscillatory solutions of (NH+) are of the same sign as f (x). 
Proof. Suppose z(x) and y(x) are nonoscillatory solutions of (NH+). Since 
every solution of (Hf) is oscillatory, then y(x) - a(x) is an oscillatory solution 
of (H+). Suppose sgn y(x) # sgn z(x) for large x. Then y(x) - z(x) is non- 
oscillatory for large x, which is a contradiction. Thus sgn y(x) = sgn z(x). Sup- 
pose sgn y(x) = sgn f (x), where f(x) # 0 on [a, co). Then by Theorem 4.1, 
(H+) is nonoscillatory, which is again a contradiction. Thus nonoscillatory 
solutions of (NH+) are of the same sign asf(x). 
The extension of this result to (NH-) is hampered by the fact that there is no 
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analog of Leighton and Nehari’s Theorem 10.4 for (NH-). It should be noted 
that conditions can be found which will guarantee that both (H-) and (NH-) 
are nonoscillatory. For example, if y(x) is a nonoscillatory solution f(NH-) 
such that Ja” xQ(x) - f(x)/y(x)] dx < co, Jz (dx/r(x)) < co, and if f(x) # 0 
on [a, co) and sgnf(x) = sgn y(x), then both (H-) and (NH-) are nonoscilla- 
tory. This follows from the nonoscillation and comparison criteria ofLeighton 
and Nehari [4, Theorems 6.1, 6.111 and Theorem 3.5. 
Considering further the case when (NH) is nonoscillatory, we have the 
following theorem. 
THEOREM 4.2. Suppose all solutions of (NH) are nonoscillatory and 
eventually of the same sign. If there exists a solution u(x) of (H) such that 
lim inf that iz 1 U(X)] > 0, then the particular solution y*(x) of (NH) has the property 
r-m ( y,(x)1 = 03. Moreover, for every so&ion y(x) of (NH), 
h-n,,, I y(x)] = 03. 
Proof. Consider the collection fsolutions ye(x) = cu(x) + y,(x), where c 
is any real number. Since all solutions are eventually ofone sign on [a, M)), for 
each c there is a point x, so that yJx) # 0 on [xc , co). Suppose, without loss of 
generality, hat ye(x) > 0 on [x0 , co) for all c. Then y,(x) > -CU(X) on (xc , co), 
and in particular, 1 y (x)/ > n / u(x)1 , f or ar 1 g e x and for each positive integer n. 
Since lim inf / u(x)\ > 0 as x --, 03, it follows that 1 y,(x)] ---, co as x + 00. 
Since y,(x) is in fact an arbitrary solution f(NH), the theorem is completed. 
Consider the example yt4) + y = 2ex. This equation has the solution 
y(x) = exp(x/a) [cr sin x/a + cz cos x/a] 
+ exp(-x/a) [ca sin x/a + cq cos x/a] + exp(x), 
where a = 2112. It is clear that every solution ofthe homogeneous equation 
oscillates, while very solution fthe nonhomogeneous equation is nonoscillatory. 
Further, every solution of the nonhomogeneous equation is eventually ofthe 
same sign as the forcing function, and lim,,, yP(x) = + 00. 
Because of its usage, the following fact is stated as a lemma. 
LEMMA 4.1. Suppose f (x) # 0 on [a, co) and that y(x) is a solution of (NH) 
satisfying the initial conditions y(a) = y’(a) = y”(a) = (r(x) y”)’ (a) = 0. Then 
Y(X), ~‘(4~ Y”(X), and (r(x) Y”)’ ( x ) are of the same sign as f (x) immediately to the 
right of x = a. 
We now demonstrate the existence of nonoscillatory solutions of (NH). 
THEOREM 4.3. Suppose f (x) # 0 on [ a, LX) and y(x) is a solution of (NH-) 
satisfying the initial conditions y(a) = y’(a) = y”(a) = (r(x) y”)’ (a) = 0. Then 
y(x), y’(x), y”(x), (r(x) y”)’ (x), and (r(x)y”)” (x) are of the same sign as f(x) on 
(a, 00). 
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Proof. Set W =-I yy:y”(r(x) y”)‘. Th en W(a) = 0. Letting x :-= b be the first 
zero of W(x) to the right of x = a, then either y(b) =: 0, y’(b) = 0, y”(b) _ 0, 
or (r(x) y”)’ (6) = 0. From Rolle’s theorem, y(b), y’(b), and y”(b) are nonzero. 
If (ry”)’ (6) = 0, then by Rolle’s theorem there is a point c E (a, 6) such that 
(ry”)” (c) q :: 0. Th is implies f(c) = p(c) y(c). Suppose J(X) > 0 on [a, x). B! 
Lemma 4.1, y(c) > 0, and 0 > py = f > 0, which is a contradiction. Therefore 
(ry”)’ (6) # 0, and W(X) # 0 on (a, a). Thus, from Lemma 4.1 the results of 
the theorem follow. 
THEOREM 4.4. Suppose f(x) > 0 on [a, E) and that y(x) is a solution of 
(NH-) sutisfuing the initial conditions y(u) >, 0, y’(u) > 0, y”(u) >;-- 0, 
(r(x) y”)’ (u) 3 0 (but not all zero). Then Y(X), Y’(X), y”(x), (T(X) Y”)’ (4, 
(r(x) y”)’ (x) are positive on (a, Go). 
Proof. Let Z(X) be the solution of (NH-) satisfying the initial conditions 
X(U) == Z’(U) =-= Z”(U) =: (Y(X) a”)’ (u) = 0. Since f(x) > 0 on [a, co) then 
x, a’, z’(~(x) z”)‘, and (Y(X) a”)” are positive on (a, co), by Theorem 4.3. Define 
u(x) by U(X) = y(x) - Z(X). Then u(x) is a solution of (H-) satisfying the initial 
conditions U(U) 3 0, U’(U) > 0, U”(U) > 0, (r(x) ~1”)’ (u) 2 0 (not all are zero). 
From [4, Lemma 2.11, U(X), U’(X), U”(X), (r(x) u”)’ (z) are positive on (a, a). 
Hence, y(x) > z(x), y’(x) > z’(x), y”(x) > z”(x), (P(X) y”)’ > (r(x) z”)’ on 
(a, co). Therefore y(x), y’(x), y”(x), (T(X) y”)’ (x), (T(X) y”)” (x) are positive on 
(a, a). 
Theorems 4.3 and 4.4 show that there always exist at least four independent 
nonoscillatory solutions of (NH-) if f (x) > 0, and this is true whether (H-) is 
oscillatory or not. 
THEOREM 4.5. Suppose f(x) f 0 and Y’(X) < 0 on [a, co). If (NH-) is 
oscillatory, then a nonoscillatory solution of (H-) satisfies one of the following 
conditions for large x. 
(i) sgny = sgny’ = sgn y” = sgn(ry”)‘, 
(ii) sgn y = sgn y” # sgn y’ = sgn(ry”)‘, 
(iii) sgny = sgn y’ = sgny” # sgn(ry”)‘. 
Ij in addition, we assume that p’(x) < 0 on [a, co), then condition (iii) can be 
excluded. 
Proof. Keener [2, Theorem 3.61 has shown that any nonoscillatory solution 
of (H-) satisfies one of the conditions (i)-(iii), or the conditions 
(iv) sgn y = sgn y” = sgn(ry”)’ # sgn y’, 
(v) sgny = sgn y’ # sgn y’ = sgn(ry”)‘. 
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If (v) were to hold, then considering Eq. (3.10), we would have 
((TY’>‘/Y) + 2T(Y’/Y)’ = YY’lY) + 3r(y”/y) + 2r(Y’/Y)2 < 0, 
and hence (NH-) would be nonoscillatory. Therefore, if y is a nonoscillatory 
solution of (H-), it must satisfy (i)-(iv). 
Considering (iv), suppose, without loss of generality, that y > 0. Then 
0 < (ry”)’ = r’y” + ry”‘. Since r’(x) < 0, we must have y”’ > 0. But y”’ > 0 
and y” > 0 imply that y’ must be eventually positive. Hence condition (iv) 
cannot be satisfied. 
Likewise, for condition (iii), if y > 0 and p’(x) -cg 0, then (ry”)” = -py > 0 
and (ry”)“’ = -p’y - py’ > 0, and (ry”)’ must be eventually positive. Hence, 
(iii) cannot be satisfied in this case. 
Remark. The exclusion of conditions (iii) and (v) depends only on the sign 
conditions on r’(x) and p’(x), and not on whether or not (NH-) is oscillatory. 
Keener [2, Theorem 4.31, has shown that if Y’(X) < 0 and if y is a bounded 
nonoscillatory solution of (H-), then y satisfies condition (ii), for large x. 
THEOREM 4.6. Suppose (H+) is nonoscillatory, r’(x) < 0, and f(x) # 0 
on [a, CD). If (NH+) is oscillatory then every solution of (H+) must satisfy 
sgn y :=: sgn y’ = sgn y” == sgn(r(x) y”)’ (x) for Zurge x. Further, if p’(x) exists 
and does not change sign, then p’(x) < 0 for large x. 
Proof. If (H+) is nonoscillatory and r’(x) < 0 on [a, co), then from [2, 
Theorems 6.1, 6.31, it follows that if y(x) satisfies (H+) 
(i) sgn y(x) = sgn y’(x) = sgn y”(x) = sgn(r(x) y”)’ (x), or 
(ii) sgn y(x) = sgny’(x) = sgn(r(x) y’)’ (x) # sgn y”(x), for large x. 
Again, if (ii) holds for a solutiony(x) of (H+), then the coefficient of the m(x) 
term in Eq. (3.10) is negative for large x. Hence the homogeneous part of (3.10) 
is nonoscillatory, and consequently, (NH+) is nonoscillatory. But this is a 
contradiction. Hence (i) must hold for each solution of (NH+). The result 
that p’(x) < 0 for large x is obtained from [2, Theorem 6.21. 
The final result of this paper is an analog of a result of Hammett [ 1, Theorem 
4. l] for the second-order nonhomogeneous equation. 
THEOREM 4.7. Suppose (Hi) is oscillatory. If n is a positive integer, then 
there exists a solution y(x) of (NH+) having at least n zeros on [a, 03). 
Proof. This proof is basically that of Hammett’s; however, it is included for 
completeness. Suppose there is an integer N so that no solution of (NH+) has N 
zeros on [a, co). Let y(x) be a solution of (NH+-) and suppose y(x) # 0 on 
[XLl 9 co); x0 > a. Without loss of generality, assume y(x) > 0 on [x0, co). 
Let u(x) be a solution of (H+) such that u(xO) =- u’(xO) = 0, u”(xO) > 0. Let 
104 SITTER AND TEFTELLER 
{x,} be the successive zeros of U(X) to the right of x0 . Note that u(xi), i == 1, 2,..., 
is a simple zero, since U(X) cannot have a double zero on (x0 , co) [4, Lemma 
8.21. Let 1n = (xndl , x,) and consider a solution ~1~ of (NH+) defined by 
yJx) = CU(.X) + y(x), c > 0. Since U(X) > 0 on IZP .1 , k =-= 1, 2 ,..., and Y(X) > 0, 
then yJx> > 0 on lZk-l and CU(X) < 0 on IZ1< , K = 1, 2,.... Hence Y,(X) < y(x) 
on each I,, . Let n be an integer n > IV, and consider the intervals I2 , I4 ,..., I,, . 
Choose ck so that Jam, = c+(x) + y(x) h as at least two zeros inIZ,, , k = l,..., n. 
In particular. let ck be any number such that ck supr,, / Us ,> supI,,,y(x), 
k = I,..., n. Define c ==J max(c, ,..., c,J. Then y<,(x) has at least 2n zeros, which 
is a contradiction. 
It should be noted that this theorem does not imply the existence of an 
oscillatory solution of (NH+). Consider yt4) + 4y = (2x + 4) e5. The solution 
of this equation is 
y(x) = exp(x) (X + c1 sin x + c2 cos X) + exp(--x) (c, sin x + c4 cos x). 
Here (H+) is oscillatory and by choosing the cc’s appropriately, a solution may 
be found having any desired number of zeros, but (NH+) is nonoscillatory. 
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