We describe a frequency-domain deconvolution that uses no division and doesn't su er from singular kernels. A fast computational algorithm is derived which works equally well for nonsingular as for singular kernels and has a complexity which is proportional to the fast Fourier transform. Its noise behaviour is also studied statistically on real signals, showing improved performance, on average, compared to the direct frequency-domain deconvolution.
Introduction
Having a stable linear, time invariant system, its time-discrete output y(n) is determined by the convolutional relationship between the system's input x(n) and unit-sample response h(n). This operation is stable and well de ned which, unfortunately, cannot be said for its inverse, i.e. deconvolution. The research report 1] clearly shows that even small disturbances in y(n) can make decovolution unstable. The ill-posedness is mainly resolved by the time-domain iterative gradient methods 2], maximum-likelihood approach 3], and by other nonlinear deconvolution methods 4]. In speech and seismic signal processing, homomorphic deconvolution is being widely used 5, 6, 7] .
In this paper, we are especially interested in the time-domain deconvolution method proposed in 8] for the kernels with no spectral inverse. It will be shown that a frequency-domain equivalent of this method exists even for singular kernels, that its computational complexity is much lower than with the original time-domain method, and that the deconvolution results are equally accurate and stable.
To summarize the method with successive convolutions 8], let h(n) and y(n); n = 0; : : : ; N ? 1 be known. Hence y(n) = x(n) h(n) (1) where denotes the time-domain linear convolution, and x(n); n = 0; : : : ; N ?1 is the desired input signal. Now, the even-and odd-numbered samples in h(n) are separated:
Eq. (2) can be convolved by h e 1 (n) ? h o 1 (n) giving:
Referring to Eq. (3), the same procedure is applied again, until after steps, = log 2 N, the nal result is obtained:
It is known that the computational complexity of the time-domain linear convolution is approximately proportional to N 2 , therefore for the above steps the complexity is as follows: The fact is that the real complexity is at least twice as large, because two pairs of signals of the same length are to be convolved. A very large memory space of at least 2N 2 computer words is also needed.
An equivalent frequency-domain approach
There is an important property of the described time-domain method expressed in Eq. 
The samples H (mN) are known to be equal H (mN) = H (0); m = 0; : : : ; N ? 1 (8) because we stated that the sequence H (k); k = 0; : : : ; N 2 ? 1 consists of N equal subsequences. Equations (7) and (8) 
As already mentioned at the beginning of this section, we do not need to compute the complete sequences Y (k) and H (k). Only the N-sample subsequences are to be determined. Equations (3) to (5) If expression (11) is introduced into the procedure of successive convolutions -Equations (3) to (5), the frequency-domain transform yields: H (1) i (k) = H (1) i?1 (k)H (1) i?1 ((k + 2 ?i N) mod N); k = 0; : : : ; N ? 1; i = 1; : : : ; ; (12) where superscript (1) indicates that the operation is carried out only on the rst signal subsequence, mod means a certain modulus operation for cyclic index calculation, and H (1) 
Eq. (9) 
The number of factors in (13) grows geometrically with i giving the sum:
Together with the rst factor H(0), there must be exactly N samples. They all are members of the sequence H(k); k = 0; : : : ; N ?1; and Eq. (13) ensures that they have di erent indices.
Hence: H
which is zero if one of the samples in H(k) equals 0, i.e. when the kernel is singular. The problem of singular kernels in the frequency domain can be avoided by using the interpolated samples instead of the original frequency sequence 9]. To obtain the interpolated sequence, the time-domain signals must be padded with zeros to the double length 10], which will be taken into account in the following computational algorithm.
3 The frequency-domain computational algorithm It has to be kept in mind that because of the algorithm for the singular kernels the initial sequences y(n) and h(n) must be extended to length 2N 9] . Thus, according to Equations (12), (7) , and (9), the computational algorithm for the frequency-domain deconvolution consists of the following steps:
a. The sequences y(n) and h(n); n = 0; : : : ; N ? 1; must be padded with zeros to length 2N, giving y 4 Short example
To show how the algorithm from Section 3 works, we made calculations with the same signal sequences as used in the numerical example in 8]. Table 1 contains the time sequences in three rows: the original input signal x(n), the system's unit-sample response h(n), and the convolved output signal y(n); n = 0; : : : ; 7.
These sequences can also be seen in Fig. 1 . Next gures from 2 to 5 show rst 2N FFTs of y(n) and h(n) padded with N zeros, and then three stages of successive computations of Y (1) i (k) and H (1) i (k). Thus, in Fig. 5 , top and bottom, are transforms Y (1) (k) and H (1) (k), respectively. As we chose a singular kernel, value H (1) (0) = 0 appeared! Following the second decision in step d of the deconvolution algorithm, the input signal x(n) is computed with no error. The system input x(n), unit-sample response h(n), and the output y(n) as linear convolution of x(n) and h(n)
Discussion
The new computational algorithm works for any kind of deconvolution kernel -nonsingular or singular. It is much faster than the time-domain method and its complexity can be compared to that of the FFT. In contrast to the direct DFT deconvolution, this method uses only multiplications and no division except for the nal scaling.
We also tested the described method in a noisy environment. The noise behaviour of the algorithm was tested by adding zero-mean white noise with preselected signal-to-noise ratios to the output signal sequences and to the kernels, respectively. The experiments were carried out on real signals: we took them from the American Heart Association Database of standard electrocardiograms. Kernels h(n) were obtained as the averages of 500 ECG periods and truncated to length N 2 . Randomly chosen extrasystoles from the same ECG were considered the output signals y(n) of length N (N = 256). To achieve statistical signi cance, 15 di erent ECGs, two leads from each, were tested and each measurement was averaged across 30 runs.
We investigated input S/N ratios (denoted by SNR x ) versus output S/N ratios (SNR y ) and versus kernels' S/N ratios (SNR h ) as explained by Fig. 6 . Input SNRs are presented with their average (circles) and the double standard deviation ( ). The solid lines correspond to deconvolution with successive convolutions (the described method), the dashed lines to the direct deconvolution with interpolation. We made the kernels singular synthetically by replacing with zeros all the frequency samples H(k) whose magnitudes were lower than 1.5 times the smallest magnitude value. . In part (a), noise was added to the output signals y(n), whereas in part (b), the kernels h(n) were made noisy.
As it was shown in 9], deconvolution with interpolation performs 3 dB better on average than the direct DFT deconvolution. According to noise study here, the achieved SNRs are practically the same as for deconvolution with interpolated samples when the output is noisy (Fig. 6, part (a) ), while the results are 0.7 dB better in favour of the presented method when noise is added to the deconvolution kernels (Fig. 6, part (b) ).
