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I. INTRODUCTION 
The concept of measure or amount of information about a parameter 9 
contained in a distribution or a random variable is of fundamental impor­
tance in statistics. More fundamental is perhaps the concept of informa­
tion itself. There are two uses of the word information; semantic and 
technical, and two categories of measures of information: deterministic 
and functional. 
Fisher's measure of information is functional, since it depends on 
the parameter 9 . Shannon's measure of information referring to a spe­
cific distribution and measuring the mean uncertainty or unejcpectedness 
in a trial is a deterministic one. It is related to the concept of entropy 
of a distribution. See the work of Shannon (I9L8), Wiener (19^8) and 
McMillan (1953). 
Two approaches appear to be prevalent in the statistical theory of 
information: the Bayesian approach and the non=Bayesian approach. The 
Fisherian theory of information follows the non-Bayesian approach. The 
Bayesian approach considers prior distributions about A , expressing the 
beliefs of the statistician before the experiment, and posterior distribu­
tion, expressing the beliefs of the statistician after the experiment. 
This approach essentially measures the amount of infomation in an experi­
ment and utilizes the view that only prior and posterior distributions are 
relevant for measuring information. Metrics on distribution functions 
(prior minus posterior), or entropy measures or, in general, concave linear 
functionals have been used by various authors in their attempt to define 
information. See the work of Lindley (1956), DeGroot (I962), Hackleman 
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(1967), Mallows (1959), and Ghurye (1968). The primary goal of these 
studies is to derive a measure of information which can be used by an ex­
perimenter to choose among different experiments which are available to 
him, or to decide on sequential sampling plans. An experiment P is de­
fined as the ordered quadruple G (H ,G, ©, f(x|8)) where H is the 
sample space, G a Borel field associated with X , 0 the parameter space 
and f(x|9) the probability density of X given 6 . C is equivalent to 
a statistical model and the measure of information permits in certain cases 
the comparison of pairs of experiments or models absolutely, that Is, with­
out reference to prior distributions, provided that the parameter space 0 
is the same in both models. 
While a considerable amount of research has been done on the disorder 
or entropy concept and on measures of information in probability theory, 
little has been done on the information theoretic aspects of statistical 
inference. Fisher's measure of information is practically the only one 
available. This measure, as pointed out by Pitman (1936), fails to satisfy 
desired properties for certain statistical models in which the range of 
the distribution depends on the unknown parameter. 
There is no agreement among statisticians on the purpose of statisti­
cal estimation. Some consider estimation as a part of decision theory, 
which requires as a datum of the problem the specification of a loss 
function. This may be appropriate in certain situations while in others 
may be very misleading. Others, more generally, consider estimation as a 
process of characterizing the uncertainty about 9 as a result of data. 
Fisher's writings suggest that the theory of maximum likelihood should be 
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regarded basically as a problem of data reduction. The same is true for 
any method of estimation. The data, "which relate to the parameter 0 are 
reduced to the statistic suggested by the estimation method. There is 
convenience in handling the estimates rather than the original data, in 
addition to the resulting economy in recording only the estimates for 
future use, instead of preserving the entire mass of observed data, much 
of which may be irrelevant. This may result in a loss of information. It 
appears that there is no ccrapletely general theory of data reduction, 
except for the way that the data can be reduced to a minimal sufficient 
statistic. We shall discuss the Fisherian theory of data reduction, single 
out the statistical models in which it is applicable and^ive some new 
properties of Fisher's measure of information. 
It is known that certain statistical models do not possess sufficient 
statistics of the same dimensionality as the parameter 0 . Their use for 
estimation purposes is of uncertain or unknown value. Thus, in various 
occasions, it becomes necessary to coTrtpare non-sufficient estimators with 
regard to their information content. Measures of information provide such 
means. 
Measures of information are not only useful in problems of data inter­
pretation, data condensation and parametric estimation. They can be used 
for descriptive purposes in statistics, for tests of goodness of fit 
(Kullback, 1959) and to provide criteria of optimality in designs of experi­
ments (Chernoff, 1953). Another area where measures of information have 
received extensive use is the theory of communication. 
The purpose of this dissertation is to examine and improve our under­
standing of the existing measures of information, devise new ones, possibly 
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covering a wider class of statistical models than that covered by the 
Fisherian measure of information, discuss their properties, point out their 
limitations and exemplify their use. We shall be mainly concerned with 
functional measures of information. We shall also examine the possibility 
of whether deterministic measures of information car. provide a footing for 
the construction of new measures of information useful in parametric esti­
mation and data reduction. 
In Chapter II we discuss the concept of information in general. The 
Fisherian theory of information is examined in Chapter III. Other func­
tional measures of information based on the Kullback-Leibler and 
Bhattacharyya distance functions are presented and discussed in Chapter 
IV. A few considerations on certain pathological families of distribu­
tions, involving parameters which are estimated without error, are given 
in Chapter V. The question of additivity of information is also discussed 
there. Chapter VI contains the conclusions of our study. 
II. THE CONCEPT OF INFORMATION 
Consider a population X and a probability density f(x,8) depending 
on an unknown parameter 9 e ©, where 0 is the parameter space. The 
dependence of f(x,9) on 0 may be explicit and functional or implicit 
and indirect. The purpose of experimentation or of statistical observa­
tions is to gain knowledge about 9. We would like to measure the accumu­
lation of knowledge as a result of taking observations by measuring the 
information about A contained in them. 
Fisher (1920, 1922, 192';) introduced the idea that a probability 
distribution depending on an unknown parameter, or observations from this 
distribution, or a statistic based on a sample, contain some information 
about 6. This particular use of the word information (to be called, some­
times, statistical information) refers to the problem of inference about 
0 and can be characterised by the following statements: 
(i) Before the experiment we have "zero information" about 8. 
In other words, 0 is an unknown parameter. 
(ii) Observations together with their parametric distribution give 
us some statistical "idea" about 0 in the sense that they can be used to 
obtain a statistical estimate of 6 , or statistical intervals for 0. 
(iii) Making observations on a random variable X with distribution 
f(x,6) reduces the uncertainty regarding the unknown value of 9. The 
extent to which this uncertainty is reduced as a consequence of the obser­
vations is the information on the unknown parameter 8 contained in the 
random variable or in its distribution (Rao, 1965). 
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(iv) If there is a unique observation (with probability l) corres­
ponding to each value of the parameter, we have a situation where the random 
variable has maximum information about 9. In general, if the true value of 
9 can be obtained from the statistical observations without error, these 
observations contain maximum information about 0. It is reasonable to 
require that this maximum information be infinite in case of perfect 
knowledge. 
(v) If the random variable or the statistic generated from the 
observations, has the same distribution for all -values of the parameter 
(i.e., the distribution is independent of fi) there is no basis for making 
inferences or statements about 9 on the basis of an observed value of 
such a random variable or statistic. In this case the random variable or the 
statistic contains no information about 0. 
(vi) Two independent and identically distributed observations contain 
twice as much information as a single one. 
(vii) The information contained in the data cannot be increased by 
data condensations. 
(viii) A sufficient statistic contains all the information about 0 
contained in the sample. 
(ix) Use of part of the data or non-sufficient statistics for estima­
tion purposes entails loss of information. 
(x) Two statistics are equally informative if they are identically 
distributed. 
(xi) Statistical processing of data cannot produce gain of 
information. 
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(xii) Statistical observations contain a fixed amount of information 
under a fixed statistical mod.el. 
Fisher's writings do not give a precise definition of the concept of 
the "information contained in the sample" or "intrinsic accuracy of an 
error curve" (see LeCam. 1953, P. 279). Fisher (192?) says: 
The variance of efficient statistics from a dis­
tribution of aiiy form affords us a measure of an important 
property of the distribution itself. We may obtain a 
measure of the intrinsic accuracy of an error curve, and 
so compare together curves of entirely different form. 
And later: 
What we have spoken of as the intrinsic accuracy of 
an error curve may equally be conceived as the amount of 
information in a single observation belonging to such a 
distribution. 
Rao (1965) indicates that the intrinsic accuracy of a distribution 
is the sensitivity of the random variable with respect to the parameter(s). 
Following Fisher, statistical information may be identified with this type 
of sensitivity. This sensitivity may be judged by the extent to which the 
distribution of the random variable is altered by changes in the values of 
the parameter(s). 
The above statements, some of which are found in the statistical 
literature, are used to attempt to convey the meaning and utility of a 
concept of statistical information. Some of them are self explanatory, 
some require further discussion. Halmos and Savage (19^9) say that there 
is doubt and disagreement about just what a sufficient statistic is suffi­
cient to do, and in particular about the sense if any in which it contains 
"all of the information in a sample". They say that confusion from time 
to time has been thrown on the subject by the unfortunate use of the term 
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sufficient estimate, the undue emphasis on the factorability of sufficient 
statistics and the assumption that a sufficient statistic contains all the 
information in only the technical sense of "information" as measured by 
variance. They suggest that a statistician knowing the value of a suffi­
cient statistic T(X) is as well off with regard to unknown parameters as 
another statistician knowing the original observations X, save for the 
fact that the former needs the aid of a random machine, in addition to 
T(X). They claim that there are some situations, mainly situations which 
demand a terminal decision, in which the statistician should in principle 
have recourse to a random machine. We cannot see the role of a random 
mechanism in the process of forming opinions about an unknown parameter 
using sufficient statistics. A sufficient statistic T(x) exhausts all 
the information about 9 contained in the sample in the sense that knowl­
edge of T(X) makes all conditional distributions independent of 0. 
Such conditional distributions provide no infoimation about 0 (statement 
(v)). 
Variance and information are related to some extent. This is illus­
trated with the extreme case of f(x,0) having variance zero. Then a 
single observation from f(x,0) possesses maximum information about 9. 
We believe, however, that information, even within the premises of statis­
tical estimation, is a broader concept than variance. 
Statements (i) through (xii) not only convey the meaning of the concept 
of information but indicate some of its properties, too. Statement (vi) 
implies that information is additive with independent observations. There 
is no agreement among the authors of statistical literature about the 
properties of information. Additivity of information for independent events 
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is usually taken as a fundamental requirement and is postulated as a requi­
site property in most axiomatic developments of information theory 
(Barnard, 1951; Fisher, 1935, P. ^ 7; Good, 1950, p. 75; Lindley, 1956; 
MacKay, 1950; Reich, 1951; Schutzenberger, 1954; Shannon, 19^ 8; Wiener, 
1950, pp. 18-22; Kolmogorov, 1968). 
Several authors, however, have held the opinion that additivity under 
independent observations is not a necessary requirement for a satisfactory 
definition of information (see Basu, 1958; Chernoff, 1956; Schutzenberger 
1954; Eraser, I965; Berk and Savage, 1968; etc.). 
In particular, Basu (I958) mentions two situations where two statistics 
, Tg are equally informative and independent, but still when an observa­
tion on is given, very little extra information will be supplied by an 
observation on T^ . The first situation refers to the case of drawing 
observations from a normal population with known variance equal to 1 and 
unknown mean being either 0 or 5. The second deals with the case where 
a single observation yields the true value of the parameter 9 without 
error. Both of these situations are extreme cases where a single observa­
tion provides maximum information about 9. It is obvious that in such 
cases the additivity property needs to be examined critically. 
We are of the opinion that additivity is a fundamental requirement 
for information and is in perfect agreement with our intuitive considera­
tions of the concept of information. 
Another important property can be extracted from statements (i) 
through (xii). We state it in the form of a theorem to stress its impor­
tance and usefulness in the statistical area of data condensation and 
analysis. 
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Theorem; Statistics stochastically independent of a suffi­
cient statistic are uninformative. 
The proof is easily obtained by a simple argument on conditional 
distributions. The distribution of the independent statistic is shown to 
be independent of 6 and this establishes the uninformativity of the 
statistic. 
The previous theorem is a version of Basu's theorem (Basu, 1955j 
Lehmann 1959) in information theoretic framework. It tells us that total 
loss of the information contained in the data -will ensue if we condense 
the data to a statistic independent of a sufficient one. It was pointed 
out by Basu (1958) that the above theorem does not remain true if the 
distributions of the sufficient statistic corresponding to various values 
of 6 , do not overlap. Overlapping in measure-theoretic terms is expres­
sed as follows; Let P. and P. be the probability measures correspond-
®1 °2 
ing to the distributions g(x,0^) , gCx^B^) of the sufficient statistic. 
i|(x,8-^ ) and gfxjGg) do not overlap if there is a subset A of the 
sample space such that P. (A) = 1 and P (A) = 0 or vice versa. The 
1^ ^2 
same is true if the probability measures are mutually singular (two 
probability measures are mutually singular, or simply singular, if there 
is a subset A such that P (A) - P^  (A^ ) = O) . Singularity, which is an 
1 2^ 
extreme form of non-absolute continuity for probability measures, is iden­
tical with the concept of non-overlapping. This nonsingularity requirement 
does not diminish the importance eind generality of the previous theorem be­
cause in practice sufficient statistics with non-overlapping distributions 
are rather the exception than the rule. 
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Statements (v) and (viii) are of special importance for the statis­
tician or experimenter who is seeking to make informative statistical in­
ferences on the basis of his data. Bimbaum (19^ 2) proposed three prin­
ciples of inference related to the concepts of sufficiency (S), condition­
ing on ancillary statistics (C) and likelihood (L) and demonstrated that 
(S) and (c) together are mathematically equivalent to (L). Statement 
(viii) is equivalent, to some extent, to the principle of sufficency and 
statement (v) is related to the principle of conditionality. Acceptance 
of these statements (or of (S) and (c)) implies acceptance of (L). This 
indicates that the assessment of statistical information should be based 
on the likelihood function. 
Kullback and Leibler in 1951 introduced the concept of discriminatory 
information in favor of a certain hypothesis against another one (Kullback 
and Leibler, 1951; Kullback, 1959, 19o7). This concept is implicitly 
mentioned by I. J, Good (1950, P. u3). He uses the terms "factor" in 
favor of a hj'pothesis H or "weight of evidence" for H given the data 
and proves that they are equal to the ratio of the likelihoods of H and 
its negation H. The likelihood ratio is a well-known discriminatory 
index. A major part of statistical inference consists, in general, in dis­
criminating between alternative possible situations on the basis of given 
data, and as such it should be based on the likelihood of the parameter 6 
given the sample X, which is the same as the probability (or probability 
density) of X given 0, On the basis of statement (iii) discriminatory 
information is the extent to which uncertainty about alternative possible 
situations is reduced as a consequence of taking observations. It is a 
special kind of information and can be used to provide a Judgement as to 
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whether oior course of action is preferable to another one. When dealing 
with discriminatory information the parameter space © is actually reduced 
to two points. It is natural to require that discriminatory information 
have the same properties of the general information since the former is a 
particular case of the latter. 
The previous discussion attempted to delimit the concept of statisti­
cal information. We feel, however, that the concept is as primitive and 
undefined in statistics as the concepts of a point or a straight line in 
Euclidean Geometry. 
At the present stage of statistical research it is axiomatically 
(and intuitively) accepted that statistical observations together with a 
statistical model associated with them contain a fixed amount of informa­
tion about the parameter(s). The question which arises next naturally 
deals with the quantification of the previous statement. How can we mea­
sure this information? What is the amount of information contained in the 
data? We shall deal with this question in the next chapter. 
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III. FUNCTIONAL MEASURES OF INFORMATION 
A. Introduction 
In this chapter we discuss the Fisherian measure of information. 
Before embarking on this task we make a few general remarks and give some 
guidelines for constructing measures of information. 
There is no unequivocal definition of a functional measure of 
information. No global measure of information exists which can be applied 
to all parametric families of probability distributions. The Fisherian 
measure of information is of specific form and, as we shall see below, 
applies to specific families of distributions. From this point of view it 
seems to be arbitrary. It is independent of our methods of estimation, but 
at the same time it is closely related to the likelihood theory. Fisher in 
his 193^  paper on the logic of inductive inference (Fisher, 1935, P. '^ 7) 
says that 
... In introducing the concept of quantity of 
information we do not want merely to be given an 
arbitrary name to a calculable quantity, but must be 
prepared to justify the term employed, in relation 
to what common sense requires, if the term is to be 
appropriate, and serviceable as a tool of thinking. 
The mathematical consequences of identifying, as I 
propose, the intrinsic accuracy of the error curve, 
with the amount of information extracted, may there­
fore be summarized specifically in order that we 
may judge by our premathematical common sense whether 
they are the properties it ought to have. 
He continues by citing the four basic properties of a measure of in­
formation, namely, nonnegativity, additivity, maximal intrinsic accuracy 
and invariance under sufficient transformations. Fisher seems to tell us 
here that any quantity possessing the above properties can be called a 
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measure of information. He suggests later that we should examine the quan­
tity as it emerges from mathematical investigations, and judge its utility 
by the free use of common sense, rather than impose it by formal definition. 
A measure of information should satisfy not only the four basic prop­
erties but also convey the spirit of statements (i) through (xii) of 
Chapter II. It should depend on the density function f(x,0), or the 
probability measure , and the observed values. The dependence on the 
observations is usually eliminated by considering the mean information, 
i.e., the expected value of the quantity used to measure the statistical 
information given that X = x . The dependence on the density f(x,9) is 
obvious from the fact that if we had a unique observation with probability 
one corresponding to each value of the parameter, the random variable would 
have maximum information. On the other hand if the distribution is indepen­
dent of 9 we have zero information. The measure of information should, 
therefore, be a function of fi and implicitly an operator on the density. 
The fact that it is a furction of 9 need not deter us, Barnard (19^ 1, 
p. 58) characteristically says that 
,.. We statisticians should be getting used to the 
idea of "measuring" things by means of functions rather 
than by single numbers, e.g., in connection with the 
cost of living, which is best regained as a function of 
the individual family and not as a single number. 
A measure of information should also somehow express the changes of 
the distribution with changes in the parameter. Tliis leads to considera­
tion of distances or metrics on spaces of distribution functions as possible 
candidates for measures of information. We shall deal with these points in 
the subsequent chapters. 
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Deterministic measures of information, like those measuring the 
entropy of a fixed distribution, can provide a basis for constructing 
functional measures of information by introducing a parameter into the 
distribution. Shannon's measure of information is the most well known. 
Kempthorne (1966), however, points out that this measure does not have the 
invariance property under sufficient transformations. 
B. Fisherian Measure of Information 
1. Basic properties 
a. Scalar parameter case In I925, R. A. Fisher introduced the 
second moment of the partial derivative of the log-likelihood function as 
a measure of the amount of information supplied by the data about an un­
known parameter and developed and stated in a general way the properties of 
this measure of information (Fisher, I925). Every statistic based on the 
data possesses some information about the unknown parameter, which is 
measured by an analogous expression. Pitman (1936) and Doob (1936) and 
later Rao (1961, 196^ ) reexamined this measure of information and presented 
Fisher's results in a more sophisticated and more definitive mathematical 
way. For the sake of completeness we mention these results here. 
Let iTC = [PQ,8 e ©} be a dominated family of probability measures on 
a measurable Euclidean space (%,G). The random variable X on (x,G) may 
be single or vector valued. Let \ be the dominating measure, finite or 
-^finite, and suppose that © is a finite or infinite interval of a k-
dimensional Euclidean vector space. Denote by f(x,0) the probability 
density of X with respect to X. Then f(x,0) = dPg/dX for every 6 e©. 
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The Fisherian measure of information about the parameter 0 contained in 
the distribution f(x,8) is defined by 
g [â_Jjif^ }Ç2_6}_]2 if 9 is univariate 
i ! (6)  .  '  (3.1)  
if e is k-variate, 
where || ||j^  denotes a k x k matrix. 
Assumption 1 For almost all x [\] , ^  exists for 
all 9 e © . 
Assumption 2 For every measurable set A e G, independent of 
e,  
& .r f(x,0)dX = / dX for all 0 e ©. 
8^ A "I AS 
Assumption 3 1^ (8) < œ . At this point the reader may welcome 
a note on the notation to be used throughout this dissertation. When refer­
ring to a random variable, we shall always use an upper case letter such as 
X, Y. We shall also use lower case letters such as x, y to represent 
ordinary variables, or observed values of random variables. The symbol 
[\], pronounced "modulo , following an assertion concerning the elements 
of X , means that the assertion is true except for a set A such that A e G 
and X(A) = 0. The symbol « is used to denote absolute continuity 
between measures. 
F/ 1^ (9) has the obvious property of nonnegativity for every 0 e 0 
(positive semidefiniteness in the multiparameter case). Note that 
P 
lj^ (0) = 0 for all 0 if and only if f(x,0) does not depend functionally 
on 9. 
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F/ ljj.(0) is independent of the dominating measure X. To see this 
let , i = 1,2 be two measures dominating the family ^  . Denote by 
P 
Ij^ (9,X^ ) the Fisherian measure of information corresponding to the density 
f\(x,8) = dPp/dX^  , i = 1,2. Let Xq be a probability measure equivalent 
to . This meajis that for einy set A e G 
XQ(A) = 0 if and only if PP(A) - 0 for all BE©. 
The existence of such a measure is guaranteed by Lemma 7 of Halmos and 
Savage (l9't-9, p, 232) or Theorem 2 of Lehmann (1959^  P. 354). Then X «X^ ,^ 
i = 1,2 and, 
dP dP dX 
1^^ '^^  ^= dX^  = dXj d^  " fo(x,fi)h^ (x) 
and 
dP. dP. dX. 
= d^  = dX^  d^  ' fo(x,8)hg(x) , 
dXo(x) 
where h^ (x) = — , i •= 1,2 . This inçlies 1^ (0,X^ )^ = 1^ (9,X^ ) . 
We list four basic theorems. 
Theorem 3.1 (Additivity property). Let ... ,X^  
be independent random variables whose distributions depend on the unknown 
parameter(s) 6. Then, under the Assumptions 1 and 2, we have 
£(0) y = l! (0) + I? (0) + ... + 4 (0) for all 0 e 0 . 
\ n 1 2^  ^
Proof Straightforward (cf. Rao, 19^ 5, p. 268). 
Note that the X_, need not have identical distributions. The theorem 
remains true if we relax Assumption 2 and require that the operations of 
integration and differentiation be interchangeable only over the whole space. 
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Theorem 3.2 Suppose that f(x,9) satisfies Assianptions 1, 2 
and 3. Let T be a measiarable transformation of X , with density 
g(t,0) with respect to the c-finite measure v induced by X , Let 
1^ (6) be the information contained in T , i.e., 
1^ (9) =  ^
Suppose that g(t,9) satisfies Assumptions 1, 2 and 3- Then 
I T = t] = ^  (3.2) 
for all 0 e ©. 
Theorem 3.3 (Maximal information or maximal intrinsic accur­
acy property). Under the assumptions of Theorem 3.2, we have 
1^ (9) < ]^ (e) for all ee 0, 
Theorem 3.'' (invariance property). Under the assumptions of 
Theorem 3.2, we have 
(i) 1^ (9) = 1^ (8) for all Be© implies that T is sufficient 
for 9. 
(ii) Suppose T is a sufficient statistic for 0 with density 
g(t,0) satisfying 
f(x,9) = g(t(x),0)h(x) [\] , (3.3) 
then 
lj(0) •-= 1^ (0) for all 9 . 
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Proofs of the previous theorems can be found in Rao (19^ 5) PP. 269-270, 
Fisher (1925) PP. 717-718, Pitmaii (1936) pp. 568-571 and Doob (193^ ) under 
a slightly different context. The result of part (ii) of Theorem 3.^  "was 
given under more stringent conditions for the sake of uniformity of 
presentation. It is easy to see that all that is needed for the validity 
of this result is Condition 3.3 and the differentiability of the densities 
f(x,0) and g(t,0) with respect to 0. Theorems 3.3 and 3.^  show that 
grouping, condensation, or transformation of observations by a statistic 
will in general result in a loss of information (cf. statements (viii), 
(ix) and (xi) of Chapter 2). If the statistic is minimal sufficient we 
have achieved the maximum possible reduction of data without loss of infor­
mation about 0. 
Examples ; 
(i) Let ... ,X^  be independent, each being N(ia,o-2)  ^ cr^  
known. Then 
O-c 
Let T = X . It is known that T is N(n,o'^ /n) . We thus have 
ij(u) =— . 
We conclude from Theorem 3.^  that the sample mean is a sufficient statistic 
for u. 
(ii) Let X^ , ... be independent, each being N(^ ,o''-) known. 
Then 
= -
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n 
Let (X.-|i)^  and T = .F. (X.-ii)^  + C, where C is a constant. 
1 1—J. X Ci i-x 1 
It is known that is is + c . After some compli­
cated algebra we get 
" "HT ' 
1^ 20- 2^ 20-
Th eref ore; both and are sufficient for cr^ , 
(iii) Let X^ , ... ,X^  be independent, each following a Cauchy dis­
tribution with density 
f(x,u) i . , li e (a,b) . 
1 + (x-n)^  
Then 
4k) - \ • 
Let = X . It is known that has the same distribution as each X^ . 
Thus, I^  (n) =1/2. It follows that the sample mean is not a sufficient 
1^ 
statistic for |_i. Let T^  = X/^ ^^ s be the sançle median of n ^  2s+l ob­
servations, where is the (s+l)th order statistic. Fisher (1925) 
has calculated the information contained in T^  in finite samples. It 
turns out that this information is less than n/2 but larger than 1/2, 
Thus, the sample median also is not sufficient for |j but it is more 
informative than the sample mean. It is easy to check that Assumptions 1, 
2 and 3 are satisfied for the Cauchy distribution. 
(iv) Consider now a random sample from a logistic distribution with 
location parameter 0. This distribution is used as a tolerance distribu­
tion in bio-assay problems. Its cumulative distribution function and 
density are given by 
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' rat™ • ' ,x • 
Then, on the basis of n observations, 
4(6)  . f . 
Let T = be the sample median of n = 2s+l observations. The dis­
tribution of T is found to be 
f Ct") = (Zs+l)' exp[-(8+l)(t-8)] 
 ^ (s.')^  {l + exp[-(t-8)]}^ ^^ ^^  
and 
£(e). {s*ini. exp[-(..3)(t-e)to 
(s.')^  _oo {i + exp[-(t-0)]] 
4(2s+l)exp[-(s+2) (t-6) ]dt j 
(s!)^  -co {l + exp[-(t-0) 
The two integrals in the right-hand side of this expression are evalu­
ated using the fact that the density of integrates to 1 over the 
whole space. This gives 
+ CO 
r exp[-(8+l)(t-9)]dt _ (s.' 
-m {1 + exp[-(t-A)]]2s+2 " T2ÎT1TT 
By simple change of variables and integration by parts we get 
r exp[-(8+2)(t-8)]dt _ (sI)^  
-i (1 + • 
Again by simple change of variables and integration by parts we get 
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Thus 
°r exp[-(s+3) (t-B)]dt  ^ (sj )^ (s+2) 
i a . exp[.(t.e)]]2(:+2) ° 
Ij(6) = < (28+1) J = 1^ (9) for all real s . 
The sample median does not contain all the relevant information provided 
by the sample. It is not a sufficient statistic. 
Theorem 3.1 gives an additive property of the Fisherian measure of 
information untler stochastically independent random variables. If X and 
Y are not independent, an additive property still exists, but in terras of 
conditional information defined below. To simplify the argument and avoid 
measure theoretic problems of conditional probabilities we deal with proba­
bility density functions and Lebesque measure. 
Let f(x,y,8) be the joint density of (X,Y), g(x,6) = J f(x,y,0)dy 
the marginal density of X, and h(y[x,6) = f(x,y,8)/g(x,6) the conditional 
distribution of Y given X = x . 
Definition S-*? The conditional information in Y about 0 
wlien X X is 
Ep['^  ^  if 9 is univariate 
I  -  1  | | E ^ [ , ^ l n _ h ^ , ]  1 1 ^  I f  6  i s  k - v a r i a t e ,  
•. i j 
The mean value of the conditional information in Y about 0 is 
F denoted by and is given by 
. E^[4|x.^(0)] = ,r 4|x.^(6)g(x,6)dx . 
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Theorem 3.6 If differentiation under the integral sign is 
permissible then 
. 1^ (6) + I^ jy(8) for aU P e 0 . 
Proof 
I?,,(8) =. ;j[iiiLMyMM£iil]2f(,,y,e)dxay 
j;('tiJi|Iykiil]2h(y|x,e)g(x,e)dxay 
+ JJ[àJiL|iMl]af(x,y,g)clx(ly 
, 2jj[9 in h(ylx,e)]ra i%aG(*'^ ']h(y|x.e)g(x,e)axdy . 
The first part of the result follows by the definition of conditional in­
formation and the fact that the last term o:^  the right-hand side expres­
sion above vanishes on account of Fubini's theorem and the differentiation 
under the integral, sign. By an interchange of the procedure with respect 
to X and Y we obtain the second part of the theorem. 
Examples : 
(il Let (X.Y) be a bivaxiate normal random variable with E(X) |i^ , 
E(Y) n , Var(x ' l  o- , Var(Y) ct" and N(X.Y) o , Suppose that a y X y  ^  
is the only unknown parameter. The density of (X,Y) is given by 
f(x,,,Wx) = i exp{- - 2p 
2na CT Vl-P^  2(l-p' ) x y 
X y 
2h 
Then, after easy computations, 
° • 
We know now that Y |x  = x is a normal random variable with mean \i 
0"  ^
4 p(x-n ) and variance . Then it is easy to see that I^ i (li ) 
u X y Ï1A X 
X ' 
has the value p^ /0"^ (l-p^ ) . We also know that X is N((j^ ,cr^ ) . This 
implies that = l/cr^  . It follows, therefore, that 
Note that, if p = 0 , so that X and Y are independent, 0 . 
(ii) Consider a trinomial distribution with parameters n, p^  , 
and py = 1 - p^ - Pg . Suppose that n and p^  are known. Then 
' x.-y;(L-yl; • 
X is Binomial (n,p^ ) and 
Pp 
Y|X-X is Binomial (n-x , ) 
' ^^ 1 
With these densities we find 
4LX.x<PI' = 
,F \ "^ 2 
Y|x(Pl1 p^ (i_p^ ) 
(n-x)2 
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f \ _ _ V^ 3 
X,Y(Pl^  ="5^  ' where *3 = ^  " V ^2 ' 
It is easy now to see that 
T> 
It is easy to see that 1^ 1^ (0) > 0 for all 6 e © with equality 
if and only if h(y|x,0) does not involve 0 , except possibly on a null 
set. Thus, we have the following corollary. 
4IX( Corollary 3.7 I^ |„(0) = 0 for all 0 e 0 if and only if 
X is sufficient for 0. 
Corollary 3.8 Whenever we can differentiate under the 
integral sign we have that X is sufficient for 6 if and only if 
yie) = 1^ (8) for all 9 e © . 
Proof The proof follows immediately since under sufficiency 
1^1^(6) = 0 identically in 0 . 
This corollary establishes, with considerations different from those 
of Theorem 3.^ , that there is no loss of information if attention is con­
fined to observations on a sufficient statistic. 
Corollary 3.9 Given the previous assumptions we have 
(i) y(8) > 1^ (0) fcr all 0 e © with equality for some 0^  
if and only if lyjx^ O^^  " ° • 
(ii) (^81 > 1^ (0") for all B e 0 with equality for some 0^  
if and only if = 0 . 
(iii) (^6) > 1^ 1^ (0) for all 0 e 0 with equality for some 0^  
if and only if = 0 . 
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(iv) y(8) > 9 e 0 with equality for some 8^  
if and only if = 0 . 
Corollary 3.10 If X and Y are independent, then 
(i) Iy|x(8) : 1^ (8) , I^ |y(8) = I^ (e) for all 0 e © . 
(ii^  Ix y(8l = 1^ (0) + 1^ (6) for all 0 e 0 . 
Theorem 3,6 and the previous corollaries generalize to a finite 
number of random variables in an obvious manner. Mean conditional infor­
mation has an immediate relevance and application in the theory of ancillary 
statistics. 
We are now in a position to derive useful expressions for the loss of 
information in case we replace the data with a non-sufficient statistic. 
Theorem 3.6 leads us to one possible method of approach since the loss of 
F F information I (^9) - I (8) equals the expected value of the conditional 
X, 1 X. 
information in Y given X. However, we prefer to follow a more general 
approach. 
Theorem 3.11 Under the assumptions and notation of Theorem 
3.2 the loss of information is given by 
lj(0) - - E^ {Var[l^ L^|iMl |T]} 
(3.';) 
= EJ[E[(^  for all 9 e 0. 
Remark A version of this theorem was given implicitly by 
Fisher in his 1925 paper, p. 719- Fisher's statement refers to the maxi­
mum likelihood statistic and appears to be erroneous. Later Pitman (193^ ) 
stated the above theorem implicitly for discrete random variables. 
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Proof Using Theorem 3.2 we have 
1^ (6) - = E[aj£^ |(Ml]= . ln^ s(T,91p 
. E[liIL|(Ml]= . E^ TE[3.i!L|(Mi |T])= . 
Now using simple properties of moments and conditional expectations we 
4(9) - lj(9) E|-8 lnj(x,6)p 
- - VaT[Ui2-|Ml|T]] 
= G.E.D. 
Examples : 
(il Consider a pair of observations (X,Y) from the bivariate 
normal distribution examined in the previous example. Let T - X and 
assume that is the only unknown parameter. Then 
Ô In f(x,y,u ) x-u p(y-u ) 
2L - -I— [—25 L.] 
H 1-P= "x'y 
and 
a In f(X,Y,u. ) 2 
Var[ — IX x] -= 2 Var(Y|x=x) 
* a2a2(i_ 2^  
X 
c;xi-p2) 
Thus, applying the previous theorem we have 
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£ 1 el Loss of information (|i ) - I (u ) = ÎL.{  ^ } _ 
(ii) Let again (X,Y) be a pair of observations from the trinomial 
distribution considered before. Let T - X and p^  be the only unknown 
X n-x-y 
parameter. Then 
Ô In P(X=XjY-y,p^ ) 
^ P3 
and 
Var(Ylx.x) , („.^ ) . 
(l-Pi)=P3 
Thus, by the previous theorem, 
Pgfn-X) nPg 
lass of information = (p ) - I (p ) = E^ [ ] - , \ . 
%Y 1 X 1 "X (i_p^ )2p^  (l-Pi)P3 
This IS in agreement with the results of pages Zh and 25. 
b. Multiparameter case The previous results obtain easy multi­
parameter (vector parameter) generalizations. In the multiparameter case 
F/ 1^ (9) is a positive semidefinite real symmetric matrix. To avoid confu-
sion in the use of this term we recall the definition. A real symmetric 
matrix A or a quadratic form Q, = x'Ax is called positive semidefinite 
nxn 
(or positive indefinite, or non-negative definite) if Q > 0 for all x. 
The fact that in the present case the Fisherian measure of information is 
a matrix is one of the drawbacks of ths theory. We shall comment on this 
later. Assumptions 1 and ?. should be modified to include partial differen­
tiation with respect to each parameter 0^  . Assumption 3 should read that 
1^ (0) is less than infinity componentwise. Theorem 3.I remains unchanged, 
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while in Theorem 3.2 partial differentiation with respect to 0 becomes 
partial differentiation with respect to the parameter component 0^  . The 
following theorem is an extended version of Theorems 3.3 and 3.^ . Its first 
part is a known result (Rao, 196")). No proof of it appears in the 
literature. The second and third part are obvious generalizations of the 
single parameter case. No statement or proof of these results has been 
traced in the literature. 
Theorem 3.12 Let T be a measurable transformation of X 
and suppose that the multiparameter version of the assumptions of Theorem 
3.2 is valid. Then 
(i) the square matrix 1^ (9) - 1^ (9) is positive semi definite 
for all 0 6 0, 
(ii) if the matrices 1^ (8) and 1^ (0) are equal for all 0 e 0 , 
then T is sufficient for 0 , 
(iii) if T is sufficient for 0 with density g(t,0) satisfying 
f(x,0) - g(t(x),6)h(x)[\] , then 1^ (8) = 1^ X8) for all 8. 
Proof; 
(i) Let 0"^  ^be the (i,j)th element of the matrix 1^ (8) - 1^ (0) . 
Then 
a  ^pr5 In f(X,e) . S In f(X,8)n rS In g(T,9) , 5 In g(T,e)n 
ij ' 98. a0j  ^ 00. 38.  ^ " 
Using twice Theorem 3.2 and properties of conditional expectations we get 
0 E . 5 In f(X)6)-| I m] 
ij 39^  98 
-  | t ]  .  | T ] }  ,  
30 
Thus 
1^ (0) - 1^ (0) = Il CT. . Il = E^ (T) , 
where Z(T) is the variance-covariance matrix of the conditional random 
vector , ... , ^  given T. Since X is positive 
1 k 
semidefinite the same is true for E '^(t). 
(ii) The equality of matrices 1^ X8) and implies 
_ [lii!_|&el]2) .0,1. 1,2, ... ,k . 
or, applying the multiparameter version of Theorem 3.2, 
[^ainj(x,9) .ains<T(x),e)].^ P , 
which gives 
5 In f(x,9) ^ 5 In g(T(x),9) r,n ..no j, L\J , 1 - 1,^, ... . 
By integration we get 
f (x ,e)  = g(T(x) ,8)h^(x,82,8g,  . . .  ,8^)  
f(x, 0 )  =  g(T(x),8)h2(x,8i,8_, . . .  ,8%J 
f(x,e)  = g(T(x),0)hj^ (x,0^ ,02^  .. ' ,0k_i) [^ ] . 
Thus T(X) is sufficient for each 0^  given the values of the other 
parameters. The right-hand side of the above relations should be equal 
for all {9^ , ... ,9^ } and almost all x. It follows that 
H^ (X,G^ , ... ,0^ .) ••• • 
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Therefore, 
f(x,8) = g(T(x),e)h(x) [\] 
and the factorization criterion gives the sufficiency of T. 
(iii) On account of the special factorization of f(x,0) into two 
parts the first of which is the density of T , the argument in (ii) is 
reversed in a straightforward manner and yields the desired result. 
Remark The result of part (iii) of Theorem 3.12 was given 
under more stringent conditions for the sake of uniformity of presentation. 
It is easy to see that all that is needed for the validity of this result 
is Condition 3.3 and the partial differentiability of the densities f(x,0) 
and g(x,0) with respect to each parameter 0^ . 
Examples: 
(i) Let ... ,X^  be independent, each being N(|i,cr^ ) , Then 
_ l/fZ 0 
= » II , 1, II . 
0 l/2cr 
n 
Let T = (X,s^ ), where It is known that X and 
s^  are stochastically independent distributed according to N(p.,o"^ /n) and 
respectively. Then the density of T is given by 
n-1 n-3 
y/^  n(t,Mj)'^  (n-1) ^  exp[-(n-l)t /go-'lt  ^
exp - ——] 
F 
The information matrix I^ ([i,o''-), based on this density, is found to be the 
same as the one given above gind this shows that (X,s") is sufficient for 
(U,r2). 
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Let us now examine whether the statistic X contains all the informa­
tion contained in the sample. The distribution of X is given by 
f(x,^ ,c5-2) ^  ^  exp[- § ] . 
Then 
n/a^  0 
I (n,a=) . II g 
It follows by the previous theorem that X is not sufficient for 
Note that & positive semidefinite matrix. 
 ^ X 
(11) Let (X^ ,Y^ ), ... be independent, each being tri­
nomial with parameters n, p^ , p^  and p^  = 1 - p^ - p^  . Suppose that n 
is known. The information matrix on a per observation basis is found to be 
I/P3 (P2+ P3)/P2P3' 
li 
Therefore, the information contained in the sample is 
I/P3 (pj+ P3)/P2P3 
Let T = (ZX^ ,Z%\) . It is known that the multinomial distribution is re­
productive with respect to n (cf. Wilks, 1962, p. 139). Thus, T is 
trinomial with parameters Nn,p^ , and p^  . This implies that 
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Therefore, T is a sufficient statistic for . 
Theorem 3.6 and Corollaries 3.7, 3.8 and 3.10 remain unchanged in the 
multiparameter case. The inequality sign of Corollary 3.9 should be 
interpreted as meaning that the matrices involved are unequal in the posi­
tive seraidefinite sense. Under the appropriate assumptions, the loss of 
information given by Theorem 3.11 obtains the following expression for the 
multiparameter case 
1^ (0) - I^ (e) = 11 E^ lCovarisa-ice [àlîL|l2Lil | t , ^ |T]}|I 
1 J 
. II I T]}|| . 
The Fisherian measure of information has two other equivalent expres­
sions which are sometimes useful for computational purposes: 
if 9 is univariate; 
ij(e) = ^ = _ 11 II 
if 9 is k-variate. Their validity is easily checked and, of course, the 
additional assumption of differentiating twice under the integral sign is 
required. Similar expressions for the conditional information in Y given 
X can easily be deduced. 
c. Reparametrization We now turn our attention to the considera­
tion of alternative representations of the statistical model involving 
transformations of the parameters. 
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Let 0 be a real parameter and 0 = be a transfor­
mation from the one-dimensional space © to the r-dimensional $ . The 
case r - 1 is the most comnionly encountered in practice. Suppose that 
g is a real valued function possessing first order derivatives with 
respect to its arguments. Simple differentiation gives 
4M = 4(G) 11 ll_ . (3.7) 
 ^ J 
If 9 is a vector parameter the corresponding formula is more 
complicated. Let us consider, for example, the case of two parameters 
0^  , and the transformation 0^  = g^ ((p^ ,(pg,(p^ ) , 8g - . 
Denote by l^ j(0) the elements of the matrix 1^ (0) and assume differen­
tiability for the functions involved. Then 
•ni Sgn Bë-I Sg. âgr) 
= i^ j^ (e) 11 — . _ II + 1^ 2(8) II 5^  • 
Ôêp Sëi Ôêp âêp 
* Il • 15: Il  ^^ 22(8) Il âô: ' âpT 
(3.8) 
This formula can be generalized in a straightforward manner to more complex 
situations. Fisher (l9',;6), assuming equality of dimensions of the para­
meter spaces © and # , gave a general reparametrization formula 
J^{cp) = A'I^ (0)A =: AI^ (0)A' , (3.9) 
where A = jj àg./ô<p. |L , . The first part of the same formula holds if 
1 J KXiC 
the two dimensions are not equal. 
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It is easy to check that if f(x,9) satisfies Assumptions 1, 2 and 
3, the same will be xrue for f(x,g((/5)) regarded as a function of x and 
<p . We summarize these results in the following theorem. 
Theorem 3«13 The Fisherian measure of information does not 
remain invariant under parametric transformations. All previous results 
are valid regardless of the parametric representation of the statistical 
model. 
Let us now consider the following question. Does there exist a re-
F parametrization of the statistical model which makes I^ G^) a constant? 
The answer is in the affirmative on account of Relations 3.7, 3.8 and 3.9. 
The right parametric transformation is obtained by solving the appropriate 
differential equation of type 3.7, 3.8 or 3.9. This allows us to examine 
the Fisherian theory of information from the deterministic point of view. 
Information, then, is measured as a constant quantity and this constant 
quantity summarizes the fixed amount of information contained in the data 
regardless of the values of the parameter. Let us give some examples. 
(i) X ~ N(|i,cr^ ) , |i known. Let 0 = o"^  and c^  be the constant 
amount of information desired. Then 
1^ (8) = — 
per observation. The differential equation to solve is 
— where 8 - g((p) . 
ap 
This yields 
0 r: g((p) = K exp[+V2c(p] , K constant. 
3^ 
The inverse transformation is 
- in K _ 
- \lz c 
A simple case of this transformation is obtained by choosing K = 1 and 
= 2 . Then, retaining the plus sign, 
^ : In a . 
(ii) X  ~ G ( P ) , p known, c^  = constant amount of information. 
9 
Then 
on a per observation basis. Solving a similar differential equation we get 
0 = g((P) = K exï)[+ — <p] , K constant. 
(/p 
The inverse transformation is 
O = + ^  (in 0 - In K) . 
This simplifies to 
In 8 
by keeping the plus sign and setting K = 1 and c^  P . 
(iii) X ~ Binomial (N,p), N known, c^  - constant amount of infor­
mation. Then, on a per observation basis, 
4k) ' 5^ • 
The solution of the differential Equation 3.7 is 
P = g(<p) = ill + sin(+_ — (p + K)} , K constant. 
VE 
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The inverse transformation is 
<p = + ^  arcsin (2p-l) + K 
or, simply (c^  = N, K = 0) 
<p = arcsin (2p-l) . 
(iv) X ~ Poisson (\) , = constant amount of information. Then, 
on a per observation basis, 
= Î • 
The differential equation gives: 
X = g(<p) = u(c<p + K)^  , K constant. 
The inverse transformation is 
<P -  {2\/ \  + K) .  
A simple case of this transformation is (K =0, c^  = 4) 
(p -Vï .  
(v) Suppose that X is drawn from a one-parameter exponential 
family of distributions and that 9 is a natural parameter. Then the 
density of X is 
f(x,0) = c(0) exp[9T(x)]h(x) . 
It is known that (Lchmann, 19','9j P. ''8; Ferguson, 19<^ Y, p. 131), 
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E[T(X)] = - ^  and Var[ï(X)] = - (^8) , 
00^  
Then, on a per observation basis, 
£{e) . . . 
" 30= 
Let a^  be the constant amount of information contained in a single 
observation. The differential Equation 3.7 becomes 
d^ ln c(9) |-dg((p) ^2 _ 0^ 2 
ae= 
with 0 =: g((p) . This yields 
<p - J {+ f [-  ^d0] + K , 
where K is a constant. 
If 0 is a vector Equations 3.8 or 3.9 lead to a system of partial 
differential equations. Recall that the information, as measured by the 
matrix 1^ (6) > is desired to be constant. This system of partial differ­
ential equations is usually cumbersome to solve. If, for example, X is 
normally distributed with mean u and variance o'^  and 
!l Z Z'H 
J 
is the constant information matrix, Equation 3.8 gives 
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gz ^  ^2 2^  ^  ^2 "  ^
 ^%''  # #' =3 ' 
where n --••  ^{(p^ ,^ )^ and cr^  = a^  « 
It is not known whether these partial differential equations always 
have a solution or whether there are only subclasses of the exponential 
family for which a solution exists. 
The trace of the information matrix is suggested in Section 5 below 
as a more comprehensive measure of information in the multiparameter case. 
In order to find the parametrization which gives aonstant amount of informa,-
tion, as measured by the trace, for X normal with mean n and variance 
cr^  we have to solve the equation 
k  ^[(^ )=. (^ )=] ^ = . 
This equation follows easily from Relation 3.8. Note that it has an infin­
ity of solutions. 
The significance of the parametrization is that it provides a special 
representation of the statistical model. . This representation substantiates 
statement (xii) of Chapter II which states that statistical obseirvations 
contain a fixed amount of information under a fixed statistical model. 
Suppose that we accept Jeffreys' invariance rule for assessing prior 
probability distributions in a Bayesian analysis of a statistical problem. 
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Then the previous paxametrization of constant information provides, in some 
instances, an explanation for the use of certain priors characterized as 
non-informative or diffuse (Hill, I965; Stone and Springer, 19^ 5; Tiao, 
1961; ; Tiao and Tan, 196^ ; Tiao and Zellner, 19^ 3, 1964). 
Jeffreys (196I, pp. I79-I92) says that if we take the prior probability 
density for the parameters to be proportional to the square root of the 
determinant of the information matrix, we satisfy the requirement of 
consistency. This requirement is that, under any nonsingular transforma­
tion of the parameters, the total probability of any region of 9 would 
be equal to the total probability in the corresponding region of (p (the 
transformed parameter). This leads to equivalent results. 
Thus, if the model has the parametrization of constant information, 
a prior satisfying Jeffreys' requirement would be locally constant, i.e., 
locally uniform. This is a case of a non-informative or flat prior. The 
prior for the original (non-constant information) model is obtained by a 
simple change of variables. Consider the first example memtioned above. 
The transformation of constant information is <p = In cr . If (p has 
locally uniform distribution,the prior on u is proportional to l/cr . 
The discussion in the last few paragraphs was also aimed at exploring 
possible connections between the theory of the Fisherian measure of infor­
mation and the theory of information used in communication. In the latter 
case a specific distribution yields a certain fixed amount of information. 
The input and output distributions of a communication system yield fixed 
amounts of information and their difference constitutes the capacity of a 
channel. The fact that there always exists a reparametrization of the 
statistical model producing constant amount of information indicates a 
kl 
certain degree of similarity between the two theories. Apart from this, 
however, the scope and objective of the two theories seem to be quite 
different. 
We shall refer to the results presented above as the Fisherian theory 
of information. We have presented them in measure-theoretic terras to 
cover simultaneously both the discrete and continuous case of random 
variables. If the dominating measure \ is the Lebesgue measure we have 
the case of continuous random variables. If X is a counting measure the 
results deal with discrete random variables. 
2. Distributions with range independent of the parameter 
We have developed so far a small sample theory of data reduction 
based on the Fisherian measure of information. There are several directions 
we could follow from this point: Relation of the Fisherian measure of in­
formation with variance, lower bounds, loss of information due to a partic­
ular method of estimation or data reduction, ancillary statistics, large 
sample theory, estimation of information, etc. Before tackling these 
problems we shall discuss the assumptions upon which the Fisherian theory 
of data reduction is based. We shall characterize the families of densities 
for which these assumptions are valid and examine them locally. 
Assxtmptions 1 and 2 are the crucial ones. Assumption 2 requires that 
the operation of differentiation be valid under the integral sign and over 
every measurable subset of the sample space. This indicates that particu­
lar attention should be paid to the range of the distribution. By range of 
a distribution we mean the largest set of positive probability. We shall 
take this point up a little later. We shall now show that the Fisherian 
theory of information remains valid for the exponential family of 
k2 
probability distributions provided that their range is independent of the 
parameter(s) involved. 
Most of the elementary theory of statistics deals with distributions 
of the exponential type. The exponential family of distributions, otherwise 
known as the Fisher-Koopman-Pitman-Dannois family (Darmois, 1935j Fisher, 
193^ 1; Koopman, 1936; Pitman, 193^ ), is defined by probability densities 
of the form 
k 
f(x,e) = C(e)exp[ 5^ q,.(0)T.(x)]h(x) (3.10) 
J--1- J J 
with respect to a cr-finite measure \ over a Euclidean sample space 
(y,G). For a suitable choice of the constant C(0), the right-hand side 
of Equation 3.10 is a probability density provided that the integral is 
finite. Let R. be the ranges of the distributions, i.e., 
O 
Rp =  (x | f (x ,8 )  >0  e e  0 }  Ç  ^  ,  
and suppose that C(9) and Q.(0) , j = 1,2, ... ,k, are differentiable 
with respect to 0 . Suppose moreover that R is independent of 9 and 
n 
R e G . Let us denote this common range by R . 
U 
Theorem 3.1^  Under the previous assumptions, the Exponential 
family of densities given by Equation 3.10 satisfies Assumptions 1 and 2 
required for the validity of the Fisherian theory of data reduction. 
Proof We shall prove this result for a particular parametri­
zation of the exponential family called the natural parametrization 
(Lehmann, P- 51) and given by 
k 
f(x,e) = c(0)exprj>;^ 8jTj(x)]h(x)Ij^  (3.11) 
where is the indicator function of R and 0 =- (8^ ,...,8^ ) . The set 
^3 
© of parameter points 9 = (0^ , for vihich Equation 3.11 is a den­
sity is the natural parameter space of the exponential fudLly. We impli­
citly assume that the differentiability of C(0) is not affected by this 
reparametrization. There is no loss of generality by restricting atten­
tion to the Family 3.11 since once the result is established for the 
natural parameters, it follows for the general case by the chain rule of 
differentiation (Apostol, 1957, p. 88). Assumption 1 is obviously satis­
fied for the Family 3.11. Recall now the following result given in Lehmann 
(1959> p. 52, Theorem 9)j let <p be any bounded measurable function on 
(X,G). Then (i) the integral 
k 
J p(x)exp[jZ^ AjTj(x)]d\(x) (3.12) 
considered as a function of the complex variables 9. - f;. + ir]. 
J J J 
(j=l,...,k) is an analytic function in each of these variables in the re­
gion S of parameter points for which (E:^ y...,5^ ) is an interior point 
of the natural parameter space ©; (ii) the derivatives of all order with 
respect to the fi's of the integral in Equation 3.12 can be computed under 
the integral sign. 
Assumption 2 for the Family 3-11 follows easily on account of this 
theorem, the following relation 
k J ^ f(x,e)dX - c(fi) J I^ x^)exp[j%^ 8jTj(x)]dX 
and the fact that I^ (x) is a bounded measurable function on (%,G) . 
Q.E.D. 
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It follows, therefore, that for any exponential family of distribu­
tions with range independent of the parameter(s) Fisher's measure of in­
formation possesses all the standard properties of a statistical theory of 
information. This was to be expected in view of the special connection of 
exponential families with sufficiency. 
The validity of the Fisherian theory of information lies upon the 
verification of the Assumptions 1, 2 and 3 for the particular family of 
distributions which the experimenter chooses to represent his statistical 
model. It is not an easy task to verify these assumptions and in particu­
lar the second one. If the range of the distribution depends on the param­
eter (s) problems arise regarding the verification of the aforementioned 
assumptions. We shall dwell upon these in a short while. Let us for the 
time being assume that the range of the distribution does not depend upon 
the parameter. This is an easily recognizable situation. In this case 
Assumption 2 can be replaced by another condition which may be easier to 
verify. This condition is a direct product of Lebesgue's dominated con­
vergence theorem (Halmos, 1950, p. 110). 
Lemma 3.1$ Suppose that the range of the distribution does 
not depend on the parameter 9 , the partial derivative âf(x,0)/ôfl exists 
for all B G © and almost all x [\], © is an open interval, and there 
exists a X-integrable function G(X) such that 
Bf(x,9) 
ôfi <G(%) (3.13) 
for all As© and almost all x [x] . Then Assumption 2 on f(x,0) is 
satisfied. 
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Proof Differentiation under the integral sign over the whole 
space or the range is guaranteed by the assumptions of the lemma in accor­
dance with a relevant result of Cramer (19^ 6 , p. 68), The same result 
applies for every measurable set A since 
*^^ f(x,e)dX = r I^ (x)f(x,e)dX 
and 
I,(x, ^  < G(x) . Q.E.D. 
Remark Note that G(X) should not depend on A. 
Example Consider the logistic distribution examined before. 
It is easy to see that this distribution does not belong to the exponential 
family. Note also that its range does not depend on the parameter. Let 
0 be the interval (a,b) of the real line. Then 
a In f(x,9) 
39 
A -X 20 -2x 
e e - e e 
< 
2b -2x 
e e 
(1 + e^ e ") 0_-x\3 — , _a_-X\3 i-i , -X\j (1 + (1 + e*e-")-
for all A in (a,b) and all x . The right-hand side of this inequality 
is a function of x only. Each term is integrable over (-co,+œ) as it can 
be checked directly from the definition of the imporper Riemann integral. 
Condition 3.1] and, therefore, Assumption 2, are satisfied. The Fisherian 
theory of information is valid for the family of logistic distributions 
depending on a location parameter. 
Loosely speaking, if the range of the distribution does not depend on 
0 and if we can differentiate the density under the integral sign over the 
range, the previous theory of data reduction remains valid. 
h6 
This immediately suggests that the theory is valid for those families of 
distributions for which the Cramer-Rao lower bound on the variance of an 
estimator is valid. Recall that for the latter case an analogous differen-
diability condition is required (Cramer, 19^ 6, p. hT)', Lehmann, p. 
2.4). This and the fact that the Cramer-Rao lower bound equals the inverse 
of the Fisherian amount of information brings up an interesting connection 
between information,at least Fisherian information, and variance. In most 
of Fisher's writings the two concepts are used interchangably. Very fre-
quantly in statistical writings information is identified with variance and 
vice versa. We believe this to be erroneous and our discussion in Chapter 
II on the concept of information aimed at proving the point. There will be 
further instances below where this point will be exemplified. 
It is very common in practice to be interested in a particular value, 
say 0Q , of the parameter 9. It is interesting to examine the behaviour 
of the Fisherian information locally. The following discussion was 
motivated from a seminar given by E= J= G. Pitman at Stanford University 
in 1965 where he presented a sufficient condition for the validity at the 
Cramer-Rao lower bound at 0 = 9Q . 
Theorem 3.16 Suppose that the range of the distribution does 
not depend on 9. Suppose, moreover, that in a neighborhood of 0Q , 
N(0Q) , the partial derivative ôf(x,0)/99 exists for almost all x [x] 
and there exists a X-integrable function G(x) such that 
for all A e N(0_) and almost all x TX]. Then Assumption 2  on f(x,0) 
is satisfied. 
hy 
Proof By Lemma 3.15 it is sufficient to prove that 
âf(x,0)/âP is absolutely bounded by an integrable function in the neigh­
borhood of 0Q . This fact follows easily since Condition 3.1^  ^implies 
5f(x,9) 
99 < VG(x) . \/f(x,A ) . 
Example: Consider the following distribution 
f ( x , 8 )  
(li9)/(x+0)" if x > 1 
otherwise , 
and suppose that we wish to examine the behaviour of the Fisherian infor­
mation in the neighborhood (9^ -0, Gg+ô) of 9^  where 6 is a small 
positive constant. Assume without loss of generality that 9Q- Ô is 
greater than zero. Then 
[Sf(x,9)/59]^  _ (x-9-2) 
- 1 + Go (=+o)t 
if x > 1 
Now 
(x-9- 2 ) '  
(x+9) r 
< 
(x-2)Z + (9o4 6)2 
(x + 9Q- 6)^  ^
[x-2-(AQ+ 6)]2 
if x > 
if 1 < X < 2 
(x + AQ- 6) 
The function G(x) of the previous theorem is 
(x4AQ)2[(x-2)2 4 (AQ+ 6)2] 
(I+Aq)(x+9^ -6) 
if x > 2 , 
0 
1+8 
(x+0„)^ [x-2-(0r,+6)]^  
 ^ if 1 < X < 2 , 
( 1 + 0 Q ) ( X + 0 Q - F I )  
0 if X < 1 . 
It is clearly À-integrable and Theorem 3.1^  is true. Note that the above 
F distribution does not belong to the exponential family and 1^ X8) 
= 1/3(1+0)^  on a per observation basis. 
We close this section mentioning two additional results in which 
Fisher's information plays an important role. The first, given by 
Huzurbazar (l^ S^), deals with the exponential family of distributions. 
Let L(0) be the log-likelihood function from a density of the form 
P 
f(x,e) C(0) exp{^ Z^ Q^ (e)T^ (x)]h(x) , x s R , 
where 0 - (0^ ,...,0^ ) , Q^ 's and C are functions of 0 only and T^ 's 
and h are functions of x only. Let be the maximum likelihood 
estiifiate 01 9. Then 
HI - ^  II . 
Huzurbazar gives the following geometric interpretation of the previous 
result in the case of a single parameter 0 : 
^ , 
where p is the radius of curvature of the log-likelihood curve at the 
point represented by the maximum likelihood estimate. In the two-parameter 
case the result generalizes easily to 
k9 
1 
lldep 
where d0 = (dS^ jde^ ) , ||d8||^  = (d0^ )^  + (dGg)^  • l/r is the normal 
curvature of the log-likelihood surface at the maximum likelihood point in 
the direction (dO^ jdBg) . 
We have already mentioned the connection of the Fisherian measure of 
information with the Cramer-Rao lower bound for the variance. However, 
the most important relationship between information and variance is given 
by the asymptotic distribution of maximum likelihood estimates. Let 8^  
be a consistent root of the likelihood equation and the following assump­
tions be true; 
(i) For almost all x [x] , the derivatives " , 8 In f ô^ ln f 
90 2 
3 
and  ^exist for every 9 e 0. 
58-:' 
 ^j < F^ (x) , Ô6 
f . _ 
and 
l!£ 
aQZ 
< Fzfx) 
< H(X) , the functions F^  and F^  being 
integrable in R, , while L H(x)f(x,0)d\ < M , M 
"^ 1 
independent of 9 . 
(iii) 1^ (8) is finite and positive for all 0 e 0. 
Then the asymptotic distribution of \/n (0^ - 0) is N(O,l/l^ (0)) where 
p 
n is the sample size and 1^ (6) is the Fisherian measure of information 
on a per observation basis (Cramer, IShG). 
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The previous conditions are stronger than Assumptions 1, 2 and 3. In 
view of Lemma 3.15 if the above conditions are satisfied, Assumptions 1, 
2 and 3 are also met provided that the range of the distribution does not 
depend on 6 . 
3. Distributions with range dependent on the parameter 
E. J. G. Pitman (1936) and J. L. Doob (1936) were the first ones to 
notice that the Fisherian theory of information may not be applicable when 
the range of the distribution depends on the parameter. In fact Doob, in 
his special treatment of information, made the following additional 
assumption: f(x,0) has the property that there is a domain D in the 
space of X with the property that, for each value of fi , f > 0 on D 
except possibly for a set of points of \-measure 0 and f = 0 on the 
complement of D except possibly for a set of points of X-measure 0 . 
He called the family [f(x,0), 0 e 0] having the above property as a 
family of distributions having the property D. The same assumption was 
made by Rao (l9ul). Property D is equivalent to saying that the range of 
the distribution does not depend on the parameter. This property is impli­
citly incorporated in our Assumption 2. If the range of the distribution 
depends on the parameter, the probability density fijnction with respect 
to the dominating measure \ is 
whrre R(0) is the range and 1^ (0) is the indicator function of R(0) . 
Then, in general, Assumption 2 will not be satisfied for every measurable 
set A e G , since, in essence, the limits of integration will be functions 
of 0 . Tlie same will be true for the density g(t,0) of the statistic T 
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mentioned in the key Theorem 3.2. We shall call Assumptions 1, 2 and 3 
upon which the validity of the Fisherian theory of information is based, 
Regularity Conditions 1, 2 and 3 respectively. Let us illustrate with a 
few examples: 
Example 1 (Rectangular or uniform distribution). Let X 
have the density function 
 ^ if 0 < X < 9 
f(x,e) = ® - -
0 otherwise , 
where 0 e ©= (0,m) , in this case, ôf(x,0)/ô6 exists if 0 ^  x , but 
does not exist if 9 = x since, for fixed x , f(x,9) is discontinuous 
at 9 = X . See the graph below (x is supposed to be fixed). 
f(x,A) 
Thus, Regularity Condition 1 is not satisfied. Note that the tails of the 
distribution have no points of contact with the x-axis. Differentiation 
of 
4-03 
u(9) = f f(x,9)dx ^  1 
leads to 
•^>2 
which is obviously false. The correct way of calculating u'(6) is, of 
course, to take account of the variable upper limit of the integral, thus 
obtaining 
8 , 1 
u'(0) = f (- —)dx + i = 0 . 
0 8= G 
Therefore, Regularity Condition 2 is not satisfied. 
Example 2 (Exponential distribution). Let X have the 
density function 
e^ e'^  if X > 9 
f(x,0) = 
0 otherwise , 
where 0 e ©= (0,œ) . The graph of f(x,0) for fixed x is 
f(x,0) 
1 
/I 
-X 
1 
e 1 
Ox 0 
Regularity' Condition 1 is not met for reasons of discontinuity at 0 = x. 
The left tail of the distribution has no points of contact with the x-axis. 
Regularity Condition 2 is also not satisfied since 
I CD / „ V 4 CO 
Example 3 (Pitman's trapezoidal distribution). Let X have 
the density function 
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f(x,0) = 
2x 
20+1 
0 
0 < X < 0 + 1 
othervn.se , 
where 0 e 0 = the whole real line. The graph of this density for fixed 
0 is 
0 0+1 
The tails of the distribution do not touch the x-axis. Regularity 
Condition 1 does not hold for continuity reasons at the points 0 = x and 
9 = X - 1. Regularity Condition 2 is not satisfied. Differentiating the 
density f(x,6) under the integral sign and not taking into account the 
variable limits of integration we get 
4x 
(28+1): 
-]dx 20+1 
The value of this integral should be zero according to Regularity Condition 
If the three regularity conditions do not hold it does not follow 
that the Fisherian theory of information is not applicable. This is so 
because the three regularity conditions are sufficient but not necessary 
for the validity of the basic theorems of information theory. There is one 
exceptional case, however, and this is illustrated by the following theorem. 
Theorem 3.17 Let , Xg be two independent random variables 
whose distributions depend on the unknown parameter(s) 0 . Suppose, more­
over, that Regularity Condition 1 holds and 
£ (0) = 4 (9) + £ (0) for all 0 e © . 
h' 2 \  \  
Then Regularity Condition 2 is satisfied for A = % . 
Proof : The following relations follow easily on account of 
the independence of the random variables X^  , Xg . 
Ô In f(X ,0)f(X ,0) 
a In f(X ,0) a in f(X ,0) 
= + 4,(8) + aé ] M ] • 
The additivity of information implies that the third term of the right-hand 
side member in the above expression vanishes. Thus, 
Ô In f(X,,0) 
M ] ' ° 
or 
J dx = 0 for all 0 e © . 
It follows from the previous theorem that, if the operations of dif­
ferentiation and integration cannot be interchanged over the whole sample 
space, the Fisherian theory of information is not applicable. This is the 
case with the three examples listed above. 
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Let us now examine the role of the tails of the distribution with 
regard to their contact with the x-axis. Recall the following result from 
calculus (Apostol, 1957, P. 220) -vrtiich is true under obvious differentia­
bility and continuity conditions 
b(0) b(0) 
& r f(x,8)dx = r dx + b'(0)f(b(0) , e )  - a'(0) f(a( e ) , e )  .  
alG) *9 
Suppose now that X is a univariate continuous random variable with range 
(a,b). The interval (a,b) is assumed to be a finite interval of 
the real line, and either a or b or both are functions of the 
unknown parameter 0 . It follows that if the distribution does not 
touch the x-axis at the end-point which is a function of 0 , or if 
j(0) = b'(0)f(b(0),0) - a'(0)f(a(0),0) is different from zero ior some 
values of 0 , the Fisherian theory of information is not applicable. 
Pitman (1936, p. 57^ ) gave the condition j(9) = 0 for all fie© as a 
sufficient condition for the validity of Fisher's theory of information. 
In his proof of the maximum intrinsic accuracy property he has inq)licitly 
assumed that the partial derivative can be taken under the integral sign 
over any (Borel) set of the real line. This condition which is identical 
with Regularity Condition 2, is necessary because Pitman's argument fails 
if, for example, we consider random variables of the form T(X) = I^ (x) 
where A is a Borel set and I^ x^) is the indicator function of A . 
If the range of the distribution is an infinite interval of the real 
line the following result of Whittaker and Watson (I963, p. 74) provides 
sufficient conditions for interchanging the operations of differentiation 
and integration over the whole space. Suppose that ôf(x,0)/â0 is 
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continuous in both variables when x > 0 and the integral with respect to 
X over this set converges uniformly. Then 
Lemma 3.15 gives a simpler, coalition for the validity of Assumption 
2. The same lemma can be applied in the present case by replacing f(x, 0) 
by f(x,8)lp^ g^ (x) . Let us give an example. 
Example 4 Let X have the distribution 
f(x,E) = ^  (x-8)2 X IJ-Q^ QJ(X) . 
The range of the distribution depends on the parameter and its ordinate is 
zero at the end-points. In other words f(O,0) = f(9,6) = 0 for all 
fi e 0. f(x,0) , for fixed x, is differentiable for all 0 . At 0 = x , 
the only point which could possibly cause trouble, the right and left 
partial derivatives of f(x,0) with respect to 0 are zero. Let 0 be 
the positive interval (c,d). Then for positive x 
(x_0)2 X a f ( x , 8 )  
C
D
 
e 
2kx(3xe -  2x2)  
0^  
exp[-x] 
2h X {13x01 H- 19^  1 + 12x^  I] 
if X > d 
if X < d 
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exp[-x] if X > d 
2'tx [3dx 4 + ac^l if x<d . 
c 
This dominating function is clearly integrable over (0,oo). Lemma 3.15 
F 
applies and Regularity Condition 2 is satisfied. Let i (0) stand for the 
Fisherian amount of information based on a single observation. Then 
i^ (0) = ,f + |)]^ f(x,9)dx 
and after simple algebra 
i^ (6) = — . (3.15) 
The amount of information based on two independent observations 
is 
l! „ (0) = — . (3.16) 
1' 2 8^  
Let T = maxlX^ jXg] . By Formula 28.6.1 of Cramer (19^ 6) the density of 
T is 
—^  (3t^ - 80t + 60^ )(t-9)^ t 0 < t < 0 
fT(t,8) = G 
0 otherwise . 
Then 
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and after some tedious algebra we find 
i!(e) = . (3.17) 
Comparing Equations 3.16 »ith3.17 we see that 1^(0) <1^ ^ (8) for all 
9 , Thus, T = max[x^,Xg] is not sufficient for 0 . 
The conclusion of the previous discussion is that the Fisherian theory 
of data reduction is not applicable when the range of the distribution de­
pends on the parameter 0 and the tails of the distribution have no 
points of contact with the x-axis. This leads us to the problem of con­
structing functional measures of information to cover this case. We shall 
deal with this problem in the next chapter. 
In the statistical literature, the family of distributions for which 
Conditions (i), (ii) and (iii) listed on page Lg are not satisfied is 
customarily referred to as non-regular (from the estimation point of view). 
The same is true if the analogous Cramer - Rao lower bound conditions are 
not met (see Cramer, 19^ 6). In a similar manner, we shall call the family 
of distributions for which Regularity Conditions 1, 2 and 3 &re not satis­
fied irregular with regard to the Fisherian theory of information. 
4. Criticism and general comments on the Fisherian measure of information 
We mentioned in the previous section a large and important category 
of statistical models for which the Fisherian theory of data reduction is 
not applicable. Below we present additional shortcomings of the theory. 
The nature of the parameter space 0 plays an important role with 
regard to the validity of Regularity Conditions 1, 2 and 3. Fisher's 
measure of information is based on the partial derivative operator. Thus, 
if the parameter space is discrete, the theory is not applicable. There 
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are situations where the density or probability function does not depend 
functionally and directly on the parameter as in the following example: 
X takes values 9-1, 0, 0+1 with probability I/3. Again the previous 
theory is not applicable. Truncated families of distributions are not 
amenable to a statistical analysis based on Fisher's measure of informa­
tion, if the truncation point is an unknown parameter. We shall consider 
these points in the subsequent chapters. 
The basic properties of maximal intrinsic accuracy and invariance 
under sufficient transformations are applicable only for those measurable 
transformations T for which the density g(t,0) satisfies Regularity 
Condition 2. Do measurable transformations (data condensations) which do 
not satisfy this condition entail loss or gain of information? The answer 
to this question is not known. Of course, the fault does not lie with the 
theory but with the measure of information. The measures of information 
to be suggested in the subsequent chapters do not have this restriction. 
The partial derivative of the probability density function with re­
spect to the parameter constitutes the basic mathematical operator 
appearing in the Fisherian measure of information. Regularity Condition 1 
requires that the partial derivative with respect to 0 should exist for 
almost all x [x] and for all 0 e 0. Let us now relax this condition. 
Suppose that the right-hand or left-hand partial derivative of f(x,0) 
with respect to 0 exists for almost all x [x] and all 9 e 0. 
Consider all expressions and statements of the Fisherian theory of informa­
tion in which the operator ô/ôP appears. Modify this operator to read 
right-hand or left-hand partial derivative. Then the same theory and all 
previous results remain true in spite of the fact that the mathematical 
60 
expression of the Fisheriaai measure of infonaation is slightly changed. 
With this modification the Fisherian theory of information is appli­
cable in the case of the double exponential distribution 
f(x,6) = i exp[- |x-8 1] , -00 < X < + œ 
for which the partial derivative of f(x,8) with respect to 0 does not 
exist for 6 = x . It is easy to check that Lemma 3.15 is applicable. The 
conclusion is that Regularity Condition 2 is satisfied. 
The same modification is required for Pearson Type III or Gamma distri­
butions depending only on a location parameter. Their densities are given 
by 
exp[-(x-8)] X > E 
f(x,6,p) = r(p) 
0 otherwise. 
Note the following behavior of these distributions with regard to partial 
differentiation with respect to 0 . The left tail of these distributions 
touches the x-axis at x = 0 . If p e(l,2] the right and left partial 
derivatives are unequal at 0 = x . If p > 2 the partial derivative of 
f(x,0,p) exists for all 0 and all x . 
5. New measures of information for the multiparameter case 
Another weaJmess of the Fisherian theory of information appears in 
the multiparameter case. In this situation information is measured in 
terms of a k x k matrix. The information matrix may be characterized by 
the elements on and above the main diagonal. These elements arranged in 
some order may be considered as components of a vector in k(k+l)/2 -
6l 
dimensional space. This vector may be identified with the matrix. If, 
for instance, the distribution is normal with meaji li and variance 
the information matrix is 
l/a2 0 
II 0 l/20-^ 'l 
and the previous vector may be (l/c^ , 0, 1/20"^ ). The diagonal elements of 
the matrix can be interpreted as representing the univariate Fisherian 
measures of information about a single parameter given the values of all 
other nuisance parameters. There is no interpretation whatsoever for the 
off-diagonal elements. It seems to be awkward to measure information about 
a k-variate parameter by means of a k x k matrix or a k(k+l)/2 - dimen­
sional vector some elements of which have no information connotation. It 
would be more reasonable to measure information by a single quantity. This 
can be achieved by totalling the information of each individual parameter. 
Thus, we suggest the following measvre of information in the multiparameter 
case: 
I*(9) . trace[l^ (9)] = I^ (^e) + I^ (^d) + ... + 1^ (0) (3.18) 
where 
£.(e) = (3.19) 
Let us now establish the properties of 1^ (8) . Most of them follow 
easily using properties of the trace of a matrix. We shall use the symbol 
tr to denote the trace of a matrix. 
Theorem 3.18 (Nonnegativity and additivity property) Under 
the Assumptions 1, 2 and 3 modified to fit the multiparameter case we have. 
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(i) 1^ (8) > 0 for all 0 e 0 with equality if and only if 
f(x,8) does not depend on 0 [X] . 
(ii) (0) = 1*^ (0) + I^ (^8) for all 0 e © if 
are independent random variables. 
Proof ; The proof of part i is trivial. If , Xg are 
independent then 
Z  ( 8 )  =  ll ( 8 )  +  ( 8 )  .  
Thus 
tr[£ (0)] = tr £ (0) + tr £ (0) 
l^'^ 2 1 2 
or 
iZ Y (8) = (8) + (0). Q.E.D. 
1 2 
Theorem 3.19 (Maximal information and invariance property) 
Under the assumptions of Theorem 3.10 we have 
(i) ljj(0) > I*(0) for all 0 G 0 , 
(ii) if 1^ (8) = 1^ (8) for all 0 e 0 then T is sufficient for 
e , 
(iii) if T is sufficient for 8 with density g(t,0) satisfying 
f(x,8) = g(t(x),0)h(x) [X] , then 1^ (8) = 1^ (8) for all 
8  6  0 .  
Proof; 
(i) By Theorem 3.12 we have that 1^ (8) - 1^ (8) is a positive 
semidefinite matrix for all 0 e 0 . Thus, every diagonal element of this 
matrix is nonnegative. This implies 
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tr[]^(0) - ij(e)] > 0 
or 
tr 1^ (0) - tr 1^ (8) > 0 
or 
1^ (8) > 1^ (9) . 
(ii) 1^ (8) = 1^ (0) implies Relations 3.6 and hence the proof of 
this part becomes identical with that of part (ii) of Theorem 3.12. 
(iii) This is an immediate corollary of part iii of Theorem 3.12. 
The conditional information in Y about 0 •when X = x and the mean 
value of the conditional information in teims of 1^ (8) is definrd in an 
obvious way: 
Recall that the trace of a matrix is an additive operator. Therefore, 
Theorem 3.6, and Corollaries 3.7, 3*8 and 3.10 remain true if we replace 
F * 
the Fisherian information operator I by I . The loss of information in 
* 
terms of the measure I is given by 
lj(e) - I*(0) = ln^ f(x,0)^ g| 
provided that the usual assumptions remain true (cf. Theorem 3.11). 
Thus, Ijj-(0) has the same properties as 1^ (8) under the same condi­
tions and can serve as a measure of information in the multiparameter case. 
Note that 1^ (8) is identical vri.th 1^ (8) if 8 is a univariate 
parameter. 
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Let us now examine whether the generalized variajice of the vector 
function 
r5 In f(X,9) 5 In f(X,9) 5 In f(X,8)i 
' ••• ' 38^  •' 
or^  otherwise, the determinant of the information matrix 1^ (8) can be 
used as a measure of information. We shall need the following result from 
the theory of determinants. 
Lemma 3.20 Let B be an n x n positive definite real sym­
metric matrix and A - B an n x n positive semidefinite one. Then 
|A 1 > |B I . 
Proof : It is sufficient to show that ]AB~^  | > 1 . Let 
"X" 'X- * —1 # 
\ be the eigenvalues of AB . Then satisfy the 
X — 6 — — n 1 
equation 
Iab"^  - X 11 = 0 
or, equivalently, the equation 
[A - XB I = 0 . 
The matrices A and B are real symmetric and, in addition, B is posi­
tive definite. By a well known result there exists a nonsingulax matrix R 
such that A = R ^  A R ^  and B = R ^  R ^  , where A is a diagonal matrix. 
Denote by , ... the diagonal element of A . Then R'(A-\B)R 
= A - \I which implies that 
|A-AB1 =: |A-Xl| = ... (X^ -X) 
that is, the constants X^ ,^ ... , X^  are the same as the roots of | A-XB | 
- 0 . I'hus, the diagonal elements of A are identical with the 
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eigenvalues of AB"^  . 
The matrix A-B is positive semidefinite. Therefore, X'(A-B)X > 0 
for all X . Let x = Ry . Then 
x'(A-B)x = y'(R'AR-R'BR)y = y'(A-l)y > 0 
n 
for all y . Thus,  ^0 • Hence, > 1 , i = 1,2, ... ,n . 
Recall that are the eigenvalues of AB"^ . Therefore 
1  ^
IAB" I = Jf X. > 1 Q.E.D. 
I ' 1=1 1 — 
Let D^ (6) stand for the determinant of 1^ (8) , i.e., D^ (8) 
- 11^ (8) I . The following properties hold for D^ (8) . 
Theorem 3.21 Under the Assumptions 1, 2 and 3 modified to fit 
the multiparameter case we have 
(i) D^ (8) > 0 for all 6 e 0 with equality for some 0^  = (6^  , 
... , 0^ ) if and only if there exist constants , ... , 
c^ ^^  not all zero such that 
Ô In f(x,0^ ) Ô In f(x,0„) 
'^ l + ... + Cj^  = %+i (3.20) 
(ii) y (9) = nV (0) for all 6 e 0 if Xt,X„ , ... , 
1 ^ * * * ^  n 1 
axe independent and identically distributed random variables. 
Proof; Part i follows from the fact that 1^ (8) is a positive 
semidefinite matrix for all 0 e 0. Recall that a variance and covariance 
matrix is positive definite if and only if there is no linear relationship 
among the random variables X^  , ... ,X^  (with probability l)(Rao, I965, 
p. 87). This readily gives Condition 3.20 as a necessary and sufficient 
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condition for D^(B) to be equal to zero at 9 = Gg . Part ii is a 
trivial consequence of the following property of determinants: |cA^  ^| 
= C"1a 1 , where c is a scalar. 
I nxn ' ' 
Theorem 3.22 (Maximal intrinsic accuracy and invariance 
property) Suppose that the Fisherian matrix of information is positive 
definite. Let the assumptions of Theorem 3«12 be true. Then 
(i) D^(fl) - 0^(6) >0 for all 0 e 0, 
(ii) if T is sufficient for 9 with density g(t,9) satisfying 
f(x,a) = g(t(x),0)h(x) [\] , then D^ (8) = D^ (8) for all 
0 e ©. 
Proof: Part i is an immediate Corollary of Lemma 3.20 and 
Theorem 3.12. Part ii is obvious on account of Theorem 3.12, iii. 
Note D^ (8) = D^ (8) does not imply that T is sufficient for 9 
unless further assumptions are imposed on the family of distributions 
f(x,9) and the transformation T . This is because equality of the 
determinants of two matrices does not in general imply equality of the 
matrices themselves. Theorem 3.6 does not in general remain true if we 
F F 
replace by . The same is true for the multiparameter version of 
Theorem 3.11. Note that 0^ (9) ^ 1^ (9) if 9 is a scalar parameter. 
It is easy to see that both I (8) and D (9) do not remain invari­
ant under alternative parametric representations of the statistical model. 
Using the notation of Section l.c and the general Formula 3.9 we easily 
obtain 
I^ ((p) tr[l^ (9)AA'] , D^ ((p) - |A'I^ (9)A | 
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where A =  ^- (f'^ '' • * ' ' *'' ' 
.,. ,ç^ ) . The parameter spaces © and $ are most frequently of 
the same dimensionality. Then D^ (^ ) = D^ (9)|A|^  . If R is a uni­
variate parameter the first of the previous formulae becomes 
. iJceMM-] = ijce) j, (^)= . 
The conclusion of the previous discussion is that in the multipara­
meter case the trace of the Fisherian information matrix possesses all of 
the basic properties of information theory. The determinant of the same 
matrix has the same properties except the property of additivity under 
independent observations. Both the trace and the determinant constitute 
more comprehensive expressions for measuring the information in the sample 
from the sufficiency point of view than the whole matrix itself. 
Examples ; 
(i) Consider a random sample of size n from a norami distribu­
tion with mesin la and variance Then, using previous calculations, 
we have 
= n = n^ 
20- 20-
i"" = n = n^  
X,s2 20- X,s2 2<T 
X 2CT X 20-
The conclusions are the same as before. 
(ii) Consider a random sample of size N from a trinomial distri­
bution with parameters n (known), p^ , p^  and p^  - 1 - p^ - p^  . 
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Again using previous calculations, we have 
* / \ „ ,1 . 1 . 2 
x,Y(PI-P2^  -
X^,Y^ 1^'^ 2^  " p^ PgP^  
4. + 1^ ) 
p^ PgP^  ' 
Thus, Ix,Y^ l^'^ 2^  " X^,Y^ 1^'^ 2^  %X^ ,IY^ ^^ 1'^ 2^  ' 
The statistic (EX^ ,2Y^ ) is sufficient for p^ yPg . 
A final comment on the invariance property of 1^ (8), 1^ (8) and 
D^ (8) Is in order. A basic postulate of the statistical theory of infor­
mation is that sufficient statistics should preserve all the information 
contained in the sample. If we use 1^ (8) or 1^ X8) or D^ (8) as quan­
titative measures of information this postulate remains valid only for a 
relatively restricted class of sufficient statistic. That is the class 
of sufficient statistics for which the density f(x,0) of the sample fac­
tors into g(t(x),e)h(x) where g(t,8) is the probability density func­
tion of the sufficient statistic. It is desirable for the previous postu­
late to have a wider and more general applicability and our measures of 
information should comply with this. Some of the measures discussed in the 
subsequent chapters satisfy this postulate in its complete generality. 
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IV. OTHER FUNCTIONAL MEASURES OF INFORMATION 
A. Introduction 
One of the main conclusions of the previous chapter was that the 
Fisherian theory of information is not applicable for statistical models 
in which the range of the distribution depends on the unknown parameter 
and the tails of the distribution have no points of contact with the x-
axis. In this chapter our primary concern will be with constructing 
measures of information covering this particular class of models. We shall 
see that these measures of information 8.reof a more general nature. They 
are applicable not only to the previous class of models but also to those 
models for which the Fisherian theory of data reduction is valid. 
E. J. G. Pitman (1936) was the first and probably the only one who 
attempted to construct valid measures of information for random variables 
with range dependent on the parameter. He suggested the following three 
expressions as possible measures of the intrinsic accuracy of a distribution; 
E{(|^  In f)2] , Variance In f) , -E[— In f] . {h.l) 
ao 38 ^8= 
These three quantities have different values when the range of the distri­
bution depends on 0 . The second and third expressions and additive under 
independent observations. The first does not satisfy this additivlty 
property. In spite of this fact, Pitman chose the first expression, which 
is identical with Fisher's measure of information, as the general defini­
tion of the intrinsic accuracy of a distribution. He gave two examples 
showing the invalidity of the theorem on maximum intrinsic accuracy and 
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questioned the utility of his definition in the statistical theory of 
information. Without such a theorem the expression defining the intrinsic 
accuracy of a distribution is useless as a measure of the amount of infor­
mation supplied by the sample. 
This is not the only criticism of Expressions 4.1. It is easy to see 
that there are definitional problems associated with them. If, for in­
stance, X has a uniform distribution over the interval (0,8), the first 
of Expressions 4.1 becomes 
+05 
 ^'•0 6 * 
The partial derivative of 'ln[^  1^  ^^ (^x)] does not exist for fi = x and 
this has led some authors (Rao, 1962) to believe that 1^ (8) is not 
properly defined in the non-regular case. However, the previous integral 
is equal to 
and its value is l/0^ . The foregoing theory is not applicable not because 
1^ (9) is improperly defined but because Regularity Condition 2 of Chapter 
III is not satisfied. 
In Chapter III, Section A, we gave some guidelines for constructing 
measures of information. We shall utilize them in the subsequent sections. 
Our exposition will be in general measure-theoretic terms to cover quite 
wide classes of probability distributions. Later we shall specialize our 
discussion to cover the cases for which the Fisherian theory of data reduc­
tion is not applicable. Before going into the particular discussion we 
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shall outline our main idea. 
Let TTL = {Pp,8 e 0] be a family of probability measures indexed by 
0 . 0 is an index set which in statistical applications is usually called 
the parameter set. It may be a subset of the real line or a multidimen­
sional set. Let d be a real-valued function on "nt x yfi or, equivalently, 
on 0x0 where x denotes the Cartesian product of two sets. We shall 
sometimes denote d by d(0,9*), (6,6*) s 0x 0 to indicate its dependence 
on the indices 0 and 9*. Suppose d(0,9*) is a nonnegative function 
with the property d(9,6*) = 0 if and only if 6=6*. Metrics on TfZ 
satisfy this property. It is believed that functions of this kind are 
possible candidates for functional measures of information. There are 
several considerations which support this belief. If d(9,9*) is equal 
to zero for all 6 and 9*, the set contains a single distribution, 
no parameter is involved, and the information is zero. The function d 
is nonnegative and the information contained in the data is intuitively 
accepted to be a nonnegative quantity. The sensitivity of the random vari­
able with respect to the parameter can be expressed in terms of the func­
tional relationship between the probability distributions and as 
this is measured by the function d(9,0*). In the following sections we 
shall demonstrate the validity of the previous belief by presenting 
measures of information based on functions d(0,9*), some of which are 
almost metrics, and possessing the basic properties of information theory. 
The dependence of the previous measures of information on the second 
parameter 9* may seem unnatural. Note in passing, however, that the 
Fisherian idea uses a derivative with respect to 9 , and in a sense de­
pends on more than one value for 8 . The dependence on a second parameter 
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9* increases the dimensionality of the measure aiid complicates its graphi­
cal representation. We can avoid these problems if the parameter set 0 
is well-structured. Let k be a one-to-one function from © into © . 
Then setting 0* = k(0) and substituting into d(8,8*) we obtain an 
expression d^ (8) which depends only on the parameter 0 . Such an expres­
sion is in good analogy with Fisher's measure of information. The sensi­
tivity of the random variable with respect to changes in the parameter, 
which in the Fisherian case is expressed by means of the partial derivative, 
is presently expressed through the underlining function k . d^ (0) main­
tains the main features of d(0,0*) and reduces the dimensionality. 
Certain other advantages will be discussed along with the presentation of 
each particular measure of information. 
Distance functions between probability measures or cumulative dis­
tribution functions or densities may serve to generate functional measures 
of information provided that they satisfy the required properties of infor­
mation theory. Some of the well known distance functions in statistics 
satisfy these requirements while others fail. The failure usually refers 
to the additivity property under independent observations. We shall deal 
with these points later. 
Functions involving the likelihood of a sample or likelihood ratios 
are also possible candidates for functional measures of information. 
Barnard (1951) remarks that, if we take the idea that a sufficient statis­
tic exhausts all the information in the sample in conjunction with the 
Fisherian idea that inferences from samples to populations are to be made 
not in terms of probability but in terms of likelihood, we arrive at the 
conception that the information in the sample is just the log-likelihood 
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function of the observations. This measure is additive under independent 
observations, is real valued and fails to have the maximal intrinsic 
accuracy and invariance under sufficient transformations properties in the 
way exemplified in Chapter III. Note,however, that when Barnard uses the 
Pisherian phrase "a sufficient statistic exhausts all the information in 
the sample" he takes this to mean that a sufficient statistic serves 
completely to specify the likelihood. The Kullback-Leibler function and 
Bhattacharyya affinity, which will be examined in detail below, involve 
implicitly likelihood ratios. 
Fraser (1965), utilizing the previous idea of Barnard, introduced the 
logarithm of the density of his location model f(x-6) (or structural 
density) as a measure of information concerning the parameter A given 
the outcome x . A large positive value of this measure at certain A is 
strong information for that A veilue and a large negative value is strong 
information against that value. The mean information attached to the value 
6 when the distribution is 9^  is defined by 
+ 00 
1(9 I 9^ ) = J [in f(x-0)]f(x-0 )dx . 
-03 
Similar concepts were introduced for Eraser's transformation-parameter 
model. These measures have certain optimality properties. In most cases, 
however, they fail to be additive with independent observations. Their 
value as serviceable tools in a theory of data reduction is doubtful. 
We shall initiate our discussion with the Kullback-Leibler information 
number. 
-Jk 
B. Kullback-Lel'bler Measures of Information 
1. Preliminaries 
In 19U8 Shannon and Wiener, independently, published works describing 
logarithmic measures of information for use in communication theory 
(shannon, I.9L8; Shannon and Weaver, 19^ 9; Wiener, 1948). They suggested 
the entropy of a distribution curve 
+ 00 
-J [in f(x)]f(x) d\ 
• 00 
as a measure of the amount of information associated with the curve f(x). 
Wiener's statement (19^ 8, p. 62) that his definition of information could 
be used to replace Fisher's definition in the technique of statistics has 
puzzled statisticians for a long tome. Savage (195^ , p. 50) remarks; 
The ideas of Shannon and Wiener, though concerned 
with probability, seem rather far from statistics. It 
is, therefore, something of an accident that the term 
"information" coined by them should be not altogether 
inappropriate in statistics. 
Kempthorne (1966) pointed out that Shannon's measure does not have the 
invariance property under sufficient transformations and, therefore, 
Wiener's statement seems erroneous. 
In 1951 Kullback and Leibler generalized Shannon's definition and 
produced a function, a measure of discriminatory information, which is a 
very useful tool in statistics and has found considerable applications. 
Most of them are related to tests of goodness of fit (Kullback, 1959% 
Kullback and Leibler, 1951). The functional measures of information to be 
suggested below are based on this function. Before presenting them let us 
describe the Kullback-Leibler function. 
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Consider two probability spaces (%, i = 1,2. Recall the 
definition of absolute continuity or domination for two probability 
measures: The measure is absolutely continuous with respect to 
2^^ 1^ 2^^ ' 2^ ^ °"^ "G,tes la^  if and only if |i^ (A) = 0 for all 
A e G for which ^^ (A) = 0 . Let X be a measure, finite or c-finite, 
which dominates both measures and . By the Radon-Nikodym theorem 
(Fraser, 19',;7, p. 13; Halmos, 1950, pp. 128-132; Loeve, 1955, PP. 132-
134) the probability density functions corresponding to the measures |j^  
are given by f\(x) ^ d|i^ /d\ . 
The Kullback-Leibler function in defined by 
VT fn (x) f, (x) 
I (1:2) = f In du^  (x) = J f^ (x)ln dX(x) , (4.2) 
the integration is over the whole space X . In the sequel whenever the 
integrating set is the whole space, it will be omitted from the integral 
sign. 
Several meanings have been associated with the previous integrals. 
Kullback and Leibler have used them as measures of the mean information 
for discrimination in favor of against , where , i = 1,2 , is 
the hypothesis that X is from the statistical population with probability 
measure . The logarithm of the likelihood ratio. In [f^ (x)/f2(x)] , 
has been characterized by these authors as the information in X = x for 
discrimination in favor of against . A simple Bayesian argument 
shows that 
f (x) P(H /x) P(H ) 
 ^p(Hj,/x) " ^  p(îçy 
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where P(H^ ) is the a priori probability that is true and P(H^ /X) 
is the corresponding a posteriori one, i = 1,2 . Thus, the logarithm of 
the likelihood ratio is equal to the difference between the logarithm of 
the odds in favor of after observing X = x and before the observation. 
Savage (195^ 1-, p. 50) has used Expressions 4.2 to define the information of 
f^  with respect to fg . 
We intend to use integrals of Type 4.2  as measures of information. 
Before introducing them and discussing their properties we should examine 
whether the mathematical Expressions 4.2 are well defined. We adopt the 
convention that an integral is well defined if its value is finite or + ^  
or -  oo . The following results deal with the existence of Integrals 4 .2 .  
Lemma 4.1 (Kullback) 
(i) If (0^  « [ig , then 1^ (1:2) is well defined. 
KT (ii) If I (1:2) is finite then « (ig . 
Proof; 
(i) Let us define 0 In 0 and 0 In O/O to be zero. The functions 
f^  and fg are nonnegative and finite up to sets of X-measure zero (cf. 
Radon-Nikodym theorem, Halmos, 1950, p. 129). Since , f-]_(x) is 
zero whenever fg(x) is zero [\] and f^ (x) In [f^ (x)/fg(x)] is well de­
fined almost everywhere with respect to \ and, therefore, almost every­
where with respect to . The same is true for the function 
f^ (x) f^ (x) 
f^  f^  ' 
Consider now the integral 
. fi(x) fi(x) 
S f^33Ey^ '^ 2 • 
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f (x) f,(x) _ 
This integral is well defined if J In ^  dji^  is finite, ;Aere 
by ( )' we denote the negative part of a function. But this is true 
since 
f^ (x) f (x) _ , 
Now by Theorem B of Halmos (1950, p. 134) we have 
f (x) f (x) fi(x) f (x) du 
r g? ^ *"2 ° -1^  dT 
« 
= I ^l(:')  ^ • 
Thus, 1^ (1:2) is well defined. 
(ii) Suppose that 1^ (1:2) is finite. Let A be a set in G 
such that UgCA) = 0 . Then fg(x) = 0 [\] on A . Since 
f-, (x)  ^
J f^ (x) In^ d^X <r^ (l:2) 
A 2 
and I (1:2) is finite, this inequality cannot be satisfied unless 
f^ (x) = 0 [x] on A, i.e., ^ (^A) = 0 . 
Remark; It is easy to see that if does not dominate , 
IŒJ 
I (l:2) is either undefined or infinity. Probability models satisfying 
the previous condition cannot be analyzed using I , We shall comment on 
this later. 
Note that 1^ (1; 2) is not equal, in general, to [e In f (X) 
M]_ 
- E In f„(X)} since integrability of a sum of random variables does not 
1^ 
imply integrability of each component. A sufficient condition for the 
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integrability of f^  In f^ /fg is that f^  In f^  and f^  In f^  be 
integrable with respect to \ . Then 
1^ (1:2) = J f^ (x) In f^ (x)d\ - / In . 
Lemma k . 2  If f f^ (x) In f^ fx^ dX is finite, then . 
Proof; Suppose that there exists a set A in G such that 
)j^ (A) = 0 and |a^ (A) > 0 , Suppose also that \(A) > 0 . If not there 
would be nothing to prove. Let 
J f (x) In fg(x)dX^  = K , with |K  < = . 
Then 
K = J In fg(x)dn^ + In • 
A A 
Since ligCA) = 0 and X(A) > 0 , it follows that fg(x) =0 on A . 
Therefore, 
J In fg(x)djj^ = + CO li^ (A) = + œ 
which contradicts the fact that K is finite. Q.E.D. 
Let TVZ. = [p.,8 e ©] be a dominated family of probability measures 
• 
on a measurable space (X,G ). The random variable X on (X,G ) may be 
single or vector valued. Let \ be the measure, finite or a-finite, 
dominating the family . Then f(x,8) = dPg/dX is the probability 
density of X . The parameter 0 , single or vector valued, is assumed to 
be identifiable in the sense that distinct values of 0 correspond to dis­
tinct distributions; that is, 8 is identifiable if 6^ 8' implies 
Pq / Pg, . Suppose, moreover, that there exists a function k satisfying 
the following conditions. 
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(a) k is a one-to-one transformation of © onto itself. 
(b) Pp « for all e e 0 . 
(c) k(0) / 8 for all 0 e 0. 
We make the following definition. 
Definition 4.3 The modified Kullback-Leibler functional 
measirre of information about 9 contained in X and based on k is 
= ; in - J f(x,G) in dX . {k.k) 
Two other equivalent expressions for are also available: 
= .r = Bg[ln ,%(!))] . (*..5) 
In view of Lemma ^ .1 and Conditions a and b mentioned above 
I^ (6;k) is well defined for all 9 e © . In theory we allow I^  to be in­
finity for the sake of genereility in the presentation of results. In 
practice, however, if I^  is infinity for a certain family of distribu­
tions, it is of no value as a measure of information, unless it refers to 
a situation of perfect knowledge. 
Let us now give some examples of transformations k leaving the 
parameter space 0 invariant, i.e., satisfying Condition a. 
(i) © = [fl I 0 > O} . k(0) = c9, where c is any positive real 
number different from unity. 
(ii) ©= [8 I 9 G . k(0) = 0+c, where c is any real number 
different from zero. 
(iii) © = {(u,a2) I ^  e R^ ,a2 > 0} . 
k (u) = u + c , c / 0 
k(9) = (^aS) . a2 
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(iv) 0= {9 s R^ ,0 < e < 1} . k(0) = 02 . 
(v) 0= {9 = (6^ , ... '0%) I @1 G , i=l,2, ...,n} . That is, 0 
is the n-dimensional Euclidean space. k(9) = (9^ + c, ... ,9^ +c), 
c real different from zero or k(9) = (c9^ , ... ,c9^  ^, c real 
different from unity. 
(vi) 0= ) where each 9^  is a fixed real number. 
In other words, 0 consists of n discrete points. 
k(8^ ) = 9^ ^^  , i=l,2, ... ,n-l 
k may be any of the nj permultations of the set {9^ , ... ,9^ }. 
(vii) 0= [0,1] . k(9) = 1-9 . Note k(l/2) = l/2 . 
(-i/iii) 0= [a,b] , k(9) = - 9 + a + b . Note k((a+b)/2) = (a+b)/2 . 
We shall now present the basic properties of (0;k). 
2. Basic properties 
Most of the properties of the functional, measures of information 
KL (0;k) follow from the properties of the Kullback-Leibler discriminatory 
function (cf. Kullback, 1959; Kullback and Leibler, 1951). Note that 
these authors were concerned with a pair of fixed probability measures 
while we are concerned with a family (usually parametric) of probability 
distributions. Their results have been presented under the assumption that 
the probability measures y 2^ absolutely continuous with respect to 
each other. Savage (195^ > p. 235), in a series of exercises, presented the 
theory of 
P(x|B.) 
j ( i,3;x) - - E[log I B^ 3 , (4.6) 
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where and B^  are elements of a partition, not necessarily finite, and 
X is an observation. He called this expression the information of j 
relative to i . j (i,j;x) is almost identical with I (1:2) and 
Savage's results are similar with those of KuUback and Leibler. 
KL 
Below we shall state the properties of (8;k) in a series of 
theorems. Several of them will be counterparts of the theorems of the 
Fisherian theory of information. In such a case, to avoid repetition, we 
shall give only the mathematical statement of the result and omit its 
interpretation. The range of applicability of these results, however, will 
be pointed out and discussed. 
Recall our requirement that for all 0 e 0 and note 
that the probability measures in the family under consideration need not 
be absolutely continuous with respect to each other. We shall omit the 
KL proofs which are identical with those of I (1:2). We shall provide or 
outline, however, the proofs in those cases in which the relaxation in the 
assumption of absolute continuity requires special consideration. 
Theorem 4.4 (Nonnegativity property) Under the Conditions 
a and b of Section B.l, I^ (6;k) > 0 for all 0 e © with equality for 
a single value 6^  of 0 if and only if 6^  = k(0Q) [Pg ] . If, in addi-
KTj ^ 
tion. Condition c holds and I^  (G;k) = 0 identically in 0 , then f(x,0) 
does not depend on 0 . 
Proof; The proof follows essentially the steps of Hardy, 
Littlewood and Polya (1934, p. 151) and Kuliback and Leibler (1951, P. 82). 
The main difference is that the steps here are valid up to sets of P. -
"o 
measure zero and not up to sets of X-measure zero. The details are as 
follows. 
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Let 0- be a fixed value of 9 . Since P. « P, /q \ , by the 
C % KlOq; 
Radon-Nikodym theorem, there is a nonnegative function g(x,0Q) such that 
g(x ,8o) = dPg = f(x ,8Q)/f(x,k (0Q)) . Note that 0 < g(x ,8o) 
< 00 [p ] . Then 
"o 
lJ^ (0Q;k) = .f In g(x,0Q)dPQ^ (x) = _f g(x,8o)ln g(x,8o)dP^(g )^(x) . (4.7) 
A Taylor series expansion of (p(y) -- ylny gives 
#{g(x,8o)] = (p(l) + [g(x,0Q)-l](p'(1) + i[g(x,0o)-l]2p''[h(x)] [Pg^ ] ; 
where h(x) lies between g(x,0p^ ) and 1 so that 0 < h(x) < => [Pq ] . 
U Hq 
This and <p(l) = 0 , (p'(l) = 1 imply that 
g(x,0Q)-l -|-[g(x,9Q)-l]^ (p"[h(x)] 
 ^e<^ '9o' = iiM^  + —gi3E:y • 
Since 
g(x,0 )-l 
V " ' ' ° ' 
we find 
[g(x,0 )-l]2(p"[h(x)] 
r in g(x,0o)<iPg^(x) = 5 / •iPe^(x) , 
where 
(p"[h(x)] = > 0 for h(x) >0 and 0 < g(x,8o) < = [Pg ] . 
Thus, I^ (0Q;k) > 0 with equality if and only if g(x,9Q) 
= f(x,0Q)/f(x,k(9Q)) = 1 [Pg ] . 
Corollary h.') Let E^ ,E^ , ... be a partitioning of X into 
pairwise disjoint sets. Then under the Conditions a and b of Section B.l 
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KT PPK) 
ir(8;k) > Z P (E,)ln 0 1 for all 0 e © (4.8) 
 ^ - i 0 1 
with equality if and only if 
f[x^ k(6}r Pj,(g)(E.) X e E. , i = 1,2, .... 
This corollary follows from an analogus property of the Kullback-
Leibler discriminatory function. It establishes, with considerations 
different from those of Theorem 4.6 below that grouping of observations 
causes, in general, a loss of information. The loss is zero if the group­
ing is sufficient for 0 . 
Theorem (Additivity property) Let ... ,X^  
be n independent random variables whose distributions depend on the 
Xi 
unknown parameter(s) 0 . Let Pg be the probability measure correspond­
ing to the distribution of X.,i=l, ... ,n. Suppose moreover that k is 
a one-to-one function of © onto itself such that 
X. X. 
Pq  ^« P^ g^^  for all 0 e 0 and all i . 
Then 
y (9;k) = l!P(8;k) + lP(0;k) + ... + lP(0;k) (4.9) 
*l'''''*n 1^ 2^ A 
for all Be©. 
Proof ; Suppose that 0 is fixed. Then for n = 2 the 
result follows from Theorem 2.1 of Kullback (1959> P. 12). The generaliza­
tion to n variables is obvious. 
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KL 
Let us now examine the behavior of (0;k)  under measurable trans­
formations of X . We need some additional notation. Let T be a func­
tion of the observations taking on values in some space "Z and let B be 
a cr_field of sets in -T . Suppose that T is a measurable transformation 
from (X, G ) into Let i?!? = [Pg, 8 e 0} be the family of the 
probability measures induced in the space (T,R) from the measures P . 
P 
Then PG(B) = Pq{T"^ (B)} for all B e 0 where T"^ (B) = {x;T(x) e B] . 
T 
According to our original assumptions 7^ 1 is dominated by X . Let X be 
/ n' \ T T the measure on (j induced by X . Then f/L « X . The Radon-Nikodym 
theorem permits us to assert the existence of the family of generalized 
probability densities g(t,6) , 0 e 0 where 
g(t,9) = dPg/dX^  or pJ(B) = J g(t,8)dX^  , B e B . 
B 
Suppose that the function k satisfies Conditions &, b, c of Section 
B.l. It is easy to see that Condition b is satisfied for the probability 
T T T 
measures Pg , i.e., Pg « Pj^ g^^  for all 8 e © . Thus, the modified 
Kullback-Leibler functional measure of information about 6 contained in 
T and based on k is well defined and given by 
' -f  ^ifMïï  ^
Now we have the following theorem. 
Theorem 4.6 (Maximal information and invariance property) 
Let {Pg,8 e 0] be a dominated family of probability measures and T 
a measurable transformation of X . Then under the Conditions a and b of 
Section B.l 
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1^ (8 ;k) < ij^ (8;k) for all Be©. (4.11) 
If, in addition, Condition c holds and (0;k) is finite for all 
0 e 0 , then 
I^ (8;k) = I^ (8;k) for all 8 e 0 
if and only if T is sufficient for ^  . 
Proof; The first part of this theorem follows immediately 
by considering a fixed value 8^  of 9 and invoking Theorem 4.1 of 
RuUback (1959, 19). For the second part we shall use Theorem 3 of 
Halmos and Savage (19^ 9) which states that a necessary and sufficient con­
dition that T be sufficient for a dominated family "ï'X of probability 
measures is that T be pairwise sufficient for Following the steps 
of Kullback in the proof of the first part of this theorem we see that 
lj^ (8o;k) = lJ^ (8o;k) if and only if 
f(x,0çj) f(x,k(0Q)) 
g(t,0o) ^  g(t,k(0Q)) . 
This condition is equivalent to the condition that the generalized con­
ditional density of X given T(x) = t is the same for the pair of 
distinct (on account of Condition c) measures P. , P,/ \ . Thus, T is 
«0 
pairvri.se sufficient for "fl. 
Examples: In the examples to be listed below the symbol 
1^ (0) , instead of 1^ (8;k), will be used to designate the modified 
KuUback-Leibler functional measure of information whenever the form of the 
function k is evident from the context. 
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(i) Let ... ,X^  be independent, each being 
cr^  known. Suppose |i e and k(ii) = [i + c , where c is a constant 
different from zero. It is easy to see that the family of these normal , 
probability measures is homogeneous. This means that any two members of 
the family are absolutely continuous with respect to each other. Therefore, 
Conditions a, b, c of Section B.l are satisfied. Then 
if (H) = — , 
if y(li) = n -2- . 
l^'***'^ n Zo-g 
Let T = X . It is known that T is N([i,cr^ /n) . We thus have 
if M - ss! . 
We conclude from Theorem k.6 that the sample mean is a sufficient statistic 
for n . 
(ii) Let X^ ,Xg, ... ,X^  be independent, each being N(|iQ,a-2) , 
known , 0 = [0 = | 0 > o] . kfa^ ) = co"^  , where c is a positive 
constant different from unity. With such a specification the Conditions 
a, b, c of Section B.l are satisfied. Then 
= i(ln c + i - 1) 
and 
1^ 
i-KL -, B (in c + i - 1) If X ( A^ ,...,A^  
n 
Let T = statistic T is distributed according to 
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Now it is easy to see that 
= I (ll. c + i - 1) 
which establishes the sufficiency of T . 
(iii) Let ... ,X^  be independent, each being , 
where both |a and o-^  are unknown parameters. 0= [(^ ,^ 2) j |a e , 
0-2 > 0} . Let 
k^ (n) = U + c^  , c^  / 0 
k(6) = 
kgfpB) = CgCr^  , Cg > 0 and / 1 . 
With these specifications the Conditions a, b, c of Section B.l are 
satisfied. Then 
= r K(x|M,a=)l„ dx 
1 N(x|n+c^ ,cga2) 
i . 1 = i( + — + In c - 1) 
and 
f ( = § (—^  + ^  + In c - 1) . 
Let T = (X,s^ ) , where = [.S (x.-X)^ ]/(n-l). The density of T is 
given in page 31. Obviously it depends on \x and cr^ . Using the same 
function k as before we find after some algebra 
c2 
f = I (— + ^  + in c - 1) , 
which was expected on account of the sufficiency of T . 
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This example deals with a maltiparameter family of distributions. 
It is interesting to notice the dimensional difference between the Fisherian 
measure of information the modified Kullback-Leibler. The former is a 
2x2 matrix while the latter is a scalar quantity. The modified Kullback-
Leibler measure of information has this property for any multiparameter 
family of distributions. 
(iv) Let ... be independent, each being Poisson with 
parameter 0 . Suppose that from exogenous sources it is known that 0 
is different from zero and one and the parameter space 0 may be taken to 
be (0,1) U (1,0°). Let k(0) = 0^ . Then Conditions a, b and c of Section 
B.l are satisfied. Now 
yj 00 -0 X -0 x 
= xio V- . 
KL  ^
Then L. (8) = n0(0-l-ln0) . Let T = It is known that T 
2^^ '' • ^  ^
is Poisson with parameter n0 . We thus have 
m ^ . n6(e-l-lne) . 
 ^ e%p[_ne2](ne2)X 
Therefore, T = is sufficient for 0 . 
Let us now consider some of the distributions for which the Fisherian 
theory of information is not applicable. It will turn out that, for some 
of them, modified Kullback-Leibler measures of information exist, are well 
defined and possess the desired properties. 
(v) Let '^ n independent, each having a uniform or 
rectangular distribution over the interval (0,0) . 0= [©j© > O] . Let 
k(0) = cfl with c > 1 . It is easy now to see that with this choice of k 
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the distribution u(O,c0) dominates U(O,0) for all 0 e ©. Moreover, 
Conditions a and c of Section B.l are met. Thus 
0 
lî?(0) = f i In ^  dx = in c and (0) = n In c . 
Q V J./ Cn  ^ n 
Let now T be equal to the maximum of ... ,X^  . The density of 
T is given by (WiUcs, I962, p. 248) g(t,0) = , 0 < t < 0 and 
zero elsewhere. Then 
0 
1^ (8) = .f In dt = n In c . 
 ^ 0 0 0 
Thus, I (0) = I (0) and T = max X. is sufficient for 0 . 
, ... ,A^  1 1 
(vi) Let X^ ,X2, ... ,X^  be independent, each having the exponential 
distribution of Example 2, page 52 . 0= {©j© > O] . Let k(0) = c0 with 
c < 1. It is easy again to see that Conditions a, b and c of Section B.l 
are satisfied. Then 
^(®) = I exp[e-x]ln dx = (l-c)e • 
Let T = min(X^ ,...,X^ ). The density of T is g(t,0) = n exp[n0-nt] , 
0 < t < œ , and zero elsewhere. We thus have 
1^ (0) = r n exp[n0-nt](n0-nc0)dt = n(l-c)0 = 1^  _ (0) . 
1 '0 
This establishes sufficiency of T . 
(vii) Consider now the family of Pitman's trapezoidal distributions 
mentioned in Example 3, page 53 . A simple examination of the graphs of 
the densities of these distributions indicates that no member of the family 
dominates any other one. Thus, the modified Kullback-Leibler measure of 
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information cannot be constructed and the previous theory cannot be applied 
for this family of distributions. Below we shall construct functional 
measures of information based on the generalized Bhattacharyya distance. 
We shall see that these measures of information are applicable on the pre­
vious family of distributions. 
In Chapter III we discussed the notion of conditional information in 
terras of the Fisherian functional measure of information. This concept 
can be developed in an analogous manner within the premises of the 
Kullback-Leibler function. The measure theoretic approach presents certain 
technical difficulties most of which deal with the absolute continuity of 
conditional probability measures. Following our previous notation let 
Pg(A|t) be the conditional probability of A e G given T = t for a 
fixed 0 e © . Let us assume that the probability spaces we are consider­
ing are Euclidean so that Pg(A|t) is a probability measure over C for 
all t except for t values having probability zero. Suppose, as before, 
that the function k is such that Pg « P^ g^^  . The definition of the 
conditional information about 9 given T = t in terms of the Kullback-
Leibler function requires the absolute continuity of Pg(.lt) with 
respect to for all 0 G 0. We have not been able to show 
that Pg « for all 6 e 0 implies Pg{.|t) « for all 
9 e 0 and for almost all t[Pg] without imposing further conditions on 
the family 11%, and the measurable transformation T . Thus, a general 
definition of conditional information based on the Kullback-Leibler func­
tion cannot be suggested. Ghurye (1968) discusses some of these points in 
his paper on information and sufficient sub-fields. His approach, however, 
is slightly different from ours in the sense that he defines simple and 
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conditional information as the supremim of 2P(A^ )ln[p(A^ )/Q(A^ )] and 
ZP(A^ | B)ln[p(A^ | B)/Q(A^ jB)] respectively, where the supremum is taken 
over all finite Gr-measiirable partitions {A }^ of X and the probability 
measure Q dominates P . 
Let (X,y) be a continuous random variable with density f(x,y,0), 
0 s 0 . Let g(x,0) : J f(x,y,0)dy be the marginal density of X and 
h(ylx,0) ^  f(x,y,8)/g(x,0) the conditional distribution of Y given 
X = X . Suppose that k satisfies the usual Conditions a, b, c of Section 
B.l where 
Pn(A) = ,f.r f(x,y,0)dxdy . 
" • A 
Then it is easy to see that Pg^ "^^  « for all 0 e 0 where 
Pg^ "^^  is the conditional probability measure induced by h(y|x,0) and 
defined by 
Ppl^"*(A) = f h(y|x,8)dy . 
" A 
With these considerations we have the following definition. 
Definition 4.7 The modified Kullback-Leibler functional 
measure of conditional information about 0 contained in Y given X ^  x 
and based on k is 
° ;^ h(y|x,8)ln 
The mean value of this conditional information in Y about 0 is 
KL denoted by  ^ and given by 
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whenever it exists. 
If the above conditions hold Theorem 3.6 and Corollaries 3.7, 3.8, 
3.9 and 3.10 can be transcribed and proven to hold for the modified 
Kullback-Leibler functional rieasure of information. 
Example ; Let (X,Y) be a bivariate normal random variable 
with E(X) = , E(Y) = Hy , Var(X) = , Var(Y) = , and p(X,Y) = p . 
The density of (X,Y) is given in Example i, page 23 and involves five 
parameters. Let the transformation k be of the following form 
+ •=!' =1 * ° 
("p* = \(''p • y 
p* = k^ (p) = p . 
This transformation has Jacobian different from zero, is one-to-one and 
maps the original parameter space onto itself. On account of the homo­
geneity of any family of normal probability measures, Pg « for all 
0 e 0 where 0 = (p. ,[i ,o^ ,&^ ,p) . Furthermore k(0) / 0 for all 0 e 0 
X y X y 
Thus, 
X y 
cr 
Recall that Y|X=x is N(li + — p(x-n ) , cr^ (l-p^ )) and X is 
y X X y 
N(u ,0"^ ) . Using the same function k we get X' X 
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2(i2(i.p2) '"'2' = 4ix • 
Now it is easy to check that 
The information measure that we have been studying is related to 
Fisher's information measure. Let us consider first a family of distribu­
tions f(x,0) depending on a single parameter 9 £ 0, where 0 is an 
open convex set in a one-dimensional Euclidean space. In view of our pre­
vious discussion on the structure of the modified Kullback-Leibler 
measure of information and our results of Chapter III let us suppose that 
the family of probability measures generated by f(x,6) is a dominated one 
and satisfies the three regularity conditions of the Fisherian theory of 
information. In addition suppose that the partial derivatives up to third 
order of f(x,0) with respect to 8 exist for all 6 G 0 . Let the 
function k satisfy the usual conditions and moreover k(0) > 0 for all 
0 e 0 . Then using a Taylor series ejq)ansion about 0 we obtain 
if (6,k) = / f(x,8)ln dX 
= -J f(x,e) [In f(x,k(e)) - In f(x,9)]dX 
, -f f(x,9){(k(e).e) (k(e)-e)= 
~ (k(0)-8)3 9 ; 
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where 9* e (9,k(0)). Accordingly, because of Regularity Condition 2, we 
have 
lj^(9;k) = I I^(e)[k(0)-e]2 + ^ (k(9)-8)3 J . 
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Let us suppose now that k is such that k(9)-0 is of small order for all 
0 e ©. Then, to within second order terms, we have 
?.3^ (9;k) = [k(9)-0]^ I^ (9) for all 0 e 0. {k.lh) 
KL 
Now suppose that 0 is fixed. Let k vary in such a way that (0;k) 
remains well defined. Then 
I?'(e;k) 
lim ^  % 
k->0 (k-9)2 
Relations 4.l4 and 4.15 demonstrate the relationship between the modified 
Kullback-Leibler and the Fisherian measures of information. Chronologi­
cally the concept of Fisherian information is older than that discussed here 
and of which it is, according to 4.15, a limiting case. 
Expression 4.l4, within the limits of the approximation involved, 
allows us to reformulate the known result on the asymptotic distribution 
of maximum likelihood estimates as follows: Suppose that the regularity 
A 
conditions of page 49 are true. Let 9^  be a consistent root of the 
likelihood equation. Then the asymptotic distribution of (0^ -9) is 
N(O,[k(9)-0]^ /2I^ (9;k)), where lj^ (0;k) is the modified Kullback-Leibler 
measure of information based on k and on a per observation basis. 
This result demonstrates an interesting relationship between the 
asymptotic variance of maximum likelihood estimates and the modified 
£(e) 
95 
Kullback-Leibler functional measure of information. The generalization to 
the multiparameter case is straightforward. Let k(0) be the vector 
(k^ (9), ... ,k^ (9)) and 0 = . Then the counteipart of 4.14 
is in matrix notation 
2I^(0;k) = [k(e)-0]']^(0)[k(0)-e] . (4.16) 
Let us now examine the behavior of 1^  (6;k) under alternative 
representations of the statistical model involving transformations of the 
parameters. 
Theorem 4.8 Let 0 = q(^ ) be a one-to-one transformation 
from the parameter space © into another parameter space $ . Let 
be the inverse of this transformation. Denote by k*((p) the image of 
k(9) under the transformation that is, k*((p) = q'^ (0) . Then 
]^ ((p;k*) = l^ (0;k) . 
In other words, the modified Kullback-Leibler functional measure of infor­
mations remains invariant under parametric transformations. 
Proof; The proof essentially requires to show that the 
Conditions a, b, c of Section B.l hold for the function k*((p) . Indeed, 
k*((p) = q \(B) is a one-to-one transformation of $ onto itself because 
(i) it is the composite function of two one-to-one transformations, 
namely q"^  and k and (ii) k(0) = ©. Let , (p e $ } be the family 
of probability measures Pg indexed by (p . Then 
\ - P*-i(e) = 'a all e e 0 
and 
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= ^ 8 << ^ k(8) =  ^  ^' 
Now k(0) / 0 for all 0 e © implies q ^ (k(0)) / q ^ (0) or k*((p) -f <p 
KTi 
for all (p e $ . Thus, ((pjk*) is well defined and 
* 
. yr 
= J In dP (x) = I^ (8;k) . Q.E.D. 
DPJ^(P)VX; 0 X 
HJ does not in general remain invariant if the parametric transfor­
mations are not one-to-one, unless we impose further restrictions on the 
parameter space, the family of probability distributions and the trans­
formations themselves. This can be seen by the extreme case of a trans­
formation mapping the family vR. of probability measures on a single 
KL 
measiire. then becomes zero. We have not considered this case any 
further because we believe that the reparametrizations of a statistical 
model should be one-to-one in order to be meaningful and not alter the 
nature of the model itself. 
Example ; Consider again a normal distribution with mean (j 
and variance cr^ . We shall illustrate that the modified Kullback-Leibler 
measure of information remains invariant under a parametric change from 
(|a,cr2) the so called natural parameters . Let the fimction k 
be of the form 
k (^M) -- M 4 0 , c / 0 ; k (a^ ) a^' . 
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Then 
= c72a2 
The natural parametrization is given by 
or, inversely, 
9 
1 ^2 1 
 ^= - ZGg ' = - 202 ' 
It is easy to see that this transformation is one-to-one. The image 
k*(0^ ,02) of k(n,o'^ ) under the above transformation is as follows: 
kjCSi.ej) = ^  = Bi - 2*2°. 1^ (61.02) 
Then 
I^ (8i,82;k*) - / ^  exp[e2(x + ^ )^ ]ln 
0^  expEGgfx+G^ /ZGgï^ ] 
dx 
\/ir 2 expCx+tG^ -SGgCj/SGg)^ ] 
0, 0. 9, 
— exp[0g(x + •^ )^ ]{e2(x + Ggfx + ^  
cf 
2cr^  
Thus, 1^ (8^ ,8g;k*) ^ . 
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3. Discussion on I^ (6;k) and 1^ (8) 
In the previous section we presented the "basic properties of the modi­
fied KuUback-Leibler functional, measure of information. They were seen to 
be almost identical with those of the Fisherian measure of information, a 
KT 
fact which suggests that (8;k) can be useful tool in a theory of data 
reduction. 
The structure of (8;k) depends on the particular choice of the 
function k whose domain and range are identical with the parameter space 
©. The theory requires that k satisfy Conditions a, b, c of Section 
B.l. These refer not only to the mathematical form of © but also the 
form of the family of distributions which explains the behavior of the 
experiment under investigation. Both 0 and play an important role in 
the previous theory of information. 
From a theoretical point of view 0 may have any mathematical 
structure. The theory of (6;k) allows © to be any finite or in­
finite set. Recall that the Fisherian theory of information is not appli-
KL 
cable for discrete parameter spaces. (8;k) is, therefore, superior to 
1^ (9) as far as the generality of the parameter space is concerned. 
The fact that © may have any form raises the question of whether for 
any set © there exist one-to-one transformations k which map © onto 
itself and possess the property of k(8) / 8 for all 8® ©. In other 
words, does there exist for any set 0 an automorphism without fixed points. 
The answer is in the affirmative on account of the following argumentT 
The author is indebted to Dr. A. Abian, Department of Mathematics, 
Iowa State University for this argument. 
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By the axiom of choice (Wilder, 1958, p. 72) and Theorem 10 of Abian (I965, 
p. 259) it can be shown that every infinite set A is equipollent (that is, 
has the same power, or there is a one-to-one correspondence) to the union 
of two disjoint copies, say, A^  and Ag of A. Let f be the above mentioned 
equipoUence, Consider the set given by 
{{f(x^ ),f(x2)} I x^ e A^  and x^ e A^  where is the same as x^  copyvdse} . 
Clearly 
A = {f(x^ ),f(x2)} U {f(y3_),f(y2)} U . . . . 
Define now a mapping from A onto A as follows: 
g(f(x^ )) = ffxg) and g { f { x ^ ) )  = f(x^ ) for all x^ e A^  and x e A . 
Ovbiously g is a one-to-one mapping from A onto A without fixed points. 
Examples of transformations possessing the above properties for param­
eter sets commonly encountered in statistics were mentioned at the end of 
KT 
Section 1. In general, the experimenter, who intends to use , should 
search for transformations having the above characteristics after he has 
specified the parameter space and the family of distributions for his 
experiment. 
The property of k being a one-to-one transformation of © onto 
itself is related to some extent with the ideas of invariance in statistics. 
In this context, we consider one-to-one transformations g of the sample 
space M onto itself, g induces a transformation g in the parameter 
set 0 . The parameter set 0 remains invariant under g (or is pre­
served by g) if g 9 e 0 for all 0 e © and if, in addition^ for any 
0'e 0 there exists 6 e 0 such that g 0 = 0'. These two conditions can 
be expressed by the equation g 0 = 0 . The transformation g of 0 onto 
100 
itself defined in this way is one-to-one provided the distributions Pg 
corresponding to different values of 9 are distinct. In other words, 
the distributions are identifiable. Condition a on k imposes the 
same requirement as with g . Thus, transformations g appearing in con­
nection with invariance problems, are potentially usuable with . 
The requirement k(9) / 9 for all 9 e © is a bit stringent. We 
imposed it in our definition of the Kullback-Leibler measure of informa­
tion to avoid getting zero value for the information (8;k) identical­
ly in 9 or for some points 9 . If k(9) = 9 for some points 9 , the 
information at these points would be zero by definition and regaurdlçss of the 
data. Condition c is not essential for the validity of the results of 
Section 3. Therefore, if the experimenter uses a function k failing to 
satisfy this condition, he should know the roots of the equation k(0) 
-0 = 0 to avoid making incorrect inferences on account of a zero value 
of I^  (6;k) at these points. The function k(9), of course, should not 
be identically equal to 9 . 
The above relaxation on Condition c allows us to present some father 
considerations on the functions k . Suppose that © is a closed 
bounded convex set of a Euclidean space. Suppose further that k is a 
continuous (point-to-point) function from © into ©. Then, Brouwer's 
fixed point theorem ascertains that there exists 6 e 0 such that k(9) 
= 0 (Kakutani, 19^ 1; Karlin, 1959; Quirk and Saposnik,1968). Thus, if 
© is a closed interval of the n-dimensional Euclidean space E*^  and k 
continuous, there will always exist at least one point for which the infor-
HJ 
mation will be zero, as it is measured by L, . 
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Let us give another example. Suppose that 0= . Let A be a non-
singular n X n matrix with eigenvalues different from one. Then, k(9) 
= A 9 is a one-to-one linear transformation from © onto © such that 
k(8) / 6 for all 0^ 0. The one-to-one part of this proposition follows 
from the singularity of A . Consider now k(9) = 9 , or A0 = 9 , or 
(A-I)9 = 0 . Since the eigenvalues of A are different from one, A-I is 
nonsingular. Thus, 9=0 is the only solution of (A-l)9 = 0 . 
The validity of Condition b depends totally on the nature of the family 
"VVI of distributions. If Ifi is homogeneous, as usually is the case with 
continuous distributions whose range does not depend on the parameter 9 , 
Condition b is superfluous. In this case the following functional measure 
of information is of equal importance: 
D^ (8;k)=;f(x,9)(Ji + Jf(x,k(9))to dX . 
This measure can be considered as being generated from the KuUback-
Leibler divergence function D (1,2) defined by 
D^ (l,2) = 1^ (1:2) + 1^ (2:1) . 
It is easy to see that Dj^ (0,k) has the same properties as l^ (0;k) . 
The Kullback-Leibler functions 1^ (1:2) and D^ (l,2) and, con­
sequently, the functions lj^ (9;k) and D^ (9,k) constitute examples of 
the functions d(0;9 ) or d^ (8) mentioned in Section A of this chapter. 
We have seen that these functions generate functional measures of informa­
tion possessing all the desired properties of information theory. 
From some points of view I^  is superior to 1^ (8) . It provides the 
appropriate tool for a statistical information theory for some of the non-
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regular models for -which the Fisherian theory of information is not 
applicable. It gives a one-dimensional (scalar) measure for multiparam­
eter families of distributions in contrast with the k x k Fisherian in­
formation matrix. It is invariant under alternative parametric represen­
tations of the statistical model. This is a highly desirable property not 
shared by the Fisherian measure. 
The modified KuUback-Leibler measure of information does not provide 
a complete solution to the problem of constructing measures of information 
covering all nonregular distributions. There are dominated families of 
probability distributions which have the property that no distribution in 
the family dominates any other in the same family. Thus, Condition b 
cannot be satisfied. Pitman's trapezoidal distributions (cf. p. 53) con­
stitute an example of such a family. The measures of information to be in­
troduced in the next section provide a possible solution. 
C. Bhattacharyya Measures of Information 
1. Preliminaries 
In the introduction of this chapter we claimed that real valued 
functions d(8,6*) having the properties 
d(e,8*) > 0 for all (9,0*) e ©x © 
and 
d(0,0*) = 0 if and only if 0=0*, 
are possible candidates for functional measures of information. This claim 
was demonstrated in the previous section by means of the Kullback-Leibler 
function which provided the tool of constructing functional measures of 
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information. In this section we proceed in an analogous manner. We intro­
duce the Bhattacharyya-type.functions and their generalization and devote 
our discussion to the functional measures of information generated by them. 
In 1943 Bhattacharyya introduced a measure of divergence between two 
multinomial populations, and from this, by passing to the limit, obtained 
a measure of divergence between two populations defined in any way 
(Bhattacharyya,19^ 3). This measure is given by 
P 
p(rt,«') = (4.17) 
in case of two multinomial populations with probabilities and 
respectively, or, by 
p(<p,(p' ) = r\/<p(Xj_,... ,x )(p' (x^ ,... ,xp)dx^ ,... ,dXp (4.18) 
in case of continuous populations with densities (p and <p' . These 
expressions are also known in the literature as the "affinity" or "affinity 
number" between the corresponding probability measures. 
Several authors have studied the properties of p . Bhattacharyya gave 
geometric and statistical reasons supporting his suggestion to use p as 
a measure of divergence between two populations. He also considered - logp 
as another measure of divergence and indirectly established the additivity 
property under independent observations. 
In 1955 Charles Kraft proved further small sample and large sample 
properties of p (Kraft, 1955). Lemma 2 in his paper gives an implicit 
statement of the maximum intrinsic accuracy property of information theory 
with regard to p . 
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A year later Adhlkari and Joshi reexamined the affinity of Bhattacharyya 
in the light of sufficiency and discrimination theory (Adhikari and Joshi, 
1956). They were able to show that p or functions of p , like 1 - p , 
2^(l-p) , -log p , possess most of the desired properties of information 
theory. 
The results below are analogous to those of Adhikari and Joshi and 
consititute generalizations of the propositions and theorems established by 
them. 
Let be a dominated family of probability measures on a measurable 
space (X)G) • The random variables X on (X,CL) may be single or vector 
valued. Let X be the dominating measure, finite or (^ -finite , and denote 
by f^  and f^  the probability densities of X corresponding to two 
measures |J , v e T'l. Then 
d|i = f^ (x)dX and dv = f^ (x)d\ . 
Definition 4.9 The affinity between n and v is defined by the 
function 
p*^V,v) = f -x/FTxy ^f^(x) dxCx) , (4.19) 
where p and q are nonnegative extended real numbers such that 
l/p + l/q = 1 . 
Note that an account of the Holder inequality (:^ (n,v) always exists 
since f^^ x) e and Vf^ (x) e L^ , where the symbol L^  designates 
the space of p - integrable functions. If p = 2 , p*(ji,v) = p(M;V) . 
The affinity p*(|i,v) measures, in a certain sense, the proximity between 
two probability measures. 
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Let us now establish some properties of p*(|J.,v) . 
(i) P*(M,V) ^  p*(v,n) uiJless p = q = 2 . 
(ii) 0<P*(M,V) < 1 .  ( 4 . 2 0 )  
Proof; The result follows immediately from Holder's inequality 
(Royden, 1963, p. 95). 
(iii) p*(|j,v) = 1 if and only if |i = v . (4-21) 
Proof; Consider Holder's inequality: 
l/p l/q l/p l/q 
p*(u,v) = f [f^ (x)] [f^ (x)] dX < {J f^ dX] {J f^ dx3 = 1 . 
Equality holds if and only if f^ (x) ^  cf^ (x) [X] , where c is a constant. 
Suppose p*(|i,v) = 1. Then f^ (x) = cf^ (x) [x] . Thus, c = 1 and = v . 
(iv) p*(n,v) - 0 if and only if are mutually singular. 
Proof; Suppose that u and v are mutually singular. Then 
there is A e G such that ii(A) = v(A^ ) = 0 . Note that 
. l/p l/q 
p*(n,v) = J (f^ ) (fj dX 
l/p l/q l/p l/q 
But (^A) - 0 , which implies f^ (x) =0 on \ . Also v(A^ ) ^  0 and 
this implies f^ (x) = 0 on . Thus, p*(u,v) = 0 . 
Conversely, suppose that p*(n,v) ^  0 and n not orthogonal to v . 
Then there is no set A e G such that |a(A) = v(A^ ) 0 . Thus, for 
every set A e G , we have the following possibilities 
(1) u(A) / 0 and v(A°) / 0 
(2) u(A) = 0 and v(A°) / 0 
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(3) H(A) ^  0 and v(A°) = 0 . 
If 1 is true, V(A) ^  0 since v(A U A^) =1 . Thus, the integral over A 
in k.Zl is different from zero. If 2 is true, n(A^ ) = 1 . Thus, the 
integral over in U.21 is different from zero. The same argument 
applies if 3 is true. The result follows by contradiction. 
(v) p*(|i,v) does not depend on the dominating measure \ . 
Proof; Let X* = -Ku+v) and f* = d|a/dX* , f* = dv/dX* . 
Then X* « X and 
l/p l/q 
P*(u,v) = J (i^ (x)) (f^ (x)) dX*(x) 
= ,r 's*' 
= r 
= ; 
= ! . 
l/p l/q l/p l/q 
(vi) I (f ) (f ) dX < WA)] [V(A)] . (il.22) 
A ^ 
f (x) f (x) 
with equality if and only if [X] for x e A . 
Proof: Truncate the distributions to the set A and write 
f (x) f (x) 
= cfer ' «V'"' = wr • 
Applying now properties (ii) and (iii) over the set A we have 
. ^ l/p l/q 
J Cg (^x)] [gjx)] dx < 1 
A 
with equality if and only if g^ (x) = g^ (x) [x] and the result follows. 
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Note that for p = q = 2 property (vi) yields Lemma. 3 of Adhikari 
and Joshi (1956). 
Theorem 4.10 Let T be a measurable transformation from 
(x, G) into (y,8) , and let g^ (t) and g^ (t) be the functions defined 
by 
= g^ (t)dx'^  , dv^  = g^ (t)dx'^  , 
T T 
where i-i , v denote the probability measures induced on ( by T 
and corresponding to [i,v respectively. Let 
p*(ia,v) = = J [g^(t)] [g^(t)] dx'^(t) . (4.23) 
Then 
p*(|i,v) < p*(ii,v) (4.24) 
T 
Proof; On account of property (v), there is no loss of gener-
T 
ality if we consider the dominating measures X, X to be probability 
1 T 1 T T 
measures. Thus, let X = i(|-i+v) , X = "Kn +v ) . Then 
J^ {B) = n(T"^ (B)) = J f (x)dX = r g,,(t)dX^  for all B e 8 . 
T (B) ^ B ^  
Thus, in accordance with the definition of conditional expectation, 
g^ (t) = E^ [f^ (x)| T = t] . 
Similarly 
g^ (t) = E^ [f^ (x) I T = t] . 
Now applying Holder's inequality and standard properties of conditional 
expectation, we have 
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l/p l/q m 
P*(U,V) = J [E^ [f^ |T = t]3 [E^ [f^ |T = t]3 d\ (t) 
l/p l/q m 
>/Ej(y (f^ ) |T.t}dX^ (t) 
l/p l/q 
= V<^U) (V ] 
= p*(u,v) . Q.E.D. 
If p = q = 2 the above theorem yields Theoreme 2 of Adhikari and 
Joshi (1956). The present proof is much shorter than that of these authors. 
Theorem 4.11 (invariance property) Suppose that T is 
sufficient for 7V( . Then 
p*(li,v) = p*(li,v) (4.25) 
for every pair n,v e . Conversely, if U,25 is true, then T is suffi­
cient for 'Yfl . 
Proof; If/l is a dominated family of probability measures. 
Let X be a probability distribution which is equivalent to 7V[ in the 
sense that for any A e G . 
X(A) = 0 if and only if |i(A) = 0 for all |JL e . (4.26) 
The existence of such probability measure is guaranteed by Lemma 7 of 
Haltnos and Savage (19^ 9) or Theorem 2 of Lehmann (1959, P. 35'0. On account 
of property (v) there is no loss of generality if we consider the genera­
lized densities f , f to be with respect to this A and g , g with 
^ U V 
T 
respect to \ . Then by Theorem 8 of Lehmann (1959, P- ^ 8), T is suffi­
cient for if and only if 
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f^(x) = g^(T(x)) [X] for all la e . 
Thus, p*([i,v) = p|(n,v) for every pair ^ , v e TR if and only if T is 
sufficient for . 
Theorem 4.12 Let and be two pairs of 
probability measures dominated by , Xg respectively (X^Ag may be 
cr-finite). Denote by |j^ x lig , x Vg , X^^ x Xg , the corresponding 
product measures. Then 
p*(p^ X Ug , X Vg) = p*(u^,v^) . P*(tJig,V2) • (4.27) 
Proof; On account of the definition of a product measure and 
Theorem A of Halmos (1950; P. 1^7), it is easy to see that 
X tig « Xj_ X Xg and x Vg « X^ x Xg . 
Let 
and 
gfa, X M3)(X^ X3) 
- d(X^ X Xg) 
d(v X V )(x ,x ) 
^ d(X^ X Xg) 
(4.28) 
(4.29) 
Consider also the following result of Halmos (195O, p. 1^9); if f and 
g are integrable functions on X and Y respectively, then the function 
h, defined by h(x,y) = f(x)g(y), is an integrable function in X x Y and 
J hd(^ X v) = f fdji . J gdv . 
no 
Applying this result we get 
x\^ X Ag JL c 
for every rectangle A^ xA^ e x G^ . The same relationship holds 
for the measures . These conditions uniquely determine the product 
measures x and \L x Vg . Thus 
(4.30) 
Applying again the previous result of Halmos to the following equations we 
get the desired result; 
l/p l/q 
P*(M^  X W3,v^  X Vg) = a(x^  X Xg) 
l/p 1/q 
= rW 
l/p l/q l/p l/q 
= .r(f ) (f ) dx^ ,r(f ) (f ) «3 
P*(Ul^ Vl) . P*(H2,Vg) . 
Corollary 't.l3 Suppose - v . Then 
p*(u X n, V X v) = [p*(^ ,v)]2 . (4.31) 
Ill 
Let be a parametric family ÎPqjQ e ©} of probability distribu­
tions dominated by the measure X which is allowed to be c-finite. Let 
f(x,9) = dPp/d\ be the probability density of X. The parameter 6, which 
may be single or vector valued, is supposed to be identifiable, that is, 
0^ 0' implies Pg / P^ , . Suppose, moreover, that there exists a func­
tion k satisfying the following conditions 
(A) k is a one-to-one transformation of © onto itself. 
(B) k(9) / 9 for all 9 e © . 
We introduce the following definition. 
Definition 4.l4 The generalized Bhattacharyya functional 
measure of information about 0 contained in X and based on k is 
R l/p l/q 
l^ (0;k) = -in J [f(x,A)] [f(x,k(0)] dX , (4.32) 
where p and q are nonnegative extended real numbers such that l/p 
• i  V  0 = 1 .  
Four other equivalent expression for are also available: 
R Vp l/q -1 
I^ (fl;k) = ln{f [f(x,fl)] [f(x,k(0))] dX] 
(4.33) 
•in J f(x,R{e))exp[i in 
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Note that the previous Conditions A and B are identical with 
Conditions a and c respectively of Section B.l. Examples of functions k 
were given at the end of that section. 
We shall now present the basic properties of 1^ (0;k) 
2. Basic Properties 
Most of the properties of the functional measures of information 
l^ (0;k) follow from the properties of the affinity p*(|i,v) (cf. Section 
C.l). We shall present them below in a series of theorems. Following the 
same pattern as with Kullback-Liebler meas'ires of information, we shall 
give only the mathematical statement of the result. We shall omit its in­
terpretation whenever it is identical with that of the corresponding 
Fisherian or Kullback-Leibler. The range of applicability of the present 
propositions, however, will be pointed out and discussed. 
Theorem 4.1$ (Nonnegativity property) Under the Condition A 
of Section C.l, I^ (A;k) > 0 for all 0 e © with equality for a single 
value Bq of 0 if and only if 9^  = kfA^ ) [x] . If, in addition. 
Condition B holds and ]^ (0",k) = 0 identically in 0 , then f(x,0) does 
not depend on 0. 
Proof; Note that l^ (0;k) = -In Thus, the 
first part of the theorem follows immediately on account of properties 
(ii) and (iii) of p*(^ ,v) and the identifiability of 0, The second 
part is an obvious consequence of the first one. 
Theorem 4.l6 Let E^ yEg, ... be a partitioning of into 
pairwise disjoint sets. Then under the Condition A of Section C .l 
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i/p i/q 
lj(e;k) > -In 2[Pp(E^)] [P%(Q)(E.)] for all 0 e © 
with eqmlity if and only if 
[X] for X e E , i = 1,2, ... . 
Proof; We shall apply property (vi) of p*(u,v) . 
B f. i/p i/q 
lj(6;k) = -In p*(PQ,P%^ Q)) = -In J [f(x,0)] [f(x,k(8)] dX 
-  ^ i/p i/q. 
= -In Z f [f(x,0)] [f(x,k(0)] dX 
i'Ei 
i/p i/q 
> -in Ï [Pg(E,)] 
with equality if and only if for all i = 1,2, ... 
Theorem 4.17 (Additivity property) Let X^,X^, ... ,X^ be 
n independent random variables whose distributions depend on the unknown 
, X Xi 
parameter(s) 0. Let Pg be the probability measure corresponding to the 
distribution of , i=l, ... ,n . Suppose, moreover, that k is a one-
to-one function of © onto itself such that 
Xi X. 
Pj^  « for all Be© and aJJ. i . 
Then 
I? (0;k) = 2 (0;k) + £ (0;k) + ... + ^  (8;%) (4.34) 
4" " ' n 1^ 2^ n 
for all 0 e 0 . 
Il4 
Proof; Let us prove the theorem for n = 2. On account of 
Relations 4.28, 4.29 and 4.30 and the independence of and Xg we have 
X X X  X  
= -in p.(Pg^  p/ , , Pk(e)) • 
Then invoking Theorem 4.12 we obtain 
XX XX 
= -a^ [o*(P9^  , p^ le)) . P«(p/ , ?,(,))] 
= (e;k) + (8;k) . Q.E.D. 
1 2 
Let us now examine the behavior of 1^ (0;k) under measurable trans­
formations of X. We shall adhere to the notation of Section B.2. Let T 
be a measurable transformation of X and g(t,8) its generalized proba­
bility density. Then the generalized Bhattacharyya functional measure of 
information about 0 contained in T and based on k is 
r, . I/P 1/q m 
I^ (e;k) = -In / [g(t,B)] [g(t,k(0)] dX . (4.35) 
The following theorem is true. 
Theorem 4.l8 (Maximal information and invariance property) 
Let T be a measurable transformation of X. Then, under the Condition A 
of Section C.l 
I^ (9;k) < l^ (0;k) for all 0 e 0 . 
If, in addition, Condition B of the same section holds, then 
lj(0;k) = l^ (0;k) for all 0 £ 0 
if and only if T is sufficient for 0. 
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Proof; Both parts of the theorem follow immediately from 
Theorems 4.10 and 4.11 and the relationship 
4(0;k) = -in P*(P(,,Pk((,)) • 
Condition B is required in the second part in order to avoid the case of 
having I®(6;k) and l^ (0;k) equal to zero identically in 0 without T 
being sufficient for 0. 
Examples ; In the examples to be listed below the symbol 
]^ (0), instead of ]^ (0;k), will be used to designate the generalized 
Bhattacharyya measure of information whenever the form of the function k 
is evident from the context. 
(i) Let be independent, each being N(^ ,cr^ ) , 
known. Suppose that |i e . Take k(|i) = ^  + c , where c is constant 
different from zero. Conditions A and B of Section C are obviously 
satisfied. Then 
i (u) c^  
1 SpqtT^  
and 
iS y (n) = n 
•••; 
c2 
2pq(Tg 
Let T = X . It is known that T is N([i,o-2/n) . Thus, we have 
iS(M) nc^  
We conclude from Theorem 4.l8 that the sample mean is a sufficient statis­
tic for [J . 
Il6 
(il) Let independent, each being N(|iQ,o-2) , 
HQ known. 0={0 = cr2|0>o}. Let k(o"^ ) = ca^  , where c is a posi­
tive constant different from unity. With such a specification the 
Conditions A and 3 of Section C.l are satisfied. Then 
(o^ ) = |{ln(p+cq) - i In c - In pq} 
and 
I? (0-2) = |{ln(p+cq) - J In c - In pq] , 
-^2 ^ ^ P 
n 
Let T = The statistic T is distributed according to 
0"^  ^. Now it is easy to see that 
= |{ln(pfcq) - ^  In c - In pq} 
which establishes the sufficiency of T . 
(iii) Let .. ,X^  be independent, each being N(n,o'^ ) , >Aiere 
both (i and are unknown parameters. Let 0 and k be the same as 
in Example iii of Section B.2. Then 
B l/p l/q 
(|i,cr2) ^  _]ji J [M(x I [N(X I |l + C^JCGO-^)] DX 
= + •r{ln(p+c„q) - - In c - In pq} . 
2f2(pfC..q)  ^ 2 P 2 
Note that if we set cy = c and take c^  to be equal to one we get 
I® (w,a2) = £ (n) . 
Xi 
Similarly, if c^ =: 0 and Cg = c we have 
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The present example deals with a multiparameter family of distributions. 
The generalized Bhattacharyya functional measure of information gives a scalar 
quantity for the amount of information contained in the data about a vector 
parameter. Recall that the same is true for the modified KuUback-Leibler 
measure of information but not for the Fisherian one. 
(iv) Let be independent, each being Poisson with 
parameter 0. Let the parameter space 0 be the union of two intervals, 
namely, (0,1) and (l,œ). Then, if k(0) = 0^ , Conditions A and B of Section 
C.l are satisfied. After simple algebra we have 
(v) Let X^ ,Xg,... ,X^  be independent, each having a uniform distri­
bution over the interval (0,0). 0= [0 j 0 > O] . Let k(6) = c0 with 
c > 1. Then 
1^ (8) . -in 
,1 A -^ / 
= e(p + - - 9 ) • 
l/q 
Let us take k(6) = 0^  . Then 
— In 0 if e > 1 
- — In 0 if e < 1 p 
0 i f  8 = 1 .  
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Let now T be equal to the maximum of ... ,X^  . Then, it is easy 
to see that 
I?(6;c0) = •^  In c = ]^  (6;c0) . 
(vi) Let X have the exponential distribution of Example 2,  page 52 
0= {0 I 6 > O} . Let k(0) = c0 with c < 1 . Then, 
1^ (0) = -In ^  [exp(0-x)] [exp(c0-x) dx = 0 . 
(vii) Consider now the family of Pitman's trapezoidal distributions 
mentioned in Example 3 of page 53. Let X-.Xg^ .-.jX^  be a random sample 
from this family of distributions. Let 0 be the whole real line and 
k(0) = 0 + c with 0 < c < 1 . The Conditions A and B of Section C.l are 
satisfied. Then 
n^ (^0) = -^ I^^ 2ë+Ï ^ X0,0+1)(*)] '-2(0+0)+l l(0+c,0+r+l(*)]  ^
Li 
2X 2X 
'-2(&+c)+l^  ^ 
= i ln(2e+l) + ^  IJi (2&+2C+1) -ln(20+c+l) -ln(l-c) 
and 
I? V (0) = "É In(28+1) + - ln(20+2c+l) -ln(20+c+l) -ln(l-c)] . 
A^ ,...,A^  P q 
Consider now the statistic T = (min X., max X. ) . It is easy to see that 
i  ^ i 
T is sufficient for G . The distribution of T = (u,V), where U -= min X. 
i 
and V = m^  , is given by the density (with respect to Lebesque measure) 
fm(u,v) = n(n-l)[F^  (v) - (u)] . 
T' ' ' ' X^ ' ' Xj_' 20+1 26+1 
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if u < V , u e (9,&fl) , V e (0,9+1) and zero otherwise. The function 
F„ (x) is the cumulative distribution function of X, and is given by 
Xi i 
0 if X < e 
ifef "  9 < x < 9 . 1  
1 if X > 8 + 1 . 
After some complicated algebra we find 
= - m { 
(20+1) (29+2C+1) 
which is the same as 13  ^(8) . 
1' * * * ' n 
(viii) As a final exançle let us consider the family of uniform dis­
tributions over the interval (B--^  , 8+-g) . Let 0 be the whole real line 
and k(6) = 0 + c with 0 < c < 1 . Let also be a random 
sample. Then 
B += Vp l/q 
The statistic T = (min X., max X.) is sufficient for 0. Repeating the 
i  ^ i  ^
algebra of the previous example, it is easy to see that 
4(9) •• - '• --n In (l-c) - L. y (0) . 
Recall that the Fisherian and KuUback-Leibler theories of information 
are not applicable for the families of distributions mentioned in the last 
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two examples. The generalized Bhattacharyya functional measure of infor­
mation provides a proper measure for these distributions. 
The notion of conditional information can be developed within the 
premises of the generalized Bhattacharyya affinity in the same way as in 
the case of the functionals of Fisher or KuUback and Leibler. The measure-
theoretic difficulties encountered before (see page $0 ) do not pose a prob­
lem in the present case. In fact, adhering to the notation of Section B.2, 
the condition of absolute continuity Pg(. | t) « | t) for all 
fl e 0 and almost all tLP^ ] is not required any more. 
Let the probability space ( % , 0,?^ ) be Euclidean and h(x | t,9) be 
the conditional probability density of X given T = t . In other words, 
h(x |t,0) = dPg(' I t)/dX . Suppose that k satisfies the Conditions A 
and B of Section C.l. Then we have the following definition. 
Definition 4.19 The generalized Bhattacharyya functional 
measure of conditional information about 0 contained in X given T = t 
and based on k is 
R l/p l/q 
IxjT-t(®'^ ) " .r [h(x|t,A)] [h(xjt,k(e)J] d\ (4.36) 
where p and q are, as before, nonnegative extended real numbers such 
that l/p + l/q = 1 . 
The mean value of this conditional infonnation in X about 9 is 
g 
denoted by I^ j^  and given by 
^1t(®'^) " ® (T,9)[lxlT=t(®'k)^ = J I^|T=t(®'^)dPe ' (4.30 
whenever it exists. 
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In Chapter III, Section B we Introduced a series of results dealing 
with the amount of conditional information and the Fisherian measure of 
infonnation. Some of these results hold in the present case. Thus, 
I^ |^ (6;k) > 0 for all 0 e © with equality if and only if T is suffi­
cient for 9. Corollary 3.10 remains true if we replace by I^ . The 
theorem, however, on the additivity of information in terms of conditional 
information (case of dependent random variables) does not remain true. 
This can be seen from the following example. 
Let (X,Y) be a bivariate normal random variable with E(X) = |J^  , 
E(Y) = Hy. , Var(x) = Var(Y) = 1, and p(X,Y) = p. Let the transformation 
k be of the following form. 
= Uy + =2 , =2 / 0 
iy(p) = P . 
Then 
" 2pq 
hi,Y ^ 4ix * 
The behavior of l^ (0;k) under alternative representations of the 
statistical model involving transformations of the parameter is the same 
as that of I^ (9;k). In other words, the generalized Lhattacharyya 
functional measure of information remains invariant under one-to-one 
parametric transformations. Following the assumptions and notation of 
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Theorem 4.8 and parts of its proof we have 
^k(«) G: G-
Then 
dPfi 
f*(x,<p) = = jY" - f(%;8) 
f)^(x,k*(<p)) = -4^ = = f(x,k(8)) . 
Thus 
n . l/p l/q 
l5((p;k*) = -In f [f*(x,<p)] [f*(x,k*((p)3 dX 
, , (4.38) 
l/p l/q 
= -In / [f(x,e)] [f(x,k(e))] d\= Ij(e;k) Q.E.D. 
A simple relationship between the generalized Bhattacharyya and 
Fisherian measures of information can he deduced by a Taylor series 
expansion. Let us suppose that f(x,9) satisfies the regularity conditions 
of the Fisherian theory of infoimation and possesses up to third order 
derivatives with respect to 9 for all 9 e ©. Suppose, moreover, that, 
in addition to the usual conditions, the function k satisfies the condi­
tion k(0) > 6 for all 9 e 0. Then 
l / l  l /q i"'(v 0 \  
[f(x,k(9)] = [f(x,0)] + (k(e)-A)  ^
q[ f (x,0) ]VP 
+ (k(8)-8)2 ^  f"(x,9) [f'(x,8)]2 j 
q[f(x,8)f/^  pq[f(x,9)][f(x,9)f/^  
+ (k(8)-8)3 f''%x,8*) _ 3f'(x,8*)f''(x,8*) 
q[f(x,8*)f/^ pq[f(x,9*)][f(x,9*)] 
+ (1 + 1) ; , 
^ pq[f(x,0*)]2[f(x,9*)r'^ 
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where 0* e (9,k(0)) . Multiplying both sides of the above relation by 
[f(x,0)]^ /^  and integrating with respect to x we find 
l^ (0;k) = -ln{l - 2^'pq"^  ^ I^ (8;k) + third order terms} . (^ .39) 
The information measures l^ (0;k) and l^ (0;k) axe related with the 
following interesting inequality; 
ql^ (e;k) < ]^ (0;k) for all 0 e © (h.hO) 
This result is established as follows. Applying Jensen's inequality on any 
positive random variable Y with finite mean we have 
-In E(Y) < E(-ln Y) . 
1/q 
Then, setting Y = [f(x,k(0))/f(x,0)] , we obtain 
or 
-to J < - I Jf{x,6)l^ « 
or 
-In J[f(x,0)] ^[f(x,k(0)] V < I J f(x,0)ln àX 
or 
ql^ (0;k) < lj^ (0;k) . 
3. Criticism and general comments on l®(0;k), l^ (0;k) and 1^ (6) 
In the previous section we presented the basic properties of the gener­
alized Bhattacharyya functional measure of information. They were seen to 
izk 
be almost identical with those of the Fisherian and Kullback-Leibler 
measures of information. This suggests that, in addition to (8;k), 
0;k) can be a useful tool in a theory of data reduction. 
The measures I^ (9;k) and l^ (0;k) have similar structure. The 
choice of the function k is essential for both of them. Note that the 
Conditions a and c of Section B.l and A and B of Section C.l are the same 
respectively. The considerations of Section B.3 regarding the function k 
have the same force as far as the Bhattacharyya functional measure is con­
cerned save for the fact that the condition for all 0 e © 
is not required any more. This is considered to be an imtprovement over 
the l^ (0;k). This improvement allows l^ (0;k) to be applicable to 
families of distribution, like the Pitman trapezoidal or uniform over 
(0-1,0+1), for which the Kullback-Leibler measure fails. Of course, the 
experimenter should be careful in the choice of the function k so that 
the possibility of P^  and P^ ^^  ^being mutually singular for all 0 e © 
is avoided. In other words k, should be chosen so that the distributions 
f(x,0) and f(x,k(0)) do overlap for all 0 e 0 . If this is not the 
case, ]^ (0;k) is infinity and this value is deemed to have no practical 
interest unless we deal with a case of perfect knowledge. The measure 
1^ (0;k) has fewer conditions Imposed upon it. It is practically free of 
regularity conditions and, therefore, has, in general, wider applicability. 
The discussion of Section B.3 regarding the structure of the parameter 
space 0 applies to 1^ (0;k) as it did for I^  (0;k). Note again that 
the Bhattacharyya theory of information is applicable for discrete parameter 
spaces, a case not covered by the Fisherian theory of information. 
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Certain further considerations on the measure I^ (8;k) are 
appropriate. This measure is a function of the affinity between Pg and 
\(0) ' = -In P*(P9j\(0))> ^ ere Pg and P^ g^^  are two 
probability measures belonging to the same parametric family of probability 
distributions. The affinity between P^ g^^  and Pg is of equal importance. 
It leads to the functional measure of information 3^ (k;0), which is of the 
same form as l^ (0;k) and has exactly the same properties. Some of the 
expressions defining l^ (k;0) are 
n „ l/P l/q 
lj(k;0) = -In J [f(x,k(0))] [f(x,0)] dX 
= - • 
In some cases l^ (0;k) and l^ (k;0) are equal, as, for instance, when 
p = q or X is normal with mean [i, known variance cr^  and k(|i) = |i + c . 
Let us define R(|-i,v) to be the product of the affinities p*((i,v) 
and p*(v,ii). Then R(U,V) is symmetric in its arguments and satisfies 
properties (ii), (iv) and (v) of Section C.l. In addition, Theorems 4.10, 
4.11, 4.12 and Corollary 4.13 hold if we replace p* by R. The validity 
of these theorems leads immediately to the following measure of information; 
4(6;].) = -in R(Pg,P%(g)) 
• 3^ (9;lt) + I^ (lt;e) . 
Both measures i:^ (0;k) and l^ (0;k) behave identically and have the same 
properties. They are applicable to the same families of probability 
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distributions. Note that, if p = q , I^ (9;k) = 2]^ (0;k) . 
The affinities p*(n,v) and R(n,v) and, consequently, the functions 
l^ (0;k) and D^ (0;k) constitute further examples of the functions d(0;0*) 
or d^ (8) mentioned in Section A of this chapter. These functions gener­
ate functional measures of information possessing all the desired properties 
of Information theory. 
The previous measures of information depend on p (note that l/p + l/q 
= 1 and p, q > O). The choice of p is of some importance. An obvious 
one is the following: Let p be equal to q . Then p = q = 2 . This 
particular value of p has certain computational advantages. Moreover, 
if p = q = 2 , l^ (0;k) is symmetric with respect to 9 and k(9) . In 
other words, symmetric with respect to the distributions Pg and P^ ^^  ^. 
Thus, l^ (0;k) becomes a function of a quantity which is almost a distance 
between the populations Pg and • This has certain interpretational 
advantages. Besides these advantages, however, it seems that there does 
not exist a single value of p superior to the others. All possible values 
of p perform equally well at least as far as a small sample information 
theory is concerned. 
The affinity p(|a,v) between the probability measures (i and v 
(i.e., p*(|i,v) with p = q = 2) has received considerable attention in 
the statistical literature (Bhattacharyya, 19^ 3; Matusita, 1951; Matusita 
and Akaike, 1952; Kraft, 1955» Hoeffding and Wolfowitz, 1958; LeCam, 
1966). Most of this work is concerned with either the problem of discrimi­
nating between two probability distributions and, more generally, the dis­
tinguish ability of sets of distribution functions, or the question of 
consistency of statistical procedures, the theory of statistical decision 
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functions, the behavior of likelihood functions for large number of inde­
pendent observations, etc. The affinity p*(n,v) with p = q = 2 has 
provided a useful tool for the formulation of the results in these areas. 
It is easy to see that for a fixed family of distributions 1^ (9;k) 
is a continuous function of p . Let us set l/p = T . Then L/Q = 1 - T, 
0 < T < 1 and 
= J[f^ (x)]^ [f^ (x)]^ -^ dX 
]^(e;k,T) = -In J[f(x,0)f [f(x,k(e))]^"'^dX . (4.43) 
where the symbol 3^ (0;k,T) is used to designate the dependence of on 
T . Let T(X,9) be the random function ln{f(X,0)/f(X,k(0))} . Suppose 
that the mean of this function with respect to P. exists for all 0 e © y 
and its moment generating function M(T,0) with respect to exists 
for all T in the interval [0,1] and all 0 e 0 . Then 
M (T , e )  =  Ek(Q)[exp(TT(X,8))] 
= J f(x,k(0))exp[T In 
= JTf(x,0)]^ [f(x,k(8))]^ "^ dX 
= P*(P0.Pi^ (0)) • 
On account of Relation 4.42 we have 
I^ (0;k,T)  z: -In M(T, e )  .  
g 
Thus, is the negative cumulant generating function of the log of the 
likelihood ratio f(x,0)/f(x,k(0)). The mean of T(X,0) with respect to 
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Pq is the modified KuUback-Leibler measure of information. Now if we 
apply Lemma 4.5 of KuUback (1959; P. 46), we obtain the following result. 
Suppose that Pj^ g^^ {x;ln[f(x,0)/f(x,k(0))] = l^ (0;k)} ^  1 for all 
6 e 0. Then I^ (0;k,T) is a strictly concave function of T . Of course, 
the existence of the mean of T(X,0) requires that be absolutely 
U 
continuous with respect to P^ ^^  ^ for all 0 e 0. 
Chernoff (1952, 1956) proposed D(X) = -In inf p*(N,v) as a measure 
0<T<L 
of information (measure of divergence) between two probability distributions 
li and V associated with X (the random variable describing an experiment). 
He pointed out that the additivity property holds only for independent and 
identically distributed random variables. The information, however, derived 
from observations on several independent chance variables is less than or 
equal to the sum of the corresponding information measures. 
The measures lj^ (0;k) and l^ (0;k), while they give comprehensive 
one-dimensional functional measures of information in the case of several 
parameters, do not have the property of being equal to the sum of the 
corresponding amounts of information for each individual parameter. Recall 
that the measure I*(0), discussed in Section B.5 of Chapter III and being 
the sum of the Fisherian amounts of information for each single parameter, 
has this desirable additivity property. It is easy to see that similar 
measures, i.e., measures equal to the sums of the KuUback-Leibler or 
Bhattacharyya amounts of infoimation for each individual parameter, can be 
constructed and shown to have all the desired properties of information 
theory plus the above additivity properby. 
From some points of view the Bhattacharyya measure of information is 
Kjj p 
superior to I^  and I^  . It provides the appropriate tool for a 
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statistical information theory for the nonregular models for -which the 
Fisherian and KuUback-Leibler theories of information are not applicable. 
It covers all models covered by the two previous measures. It gives a 
scalar measure for multiparameter families of distributions. It is 
invariant under alternative parametric representations of the statistical 
model and free of regularity conditions. 
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V. CERTAIN PATHOLOGICAL FAMILIES OF DISTRIBUTIONS AND THE QUESTION 
OF ADDITIVITY 
In Chapter II we discussed the concept of information and indicated 
the properties which deemed to be desirable for a satisfactory definition 
of information. It was mentioned there that several authors are of the 
opinion that additivity under independent observations is not a necessary 
requirement for the definition of information (Basu, 1958; Chernoff, 1956; 
Schutzenberger, 195^ ; Fraser, 19^ 5; Berk and Savage, I968; etc.)-
Certain considerations on this matter are now in order. 
Basu (1958) mentions two situations where two statistics T^  , T^  are 
equally informative and independent of one another, but still when an ob­
servation on T^  is given, very little extra information is supplied by an 
observation on T^  . Let us discuss these examples and mention certain 
other behaving accordingly. 
Suppose we have a population whose distribution we know to be either 
N(0,1) or N(5,1). a single observation from the population will identify 
the true distribution with a great measure of certainty. The unknown 
parameter, of course, is the mean 9 which can be either O or 5. Given 
one observation from the population very little extra information will be 
obtained from a second observation from the same population. On the basis 
of our intuitive considerations on the concept of information this statement 
appears to be obviously true.. 
Basu's second example is the following. Suppose it is known that a 
bag contains 10 identical balls numberd 9 + 1, 0+2, ... ,0 + 10 where 
the unknown parameter 9 takes any one of the values 0,10,20,30, ... . 
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Suppose two balls are drawn one by one with replacement and let be the 
number on the 1th ball drawn (1=1,2). Here and are identically 
distributed independent statistics and each is sufficient for 9 . Given 
an. observation on , 0 is estimated without error and Tg provides no 
information about 6 . Thus, the second observation given the first 
provides no infonnatlon about 0 . 
A third example is the following. Let X be a random variable taking 
on the values 0-1 and 9 + 1 each with probability one half. Let 0 
be any real number. There are other possibilities for the parameter space 
©. It can be the set of integers, an interval or any other discrete or 
continuous set. If we draw an observation from a population behaving 
according to the previous distribution, the uncertainty about 0 is re­
duced from the totality of its values in the parameter space to exactly 
two values X^ -1 and X^ + 1 . If a second observation X^  is drawn and 
Xg ^  X^  then 0 is determined exactly, i.e., without error. The observa­
tions X^  and Xg , drawn randomly from the same population, are assumed 
to be independent and identically distributed. The information in Xg given 
X^  and that the two observations are distinct is larger than the information 
contained in X^ . This is so because we are led to the exact specification 
of 0 . 
If we examine this family of distributions in the light of the previous 
theories of information we readily see that the Fisherian theory is not 
applicable. The distribution of X is discrete and its range depends on 
0 . No distribution of this family dominates any other one in the same 
family. As a matter of fact many distributions in this family are mutually 
singular. Thus, the KuUback-Leibler theory of information is not 
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applicable. If © is uncountable the family of probability measures 
generated by the above distributions is not dominated by a J-finite measure 
independent of 0 . If 0 is countable (e.g., if 0 varies over the set 
of integers) the family is dominated by a counting measure independent of 
0 . The Bhattacharyya information theory, which is practically free of 
regularity conditions, is then applicable. 
One can develop examples like the above ad nauseam. For instance, 
let X take values 0 - 1 , 0 , 0+1 each with probability one third, or 
unequal probabilities adding up to one. Or, let X take values -0 and 
0 with probability one half, where 0 > 0 (Basu, 19^ 9). In this case a 
single observation yields the true value of 0 . It seems that there is no 
inferential problem here. Let X take values 6 + i, i = 1, 2, ... , with 
P(X=0+i) = ^  , i = 1,2, ... . 
2 
If, for a fixed value of 0 , the set of values of X is finite, then 0 
can eventually be estimated without error. In this case the information in 
one observation given the previous ones and the fact that they axe distinct 
is larger than the information contained in the past observations. 
Continuized versions of the previous discrete examples can easily be 
constructed. Let X be distributed uniformly over (8 - -g, 9 + i) with 
0 e {o,l,2, ...} . Then a single observations yields the true value of 0 . 
Actually in this case no inference problem exists. The case of 0 being a 
continuous interval or the whole real line was treated with the Bhattacharyya 
measure of information in Section C.2. 
The upshot of the previous discussion can be stated as follows. Let 
1 be a measure of information and X^  , Xg two independent and identically 
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distributed statistics. Then there are inferential situations where 
(6) is greater than or less than (9) for all 9 and this is 
true on purely intuitive grounds. In the literature, however, this has 
been taken to mean that the additivity property under independent observa­
tions is not a necessary requirement for a satisfactory definition of the 
concept of infonnation. Thus, Basu (1958) referring to the first example 
mentioned above says that surely the total information contained in two 
independent observations from the population is much less than twice that 
contained in a single observation. The fact, however, is that 
With regard to his second example he says that T^  contains as much in­
formation as is contained in (T^ jTg). The fact again is that 
\l''i ° ° • 
With regard to the third example the fact is that 
I. 
XglX^  -and i \ ~ \ ' 
If the measure I satisfied the properties 
and 
Xo (5.2) W h ' \  "i' 
are independent then there would be grounds to believe that for the examples 
mentioned above the additivity property for independent observations is not 
13  ^
an essential requirement. It appears that the fault lies with the measure 
I and the way the amount of conditional information is defined and not with 
the definition of the concept of information itself and the postulates 
imposed upon it. Even in these pathological examples, additivity seems to 
be of fundamental importance. 
Most of the pathological families of distributions have the following 
features. The range of the distribution depends on A . The sample space 
is discrete and finite (for a fixed value of 0). This indicates that they 
may have relevance in the area of sampling from finite populations. The 
parameter 0 can be estimated without error. Some of the distributions 
of the family are mutually singular. The families are not dominated by a 
fixed finite or cr-finite measure. 
The fact that in most of these problems (Basu, 1958,1969) 0 can be 
estimated without error raises the question of whether these problems are 
real statistical problems. It appears that this is not the case at all. 
The small sample statistical information theory developed in the 
previous chapters was built under the basic assumption that a concept of 
statistical information or measures of information should satisfy the 
intuitively appealing properties of nonnegativity, additivity under inde­
pendent observations, invariance under sufficient transfonnations and 
maximal intrinsic accuracy. Basically, three measures of information were 
studied. The Fisherian, the Kullback-Leibler and the Bhattacharyya. 
Conditional Information was Introduced for all three measures. We men­
tioned that the Fisherian and Kullback-Leibler theories are not applicable 
for the pathological examples. Note that all three satisfy Property 5.2. 
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The Bhattacharyya measure of information does not satisfy Property 'xl. 
Thus, the three measures of information 1^ , do not resolve the 
present problem. 
The pathological families of distributions require either 
under independent and identically distributed random variables. This in­
dicates that a measure of information should not be defined exclusively 
in terms of densities or likelihood ratios. Most of these families are 
of the undominated type. The factorization criterion for sufficiency is 
not applicable. The invariance under sufficient transformations property 
is one of the basic properties a measure of information should satisfy. 
Considerations of sufficiency in the imdominated case (Pitcher, 1957; 
Burkholder, 1961) are, therefore, appropriate for the families of distri­
butions under discussion. As far as we know the question of constructing 
measures of information for these families still remains open. 
It is interesting to note, however, that many of these pathological 
cases are rather idealized examples and would never arise in actual data 
situations. A continuous random variable is not perfectly observable. 
If, for instance, we consider the theoretically undominated case of X 
taking values 0-1 and 9+1 with probability one half, where 0 be­
longs to the real line, X , being any real number, cannot be measured 
exactly on account of the inevitable grouping error. The random variable 
X is actually observed within a grid specified by the scientist or the 
research worker. The result is that the probability structure of the data 
drawn from the above population changes. The examples of Pitcher and 
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Burkholder can be regarded as pathological, from the point of view of ob­
servable data. This is not to imply that they are not relevant to 
foundational questions. 
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VI. SUMMARY AI® CONCLUSION 
In this dissertation we have presented a theory of statistical infor­
mation based on several functional measures of infonnation. We discussed 
the properties of these measures, pointed out their limitations and exemp­
lified their use. We had in mind the general problem of scientific 
knowledge and in particular two of the main problems in statistics namely 
data reduction and parametric estimation. The measures of information 
discussed in this study reveal certain interesting aspects in these im­
portant statistical areas. 
Most of the present work was motivated by the fact that the Fisherian 
measure of information, long known in the statistical literature, fails to 
be additive, or invariant under sufficient transformations, or to have the 
maximal information property for non-regular families of probability 
distributions. 
Originally an attempt was made to define a concept of statistical 
information. Twelve statements were used to characterize the concept and 
out of these statements four basic and intuitively appealing properties 
were singled out and deemed desirable to be possessed by any functional 
measure of statistical information. These properties are: Nonnegativity, 
additivity under independent observations, maximal information, and 
invariance under sufficient transformations. 
In Chapter III we gave certain general guidelines for choosing and 
constructing functional measures of information. Then a detailed theory 
of information based on the Fisherian measure was presented. Conditional 
information was introduced and certain results were obtained. 
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The multiparameter case was discussed separately. It was found that the 
Fisherian measure of information does not remain invariant under alterna­
tive representations of the statistical model involving transformations of 
the parameters. This led us to consider reparametrizations yeilding constant 
information and to examine their statistical significance. 
The Fisherian theory of information is applicable if three regularity 
conditions are satisfied. The crucial one requires that the operations of 
differentiation and integration, applied to the densities of the distribu­
tions can be interchanged over every measurable subset of the sample 
space. It was found that, out of the class of distributions whose range 
is independent of the parameter, an important class, namely the family of 
exponential distributions satisfies the regularity conditions required for 
the validity of the Fisherian theory of data reduction. Certain additional 
results in this direction and with regard to the local behaviour of the 
Fisherian measure of information were obtained. As we mentioned before the 
regularity conditions were found not to be satisfied for families of distri­
butions with range dependent on the parameter and graph not touching the 
x-axis at its tails. 
In an attempt to construct more comprehensive measures of information 
in the multiparameter case we examined the trace and the determinant of 
Fisher's information matrix. Ths former was found to have all the desired 
properties for a measure of information and the latter all but the additiv-
ity one. Finally the Fisherian measure was examined critically under a 
broader inference spectrum and certain advantages and shortcomings were 
pointed out. 
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In Chapter IV we constructed and presented new functional measures of 
information which can be classed in two categories: The Kullback-Leibler 
measures and the generalized Bhattacharyya measures. The presentation 
followed the same pattern for both measures. We first gave certain pre­
liminaries on the structure of each measure, then the basic properties 
along with examples, and finally discussed, criticized and gave general 
comments and comparisons. 
Initially we outlined the main idea of constructing functional 
measures of information using metrics, almost metrics, or distances on 
spaces of distribution functions or probability measures and one-to-one 
mappings from the spaces onto themselves. The definition of the modified 
Kullback-Leibler functional measure of information required three minor 
regularity conditions the most important of which is that Pg be abso­
lutely continuous with respect to for all 9 e 0, where [PQ,8 e 0 ] 
is the family of probability measures under consideration and k(o) a 
one-to-one mapping of 0 onto Itself. Under the three conditions this 
measure possesses all the desired properties of information theory plus the 
highly desirable one of invariance under parametric transformations of the 
statistical model. Several examples of transformations k for common 
parameter spaces were worked out. Conditional information was defined in 
terms of the Kullback-Leibler measure and results analogous to the 
Fisherian results were obtained. Certain considerations on the nature and 
existence of transformations k were given along with comments,criticism 
and comparison of the current measure with the Fisherian measure. 
The Kullback-Leibler measure provides the appropriate tool for a 
statistical information theory for some of the non-regular models for which 
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the Fisherlan theory is not applicable. It appears to be superior to the 
Fisherian measiire. However, on account of the condition of absolute 
continuity it does not provide a complete solution to the problem of con­
structing measures of information covering all non-regular distributions. 
The Bhattacharyya measures of information provide a possible solution. 
The development of the Bhattacharyya measure of information followed 
similar lines. First we introduced the affinity p*(pyv) between two 
probability measures |a, v and established its properties. The definition 
of the generalized Bhattacharyya measure of information is based on 
p*([i,v) and requires a function k, a one-to-one mapping from 0 onto 0. 
It is free of regularity conditions and this provides additicnal strength 
to the measure. It satisfies all the basic properties of information 
theory, it is invariant under reparametrizations of the model and covers 
all the models covered by the two previous measures and in addition models 
like the uniform family over (0-1,9+1) or the Pitman trapezoidal 
distributions. Finally we gave certain considerations on the choice of the 
parameter p appearing in the Bhattacharyya measure. It seems that the 
choice p = 2 is superior to other values on grounds of symmetry of the 
measure with regard to the distributions f(x,9) and f(x,k(9)). 
A few considerations on certain pathological families of distributions 
involving parameters which are estimated without error, like the Basu 
examples, were given in Chapter V. The question of additivity of informa­
tion under independent variables for these cases was also discussed there. 
Some difficulties appear to exist with regard to the conditional informa­
tion but not with the additivity property. Some of the problems considered 
by Basu, for example, are not real statistical problems at all. 
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