For a reliable on-line vibration monitoring of structures, it is necessary to have accurate sensor information. However, sensors may sometimes be faulty or may even become unavailable due to failure or maintenance activities. The problem of sensor validation is therefore a critical part of structural health monitoring. The objective of the present study is to present a procedure based on principal component analysis which is able to perform detection, isolation and reconstruction of a faulty sensor. Its efficiency is assessed using an experimental application.
Introduction
It is widely recognized that the capability of quickly assessing structural health is important economically. To this end, the last few years have witnessed the appearance of smart structures. Such structures are instrumented with a large number of embedded sensors which continuously measure the structural response (see e.g. [1, 2] ).
For a reliable on-line vibration monitoring of structures, it is necessary to have accurate sensor information. However, sensors may sometimes be faulty (e.g. gain fault or damaged sensor) or may even become unavailable due to failure or maintenance activities. The problem of sensor validation is therefore a critical part of structural health monitoring. As pointed out in [3] , this field of research has received little attention in the structural dynamics community compared to the process control or chemical engineering communities (see e.g. [4] [5] [6] [7] ).
There are essentially three approaches to sensor validation. The first is commonly adopted in the process control community and can be found described in [4, 5, 8] ; it relies on redundancy of information between different sensors. These sensors are of a standard simple design, i.e. accelerometers, and it is actually the sensor network which is self-validating. The second approach is to examine the 3 Author to whom any correspondence should be addressed.
output of a given sensor to look for indications of faults. This is the basis of the measurement aberration detection (MAD) scheme described in [9] . The third approach is to have a complex sensor which is itself self-validating. This is the approach adopted by Henry and Clarke in the SEVA programme [10, 11] ; a concrete example of this approach is provided by the Coriolis flowmeter described in [12] .
In this study, sensor validation refers to the capability of detecting, isolating and reconstructing a faulty sensor. The requirement of reconstructability has implications for the design of sensor networks which should be constructed to be fail-safe as far as possible [13, 14] . The present paper aims at presenting a procedure based upon principal component analysis which is able to tackle all these objectives. The proposed methodology is data driven, i.e., it does not require a structural model, which is an important feature for practical applications. It only assumes that the number of sensors is large enough to guarantee redundancy in the measured data set.
Principal component analysis
Principal component analysis (PCA) is a multivariate analysis technique which was first introduced by Pearson [15] in 1901 and developed independently by Hotelling [16] in 1933. It is also closely related to proper orthogonal decomposition, also known as the Karhunen-Loève transform.
Given an observed n S -dimensional response vector x, the goal of PCA is to reduce the dimensionality of x. This is realized by finding r principal axes p i with i = 1, . . . , r onto which the retained variance under projection is maximal. These axes, denoted as principal directions or PCA modes, are given by the eigenvectors associated with the r largest eigenvalues of the covariance matrix Σ:
where E[·] is the expectation and µ = E[x] is the mean of the data.
If the principal directions are collected in a matrix 
Sensor fault detection and isolation
The purpose of this section is to investigate the problem of sensor fault detection and isolation in structural dynamics. Friswell and Inman [3] proposed two approaches based on the comparison between the subspace of the response and the subspace generated by the lower modes of a structural model. In [8] , the detection of sensor failures relies on an auto-associative neural network which is known to implement PCA. The inputs and the targets of the neural network are merely the measured signals, and the network is trained using data which are known to be healthy. During the detection stage, the residual vector between the inputs and the outputs of the network is computed. If the residual of a sensor exceeds a certain threshold whilst the residuals of the other sensors remain relatively low, then that sensor is declared as faulty.
In this paper, an approach similar to that adopted in [17] for damage detection using a piezo-sensor array is considered. From the mode acceleration method [18] , the system response x(t) to external loading f(t) with a limited frequency bandwidth (ω ω k+1 . . .) can be expressed through mode superposition:
where φ i , ω i and µ i represent the mode shapes, natural frequencies and generalized masses, respectively. The vector r is the residue associated with the modes located outside the frequency band, and the variables α are the modal amplitudes. This shows that the system response contains the contribution of the modes which respond dynamically and the contribution of the residual modes which respond statically. Equation (2) suggests that the subspace spanned by the system response does not depend on the excitation signal f(t), provided that the modes in the frequency bandwidth participate in the system response. It should be noted that the system is also assumed to be linear and time invariant. Our interest in PCA lies in the fact that it offers a means of computing the subspace spanned by the data without the need to compute the mode shapes. The singular value decomposition of the response matrix X is computed:
where U is an (n S × n S ) orthonormal matrix containing the left singular vectors; S is an (n S × m) pseudo-diagonal and semi-positive definite matrix with diagonal entries containing the singular values, and V is an (m × m) orthonormal matrix containing the right singular vectors. The foregoing section indicates that the columns u i of matrix U are the principal directions and that a i (t) are the corresponding time coefficient vectors scaled by the singular values. Although the principal directions do not generally coincide with the mode shapes, equations (2) and (3) show that the subspace spanned by the 'active' principal directions, i.e. those with non-zero time vectors or, equivalently, those associated with non-zero singular values, is identical to the subspace spanned by the k mode shapes and by the residual vector r. Obviously, this is true provided that the number of excited mode shapes is lower than the number of sensors n S . The sensor fault detection methodology consists in comparing the subspace spanned by the reference data which are assumed to be healthy to the subspace spanned by the current data. A very efficient way of performing the comparison is to use the concept of principal angles between subspaces introduced by Jordan in the nineteenth century [19] . The principal angles between two subspaces are a generalization of an angle between two vectors, and their number is equal to the dimension of the smallest subspace. An illustration of this concept for two planes is given in figure 1 . There are two principal angles θ 1 and θ 2 , one of which is zero because the two planes intersect. A numerical algorithm for the computation of the angles involving a QR factorization and the singular value decomposition was proposed by Bjorck and Golub [20] and can also be found in [21] . It should be noted that the angles have already found several applications in electrical engineering [22, 23] and in structural dynamics [3, 17, 24, 25] . In this study, our interest lies in the largest angle which allows one to quantify how the subspaces are globally different.
In practice, due to the noise inherent in a measurement process, the largest angle between the subspaces spanned by the reference and current data will not be exactly zero even if all sensors are functioning correctly. Before applying the sensor validation process, the reference data are thus partitioned into several sets. The principal angle between the subspace spanned by each of these sets and the subspace spanned by the whole data set is computed, which gives us a collection of different angle values. When dealing with the current data set, an alarm is issued when the monitored angle exceeds the upper control limit (UCL) defined as the mean angle plus three times its standard deviation (see outlier statistics [26, 27] ). This corresponds to a 99.7% confidence interval for a normal distribution. This is illustrated in figure 2 .
When an alert is given, the faulty sensor is then isolated by removing one by one the sensors from both the reference and current data sets. The angle should then be minimum when the faulty sensor is discarded.
A final remark concerns the normalization of the data. When using PCA, it is often advised to deal with equally important variables (e.g. with unit variance). In some cases (e.g. sensor gain fault), it should be kept in mind that the normalization might mask the fault.
Sensor correction
Let us suppose that n S sensors are available giving a response vector x(t) and that for some reason the j th sensor fails. Let us also assume that the errant sensor has been identified. If the response given by this sensor contains important information, correction is then necessary. It is first assumed that the reference data set contains enough information to cover normal process operation. The most likely value for the errant sensor is defined as the value which minimizes the magnitude of the deviation between the response vector x(t) and its reconstructionx(t). In the approach pioneered by Kramer [4] and in [28] , the reconstruction is performed using non-linear PCA, but in this study, we restrict ourselves to the linear PCA described in section 2. Replacement of a sensor value thus involves finding the value of x j (t) such that
Equation (4) is a univariate optimization problem. If there is more than one missing sensor at a time, it requires a multivariate approach. It is however interesting to note that there is an analytical solution to this problem [8] . Suppose again that the j th sensor fails and that the value to be optimized is labelled x * . The objective function is
for zero-mean data (we recall that matrix P contains the principal directions). Now, defining A = A − I or a i j = a i j − δ i j where I is the identity matrix, the objective function becomes
The minimum with respect to x * is obtained by setting ∂ J /∂x * = 0. This gives After a little rearrangement this gives where {a k } is the kth column of A . It follows that
From a geometric point of view, this procedure amounts to finding the intersection between a straight line and the subspace spanned by the PCA modes. The straight line is parallel to the axis of the faulty sensor and is defined by the coordinates of the remaining sensors. This is pictured in figure 3 where the first sensor is unavailable, i.e., x 1 = 0.
Finally, it should be noted that, as in the previous section, the number of sensors must be greater than the number of structural modes involved in order to guarantee enough redundancy in the data.
Experimental application

Description of the experimental structure
The benchmark is similar to the one proposed by the Ecole Centrale de Lyon (France) in the framework of COST Action F3 working group on 'Identification of non-linear systems ' [29] . This experimental application involves a clamped beam with a thin beam part at the end of the main beam (cf figure 4) . The geometrical and mechanical properties of the set-up are listed in table 1.
Seven accelerometers which regularly span the beam are used to measure the response. The excitation force provided by an electrodynamic shaker is a white-noise sequence bandlimited in the 0-500 Hz range. Due to the thin beam part, the effect of gravity is not negligible. In order to reduce its influence, a set-up in which the thin beam is vertical and the shaker, located at position 3, excites the structure in a horizontal plane is considered. An interesting feature is that, if the structure may be assumed to be linear for low excitation levels, this is no longer the case for higher levels. Indeed, if the excitation level is increased, the thin part is excited in large deflection and a geometrical non-linearity is activated.
Two different kinds of sensor fault are simulated. Firstly, the acceleration measured at the third sensor is multiplied by 1.2 (gain fault). Secondly, it is replaced by a white-noise sequence of the same variance (sensor failure).
Sensor fault detection and isolation
Reference data.
The reference data set contains 70 000 points from each of the seven channels. It corresponds to an excitation level equal to 1.4 N for which the structural behaviour is linear. An important thing to check is that there are enough sensors in relation to the number of excited mode shapes. Table 2 lists the normalized singular values and their cumulative sum. Two singular values are zero which ensures enough redundancy in the data set. It should be noted that a modal analysis has revealed the presence of three natural frequencies in the 0-500 Hz range. This is relatively well reflected by the cumulative sum of the singular values as the first three singular values already account for 98.66% of the total energy. The remaining 1.34% may be attributed to the (small) participation of the modes outside the excited frequency range but also to the experimental noise.
The next step is to estimate the UCL. To this end, the data are partitioned into 28 different sets containing 2500 points each which gives us a collection of 28 different angle values. Figure 5 shows the average value as a function of the subspace dimension. This graph is used for choosing the appropriate subspace dimension. For seven PCA modes, the angle is exactly zero, which is expected because the data are seven dimensional. Obviously, it is not recommended to choose this number of modes. It is also interesting to notice that the angle suddenly increases from a dimension equal to 5 to a dimension equal to 6. There is a simple geometric explanation for this phenomenon. Suppose that we have a line and that we want to embed this one-dimensional object into a two-dimensional plane. The problem is ill-posed, and actually there are an infinite number of planes which fulfil this condition. As a result, the principal angle between two such planes can take an arbitrary value from 0
• to 90
• . This clearly demonstrates that the subspace dimension must always be chosen smaller than (or equal to) the 'true' dimensionality of the system. It is therefore decided to keep three PCA modes in the analysis; they capture almost 99% of the energy, and the mean angle is almost equal to zero. For a three-dimensional subspace, an alarm will thus be issued when the monitored angle will exceed the following angle (in degrees):
Current data.
The current data set contains 40 000 points whose last 20 000 correspond to a sensor fault. The current data set is partitioned into 16 different sets containing 2500 points each. Figure 6 displays the principal angle between the subspace spanned by each of these sets and the subspace spanned by the whole reference set for both sensor faults. In both cases, it can be observed that the first 20 000 points are well below the UCL, whereas this is no longer the case for the remainder of the data set. Note that the sensor failure is much easier to identify than the gain fault. Now that an alarm has been issued, the faulty sensor needs to be identified using the methodology described previously. Figure 7 presents all the angles obtained when the sensors are removed one by one. For both faults, it clearly appears that the angle approaches zero when the third sensor is removed.
It is worth pointing out that there is a even simpler way to identify the faulty sensor in the case of a gain fault. The strategy is based on the observation that the intersection between the reference subspace and the current subspace contains data points which are not affected by the fault. In other words, data points at the intersection must have a zero component at the faulty sensor. In addition, since we know the angle between the subspaces, it is possible to obtain an estimation of the gain error using the cosine rule. Because a gain fault is certainly not the most common sensor failure, this is not investigated further.
Non-linear behaviour.
The whole procedure has also been tested for when the reference data set corresponds to an excitation level for which the system is non-linear (22 N). Surprisingly enough, the results obtained were satisfactory then as well. This is expected as long as the excitation level remains the same for both the reference and current data. For instance, the results for the detection stage are shown in figure 8 . Linear behaviour. Now that the third sensor has been declared as faulty, the next step is to retrieve its original response. As underlined in the previous section, we have at our disposal 70 000 reference data points. First, the optimum number of retained PCA modes is determined using a sort of crossvalidation. More precisely, the response of the third sensor for the last 20 000 points is predicted using equation (10) and the modes of the first 50 000 points. The number of modes which gives the minimum mean square error (MSE) is then selected. The results are given in table 3 and suggest five PCA modes. The reconstructed response of the faulty sensor is now compared to its original response in figure 9 . 20 000 points were faulty, but for the sake of clarity only 500 points are represented. It can be observed that the two curves agree to the point where the difference between them is not visible (MSE = 0.04%).
Sensor correction has also been carried out for non-linear behaviour. Again, the results are almost as accurate as for the linear behaviour (MSE = 0.18%). 
Concluding remarks
The object of the present paper was to explore the use of PCA for sensor fault detection, isolation and correction. For each of these three objectives, reasonable consistency and accuracy has been observed in an experimental application. Furthermore, the procedure also seems to work well when dealing with nonlinear structural behaviour provided that the excitation levels are approximately the same for the reference and current data.
In order to integrate this approach in the framework of structural health monitoring, one has still to be able to discriminate between a sensor fault and structural damage. This issue will be carefully investigated in future work.
