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exponential dichotomy on the set of the integer numbers are given in terms of 
Lyapunov functions. p: 19W Academic Press, Inc. 
Consider the linear difference equation 
x(n + 1) = A(n) x(n), (1) 
where A(n) is an k x k invertible matrix function for n E Z= 
{) . ..) - 1) 0, 1, . . . >. 
In what follows we denote by 1.1 any convenient norm either of a vector 
or of a matrix. 
Equation (1) is said to possess an exponential dichotomy on the set Z 
if there exist a projection P (P* = P) and constants K> 0, 0 <p < 1 such 
that 
(X(n) P/k-‘(m)1 < Kp”-“, n>m 
(X(n)(Z- P) X-‘(m)1 G Kp”-“, 
(2) 
man 
where n, mcZ and X(n) =A(n- 1). .A(O) is the fundamental matrix of 
(1) such that X(0) = I. 
In the papers [S-lo] we have studied dichotomies for difference equa- 
tions on the set N= {O, 1, . ..}. However, in the above papers we usually 
required that the matrix A(n) be bounded on N. Now in Propositions 1 
and 2 of this paper using Lyapunov functions we give necessary and 
sufhcient conditions in order that a linear difference equation have an 
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exponential dichotomy on Z. These conditions do not impose the bounded- 
ness of the matrix A(n) on the set Z. In Propositions 3 and 4 using quad- 
ratic forms we give necessary and sufficient conditions for a dichotomy on 
Z. In Proposition 4 the boundedness of A(n) is required. We note that in 
[lo] using quadratic forms we have proved conditions for a dichotomy on 
the set N. 
The results of this paper are the discrete analogues of those of 
Muldowney [3] and Coppel [2]. 
We also note that in [4] the theory of dichotomies for difference 
equations is used as the main tool in the dynamical systems theory. 
MAIN RESULTS 
The following definition is used in Propositions 1 and 2. 
According to Muldowney [3, p. 4661 a pair of functions Vi(n, x): 
Z x Rk -+ R, i = 1, 2, which is Lipschitzian in x for every n E Z is said to be 
admissible if there exist supplementary projections Qi(n), Qz(n) of rank 
k, , k, independent of n such that for any n E Z 
and 
I Q,(n)1 d N i=1,2 (3) 
IQi(n) XI’< Vz(n, x)<b I Q;(n)-xl’, i= 1, 2, (4) 
for all FEZ, xcRk, where N>O, r>O, b>, 1. 
FROP~~ITION 1. Suppose that ( 1) has an exponential dichotomy (2) on Z. 
Then there exists an admissible pair V,(n, x), i = 1, 2 such that for every 
FEZ, x6Rk 
V,(n, x) dpV,(n - 1, A-‘(n - 1) x) 
V,(n + 1, A(n) x) >p-’ V,(n, x), 
where p is the constant in (2). 
(5) 
(6) 
Proof If n E Z, x E Rk consider the functions 
V/,(n,x)=sup{IX(m)PX~‘(n)xIp”-“, mEZ: -co<nbm<c0} 
V,(n,x)=sup(IX(m)(Z-P)X-‘(n)xIp”-”, mEZ: -c0<m~n<cx3}, 
where P, X(n) are defined in (2). Let Q,(n) =X(n) PX-‘(n) and 
Q*(n) = X(n)(Z- P) X-‘(n). 
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From (2) and arguing as in the proof of Theorem 2.3 [3, p. 4711 we can 
easily prove that Vi(n, x), i = 1, 2 are Lipschitzian in x for every n E 2 and 
I Qi(n, .x-I d V;(n, x) G K I Q;(n) x I, i= 1, 2, 
where n E Z and K are defined in (2). So the pair V,(n, x), i= 1,2 is 
admissible. 
We now prove (5). Let n E Z, x E Rk, and x(s), s~Z be the solution of 
(1) such that x(n)=x. Since X~‘(n)x(n)=X~‘(n- l)x(n- 1) we get 
v,(n,x(n))=sup{IX(m)PX~‘(n)x(n)lp”~”’, mEZ:n<m} 
=psup(IX(m)PX-‘(n- l)x(n- l)Ip” -lprn, meZ:n<m). 
Therefore we obtain 
V,h x(n)) 
~psup(/X(m)PX~‘(n-1)x(n-1)~p”~‘~”,m~Z,n~m+1) 
=pV,(n- 1, x(n- l))=pV,(n- 1, A-‘(n- 1)x(n)). 
Since x(n) = x we have that (5) holds. Similarly we can prove (6). Thus the 
proof of the proposition is completed. 
EXAMPLE 1. Consider the system (1) where 
A(n) = 
(;)3nZ+3w+ I 23,?+3n+ 1 _ (;)3n*+3n+ 1 
0 Z3”2+3n+ I 
n E Z. 
Then the matrix function 
x(n)= o 
( 
($3 2”’ _ (1)“’ 
2”’ > 
is a fundamental matrix solution of (1) such that X(O) = I. Suppose that we 
use for a vector x = col(x,, x2) the norm 1 x ( = sup { I x1 1, ).x2 I}, and for a 
matrix A the induced operator norm. We can now show that (1) has an 
exponential dichotomy (2) on Z with projection P= (A -A) and constants 
K= 2, p = i. Therefore, from Proposition 1 there must exist the required 
admissible pair V,(n, x), i= 1, 2 which satisfies (5) and (6). If 
x = col(x, , x2) we take 
Vlhx)=IxI--x,I, V2(n, xl = I x2 I. 
Let Ql(n)=X(n)PXpl(n)=(A -’ 0), Qz(n)=Z-Q,(n). Then it is obvious 
that for every n E Z and x E R2, 
I Qdn) x I = Viny x) d 2 I Q,(n) x I, i= 1, 2. 
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So the pair Vi(n, x) is admissible and it is easily proved that relations (5) 
and (6) are satisfied. 
PROPOSITION 2. Suppose that there exist a function q(n) : Z + R+, 
q(n) # 0 for all n E Z, a constant p, 0 <p < 1, and an admissible pair V,(n, x), 
i= 1,2 such that for all nEZ, XE Rk 
Vl(n,x)<q’(n- 1) V,(n- l,A-‘(n- 1)x) if V,(n, x) 2 1, VAn, xl 
(7) 
V,(n, x) dp’V,(n - 1, K’(n - 1) x) if 1, V,(n, x) 2 V,(n, x) 
(8) 
V,(n + 1, A(n) x)>p-‘V,(n, x) if V,(n, x) d 4 V,(n, x) 
(9) 
V,(n + 1, A(n) x) 2 q’(n) VAn, x) if 1, V,(n, x) G V,(n, x), 
(10) 
where Ii, i = 1, 2 are constants such that lib < 1, i= 1, 2, b, r are the constants 
in (4). Then (1) has an exponential dichotomy on Z. 
Proof. Set vi(n, x) = n::A q-‘(s) V;(n, x), i= 1, 2. Let x(n) be an 
arbitrary solution of (1). 
We claim that if 
for a mcZ then 
1, P,(m, x(m)) 2 B,(m, x(m)) (11) 
1, PA4 x(n)) 2 FAn, x(n)) (12) 
for nEZ, --oo <n<m. First we prove (12) for n=m- 1. Suppose on the 
contrary that 
1, P,(m - 1, x(m - 1)) < P,(m - 1, x(m - 1)). (13) 
From (7) and (10) we can easily show 
P,(n, x(n)) < P,(n - 1, x(n - 1)) if Vl(n, x(n)) 2 4 P,(n, x(n)) 
(14) 
p,(n + 1, x(n + 1)) 2 P,(n, x(n)) if I, P,(n, x(n)) < P,(n, x(n)). 
(15) 
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Since lj< 1, i= 1,2 from (11) we get 
P,(m, x(m)) 2 I; * v2,(m, x(m)) 3 I, F,(m, x(m)). 
Hence from (14) we take 
V,(m, x(m)) < P,(m - 1, x(m - 1)). 
Combining (13) and (15) we obtain 
V*(m - 1, x(m - 1)) < P,(m, x(m)). 
Using (16), (13) and the last relation we have 
~,(m,x(m))~~P,(m-l,x(m-l))<I,‘V,(m-l,x(m-l)) 
< 1, ’ P,(m, x(m)) 
(16) 
which contradicts (11). So (12) holds for n = m - 1. Arguing as above we 
can easily prove (12) for n = m - 1, m - 2, . . . . Thus the proof of our claim 
is completed. So it is obvious that if 
for a m E Z then 
1, V,(m, x(m)) 2 vz(m, x(m)) (17) 
1, V,(n, x(n)) 2 Vz(n, x(n)) (18) 
for FEZ, -co<n<m. 
Let x(n) be a solution of (1) such that x(m)E Q,(m) Rk, m EZ. Then 
Qz(m) x(m) = 0. So since from (4) Vz(m, x(m)) d b 1 Q*(m) x(m)/’ we have 
that (17) holds. Therefore, (18) is satisfied. Then arguing as in the proof of 
Theorem 2.1 [3, p. 4691 we can prove that there exists a k, dimensional 
subspace S, of solutions of (1) such that if x(n) E S, we have 
Therefore if x(n) E S, from (8) we take 
VI(~, x(n)) Qp’V,(H - 1, x(n - 1)) < ... <<p(n-m’r V,(m, x(m)), n3m. 
So from (4) we get 
I QI(~) x(n)1 d bl’rp(n-m)l Q,(m) x(m)l, nam. 
So since from (4) and (19) the relation 
I Q,(n) x(n)1 G (l,b)“’ I Q,(n) x(n)1 3 nEZ (20) 
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holds we can easily prove that 
I x(n)1 = I Q,(n) x(n) + Q&l x(n)1 G b”‘(l + (4)“‘)~“-” I Ql(m) x(m)l. 
Then from (3) we have 
Ix(n)1 dNb”‘(1 + (bl,)“‘)p”-” Ix(m)l, n>,m (21) 
for all solutions x(n) E Sr . 
Arguing as above we can easily prove that there exists a k, dimensional 
subspace S, of solutions of (1) such that if x(n) E S2 we have 
V,h x(n)) 6 4 ~A& x(n)) 
for n, - 00 <n < co. So from (4) we get 
I Q,(n) x(n)1 d t&b)“’ I Q,(n) x(n)l, n E z. (22) 
Using (9) and the same argument o prove (21) we can easily prove 
Ix(n)1 <A%“‘(1 + (Z,b)“‘)p”-” Ix(m)l, m 3 n, (23) 
where x(n) E S,. From (20) and (22) we have that S, , S, are supple- 
mentary. Let P be a projection such that Px(n) =x(n), x(~)E S,. Put 
PI(n) = X(n) PX-l(n), P,(n) = X(n)(Z- P) X-‘(n). From (20) and (22) we 
get 
I Qz@) f’~(n)l d (IIb)“’ I Q,(n) PI( > nEZ 
I QIb) PAnIl d (bh)“’ I Q2b) f’An)l, n E z. 
So since lib < 1, i= 1,2 from (3) and Lemma 2.5 [3, p. 4681 there exists a 
positive number L 3 0 such that 
I X(n) PX-‘(n)l <L, n E Z. (24) 
So from (21), (23), and (24) we have that ( 1) has an exponential 
dichotomy. Thus the proof of the proposition is completed. 
In the remainder of-this paper we use the Euclidean norm. The following 
lemma which is used in the proofs of Propositions 3 and 4 has been proved 
in [9]. For readers’ convenience we state it here 
LEMMA 1. Equation (1) has an exponential dichotomy (2) with a projec- 
tion P if and only if the adjoint equation of (1) 
x(n+ l)=k-‘(n)x(n), nEZ (25) 
has an exponential dichotomy with the projection I- c. 
409!152!2-I6 
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Proof Suppose that (1) has an exponential dichotomy (2). Then since 
we use the Euclidean norm we get 
) ii-‘(m)(Z- E;) i(n)1 <K/J”- ‘, man 
/k’(m) j,?(n)1 d Kp”-“, n>m. 
(26) 
Since Y(n) =2-‘(n) is a fundamental matrix solution of (25) the proof of 
necessity of the lemma is completed. The sufficiency can be proved by using 
the same argument. 
PROPOSITION 3. Suppose that (1) has an exponential dichotomy (2) on Z. 
Then there exist symmetric bounded matrix functions H(n), G(n), n E Z such 
that 
k(n) H(n+ l)A(n)-H(n)< -yl 
A-‘(n) G(n + 1) k’(n) - G(n) < --yZ, 
where y is a positive constant. 
(27) 
C-28) 
Proof: Let X(n) be the fundamental matrix solution of (1) which 
satisfies (2). Consider 
H(n) = 2 f i-‘(n) P?(s) X(s) PX-‘(n) 
s = n 
n-1 
- 2 C F’(n)(Z- I;) i(s) X(s)(Z- P) X-‘(n). 
,s= -a 
Obviously H(n) is a symmetric matrix and from (2) we can easily prove 
that H(n) is a bounded matrix function. Arguing as in [ 10, p. 631 the 
relation (27) is satisfied with y = 1. 
From*Lemma 1 we have that (25) has a fundamental matrix solution 
Y(n) = X-‘(n) which satisfies (26). Let 
G(n) = 2 z X(n)(Z- P) X-‘(s) k’(s)(Z- k) g(n) 
s=n 
n-l 
- 2 C X(n) PX-‘(s) F’(s) FJ?(n). 
.s= -00 
It is obvious that G(n) is a symmetric matrix and from (26) we can easily 
show that G(n) is a bounded matrix function. Applying the proof of 
Proposition 1 [lo, pp. 62-631 to Eq. (25) we can easily prove that the 
matrix G(n) satisfies (28) with y = 1. So the proof of the proposition is 
completed. 
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Let Z+ =N= (0, 1, . . . . } and Z- = (, . . . . -2, -1, O}. 
Before giving the last result of this paper we need the following lemma. 
LEMMA 2. Suppose that (1) has exponential dichotomies on Z+, Z- and 
has no nontrivial bounded solution on Z. Then there exist projections P, , P- 
such that 
P+P_=P-P+=P, (29) 
and (1) has an exponential dichotomy on Z+, Z- with projections P,, P-, 
respectively, corresponding to the fundamental matrix solution X(n), 
X(0) = z. 
Proof From the hypothesis, Eq. (1) has an exponential dichotomy on 
Z+, Z-. Let PI, P, be the corresponding projections and X(n) be the 
fundamental matrix solution of (1) such that X(0) = I. Let V, be the range 
of P, and V, be the nullspace of P,. Since (1) has no nontrivial bounded 
solution on Z we have V, n I/, = (0). So, we can choose a projection P, 
with range space I/, and a projection P- with nullspace V, such that the 
space V, is contained in the nullspace of P, and the space V, is contained 
in the range of P- . Then (29) follows immediately. 
Now since the projections P,, P, have the same range and the projec- 
tions P,, P- have the same nullspace, from [l, pp. 16, 171 we can easily 
prove that (1) has an exponential dichotomy on Z+, Z- with projections 
P, , P- , respectively, corresponding to X(n), X(0) = I. Thus the proof of 
the lemma is completed. 
PROPOSITION 4. Suppose that there exist symmetric bounded matrix 
functions H(n), G(n) which satisfy (27) and (28) correspondingly. Let also 
A(n) be boundedfor all n E Z. Then (1) has an exponential dichotomy on Z. 
Proof Arguing as in [lo, p. 621 it is easy to show that (28) is 
equivalent to 
d(~(n)G(n)y(n))=~(n+l)G(nfl)y(n+l)--(n)G(n)y(n) 
G -Y I Y(n)lz3 (30) 
where y(n) is an arbitrary solution of (25). 
First we prove that (25) has no nontrivial bounded solution. Suppose on 
the contrary that (25) has a nontrivial bounded solution y(n). Since G(n) 
is bounded for neZ we have that the function q(n)=!(n) G(n) y(n) is 
bounded for n E Z. We show that 
cp(O) ’ 0. (31) 
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Suppose ~(0) < 0. From (30) we have that q(n) is strictly decreasing. So we 
have 
dl) < dOI G 0. (32) 
Since from hypothesis I G(n)/ 6~~ FEZ, p >O it holds 1 cp(n)l = 
Ij(n) G(n)y(n)l <p Iv(n)I*. So we get - I.~~(n)I*<~--‘cp(n). Therefore 
from (30) we take 
q(n+l)w+YP-‘)cP(n)~ nEZ 
from which we take 
-q(n)2 -(l +yp?)“-lcp(l), n> 1. 
So from (32) we have -q(n) -+ co as n + co which contradicts the boun- 
dedness of cp(n) on Z. Therefore (31) holds. Since 1 q(n)1 <p 1 y(n)]* we get 
pL-‘q(n) < I y(n)j2. Then from (30) we have cp(n + 1) d (1 - yp-l) cp(n) 
from which we obtain 
dO)(l - W’Y G cp(n), n d 0. 
Without loss of generality we may assume p > y. Hence from (31) we have 
q(n) --) co as n -+ - cc which contradicts again the boundedness of q(n) on 
Z. So (25) has no nontrivial bounded solution. 
From (27) and arguing as in Proposition 2 [ 10, p. 64-681 we have that 
(1) has exponential dichotomies on Zf, Z-. So from Lemma 1 we have 
that (25) has an exponential dichotomy on Zf, Z-. Then, since (25) has 
no nontrivial bounded solution on Z, from Lemma 2 there exist projections 
Ql, Q2 such that 
QlQz=QzQ,=Q, (33) 
and (25) has an exponential dichotomy on Z+, Z- with Q,, Q2, iespec- 
tively, corresponding to the fundamental matrix solution Y(n) = X-‘(n), 
X(0) = I. Therefore from Lemma 1, Eq. (1) has an exponential dichotomy 
on Z+, Z- with projections Q, = I - Q: , Q ~ = I - Q:, respectively, and 
X(n), X(0) = I. Relation (33) implies that 
Q+Q- =Q-. (34) 
Using (27) and arguing as above to prove that (25) has no nontrivial 
bounded solution on Z we can easily prove that (1) has also no nontrivial 
bounded solution on Z. Then from Lemma 2 there exist projections P, , 
P_ such that 
P+P_=P, (35) 
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and (1) has an exponential dichotomy on Z+, Z- with P, , P-, respec- 
tively, corresponding to X(n), X(0) = I. 
It is clear that since (1) has an exponential dichotomy on Z+, corre- 
sponding to the fundamental matrix solution X(n), X(0) = Z, we have that 
the range of the corresponding projection is uniquely determined as the 
subspace consisting of the initial values of all bounded solutions of (1) on 
Z+. This implies that the projections P, , Q, have the same range. There- 
fore we take 
f'+Q+=Q+. (36) 
A similar argument shows that the projections I- P_ and I- Q- have the 
same range. So we obtain 
P-Q-=P-. (37) 
Multiply both sides of (34) from the left by P, . Then using (36) we get 
Q-=P+Q-. (38) 
Now multiply both sides of (35) from the right by Q- . Then from (37) 
we have 
P+=P+Q-. (39) 
Relations (38) and (39) imply that P, = Q _ . So (1) has an exponential 
dichotomy on Z. Thus the proof of the proposition is completed. 
EXAMPLE 2. Consider the system (1) where 
Taking H(n) = diag(Hi(n), H,(n)), n E Z, where 
H&Z)=4 1 
27 (2n+ 1)2 
( 36n2 + 60n + 41) 
H,(n)= - 
1 
27(2n + 3)2 
(36n* + 12n + 17), 
we can easily prove that 
k(n) H(n + 1) A(n) - H(n) = --I, n E 2. 
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x(n), n E Z. 
We set G(n)=diag(G,n), G,n)), Gl(n) = -H;‘(n), G,(n) = --H;‘(n). 
Since the relations 
(2n+l)’ 1 (2n + 1)2 1 
36n2+60n+41’z 
and 
36n2 + 132n + 137 ’ 137 
hold it is easily proved that 
4 (2n + 1)2 
(2n + 3)’ 
G,(n+l)-G,(n)< -0,03, n E Z. 
Now, from 
(2n+3)2 1 
36n*+ 12n+ 17>‘%% 
and 
(2n+3)* 1 
36n2 + 84n + 65 ’ 50’ 
and using simple calculations we get 
1 (2n + 3)2 
4(2n+5)2 
G,(n + 1) - G,(n) < -0, 01, n e Z. 
Then it is obvious that 
K’(n)G(n+l)k-l(n)-G(n)< -0,Ol Z, n E Z. 
So all the hypotheses of Proposition 4 are satisfied. Therefore (1) must 
have an exponential dichotomy on 2. We can easily prove that (1) has an 
exponential dichotomy on Z with projection P = diag( 1,0) and constants 
K= 5, p = (f)“? 
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