Recently, a glottal vocoder has been integrated in the IBM concatenative TTS system and certain configurable global voice transformations were defined in the vocoder parameter space. The vocoder analysis employs a novel robust glottal source parameter estimation strategy. The vocoder is applied to the voiced speech only, while unvoiced speech is kept unparameterized, thus contributing to the perceived naturalness of the synthesized speech.
Introduction
TTS voice modification is an attractive alternative to expensive, lengthy and human labor consuming recording and processing of new speech datasets. Foreseen entertainment applications in particular will require multitudes of distinct TTS voices to be created on demand which makes the voice modification the merely viable option.
The goal of this work is to endow a product level unit selection TTS system with voice modification capabilities provided that: 1) new distinct virtual voices can be derived from the same TTS voice on-the-fly without the need for a target speaker data; 2) the virtual voices retain high speech quality; 3) the voice modification controls can be set externally by the user and fed to the system together with the input text. The last requirement makes the new voice creation process scalable and deployable as a part of a TTS cloud service. Such a service allows users to create new virtual voices on demand, per their imagination, needs and preferences with no need in audio recordings. The baseline product level concatenative system used in this work is the IBM TTS system [1] underlying the Watson TTS service [2] .
It is known that voice modifications in general degrade the synthesized speech quality and therefore remain a research topic. Most of the voice modification research works, such as [3] and [4] , deal with a conversion or morphing of a source speaker voice to a target speaker voice. This is another setup where a similarity between the modified source and target voices is the goal, and voice modifications are optimized using the target speaker audio data.
Most of the existing works that deal with the untargeted voice modification or transformation, such as [5] , [6] and [9] , explore only glottal source modifications and do not aim at a distinct voice persona creation. The latter is considered a goal in [10] but this publication reports neither the specific transformations used nor formal evaluation results.
To achieve our goal we have developed a glottal vocoder and integrated it in the baseline TTS system. The vocoder is applied to the voiced speech only, while unvoiced speech is kept unparameterized, thus contributing to the perceived naturalness of the synthesized speech. Externally configurable global transformations of the glottal source and vocal tract are applied in the vocoder parameter space.
A variety of methods has been proposed for the glottal source and vocal tract parameters estimation. Most of them rely on the Liljencrants-Fant (LF) glottal pulse model [14] and the reduced Fant model [15] . For the LF parameters estimation the works [8] - [10] employ algorithms that require precise glottal closure instance (GCI) location. The works [9] - [12] apply multidimensional optimization in the LF space while [6] and [7] use the reduced Rd-space [15] which enables more robust analysis procedures but is limiting in terms of the sound representation.
Aiming at an accurate and robust procedure suitable for large voice datasets processing we prefer to avoid the dependency on the GCI locations, employ only scalar optimizations but go beyond the limited Rd-space. To this end we have developed a novel LF parameter estimation algorithm cascading two scalar optimization procedures. At the synthesis part we propose a novel glottal pulse modification approach respecting the LF parameter constraints.
The rest of the paper is organized as follows. In section 2 we present the speech production model used. Sections 3 and 4 describe respectively the speech analysis and synthesis algorithms. The voice transformation algorithms are presented in section 5. Section 6 presents listening evaluation results.
Speech production model
The conventional model of voiced speech within a short time window can be represented in the frequency domain as The bracketed expression represents the glottal source spectrum as a sum of the harmonic component H multiplied by the glottal pulse spectrum P and the aspiration noise component N. V is the minimum phase vocal tract transfer function. The lip radiation effect, which is approximated as the time-domain differentiation, is not explicitly present in (1) but is considered included in the glottal pulse and aspiration noise. Hereafter, referring to the glottal pulse we mean the glottal flow temporal derivative.
The harmonic component H corresponds to the timedomain delta-impulse train determined by the pitch period.
For the glottal pulse we adopt the LF model [14] The LF pulse is determined by its duration which is equal to the pitch period T0, the rise time Tp, start of the return phase Te, the return phase duration Ta and gain Ee. Hereafter we deal with the relative dimensionless parameters ߬ ൌ ܶ ܶ Τ , ߬ ൌ ܶ ܶ Τ and ߬ ൌ ܶ ܶ Τ that determine the pulse shape.
In [15] Fant has developed a reduced glottal pulse space represented by a single basic shape parameter ܴ݀ ൌ ܴ݀ሺ߬ ǡ ߬ ǡ ߬ ሻ. Fant has found experimentally a reverse mapping that allows to reconstruct the LF shape parameters from the Rd value.
We represent the vocal tract by a high-order autoregressive model (AR) encoded by the Line Spectral Frequencies (LSF) rather than the general minimum phase model. Hence our TTS synthesizer benefits from the advantageous interpolative properties of the LSF.
Analysis
Pitch Estimation and Glottal Source Separation: A pitch contour is extracted from the speech signal at a 5ms-update rate using a proprietary pitch estimator [18] . All unvoiced frames are skipped. Each voiced frame is analyzed within a 3.5 pitch cycles long window.
To estimate the raw glottal signal within the analysis window we use the Iterative Adaptive Inverse Filtering (IAIF) method [16] based on the open source implementation available at COVAREP [17] .
Preliminary Rd-pulse Fitting: The optimal Rd-pulse and its position relatively to the raw glottal signal are jointly estimated by maximizing the correlation coefficient between a synthetic Rd-pulse waveform p(Rd) and the pitch period long portion g(O, T0) of the raw glottal signal starting at a time offset O:
The optimization problem (2) can be solved using the simplex search method [19] implemented by the MATLAB 1 function fminsearch. Then a preliminary estimate of gain Ee is obtained as:
Aspiration Noise Modeling:
The aspiration noise within a single pitch cycle is obtained by subtracting the Rd pulse ‫ܧ‬ ෪ ή ‫‬ሺܴ݀ ‫כ‬ ሻ from the glottal signal g(O * ,T0). The noise sequence is purified by iterative outliers excluding. A 500 Hz high-pass filter is applied to the noise and the noise level is estimated as the squared energy ratio of the high-passed noise signal and the Rd pulse.
optimization: The Rd-parameterization reduces the LF space enabling tractable and robust estimation procedures. However this reduction limits the accuracy of the real glottal pulse representation. We found that the Rd-model captures well the general pulse shape reflected in ߬ and ߬ while in many cases it fails in representing the sharp closure phase encoded in ߬ . With fixed ߬ and ߬ the ߬ value determines the glottal pulse spectrum tilt.
Hence the next analysis step is the pulse model refinement by a ߬ optimization using the cost function in the form of the log-spectral difference between the raw and synthetic glottal signals:
where: GS is the raw glottal signal spectrum; ܲሺ߬ ሻ is the spectrum of the LF pulse with ߬ and ߬ derived from Rd * , arbitrary ߬ and gain (3); N is the amplified ideal 500 Hz highpass spectrum modeling the aspiration noise. The optimization (4) by the golden section search with parabolic interpolation [20] implemented by the MATLAB function fminbnd. An example illustrating the ߬ optimization is shown in Figure 2 . Finally, the temporal trajectories of the LF shape parameters and aspiration noise level are smoothed by a moving averaging window.
Vocal Tract modeling and source gain estimation: A power spectrum of the glottal source model is composed as the sum of the glottal pulse and the aspiration noise power spectra. A low order AR operator is derived from this power spectrum and applied to the speech signal within the analysis window. The filter output is passed to the standard LPC analysis which yields a high order AR operator representing the vocal tract. This AR operator is converted to a LSF vector.
The final glottal source gain Ee estimate is obtained as the squared energy ratio of the speech signal pitch cycle starting at the time offset O * and the normalized synthetic signal. The latter is calculated using the unity gain.
The analysis yields for each voiced frame a set containing the normalized LF shape parameters, the aspiration noise level, the source gain and the vocal tract LSF vector of order 40 for 22kHz speech. This set is referred to as Glottal Source -Vocal Tract (GSVT) frame. The GSVT frames are stored in the voice dataset. A segment index provides a prompt access to the first and last GSVT frames associated with each speech segment.
Synthesis
Our semi-parametric synthesizer replaces the legacy PCM waveform generator. It receives the segment sequence produced by the TTS selection process along with duration and pitch targets. A segment is of a sub-phone level and may contain a mix of voiced and unvoiced frames. The synthesizer parses the segments and composes sequences of voiced GSVT frames and unvoiced PCM frames forming interleaving voiced and unvoiced regions. The unvoiced regions processing is inherited from the legacy PCM waveform generator. The voiced regions synthesis is explained below. The neighboring voiced and unvoiced regions are spliced together using a one pitch cycle long overlap-add window.
Global voice modification transforms described in the next section are applied to each GSVT frame.
Within a voiced region the temporal trajectories of all the modified GSVT parameters are smoothed in a vicinity of noncontiguous segment joints using a moving averaging window.
Then a voiced region is synthesized in the time-domain using an autoregressive source-filter process outlined below.
Time stamps marking pitch cycle start instants are generated according to the desired pitch curve and segment durations. A set of the GSVT parameters is calculated for each pitch cycle by interpolating respective parameter values between the frames surrounding the pitch cycle start instant. Thus the glottal source and vocal tract parameters evolve smoothly from cycle to cycle.
The aspiration noise for the entire voiced region is initialized as a 500Hz high-pass filtered Gaussian noise. The noise is amplitude modulated within each pitch cycle by the integrated glottal pulse shape as described in [7] and multiplied by a smooth gain curve derived from the cycle-wise noise levels.
A sequence of the LF glottal pulses is generated and added to the noise signal forming a glottal source component which is then amplitude modulated by a smooth curve derived from the cycle-wise gain values.
Finally the synthesized speech signal is obtained as:
where k is the current pitch cycle index; tk is the current cycle start time; pk(t) and ܽ ሺ‫ݐ‬ሻ are respectively the glottal pulse and AR operator derived from the vocal tract LSF vector; n(t) is the amplitude modulated high-passed Gaussian noise; ߪሺ‫ݐ‬ሻ and E(t) are respectively the noise level and gain curves.
Voice modifications
Pitch and duration modifications: These modifications are inherent to the GSVT synthesis process. The pitch modification is achieved by the required settings of the pitch cycle start instants. The glottal pulses uniformly stretch/shrink in time preserving their shape while the vocal tract AR operator remains unchanged. The duration modification is achieved by a proper mapping of the pitch cycles to the GSVT frames.
Glottal pulse modification:
The sharpness of a glottal pulse represented in the reduced Rd-space can be easily modified by changing the Rd value as it was done in [7] . In the full LF-domain, the following constraints apply to the glottal pulse shape parameters: ʹ߬ ߬ ൏ ͳ െ ߬ One way to assure that a modified pulse meets the constraints is to calculate it as a convex linear combination with another valid pulse in the LF space.
We set up two polar LF pulses Plax and Ptense (shown in Figure 3 ) corresponding to a very lax and a very tense phonation types respectively. The glottal pulse P of each GSVT frame is mixed in the normalized LF space with a polar pulse in a controlled proportion:
where G is an externally specified mixing factor referred to as glottal tension control. Negative/positive values of the control reduce/increase the perceived glottal tension.
Aspiration noise level modification:
The aspiration noise level of each GSVT frame is multiplied by an externally specified factor referred to as breathiness control. We found that this control is particularly useful in a combination with the glottal tension modification. It allows to compensate an extra breathiness or a lack of breathiness arising from the glottal tension lowering or increasing respectively.
Vocal tract transformation:
The vocal tract LSF vector of each GSVT frame is converted to the magnitude spectrum V(f). A modified spectrum is calculated as ܸ ௗ ሺ݂ሻ ൌ ܸሺ ିଵ ሺ݂ሻሻ where ݂ ௨௧ ൌ ‫ݓ‬ሺ݂ ሻ is a monotonous piecewise linear frequency warping function passing throw predefined break points ሼሺ‫ܨ‬ ǡ ‫ܨ‬ ௨௧ ൌ ‫ܨ‪ሺ‬ݓ‬ ሻሻǡ ݅ ൌ ͳǡ ǥ ǡ ‫ܭ‬ሽ. The break point coordinates are referred to as input and output nodes respectively. The following constraints apply to the input/output node sequence:
The transformed spectrum is approximated by an AR model which is converted to a modified LSF vector. The gain of the GSVT frame is multiplied by a factor obtained as the energy ratio of the original and modified vocal tract spectra.
Informal listening reveals that 3 -5 frequency break points with constant input nodes enable a rich repertoire of the vocal tract modification. The output nodes can be exposed for the external vocal tract modification control.
Subjective listening evaluation
All the evaluations reported below have been conducted using the Amazon Mechanical Turk (AMT) platform. The TTS samples have been generated from the same set of 40 sentences. The number of rates per stimuli ranged between 15 to 25 depending on the evaluation yielding from 600 to 1000 votes per system. The evaluation scores are reported along with their 95% confidence interval.
MOS scores of the semi-parametric GSVT synthesis without voice modifications compared to the baseline PCM synthesis for male and female US English voices are presented in Table 1 . This evaluation was done for the research purpose only. We do not see a rational for switching to a parametric synthesis when voice modifications are not requested. Following evaluations of the voice modification capabilities were conducted with the male voice.
The evaluation summarized in Table 2 assessed the influence of the glottal source modifications on the perceived speech quality. The combinations of down/up pitch transpositions and two-way glottal pulse modifications of equation (6) were applied to the four equal parts of the 40-sentence set. The evaluation reveals that certain glottal source modifications can improve significantly the perceived speech quality and even bring an advantage to the semi-parametric synthesis over the baseline PCM synthesizer. Tables 3, 4 and 5 summarize an evaluation of two virtual voice examples created by a combined glottal source and vocal tract modification. The evaluation assessed the overall quality and voice distinctiveness. Both virtual voices used the glottal tension reduced with G=-0.3 (6) . In a real-life application the average pitch level for a certain new voice may be constrained in order to match the (real or imaginary) visual appearance of an artificial subject. Hence the two virtual voices used a moderate pitch transposition of ±0.15% compared to the original voice. The vocal tract transformations VocTract-1 and VocTract-2 employed for the voices share the same frequency warping input nodes {200, 600, 1200, 2200, 3600} and the following output node sets respectively {250, 700, 1300, 1900, 3000} and {150, 500, 1100, 2100, 3000}. Although these combined voice modifications reduced the MOS rates, the quality is still quite high in the absolute terms.
To assess the virtual voice distinctiveness a subject was presented with a pair of samples and asked to rate their voice similarity/dissimilarity on the symmetric MOS-like scale presented in Table 4 . Only the verbal categories were displayed without their associated rates. The MOS-style dissimilarity scores between the baseline and virtual voices are presented in Table 5 . These examples confirm the feasibility of creation distinct virtual voices that retain high speech quality.
Conclusions
In this work we endowed a product level concatenative TTS system with instant voice transformation capabilities. New virtual voices can be derived from an existing large and meticulously cleaned TTS voice on-the-fly without the need for a target speaker data. The voice transformation controls can be set externally by the user. The voice transformations are applied to the voiced speech only in a glottal vocoder parameters space. The vocoder contains a novel robust glottal pulse parameter estimator. Our voice transformation repertoire includes both vocal tract and glottal source transformations using a novel glottal pulse modification algorithm. The listening evaluations confirm the feasibility of creation distinct virtual voices that retain high speech quality.
The technology presented in this paper is implemented in IBM Watson TTS service [2] . Currently three transformable semi-parametric GSVT voices are exposed. The transformation controls are accepted as a part of user's input composed using a Speech Synthesis Markup Language (SSML) extension.
