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We present an ab-initio study of the spin-resolved optical conductivity of two-dimensional
(2D) group-VIB transition-metal dichalcogenides (TMDs). We carry out fully-relativistic density-
functional-theory calculations combined with maximally localized Wannier functions to obtain band
manifolds at extremely high resolutions and focus on the photo-response of 2D TMDs to circularly-
polarized light in a wide frequency range. We present extensive numerical results for monolayer
TMDs involving molybdenum and tungsten combined with sulphur and selenium. Our numerical
approach allows us to locate with a high degree of accuracy the positions of the points in the Bril-
louin zone that are responsible for van Hove singularities in the optical response. Surprisingly, some
of the saddle points do not occur exactly along high-symmetry directions in the Brillouin zone,
although they happen to be in their close proximity.
I. INTRODUCTION
Graphene-related materials1,2 (GRMs) are at the cen-
ter of a great deal of experimental and theoretical inter-
est3–6 because of their potential impact in technological
applications ranging from electronics to photonics, opto-
electronics, and plasmonics.
Among GRMs, two-dimensional (2D) transition metal
dichalcogenides (TMDs)7 have emerged as a class of
promising materials8,9. Contrary to 2D semimetals such
as single-layer graphene, 2D TMDs are semiconduc-
tors10–15 with a direct gap in the visible frequency range,
which makes them ideal candidates for applications re-
quiring strong light-matter interactions16–18.
Monolayers of group-VIB TMDs are compounds of the
type MX2 where M is a transition metal such as Mo and
W and X is a chalcogen such as S and Se. Structurally,
2D group-VIB TMDs are composed of an atomic trilayer
in a X-M-X configuration where M displays a trigonal
prismatic coordination; the whole crystal is characterized
by hexagonal symmetry. Conduction and valence band
edges are at the corners K and K′ of the first Brillouin
zone (1BZ). At variance with graphene, these 2D mate-
rials are non-centrosymmetric and they are characterized
by strong spin-orbit coupling (SOC), which is mostly due
to the presence of heavy metals12,14.
The lack of inversion symmetry leads to a low-energy
valley optical selection rule, with inter-band transitions
around the K and K′ valleys being coupled to left- and
right-handed circularly polarized light19, respectively.
SOC together with the lack of inversion symmetry in-
duces strong coupling between spin and valley of elec-
trons. These features can lead to the possibility of tech-
nological applications based on the control of spin and
valley degrees-of-freedom20–24.
Using density functional theory (DFT) calculations,
Carvalho et al.13 were the first to evaluate the joint
density-of-states (JDOS) of 2D TMDs. They found
logarithmic singularities—i.e. van Hove singularities
(VHSs)—in the JDOS as a function of energy and at-
tributed them to “band nesting” (see below). Evidence
of VHSs has recently emerged in photoluminescence ex-
citation spectroscopy studies25 of 2D TMDs.
In this Article we investigate the spin-resolved optical
conductivity of selected 2D TMDs taking into account
SOC. We use fully-relativistic ab-initio DFT calculations
combined with the use of maximally localized Wannier
functions. This approach allows us to study with great
accuracy the critical points in the band structure of 2D
TMDs and to locate saddle points, which are responsible
for VHSs in the optical spectra.
This Article is organized as following. Technical de-
tails on the first-principles calculations are summarized
in Sect. II. In Sect. III we present our main results for
the fully-relativistic band structure together with a dis-
cussion of the impact of SOC. In Sect. IV we collect our
main results for the optical conductivity as a function of
photon energy and for its dependence on the light polar-
ization. Sect. V is devoted to band nesting and VHSs. A
brief summary and our main conclusions are reported in
Sect. VI.
II. TECHNICAL DETAILS ON THE
FIRST-PRINCIPLES CALCULATIONS
First-principles simulations have been performed at
the level of DFT, as implemented in the PWscf code of
the Quantum ESPRESSO distribution26. The exchange-
correlation energy functional has been approximated ei-
ther using the local-density approximation27 (LDA) or
the generalized gradient approximation (GGA), as in-
troduced by Perdew, Burke and Ernzerhof28 (PBE). Al-
though Kohn-Sham electronic band structures are not
meant to represent true quasiparticle excitations (for
which GW many-body perturbation theory29 needs to
be applied on top of DFT) the topology of the band
manifolds is typically well reproduced, with the notable
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2exception of the band gap.
Electron-ion interactions are treated using fully-
relativistic optimized norm-conserving Vanderbilt pseu-
dopotentials30 that include semi-core states for transition
metals. An energy cutoff of 65 Ryd is used to expand
wavefunctions into plane waves, together with a gamma-
centered 12× 12× 1 Monkhorst-Pack grid to sample the
1BZ. In order to deal with 2D systems using a plane-wave
basis set, a 20 A˚ layer of vacuum has been considered
to minimize interaction between periodic replicas. We
adopted the Broyden-Fletcher-Goldfarb-Shanno method
to relax forces on atoms below 3 meV/A˚ for different
lattice constants and then obtain equilibrium geometries
using the corresponding equation of state. Maximally lo-
calized Wannier functions31 were constructed for the top
fourteen valence bands (including spin) and bottom eight
conduction bands using the Wannier90 code32. Projec-
tions over d-orbitals of the transition metal and p-orbitals
of the chalcogens have been employed as starting points
for the localization procedure. In order to compute ac-
curately and inexpensively the optical properties of 2D
TMDs, we exploited Wannier-function techniques31 to
interpolate the band structure on a very fine grid in mo-
mentum space. Brillouin zone integrations were then car-
ried out using the tetrahedron method33.
III. BAND STRUCTURE AND THE ROLE OF
SPIN-ORBIT COUPLING
In this Section we present the electronic band structure
of group-VIB monolayer TMDs of the type MX2 with
M = Mo,W and X = S,Se.
Fig. 1 shows the fully relativistic band structure of
2D TMDs obtained using the Wannier interpolation ap-
proach31, together with the expectation value of the pro-
jection of the spin operator Sˆz along the zˆ direction.
The zero of energy has been set at the top of the valence
bands for undoped 2D TMDs, so that electron bands
corresponding to negative energy values are fully filled
(valence), while electron bands corresponding to positive
energy values are empty (conduction).
For all TMDs considered here, we plot the Wannier-
interpolated band structure obtained from GGA calcu-
lations, while in the case of MoS2 also LDA results are
reported (leftmost panel). The equilibrium lattice con-
stants a adopted in the underlying DFT calculations are
shown in Table I, together with the equilibrium distances
d between chalcogen atoms in the unit cell. By com-
paring the band structures of MoS2 obtained by using
these approximate exchange-correlation functionals we
find only minor quantitative (but not qualitative) differ-
ences. For instance, we note that the GGA direct energy
gap (1.59 eV) is smaller than the LDA one (1.78 eV).
This is true also for the others TMDs, as from Table I.
We remark that such differences simply arise from the
different crystal structures (i.e. values of the parameters
a and d) predicted using LDA or GGA. Indeed, we have
verified that both LDA and GGA give practically identi-
cal results for the band manifolds when identical crystal
structures are used in the calculations. It is very well
TABLE I: Comparison between LDA and GGA-PBE results
for several quantities: equilibrium lattice constant a (in A˚);
distance between chalcogen atoms d (in A˚); spin-orbit energy
splitting at K (in meV) for the top valence band, ∆vSO, and
bottom conduction band, ∆cSO; energy gap at K (in eV). Sign
conventions for spin-orbit energy splittings are in agreement
with Refs. 34,35.
LDA GGA
a d ∆vSO ∆
c
SO Eg a d ∆
v
SO ∆
c
SO Eg
MoS2 3.12 3.11 146 −3 1.78 3.19 3.13 149 −3 1.59
MoSe2 3.25 3.32 186 −23 1.52 3.32 3.34 186 −21 1.34
WS2 3.12 3.12 414 37 1.74 3.18 3.14 427 29 1.56
WSe2 3.24 3.33 439 47 1.47 3.32 3.36 464 37 1.27
known29, however, that both approximations understi-
mate the true energy gap. Recent calculations, which
include electron-electron interaction corrections36–38 by
means of the GW approximation29, predict an energy
gap that is roughly 1 eV larger than the energy gap ob-
tained by using e.g. GGA. The GW gap compares well
with experimental data in the case of MoSe2
39. This cor-
rection to the gap needs to be kept in mind when one
compares our GGA data for the optical conductivity in
Fig. 2 below with experimental data.
In addition to the energy gap Eg at the 1BZ corners,
in Table I we compare LDA and GGA results for the
spin-orbit energy splitting at K for all TMDs considered
here. While for Mo-based TMDs we find almost perfect
agreement, slightly larger discrepancies can be seen when
W is involved, with LDA predicting smaller values for
the valence band splitting ∆vSO and larger values for the
conduction band splitting ∆cSO with respect to GGA. Our
results are in agreement with what has been previously
reported in the literature at the LDA40 and GGA34,35
levels.
We note that in Fig. 1, independently of the specific
approximation for the exchange-correlation energy func-
tional, spin-flip effects due to SOC are negligible12,14 in
the explored 2D TMDs. In other words, Sˆz is an approx-
imate quantum number despite the fact that the projec-
tion Sˆz of the spin operator along the zˆ direction does not
commute with the Hamiltonian when SOC is included.
We now elaborate on this issue a bit more in depth.
To this aim, let us first consider some properties of the
eigenstates of the Hamiltonian in the absence of SOC.
In this case, electron bands have a twofold spin degener-
acy and the expectation value of Sˆz is a good quantum
number. A generic eigenstate of the Hamiltonian without
SOC can be written as |λ, s,k〉, where λ is a band index,
s is the eigenvalue of Sˆz, and k is the crystal momen-
tum. Owing to the symmetry under horizontal mirror-
plane inversion, σˆh, electron bands can be classified
10 as
either even (E) or odd (O). Even (odd) bands satisfy
σˆh|λE, s,k〉 = +|λE, s,k〉 (σˆh|λO, s,k〉 = −|λO, s,k〉).
In the atomic approximation, SOC has the following
form12
HˆSO = ~
2
4m2ec
2
1
r
dV (r)
dr
Lˆ · Sˆ, (1)
where me is the electron mass, V (r) is the spherical
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FIG. 1: (Color online) Wannier-interpolated DFT results for the band structure of four selected 2D TMDs. Bands are plotted
along the high-symmetry path Γ-K-M-Γ-K′. The color of the solid lines indicates the value of the spin projection along the
zˆ direction. Red (blue) indicates spin pointing up (down). In the case of MoS2, we plot Wannier-interpolated DFT band
structures obtained both at the LDA (leftmost panel) and GGA levels. For the other 2D crystals we only present GGA results.
atomic potential, Lˆ is the angular momentum operator,
and Sˆ is a vector of spin-1/2 Pauli matrices (with eigen-
values ±1). Under the symmetry operation σˆh, the SOC
Hamiltonian remains invariant, so that σˆh is still a sym-
metry. By writing
Lˆ · Sˆ = Lˆ+Sˆ− + Lˆ−Sˆ+ + LˆzSˆz (2)
with Lˆ± = Lˆx ± iLˆy and Sˆ± = (Sˆx ± iSˆy)/2, one easily
obtains that
〈λ, s,k|Lˆ · Sˆ|λ′, s′,k〉 = 〈λ, s,k|LˆzSˆz|λ′, s′,k〉 , (3)
if the bands λ and λ′ have the same spin (s = s′). Eq. (3)
is different from zero only when the bands have the same
parity with respect to σˆh. Indeed, Lˆz commutes with σˆh
and the states |λ′, s,k〉 are eigenstates of Sˆz, so that
〈λ, s,k|LˆzSˆz|λ′, s,k〉 = s〈λ, s,k|Lˆz|λ′, s,k〉
= s〈λ, s,k|σˆ−1h Lˆzσˆh|λ′, s,k〉
= ±s〈λ, s,k|Lˆz|λ′, s,k〉
= ±〈λ, s,k|LˆzSˆz|λ′, s,k〉 , (4)
where the upper (lower) sign holds if the states have the
same (opposite) parity under the action of σˆh. Analo-
gously, if the states have opposite spin (s′ = s¯), we find:
〈λ, s,k|Lˆ · Sˆ|λ′, s¯,k〉 = 〈λ, s,k|Lˆ+Sˆ− + Lˆ−Sˆ+|λ′, s¯,k〉 ,
(5)
which is non-vanishing only when the states have differ-
ent parity since Lˆ± anti-commutes with σˆh. In the spirit
of first-order perturbation theory, we therefore conclude
that SOC may induce a spin mixing only if the corre-
sponding energy scale is comparable with the energy sep-
aration between two bands with opposite parity. Since
SOC energy scales are typically small, we have that the
spin-flip terms can usually be neglected10,12,35,41 and the
SOC Hamiltonian (1) can therefore be approximated as
a mere Zeeman-type spin splitting
HˆSO ≈ ~
2
4m2ec
2
1
r
dV (r)
dr
LˆzSˆz . (6)
A more sophisticated analysis beyond first-order pertur-
bation theory34,40 shows that, although SOC can still
be treated as a Zeeman-type splitting HˆSO ∝ Sˆz as in
Eq. (6), the proportionality factor might have significant
contributions from coupling to virtual states. This is par-
ticularly relevant for the lowest conduction band where
these additional contributions are responsible for the dif-
ferent sign of the spin-orbit splitting ∆cSO for MoX2 and
WX2 crystals
34,40 in Table I. The approximate conser-
vation of Sˆz according to Eq. (6) is confirmed in Fig. 1,
where the expectation value of Sˆz is almost everywhere
well defined and equal to 〈Sˆz〉 = ±1. The only excep-
tions occur close to energy crossings between bands with
opposite parity, where the expectation value of the spin-
flip term is no longer negligible with respect to the energy
separation between the bands and gives rise to an avoided
crossing together with a rotation of the spin expectation
from 〈Sˆz〉 = +1 to 〈Sˆz〉 = −1 (or viceversa). Thus, to
a large extent, each band index n, obtained by diago-
nalizing the full Hamiltonian including the SOC term in
Eq. (1), can be associated with a doublet λ, s, where λ
(or any other Greek letter such as µ, ν) denotes a band
index in the absence of SOC (as above) and s =↑, ↓ is the
eigenvalue of Sˆz.
Before concluding this Section, we would like to high-
light that SOC does not lift the twofold degeneracy of
the bands when the crystal momentum k spans the high-
symmetry line Γ-M. Indeed, the small point group42
of each crystal momentum k belonging to the high-
symmetry line Γ-M is C2v: this group contains the iden-
tity, the mirror reflection σˆh, the rotation of an angle
4pi around an axis along the Γ-M line, and the mirror
reflection σˆv with respect to the vertical plane contain-
ing the line Γ-M. By including spin, the only physically
relevant representation of the double group of C2v that
distinguishes the identity from rotations of an angle 2pi
is two-dimensional. As a consequence, even though spin-
mixing is allowed close to energy crossings (see above),
the bands remain always twofold degenerate along the
Γ-M line.
IV. NUMERICAL RESULTS: SPIN-RESOLVED
OPTICAL CONDUCTIVITY
In this Section we study the optical response43,44 of
monolayer TMDs to normally incident monochromatic
light by calculating the real part of the optical conduc-
tivity.
A. Formal aspects
The optical conductivity tensor σˆ(ω) has to be invari-
ant with respect to any crystal symmetry43,44. For mono-
layer TMDs we find that σˆ(ω) needs to be of the form
σˆ(ω) = σ‖(ω)1ˆ + σ⊥(ω)τˆy , (7)
where 1ˆ is the identity matrix and τˆy is a Pauli matrix.
The entries of these matrices refer to the Cartesian com-
ponents of the optical conductivity tensor. In Eq. (7), σ‖
and σ⊥ are complex functions of the frequency of the ex-
ternal electric field. Specifically, the optical absorbance
is related to the real part of the optical conductivity ten-
sor σˆ. For instance, in the presence of linearly polarized
light, impinging perpendicularly to the monolayer plane,
the optical absorbance is proportional to <e(σ‖), and is
independent of the direction of polarization. In the pres-
ence of circularly polarized light, the off-diagonal compo-
nent σ⊥ modifies the optical absorbance with respect to
the case of linear polarization. For circularly polarized
light, the real part of the optical conductivity is defined
as
<e[σ±] = <e[σ‖]±<e[σ⊥] , (8)
where + (−) refers to left (right) circular polarization.
The real part of the optical conductivity can be evalu-
ated from the Kubo formula29 in the dipole approxima-
tion, i.e.
<e[σ±(ω)] = pie
2
2ω
occ∑
n
empty∑
m
∫
1BZ
d2k
(2pi)2
δ(~ω − εm,k + εn,k)|〈m,k|vˆ±|n,k〉|2, (9)
where the 2D integral is carried over the 1BZ, vˆ± =
vˆx ± ivˆy, and vˆ = (vˆx, vˆy) is the velocity operator, which
is defined by vˆ = −i[rˆ, Hˆ]/~. Here Hˆ is the full Hamil-
tonian, including SOC, and |n,k〉 are the correspond-
ing Bloch eigenstates. Using Wannier functions, the ma-
trix elements of the velocity operator together with the
eigenenergies εn,k can be interpolated over a very fine
k-space grid in a very efficient and inexpensive way31,43.
Below we present calculations at zero temperature and
in the intrinsic (undoped) limit.
By exploiting the correspondence n↔ (ν, s) discussed
above in Sect. III, we can partition the optical conduc-
tivity in Eq. (9) in the sum of four spin-resolved contri-
butions:
σ±(ω) =
∑
s=↑,↓
∑
s′=↑,↓
σss
′
± (ω) . (10)
The meaning of σss
′
± (ω) is the following. Let us, for ex-
ample, consider the case s =↑ and s′ =↓. In this case,
the quantity σ↑↓± (ω) is computed including in Eq. (9)
only inter-band processes from an empty band with spin-
↓ to an occupied band with spin-↑. Since Sˆz is only
approximately conserved, the spin character of a given
state |n,k〉 is assigned according to the expectation value
〈nk|Sˆz|nk〉, with spin-↑ corresponding to 〈nk|Sˆz|nk〉 > 0
and spin-↓ to 〈mk|Sˆz|mk〉 < 0.
Such a spin-resolved analysis, allows us to study the
spin polarization of the photo-current in response to cir-
cularly polarized light. In addition, exploiting time re-
versal symmetry (TRS), one obtains the following rela-
tion between the spin-resolved components of the optical
conductivity:
<e[σss′± (ω)] = <e[σs¯s¯
′
∓ (ω)] , (11)
where s¯ =↓ (s¯ =↑) if s =↑ (s =↓). For this reason, in
what follows we present results for the case of the optical
response to left-handed light only. However, before con-
cluding this Section, we briefly discuss the properties of
the optical response to linearly-polarized light.
Taking into account the relation between the optical
responses to left- and right-handed circularly-polarized
light in Eq. (11), it is clear that the spin-polarization
of the photo-response can be reversed by reversing the
light polarization. Finally, we remind the reader that
the optical response σss
′
‖ to linearly-polarized light can
be expressed as
<e[σss′‖ ] =
1
2
(<e[σss′+ ] + <e[σss
′
− ]) . (12)
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FIG. 2: (Color online) Optical absorbance (in arbitrary units)
as a function of photon energy ~ω (in eV) for the same 2D
TMDs as in Fig. 1. Solid lines refer to the diagonal spin com-
ponents, <e [σ↑↑+ (ω)] (black) and <e [σ↓↓+ (ω)] (red). Dashed
lines refer to the spin-flip components, <e [σ↑↓+ (ω)] (blue) and
<e [σ↓↑+ (ω)] (green). Vertical lines denote the three energies
E1 (solid), E2 (dashed), and E3 (dash-dotted), at which low-
energy VHSs occur. All the results in this figure have been
obtained at the GGA-PBE level.
By exploiting TRS as from Eq. (11), one finds
<e[σss′‖ ] =
1
2
(<e[σss′+ ] + <e[σs¯s¯
′
+ ]) . (13)
Eq. (13) implies that the optical response to linearly-
polarized light does not depend on the projection of the
spin operator Sˆz along the zˆ direction. In other words,
the photo-current generated by linearly-polarized light
does not carry spin polarization.
B. Numerical results and discussion
Fig. 2 illustrates the spin-resolved contributions to
<e[σ+(ω)] (in arbitrary units) in response to left-handed
light, as functions of the excitation energy ~ω (in eV).
Results in this figure have been obtained by using the
GGA-PBE exchange and correlation energy functional.
We have checked that these results do not change quali-
tatively upon changing approximation for the exchange-
correlation potential (e.g. by doing LDA).
We immediately see that the spin-flip contributions to
<e[σ+(ω)], i.e. <e[σ↑↓+ (ω)] and <e[σ↓↑+ (ω)], are vanish-
ingly small at low energies and negligible with respect
to the spin-diagonal contributions, i.e. <e[σ↑↑+ (ω)] and
<e[σ↓↓+ (ω)], at high energies. This is a consequence of the
very weak spin-flip effect induced by SOC, as discussed
in Sect. III.
From now on, we will therefore focus our attention
on the spin-diagonal contributions only. At a generic
value of the photon energy ~ω, we clearly see that the
spin-diagonal contributions <e[σ↑↑+ (ω)] and <e[σ↓↓+ (ω)]
are very different. This immediately implies that the
photo-response to circularly-polarized light is substan-
tially spin-polarized. In particular, there is an energy
window ∆SO = ∆
v
SO −∆cSO at low energies in which the
resultant spin polarization is 100% (∆SO = 152 meV for
MoS2, ∆SO = 206 meV for MoSe2, ∆SO = 398 meV for
WS2, ∆SO = 426 meV for WSe2). This is precisely the
same energy range in which an optical spin-valley selec-
tion rule exists19,45–47. This particular result can also by
derived by using a low-energy effective model, e.g. the
massive Dirac model, which can be obtained by expand-
ing the electronic structure around the two principal val-
leys K and K′, in close proximity to the conduction- and
valence-band edges. The quantity ∆SO is a measure of
the strength of SOC. In agreement with earlier litera-
ture14, we find that the 2D TMD with the largest ∆SO is
WSe2. This is because WSe2 is composed by the heavi-
est metal (ZW = 74, ZMo = 42) and also by the heaviest
chalcogen (ZSe = 34, ZS = 16).
All 2D TMDs studied in this work display a step-like
increase of the optical absorbance for sufficiently large
energies (e.g. ~ω & 2.54 eV for MoS2). This sudden
jump stems from a point in the 1BZ along the Γ-K direc-
tion where a secondary minimum appears in conduction
band, as shown in Fig. 1. (We remind the reader that
the absolute minimum occurs at the K point.) This dis-
connected pocket where electrons promoted by light from
valence band can end up is responsible for the step-like
increase of the optical absorbance.
With increasing photon energy, one sees that the op-
tical conductivity presents a series of logarithmic diver-
gences, i.e. VHSs, at which a large increase of the optical
absorbance occurs. In every panel of Fig. 2 we have de-
noted by vertical lines the locations of the three most
relevant VHSs with energy E1 (solid), E2 (dashed), and
E3 (dash-dotted). As we will discuss below, these VHSs
correspond to transitions involving the top valence bands
and the bottom conduction band for each spin.
Both 2D TMDs containing sulphur, i.e. MoS2 and
6WS2, display the lowest VHS at an energy which is in-
dependent of the spin polarization, E1 = 2.565 eV and
E1 = 2.616 eV, respectively. On the contrary, the sec-
ond VHS in MoS2 and WS2 occurs for spin-↑ (spin-↓)
polarization for left-handed (right-handed) light, at en-
ergies E2 = 2.751 eV and E2 = 2.848 eV, respectively.
At these energies, the photo-excited electrons in MoS2
(WS2) possess a degree of spin-↑ polarization P↑ ' 71%
(P↑ ' 81%), with
Ps ≡
<e[σss+ ]
<e[σ+] . (14)
Finally, for MoS2 (WS2) the VHS at E3 = 2.900 eV
(3.284 eV) occurs for spin-↓ electrons with a partial
polarization P↓ ' 68% (P↓ ' 75%). In the case of
MoS2, this VHS is very close in energy to another spin-
degenerate VHS associated with transitions close to the
Γ-M line involving for each spin the third conduction
band in this region of the 1BZ.
We finally discuss the optical response of TMDs con-
taining selenium, i.e. MoSe2 and WSe2. In this case
even the first VHS yields a strongly spin-polarized photo-
current. For these compounds we have E1 = 2.234 eV
and E1 = 2.312 eV, respectively. At these energies, the
photo-excited electrons in MoSe2 (WSe2) possess a de-
gree of spin-↑ polarization P↑ ' 84% (P↑ ' 82%).
V. BAND NESTING AND VAN HOVE
SINGULARITIES
In this Section we discuss the origin of VHSs in the
optical conductivity. As discussed in Ref. 13, these are
due to the phenomenon of “band nesting”.
“Band nesting” refers to the presence of regions in the
1BZ where the occupied band εn,k can be obtained from
an empty band εm,k by means of a rigid vertical shift
in an energy-momentum band diagram. These regions
occur in proximity of a point in k-space where the 2D
gradient of the energy difference εm,k − εn,k vanishes,
i.e. ∇k(εm,k−εn,k) = 0. The point in k-space where this
condition is met can either be a saddle point or an ex-
tremum (a minimum or maximum). In a 2D system band
nesting involving a saddle point induces a logarithmic sin-
gularity in the optical conductivity48. On the other hand,
if band nesting involves an extremum, the corresponding
optical conductivity exhibits a step-like behavior.
We therefore need to study with extreme care the en-
ergy differences εm,k − εn,k, where n (m) is the label of
an occupied (empty) band. Fig. 3 illustrates such dif-
ferences for the four 2D TMDs of interest in this work,
plotted along the high-symmetry path Γ-K-M-Γ-K′-M. In
this figure, red (blue) lines refer to the energy difference
εµ,↑,k − εν,↑,k (εµ,↓,k − εν,↓,k). Here, the meaning of the
Greek labels µ, ν is identical to that explained earlier in
Sect. III and in the context of Fig. 1. Differences between
band energies with opposite values of the spin projection
along the zˆ direction have been discarded since, as we
have discussed above, spin-flip processes play a marginal
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FIG. 3: (Color online) Wannier-interpolated GGA-PBE band
energy differences εµ,s,k−εν,s,k for 2D TMDs along the high-
symmetry path Γ-K-M-Γ-K′-M. Red (blue) lines refer to the
difference εµ,↑,k − εν,↑,k (εµ,↓,k − εν,↓,k). Horizontal lines de-
note the three energy values E1 (solid), E2 (dashed), and E3
(dash-dotted), at which VHSs occur in the optical conductiv-
ity plots shown in Fig. 2.
role. TRS (ελ,↑,k = ελ,↓,−k) is evident in that the en-
ergy differences along the Γ-K-M and Γ-K′-M directions
are identical modulo a reversal of the projection of the
spin along the zˆ direction (or color flip red↔ blue in the
figure). The absence of a spin splitting along the M-Γ
direction, which we have discussed earlier in Sect. III, is
also apparent.
Horizontal lines in Fig. 3 correspond to the three ener-
gies E1, E2, and E3 at which VHSs occur in the optical
conductivity—see Fig. 2. These energies lie very close to
local extrema in the energy difference between the top
valence band and the bottom conduction band for each
spin. This means that at least one component of the
gradient ∇k(εm,k − εn,k) is vanishing and that we can
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FIG. 4: (Color online) Color plots of the Wannier-interpolated
GGA-PBE band energy difference εc,↑,k − εv,↑,k for the same
2D TMDs as in Figs. 2-3. Contour lines of the same quan-
tity are also shown and evaluated at the critical energies at
which VHSs occur in the optical conductivity: E1 (solid),
E2 (dashed), and E3 (dash-dotted). Filled circles denote the
positions of saddle points.
focus on such bands to better understand the nature of
the VHSs.
In Fig. 4 we show color maps of the energy difference
εc,↑,k − εv,↑,k, between the top valence band for spin-↑
electrons, εv,↑,k, and the bottom conduction band, εc,↑,k,
for spin-↑ electrons. We recall that, by TRS, the re-
sults for spin-↓ electrons can be simply obtained from
the results for spin-↑ electrons by sending k to −k, i.e.
εc,↓,k − εv,↓,k = εc,↑,−k − εv,↑,−k. We have checked that
our numerics respects this important symmetry.
Contour lines of the same quantity are drawn at the
critical energies corresponding to the VHSs in the optical
conductivity. For each critical energy we can identify the
corresponding saddle point (black filled circles in Fig. 4)
and the separatrix line in its neighborhood. After a care-
ful inspection of the numerical data, we conclude that, for
all 2D TMDs studied in this work, the saddle points are
located either along the high symmetry paths Γ-K and
Γ-K′, or very close to the Γ-M line. In Fig. 4, the dis-
placement of saddle points from the Γ-M line is well visi-
ble only in the case of MoSe2. The authors of Refs. 13,25
claim that in their DFT study saddle points occur only
along the Γ-K/Γ-K′ directions. We believe that Wannier
interpolation is crucial to determine the location of sad-
dle points with high accuracy, since this method gives the
possibility to increase the k-space resolution much more
efficiently than a brute-force DFT method.
We now note that in Fig. 2 certain VHSs in the op-
tical response to left-handed light appear at the same
photon energy in both spin channels. Logarithmically
large optical responses, however, occur at certain photon
Γ
KK′ M
MoS2
Γ
KK′ M
MoSe2
Γ
KK′ M
WS2
Γ
KK′ M
WSe2
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
FIG. 5: (Color online) Color plots of the quantity η
(+)
↑ (k) for
the same 2D TMDs as in earlier figures. Data are not shown
in the neighborhood of the Γ point due to numerical problems
stemming from band crossings occurring at Γ.
energies only in one spin channel. These facts can be
explained with the following arguments. We claim that
saddle points close to the Γ-M line yield identical photo-
response in the two spin channels while saddle points
along the Γ-K/Γ-K′ directions yield a substantially spin-
polarized optical response. This is due to the matrix el-
ements involved in Eq. (9). Indeed, we can calculate the
spin-resolved amplitude |〈c, s,k|vˆ+|v, s,k〉|2 that enters
the optical conductivity in Eq. (9), i.e.
η(+)s (k) ≡
|〈c, s,k|vˆ+|v, s,k〉|2
|〈c, s,k|vˆ+|v, s,k〉|2 + |〈c, s,k|vˆ−|v, s,k〉|2 ,
(15)
where the denominator is just a normalization factor.
TRS ensures the following relations{
η
(−)
↓ (k) = η
(+)
↑ (−k)
η
(+)
↓ (k) = 1− η(+)↑ (−k)
(16)
between amplitudes for different spin orientations and/or
light polarization. The quantity η
(+)
↑ (k) is shown in
Fig. 5.
Combining the information in Fig. 5 with that in Fig. 4,
we conclude that saddle points along the Γ-K (Γ-K′)
direction give rise to VHSs only for left-handed (right-
handed) light. This means that only one spin compo-
nent is coupled to light at a given saddle point energy and
the corresponding VHS yields a strongly spin-polarized
photo-current. On the contrary, the matrix elements in
Eq. (9) are such that saddle points close to the Γ-M line
couple equally to left- and right-handed light for both
spin-↑ and spin-↓ electrons, so that the corresponding
VHSs occur at the same energy.
8VI. SUMMARY AND CONCLUSIONS
In summary, we have presented a fully-relativistic ab-
initio density-functional-theory study of the optical con-
ductivity of 2D group-VIB TMDs. These calculations
have been combined with the use of maximally localized
Wannier functions, which offer a computationally inex-
pensive strategy to reach exceptional k-space resolution.
We have focussed on the photo-response of 2D TMDs
to circularly-polarized monochromatic light in a wide
frequency range, presenting extensive numerical results
for monolayer TMDs involving molybdenum and tung-
sten combined with sulphur and selenium (MoS2, MoSe2,
WS2, and WSe2). We have been able to locate with high
accuracy the positions of the points in k-space that are
responsible for van Hove singularities in the optical re-
sponse. These have been found to occur either along the
high-symmetry directions Γ-K and Γ-K′ or very close to
the Γ-M line. Our spin-resolved study provides a route
that can be followed experimentally to generate spin-
polarized photo-excited carriers by employing circularly
polarized light and 2D TMDs.
In this Article we have neglected electron-electron in-
teractions beyond those described by the LDA or GGA-
PBE exchange-correlation energy functional. As we
have already mentioned above in Sect. III, this implies
the well-known “gap problem”, which can be corrected
by including electron-electron interactions at the GW
level36,37. On top of this, one has to keep in mind that
low-dimensional systems display large excitonic correc-
tions49–51. Shi et al.36 have calculated a GW energy gap
Eg = 2.89 eV and a GW+Bethe Salpeter exciton bind-
ing energy Eb = 1.02 eV for MoS2 (Eg = 3.02 eV and
Eb = 1.05 eV for WS2). Excitonic effects imply strong
optical response at energies close to the gap. Excitonic
corrections, however, are not important only at low en-
ergies: indeed, they red shift optical absorption peaks
related to saddle points. The line shape of such VHSs in
the optical absorbance is also affected by excitonic correc-
tions, acquiring an asymmetric Fano shape49–52. VHSs
dressed by excitonic effects have been recently observed
in high-quality suspended MoS2 devices
53.
To the best of our knowledge, a study of these effects
on the spin-resolved optical conductivity tensor σˆ(ω) has
not yet appeared in the literature and is well beyond the
scope of the present work.
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