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Abstract
This paper considers the use of total variation regularization in the recovery of approximately
gradient sparse signals from their noisy discrete Fourier samples in the context of compressed sensing.
It has been observed over the last decade that a reconstruction which is robust to noise and stable to
inexact sparsity can be achieved when we observe a highly incomplete subset of the Fourier samples
for which the samples have been drawn in a random manner. Furthermore, in order to minimize
the cardinality of the set of Fourier samples, the sampling set needs to be drawn in a non-uniform
manner and the use of randomness is far more complex than the notion of uniform random sampling
often considered in the theoretical results of compressed sensing. The purpose of this paper is to
derive recovery guarantees in the case where the sampling set is drawn in a non-uniform random
manner. We will show how the sampling set is dependent on the sparsity structure of the underlying
signal.
1 Introduction
In [6], Cande`s, Romberg and Tao presented a numerical experiment which demonstrated that the Logan-
Shepp phantom can be exactly recovered from its partial Fourier coefficients. Specifically, exact recovery
is achieved by solving the following minimization problem, where ‖·‖TV is the isotropic total variation
norm, x is taken to be the Logan-Shepp phantom at resolution 512×512 and PΩA is the discrete Fourier
transform restricted to the index set Ω which is taken to be 22 radial lines on a uniform grid as shown
in Figure 1. The reader is referred to Section 2.1 for precise definitions of these notations.
min
z∈CN×N
‖z‖TV subject to PΩAz = PΩAx. (1.1)
To theoretically justify this experiment, [6] proved that given any signal x ∈ CN×N which is s-sparse
in its discrete gradient, with probability exceeding 1 − , x can be exactly recovered from its discrete
Fourier data supported on an index set Ω = Ω′ ∪ {0} where Ω′ is of cardinality O (s · (logN + log(−1))
chosen uniformly at random by solving (1.1). Furthermore, it can be proved (see [20]) that solutions of
min
z∈CN×N
‖z‖TV subject to ‖PΩA− PΩAx‖2 ≤ δ (1.2)
are robust to noise δ > 0 and stable to inexact sparsity for this uniform random choice of the sampling
set Ω.
Due to the close links of the Logan Shepp phantom experiment with practical applications, such as
computed tomography imaging, the work [6] has motivated much of the research in compressed sensing
over the last decade. In particular, there have been many studies on how to optimally choosing the
sampling set Ω when solving (1.2) [18, 16, 21, 3] and one common quality of the sampling patterns
proposed is that they are not uniform random patterns. They all sample densely at low Fourier fre-
quencies, and less densely at higher Fourier frequencies. This is evident even in the radial line sampling
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Figure 1: The Logan Shepp Phantom (left), which can be exactly recovered from 22 radial lines of its
Fourier coefficients (right).
pattern of Figure 1. Furthermore, despite the theoretical results of [6] and [20], letting the sampling set
be Ω = Ω′ ∪ {0} with Ω′ chosen uniformly at random generally result in inferior reconstructions and
is not used in practice. As an example, consider the reconstruction of the image shown on the left of
Figure 3 from 5.22% of its discrete Fourier coefficients supported on ΩV and ΩU shown in Figure 2. ΩU
is chosen uniformly at random, whilst ΩV is chosen randomly with higher concentration at low Fourier
frequencies. The reconstructions and their relative errors are shown in Figure 3, where the relative error
of a reconstruction R is rel = ‖R− I‖2 / ‖I‖2 with I denoting the original image.
ΩV ΩU
Figure 2: the Fourier sampling maps, each indexing 5.22% of the available Fourier samples.
However, to date, most of the theoretical results of compressed sensing consider only a uniform
random choice of the sampling set Ω. The purpose of this paper is to derive theoretical statement on
how a non-uniform choice of the sampling set Ω will impact how solutions of the following minimization
problem approximates x ∈ CN (or CN×N ).
min
z∈CN (or CN×N )
‖z‖TV subject to ‖PΩA− PΩAx‖2 ≤ δ
where ‖·‖TV is either the one dimensional total variation norm or the two dimensional isotropic total
variation norm with Neumann boundary conditions and A is the unitary discrete Fourier transform on
CN or CN×N and δ ≥ 0. We first demonstrate the choice of Ω is not dependent on sparsity alone.
1.1 Sparsity is insufficient in itself
Theoretical results in compressed sensing which concern recovery statements based on a uniform random
choice of the sampling set often account only for the sparsity of the underlying signal. However, to
understand how to choose the samples Ω optimally, one must consider more than simply sparsity.
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Original Reconstruction from ΩV Reconstruction from ΩU
rel = 8.04% rel = 33.25%
Figure 3: The original image of size 512 × 512 taken from the USC-SIPI image database, the recon-
structed images and their relative errors.
Consider the recovery of two signals, as shown in Figure 4. Signal 1 and signal 2 are both vectors of
length N = 256, with 16 non-zero entries in their total variation coefficients. For each signal, say x, we
now consider the reconstruction obtained by solving 1
min
z∈CN
‖z‖TV subject to PΩAx = PΩAz
where ‖·‖TV is now the one-dimensional total variation norm, A is the one-dimensional discrete Fourier
transform and Ω ⊂ {−N/2 + 1, . . . , N/2} indexes the 32 Fourier coefficients of lowest frequencies plus
10% of the remaining Fourier coefficients, drawn uniformly at random. The same sampling pattern Ω is
used in the reconstruction of signal 1 and signal 2. Although the sampling pattern and the sparsity in
the total variation of signals are identical, the reconstruction for signal 1 is exact and the reconstruction
for signal 2 has a relative error of 78.34%.
This effect is also visible in the recovery of signals via total variation regularisation in two-dimensions.
Consider image 1 and image 2 as displayed in Figure 5. Both images are of dimension 128×128 and have
exactly 489 nonzero entries in their total variation coefficients. Suppose that we are given the Fourier
coefficients indexed by the sampling map A shown in Figure 7, that is 16× 16 Fourier coefficients of the
lowest frequencies, plus 5% of the remaining Fourier coefficients. Then, as shown in Figure 7 image 1
can be recovered exactly by solving (1.1), whilst the solution of (1.1) for image 2 yields a relative error
of 53.7%. We again emphasize that the total variation sparsity and the given Fourier data are exactly
the same for both images. Yet, there is a stark difference in the reconstruction quality. So, this suggests
that the sampling strategy cannot depend on sparsity alone, but on some additional signal structure.
Suppose now that we are restricted to between 5% and 8% of the available samples, but the samples
can be distributed arbitrarily. Is it possible to recover Image 2? Figure 7 shows the reconstructions
obtained when restricted to the Fourier data specified by the sampling patterns, B, C, D and E, shown
in Figure 6. The reconstruction of image 1 is exact, whilst the reconstruction of image 2 has a relative
error of 57.7% and 70.8% when reconstructed from the Fourier samples specified by maps B and C
respectively. Furthermore, taking samples uniformly at random or with greater density at higher Fourier
frequencies resulted in poor reconstructions for both images. This not only suggests that the optimal
choice of the sampling pattern cannot be dependent on sparsity alone, but also that the amount of
subsampling possible may also be dependent on some additional signal structure. So, a theory which
assumes only sparsity cannot fully explain the sub-Nyquist phenomenon of compressed sensing with total
variation in practice.
1The numerical algorithm used was the split Bregman method described in [10]
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Signal 1 Reconstruction of signal 1
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Figure 4: the Fourier sampling map associated with the reconstruction of these signals consists of the
first 32 samples plus 10% of the remaining samples chosen uniformly at random. Both signal 1 and signal
2 have the same sparsity in their total variation coefficients. However, signal 1 is exactly reconstructed
whilst the reconstruction of signal 2 has a relative error of 78.34%.
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Figure 5: image 1 (left) and image 2 (right).
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A, sampling 6.4 % B, sampling 5.5%
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Figure 6: the Fourier sampling maps used in the reconstructions of image 1 and image 2.
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Reconstruction from map A, εrel = 0% Reconstruction from map A, εrel = 53.7%
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Reconstruction from map B, εrel = 0% Reconstruction from map B, εrel = 59.7%
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Reconstruction from map C, εrel = 0% Reconstruction from map C, εrel = 70.8%
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Reconstruction from map D, εrel = 89.9% Reconstruction from map D, εrel = 64.0%
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Reconstruction from map E, εrel = 96.4% Reconstruction from map E, εrel = 77.3%
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Figure 7: reconstructions of image 1 (left) and of image 2 (right) from their partial Fourier coefficients
specified by the sampling maps in Figure 6. Relative error is denoted by εrel.
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1.2 Related works
1.2.1 Stable and robust recovery of gradient sparse signals from Fourier samples
As mentioned in the introduction it was proved in [20] that solutions of (1.2) are stable to inexact sparsity
and robust to noise if Ω is chosen uniformly at random and of cardinality O (s log(N)). However, this
choice of Ω does not reflect how compressed sensing is used in practice and [20] also highlighted the
need for analysis when Ω is chosen in a non-uniform random manner and demonstrated that under
additional assumptions on the sparsity pattern of the underlying signal, one is required to only sample
low Fourier frequencies and thereby sample less than would be required when sampling uniformly at
random. Another recent development is the work [24] by Krahmer and Ward, in which they derived
sufficient conditions on the number of samples required for stable and robust recovery when solving
(1.2) where A is a weighted discrete Fourier operator and Ω is chosen in a non-uniform manner which
concentrates at low Fourier frequencies. However, their theory assumes that the underlying signal is
sparse and does not consider any further signal structure. Consequently, the estimates on the number of
samples required were pessimistic when compared to actual examples and only suggest that subsampling
is possible in cases of extreme sparsity. Moreover, a sparsity based theory will not only give overly
pessimistic results that do not match the observations seen in experiments, it hides the highly important
fact that the optimal sampling strategy is signal structure dependent. As we will demonstrate in this
paper, the theory of how to choose the sampling procedure depending on the signal structure is highly
complex.
1.2.2 Other instances of signal structure dependence
The concept that the randomness of our sampling strategy should be tailored to some specific signal
structure other than sparsity is relevant not only when using the total variation norm as argued in this
paper, but also for regularization with other sparsifying systems. [1] discusses several experiments which
demonstrate this phenomonen for a range of sparsifying sytems (including shearlets, wavelets, curvelets)
and different sampling systems (Fourier, Hadamard).
One particular example which has motivated much of this work is the case of recovery of wavelet
coefficients from Fourier samples. As discussed in [1], this problem does not fit into the standard
framework of compressed sensing and the notions of uniform random sampling, sparsity and incoherence
cannot be used to explain the recovery of signals from highly incomplete Fourier samples. With this
example in mind, [1] introduced an extended theory of compressed sensing which allows us to divide
the available samples into levels and obtain estimates of the number of samples required at each level.
Moreover those estimates reveals the dependence of the Fourier sampling pattern on the underlying
wavelet structure.
1.3 Overview
In this paper, we derive recovery statement which will demonstrate how the sparsity pattern of the
underlying signal will impact the choice of the sampling set Ω when solving (1.2). In order to do this,
we develop a theoretical framework which caters for non-uniform choices of the sampling set Ω and
the sparsity structure of the underlying signal. This can be seen as a generalization of the framework
introduced in [1]. The main results concerning the recovery of signals from their partial Fourier data via
total variation minimization are in Section 2. The main results concerning a more general compressed
sensing problem are presented in Section 3.1. The results of Section 2 are proved in Section 4 and Section
5. The results of Section 3.1 are proved in Section 6.
2 Recovery from partial Fourier data via total variation regu-
larization
This paper concerns the following two problems.
(P1) For some fixed underlying signal x ∈ CN and noise level δ ≥ 0, how should
Ω ⊂ {−bN/2c+ 1, . . . , dN/2e}
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be chosen such that given y = PΩAx, solutions of the following minimization problem ‘accurately
approximates’ x?
min
η∈CN
‖η‖TV subject to ‖PΩAη − y‖2 ≤ δ. (2.1)
(P2) For some fixed underlying image x ∈ CN×N and noise level δ ≥ 0, how should
Ω ⊂ {−bN/2c+ 1, . . . , dN/2e}2
be chosen such that given y = PΩAx, solutions of the following minimization problem ‘accurately
approximates’ x?
min
η∈CN×N
‖η‖TV subject to ‖PΩAη − y‖2 ≤ δ. (2.2)
2.1 Notation
Before stating the main results, we first introduce some notations.
Notation for one dimensional total variation
Let N ∈ N. Given J ⊂ {1, . . . , N}, let 1J ∈ {0, 1}N be such that (1J)k = 1 for k ∈ J and (1J)k = 0 for
k 6∈ J . We define the operator
D : CN → CN−1, x 7→ (−xj + xj+1)N−1j=1
and the total variation norm of x ∈ CN as
‖x‖TV := ‖Dx‖1.
We refer to Dx as the total variation coefficients of x. Let A ∈ CN×N be the unitary discrete Fourier
transform. We index the matrix A with k = −N/2 + 1, . . . , N/2 and j = 0, . . . , N − 1, and let A[k, j] =
N−1/2e2piikj/N . For Ω ⊂ {−bN/2c+ 1, . . . , dN/2e}, let PΩ be the orthogonal projection matrix such
that
PΩ : CN → CN , (PΩx)j =
{
xj j ∈ Ω
0 otherwise.
Notation for two dimensional total variation
We will also be dealing with two dimensional images in this paper, and we now define the analogous
operators and norm. To avoid clutter of notation, we will use the same notation for analogous concepts,
however it should be clear from the context as to whether we are using the one-dimensional definitions
or the two-dimensional definitions.
For J ⊂ {1, . . . , N}2, let 1J ∈ {0, 1}N×N be such that (1J)k = 1 for k ∈ J and (1J)k = 0 for k 6∈ J .
Let D1 : CN×N → CN×N , D2 : CN×N → CN×N and D : CN×N → CN×N ×CN×N be defined as follows.
Given x ∈ CN×N ,
(D1x)t1,t2 =
{
xt1+1,t2 − xt1,t2 t1 < N
0 t1 = N,
(D2x)t1,t2 =
{
xt1,t2+1 − xt1,t2 t2 < N
0 t2 = N,
(Dx)t1,t2 = ((D1x)t1,t2 , (D2x)t1,t2).
We refer to |(Dx)t1,t2 | as the (t1, t2) total variation coefficients of x, where |·| is the Euclidean norm and
define the isotropic total variation norm as
‖x‖TV =
N∑
i,j=1
|(Dx)i,j | .
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Given J ⊂ {1, . . . , N}2, we define its perimeter as
Per(J) = ‖1J‖TV,1
where ‖·‖TV,1 is the anisotropic total variation norm and is defined as
‖x‖TV,1 =
N∑
i,j=1
|(D1x)i,j |+ |(D2x)i,j | .
For Ω ⊂ Z2, we will let PΩ be the orthogonal projection such that
PΩ : CN×N → CN×N , (PΩx)k1,k2 =
{
xk1,k2 (k1, k2) ∈ Ω
0 otherwise
, x ∈ CN .
For Λ ⊂ {1, . . . , N}2, let P˜Λ : CN×N × CN×N → CN×N × CN×N be such that
P˜Λ ((x, y)) = (PΛx,PΛy), x, y ∈ CN×N
Let A : CN×N → CN×N be the two dimensional unitary discrete Fourier transform, where we index Ax
by (k1, k2) such that −bN/2c+ 1 ≤ k1, k2 ≤ dN/2e. Specifically, we define
(Ax)k1,k2 =
1
N
∑
j1,j2∈{1,...,N}
xj1,j2e
2pii( j1k1N +
j2k2
N ), −
⌊
N
2
⌋
+ 1 ≤ k1, k2 ≤
⌈
N
2
⌉
.
General notation
1. For p ∈ [1,∞], let B(`p(N)) denote the set of bounded linear operators on `p(N). We will not
differentiate between infinite matrices and bounded linear operators on `p(N) in this paper.
2. Given an operator A, let N (A) denote the null space of A and let R(A) denote the range of A.
3. For p, q ∈ [1,∞], let ‖·‖p→q denote the operator norm from `p(N) to `q(N).
4. Given any index set ∆, let P∆ denote the orthogonal projection onto the canonical basis indexed
by ∆.
5. Given any subspace W ⊂ `2(N), let QW denote the orthogonal projection onto W.
6. Given λ = (λj)j∈N ∈ `∞(N), let λ−1 be the vector whose jth entry is λj if λj 6= 0 and is zero
otherwise. Given any matrix W, W ◦ λ := WL and λ ◦W := LW, where L is the diagonal matrix
whose diagonal is λ.
7. Given x, y ∈ R, we write x . y to denote x ≤ C · y for some numerical constant C.
8. Given x ∈ `2(N), sgn(x) ∈ `∞(N) is such that its jth entry is xj/ |xj | if xj 6= 0 and zero otherwise.
9. For M ∈ N, let [M ] = {1, . . . ,M}.
2.2 Signal structure
As demonstrated in Section 1.1, any theory which explains the success of non-uniform sampling patterns
cannot be based on sparsity alone, but should take into account more specific signal structures. The
examples therein suggest that the sampling pattern depends on the number of ‘fine details’ present in
the underlying signal.
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2.2.1 One dimensional case
Active sparsity
For some x ∈ CN , suppose that Dx has s non-zero entries at the indices t1, . . . , ts where 1 ≤ t1 <
. . . < ts ≤ N − 1. So, the signal x is s-sparse in its gradient. Then, it follows that x ∈ N (PΛD) ={
1{tj−1+1,...,tj} : j = 1, . . . , s+ 1
}
and x is the composition of s + 1 constant vectors, i.e. there exists
some α ∈ Cs+1 such that
x =
s+1∑
j=1
αj1{tj−1+1,...,tj}
where t0 = 0, ts+1 = N and for any J ⊂ {1, . . . , N}, 1J ∈ {0, 1}N is the vector which is one on the index
set J and zero elsewhere.
The example in Figure 4 suggest that different signal structures require different sampling patterns.
Moreover the key difference in feature between signal 1 and signal 2 are the widths of the constant vectors
which make up the signal. With this in mind, we propose the following notions of active sparsity and
fineness with respect to Λ.
Definition 2.1 (Active sparsity of a signal). Given Λc = {t1, t2, . . . , ts} ⊂ {1, . . . , N − 1} such that
0 = t0 < t1 < · · · < ts < ts+1 = N,
the active sparsity at p ∈ [0,∞] is defined to be
S (Λ, p) :=
N
p
·
∑
j:tj−tj−1>(N/p)
1
(tj − tj−1) +
∣∣∣∣{j : tj − tj−1 ≤ Np
}∣∣∣∣ .
Observe that S (Λ, p) is a non-increasing function in p and if Dx is zero on Λ, then for all p ∈ [0, 1],
S (Λ, p)−1 = s = |Λc|. So, S (Λ, p)−1 is the number of nonzero entries in Dx. If Dx is zero on Λ, then x =∑s+1
j=1 αj1{tj−1+1,...,tj} for some {αj}s+1j=1 ∈ Cs+1. As demonstrated numerically, the sampling strategy
should depend on the widths {tj − tj−1 : j = 1, . . . , s+ 1}. S(Λ, p) can be thought of as quantifying the
number of widths less than N/p. For the examples in Figure 4, plots of their active sparsity values are
shown in Figure 8.
Fineness of a signal
The notion of sparsity in compressed sensing has been useful because it is one quantity describing the
amount of information needed to recover a signal. In the case of recovering a signal from its partial
Fourier data, the sparsity of the gradient of a signal is not sufficient for this. Thus, we introduce the
concept of the ‘fineness’ of a signal. This is meant to provide a succinct means of differentiating between
the structure of two signals.
Definition 2.2 (Fineness of a signal). Given Λc = {t1, t2, . . . , ts} ⊂ {1, . . . , N − 1} such that
0 = t0 < t1 < · · · < ts < ts+1 = N,
the fineness is defined as
F (Λ) :=
s+1∑
j=1
1
tj − tj−1 .
For the examples in Figure 4, the fineness of signal 1 is 1.51 whilst the fineness of signal 2 is 15.03.
2.2.2 Two dimensional case
Active sparsity
For two-dimensional case, suppose that x ∈ CN×N and Λ ⊂ {1, . . . , N}2 is the largest index set such
that P˜ΛDx = 0 and there exists a partition of {1, . . . , N}2, {Ij : j = 1, . . . , n} such that
N (P˜ΛD) =
{
1Ij : j = 1, . . . , n
}
.
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Then x =
∑n
j=1 αj1Ij for some α ∈ Cn.
We first remark that the perimeters of {Per(Ij)}nj=1 are closely related to the sparsity in the total
variation coefficients of x. In general, the anisotropic total variation and the associated notion of perime-
ter satisfy the following for any x ∈ CN×N [7] (although this is not true for the isotropic total variation
norm and its associated perimeter [8])
‖z‖TV,1 =
∫ ∞
−∞
Per({z ≥ t})dt.
Also, we have that 2 |Λc| ≤∑nj=1 Per(Ij) ≤ 4 |Λc|.
The example in presented in Figure 7 demonstrated that the subsampling pattern cannot depend
on sparsity alone, but suggest that the signal structure which determines the sampling pattern are the
’fineness’ of the different components of the image. We will characterize this notion of ’fineness’ by
considering the ratio between the perimeter and the area of each region, {Per(Ij)/ |Ij |}nj=1. We now
introduce some definitions to formalise these ideas.
Definition 2.3 (Active sparsity of an image). Given Λ ⊂ {1, . . . , N}2 such that
N (P˜ΛD) =
{
1Ij : j = 1, . . . , n
}
,
the active sparsity at p ∈ [0,∞] is defined as
S (Λ, p) :=
N
p
·
∑
j 6∈∆p
Per(Ij)
2
|Ij | +
∑
j∈∆p
Per(Ij)
where
∆p =
{
j :
|Ij |
Per(Ij)
≤ N
p
}
.
Observe that S(Λ, 0) =
∑n
j=1 Per(Ij), which is up to a constant the number of nonzero entries in the
gradient of x. S(Λ, p) is non-increasing in p, and describes the sparsity in the gradient of x coming from
the components Ij for which |Ij | /Per(Ij) is sufficiently small.
For the images in Figure 7, the fineness of image 1 is 90.43 and the fineness of image 2 is 1008.05.
Plots of their active sparsity values are shown in Figure 8. Observe that the active sparsities have much
faster decay for signal 1 and image 1 when compared with signal 2 and image 2 respectively.
Fineness of an image
As in the one dimensional case, it is desirable to have a succinct concept to differentiate between two
images for the purpose of total variation regularization. Intuitively, this should be dependent on how
sparsity in the gradient, and how complex the boundaries of components which make up the image.
Definition 2.4 (Finenss of an image). Given Λ ⊂ {1, . . . , N}2 such that
N (P˜ΛD) =
{
1Ij : j = 1, . . . , n
}
.
The fineness is defined as
F (Λ) :=
n∑
j=1
Per(Ij)
2
|Ij | .
For the images in Figure 7, the fineness of image 1 is 90.43 and the fineness of image 2 is 1008.05.
2.3 Main results I
2.4 The one dimensional case
To understand the success of variable density sampling patterns, we define the following multilevel
sampling model.
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Figure 8: Left: active sparsity values for signal 1 (blue) and signal 2 (red). Right: active sparsity values
for image 1 (blue) and image 2 (red).
The multilevel sampling model
Let N ∈ N. For r ∈ N, let M = {Mk}rk=1 ∈ Nr be such that 0 = M0 < M1 < · · · < Mr = N and for
each k = 1, . . . , r, let
Γk = {j ∈ Z : −bMk/2c ≤ j ≤ −bMk−1/2c − 1, dMk−1/2e ≤ j ≤ dMk/2e − 1}
Let (mk)
r
k=1 ∈ Nr and ΩM,m = Ω1 ∪ · · ·Ωr be such that for each k = 1, . . . , r,
Ωk ⊂ Γk, |Ωk| = mk ≤Mk −Mk−1
is drawn uniformly at random.
Suppose that x ∈ CN is approximately (s − 1)-sparse in its gradient, meaning that there is Λ ⊂
{1, . . . , N − 1} be such that |Λc| = s − 1 and ‖PΛDx‖1 << 1. By definition of the function S from
Definition 2.1, s = S(Λ, 1). Then, we have the following theorem on the impact of M and m on the
success of recovering x by solving (2.1).
Theorem 2.5. Let  > 0 and L = (log(s−1) + 1) · log(q−1N3/2√s). Suppose that M and m satisfy the
following.
(i) For k = 1, . . . , r,
mk
Mk −Mk−1 & L ·
(
S (Λ,max {Mk−1, 1})
max {Mk−1, 1} +
Mk
max {Mk−1, 1} ·
(s− 1)
N
)
.
(ii) For k = 1, . . . , r, mk & (log(s−1) + 1) · log(q−1N3/2
√
s) · mˆk such that {mˆk}rk=1 satisfies
1 &
r∑
k=1
(
Mk −Mk−1
mˆk
− 1
)
·
(
N
max
{
M2k−1, 1
} · sˆk + s− 1
N
·
(
Mk
max {Mk−1, 1}
)2)
for any {sˆk}rk=1 such that
r∑
k=1
sˆk ≤ F (Λ).
Then, with probability exceeding (1− ), any solution to (2.1) with Ω = ΩM,m satisfies
N−1/2 · ‖ξ − x‖2 .
((
1 +
√
s · L) · δ√
q
+ ‖PΛDx‖1
)
. (2.3)
with
L =
√
log(−1) + log2(8N
√
sq−1)
log2(4N
√
sq−1)
, q =
r
min
k=1
mk
Mk −Mk−1 .
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Remark 2.1 Note that x is often considered to be the discretization of some function f on a compact
interval, say [0, 1], with xj = f(j/N). Then it is natural to define the discrete `
2 norm (see for example,
[17]) of f as  N∑
j=1
N−1 |f(j/N)|2
1/2 = N−1/2 · ‖x‖2.
Furthermore, the discrete gradient norm of f is often defined to be
1
N
·
N∑
j=1
|f((j + 1)/N)− f(j/N)|
1/N
= ‖Dx‖1.
So, N−1/2 term on the right hand side of the error estimate above is a natural occurrence.
2.4.1 Interpretation of the result
(a) Both conditions (i) and (ii) have the factor of (max {Mk−1, 1})−1 on their right hand sides, since
Mk−1 increases with k, a direct consequence is that the percentage of samples drawn at levels
corresponding to higher Fourier frequencies should be small relative to levels corresponding to
low Fourier frequencies. To offer an intuitive and informal explanation of this phenomenon, the
underlying signal is such that PΛDx ≈ 0 and we can consider it as being well approximated by an
element of N (PΛD), which consists of constant vectors. We will later show that at higher Fourier
frequencies, the sampling vectors become increasingly incoherent with these constant vectors and
columns of (PΛD)
† (which are elements of N (PΛD)⊥. So, if the crucial information about our
signal is encoded in N (PΛD) and N (PΛD)⊥ and this information becomes increasing spread out at
higher Fourier frequencies, then this advocates for more subsampling at higher Fourier frequencies.
(b) Condition (i) suggests that in order to guarantee stable recovery, the fraction of samples which
we should draw from Γk \ Γk−1 is, up to the usual log factor and ratios between Mk and Mk−1,
s/N + S(Λ,Mk−1)/max {Mk−1, 1}, where we recall from Definition 2.1 that S(Λ,max {Mk−1, 1})
is the active sparsity and decreases as k increases. So, (i) implies that if suffices to take s − 1
samples uniformly at random from all available Fourier samples, then after dividing the Fourier
samples into r levels, draw additional samples in accordance to the active sparsity at each level.
Similarly to (i), (ii) also presents a factor of (s − 1)/N . However, instead of a dependence on the
active sparsity in each level, the sampling is now dependent on F (Λ), the fineness prescribed by
Λ. When the widths of the constant vector components of N (PΛD) are large, such as in the case
of signal 1 of Figure 4, F (Λ) can significantly smaller than sparsity. So, this result suggest that
the amount of subsampling possible is determined by F (Λ) and the behaviour of S(Λ, ·) - smaller
values of F (Λ) and S(Λ, ·) will allow for more subsampling.
2.4.2 Comparison with the recovery result from [20]
We first remark that the total variation norm considered in [20] is with periodic boundary conditions and
this was crucial to the proofs in [20]. In contrast, this results of this paper consider the total variation
norm with Neumann boundary conditions. However, the Neumann boundary conditions are not crucial
to the proof of Theorem 2.5 and the analysis can be adapted with the periodic boundary condition case
with the same results. Boundary conditions aside, we now compare the result of Theorem 2.5 with the
results of [20]. In Theorem 2.1 of [20], it was shown that if Ω is chosen uniformly at random with
m & s · log (−1) · log (N) ,
then with probability exceeding 1− , any minimizer xˆ of (2.1) satisfies
‖x− xˆ‖2√
N
. log1/2(m) log(s) ·
(
δ ·
√
s√
q
+
∥∥P⊥∆Dx∥∥1) .
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The result of Theorem 2.5 improves upon this error bound by a factor of log1/2(m) log(s), furthermore,
if we let Mk = k ·N · r−1, then since S(Λ, ·) ≤ s and F (Λ) ≤ s, if we consider the worst case scenario,
and let F (Λ) = s and S(Λ,max {k − 1, 1}) = s for each k, then condition (i) is satisfied if
mk & (log(s−1) + 1) · log(q−1N3/2 ·
√
s) ·
(
s
max {k − 1, 1} +
(
k
max {k − 1, 1}
)
s− 1
r
)
,
and as a rather crude estimate, condition (ii) is satisfied if each of its summand is no greater that r−1
and this is implied by
mk & (log(s−1) + 1) · log(q−1N3/2 ·
√
s) ·
(
r2 · s
max {(k − 1)2, 1} +
(
k
max {k − 1, 1}
)2
· (s− 1)
)
and the total number of samples prescribed is
m ≥ C · s · (log(s−1) + 1) · log(q−1N3/2 · √s)
where the constant C depends only on the number of levels r. Although the total number of samples
does not improve upon the estimate from [20], the analysis reveals how the sampling pattern should
depend on the sparsity structure of the underlying signal. Note also that this is a worst case estimate
on the number of samples, since the terms S(Λ,max {k − 1, 1}) and F (Λ) can be much smaller than s as
demonstrated in Section 2.2. Finally, it is likely that the bounds of Theorem 2.5 are not sharp and can
be improved upon - the result still considers sampling from all N Fourier frequencies, however, Theorem
2.3 from [20] reveals that one only needs to sampling high frequencies to recover ‘fine’ details. So, it is
likely that the factors of (s− 1)/N can be removed from estimates (i) and (ii) above.
2.5 The two dimensional case
The multilevel sampling model
Let N ∈ N. For r ∈ N, let Γ = {Γk}rk=1 be r disjoint sets such that
r⋃
k=1
Γk = {−bN/2c, . . . , dN/2e − 1}2
and let m = {mk}rk=1 ∈ Nr be such that for each k = 1, . . . , r, 0 ≤ mk ≤ |Γk|. Let Ω = Ω1 ∪ · · · ∪Ωr be
such that for each k = 1, . . . , r,
Ωk ⊂ Γk, |Ωk| = mk,
is drawn uniformly at random. We do not place any restrictions on how {Γk}rk=1 can be chosen, however,
it is natural to group Fourier samples of similar frequencies into the same Γk set.
Fix x ∈ CN×N . Suppose we have an index set Λ ⊂ {1, . . . , N}2, such that there exists a partition
of {1, . . . , N}2, {Ij : j = 1, . . . , n} for which N (P˜ΛD) =
{
1Ij : j = 1, . . . , n
}
. Let s = S(Λ, 1). The
following theorem describes the impact of Γ and m on the success of recovering x by solving (2.1). We
first introduce some notation. For k = 1, . . . , r, let
Mmaxk = max
m∈Γk
|m| , Mmink = max
{
min
m∈Γk
|m| , 1
}
.
Let
ck = max
1,
∥∥∥D∗P˜Λcσ∥∥∥
1∥∥∥D∗P˜Λcσ∥∥∥2
2
, µk ·Mmink
 .
where
µk = µ(PΓkAQ
⊥
WΛ(P˜ΛD)
†), WΛ = span
({
D∗P˜Λcσ
}
∪N (P˜ΛD)
)
, (2.4)
and
σ =
(
(Dx)j1,j2
|(Dx)j1,j2 |
)
(j1,j2)∈{1,...,N}2
. (2.5)
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Theorem 2.6. Let  > 0 and
L = (log(s−1) + 1) log(q−1N2B√s), B =
∥∥∥(P˜ΛD)†∥∥∥
1→2
.
Suppose that Γ and m satisfy the following.
(i) For k = 1, . . . , r,
mk
|Γk| & L · ck ·
(
S
(
Λ,Mmink
)
N ·Mmink
+
s
N2
· M
max
k
Mmink
)
.
(ii) For k = 1, . . . , r, mk & L · mˆk with
1 &
r∑
k=1
( |Γk|
mˆk
− 1
)
· c2k ·
(
sˆk
(Mmink )
2
+
s
N2
·
(
Mmaxk
Mmink
)2)
for any {sˆk}rk=1 such that
r∑
k=1
sˆk ≤ F (Λ).
Then, with probability exceeding (1− ), any solution ξ to (2.2) will satisfy
‖ξ − x‖2 .
∥∥∥(P˜ΛD)†∥∥∥
1→2
·
((
1 +
√
s · L) · δ√
q
+
∥∥∥P˜ΛDx∥∥∥
1
)
,
with
L =
√
log(−1) + log2(8N2
√
sq−1)
log2(4N
2
√
sq−1)
, q =
r
min
k=1
mk
|Γk| .
Remark 2.2 There are a couple of loose ends to this theorem, as we are currently missing bounds
for ck and
∥∥∥(P˜ΛD)†∥∥∥
1→2
. However, given an index set Λ and test image T , it is possible to compute
these quantities. As an example, in the case of the Logan-Shepp Phantom x of dimension N ×N with
N ≤ 260, by letting Λc = {j : (Dx)j 6= 0}, one can check computationally that
∥∥(PΛD)†∥∥1→2 ≤ 20 and
that
∥∥∥D∗P˜Λcσ∥∥∥
1
≤
∥∥∥D∗P˜Λcσ∥∥∥2
2
and µ(P{j}U) ≤ 2/ |j| for U = AQ⊥WΛ(P˜ΛD)†. Thus, ck . Mmink /Mmaxk
in the case of the Logan Shepp phantom. Figure 9 demonstrates the decay in the coherence of U for
N = 160, 260. So, it is likely that these quantities are not detrimental to the result in practice.
2.5.1 Interpretation of the result
(a) Observe the factors of (Mmink )
−1 on the right hand sides of the inequalities in (i) and (ii). So, this
suggest that the amount of subsampling in Γk will be inversely proportional to M
min
k , suggesting
the need for denser sampling in sampling domains which contain lower Fourier frequencies.
(b) To understand the dependence on the sparsity structure imposed by Λ, we first consider condition
(i). This suggests that the fraction of samples we should drawn from the kth level Γk is (up to log
factors and ratios between the absolute values of consecutive levels and ck)
s
N2
+
S(Λ,Mmink )
N ·Mmink
.
By the discussion in 2.2, S(Λ, p) can be understood as a measure of the fine details up to p and
decreases as p increases. So, (i) suggests that for stable recovery, it is sufficient to take s samples
randomly across all samples, then at each level, sample in accordance to the fine details in the
underlying image. Recalling the active sparsity graphs from Figure 8, S(Λ, p) decays faster in p
for image 1 than image 2 and so, condition (i) suggests that for accurate recovery, the number of
samples required at high frequencies for image 1 will be significantly smaller than the number of
samples required at high frequencies for image 2.
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Condition (ii) presents a similar message to condition (i), but instead of the dependence on active
sparsities, it is dependent on the fineness prescribed by Λ, F (Λ). If the constant components which
make up the space N (PΛD) are large in their areas relative to their perimeters then F (Λ) can be
significantly smaller than sparsity. Thus, allowing for increased subsampling.
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Figure 9: for the Logan-Shepp phantom of size N × N , the left plots show the absolute value of
the matrix entries in U = AQ⊥WΛ(P˜ΛD)
†, where Λ is the index set on which Dx = 0 and WΛ is as
defined in (2.4). The right plots show maxj |Uk,j | for k = −N/2, . . . , N/2− 1 (red) and maxk |Uk,j | for
j = −N/2, . . . , N/2− 1 (blue). The top plots are for N = 160 and the bottoms plots are for N = 260.
3 A general compressed sensing framework
In order to understand the performance of (2.1) and (2.2), we will analyse a more general problem. Let
A and D be bounded linear operators on `2(N), and for x ∈ `2(N), δ ≥ 0 and Ω ⊂ N, suppose we are
given y such that ‖PΩAx− y‖2 ≤ δ where PΩ is the projection onto the canonical basis indexed by Ω.
We will consider how the choice of Ω affects minimizers (if they exist) of the following problem.
inf
z:Dz∈`1(N)
‖Dz‖1 subject to ‖PΩAz − y‖2 ≤ δ. (3.1)
The minimization problem (3.1) which we analyse concerns operators over a Hilbert space, and
since the total variation minimization problem in this paper is finite dimensional, we will only require a
corollary of the main result in this section. The reason for carrying out analysis for this more complicated
problem is that there are inverse problems which are better modelled in a Hilbert space setting and where
an understanding of the solutions to this infinite dimensional minimization problem will be required. We
refer to [2, 1] for further details.
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We also remark that without imposing additional restrictions on D, it is not clear that minimizers of
(3.1) exist. Moreover even when minimizers exist, in practice, one strives to find approximate minimizers
instead of exact minimizers. So, we will instead consider approximate minimizers of (3.1).
Definition 3.1 (Approximate minimizers, [4]). Let b ≥ 0. Let W ⊂ `2(N) and F : `2(N)→ R. We say
that ξ ∈ W is a b-optimal solution to infz∈W F (z) if F (ξ) ≤ b+ infz∈W F (z).
We introduce two definitions which will guide our analysis of (3.1).
Definition 3.2 (Multi-level sampling). Let r ∈ N, M = (M1, . . . ,Mr) ∈ Nr with 1 ≤ M1 < . . . < Mr,
m = (m1, . . . ,mr) ∈ Nr, with mk ≤Mk −Mk−1, k = 1, . . . , r, and suppose that
Ωk ⊆ {Mk−1 + 1, . . . ,Mk}, |Ωk| = mk, k = 1, . . . , r,
are chosen uniformly at random, where M0 = 0. We refer to the set
Ω = ΩM,m := Ω1 ∪ . . . ∪ Ωr.
as an (M,m)-multilevel sampling scheme.
To understand the role of variable density sampling as mentioned, we will specifically consider Ω as
a multi-level sampling scheme. Typical compressed sensing statements relate to the number of samples
chosen uniformly at random across all available samples. Instead, we will derive statements relating to
the randomness in the samples chosen is non-uniform across the available samples.
Definition 3.3 (Cosparsity). Given any D ∈ B(`2(N)) and x ∈ `2(N), the cosparse set is the index set
Λ for which PΛDx = 0. If the dimension of Null(PΛD) is s, then we say that x is s-cosparse.
This notion of cosparsity was introduced in [19]. Much of the theoretical results in compressed sensing
has been about recovery for minimization problems of the following form.
inf
η∈`1(N)
‖η‖1 subject to ‖PΩAD∗η − y‖2 ≤ δ.
Such a minimization problem promotes sparsity in the synthesis coefficients of the underlying signal
x with respect to D, so recovery statements are generally for the recovery of x = D∗z such that the
synthesis coefficients z is sparse.
However, in (3.1), we are minimizing the analysis coefficients with respect to D, and in the case where
the rows of D are highly redundant, one cannot expect Dx to have many zero entries unless x = 0. So,
instead of sparsity, we characterize the information content with respect to the zeros of Dx. This is the
idea behind cosparsity.
3.1 Main results II
Let A,D ∈ B(`2(N)) and fix x ∈ `2(N). Assume that ‖A‖2→2 = 1. Given any Λ ⊂ N, let WΛ ⊂ `2(N)
be such that WΛ ⊇ N (PΛD) and assume that this is a subspace of dimension s. Let W ∈ B(`2(N)) be a
matrix whose columns form an orthonormal basis for WΛ. Let λ ∈ Rs+ be such that
‖λ ◦W∗D∗PΛcsgn(Dx)‖∞ ≤ 1. (3.2)
Let q ∈ (0, 1], let B ≥ ∥∥(PΛD)†∥∥1→2.
Assumption 3.4 (Identifiability). Assume that
inf
u∈N (D∗PΛ)
∥∥(D∗PΛ)†Q⊥WΛD∗PΛcsgn(Dx)− u∥∥∞ ≤ 116 (3.3)
Assumption 3.5 (Balancing properties). We assume that there exists X ∈ B(`2(N)) which is invertible
and M ∈ N such that the following holds.∥∥QWΛA∗P[M ]AXQWΛ −QWΛ∥∥2→2 ≤ 18 , (3.4)
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∥∥λ ◦W∗A∗P[M ]AXW ◦ λ−1 −W∗W∥∥∞→∞ ≤ (4 log1/22 (4C∗M√s/q))−1 , (3.5)
and ∥∥(D∗PΛ)†Q⊥WΛA∗P[M ]AXW ◦ λ−1∥∥∞→∞ ≤ 116 (3.6)
where C∗ =
∥∥λ−1∥∥∞ ·max {1, B‖X‖2→2}.
We also define Y = min
{
q · (8∥∥λ−1∥∥∞√s · ∥∥XA∗P[M ]∥∥2→2)−1, B · √q} , and
M˜ = min
{
i ∈ N : max
k≥i
∥∥P[M ]AQ⊥WΛ(PΛD)†ei∥∥2 ≤ Y} .
Then, we have the following result.
Theorem 3.6. Fix  > 0. Let Ω = ΩM,m be an (M,m)-multilevel sampling scheme and let Γk =
{Mk−1 + 1, . . . ,Mk}. Suppose that m = (m1, . . . ,mr) ∈ Nr is such that q = minrk=1 mkMk−Mk−1 and
satisfies the following.
(a) For each k = 1, . . . , r,
qk & (log(s−1) + 1) log(q−1M˜C∗
√
s) · µk ·
s∑
j=1
µ(PΓkAXWP{j}) · λ−1j , t = 1, 2 (3.7)
where
µk = max
{
µ(PΓkAQ
⊥
WΛ(PΛD)
†), µ(PΓkAXW ◦ λ)
}
and qk & (log(s−1) + 1) log(q−1M˜C∗
√
s) · qˆk such that {qˆk}rk=1 satisfies the following.
1 & max
‖η‖∞=1
r∑
k=1
(qˆ−1k − 1) · µ(PΓkAξ)2 ·
∥∥PΓkAXW ◦ λ−1 · η∥∥22 , (3.8)
for all ξ ∈ {Q⊥WΛ(PΛD)†)ei, λjWej : i ∈ N, j = 1, . . . , s}.
(b) For each k = 1, . . . , r,
qk & log
(s

)
· (‖X‖2→2 + 1) ·
r∑
l=1
µ2k,l
where µk,l = max
{
µ(PΓkAWP{l}), µ(PΓkAXWP{l})
}
.
(c)
B2 & log
(
M˜
γ
)
· rmax
k=1
(q−1k − 1) · µ(PΓkAQ⊥WΛ(PΛD)†)2.
If the given samples y in (3.1) satisfy ‖PΩAx− y‖2 ≤ δ, then with probability exceeding (1− ), any
b-optimal solution ξ to (3.1) satisfies
‖ξ − x‖2 . B · (‖X‖2→2 + 1) ·
(
L · δ√
q
+ ‖PΛDx‖1 + b
)
with
L = ‖X‖2→2 +
√
s
∥∥λ−1∥∥∞
√
log(−1) + log2(8MC∗
√
sq−1)
log2(4MC∗
√
sq−1)
.
Remark 3.1 (i) λ is only used as a tool to mathematically understand solutions to (3.1). We are
often interested in cases where either the sparsifying operator D or its pseudoinverse (PΛD)
† are
of arbitrarily large norm. One notable example is the case where D is the finite differences matrix.
W is also only a mathematical construct of this theory, and provides a concrete way of understand-
ing the space WΛ and is in general not unique. As we demonstrate in our analysis of the total
variation case, appropriate choices of W and λ can provide insight as to how we should subsample.
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(ii) Despite the norm restriction on A in Theorem 3.6, we can still apply the result of Theorem 3.6 to
understand solutions to (3.1) where the matrix A is of arbitrary norm. This is because f ∈ `2(N)
is a solution to (3.1) with ‖A‖2→2 6= 1, if and only if f is a solution to
inf
z:Dz∈`1(N)
‖Dz‖1 subject to
∥∥∥PΩA˜z − y˜∥∥∥
2
≤ δ˜
where A˜ = ‖A‖−12→2 ·A, y˜ = ‖A‖−12→2 · y and δ˜ = ‖A‖−12→2 · δ.
(iii) Instead of solving the constrained minimization problem (3.1), practitioners often consider the
following unconstrained minimization problem. This is especially the case in the context of total
variation minimization.
inf
z:Dz∈`1(N)
‖Dz‖1 + α‖Az − y‖22, α > 0.
We simply remark here that the techniques used to derive recoverability conditions for (3.1) can
readily be extended to cover this unconstrained case. Appendix A outlines how this can be done.
Discussion on the recovery result
Suppose that D is the identity operator. Then, we can let WΛ = PΛc , λ = 1Λc and (3.3) trivially holds
since the right hand side of (3.3) is simply zero. Suppose further that A∗A is invertible on `2(N). This is
the case if A = (Ak,j)k,j∈N where Ak,j = 〈ψk, ϕj〉 and {ϕj}j∈N is a Riesz basis in `2(N) and {ψj}j∈N is a
frame if `2(N). So, samples of a signal x ∈ `2(N) are of the form (〈x, ψj〉)j∈Ω and the `1 regularization is
on the Riesz basis coefficients with respect to {ϕj}j∈N . Then, a natural choice for X for the balancing
properties condition is (A∗A)−1 since∥∥PΛcA∗P[M ]A(A∗A)−1PΛc − PΛc∥∥2→2 → 0
and ∥∥PΛA∗P[M ]A(A∗A)−1PΛc∥∥∞→∞
as M → ∞. So, by letting X = (A∗A)−1 and letting M ∈ N be sufficiently large, the conditions in
Assumption 3.5 as satisfied.
Then, conditions (a), (b) and (c) reduce to the following condition.
mk
Mk −Mk−1 & L · µk ·
∑
j∈Λc
max
{
µ(PΓkAP{j}), µ(PΓkAXP{j})
}
, k = 1, . . . , r (3.9)
where
µk = max {µ(PΓkAPΛc), µ(PΓkAXPΛc), µ(PΓkAPΛ)}
and mk & L · mˆk with
1 & max
j
{
max
‖ζ‖∞=1
r∑
k=1
(
Mk −Mk−1
mˆk
− 1
)
· µ(PΓkAP{j})2 · ‖PΓkAXPΛcζ‖22
}
, (3.10)
and the constants involved are dependent on ‖X‖2→2.
Both (3.9) and (3.10) show that the number of samples drawn from the kth level Γk depends not on
the global coherence values, but only on coherence values associated with Γk. Note that if µk → 0 as
k → ∞, then this would support the need for denser sampling at lower sampling levels. Furthermore,
the structural dependence is seen in the summation term of (3.9) and the norm term of (3.10), which
we can understand as being linked to the number of sparsifying vectors which are incoherent with the
sampling vectors in level k. In the special case where A is an isometry, then X the identity operator and
Theorem 3.6 simply reduces to the main theorem of [1].
If D is not the identity operator, then condition (3.3) is no longer trivial. However, this condition can
be made to hold by settingWΛ to be a sufficiently large subspace, although doing so will correspondingly
force the cardinality of Ω to increase. A similar condition has also been proposed in [23]. Thus, in
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combination with conditions in Assumption 3.5, these are conditions on the subspace on which one can
guarantee robust recovery and on the range of samples which we draw from. Conditions (a), (b), and (c)
reveal the dependence of the sampling density in Γk on the coherence values associated with Γk and on
signal structure (realized through W) associated with Γk. We demonstrate in this paper how analysis
on these conditions can provide insight into the success of total variation regularization. It is likely that
similar techniques will also prove fruitful for understanding the role of analysis regularization where D
is a frame operator.
3.2 A recovery result for an ‖·‖2,1 norm
The isotropic total variation norm defined in Section 2 cannot be written as ‖D·‖1 for any linear operator
D and (2.2) does not fit into the framework of (3.1). However, observe that 1√
2
‖·‖TV,1 ≤ ‖·‖TV ≤ ‖·‖TV,1
where D1,D2 are the two dimensional finite differences operators defined in Section 2 and ‖·‖TV,1 =
‖D1·‖1 + ‖D2·‖1 is typically known as the anisotropic total variation norm. Due to the equivalence
between the isotropic and anisotropic total variation norms, the recovery conditions for the isotropic
total variation minimization problem of (2.2) can be shown to be up to a constant equivalent to those
for the anisotropic total variation minimization problem which is covered by Theorem 3.6. We have the
following result.
Theorem 3.7. Let A,D ∈ B(`2(N)), and assume that ‖A‖2→2 = 1. Let δ ≥ 0, x, y ∈ `2(N) be such that
‖Ax− y‖2 ≤ δ. Consider
inf ‖Dz‖2,1 subject to ‖Az − y‖2 ≤ δ (3.11)
where
‖z‖2,1 :=
∑
i∈N
√∑
k∈∆i
|zk|2
and {∆i : i ∈ N} are finite disjoint subsets of N such that ∪i∈N∆i = N and |∆i| = 2 for all i ∈ N.
Let Λ = ∪i∈J∆i for some J ⊂ N and let W and WΛ be defined as for Theorem 3.6. Let σ ∈ `∞(N)
be such that
P∆iσ =
P∆iDx
‖P∆iDx‖2
, i ∈ N.
Then under the assumptions of Theorem 3.6 with (3.2) and (3.3) replaced by
‖λ ◦W∗D∗PΛcσ‖∞ ≤ 1
and
inf
u∈N (D∗PΛ)
∥∥(D∗PΛ)†Q⊥WΛD∗PΛcσ − u∥∥∞ ≤ 116
respectively, any b-optimal solution ξ to (3.11) satisfies
‖ξ − x‖2 . (1 + ‖X‖2→2) ·B ·
(
L · δ√
q
+ ‖PΛDx‖2,1 + b
)
with
L = ‖X‖2→2 +
√
s · ∥∥λ−1∥∥∞
√
log(−1) + log2(8MC∗
√
sq−1)
log2(4MC∗
√
sq−1)
.
4 Proof of Theorem 2.5
We assume throughout that x ∈ CN and Λc = {t1, . . . , ts−1} ∈ Ns−1 with 1 ≤ t1 < t2 < · · · < ts−1 <
N − 1. Let t0 = 0 and ts = N .
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Definition of WΛ
Lemma 4.1. Let WΛ = span
{
ηj ∈ CN : j = 1, . . . , s+ 1
}
where
(ηk)j =
{
1√
tk−tk−1 j = tk−1 + 1, . . . , tk
0 otherwise.
, k = 1, . . . , s,
and
ηs+1 =
{
ξ/‖ξ‖ ξ 6= 0
0 ξ = 0
, ξ = D∗PΛcsgn(Dx)−
s∑
j=1
〈D∗PΛcsgn(Dx), ηj〉ηj . (4.1)
If ξ 6= 0, let W ∈ CN×(s+1) and λ ∈ Rs+1>0 be defined as follows.
W = (η1|η2| . . . |ηs+1), λl =
{
2−1 · (tl − tl−1)1/2 1 ≤ l ≤ s
‖ξ‖−1 l = s+ 1.
Otherwise, if ξ = 0, then let W ∈ CN×s and λ ∈ Rs>0 be defined as follows.
W = (η1|η2| . . . |ηs), λl = 2−1 · (tl − tl−1)1/2, 1 ≤ l ≤ s.
Then
(i) WΛ ⊃ N (PΛD), W is an isometry and infv∈N (D∗PΛ)
∥∥(D∗PΛ)†Q⊥WΛD∗PΛcsgn(PΛcDx)− v∥∥∞ = 0,
(ii) For each j = 1, . . . , s, either
∥∥P∆jξ∥∥2 = 0 or ∥∥P∆jξ∥∥2 ≥ √2/3, where ∆j = {tj−1 + 1, . . . , tj}.
Furthermore, if tj − tj−1 = 1, then
∥∥P∆jξ∥∥2 = 0.
(iii) ‖λ ◦W∗D∗PΛcsgn(PΛcDx)‖∞ ≤ 1.
Proof.
(i) The first two assertions are simply by definition of W. The third assertion follows because
D∗PΛcsgn(Dx) = ξ +
s∑
j=1
〈D∗PΛcsgn(Dx), ηj〉ηj ∈ WΛ.
(ii) Let ζ = sgn(PΛcDx). Then, D
∗PΛcζ = (αj)Nj=1 where αj = −ζj + ζj−1 for j = 2, . . . , n− 1, α1 = −ζ1
and αN = ζN−1. Note that ζj = 0 unless j ∈ Λc. If tj − tj−1 = 1, then ∆j = {tj} and P∆jD∗PΛcζ = 0.
If tj − tj−1 = 2, then
P∆jD
∗PΛcζ =
(
ζtj−1 ,−ζtj
)T
, 〈D∗PΛcζ, ηj〉 =
ζtj−1 − ζtj√
2
and
∥∥P∆jξ∥∥22 = ∣∣∣ ζtj−ζtj−12 ∣∣∣2 + ∣∣∣ ζtj+ζtj−12 ∣∣∣2 = 12 . If tj − tj−1 ≥ 3, then
P∆jD
∗PΛcζ =
(
ζtj−1 , 0, · · · , 0, −ζtj
)T
, 〈D∗PΛcζ, ηj〉 =
ζtj−1 − ζtj√
tj − tj−1
and
∥∥P∆jξ∥∥22 = ∣∣ζtj − ζtj−1∣∣2 · tj − tj−1 − 1tj − tj−1 +
∣∣∣∣ζtj−1 + ζtj − ζtj−1tj − tj−1
∣∣∣∣2 + ∣∣∣∣−ζtj + ζtj − ζtj−1tj − tj−1
∣∣∣∣2
≥ 2
(
1− 2
3
)2
=
2
9
So,
∥∥P∆jξ∥∥22 is either zero or at least 2/9.
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(iii) Let ζ = sgn(PΛcDx). For j = 1, . . . , s,
|〈W∗D∗PΛcζ, ej〉| =
∣∣ζtj − ζtj−1∣∣√
tj − tj−1 ≤
2√
tj − tj−1 ,
so,
∣∣∣(λ ◦W∗D∗PΛcζ)j∣∣∣ ≤ 1. Recalling the definition of ξ from (4.1), if ξ 6= 0, then we have that
|〈W∗D∗PΛcζ, es+1〉| = ‖ξ‖−12 〈ξ,D∗PΛcζ〉 =
‖ξ‖22
‖ξ‖2
and since λs+1 = ‖ξ‖−12 ,
|λs+1 · 〈W∗D∗PΛcζ, es+1〉| = 1.
On the pseudo-inverse (PΛD)
†
For n ∈ N, let Dn ∈ R(n−1)×n such that
Dn =

−1 +1 0
−1 +1
. . .
. . .
0 −1 +1
 .
Then, one can check that the pseudoinverse of Dn is
D†n =

−(n− 1)/n −(n− 2)/n . . . −1/n
1/n −(n− 2)/n −1/n
... 2/n
...
...
...
...
...
... −1/n
1/n 2/n . . . (n− 1)/n

∈ Rn×(n−1).
Moreover, for D := DN ∈ R(N−1)×N ,
PΛD =
(
D˜1 D˜2 . . . D˜s
) ∈ R(N−s)×N
where
D˜1 =
(
Dt1
0N−s−t1+1×t1
)
D˜s =
(
0(ts−1−s+1)×(N−ts−1)
DN−ts−1
)
D˜k =
 0(tk−1−k+1)×(tk−tk−1)Dtk−tk−1
0(N−s−tk+k)×(tk−tk−1)
 , k = 2, . . . , s− 1,
and 0m×n ∈ Rm×n whose entries are all zero. Thus, by computing the pseudo-inverse of block matrices,
(PΛD)
† =

D˜†1
D˜†2
...
D˜†s

where
D˜†1 =
(
D†t1 0t1×(N−s−t1+1)
)
D˜†s =
(
0(N−ts−1)×(ts−1−s+1) D
†
N−ts−1
)
D˜†k =
(
0(tk−tk−1)×(tk−1−k+1) D
†
tk−tk−1 0(tk−tk−1)×(N−s−tk+k)
)
, k = 2, . . . , s− 1
and it is straighforward to check that ∥∥(PΛD)†∥∥1→2 ≤ √N. (4.2)
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Incoherence estimates
Lemma 4.2. Let WΛ, W and ξ be as defined in Lemma 4.1.
(i) For k = −N/2 + 1, . . . , N/2 and m = 1, . . . , s,
|〈AWem, ek〉| . min
{√
tm − tm−1√
N
,
√
N
|k| · √tm − tm−1
}
,
If ξ 6= 0, then
|〈AWes+1, ek〉|
‖ξ‖2
. 1√
N
and
‖ξ‖2 · |〈AWes+1, ek〉| . (s− 1) ·
1√
N
· |k|
N
+
s∑
j=1
1√
tj − tj−1 |〈Aηj , ek〉| .
(ii) For j = 1, . . . , N ,
∣∣〈A(PΛD)†ej , ek〉∣∣ . √N|k|
(iii) ∣∣∣(AQWΛ(PΛD)†)k,j∣∣∣ . 1√N
and so, for j ∈ {tm−1 −m+ 2, . . . tm −m+ 1},∣∣〈AQ⊥WΛ(PΛD)†ej , ek〉∣∣ ≤ ∣∣〈A(PΛD)†ej , ek〉∣∣+ ∣∣〈AQWΛ(PΛD)†ej , ek〉∣∣
. min
{√
N
|k| ,
(tm − tm−1)√
N
}
Proof.
(i) For m = 1, . . . , s and k ∈ {−N/2 + 1, . . . , N/2} \ {0} ,
〈AWem, ek〉 = 〈ηm,A∗ek〉 = 1√
N
√
tm − tm−1
tm∑
l=tm−1+1
e2piilk/N
=
1√
N
√
tm − tm−1
e2pii(tm−1+1)k/N
1− e2pii(tm−tm−1)k/N
1− e2piik/N
=
1√
N
√
tm − tm−1
epiik/Nepii(tm+tm−1)k/N
sin
(
pi(tm−tm−1)k
N
)
sin
(
pik
N
) .
By Lemma B.1, if |k| ≤ N/4, then
|〈AWem, ek〉| ≤ 1√
N
√
tm − tm−1
min {1, pi(tm − tm−1) |k| /N}∣∣sin (pikN )∣∣
≤
√
2 min
{√
tm − tm−1√
N
,
√
N
pi |k|√tm − tm−1
}
and if N/2 ≥ |k| > N/4, then
|〈AWem, ek〉| ≤
√
2√
N
√
tm − tm−1
min {1, pi(tm − tm−1) |k| /N}
≤
√
2 min
{
pi
√
tm − tm−1
2
√
N
,
√
N
2 |k|√tm − tm−1
}
23
where we have used the assumption that |k| /N ≤ 12 . If k = 0, then |〈AWem, ek〉| ≤
√
tm−tm−1√
N
. Thus,
|〈AWem, ek〉| . min
{√
tm − tm−1√
N
,
√
N
|k| · √tm − tm−1
}
(4.3)
For the second part of (i), recalling the definition of ηs+1 and ξ from (4.1),
|〈AWes+1, ek〉| = |〈Aξ, ek〉|‖ξ‖2
.
For j = 1, . . . , s, let ∆j {tj−1 + 1, . . . , tj}. If tj = tj−1+1, then P∆jξ = 0 by (ii) of Lemma 4.1. Assuming
that tj 6= tj−1 + 1, it follow that∣∣〈AP∆jξ, ek〉∣∣ ≤ ∣∣〈Ae1+tj−1 , ek〉∣∣+ ∣∣〈Aetj , ek〉∣∣+ 2√tj − tj−1 |〈Aηj , ek〉| ≤ 4√N .
Furthermore, by Lemma 4.1, either
∥∥P∆jξ∥∥2 = 0 or ∥∥P∆jξ∥∥22 ≥ 29 . So, if ∣∣{j : ∥∥P∆jξ∥∥2 6= 0}∣∣ = p, then
1
‖ξ‖22
≤ 92p . Thus,
|〈AWes+1, ek〉|
‖ξ‖2
≤ 1‖ξ‖22
s∑
j=1
∣∣〈AP∆jξ, ek〉∣∣ ≤ 92p · 4p√N ≤ 18√N . (4.4)
Finally,
‖ξ‖ |〈AWes+1, ek〉| = |〈Aξ, ek〉| ≤
s−1∑
j=1
∣∣〈AD∗etj , ek〉∣∣+ s∑
j=1
2√
tj − tj−1 |〈Aηj , ek〉| .
Since 〈AD∗etj , ek〉 =
√
2i√
N
e2piik(tj+1)/N sin(pik/N) we have that
‖ξ‖ |〈AWes+1, ek〉| = |〈Aξ, ek〉| ≤ (s− 1) ·
√
2
N
min
{
pi |k|
N
, 1
}
+
s∑
j=1
2√
tj − tj−1 |〈Aηj , ek〉| .
(ii) For |k| ≥ 1, ∣∣〈A(PΛD)†ej , ek〉∣∣ ≤ √N · ∥∥D(PΛD)†ej∥∥1√
2 |k| =
√
2
√
N
|k| .
where the first inequality follows by Lemma B.2 and the equality is true since it is straightforward to
verify that
∥∥D(PΛD)†ej∥∥1 ≤ 2. Also, for k = 0,∣∣〈A(PΛD)†ej , ek〉∣∣ ≤ ∥∥(PΛD)†ej∥∥1 ≤ √N
by (4.2).
(iii)
AWW∗(PΛD)†ej = A
(
s+1∑
l=1
〈ηl, (PΛD)†ej〉ηl
)
= 〈ηs+1, (PΛD)†ej〉Aηs+1 (4.5)
since for l = 1, . . . , s, ηl ∈ N (PΛD) = R((PΛD)†)⊥. Recall that ηs+1 = ξ‖ξ‖ . By definition of ξ and again
using the fact that l = 1, . . . , s, ηl ∈ N (PΛD) = R((PΛD)†)⊥,
〈ξ, (PΛD)†ej〉 = 〈D∗PΛcsgn(PΛcDx), (PΛD)†ej〉 ≤
∥∥D(PΛD)†ej∥∥1 ≤ 2. (4.6)
Recall from (4.4) that for each k = −N/2 + 1, . . . , N/2,
|〈Aξ, ek〉|
‖ξ‖2 ≤
12√
N
.
Thus, by applying this with (4.5) and (4.6), we have that for each k = −N/2 + 1, . . . , N/2∣∣〈AWW∗(PΛD)†ej , ek〉∣∣ ≤ 24√
N
.
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Norm estimates
Lemma 4.3. Let
⋃r
k=1 Γk = {1, . . . , N} be the union of r disjoint subsets and let Mk = maxm∈Γk |m|.
Let W, λ, ξ be as defined in Lemma 4.1. If ξ 6= 0, then given α ∈ Cs+1 be such that ‖α‖∞ = 1, there
exists {sˆk}rk=1 ∈ Rr+ such that∥∥PΓkAW ◦ λ−1 · α∥∥22 . sˆk + (MkN
)2
· (s− 1),
r∑
k=1
sˆk ≤
s∑
j=1
1
tj − tj−1 . (4.7)
If ξ = 0, then given α ∈ Cs be such that ‖α‖∞ = 1, there exists {sˆk}rk=1 ∈ Rr+ such that∥∥PΓkAW ◦ λ−1 · α∥∥22 . sˆk, r∑
k=1
sˆk ≤
s∑
j=1
1
tj − tj−1 . (4.8)
Proof. First assume that ξ 6= 0. By letting ζ = sgn(PΛcDx) and recalling the definition of W and λ from
Lemma 4.1, we have that
∥∥(PΓkAW ◦ λ−1)α∥∥22 =
∥∥∥∥∥∥PΓkA
 s∑
j=1
2αj√
tj − tj−1 ηj + αs+1D
∗PΛcζ −
s∑
j=1
αs+1(ζtj−1 − ζtj )√
tj − tj−1
∥∥∥∥∥∥
2
2
≤ 2
∥∥∥∥∥∥
s∑
j=1
2α˜j√
tj − tj−1 PΓkAηj
∥∥∥∥∥∥
2
2
+ 2‖PΓkAD∗PΛcζ‖22
= 32sˆk + +2‖PΓkAD∗PΛcζ‖22,
(4.9)
where ‖α˜‖∞ ≤ 2 and
sˆk =
1
16
∥∥∥∥∥∥
s∑
j=1
2α˜j√
tj − tj−1 PΓkAηj
∥∥∥∥∥∥
2
2
.
Then, since
⋃r
k=1 Γk = {1, . . . , N} and A is unitary,
r∑
k=1
sˆk =
1
16
r∑
k=1
∥∥∥∥∥∥PΓkA
 s∑
j=1
2α˜j√
tj − tj−1 ηj
∥∥∥∥∥∥
2
2
=
∥∥∥∥∥∥
s∑
j=1
2α˜j
4
√
tj − tj−1 ηj
∥∥∥∥∥∥
2
2
≤
s∑
j=1
1
tj − tj−1 .
To bound the second term on the right hand side of (4.9),
‖PΓkAD∗PΛcζ‖22 ≤
∑
|w|≤Mk
∣∣∣∣∣∣
s−1∑
j=1
ζtj√
N
(e2piitjw/N − e2pii(tj+1)w/N )
∣∣∣∣∣∣
2
=
∑
|w|≤Mk
1
N
∣∣∣sin(piw
N
)∣∣∣2
∣∣∣∣∣∣
s−1∑
j=1
ζtje
2piiwtj/N
∣∣∣∣∣∣
2
≤ min
{(
piMk
N
)2
, 1
}
· (s− 1),
where the last inequality follows because∣∣∣sin(piw
N
)∣∣∣2 ≤ min{(piMk
N
)2
, 1
}
for all |w| ≤Mk and ∑
|w|≤Mk
1
N
∣∣∣∣∣∣
s−1∑
j=1
ζtje
2piiwtj/N
∣∣∣∣∣∣
2
≤
s−1∑
j=1
∣∣ζtj ∣∣2 ≤ s− 1
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by the Parseval property of the discrete Fourier transform.
If ξ = 0, then since {Γk}rk=1 is a disjoint partition of {1, . . . , N} and A, W are unitary,
r∑
k=1
∥∥(PΓkAW ◦ λ−1)α∥∥22 = ‖λ ◦ α‖22 ≤ s∑
j=1
2
tj − tj−1 .
So (4.8) is holds with sˆk =
1
2
∥∥(PΓkAW ◦ λ−1)α∥∥22.
4.1 Proof of Theorem 2.5
Proof of Theorem 2.5. We will show that conditions (i) and (ii) of this theorem imply the conditions of
Theorem 3.6. Then, since
∥∥(PΛD)†∥∥1→2 ≤ √N by (4.2) and a minimizer necessarily exists (see [20]), we
can let b = 0 in the conclusion of Theorem 3.6 and the conclusion of this theorem will follow from the
conclusion of Theorem 3.6.
Since A and D are defined as finite dimensional matrices, when applying Theorem 3.6, we will consider
the infinite dimensional extension of them, so Dei = 0 and Aei = 0 for i > N . So, we can let the M
and M˜ values of Theorem 3.6 be N . Recall also Definition 2.1 and observe that for Λc = {t1, . . . , ts−1},
S(Λ, 0) = s. Let L = (log(s−1) + 1) · log(q−1N3/2√s). Let 0 = M0 < M1 < · · · < Mr = N and let for
each k = 1, . . . , r, let
Γk = {j ∈ Z : −bMk/2c ≤ j ≤ bMk−1/2c − 1, dMk−1/2e ≤ j ≤ dMk/2e − 1} ,
and note that |Γk| = Mk −Mk−1. Let WΛ, W, λ, ξ be defined as in Lemma 4.1. By (i) by Lemma 4.1,
(3.3) is satisfied. Now, X = QWΛ because A is unitary. So, the left hand side of (3.6) is simply zero.
Assume for now that ξ 6= 0. We first consider (a) of Theorem 3.6. We are required to show that for
each k = 1, . . . , r, mk satisfies
mk
Mk −Mk−1 & L ·max
{
µ(PΓkAW ◦ λ), µ(PΓkAQ⊥WΛ(PΛD)†)
} s+1∑
j=1
λ−1j µ(PΓkAWP{j}), (4.10)
and mk & L · mˆk with
1 & max
j
{
max
‖ζ‖∞=1
r∑
k=1
(
Mk −Mk−1
mˆk
− 1
)
· µ2k,j ·
∥∥PΓkAW ◦ λ−1 · ζ∥∥22
}
, (4.11)
where
µk,j = max
{
λj · µ(PΓkAWP{j}), µ(PΓkAQ⊥WΛ(PΛD)†P{j})
}
.
Recall that λj =
√
tj−tj−1
2 for j = 1, . . . , s and by (i) of Lemma 4.2,
λ−1s+1 · µ(PΓkAWP{s+1}) . (s− 1) ·
√
1
N
· piMk
N
+
s∑
j=1
1√
tj − tj−1 · µ(PΓkAWP{j}).
So,
s+1∑
j=1
λ−1j · µ(PΓkAWP{j}) . (s− 1) ·
Mk
N3/2
+
s∑
j=1
1√
tj − tj−1 · µ(PΓkAWP{j}).
Furthermore, by (i) of Lemma 4.2, for j = 1, . . . , s,
λ−1j µ(PΓkAWP{j}) . min
{
1√
N
,
√
N
(tj − tj−1) ·max {Mk−1, 1}
}
and
s
max
j=1
{
λj · µ(PΓkAWP{j})
}
.
√
N
max {Mk−1, 1} ,
{
λj · µ(PΓkAWP{s+1})
}
. 1√
N
≤
√
N
max {Mk−1, 1} .
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We also apply (iii) of Lemma 4.2 to obtain
µ(PΓkAQ
⊥
WΛ(PΛD)
†) .
√
N
max {Mk−1, 1} .
Therefore, by letting
∆k =
{
j : tj − tj−1 ≤ N
max {Mk−1, 1}
}
,
(4.10) holds if
mk
Mk −Mk−1 &L ·
√
N
max {Mk−1, 1} ·
∑
j 6∈∆k
√
N
(tj − tj−1) ·max {Mk−1, 1} +
∑
j∈∆k
1√
N
+
s− 1
N
· Mk√
N

& L · 1
max {Mk−1, 1} ·
∑
j 6∈∆k
N
(tj − tj−1) ·max {Mk−1, 1} + |∆k|+
s− 1
N
·Mk

= L · 1
max {Mk−1, 1}
(
S(Λ,max {Mk−1, 1}) + s− 1
N
·Mk
)
.
To understand when (4.11), first observe that by Lemma 4.3, given any α ∈ CN such that ‖α‖∞ ≤ 1,
there exists {sˆk}rk=1 ∈ Rr+ such that
∥∥PΓkAW ◦ λ−1 · α∥∥2 . sˆk + (MkN
)2
· (s− 1),
r∑
k=1
sˆk ≤
s∑
j=1
1
tj − tj−1 .
Thus, combining with the previous observation that
s
max
j=1
{
λj · µ(PΓkAWP{j})
}
.
√
N
max {Mk−1, 1} , µ(PΓkAQ
⊥
WΛ(PΛD)
†) .
√
N
max {Mk−1, 1} ,
we have that (4.11) holds if mk & Lmˆk with
1 ≥
r∑
k=1
(
Mk −Mk−1
mˆk
− 1
)
·
(
N
(1 +Mk−1)2
· sˆk + s− 1
N
·
(
Mk
max {Mk−1, 1}
)2)
for all {sˆk}rk=1 ∈ Rr+ such that
r∑
k=1
sˆk ≤
s∑
j=1
1
tj − tj−1 = F (Λ),
where F (Λ) is defined in Definition 2.2. To show that (b) of Theorem 3.6 holds, note that by (i) of
Lemma 4.2,
s+1∑
j=1
µ(PΓkAWP{j})
2 .
s∑
j=1
(PΓkAWP{j})
2 + (s− 1) · M
2
k
N3
and for each k = 1, . . . , s
µ(PΓkAWP{j}) . min
{
N
(tj − tj−1) ·max {Mk−1, 1}2
,
1
max {Mk−1, 1}
}
.
Therefore,
s+1∑
j=1
µ(PΓkAWP{j})
2 . 1
max {Mk−1, 1}
∑
j 6∈∆k
N
max {Mk−1, 1} · (tj − tj−1) + |∆l|+ (s− 1) ·
M2k
N2

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and condition (b) holds provided that
mk
Mk −Mk−1 & L ·
1
max {Mk−1, 1}
∑
j 6∈∆k
N
max {Mk−1, 1} · (tj − tj−1) + |∆l|+ (s− 1) ·
M2k
N2
 ,
which is implied by condition (i) of our assumptions. Finally, for condition (c), since
∥∥(PΛD)†∥∥1→2 ≤ √N ,
it suffices to let B =
√
N and combining with the incoherence estimate
µ(PΓkAQ
⊥
WΛ(PΛD)
†) .
√
N
max {Mk−1, 1} ,
(c) is implied by (i) of our theorem.
Finally, if ξ = 0, then by retracing the steps of this proof, we have that the assumptions of Theorem
3.6 are implied by (i’) and (ii’) below.
(i’) For k = 1, . . . , r,
mk
Mk −Mk−1 &
L
max {Mk−1, 1} · S (Λ,max {Mk−1, 1}) ,
(ii’) For k = 1, . . . , r, mk & (log(s−1) + 1) · log(q−1N3/2
√
s) · mˆk such that {mˆk}rk=1 satisfies
1 &
r∑
k=1
(
Mk −Mk−1
mˆk
− 1
)
·
(
N
max {Mk−1, 1}2
· sˆk
)
for any {sˆk}rk=1 such that
r∑
k=1
sˆk ≤ F (Λ)
which are less restrictive conditions than the assumptions of Theorem 2.5.
5 Proof of Theorem 2.6
Let {I1, . . . , In} be defined such that span
{
1Ij : j = 1, . . . , n
}
= N (P˜ΛD). Assume that Λc 6= ∅.
Lemma 5.1. Let WΛ = span {fj : j = 1, . . . , n+ 1} where
fj =
1Ij
|Ij |1/2
, j = 1, . . . , n, fn+1 =
{
ξ/‖ξ‖ ξ 6= 0
0 ξ = 0
where
ξ = D∗PΛcσ −
n∑
j=1
〈D∗PΛcσ, fj〉fj (5.1)
and σ is as defined in (2.5). If ξ 6= 0, then let
W : Cn+1 → CN×N , Wα =
n+1∑
j=1
αsfj , ∀α ∈ Cn+1
λ :=
(
‖Df1‖−11 , . . . , ‖Dfn‖−11 , ‖ξ‖−12
)T
=
( √|I1|
Per(I1)
, . . . ,
√|In|
Per(In)
, ‖ξ‖−12
)T
,
(5.2)
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otherwise, if ξ = 0, let
W : Cn → CN×N , Wα =
n∑
j=1
αsfj , ∀α ∈ Cn
λ :=
(
‖f1‖−1TV , . . . , ‖fn‖−1TV
)T
=
( √|I1|
Per(I1)
, . . . ,
√|In|
Per(In)
)T
.
Then
(i) W is an isometry and infv∈N (D∗P˜Λ)
∥∥∥(D∗PΛ)†Q⊥WΛD∗P˜Λcσ − v∥∥∥∞ = 0,
(ii) ‖λ ◦W∗D∗PΛcσ‖∞ ≤ 1.
Proof. We first remark that λ is well defined because by the assumption that Λc 6= ∅, it follows that
Ij ( {1, . . . , N}2 for all j = 1, . . . , n, which implies that Per(Ij) 6= 0. Claim (i) is trivial. For (ii), observe
that for each j = 1, . . . , n,∣∣∣〈W∗D∗P˜Λcσ, ej〉∣∣∣ = ∣∣∣〈fj ,D∗P˜Λcσ〉∣∣∣ ≤ ‖Dfj‖1 = λ−1j
and if ξ 6= 0, ∣∣∣〈W∗D∗P˜Λcσ, en+1〉∣∣∣ =
∥∥∥D∗P˜Λσ∥∥∥2
2
−∑sj=1 ∣∣∣〈D∗P˜Λcσ, fj〉∣∣∣2
‖ξ‖2
= ‖ξ‖2.
Incoherence estimates
Lemma 5.2. Let W, ξ be defined as in Lemma 5.1.
(i) Let k = (k1, k2) ∈ {−N/2 + 1, . . . , N/2}2. Then
|(Afj)k1,k2 | . min
{
Per(Ij)
|k| ·√|Ij | ,
√|Ij |
N
}
(ii) If ξ 6= 0, then
|(Afn+1)k1,k2 | . ‖ξ‖−1
 |Λc| · |k|
N2
+
n∑
j=1
Per(Ij)√|Ij | |(Afj)k1,k2 |

and
|(Afn+1)k1,k2 | ≤
‖ξ‖1
N · ‖ξ‖2
.
Proof.
(i) For each k ∈ {−N/2 + 1, . . . , N/2}2, we have that
(AfIj )k1,k2 =
∣∣∣∣∣∣ 1N ·√|Ij |
∑
(l1,l2)∈Ij
e2pii(k1l1+k2l2)/N
∣∣∣∣∣∣ ≤
√|Ij |
N
. (5.3)
Also, by Lemma B.3, for k = (k1, k2) ∈ {−N/2 + 1, . . . , N/2}2 \ {(0, 0)},∣∣(AfIj )k1,k2∣∣ ≤ ‖Dfj‖1 · 1|k| . (5.4)
Now, ‖Dfj‖1 ≤ |Ij |−1/2
∥∥D1Ij∥∥1 = Per(Ij)√|Ij | . So,∣∣(AfIj )k1,k2∣∣ ≤ Per(Ij)√|Ij | · |k| . (5.5)
The conclusion of (i) follows from combining (5.3) with (5.5).
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(ii) Note that
(Afn+1)k1,k2 = ‖ξ‖−1
(AD∗PΛcσ)k1,k2 − n∑
j=1
〈D∗PΛcσ, fIj 〉(AfIj )k1,k2
 . (5.6)
We first consider the first term on the right hand side of (5.6),
|(AD∗PΛcσ)k1,k2 | ≤
∑
j∈Λc
|(AD∗1ej)k1,k2 |+
∑
j∈Λc
|(AD∗2ej)k1,k2 | .
To bound each summand in the above inequality, note that for each j ∈ Λc,
|(AD∗1ej)k1,k2 | =
1
N
∣∣∣e2piik2j2/N (e2piik1(j1+1)/N − e2piik1j1/N )∣∣∣
≤ 2
N
∣∣∣∣sin(pik1N
)∣∣∣∣ ≤ 2N min
{
pi |k1|
N
, 1
}
.
and similarly, for each j ∈ Λc,
|(AD∗2ej)k1,k2 | ≤
2
N
min
{
pi |k2|
N
, 1
}
.
To bound the second term on the right hand side of (5.6), observe that∣∣〈D∗PΛcσ, fIj 〉∣∣ = ∣∣〈PΛcσ,DfIj 〉∣∣ ≤ ∥∥DfIj∥∥1 = Per(Ij)√|Ij | .
Thus, we have that
|(Afn+1)k1,k2 | . ‖ξ‖−1
 |Λc|
N
· |k|
N
+
n∑
j=1
Per(Ij)√|Ij | ∣∣(AfIj )k1,k2∣∣
 .
To prove the last part of (ii), observe that
|(Afn+1)k1,k2 |
‖ξ‖ ≤
|(Aξ)k1,k2 |
‖ξ‖2 ≤
‖ξ‖1
N · ‖ξ‖2 .
Lemma 5.3. Let W, ξ,λ be defined as in Lemma 5.1. Let
⋃r
k=1 Γk = {1, . . . , N}2 be r disjoint sets.
Given ζ such that ‖ζ‖∞ ≤ 1, there exists {sˆk}rk=1 ∈ Rr+ such that∥∥PΓkAW(λ−1 · ζ)∥∥22 . sˆk + Sk, k = 1, . . . , r, r∑
k=1
sˆk ≤
n∑
j=1
Per(Ij)
2
|Ij |
where
S =
{
maxj=(j1,j2)∈Γk
|j|2
N2 · |Λc| if ξ 6= 0
0 if ξ = 0.
Proof. If ξ = 0, then since A and W are unitary matrices,
r∑
k=1
∥∥PΓkAW(λ−1 · ζ)∥∥22 = ∥∥λ−1 · ζ∥∥22 ≤ n∑
j=1
Per(Ij)
2
|Ij | .
It remains to consider the case when ξ 6= 0. By definition of W,
∥∥PΓkAW(λ−1 · ζ)∥∥2 =
∥∥∥∥∥∥PΓkA
n+1∑
j=1
λ−1j ζjfj
∥∥∥∥∥∥
2
.
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Recall that fn+1 = ξ/‖ξ‖2 where
ξ = D∗PΛcσ −
n∑
j=1
〈D∗PΛcσ, fj〉fj
with σ as defined in (2.5), and for j = 1, . . . , n, λ−1j =
Per(Ij)√
|Ij |
, λ−1n+1 = ‖ξ‖2. So,
∥∥PΓkAWλ−1ζ∥∥22 ≤ 2
∥∥∥∥∥∥PΓkA
 n∑
j=1
ζ˜jfj
∥∥∥∥∥∥
2
2
+ 2‖PΓkAξ‖22,
where for j = 1, . . . , n,
∣∣∣ζ˜j∣∣∣ ≤ 2Per(Ij)√|Ij | . Let sˆk = 14∥∥∥PΓkA(∑nj=1 ζ˜jfj)∥∥∥22. Then, since A is unitary,
r∑
k=1
sˆk =
1
4
r∑
k=1
∥∥∥∥∥∥PΓkA
n∑
j=1
ζ˜jfj
∥∥∥∥∥∥
2
2
=
1
4
∥∥∥∥∥∥
n∑
j=1
ζ˜jfj
∥∥∥∥∥∥
2
2
≤
n∑
j=1
Per(Ij)
2
|Ij | .
Finally,
‖PΓkAξ‖22 ≤
∑
j=(j1,j2)∈Γk
∣∣∣∣∣∑
l∈Λc
(AD∗1el)j +
∑
l∈Λc
(AD∗2el)j
∣∣∣∣∣
2
=
∑
j=(j1,j2)∈Γk
∣∣(e2piij1/N − 1)(e2piij2/N − 1)∣∣
N2
∣∣∣∣∣∑
l∈Λc
e2piiN
−1〈j,l〉 +
∑
l∈Λc
e2piiN
−1〈j,l〉
∣∣∣∣∣
2
≤ max
(j1,j2)∈Γk
2
∣∣(e2piij1/N − 1)(e2piij2/N − 1)∣∣
N2
∑
j∈Γk
∣∣∣∣∣∑
l∈Λc
e2piiN
−1〈j,l〉
∣∣∣∣∣+ ∑
j∈Γk
∣∣∣∣∣∑
l∈Λc
e2piiN
−1〈j,l〉
∣∣∣∣∣
2
. max
j=(j1,j2)∈Γk
|j|2
N2
· |Λc| .
Proof of Theorem 2.6
We will prove this theorem by showing that our assumptions imply the assumptions of Theorem 3.7.
Since A and D are defined as finite dimensional matrices, when applying Theorem 3.6, we will consider
the infinite dimensional extension of them, so Dei = (0, 0) and Aei = (0, 0) for i 6∈ {1, . . . , N}2 and we
can let M = M˜ = N2 in Theorem 3.7.
Recall the definitions ofWΛ, W, λ and ξ from Lemma 5.1. We first need to show that the identifiability
and balancing properties hold. Since A is a unitary operator, A∗A = I, we can let X be the identity
and in this case, conditions (3.4), (3.5) and (3.6) are trivially true. By our choice of WΛ, we have from
Lemma 5.1 that the following condition is also trivially true.
inf
u∈N (D∗PΛ)
∥∥∥(D∗PΛ)†Q⊥WΛD∗P˜Λcσ − u∥∥∥∞ ≤ 116
Recalling Definition 2.3, we have that s = S(Λ, 0) = O (|Λc|).
First assume that ξ 6= 0. We will now show that conditions (a), (b) and (c) for Theorem 3.7 are
satisfied, that is, for
L = (log(s−1) + 1) log(q−1N2B√s), B =
∥∥∥(P˜ΛD)†∥∥∥
1→2
,
conditions (a’), (b’) and (c’) listed below are satisfied.
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(a’) For each k = 1, . . . , r
mk
|Γk| & L ·max
{
µ(PΓkAW ◦ λ), µ(PΓkAQ⊥WΛ(P˜ΛD)†)
}
·
n+1∑
j=1
λ−1j µ(PΓkAWP{j}), (5.7)
and mk & L · mˆk with
1 & max
‖ζ‖∞=1
r∑
k=1
( |Γk|
mˆk
− 1
)
· µ2k,j ·
∥∥PΓkAW ◦ λ−1 · ζ∥∥22 , j = 1, . . . , N (5.8)
where
µk,j = max
{
λj · µ(PΓkAWP{j}), µ(PΓkAQ⊥WΛ(P˜ΛD)†P{j})
}
.
(b’) For each k = 1, . . . , r,
mk
|Γk| & log
( |Λc|

)
·
n+1∑
j=1
(
µ(PΓkAWP{j})
)2
.
(c’) For each k = 1, . . . , r and j ∈ N
max
{
1,
∥∥∥(P˜ΛD)†∥∥∥
1→2
}
&
( |Γk|
mk
− 1
)
· log
(
N

)
·
(
µ(PΓkAQ
⊥
WΛ(P˜ΛD)
†P{j})
)2
.
For each k = 1, . . . , r, let
Mmink = max
{
min
m∈Γk
|m| , 1
}
, Mmaxk = max
m∈Γk
|m| .
We first consider (a’). By Lemma 5.2,
λn+1 · µ(PΓkAWP{n+1}) .
|Λc|
N
· M
max
k
N
+
n∑
j=1
Per(Ij)√|Ij | · µ(PΓkAWP{j}). (5.9)
So,
n+1∑
j=1
λ−1j · µ(PΓkAWP{j})
. |Λ
c|
N
· M
max
k
N
+
n∑
j=1
Per(Ij)√|Ij | · µ(PΓkAWP{j}).
(5.10)
By (i) of Lemma 5.2, for j = 1, . . . , n,
Per(Ij)√|Ij | · µ(PΓkAWP{j}) . Per(Ij) ·min
{
Per(Ij)
|Ij | ·
1
Mmink
,
1
N
}
. (5.11)
Let
∆k :=
{
j :
Per(Ij)
|Ij | ≥ minm∈Γk
|m|
N
}
.
Then (5.10) and (5.11) gives
n+1∑
j=1
λ−1j · µ(PΓkAWP{j})
≤ 1
N
·
∑
j 6∈∆k
Per(Ij)
2
|Ij | ·
N
Mmink
+ ·
∑
j∈∆k
Per(Ij) + |Λc| · M
max
k
N
 .
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Again, by Lemma 5.2, for j = 1, . . . , s
λj · µ(PΓkAWP{j}) .
1
Mmink
(5.12)
and
λn+1 · µ(PΓkAWP{s+1}) .
‖ξ‖1
‖ξ‖22
· 1
N
. (5.13)
Therefore, the first part of condition (a’) becomes
mk
|Γk| & L ·
νk
N
·
∑
j 6∈∆k
Per(Ij)
2
|Ij | ·
N
Mmink
+ ·
∑
j∈∆k
Per(Ij) + |Λc| · M
max
k
N

= L · νk
N
·
(
S(Λ,Mmink ) + |Λc| ·
Mmaxk
N
)
.
where
νk = max
{
1,
‖ξ‖1
‖ξ‖22
, µk ·Mmink
}
· 1
Mmink
,
which is exactly condition (i).
For the second part of (a’), first observe that by Lemma 5.3, for any ζ ∈ Cs+1 such that ‖ζ‖∞ = 1,
there exists {sˆk}rk=1 ∈ Rr+ such that for k = 1, . . . , r
∥∥PΓkAW(λ−1 · ζ)∥∥22 . sˆk + (Mmaxk )2N2 · |Λc| ,
r∑
k=1
sˆk ≤
n∑
j=1
2Per(Ij)
2
|Ij | .
So, in conjunction with (5.12), the second part of condition (a’) becomes mk & L · mˆk with
1 ≥
r∑
k=1
( |Γk|
mˆk
− 1
)
· ν2k ·
(
sˆk +
(Mmaxk )
2
N2
)
for all {sˆk}rk=1 ∈ Rr+ satisfying
r∑
k=1
sˆk ≤
n∑
j=1
Per(Ij)
2
|Ij | = F (Λ)
which is exactly condition (ii).
For condition (b’), by (5.9) and (5.13), we have that
µ(PΓkAWP{n+1})
2
.
µ(PΓkAWP{n+1})
‖ξ‖2
·
 |Λc|
N
· M
max
k
N
+
n∑
j=1
Per(Ij)√|Ij | · µ(PΓkAWP{j})

. ‖ξ‖2
N · ‖ξ‖22
·
 |Λc|
N
· M
max
k
N
+
n∑
j=1
Per(Ij)√|Ij | · µ(PΓkAWP{j})
 .
By combining this with the following upper bound
µ(PΓkAWP{j}) ≤
Per(Ij)√|Ij | 1Mmink , j = 1, . . . , n,
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we have that
n+1∑
j=1
µ(PΓkAQP{j})
2
.
n∑
j=1
(
1
Mmink
+
‖ξ‖1
N · ‖ξ‖22
)
· Per(Ij)√|Ij | · µ(PΓkAQP{j}) + ‖ξ‖2 · |Λ
c|
N2 · ‖ξ‖22
· M
max
k
N
. νk · 1
N
·
∑
j∈∆k
Per(Ij)
2
|Ij | ·
N
Mmink
+
∑
j∈∆k
Per(Ij) + |Λc| · M
max
k
N
 .
So, condition (b’) is implied by
mk
|Γk| & L · νk ·
1
N
·
∑
j∈∆k
Per(Ij)
2
|Ij | ·
N
Mmink
+
∑
j∈∆k
Per(Ij) + |Λc| · M
max
k
N

which is condition (i). Finally, condition (c’) is implied by condition (i).
In the case where ξ = 0, by retracing the steps in the case of ξ 6= 0, we can show that the conditions
of Theorem 3.7 are true if (i’) and (ii’) below hold.
(i’) For k = 1, . . . , r,
mk
|Γk| & L ·
ck
N
· 1
Mmink
· S (Λ,Mmink ) .
(ii’) For k = 1, . . . , r, mk & L · mˆk with
1 &
r∑
k=1
( |Γk|
mˆk
− 1
)
· c2k ·
1
(Mmink )
2
· sˆk
for any {sˆk}rk=1 such that
r∑
k=1
sˆk ≤ F (Λ).
Note that (i’) and (ii’) are less restrictive than (i) and (ii).
6 Proof of Theorem 3.6
There has been some recent analysis on the minimizers for problems of the form (3.1) both in the context
of compressed sensing [5] and for general linear inverse problems [23, 14, 11]. The approach of the latter
three cited works is to show that robust recovery is implied by the existence of a vector which satisfies
certain properties. This vector is often referred to as the dual certificate, and much of the work in proving
robust recovery is in deriving the conditions under which this dual certificate exists. We will follow this
approach to prove Theorem 3.6.
6.1 Existence of dual certificate implies stable recovery
Lemma 6.1. Given index set Λ, let WΛ be such that WΛ ⊃ N (PΛD). Then∥∥Q⊥WΛz∥∥2 ≤ ∥∥(PΛD)†∥∥1→2 ‖PΛDz‖1 .
Proof. First note that W⊥Λ ⊂ N (PΛD)⊥ and
Q⊥WΛQ
⊥
N (PΛD) = Q
⊥
N (PΛD)Q
⊥
WΛ = Q
⊥
WΛ .
Furthermore, since Q⊥N (PΛD) = (PΛD)
†PΛD, we have that
∥∥Q⊥WΛz∥∥2 ≤ ∥∥(PΛD)†∥∥1→2 ‖PΛDz‖1.
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Proposition 6.2 (Dual vector for the constrained problem). Let A,D ∈ B(`2(N)), Λ ⊂ N and let
WΛ ⊂ `2(N) be such that WΛ ⊃ N (PΛD). Let Ω := Ω1 ∪ · · · ∪ Ωr ⊂ N be the union of r disjoint subsets
and {qk}rk=1 ∈ (0, 1]r. Define q = minrj=1 qj and
PΩ,q := q
−1
1 PΩ1 ⊕ . . .⊕ q−1r PΩr , PΩ,√q := q−1/21 PΩ1 ⊕ . . .⊕ q−1/2r PΩr .
Let y = PΩAx+ ξ in (3.1) with ‖ξ‖2 ≤ δ and let xˆ = x+ z be a b-optimal solution to (3.1). Let
1− (c0 + 2c1c2qK) ≥ γ
for c0, c1, c2,K > 0, and suppose that QWΛA
∗PΩ,qAQWΛ is invertible on QWΛ(`
2(N)) with∥∥(QWΛA∗PΩ,qAQWΛ)−1∥∥2→2 ≤ 43K (6.1)
‖QWΛA∗PΩ,qAQWΛ‖2→2 ≤
5
4
(6.2)
max
j=1,...,N
∥∥PΩ,√qAQ⊥WΛ(PΛD)†ej∥∥2 ≤ c2 (6.3)
and that there exists some ρ = A∗PΩw such that the following holds:
(i) ‖QWΛD∗PΛcsgn(PΛcDx)−QWΛρ‖2 ≤ c1 · q
(ii) infu∈N (D∗PΛ)
∥∥(D∗PΛ)†Q⊥WΛ(D∗PΛcsgn(PΛcDx)− ρ)− u∥∥∞ ≤ c0.
Then,
‖z‖2 . δ ·
(
K√
q
+ C · (c1√qK + ‖w‖2)
)
+ C · (‖PΛDx‖1 + b) .
where C = γ−1
(
c2K +
∥∥(PΛD)†∥∥1→2).
Proof. First note that by (6.2),
‖QWΛA∗PΩ,q‖2 ≤
√
5
4q
,
∥∥QWΛA∗PΩ,√q∥∥2 ≤
√
5
4
Furthermore, by Lemma 6.1,
‖z‖2 ≤ ‖QWΛz‖2 +
∥∥Q⊥WΛz∥∥2 ≤ ‖QWΛz‖2 + ∥∥(PΛD)†∥∥1→2 ‖PΛDz‖1 . (6.4)
We seek to bound ‖QWΛz‖2 and ‖PΛDz‖1. To bound ‖QWΛz‖2, observe that by (6.1), (6.2) and (6.3),
‖QWΛz‖2 =
∥∥(QWΛA∗PΩ,qAQWΛ)−1QWΛA∗PΩ,qAQWΛz∥∥2
≤ ∥∥(QWΛA∗PΩ,qAQWΛ)−1∥∥2 ∥∥QWΛA∗PΩ,qA(z −Q⊥WΛz)∥∥2
≤ 2
√
5K
3
√
q
‖PΩAz‖2 +
4K
3
max
j∈N
∥∥QWΛA∗PΩ,qAQ⊥WΛ(PΛD)†ej∥∥2 ‖PΛDz‖1
≤ δ · 4
√
5K
3
√
q
+
2
√
5Kc2
3
‖PΛDz‖1
≤ δ · 4K√
q
+ 2Kc2 ‖PΛDz‖1 .
(6.5)
To bound ‖PΛDz‖1, note that
‖D(x+ z)‖1 = ‖PΛD(x+ z)‖1 + ‖PΛcD(x+ z)‖1
≥ ‖PΛDz‖1 − ‖PΛDx‖1 + ‖PΛcDx‖1 + Re 〈PΛcDz, sgn(PΛcDx)〉
≥ ‖PΛDz‖1 − 2 ‖PΛDx‖1 + ‖Dx‖1 + Re 〈PΛcDz, sgn(PΛcDx)〉
(6.6)
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and since x+ z is a b-optimal solution by assumption, it follows that b+ ‖Dx‖1 ≥ ‖D(x+ z)‖1, and we
have that
‖PΛDz‖1 ≤ b+ 2 ‖PΛDx‖1 + |〈PΛcDz, sgn(PΛcDx)〉| . (6.7)
Using the existence of a dual vector ρ with ρ = A∗PΩw, we have that
|〈PΛcDz, sgn(PΛcDx)〉| = |〈z,D∗PΛcsgn(PΛcDx)〉|
=
∣∣〈z,QWΛD∗PΛcsgn(PΛcDx)−QWΛρ〉+ 〈z, ρ〉+ 〈z,Q⊥WΛ(D∗PΛcsgn(PΛcDx)− ρ)〉∣∣
=
∣∣∣〈z,QWΛD∗PΛcsgn(PΛcDx)−QWΛρ〉+ 〈z, ρ〉+ 〈z,Q⊥N (PΛD)Q⊥WΛ(D∗PΛcsgn(PΛcDx)− ρ)〉∣∣∣
≤ ‖QWΛz‖ ‖QWΛD∗PΛcsgn(PΛcDx)−QWΛρ‖+ ‖PΩAx‖ ‖w‖
+
∣∣〈PΛDz, ((PΛD)†)∗Q⊥WΛ(D∗PΛcsgn(PΛcDx)− ρ)〉∣∣
≤ c1q ‖QWΛz‖+ 2δ ‖w‖+ ‖PΛDz‖1 inf
u∈N (D∗PΛ)
∥∥((PΛD)†)∗Q⊥WΛ(D∗PΛcsgn(PΛcDx)− ρ)− u∥∥∞ .
(6.8)
Thus, by (6.5) and assumption (ii),
|〈PΛcDz, sgn(PΛcDx)〉| ≤ (4√qc1K + 2 ‖w‖) · δ + (c0 + 2c1c2qK) · ‖PΛDz‖1 .
By plugging this back into (6.7), and recalling that 1− (c0 + 2c1c2qK) ≥ γ, we have that
‖PΛDz‖1 ≤ γ−1 (b+ 2 ‖PΛDx‖1 + (4
√
qc1K + 2 ‖w‖) · δ) .
So, having obtained bounds for ‖PΛDz‖2 and ‖QWΛz‖2, (6.4) yields
‖z‖2 . δ ·
(
K√
q
+ C · (c1√qK + ‖w‖2)
)
+ C · ‖PΛDx‖1 + C · b.
where C = γ−1
(
c2K +
∥∥(PΛD)†∥∥1→2).
6.2 Verification of the conditions in Proposition 6.2
In this section, we will derive conditions under which the conditions of Proposition 6.2 (with appropriate
values for c0, c1 and c2) are satisfied.
We first remark that the probability that the conditions to Proposition 6.2 hold for Ω chosen in
accordance to a uniform sampling model as described in Definition 3.2 is up to a constant bounded by
the probability that they are satisfied when Ω is chosen in accordance to a Bernoulli model (described
subsequently). Such equivalence has become standard in the compressed sensing literature and we refer
to [6] for further details. Therefore, throughout this section, we will assume that the sampling set
Ω = Ω1 ∪ · · · ∪ Ωr adheres to a Bernoulli model, that is, for 0 = M0 < M1 < · · · < Mr = M , and
qk =
mk
Mk−Mk−1 ∈ [0, 1],
Ωk = ({δj · j : j = Mk−1 + 1, . . . ,Mk} ∩ {Mk−1 + 1, . . . ,Mk}) , k = 1, . . . , r
where δj is a random variable such that P(δj = 1) = qk and P(δk = 0) = 1−qk for j ∈ {Mk−1 + 1, . . . ,Mk}.
We write Ωk ∼ Ber(qk).
We also let Γk = {Mk−1 + 1, . . . ,Mk}, q = minrj=1 qj and
PΩ,q := q
−1
1 PΩ1 ⊕ . . .⊕ q−1r PΩr , PΩ,√q := q−1/21 PΩ1 ⊕ . . .⊕ q−1/2r PΩr .
We will show that it suffices to let {qk}rk=1 satisfy the following conditions.
Assumption 6.3. Suppose that A,D ∈ B(`2(N)) with ‖A‖2→2 = 1. Let Λ ⊂ N, WΛ ⊃ N (PΛD) be a
subspace of dimension s and let W ∈ B(`2(N)) be such that its columns form an orthonormal basis of
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WΛ. Let q ∈ (0, 1], let B ≥
∥∥(PΛD)†∥∥1→2. Assume that there exists X ∈ B(`2(N)) which is invertible
and M ∈ N such that the following holds.∥∥QWΛA∗P[M ]AXQWΛ −QWΛ∥∥2→2 ≤ 18 ,∥∥λ ◦W∗A∗P[M ]AXW ◦ λ−1 −W∗W∥∥∞→∞ ≤ (4 log1/22 (4C∗M√s/q))−1 ,
and ∥∥(D∗PΛ)†Q⊥WΛA∗P[M ]AXW ◦ λ−1∥∥∞→∞ ≤ 116
where C∗ =
∥∥λ−1∥∥∞ ·max {1, B‖X‖2→2}.
Defined Y = min
{
q · (8∥∥λ−1∥∥∞√s · ∥∥XA∗P[M ]∥∥2→2)−1, B · √q} , and
M˜ = min
{
i ∈ N : max
k≥i
∥∥P[M ]AQ⊥WΛ(PΛD)†ei∥∥2 ≤ Y} .
Assume that the following coherence conditions hold.
(a) For each k = 1, . . . , r,
qk & (log(s−1) + 1) log(q−1M˜C∗
√
s) · µk ·
s∑
j=1
·µ(PΓkAXWP{j}) · λ−1j , t = 1, 2
where
µk = max
{
µ(PΓkAQ
⊥
WΛ(PΛD)
†), µ(PΓkAXW ◦ λ)
}
and qk & (log(s−1) + 1) log(q−1M˜C∗
√
s) · qˆk such that {qˆk}rk=1 satisfies the following.
1 & max
‖η‖∞=1
r∑
k=1
(qˆ−1k − 1) · µ(PΓkAξ)2 ·
∥∥PΓkAXW ◦ λ−1 · η∥∥22 ,
for all ξ ∈ {Q⊥WΛ(PΛD)†)ei, λjWej : i ∈ N, j = 1, . . . , s}.
(b) For each k = 1, . . . , r,
qk & log
(s

)
· (‖X‖2→2 + 1) ·
r∑
l=1
µ2k,l
where µk,l = max
{
µ(PΓkAWP{l}), µ(PΓkAXWP{l})
}
.
(c)
B2 & log
(
M˜
γ
)
· rmax
k=1
(q−1k − 1) · µ(PΓkAQ⊥WΛ(PΛD)†)2.
The proofs in this section will make use of two Bernstein inequalities which we state here.
Theorem 6.4 (Bernstein inequality for random variables [9]). Let Z1, . . . , ZM ∈ C be independent
random variables with zero mean such that |Zj | ≤ K almost surely for all l = 1, . . . ,M and some
constant K > 0. Assume also that
∑M
j=1 E |Zj |2 ≤ σ2 for some constant σ2 > 0. Then for t > 0,
P
∣∣∣∣∣∣
M∑
j=1
Zj
∣∣∣∣∣∣ ≥ t
 ≤ 4 exp(− t2/4
σ2 +Kt/(3
√
2)
)
.
If Z1, . . . , ZM ∈ R are real instead of complex random variables, then
P
∣∣∣∣∣∣
M∑
j=1
Zj
∣∣∣∣∣∣ ≥ t
 ≤ 2 exp(− t2/2
σ2 +Kt/3
)
.
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Theorem 6.5 (Bernstein inequality for rectangular matrices [22]). Let Z1, . . . , ZM ∈ Cd1×d2 be inde-
pendent random matrices such that EZj = 0 for each j = 1, . . . ,M and ‖Zj‖2→2 ≤ K almost surely for
each j = 1, . . . ,M and some constant K > 0. Let
σ2 := max

∥∥∥∥∥∥
M∑
j=1
E(ZjZ∗j )
∥∥∥∥∥∥
2→2
,
∥∥∥∥∥∥
M∑
j=1
E(Z∗jZj)
∥∥∥∥∥∥
2→2
 .
Then, for t > 0,
P
∥∥∥∥∥∥
M∑
j=1
Zj
∥∥∥∥∥∥
2→2
≥ t
 ≤ 2(d1 + d2) exp( −t2/2
σ2 +Kt/3
)
Analysis of conditions (6.1), (6.2) and (6.3)
Lemma 6.6. Let  ∈ (0, 1] and let B ≥ ∥∥(PΛD)†∥∥1→2. Let E be the event that QWΛA∗PΩ,qAQWΛ is
invertible on QWΛ(`
2(N)), ∥∥(QWΛA∗PΩ,qAQWΛ)−1∥∥2→2 ≤ 43‖X‖2→2, (6.9)
‖QWΛA∗PΩ,qAQWΛ‖2→2 ≤
5
4
, (6.10)
and
max
j∈N
∥∥PΩ,√qAQ⊥WΛ(PΛD)†ej∥∥2 ≤ B. (6.11)
Suppose that conditions in Assumption 6.3 are satisfied. Then, P(Ec) ≤ /6.
Proof. Let p = /6. We first remark that (6.9) is satisfied if
‖QWΛXA∗PΩ,qAQWΛ −QWΛ‖2→2 ≤
1
4
since this would imply that (QWΛXA
∗PΩ,qAQWΛ)
−1 exists on QWΛ(`
2(N)). Now, since X is invertible,
given any y ∈ `2(N),
‖QWΛA∗PΩ,qAQWΛy‖2 ≥ ‖X‖−12→2 · ‖QWΛXA∗PΩ,qAQWΛy‖2 ≥ ‖X‖−12→2 ·
(
1− 1
4
)
· ‖y‖2,
which implies that (QWΛA
∗PΩ,qAQWΛ)
−1 exists and satisfies the norm bound in (6.9). Second, observe
that (6.11) holds provided that
max
j∈N
∥∥P{j}(D∗PΛ)†Q⊥WΛA∗PΩ,qAQ⊥WΛ(PΛD)†P{j}∥∥2→2 ≤ B2.
So, to prove this lemma, it suffices to show that
P
(
‖QWΛXA∗PΩ,qAQWΛ −QWΛ‖2→2 >
1
4
)
≤ p/3, (6.12)
P
(
‖QWΛA∗PΩ,qAQWΛ‖2→2 >
5
4
)
≤ p/3, (6.13)
and
P
(
max
j∈N
∥∥P{j}(D∗PΛ)†Q⊥WΛA∗PΩ,qAQ⊥WΛ(PΛD)†P{j}∥∥2→2 > B2) ≤ p/3. (6.14)
This is achieved by setting γ = p/3 in Propositions 6.7, 6.8 and 6.9 and observing that the assumptions
of these propositions are implied by Assumption 6.3.
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Proposition 6.7. Let WΛ = R(W) be such that the columns of W form an orthonormal set and the
dimensions of WΛ = s. Let A ∈ B(`2(N)) be such that ‖A‖2→2 ≤ 1. Suppose that X ∈ B(`2(N)) and
M ∈ N is such that ∥∥QWΛXA∗P[M ]AQWΛ −QWΛ∥∥2→2 ≤ 18 .
Then, given any γ > 0,
P
(∥∥QWΛXA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AQWΛ −QWΛ∥∥2→2 ≥ 14
)
≤ γ
provided that for each k = 1, . . . , r
qk ≥ log
(
4s
γ
)
· 128 · (‖X‖2→2 + 1) ·
r∑
l=1
µ2k,l
where µk,l = max
{
µ(PΓkAWP{l}), µ(PΓkAXWP{l})
}
.
Proof. Let q˜j := qk for j = {Mk−1 + 1, . . . ,Mk} and let {δj}Mj=1 be Bernoulli random variables such
that P(δj = 1) = q˜j and P(δj = 0) = 1 − q˜j . First observe that since QWΛXA∗P[M ]AQWΛ = QWΛ by
definition of X and since QWΛ = WW
∗,∥∥QWΛXA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AQWΛ −QWΛ∥∥2→2
=
∥∥∥∥∥∥
M∑
j=1
(q˜−1j δj − 1)QWΛXA∗ (ej ⊗ ej) AQWΛ
∥∥∥∥∥∥
2→2
≤
∥∥∥∥∥∥
M∑
j=1
(e˜−1j δj − 1)W∗XA∗ (ej ⊗ ej) AW
∥∥∥∥∥∥
2→2
+
∥∥QWΛXA∗P[M ]AQWΛ −QWΛ∥∥2→2
≤
∥∥∥∥∥∥
M∑
j=1
(q˜−1j δj − 1)W∗XA∗ (ej ⊗ ej) AW
∥∥∥∥∥∥
2→2
+
1
8
.
Therefore, it suffices to show that under the assumptions of this proposition,
P
∥∥∥∥∥∥
M∑
j=1
(q˜−1j δj − 1)W∗XA∗ (ej ⊗ ej) AW
∥∥∥∥∥∥
2→2
≥ 1
8
 ≤ γ.
Let Zj = (q˜
−1
j δj−1)W∗XA∗ (ej ⊗ ej) AW, then Z1, . . . , ZM ∈ Cs×s are independent mean zero matrices.
We aim to apply Theorem 6.5. Let ξj = W
∗XA∗ej and ηj = W∗A∗ej
‖Zj‖2→2 ≤ max
{
1, q˜−1j − 1
} ‖ξj ⊗ ηj‖2 ≤ max{1, q˜−1j − 1} ‖ξj‖2 ‖ηj‖2
≤ rmax
k=1
max{1, q−1k − 1}
√√√√ s∑
l=1
µ(PΓkAXWP{l})2
√√√√ s∑
l=1
µ(PΓkAWP{l})2
 =: K.
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Also, ∥∥∥∥∥∥
M∑
j=1
E(Z∗jZj)
∥∥∥∥∥∥
2→2
= sup
‖x‖2=1
∣∣∣∣∣∣
M∑
j=1
(q˜−1j − 1)〈ξj ⊗ ηjx, ξj ⊗ ηjx〉
∣∣∣∣∣∣
= sup
‖x‖2=1
∣∣∣∣∣∣
M∑
j=1
(q˜−1j − 1)〈ξj , ηj〉〈ξj , x〉〈ηj , x〉
∣∣∣∣∣∣
≤ Mmax
j=1
∣∣(q˜−1j − 1)〈ξj , ηj〉∣∣ sup
‖x‖2=1
∣∣∣∣∣∣
M∑
j=1
〈ej ,AXWx〉〈ej ,AWx〉
∣∣∣∣∣∣
≤ Mmax
j=1
∣∣(q˜−1j − 1)〈ξj , ηj〉∣∣ · ‖AXW‖2→2 ‖AW‖2→2
≤ ‖X‖2→2 ·
M
max
j=1
(q˜−1j − 1)
s∑
l=1
|〈ej ,AXWel〉| |〈ej ,AWel〉|
≤ ‖X‖2→2 ·
r
max
k=1
(q−1k − 1)
s∑
l=1
µ(PΓkAXWP{l}) · µ(PΓkAWP{l}) =: σ2
where we have used the assumption that ‖A‖2→2 = 1. Similarly,∥∥∥∥∥
M∑
k=1
E(ZkZ∗k)
∥∥∥∥∥
2→2
≤ σ2.
Thus, by Theorem 6.4
P(
∥∥QWΛXA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AQWΛ −QWΛ∥∥2→2 > 14) ≤ 4s exp
( −1
128(σ2 +K/24)
)
.
Proposition 6.8. Let WΛ = R(W) be such that the columns of W form an orthonormal set and the
dimension of WΛ is s. Let A ∈ B(`2(N)) be such that ‖A‖2→2 ≤ 1. Let γ ∈ (0, 1], then
P
(
‖QWΛA∗PΩ,qAQWΛ‖2→2 >
5
4
)
≤ γ
if for each k = 1, . . . , r,
qk ≥ 35 · log
(
4s
γ
)
·
r∑
j=1
µ(PΓkAWP{j})
2
Proof. For j = 1, . . . ,M , let δj be random Bernoulli variables such that P(δj = 1) = q˜j , where q˜j = qk
for j = Mk−1 + 1, . . . ,Mk. Observe that
‖QWΛA∗PΩ,qAQWΛ‖2→2 =
∥∥∥∥∥
M∑
k=1
(q˜−1k δk − 1)QWΛA∗(ek ⊗ ek)AQWΛ + QWΛA∗P[M ]AQWΛ
∥∥∥∥∥
2→2
≤
∥∥∥∥∥
M∑
k=1
(q˜−1k δk − 1)W∗A∗(ek ⊗ ek)AW
∥∥∥∥∥
2→2
+ 1.
Let Zk = (q˜
−1
k δk − 1)W∗A∗(ek ⊗ ek)AW, then
P
(
‖QWΛA∗PΩ,qAQWΛ‖2→2 >
5
4
)
≤ P
(∥∥∥∥∥
M∑
k=1
Zk
∥∥∥∥∥
2→2
>
1
4
)
.
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By applying Theorem 6.5 as in Proposition 6.7, we obtain that
P(
∥∥QWΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AQWΛ −QWΛ∥∥2→2 ≥ β) ≤ 4s exp( −β2/2σ2 +Kβ/3
)
.
where β = 14 ,
σ2 =
r
max
k=1
(q−1k − 1)
s∑
l=1
µ(PΓkAWP{l})
2,
and
K =
r
max
k=1
{
max
{
1, q−1k − 1
} s∑
l=1
µ(PΓkAWP{l})
2
}
.
Proposition 6.9. Let WΛ = R(W) be such that the columns of W form an orthonormal set and the
dimension of WΛ is s. Let D ∈ B(`2(N)) and A ∈ B(`2(N)) be such that ‖A‖2→2 ≤ 1. Let γ ∈ (0, 1] and
let B ≥ ∥∥(PΛD)†∥∥1→2. Then
P
(
sup
j∈N
∥∥P{j}(D∗PΛ)†Q⊥WΛA∗PΩ,qAQ⊥WΛ(PΛD)†P{j}∥∥2→2 > 54B2
)
≤ γ
if for each k = 1, . . . , r
log
(
2M˜
γ
)
· rmax
k=1
(q−1k − 1)µ(PΓkAQ⊥WΛ(PΛD)†)2 ≤
3
14
B2,
with
M˜ = min
{
j ∈ N : max
k≥j
∥∥P[M ]AQ⊥WΛ(PΛD)†ej∥∥2 ≤
√
5
4
·B · √q
}
<∞.
Proof. For j = 1, . . . ,M , let δj be random Bernoulli variables such that P(δj = 1) = q˜j , where q˜j = qk
for j = Mk−1 + 1, . . . ,Mk. Observe that for each j ∈ N∥∥P{j}(D∗PΛ)†Q⊥WΛA∗PΩ,qAQ⊥WΛ(PΛD)†P{j}∥∥2→2
=
∥∥∥∥∥
M∑
k=1
(q˜−1k δk − 1)P{j}(D∗PΛ)†Q⊥WΛA∗(ek ⊗ ek)AQ⊥WΛ(PΛD)†P{j}
+ P{j}(D∗PΛ)†Q⊥WΛA
∗P[M ]AQ⊥WΛ(PΛD)
†P{j}
∥∥∥∥∥
2→2
≤
∥∥∥∥∥
M∑
k=1
(q˜−1k δk − 1)P{j}(D∗PΛ)†Q⊥WΛA∗(ek ⊗ ek)AQ⊥WΛ(PΛD)†P{j}
∥∥∥∥∥
2→2
+
∥∥(PΛD)†∥∥21→2
≤
∣∣∣∣∣
M∑
k=1
(q˜−1k δk − 1)
∣∣〈AQ⊥WΛ(PΛD)†ej , ek〉∣∣2
∣∣∣∣∣+B2.
Thus, by letting Zjk = (q˜
−1
k δk − 1)
∣∣〈AQ⊥WΛ(PΛD)†ej , ek〉∣∣2, we have that
P
(∥∥P{j}(D∗PΛ)†Q⊥WΛA∗PΩ,qAQ⊥WΛ(PΛD)†P{j}∥∥2→2 > 54B2
)
≤ P
(∣∣∣∣∣
r∑
k=1
Zjk
∣∣∣∣∣ > 14B2
)
.
Furthermore, we have that∣∣∣Zjk∣∣∣ ≤ rmax
k=1
(q−1k − 1)
∣∣µ(PΓkAQ⊥WΛ(PΛD)†P{j})∣∣2 =: Kj
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and
M∑
k=1
E
(∣∣∣Zjk∣∣∣2) = M∑
k=1
(q˜−1k − 1)
∣∣〈AQ⊥WΛ(PΛD)†ej , ek〉∣∣4
≤ B2 rmax
k=1
(q−1k − 1)µ(PΓkAQ⊥WΛ(PΛD)†P{j})2 =: σ2j .
Thus, letting t = B
2
4 , Theorem 6.4 yields
P
(∣∣∣∣∣
r∑
k=1
Zjk
∣∣∣∣∣ > B24
)
≤ 2 exp
(
−t2/2
σ2j +Kjt/3
)
.
Now let Γ ⊂ N be such that
P
(
sup
j∈Γ
∥∥P{j}(D∗PΛ)†Q⊥WΛA∗PΩ,qAQ⊥WΛ(PΛD)†P{j}∥∥2→2 > 5B24
)
= 0.
If |Γc| <∞, then by the union bound,
P
(
max
j∈Γc
∥∥P{j}(D∗PΛ)†Q⊥WΛA∗PΩ,qAQ⊥WΛ(PΛD)†P{j}∥∥2→2 > 5B24
)
≤ 2 |Γc| rmax
j=1
exp
(
−t2/2
σ2j +Kjt/3
)
.
To conclude this proof, we simply need to show that |Γc| < M˜ . Observe that∥∥P{j}(D∗PΛ)†Q⊥WΛA∗PΩ,qAQ⊥WΛ(PΛD)†P{j}∥∥2→2 ≤ 1q ∥∥P[M ]AQ⊥WΛ(PΛD)†ej∥∥22 → 0
as j →∞. Therefore, M˜ is finite and
Υ =
{
j ∈ N : 1√
q
∥∥P[M ]AQ⊥WΛ(PΛD)†ej∥∥2 >
√
5
4
·B
}
is a finite subset. Finally, Γc is finite since |Γc| ≤ |Υ| ≤ M˜ .
Construction of the dual certificate
As explained in [2, 1], we may replace the Bernoulli sampling model stated at the start of this section
6.2 with the following equivalent sampling model: Ω = Ω1 ∪ · · · ∪ Ωr with
Ωk = Ω
1
k ∪ Ω2k ∪ · · · ∪ Ωµk , {Mk−1 + 1, . . . ,Mk} ⊃ Ωjk ∼ Ber(qjk), k = 1, . . . , r, j = 1, . . . , µ
for some µ ∈ N and
{
qjk
}µ
j=1
such that
(1− q1k)(1− q2k) . . . (1− qµk ) = 1− qk.
We will assume this alternative model throughout the following theorem.
Theorem 6.10. Let  ∈ (0, 1] and σ ∈ `∞(N) be such that ‖σ‖∞ ≤ 1. Let λ ∈ Rs+ be such that
‖λ ◦W∗D∗PΛcσ‖∞ ≤ 1.
Suppose that the conditions of Assumption 6.3 are satisfied. Then with probability exceeding 1 − 5/6,
there exists ρ = A∗PΩw such that
(i) ‖QWΛD∗PΛcσ −QWΛρ‖2 ≤ q8 ·min
{
1, (c2‖X‖2→2)−1
}
(ii)
∥∥(D∗PΛ)†Q⊥WΛρ∥∥∞ ≤ 18
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(iii) ‖w‖2 ≤
√
s
q ·
∥∥λ−1∥∥∞ ·√ log(p−1)+log(8MC∗√sq−1)log2(5MC∗√sq−1)
where C∗ =
∥∥λ−1∥∥∞ ·max {1, c2‖X‖2→2}.
Proof. We will construct ρ using a recursive golfing technique introduced in [12, 15]. We first describe
to the construction of ρ, then show that with probability exceeding 1− 5/6, this construction satisfies
conditions (i), (ii) and (iii) of this theorem.
Let γ = /6. Define ν ∈ N, ν ≤ µ, {αj}µj=1 and {βj}µj=1 as follow:
µ = 8d3ν + log(γ−1)e, ν = dlog2(8C∗M
√
s/q)e
q1k = q
2
k =
1
4
qk, q˜k = q
3
k = · · · = qµk , qk =
Nk −Nk−1
mk
α1 = α2 =
(
2 log
1/2
2 (4C∗M
√
s/q)
)−1
, αi =
1
2
β1 = β2 =
1
8
, βi =
1
8
log2(4C∗M
√
s/q), 3 ≤ i ≤ µ
Let Z0 = QWΛD
∗PΛcσ and for i = 1, 2 define
Zi = QWΛD
∗PΛcσ −QWΛYi, Yi =
i∑
j=1
A∗PΩj ,qjAXQWΛZj−1.
Let Θ1 = {1} , Θ2 = {1, 2} and for i ≥ 3, define
Θi =

Θi−1 ∪ {i}
∥∥λ ◦ (W∗(QWΛ −QWΛA∗PΩi,qiAXQWΛ)Zi−1∥∥∞ ≤ αi ‖λ ◦W∗Zi−1‖∞∥∥(D∗PΛ)†Q⊥WΛA∗PΩi,qiAXQWΛZi−1∥∥∞ ≤ βi ‖λ ◦W∗Zi−1‖∞
Θi−1 otherwise.
Yi =
{∑
j∈Θi A
∗PΩj ,qiAXQWΛZj−1 i ∈ Θi
Yi−1 otherwise.
Zi =
{
QWΛD
∗PΛcσ −QWΛYi i ∈ Θi
Zi−1 otherwise.
Define the following events
Ai :
∥∥λ ◦ (W∗(QWΛ −QWΛA∗PΩi,qiAXQWΛ)Zi∥∥∞ ≤ αi ‖λ ◦W∗Zi‖∞ , i = 1, 2
Bi :
∥∥(D∗PΛ)†Q⊥WΛA∗PΩi,qiAXQWΛZi∥∥∞ ≤ βi ‖λ ◦W∗Zi‖∞ , i = 1, 2
B3 : |Θµ| ≥ ν,
B4 :
2∩
i=1
Ai ∩
3∩
i=1
Bi.
Let τ(j) denote the jth element in Θµ and if B4 occurs, then we let ρ = Yτ(ν), otherwise ρ is simply the
zero vector.
In the event of B4.
Assume that event B4 occurs. We now demonstrate that ρ satisfies properties (i), (ii) and (iii). Observe
that
Zτ(i) = (QWΛ −QWΛA∗PΩi,qiAXQWΛ)Zτ(i−1).
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Then,
‖QWΛD∗PΛcσ −QWΛρ‖2 =
∥∥Zτ(ν)∥∥2
=
∥∥W∗(QWΛ −QWΛA∗PΩi,qiAXQWΛ)Zτ(ν−1)∥∥2
≤ √s · ∥∥λ−1∥∥∞ · ∥∥λ ◦W∗(QWΛ −QWΛA∗PΩi,qiAXQWΛ)Zi−1∥∥∞
≤ √s · ∥∥λ−1∥∥∞ · ν∏
i=2
ατ(i) ‖λ ◦W∗Z1‖∞
≤ √s · ∥∥λ−1∥∥∞ · ν∏
i=1
ατ(i) ‖λ ◦W∗D∗PΛcσ‖∞ ≤
∥∥λ−1∥∥∞ · √s2ν ≤ q8 ·min{1, (c2‖X‖2→2)−1}
where we have recalled the definition of ν and also, by definition of λ, ‖λ ◦W∗D∗PΛcσ‖∞ ≤ 1. So,
condition (i) is satisfied by ρ.
For condition (ii),
∥∥(D∗PΛ)†Q⊥WΛρ∥∥∞ ≤ ν∑
i=1
∥∥(D∗PΛ)†Q⊥WΛA∗PΩi,qiAXQWΛZτ(i−1)∥∥∞
≤
ν∑
i=1
βτ(i)
∥∥λ ◦W∗Zτ(i−1)∥∥∞ ≤ ν∑
i=1
βτ(i)
i−1∏
j=1
ατ(i)
∥∥λ ◦W∗Zτ(1)∥∥∞
≤
ν∑
i=1
βτ(i)
i−1∏
j=1
ατ(i) · ‖λ ◦W∗D∗PΛcσ‖∞
≤ 1
8
1 + 1
2 log
1/2
2 (8M
√
sq−1/2)
+
ν−1∑
j=2
1
2j
 ≤ 1
8
.
To show ρ satisfies condition (iii) in the event of B4, observe that by definition, ρ = A
∗PΩw where
w =
∑ν
j=1 wj with wj = PΩτ(j),qτ(j)AXZτ(j−1). For each j = 1, . . . , ν,
‖wj‖22 = 〈PΩτ(j),qτ(j)AXZτ(j−1),PΩτ(j),qτ(j)AXZτ(j−1)〉 ≤
r∑
k=1
(
1
q
τ(j)
k
)2 ∥∥∥PΩτ(j)k AXZτ(j−1)∥∥∥22
and
r∑
k=1
(
1
q
τ(j)
k
)2 ∥∥∥PΩτ(j)k AXZτ(j−1)∥∥∥22 =
r∑
k=1
(
1
q
τ(j)
k
)2
〈A∗P
Ω
τ(j)
k
AXZτ(j−1),XZτ(j−1)〉
=
r∑
k=1
(
1
q
τ(j)
k
)2
〈QWΛA∗PΩτ(j)k AXZτ(j−1),XZτ(j−1)〉
≤ rmax
k=1
{
1
q
τ(j)
k
}
〈QWΛA∗PΩτ(j),qτ(j)AXZτ(j−1),XZτ(j−1)〉
≤ rmax
k=1
{
1
q
τ(j)
k
}(∥∥Zτ(j−1)∥∥2 ∥∥Zτ(j)∥∥2 + ‖X‖2 ∥∥Zτ(j−1)∥∥22)
≤ rmax
k=1
{
1
q
τ(j)
k
}(∥∥W∗Zτ(j−1)∥∥2 ∥∥W∗Zτ(j)∥∥2 + ‖X‖2 ∥∥W∗Zτ(j−1)∥∥22)
≤ rmax
k=1
{
1
q
τ(j)
k
}
· s ·
(∥∥λ−1 ◦ λ ◦W∗Zτ(j−1)∥∥∞ ∥∥λ−1 ◦ λ ◦W∗Zτ(j)∥∥∞ + ‖X‖2 ∥∥λ−1 ◦ λ ◦W∗Zτ(j−1)∥∥2∞)
≤ ∥∥λ−1∥∥2∞ · ‖X‖2 · rmaxk=1
{
1
q
τ(j)
k
}
· s · (ατ(j) + 1) ·
(
j−1∏
i=1
ατ(j)
)2
.
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Thus,
‖w‖2 ≤
∥∥λ−1∥∥∞ · ‖X‖1/22 · √s · ν∑
j=1
r
max
k=1
 1√
q
τ(j)
k
 ·√ατ(j) + 1 ·
j−1∏
i=1
ατ(j)
and by plugging in our choice of parameters and carrying out some algebraic manipulations (see [1]), we
have
‖w‖2 .
∥∥λ−1∥∥∞ · ‖X‖1/22 · √s ·
√
log(γ−1) + log2(8M
√
sq−1)
log2(4M
√
sq−1)
· rmax
k=1
√
Mk −Mk−1
mk
.
So, to prove this theorem, we need to show that P(Bc4) ≤ 5γ and this is true if
P(Aci ) ≤ γ, i = 1, 2, P(Bcj ) ≤ γ, j = 1, 2, 3.
Bounding the probability that event B3 does not occur.
We aim to show that P(Bc3) < γ. We first define the random variables X1, . . . Xµ−2 by
Xj =
{
0 Θj+2 6= Θj+1,
1 otherwise.
(6.15)
and observe that
P(Bc3) = P(|Θµ| < ν) = P(X1 + . . .+Xµ−2 > µ− ν). (6.16)
Suppose that P is such that
P ≥ P(Xj = 1|Xl1 = . . . = Xlg = 1), (6.17)
for any j = 1, . . . , µ− 2, l1, . . . , lg ∈ {1, . . . , µ− 2} such that j 6∈ {l1, . . . , lg}. Then,
P(
µ−2∑
i=1
Xi ≥ µ− ν) ≤
(
µ− 2
µ− ν
)
Pµ−ν .
Now let {X˜k}µ−2k=1 be independent binary variables taking values 0 and 1, such that P(X˜k = 1) = P .
Then, since it can be shown that [1, Lemma 7.14](
µ− 2
µ− ν
)
Pµ−ν ≤
(
(µ− 2)e
µ− ν
)µ−ν
P(
µ−2∑
i=1
X˜i ≥ µ− ν),
we have that
P(
µ−2∑
i=1
Xi ≥ µ− ν) ≤
(
(µ− 2)e
µ− ν
)µ−ν
P(
µ−2∑
i=1
X˜i ≥ µ− ν). (6.18)
By the standard Chernoff bound ([Theorem 2.1, equation 2, McDiarmid]) that for t > 0,
P
(
X˜1 + . . .+ X˜µ−2 ≥ (µ− 2)(t+ P )
)
≤ e−2(µ−2)t2 . (6.19)
Hence, if we let t = (µ− ν)/(µ− 2)− P , it follows from (6.18) and (6.19) that
P(Bc4) ≤ e−2(µ−2)t
2+(µ−ν)(log( µ−2µ−ν )+1) ≤ e−2(µ−2)t2+µ−2.
Thus, by choosing P = 1/4 we get that
P(Bc3) ≤ γ
whenever µ ≥ x and x is the largest root satisfying
(x− µ)
(
x− ν
µ− 2 −
1
4
)
− log(γ−1/2)− x− 2
2
= 0,
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so µ ≥ 8d3ν + log(γ−1/2)e which is satisfied by our choice of µ.
It remains to verify that (6.17) holds with P = 1/4: Observe that Xj = 1 whenever∥∥λ ◦ (W∗(QWΛ −QWΛA∗PΩi,qiAXQWΛ)Zi−1∥∥∞ ≤ 12 ‖λ ◦W∗Zi−1‖∞
and ∥∥(D∗PΛ)†Q⊥WΛA∗PΩi,q˜AXQWΛZi−1∥∥∞ ≤ 18 log2(4M˜C∗√s/q) ‖λ ◦W∗Zi−1‖∞
for i = j + 2. Thus, by Proposition 6.12 and Proposition 6.11, P(Xj = 1) ≤ 14 if for each i ∈ N,
1 & log(32M˜)
log2
(
4M˜C∗
√
sq−1
) · max
‖η‖∞=1
r∑
k=1
(q˜−1k −1)·µ(PΓkAQ⊥WΛ(PΛD)†P{i})2 ·
∥∥PΓkAXW ◦ λ−1 · η∥∥22 , (6.20)
and
q˜k &
log(32M˜)
log2
(
4M˜
√
sC∗q−1
)2 · µ(PΓkAQ⊥WΛ(PΛD)†) · s∑
j=1
λ−1j · µ(PΓkAXWP{j}), k = 1, . . . , r (6.21)
as well as for each i = 1, . . . , s,
1 & log(32s) · max
‖η‖∞=1
r∑
k=1
(q˜−1k − 1) · (µ(PΓkAWP{i}) · λi)2 ·
∥∥PΓkAXW ◦ λ−1 · η∥∥22 (6.22)
and
q˜k & log(32s) · µ(PΓkAW ◦ λ) ·
s∑
j=1
µ(PΓkAXWP{j}) · λ−1j , k = 1, . . . , r (6.23)
It now remains to show that the assumptions of this theorem imply (6.20), (6.21), (6.22) and (6.23).
Stage 1:
We show that (6.20) and (6.22) are satisfied if qk & (log(s−1)+1) log(q−1M˜C∗
√
s) · qˆk such that {qˆk}rk=1
satisfies the following. For each i ∈ N,
1 & max
‖η‖∞=1
r∑
k=1
(qˆ−1k − 1) · (µ(PΓkAQ⊥WΛ(PΛD)†P{i}))2 ·
∥∥PΓkAXW ◦ λ−1 · η∥∥22 , (6.24)
and for i = 1, . . . , s
1 & max
‖η‖∞=1
r∑
k=1
(qˆ−1k − 1) · max‖η‖∞=1
(
λi · µ(PΓkAWP{i})
)2 · ∥∥PΓkAXW ◦ λ−1 · η∥∥22 . (6.25)
First observe that (1− q1k) · · · (1− qµk ) = (1− qk) implies that q1k + q2k + · · ·+ qµk ≥ qk. So, by our choice
of
{
qjk
}µ
j=1
, if follows that 2(µ− 2)q˜k ≥ qk. If (6.24) and (6.25) are satisfied by qk, then
2
(
8(d3 log(9C∗M
√
s/q) + log(γ−1)e)− 2) q˜k ≥ qk
& qˆk(log(s−1) + 1) log(q−1M˜C∗
√
s) ≥ qˆk(log(s) + 1)(log(q−1M˜C∗
√
s) + log(−1)).
Since γ = /6, it follows that
q˜k & qˆk(log(s) + 1)
and (6.24) implies that for each i ∈ N,
1 & (log(s) + 1)
(
max
‖η‖∞=1
r∑
k=1
(qˆ−1k (log(s) + 1)
−1 − (log(s) + 1)−1) · µ2k,i ·
∥∥PΓkAXW ◦ λ−1 · η∥∥22
)
& (log(s) + 1)
(
max
‖η‖∞=1
r∑
k=1
(q˜−1k − 1) · µ2k,i ·
∥∥PΓkAXW ◦ λ−1 · η∥∥22
)
where µk,i = µ(PΓkAQ
⊥
WΛ(PΛD)
†P{i}), so (6.24) implies (6.20). A similar argument which replaces
{µk,i}i∈N by
{
λi · µ(PΓkAWP{i})
}s
i=1
will show that (6.25) implies (6.22).
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Stage 2:
We show that (6.21) and (6.23) are satisfied if for each k = 1, . . . , r,
qk & (log(s−1)+1) log(q−1M˜C∗
√
s)·
s∑
j=1
max
i
(
µ(PΓkAQ
⊥
WΛ(PΛD)
†P{i})
)·µ(PΓkAXWP{j})·λ−1j , (6.26)
and
qk & (log(s−1) + 1) log(q−1M˜C∗
√
s) ·
s∑
j=1
(
max
i
λi · µ(PΓkAXWP{i})
)
· µ(PΓkAXWP{j}) · λ−1j . (6.27)
As in Stage 1, we have that
2
(
8(d3 log(8C∗M
√
s/q) + log(γ−1)e)− 2) q˜k ≥ qk,
and since
(log(s−1) + 1) log(q−1M˜C∗
√
s) ≥ (log(s) + 1)(log(q−1M˜C∗
√
s) + log(−1),
it follows that (6.27) implies that
q˜k & log(s+ 1) ·
s∑
j=1
(
max
i
λi · µ(PΓkAXWP{i})
)
· µ(PΓkAXWP{j}) · λ−1j .
which is up to a constant equivalent to (6.23) In the same way, (6.26) implies (6.21).
Bounding the probability that one of the events A1, A2, B1, B2 does not occur
By Proposition 6.12, for i = 1, 2, P(Aci ) ≤ γ if for each j,
1 & log2
(
4M˜
√
s
q
)
· log
(
4s
γ
)
· max
‖η‖∞=1
r∑
k=1
(q−1k − 1)
(
λj · µ(PΓkAWP{j})
)2 ∥∥PΓkAXW ◦ λ−1 · η∥∥22 ,
and for each k = 1, . . . , r
1 & log1/22
(
4M˜
√
s
q
)
· log
(
4s
γ
)
·
{
q−1k · µ(PΓkAW ◦ λ) ·
s∑
l=1
λ−1l · µ(PΓkAXWP{l})
}
.
By Proposition 6.11 and assumption (3.6), for i = 1, 2, P(Bci ) ≤ γ whenever
1 & rmax
j=1
{
log
(
4M˜
γ
)
· max
‖η‖∞=1
r∑
k=1
(q−1k − 1)
(
µ(PΓkAQ
⊥
WΛ(PΛD)
†P{j})
)2 ∥∥PΓkAXW ◦ λ−1 · η∥∥22
}
,
and for each k = 1, . . . , r
1 & log
(
4M˜
γ
)
· q−1k · µ(PΓkAQ⊥WΛ(PΛD)†) ·
s∑
l=1
λ−1l · µ(PΓkAXWP{l}).
Proposition 6.11. Let λ ∈ Rs+. Let WΛ = R(W) be such that the columns of W form an orthonormal
set and the dimensions of WΛ = s. Let A ∈ B(`2(N)) be such that ‖A‖2→2 ≤ 1. Let α > 0 and suppose
that X ∈ B(`2(N)) and M ∈ N are such that∥∥(D∗PΛ)†Q⊥WΛA∗P[M ]AXW ◦ λ−1∥∥∞ ≤ α/2.
Given any ξ ∈ QWΛ(`2(N)), we have that
P
(∥∥(D∗PΛ)†Q⊥WΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXQWΛξ∥∥∞ > α ‖λ ◦W∗ξ‖∞) ≤ γ
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if for each k = 1, . . . , r
qk ≥ 18
α2
· log
(
4M˜
γ
)
· µ(PΓkAQ⊥WΛ(PΛD)†) ·
s∑
l=1
λ−1l · µ(PΓkAXWP{l}),
and for each j ∈ N,
1 ≥ 18
α
· log
(
4M˜
γ
)
· max
‖η‖∞=1
r∑
k=1
(q−1k − 1)
(
µ(PΓkAQ
⊥
WΛ(PΛD)
†P{j})
)2 ∥∥PΓkAXW(λ−1 · η)∥∥22 ,
where
M˜ = min
{
i : max
k≥i
∥∥P[M ]AQ⊥WΛ(PΛD)†ei∥∥2 ≤ α · q∥∥λ−1∥∥∞√s · ∥∥XA∗P[M ]∥∥2→2
}
.
Proof. Since we are required to derive conditions under which
P
(∥∥(D∗PΛ)†Q⊥WΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXQWΛ(W ◦ λ−1 ◦ λ ◦W∗ξ)∥∥∞ > α ‖λ ◦W∗ξ‖∞) ≤ γ
we may assume, without loss of generality that ‖λ ◦W∗ξ‖∞ = 1 and consider for ξ˜ := λ◦W∗ξ, conditions
under which the following hold.
P
(∥∥∥(D∗PΛ)†Q⊥WΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXQWΛW(λ−1 · ξ˜)∥∥∥∞ > α) ≤ γ
For j = 1, . . . ,M , let δj be random Bernoulli variables such that P(δj = 1) = q˜j , where q˜j = qk for
j = Mk−1 + 1, . . . ,Mk. Observe that
(D∗PΛ)†Q⊥WΛA
∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXQWΛW(λ−1 · ξ˜)
=
M∑
j=1
(q˜−1j δj − 1)(D∗PΛ)†Q⊥WΛA∗(ej ⊗ ej)AXW(λ−1 · ξ˜) + (D∗PΛ)†Q⊥WΛA∗P[M ]AXW(λ−1 · ξ)
where we have used the facts that QWΛW = W. For j = 1, . . . ,M and i ∈ N, define the random variables
Zij = (q˜
−1
j δj − 1)〈(D∗PΛ)†Q⊥WΛA∗(ej ⊗ ej)AXW(λ−1 · ξ˜), ei〉
For t > 0 and i ∈ N, we will use Theorem 6.4 to obtain an upper bound for
P
∣∣∣∣∣∣
M∑
j=1
Zij
∣∣∣∣∣∣ > t
 . (6.28)
To bound
∑M
j=1 E
(∣∣Zij∣∣2), first observe that
E
(∣∣Zij∣∣2) = (q˜−1j − 1) ∣∣∣〈(D∗PΛ)†Q⊥WΛA∗(ej ⊗ ej)AXW(λ−1 · ξ˜), ei〉∣∣∣2
= (q˜−1j − 1)
∣∣〈A∗ej ,Q⊥WΛ(PΛD)†ei〉∣∣2 ∣∣∣〈ej ,AXW(λ−1 · ξ˜)〉∣∣∣2
Thus, we have that
M∑
j=1
E
(∣∣Zij∣∣2) ≤ r∑
k=1
(q−1k − 1)
(
µ(PΓkAQ
⊥
WΛ(PΛD)
†P{i})
)2 ∥∥∥PΓkAXW(λ−1 · ξ˜)∥∥∥2
2
≤ sup
‖η‖∞=1
r∑
k=1
(q−1k − 1)
(
µ(PΓkAQ
⊥
WΛ(PΛD)
†P{i})
)2 ∥∥PΓkAXW(λ−1 · η)∥∥22 =: C1,i.
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To bound
∣∣Zij∣∣, observe that∣∣Zij∣∣ ≤ max{q˜−1j − 1, 1} ∣∣〈A∗ej ,Q⊥WΛ(PΛD)†ei〉∣∣ ∣∣∣〈ej ,AXW(λ−1 · ξ˜)〉∣∣∣
≤ rmax
k=1
{
max
{
q−1k − 1, 1
} ·max
i
µ(PΓkAQ
⊥
WΛ(PΛD)
†P{i}) ·
s∑
l=1
λ−1l µ(PΓkAXWP{l})
}
=: C2.
We now let Γ ⊂ N be such that
P
(
sup
i∈Γ
∣∣∣〈(D∗PΛ)†Q⊥WΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXW(λ−1 · ξ˜), ei〉∣∣∣ > α) = 0.
Suppose that |Γc| <∞. Then by Theorem 6.4 and the union bound,
P
(∥∥∥(D∗PΛ)†Q⊥WΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXW ◦ λ−1 · ξ˜∥∥∥∞ > α)
P
(
sup
i∈Γc
∣∣∣〈(D∗PΛ)†Q⊥WΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXW ◦ λ−1 · ξ˜, ei〉∣∣∣ > α)
≤ 4 |Γc| rmax
j=1
exp
(
− α
2/16
C1,j + C2 · α/(6
√
2)
)
whenever
∥∥∥(D∗PΛ)†Q⊥WΛA∗P[M ]AXW ◦ λ−1 · ξ˜∥∥∥∞ ≤ α2 .
To show that Γc is a finite set, note that∣∣∣〈(D∗PΛ)†Q⊥WΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXW(λ−1 · ξ˜), ei〉∣∣∣
≤
∥∥∥λ−1 · ξ˜∥∥∥
2
∥∥W∗QWΛXA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AQ⊥WΛ(PΛD)†ei∥∥2
≤ √s · ∥∥λ−1∥∥∞ · ∥∥XA∗P[M ]∥∥2→2 · rmaxk=1 q−1k · ∥∥P[M ]AQ⊥WΛ(PΛD)†ei∥∥2 → 0
as i→∞. Thus,
Υ :=
{
i :
∥∥λ−1∥∥∞ · √s · ∥∥XA∗P[M ]∥∥2→2 · q−1 · ∥∥P[M ]AQ⊥WΛ(PΛD)†ei∥∥2 > α}
is a finite set and Γc ⊂ Υ. Finally, the observation that |Υ| ≤ M˜ yields the desired result.
Proposition 6.12. Let ξ ∈ QWΛ(`2(N)) and α > 0. Let WΛ = R(W) be such that the columns of W
form an orthonormal set and the dimensions of WΛ = s and let λ ∈ Rs+. Let A ∈ B(`2(N)) be such that
‖A‖2→2 ≤ 1. Suppose that X ∈ B(`2(N)) and M ∈ N is such that∥∥λ ◦W∗A∗P[M ]AXW ◦ λ−1 −W∗W∥∥∞→∞ ≤ α2 .
Then
P
(∥∥λ ◦W∗(QWΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXQWΛ −QWΛ)ξ∥∥∞ > α ‖λ ◦W∗ξ‖∞) ≤ γ
if for each k = 1, . . . , r,
qk ≥ 18
α
· log
(
4s
γ
)
· µ(PΓkAW ◦ λ) ·
s∑
l=1
λ−1l · µ(PΓkAXWP{l})
and for each j = 1, . . . , s
1 ≥ 18
α2
· log
(
4s
γ
)
· max
‖η‖∞=1
r∑
k=1
(q−1k − 1) · µ(PΓkAW ◦ λP{j})2
∥∥PΓkAXW ◦ λ−1 · η∥∥22
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Proof. Without loss of generality, assume that ‖λ ◦W∗ξ‖∞ = 1 and let ξ˜ = λ ◦W∗ξ. For j = 1, . . . ,M ,
let δj be random Bernoulli variables such that P(δj = 1) = q˜j , where q˜j = qk for j = Mk−1 + 1, . . . ,Mk.
Observe that∥∥λ ◦W∗(QWΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXQWΛ −QWΛ)ξ∥∥∞→∞
=
∥∥∥∥∥∥
M∑
j=1
(q˜−1j δj − 1)λ ◦W∗A∗(ej ⊗ ej)AXW(λ−1 · ξ˜) + λ ◦W∗A∗P[M ]AXQWΛξ − λ ◦W∗QWΛξ
∥∥∥∥∥∥
∞→∞
=
∥∥∥∥∥∥
M∑
j=1
(q˜−1j δj − 1)λ ◦W∗A∗(ej ⊗ ej)AXW(λ−1 · ξ˜)
∥∥∥∥∥∥
∞→∞
+
α
2
(6.29)
since ‖λ ◦W∗ξ‖∞ = and
∥∥λ ◦W∗A∗P[M ]AXW ◦ λ−1 −W∗W∥∥∞→∞ ≤ α2 . For j = 1, . . . ,M and i =
1, . . . , s, define the random variables
Zij = 〈(q˜−1j δj − 1)λ ◦W∗A∗(ej ⊗ ej)AXW(λ−1 · ξ˜), ei〉.
We will apply Theorem 6.4 to obtain an upper bound on
P
∣∣∣∣∣∣
M∑
j=1
Zij
∣∣∣∣∣∣ > t

for t > 0. First,
E
(∣∣Zij∣∣2) = (q˜−1j − 1) |〈AW ◦ λ ◦ ei, ej〉|2 ∣∣∣〈ej ,AXW(λ−1 · ξ˜)〉∣∣∣2
and so,
M∑
j=1
E
(∣∣Zij∣∣2) ≤ max‖η‖∞=1
r∑
k=1
(q−1k − 1)λ2i ·
(
µ(PΓkAWP{i})
)2 ∥∥PΓkAXW(λ−1 · η)∥∥22 =: C1,i
Also,
∣∣Zij∣∣ ≤ rmax
k=1
{
max
{
q−1k − 1, 1
} · smax
i=1
λi · µ(PΓkAWP{i}) ·
s∑
l=1
λ−1l · µ(PΓkAXWP{l})
}
=: C2.
Finally, by (6.29), Theorem 6.4 and the union bound,
P
(∥∥∥λ ◦W∗(QWΛA∗ (q−11 PΩ1 ⊕ . . .⊕ q−1r PΩr)AXQWΛ −QWΛ)W(λ−1 · ξ˜)∥∥∥∞ > α)
≤ 4s rmax
i=1
exp
(
− α
2/16
C1,i + C2 · α/(6
√
2)
)
.
7 Regularization with mixed norms
In this section, we let A,D ∈ B(`2(N)) and consider the following minimization problem.
min
z
‖Dz‖2,1 subject to ‖Az − y‖2 ≤ δ (7.1)
where
‖x‖2,1 :=
∑
i∈N
√∑
w∈∆i
|xw|2
and {∆i : i ∈ N} are finite disjoint subsets of N such that ∪i∈N∆i = N.
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Lemma 7.1. Let A ∈ B(`2(N)) and suppose that x, y ∈ `1(N) such that maxi∈N ‖P∆iy‖2 < ∞ and
‖x‖2,1 <∞. Then,
(i)
‖Ax‖2 ≤ ‖x‖2,1 max
l∈N
‖AP∆l‖2→2 .
(ii)
〈x, y〉 ≤ ‖x‖2,1 maxi∈N ‖P∆iy‖2
Proof. Let ai,j = 〈Aej , ei〉. For (i),
‖Ax‖2 =
√√√√√∑
i∈N
∣∣∣∣∣∣
∑
l∈N
∑
j∈∆l
ai,jxj
∣∣∣∣∣∣
2
≤
√√√√√∑
i∈N
∣∣∣∣∣∣
∑
l∈N
‖P∆lx‖
√∑
j∈∆l
|ai,j |2
∣∣∣∣∣∣
2
.
Let z = (zl)l∈N where zl = ‖P∆lx‖2 and let C = (ci,l)i,l∈N where ci,l =
√∑
j∈∆l |ai,j |
2
. Then,
‖Ax‖2 ≤ ‖Cz‖2 ≤ ‖z‖1 max
l∈N
‖(cl,i)i∈N‖2 = ‖x‖2,1 maxl∈N ‖AP∆l‖2 .
For (ii),
〈x, y〉 =
∑
i∈N
∑
j∈∆i
xjyj ≤
∑
i∈N
√∑
j∈∆i
|xj |2
√∑
j∈∆i
|yj |2 ≤ ‖x‖2,1 max
l∈N
‖AP∆l‖2 .
We show here that robust recovery is implied by the existence of a dual certificate. We also refer the
reader to [13] for a related result.
Proposition 7.2 (Dual vector for `2,1 regularization). Let σ ∈ `∞(N) be such that
P∆iσ =
P∆iDx
‖P∆iDx‖2
, i ∈ N.
Let Λ = ∪i∈J∆i for some J ⊂ N and letWΛ ⊂ `2(N) be such thatWΛ ⊃ N (PΛD). Let Ω := Ω1∪· · ·∪Ωr ⊂
N be the union of r disjoint subsets and {qk}rk=1 ∈ [0, 1]r. Define q = minrj=1 qj and
PΩ,q := q
−1
1 PΩ1 ⊕ . . .⊕ q−1r PΩr , PΩ,√q := q−1/21 PΩ1 ⊕ . . .⊕ q−1/2r PΩr .
Let y = PΩAx + ξ, with ‖ξ‖ ≤ δ and let xˆ = x + z be a b-optimal solution to (7.1). Let c0, c1, c2 > 0
such that 1− (c0 + 2c1c2qK) ≥ γ, and suppose that QWΛA∗PΩ,qAQWΛ is invertible on QWΛ(`2(N)) with∥∥(QWΛA∗PΩ,qAQWΛ)−1∥∥2→2 ≤ 4K3 (7.2)
‖QWΛA∗PΩ,qAQWΛ‖2→2 ≤
5
4
(7.3)
max
l∈N
∥∥PΩ,√qAQ⊥WΛ(PΛD)†P∆l∥∥2→2 ≤ c2 (7.4)
and that there exists some ρ = A∗PΩw such that the following holds:
(i) ‖QWΛD∗PΛcσ −QWΛρ‖2 ≤ c1 · q
(ii) infu∈N (D∗PΛ) maxi∈N
∥∥PΛ∩∆i(D∗PΛ)†Q⊥WΛ(D∗PΛcσ − ρ)− u∥∥2 ≤ c0.
Then,
‖z‖ . δ ·
(
K√
q
+ C · (c1√qK + ‖w‖)
)
+ C · ‖PΛDx‖2,1 + C · b.
where C = γ−1
(
c2K + maxl∈N
∥∥(PΛD)†PΛl∥∥2→2).
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Proof. By (7.3),
‖QWΛA∗PΩ,q‖2→2 ≤
√
5
4q
,
∥∥QWΛA∗PΩ,√q∥∥2→2 ≤
√
5
4
Further, observe that by Lemma 7.1
‖z‖2 ≤ ‖QWΛz‖2 +
∥∥Q⊥WΛz∥∥2 ≤ ‖QWΛz‖+ maxl∈N ∥∥(PΛD)†P∆l∥∥2 ‖PΛDz‖2,1 . (7.5)
We seek to bound ‖QWΛz‖2 and ‖PΛDz‖1. To bound ‖QWΛz‖2,
‖QWΛz‖2 =
∥∥(QWΛA∗PΩ,qAQWΛ)−1QWΛA∗PΩ,qAQWΛz∥∥2
≤ ∥∥(QWΛA∗PΩ,qAQWΛ)−1∥∥2 ∥∥QWΛA∗PΩ,qA(z −Q⊥WΛz)∥∥2
≤ 4δ
√
5K
3
√
q
+
2
√
5K
3
·max
l∈N
‖UP∆l‖2 · ‖PΛDz‖2,1
≤ δ · 4K√
q
+K ·max
l∈N
‖UP∆l‖2 · ‖PΛDz‖2,1 .
(7.6)
where U = PΩ,√qAQ⊥WΛ(PΛD)
†. To bound ‖PΛDz‖1, note that
‖D(x+ z)‖2,1 = ‖PΛD(x+ z)‖2,1 + ‖PΛcD(x+ z)‖2,1
≥ ‖PΛDz‖2,1 − ‖PΛDx‖2,1 + ‖PΛcD(x+ z)‖2,1 .
Observe that
‖PΛcD(x+ z)‖2,1 =
∑
i∈N
‖PΛc∩∆iD(x+ z)‖2
≥ Re
∑
i∈N
〈PΛc∩∆iD(x+ z),
PΛc∩∆iDx
‖PΛc∩∆iDx‖2
〉 = ‖PΛcDx‖2,1 + Re 〈PΛcDz, σ〉
Thus,
‖D(x+ z)‖2,1 ≥ ‖PΛDz‖2,1 − ‖PΛDx‖2,1 + ‖PΛcDx‖2,1 + Re 〈PΛcDz, σ〉
≥ ‖PΛDz‖2,1 − 2 ‖PΛDx‖2,1 + ‖Dx‖2,1 + Re 〈PΛcDz, σ〉.
(7.7)
and since b+ ‖Dx‖2,1 ≥ ‖D(x+ z)‖2,1 by assumption, we have that
‖PΛDz‖2,1 ≤ b+ 2 ‖PΛDx‖2,1 + |〈PΛcDz, σ〉| . (7.8)
Using the existence of a dual vector ρ with ρ = A∗PΩw, we have that
|〈PΛcDz, σ〉| = |〈z,D∗PΛcσ〉|
=
∣∣〈z,QWΛD∗PΛcσ −QWΛρ〉+ 〈z, ρ〉+ 〈z,Q⊥WΛ(D∗PΛcσ − ρ)〉∣∣
=
∣∣∣〈z,QWΛD∗PΛcσ −QWΛρ〉+ 〈z, ρ〉+ 〈z,Q⊥N (PΛD)Q⊥WΛ(D∗PΛcσ − ρ)〉∣∣∣
≤ ‖QWΛz‖2 ‖QWΛD∗PΛcσ −QWΛρ‖2 + ‖PΩAx‖2 ‖w‖2 +
∣∣〈PΛDz, ((PΛD)†)∗Q⊥WΛ(D∗PΛcσ − ρ)〉∣∣
≤ c1q ‖QWΛz‖2 + 2δ ‖w‖+ ‖PΛDz‖2,1 inf
u∈N (D∗PΛ)
max
i∈N
∥∥PΛ∩∆i((PΛD)†)∗Q⊥WΛ(D∗PΛcσ − ρ)− u∥∥2 .
(7.9)
Thus, by (7.6) and assumptions,
|〈PΛcDz, σ〉| ≤ (4c1√qK + 2‖w‖2) · δ + (c0 + 2c1c2qK) ‖PΛDz‖2,1 .
By plugging this back into (7.8), and recalling that 1− (c0 + 2c1c2qK) ≥ γ, we have that
‖PΛDz‖2,1 . γ−1
(
b+ ‖PΛDx‖2,1 + (c1
√
qK + ‖w‖2) · δ
)
.
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So, this bound along with (7.5) and (6.5) gives that
‖z‖ . δ ·
(
K√
q
+ C · (c1√qK + ‖w‖)
)
+ C · ‖PΛDx‖2,1 + C · b.
where C = γ−1
(
c2K + maxl∈N
∥∥(PΛD)†PΛl∥∥2→2).
8 Proofs of Main results II
Proof of Theorem 3.6. We will proceed by showing that under the assumptions of this theorem, the
conditions of Proposition 6.2 are satisfied with probability exceeding 1 − . Let B be a constant such
that B ≥ ∥∥(PΛD)†∥∥1→2 and let E1 be the event that conditions (6.1), (6.2) and (6.3) with c2 = B are
all satisfied. Then, under the assumptions of this theorem, Lemma 6.6 shows that P(Ec1) ≤ /6.
Let E2 be the event that there exists ρ = A
∗PΩw such that it satisfies (i) and (ii) of Proposition 6.2
where we let K = ‖X‖2→2, c1 = 18 ·min
{
1, (c2‖X‖2→2)−1
}
and c0 = 1/4, and ‖w‖2 ≤
√
s
q ·
∥∥λ−1∥∥∞ ·√
log(p−1)+log(8MC∗
√
sq−1)
log2(5MC∗
√
sq−1) where C∗ =
∥∥λ−1∥∥∞ ·max {1, c2‖X‖2→2}. Then, since (3.3) holds, it follows
that
inf
u∈N (D∗PΛ)
∥∥(D∗PΛ)†Q⊥WΛ(D∗PΛcsgn(Dx)− ρ)− u∥∥∞
≤ inf
u∈N (D∗PΛ)
∥∥(D∗PΛ)†Q⊥WΛD∗PΛcsgn(Dx)− u∥∥∞ + ∥∥(D∗PΛ)†Q⊥WΛρ∥∥∞ ≤ 116 + ∥∥(D∗PΛ)†Q⊥WΛρ∥∥∞,
and by letting σ = sgn(Dx) in Theorem 6.10, it follows that P(Ec2) ≤ 5/6. Therefore, P(E1 ∩ E2) ≥
1 −  and by plugging in the conclusion of Proposition 6.2 with γ = 12 , the conclusion of this theorem
follows.
Proof of Theorem 3.7. We first consider the assumptions of Proposition 7.2 where |∆i| = 2 for all i ∈ N.
Then, (7.4) holds provided that
max
l∈N
∥∥PΩ,√qAQ⊥WΛ(PΛD)†el∥∥∞ ≤ c2√2
and condition (ii) holds provided that infu∈N (D∗PΛ)
∥∥(PΛD)†)∗Q⊥WΛ(D∗PΛcσ − ρ)− u∥∥∞ ≤ c0√2 . There-
fore, we may now proceed as in the proof of Theorem 3.6 to show that the conditions of Proposition 7.2
hold with probability exceeding 1 − . Specifically, we employ Proposition 6.6 and Theorem 6.10 with
σ ∈ `∞(N) such that
P∆iσ =
P∆iDx
‖P∆iDx‖2
, i ∈ N.
So, with probability exceeding 1− , the conclusion of Proposition 7.2 hold with γ = 1−
√
2
2 .
9 Concluding remarks
In practice, when applying total variation regularization for the purpose of subsampling in the recovery
of signals from their Fourier data, the Fourier samples are chosen in a random and non-uniform manner.
Through some numerical examples, this paper demonstrated that this choice cannot be dependent on
sparsity alone, but the sparsity structure of the underlying signal. To capture the necessary structure
dependence, the notions of fineness and active sparsities were introduced and we derived theoretical
statements on how these notions impact the choice of the sampling set Ω. There are two ways in which
the work presented here can be extended
1. As discussed in 2.4.2, the results of Theorem 2.5 and Theorem 2.6 are not sharp, and it would be
desirable to investigate whether the s terms in bounds on the number of samples can be removed
so that the structure dependence is reduced to active sparsity and fineness only.
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2. The general theoretical framework of Theorem 3.6 can be seen as a generalization of the main
theorem from [1] and it would be of interest to analyse the conditions of this theorem in the case
of sampling with frames, or reconstructing in Riesz bases.
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Appendix
A A dual certificate result for an unconstrained minimization
problem
We consider the following minimization problem.
inf
x:Dx∈`1(N)
‖PΩAx− y‖22 + α ‖Dx‖1 , α > 0. (A.1)
Proposition A.1. Consider the setting of Proposition 6.2. Let x be such that ‖PΩAx− y‖2 ≤ δ and
xˆ = x+ z be a b-optimal minimizer of (A.1). Then
‖z‖2 . C ·
(
(δ +
√
b) · Cq + δ
2 + b
α
+ α · C2q + ‖PΛDx‖1
)
where
C = 1 + γ−1 · (Kc2 +
∥∥(PΛD)†∥∥1→2), Cq = (K · ( 1√q + c1√q
)
+ ‖w‖2
)
Furthermore, if α =
√
q · (δ +√b), then
‖z‖2 . C ·
(
max
{
1, C˜q
}
· δ +
√
b√
q
+ ‖PΛDx‖1
)
(A.2)
where
C˜q = (K · (1 + c1q) + ‖w‖2
√
q)
2
.
Remark A.1 Since the main theorems in this paper are proved by proving that the conditions of
Proposition 6.2 hold, this proposition shows that if the conditions of Theorem 3.6 are satisfied, then any
ξ solution to (A.1) with α =
√
q · (δ+√b) satisfies (A.2). If we let b = 0, then this affirms the finding in
[3], which numerically demonstrates that in order to obtain the error bound in (A.2), a linear relation
between α and δ is required and the linear scaling increases as q increases.
Proof. Let q = minrj=1 qj and
PΩ,q := q
−1
1 PΩ1 ⊕ . . .⊕ q−1r PΩr , PΩ,√q := q−1/21 PΩ1 ⊕ . . .⊕ q−1/2r PΩr .
This proof is reuses many of the steps in the proof of Proposition 6.2. First note that from (6.5), we
have that
‖QWΛz‖ ≤
2
√
5K
3
√
q
‖PΩ,qAz‖+ 2c2
√
5K
3
‖PΛDz‖1
≤ 2K√
q
‖PΩ,qAz‖2 + (2Kc2) ‖PΛDz‖1
≤ 2K√
q
(‖PΩAxˆ− y‖2 + ‖PΩAx− y‖2) + (2Kc2) ‖PΛDz‖1
≤ (2K) ·
(
(δ + λ)√
q
+ c2‖PΛDz‖1
)
(A.3)
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where we have let λ := ‖y − PΩAxˆ‖2.
By following (6.6), we have that
α‖Dxˆ‖1 ≥ α‖PΛDz‖1 − 2α‖PΛDx‖1 + αRe 〈PΛcz, sgn(PΛcDx)〉+ α‖Dx‖1
+ λ2 − λ2 + ‖y − PΩAxˆ‖2 − δ2.
Since xˆ is a b-optimal solution of (A.1), α‖Dxˆ‖1 + λ2 ≤ α‖Dx‖1 + ‖y − PΩAx‖22 + b. Thus,
b+ 2α‖PΛDx‖1 + α |〈PΛcz, sgn(PΛcDx)〉|+ δ2 ≥ α‖PΛDz‖1 + λ2. (A.4)
Following the argument in (6.8), we have that
|〈PΛcz, sgn(PΛcDx)〉| ≤ c1q‖QWΛz‖2 + ‖PΩAz‖2‖w‖2 + c0‖PΛDz‖1
≤ c1q‖QWΛz‖2 + (λ+ δ)‖w‖2 + c0‖PΛDz‖1
(A.5)
So, plugging in the estimate for ‖QWΛz‖2 from (A.3), we have that
|〈PΛcz, sgn(PΛcDx0)〉| ≤ (2Kc1√q + ‖w‖2)(δ + λ) + (2Kc1c2q + c0)‖PΛDz‖1 (A.6)
Thus, since 1− (2Kc1c2q + c0) ≥ γ, (A.4) and (A.6) yields
b+ 2α‖PΛDx‖1 + α(2Kc1
√
q + ‖w‖2)(δ + λ) + δ2 ≥ γ · α · ‖PΛDz‖1 + λ2. (A.7)
We now estimate λ. By (A.7), we have that
0 ≥ λ2 − α(2Kc1√q + ‖w‖2)λ− (b+ 2α‖PΛDx‖1 + α(2Kc1
√
q + ‖w‖2)δ + δ2).
This implies that the quadratic formula and algebraic manipulations
λ ≤ α(2Kc1√q + ‖w‖2) + δ +
√
2α‖PΛDx‖1 +
√
b. (A.8)
Also, from (A.7), we have that
‖PΛDz‖1 ≤ γ−1
(
b
α
+ 2‖PΛDx‖1 + (2Kc1
√
q + ‖w‖2)(δ + λ) +
δ2
α
)
Therefore,
‖z‖2 ≤ ‖QWΛz‖2 +
∥∥Q⊥WΛz∥∥2
≤ ‖QWΛz‖2 +
∥∥(PΛD)†∥∥1→2‖PΛDz‖1
. K
(
δ + λ√
q
+ c2‖PΛDz‖1
)
+
∥∥(PΛD)†∥∥1→2‖PΛDz‖1
=
K√
q
· (δ + λ) + (Kc2 +
∥∥(PΛD)†∥∥1→2) · ‖PΛDz‖1.
Let C = γ−1 · (Kc2 +
∥∥(PΛD)†∥∥1→2). Plugging in our bound on ‖PΛDz‖1 yields
‖z‖2 .
K√
q
· (δ + λ) + C ·
(
b
α
+ ‖PΛDx‖1 + (Kc1
√
q + ‖w‖2)(δ + λ) +
δ2
α
)
= (δ + λ) ·
(
K√
q
+ C · (Kc1√q + ‖w‖2)
)
+ C ·
(
b
α
+ ‖PΛDx‖1 +
δ2
α
)
.
From (A.8), we have that
λ ·
(
K√
q
+ C · (Kc1√q + ‖w‖2)
)
. α · (Kc1√q + ‖w‖2) ·
(
K√
q
+ C · (Kc1√q + ‖w‖2)
)
+ (δ +
√
b) ·
(
K√
q
+ C · (Kc1√q + ‖w‖2)
)
+ α · K
2
q
+ ‖PΛDx‖1
+ α · C · (Kc1√q + ‖w‖2)2 + ‖PΛDx‖1 · C
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Therefore,
‖z‖2 . (δ +
√
b) ·
(
K√
q
+ (C + 1) · (Kc1√q + ‖w‖2)
)
+ (C + 1) ·
(
‖PΛDx‖1 +
δ2
α
+
b
α
)
+ α · (C + 1) ·
(
(Kc1
√
q + ‖w‖2) +
K√
q
)2
.
B Basic estimates
Lemma B.1. For |x| ≤ pi4 , |sin(x)| ≥ |x|√2 . For |x| ∈ (pi/4, pi/2], |sin(x)| > 1√2 .
Lemma B.2. Let A be the one dimensional unitary discrete Fourier transform on CN and let D be the
one dimensional finite differences operator defined in Section 2. Let x ∈ CN . Then, given k ∈ Z \ {0}
such that |k| ≤ dN/2e, we have that
|(Ax)k| ≤
√
N‖Dx‖1√
2 |k| .
Proof. First, by the choice of k, e2piik/N 6= 1. By applying summation by parts to the definition of (Ax)k,
we obtain
(Ax)k =
1√
N
N∑
j=1
xje
2piijk
N
=
1√
N
xN
 N∑
j=1
e
2piijk
N
− N−1∑
n=1
 n∑
j=1
e
2piijk
N
 (Dx)n

=
−1√
N
N−1∑
n=1
(
epii(n+1)k/N sin
(
pink
N
)
sin
(
pik
N
) ) (Dx)n.
since
∑N
j=1 e
2piijk
N = 0 and
n∑
j=1
e
2piijk
N =
epii(n+1)k/N sin
(
pink
N
)
sin
(
pik
N
) .
By Lemma B.1, for k such that |k| ≤ N/4,
1
|sin(pik/N)| ≤
{√
2N
pi|k| |k| ≤ N/4
N√
2|k| N/4 < |k| ≤ N/2.
Therefore,
|(Ax)k| ≤
√
N · ‖Dx‖1√
2 · |k| .
Lemma B.3. Let A be the two dimensional unitary discrete Fourier transform on CN×N and let D1,
D2 be the two dimensional finite differences operators defined in Section 2. Let x ∈ CN×N . Then, given
(k1, k2) ∈ Z \ {(0, 0)} such that |k1| , |k2| ≤ dN/2e, we have that
|(Ax)k1,k2 | ≤ min
{‖D1x‖1√
2 |k1|
,
‖D2x‖1√
2 |k2|
}
≤ ‖Dx‖1|(k1, k2)|
where ‖Dx‖1 = ‖D1x‖1 + ‖D2x‖1.
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Proof. Without loss of generality, assume that k2 6= 0. It suffices to show that
|(Ax)k1,k2 | ≤
‖D2x‖1√
2 |k2|
, (B.1)
since if k1 6= 0, then by symmetry
|(Ax)k1,k2 | ≤
‖D1x‖1√
2 |k1|
and
|(Ax)k1,k2 | ≤ min
{‖D1x‖1√
2 |k1|
,
‖D2x‖1√
2 |k2|
}
≤ ‖Dx‖1|(k1, k2)| .
If k1 = 0, then clearly,
|(Ax)k1,k2 | ≤
‖D2x‖1√
2 |k2|
≤ ‖Dx‖1|(k1, k2)| .
We now proceed to prove (B.1). By applying summation by parts to the definition of (Ax)k1,k2 , we
obtain
(Ax)k1,k2 =
1
N
∑
j1,j2∈{1,...,N}
xj1,j2e
2pii( j1k1N +
j2k2
N )
=
1
N
N∑
j1=1
e
2piij1k1
N
xj1,N
 N∑
j2=1
e
2piij2k2
N
− N−1∑
n=1
 n∑
j2=1
e
2piij2k2
N
 (D2x)j1,n
 .
Observe that
∑N
j2=1
e
2piij2k2
N = 0 and
n∑
j2=1
e
2piij2k2
N =
epii(n+1)k2/N sin
(
pink2
N
)
sin
(
pik2
N
) .
Thus, by applying Lemma B.1,
|(Ax)k1,k2 | ≤
(
N
∣∣∣∣sin(pik2N
)∣∣∣∣)−1 N∑
j1=1
N−1∑
n=1
|(D2x)j1,n| ≤
‖D2x‖1√
2 |k2|
.
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