This poster addresses the use of smart home data to continuously predict the aggregated energy consumption of individual households. We introduce a device level energy consumption dataset recorded over 3 years wich includes high resolution energy measurements from electrical devices collected within a pilot program. Using data from that pilot, we analyze the performance of various machine learning mechanisms for continuous short-term load prediction.
Introduction
Smart home systems collect data from a wide range of sensors including plug-meters. Plug-meters can be used to derive the energy consumption on a device level or to enact control. Predicting the consumption is a prerequisite for planning the supply such that it matches the demand, e.g., to increase selfconsumption in combination with solar roofs. But not only accurate predictions are relevant but also knowing the poten- HS-Furtwangen -Fakultät Wirtschaftsinformatik, Furtwangen, Germany tial prediction error is important to provision for unforseen changes in consumption.
In our experiment, we forward the sensor data stream from a smart home system to a analytics pipeline. The pipeline predicts the energy consumption for multiple time horizons in the future. These predictions can be used by an agent that trades on the local energy market. Such ideas are piloted in several projects [1, 2] . Further details are explained in the technical report [3] . We contribute to the development of real-time forecasting solutions with smart home data. First, we introduce a high resolution smart home dataset that was captured in a pilot project over several years. Then we analyze the prediction performance of a broad range of machine learning mechanisms for short-term load forecasting with smart home data.
Energy prediction with smart home data
In our experiment, we evaluate timeseries prediction methods on the full dataset collected within the PeerEnergyCloud project. The obtained raw dataset contained 36 households from which we were able to use 18 households with reasonable data quality. A subset of the data is published as the LIVED 1 dataset. Per household up to seven plug-meters were installed providing data points every 4 s. The goal of our evaluation is to predict the aggregated consumption of all plugs in different time horizons. We evaluated multiple prediction algorithms and the benchmark Persistence [4] . We challenge the benchmark with the algorithms included in the Python package Scikit-learn [5] , custom feature extraction and a method to extract more training called micro-windowing.
In timeseries prediction typically the history is sliced into discrete timeintervals and used for training. We use an approach that we call micro-windowing. Figure 1 shows how we are able to extract 4× more training data from the same amount of history. Hence we are able to reduce the need for historic data to only 2 weeks. Table 2 shows the machine learning methods and which features where used. We use timeseries cross-validation [6] . In this approach it is only allowed to use features extracted from history to predict future values. After training based on the history we predict one step ahead. Then we compare the prediction with the actual values and calculate the prediction error. This process is repeated for the rest of the available data and the Mean Absolute Percentage Error (MAPE) is calculated. Table 1 shows the Median MAPE of the different methods at the households.We use the median since there are households at both extremes, highly predictable and completely unpredictable. Up to 60 min forecasts, classifiers perform better than regression. For 6 h ahead forcast, regression performs slightly better than classification. Another machine learning case study [7] , in which whole house consumption was predicted 1 h ahead, reported a MAPE of ≈20% using SVR. In [4] multiple methods were evaluated and the persistence turned out to be already challenging. As the LIVED dataset is derived from individual plug meters, it is a lot spikier than whole households where heat-pumps, freezers or other devices represent a base load. In our case we can see that for short horizons SVRs are better than the benchmark. The best 30 min ahead forecast in their evaluation was using Neural Networks with 49%. This is comparable with our results, which was ≈48% using support vector classification ( Table 2) . 
Results

Conclusion
We have shown that it is possible to improve compared to the benchmark Persistence also with very spikey smart home data. The dataset includes meter levels from smart plugs which are primarily installed at direct controlled devices like TV, gaming consoles, floor lamps and other home entertainment devices and provides many interesting research challenges.
