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Abstract
Based on the direct methods of the perturbation theory, sufficient conditions for the finiteness of the
discrete spectrum of linear pencils of the form L(λ) = B − λA, where A and B are bounded self-adjoint
operators, are established. An estimate formula for the discrete spectrum is also presented. As applications,
we study the spectrum of the characteristic equation of radiation energy transfer.
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1. Introduction
The paper is devoted to the study of the spectrum of linear operator pencils of the form L(λ) =
B −λA, where A and B are self-adjoint operators in a Hilbert spaceH. Under some assumptions
the spectrum of L(λ) lies on the real axis, the continuous part of the spectrum is not trivial and the
discrete spectrum can be only found on an interval of R. Namely, in such situations it is necessary
and natural to study various problems of mathematical physics and other related fields. The Milne
problem and some spectral problems from the theory of the transport equation [5] (see also [6,11,
17] and references therein) can serve as illustrative examples in this context. In particular, it can
be mentioned the characteristic equation of radiation energy transfer considered in the present
paper as the main object of the study in our applications.
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plications in diverse mathematical and physical domains. Because we are unable to describe all
aspects here with sufficient depth (due to the existence of an extensive literature on the topics)
we restrict ourselves to mentioning only the works [2,23] concerning the spectral analysis of
operator pencils, and [1,21] (see also [22]) in which the transport equations are treated from the
point of view of the spectral theory of linear operators. In the context of our interests we should
mention the recent works [3,20] and also [14] in which the discrete eigenvalues of self-adjoint
operator pencils are studied by variational methods. The main problem we have chosen is to give
conditions under which the discrete spectrum within a gap of the essential spectrum of a linear
operator pencil L(λ) is only finite. First, we treat the problems for the general case of an abstract
operator pencil L(λ), and then, as applications, we investigate the spectra for some concrete op-
erator pencils, namely those related to the characteristic equation of radiation energy transfer.
We also obtain estimate formulas for the discrete spectrum. The estimate formulas obtained here
in a sense correspond to the original estimate of Birman [4] and Schwinger [27] concerning the
number of negative eigenvalues of the Schrödinger operator. In this respect we also cite [9,10]
in which the problem of the estimation of the number of perturbed eigenvalues for the case of
self-adjoint operators is considered. In spite of the fact that some of the problems can be reduced
to traditional situations of perturbation theory of linear operators, the spectral properties for the
case of an operator pencil are proper by themselves and specific methods for their explanation
are required.
The paper is organized as follows: the abstract results are stated in Section 2. Section 3 is
devoted to the study of the characteristic equation of radiation energy transfer. The main results
of Section 3 are derived as direct applications of the abstract results obtained in Section 2.
2. The abstract results
2.1. In the following H,H1,H2, . . . always denote complex Hilbert spaces. The inner prod-
uct and the norm of a Hilbert spaceH are denoted by (·,·)H and ‖ · ‖H, respectively. We will use
the symbols (·,·), ‖ · ‖ whenever the spaceH is understood and the specification is not necessary.
B(H1,H2) (respectively B∞(H1,H2)) stands for the set of all bounded (respectively compact)
linear operators from H1 into H2. We write B(H) and B∞(H) for B(H,H) and B∞(H,H), re-
spectively. Furthermore, we denote by Bp(H), 1 p < ∞, the von Neumann–Schatten class of
compact operators inH. In particular, B2(H) designates the Hilbert–Schmidt class. The norm of
Bp(H) is denoted by ‖ · ‖p . The resolvent set, the spectrum and the discrete spectrum for an op-
erator A are denoted by ρ(A),σ (A) and σd(A), respectively. The resolvent operator (A− zI)−1,
z ∈ ρ(A), will be denoted briefly by R(z;A). In the case of a self-adjoint operator A, we say
that an open interval Λ of the real axis is a gap in the spectrum of A (or, simply, a spectral gap
of A) if Λ ⊂ ρ(A). Also, we say that the spectrum of the operator A is finite on Λ if Λ ∩ σ(A)
consists only of a finite number of eigenvalues of finite multiplicity. In this case, we denote by
n(Λ;A) the sum of algebraic multiplicities of the eigenvalues of A lying on the interval Λ,
i.e., n(Λ;A) = dimEA(Λ)H, where EA is the spectral measure for A. We will keep the same
terminology for the general case of operator-valued functions. Nevertheless, in order to avoid
misunderstandings, we note that for the case in which A is an operator-valued function defined
on a domain Ω of the complex plane C, the symbol σ(A) will be preserved for the spectrum
of the operator-valued function A itself, whereas σ(A(z)) for the spectrum of the operator A(z)
regarded as a concrete value of A at the point z, z ∈ Ω . Of course, the same is also referred to the
resolvent set ρ(A) and other concrete parts of the spectrum as σd(A), for instance. Recall that
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A(z0)u = 0 has a non-trivial solution u0, u0 ∈H. In this case u0 is called the eigenvector of A
corresponding to the number z0. The geometric eigenspace of z0 is the kernel kerA(z0) of A(z0).
Its dimension dim kerA(z0) is called the geometric multiplicity of z0.
Now, let L(λ) be a linear operator pencil of the form L(λ) = B − λA, λ ∈ C, where A and B
are given operators in a Hilbert space H. We are mainly interested in the study of the structure
of the spectrum of such a pencil. In this connection, we introduce several assumptions which are
listed below depending on the requirement of the exposition of the material. We will consider
exclusively the situation in which L(λ) ∈ B(H) and L(λ)∗ = L(λ¯) for λ ∈ C. We assume this
fact by the following assumption:
(A1) The operators A and B are bounded and self-adjoint in the space H.
Our approach is based on the technic of the perturbation theory of linear operators. In this
respect we write C = −I + B and then the operator pencil L(λ) = B − λA can be regarded as
a perturbation of the pencil L0(λ) = I − λA by the operator C: L(λ) = L0(λ) + C. The next
assumption postulates that the perturbation operator C is, in a certain sense, subordinated to
L0(λ):
(A2) The operator C admits a factorization of the form C = S∗T S, where S ∈ B(H,H1),
T = T ∗ and T ∈ B(H1), such that Q(λ) = S(I − λA)−1S∗T ∈ B∞(H1) for each
λ ∈ ρ(L0).
In spite of the fact that both of the operators A and B are self-adjoint the spectrum of the
operator pencil L(λ) can contain complex (non-real) points (such a situation can be realized
by simple example even for finite-dimensional case). However the following assertions can be
made.
Proposition 2.1. Under the assumptions (A1) and (A2) suppose that there exists a regular point
of the operator pencil L(λ). Then the spectrum of L(λ) outside of the real line can be only
discrete. In the particular case of C ∈ B∞(H) and ‖C‖  1 the non-real spectrum of L(λ) is
empty, i.e., σ(L) ⊂ R.
Proof. Let λ be a regular point of the unperturbed operator pencil L0(λ), and observe that due
to the relation
L(λ) = L0(λ)
(
I + (I − λA)−1C),
L(λ) and I + (I − λA)−1C are invertible simultaneously. Taking into account that C = S∗T S
(by the assumption (A2)) it follows that λ ∈ ρ(L) if and only if 0 ∈ ρ(G(λ)), where G(λ) :=
I + Q(λ) (we note that the operators G(λ) and I + (I − λA)−1C are invertible simultaneously
(cf. [25, p. 197])). The operator function Q(λ), in our hypotheses, takes compact values for each
λ ∈ ρ(L0) and there exists a point λ0 ∈ ρ(L0) where the operator Q(λ0) is invertible. Therefore,
in virtue of the theorem of inversion of a holomorphic operator-valued function [18] (see also
[19, Theorem 5.1, p. 39]) the operator G(λ) is invertible for all λ ∈ ρ(L0), except possible of
some isolated points. Moreover, the isolated points just meant are eigenvalues of G(λ), and hence
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family of the operator pencils
Lτ (λ) = I − λA+ τC, 0 < τ < 1.
Since ‖τC‖ < 1 we can write
Lτ (λ) = (I + τC)1/2
(
I − λ(I + τC)−1/2A(I + τC)−1/2)(I + τC)1/2.
From this relation it follows that the spectrum of the pencil Lτ (λ) for each τ ∈ (0,1) lies only on
the real axis. Now, if the spectrum of the operator pencil L(λ) contains a point z ∈ C\R, then one
can chose a small closed rectifiable contour γ lying on the resolvent set ρ(L) and surrounding
the point z (as has been shown above the non-real spectrum of L(λ) can be only discrete). We
take γ such small that γ ∩R = ∅. Then due to a result from [12] (see also [13]) on the stability of
the root number for holomorphic operator-valued function, it can be concluded that the domain
surrounded by the contour γ must contain at least a point of the spectrum of Lτ (λ) with τ close
enough to 1, a contradiction. 
Remark 2.2. If KerA = 0 and C ∈ B∞(H), then the existence of a regular point for the pencil
L(λ) is ensured. Indeed, in our hypotheses the operators (I − iηA)−1 (η > 0) tend to 0 in the
strong topology of operators as η → ∞ and, therefore, (I − iηA)−1C → 0 uniformly as soon
as C is a compact operator. Hence we find that for η sufficiently large L(iη) = (I − iηA)(I −
(I − iηA)−1C) is an invertible operator on H.
Remark 2.3. Let the assumption (A1) be satisfied, and suppose that the operator B is definite
(so that either B 
 0 or B  0). Then the spectrum of the operator pencil L(λ) = B − λA lies
on the real axis, the eigenvalues of L(λ) (if there exist) are semi-simple, i.e., there are no asso-
ciated eigenvectors for L(λ). That the spectrum of L(λ) is situated only on the real axis, follows
immediately (if, for instance, B 
 0) from the relation L(λ) = B1/2(I − λB−1/2AB−1/2)B1/2.
Further, if for a number λ0 there is a vector u0 ∈H, u0 = 0, such that (B − λ0A)u0 = 0 and that
the equation (B − λ0A)u = Au0 is solvable, then the vector Au0 must be orthogonal to all solu-
tions of the homogeneous equation (B − λ0A)u0 = 0 (in our assumptions the operator B − λ0A
is self-adjoint). In particular, (Au0, u0) = 0. Then, from (B − λ0A)u0 = 0 it can be obtained
(Bu0, u0) = 0, and as the operator B is definite, it follows u0 = 0, a contradiction.
2.2. Now, we pass to study the spectrum of the operator pencil L(λ) by supposing that it is
located on the real axis. We pay principal attention to the estimation of the discrete spectrum.
We start by considering the case of a finite rank perturbation. In general a perturbation of the
rank n can adduce more than n (but no more than 2n [15]) eigenvalues in a spectral gap of the
unperturbed operator pencil. The following is true however:
Proposition 2.4. Let A and B be bounded self-adjoint operators in H (i.e., the assumption (A1)
is fulfilled), and let Λ = (a, b) (with a = 0) be a spectral gap of L0(λ) = I − λA. Suppose that
the operator B is of the form B = I + C + K , where C  0 and K is a finite rank operator
satisfying the following properties: (i) rank(K) = n, (ii) K  0, and (iii) I + K  0. Then the
number of all eigenvalues of the operator pencil L(λ) on the interval Λ counted according to
their multiplicities is not greater than n.
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the operator pencil L(λ) can be represented as
L(λ) = (I +C)1/2L˜(λ)(I +C)1/2, (2.1)
where L˜(λ) = I −λA˜− K˜ , A˜ = (I +C)−1/2A(I +C)−1/2 and K˜ = (I +C)−1/2K(I +C)−1/2.
It follows from (2.1) that the spectra of L(λ) and L˜(λ) are the same. Obviously, A˜ is a self-adjoint
bounded operator. Moreover, it turns out that the interval Λ is a spectral gap for the corresponding
operator pencil L˜0(λ) = I − λA˜, and the operator K˜ satisfies the conditions (i)–(iii) enumerated
in our assertion for the operator K . That the interval Λ is a spectral gap for L˜0(λ) can be seen as
follows. Since Λ = (0, b) ⊂ ρ(L0) or, that is one and the same, (b−1,+∞) ⊂ ρ(A), it follows
that
(A˜u,u) = (A(I +C)−1/2u, (I +C)−1/2u) b−1∥∥(I +C)−1∥∥(u,u)
for each u ∈H. But I +C  I , whence, by the monotone property of bounded positive operators,
(I + C)−1  I and hence (A˜u,u)  b−1(u,u), u ∈ H. Thus (b−1,+∞) ⊂ ρ(A˜), so that the
interval Λ is a spectral gap for L˜0(λ), too. Similarly, it follows from the representation of K˜
that rank(K˜) = rank(K) and that (K˜u,u) = (Kv, v)  0, where v = (I + C)−1/2u, u ∈H. So
rank(K˜) = n and K˜  0. Moreover, the relation
I + K˜ = (I +C)−1/2(I +C +K)(I +C)−1/2
shows that the operator I + K˜ is non-negative as well.
Thus, we may and shall assume, without loss of generality, that C = 0, i.e., B = I + K with
K satisfying the conditions (i)–(iii). Furthermore, it can be supposed that KerB = 0. Otherwise,
as before, we consider the family of the pencils Lτ (λ) = I − λA + τK with 0 < τ < 1. Due to
the properties (ii) and (iii) ‖τK‖ < 1, and an argument like that in the second part of the proof
of Proposition 2.1 can be applied to conclude that the spectrum of Lτ (λ) for each τ ∈ (0,1) lies
on the real axis. Moreover, it is discrete in the gap (0, b). Now, it is clear that if the assertion
will be proved for the pencils Lτ (λ), then, again by applying the theorem on the stability of the
root number for holomorphic operator-valued functions [12], it can be concluded the same for
the operator pencil L(λ).
Next, let us suppose that our assertion is false, so that there exist more than n eigenvalues of
the operator pencil L(λ) on the interval Λ. Let us denote these eigenvalues by λ1, . . . , λm, and
let u1, . . . , um be its corresponding eigenelements, so that L(λj )uj = 0 (uj = 0; j = 1, . . . ,m).
We assume that the eigenvalues λj (j = 1, . . . ,m) are enumerated according to their multiplicity
in non-decreasing order: 0  λ1  · · ·  λm < b. We note that (Buj ,uk) = 0 (j = k; j, k =
1, . . . ,m) if λj (j = 1, . . . ,m) are pairwise distinct and the eigenelements uj (j = 1, . . . ,m)
can be always chosen satisfying these conditions in the case of multiple eigenvalues (as has been
mentioned in Remark 2.3, the eigenvalues of L(λ) can be only semi-simple). Since rank(K) = n
and m > n, by our assumption, the elements Ku1, . . . ,Kum are linearly dependent, and hence
there exist scalars α1, . . . , αm, not all 0, such that
m∑
j=1
αjKuj = 0. (2.2)
Next, we denote u = ∑nj=1 αjλjuj and v = ∑mj=1 αjuj , and let γ = (λ1 + λm)/2λ1λm and
ρ = (λm − λ1)/2λ1λm. It readily follows from (2.2) that Kv = 0 or, equivalently, Bv = v. Also,
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a simple calculation shows that
Av − γ v =
m∑
j=1
αj
(
λ−1j − γ
)
Buj ,
and hence, defining v˜ =∑nj=1 αj (λ−1j − γ )uj , we obtain
(Av − γ v, v˜) =
m∑
j=1
|αj |2
∣∣λ−1j − γ ∣∣2(Buj ,uj ) ρ2
m∑
j=1
|αj |2(Buj ,uj ).
Consequently, taking into account that ‖v‖2 =∑nj=1 |αj |2(Buj ,uj ), we have
(Av − γ v, v˜) ρ2‖v‖2. (2.3)
But
Av − γBv − v˜ =
m∑
j=1
αj
(
λ−1j − γ
)
Buj −
m∑
j=1
αj
(
λ−1j − γ
)
uj
=
m∑
j=1
αj
(
λ−1j − γ
)
(Buj − uj ) =
m∑
j=1
αj
(
λ−1j − γ
)
Kuj
=
m∑
j=1
αjλ
−1
j Kuj ,
and therefore, denoting u˜ =∑mj=1 αjλ−1j uj , one can write Av−γBv = v˜+Ku˜. Then, by (2.3),
‖Av − γBv‖2 = (Av − γBv, v˜)+ (Av − γBv,Ku˜) ρ2‖v‖2 + (Av,Ku˜). (2.4)
However, since
Av =
m∑
j=1
αjAuj =
m∑
j=1
αjλ
−1
j Buj = Bu˜,
it follows that
(Av,Ku˜) = (Bu˜,Ku˜) = (KB 12 u˜,B 12 u˜) 0,
and so the second term from the right side of the obtained relations (2.4) is non-positive. Thus
‖Av − γBv‖ ρ‖v‖. (2.5)
Next, let E be the spectral measure of the operator A and let μv(·) = ‖E(·)v‖2. We note that
v = 0, otherwise it follows from ∑mj=1 |αj |2(Buj ,uj ) = 0 that Buj = 0 or, since it is assumed
KerB = 0, uj = 0 for any j = 1, . . . ,m.
Then
‖Av − γBv‖2 =
∫
R1
(t − γ )2 dμv > ρ2
∫
R1
dμv = ρ2‖v‖2, (2.6)
a contradiction with the opposite estimation (2.5) and so the proof is complete. 
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sufficient to obtain only the estimate (2.6) for the case a > 0:
‖Av − γBv‖2 =
b−1∫
−∞
|t − γ |2 dμv +
+∞∫
a−1
|t − γ |2 dμv > ρ2
b−1∫
−∞
dμv + ρ2
+∞∫
a−1
dμv
= ρ2
∫
R
dμv = ρ2‖v‖2.
As a consequence of the proof of Proposition 2.4 there holds the following result useful in our
subsequent considerations.
Remark 2.6. Let A and B be bounded self-adjoint operators in H, and let the spectrum of
L0(λ) = I − λA in an interval Λ = (a, b) (a  0) is discrete. If K is an operator of finite rank
for which the properties (i)–(iii) from Proposition 2.4 are satisfied, then the spectrum of the
operator pencil L(λ) = I − λA + K in Λ is also discrete. Moreover, if the spectrum of L0 is
finite on Λ, then the spectrum of L(λ) is also finite and
n(Λ;L) n(Λ;L0)+ n.
In order to show this fact, we denote by L0 (respectively L) the linear hull of all eigenvectors
corresponding to the eigenvalues of L0(λ) (respectively L(λ)) from the interval Λ. If the asser-
tion were false, i.e., n(Λ;L) > n(Λ;L0) + n, there would exist a vector v ∈ L ∩ KerK , v = 0
and v ⊥ L0, so that the vector v has the form as in the proceeding proof, and thus arguments used
in the proof of Proposition 2.4 can be applied.
Next, we consider L(λ) = B − λA, where B = I + C and ‖C‖ 1, and let Λ = (a, b) ⊂ R
(with a  0), be a spectral gap of L0(λ) = I − λA. Instead of the assumption (A2) it will be
required the following one:
(A3) There exists an operator of finite rank K such that the operator C−K admits a factorization
of the form C − K = S∗T S, where S is a bounded linear operator from H into another
Hilbert space H1, T is a compact self-adjoint operator on H1 and the operator-valued
functions Qj(λ) = λSAj (I − λA)−1S∗ (j = 0,1,2; λ ∈ ρ(L0)) are uniformly bounded
on Λ, i.e., there exists a constant c, c > 0, such that∥∥Qj(λ)∥∥ c (j = 0,1,2; λ ∈ Λ).
Theorem 2.7. Let L(λ) = B −λA, where B = I +C and ‖C‖ 1, and assume that the assump-
tions (A1) and (A3) are fulfilled. Then the spectrum of the operator pencil L(λ) on the interval Λ
is finite.
Proof. There is no loss of generality in supposing that a = 0. Denote by P the orthogonal pro-
jector upon KerB , and let C0 = C +P . It is clear that I +C0 > 0 and C0P = 0 and, since C0 is
a compact operator, the operator B0 = I +C0 is invertible. Moreover, the operator B−1/20 can be
represented as
B
−1/2
0 =
∞∑
anC
n
0n=0
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B
−1/2
0 = I + a1C0 +C0F0C0.
We point out that
F0 =
∞∑
n=2
anC
n−2
0 . (2.7)
Since C0P = 0, it follows
B
−1/2
0 P = (I + a1C0 +C0F0C0)P = P + a1C0P +C0F0C0P = P,
and thus B−1/20 PB
−1/2
0 = P . Taking into account this fact and denoting A0 = B−1/20 AB−1/20 , we
can write
L(λ) = B0 − λA− P = B1/20
(
I − λB−1/20 AB−1/20 −B−1/20 PB−1/20
)
B
1/2
0
= B1/20 (I − λA0 − P)B1/20 ,
that is
L(λ) = B1/20 (I − λA0 − P)B1/20 . (2.8)
From the representation (2.8) we see that the problem is reduced to the operator pen-
cil I − λA0 − P . On the other hand, since the operator −P satisfies obviously the condi-
tions (i)–(iii) of Proposition 2.4, by those mentioned in Remark 2.6, it is sufficient to prove that
the spectrum of the pencil I − λA0 is finite on Λ, or, equivalently, to prove the finiteness of the
spectrum of the operator A0 on the interval (b−1,+∞). To this end, we set C1 = a1C0 +C0F0C0
and write the operator A0 as follows:
A0 = (I +C1)A(I +C1) = A+AC1 +C1A+C1AC1.
By our assumptions the interval (b−1,+∞) is a spectral gap for A. Thus we have to prove that
the perturbation B1 = AC1 +C1A+C1AC1 can excite in the spectral gap (b−1,+∞) at most a
finite number of eigenvalues of finite multiplicity.
In order to prove this fact, it will be convenient to write the operator T , which is a compact
self-adjoint operator due to the assumption (A3), in its spectral representation
T =
∞∑
n=1
λnPn.
We consider that the eigenvalues λn (n = 1,2, . . .) are enumerated according to their algebraic
multiplicities and that |λn|  |λn+1| for all n. Next we settle a positive integer n0 sufficiently
large (sharp estimate of which will be significant later for the estimation of the number of the
perturbed eigenvalues) and denote
K0 =
n0∑
n=1
λnPn, T0 = T −K0.
Further, we observe that the operator C1 has the same form like C, namely C1 = S∗T1S + K1,
where T1 ∈ B∞(H1) and K1 being an operator of a finite rank. By direct computation it can be
obtained that
T1 = a1T0 + T0SF0S∗T0, K1 = a1K2 +C0F0K2 +K2F0C0 −K2F0K2,
where K2 = S∗K0S +K + P .
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B˜ = AS∗T1S + S∗T1SA+ S∗T1SAS∗T1S
and
K˜ = AK1 +K1A+K1AC1 +C1AK1 −K1AK1.
It turns out that the number n0 from the decomposition T = T0 + K0 can be chosen such
that the interval (b−1,+∞) would be a spectral gap for the operator A + B˜ . Next, we show
how to take such a number n0. The arguments are based on the technique of factoring the
perturbation. To this end, we denote by H˜1 and H˜∞ the Banach spaces obtained as the di-
rect sum of three copies of the space H1: H˜ = H1 ⊕ H1 ⊕ H1 equipped with the norms
‖u˜‖1 = ∑3j=1 ‖uj‖ and ‖u˜‖∞ = max{‖uj‖: j = 1,2,3} for u˜ = (u1, u2, u3) ∈ H˜, respec-
tively, and we consider the following operators: R˜, S˜ :H → H˜∞, T˜ : H˜∞ → H˜1 defined by
S˜u = (Su,SAu,Su), R˜u = (SAu,Su,Su) for u ∈H and T˜ u˜ = (T1u1, T1u2, T1SAS∗T1u3) for
u˜ = (u1, u2, u3) ∈ H˜∞. It is readily verified that B˜ = R˜∗T˜ S˜, and also, for each λ ∈ (b−1,∞),
the operator Q˜(λ) = S˜(A − λI)−1R˜∗ can be represented in a matrix form [Qjk(λ)]3j,k=1, where
Qjk(λ) = S(A − λI)−1AS∗ for j = 1 and k = 1; j = 2 and k = 2,3; j = 3 and k = 1;
Q21(λ) = SA(A− λI)−1AS∗ and Qjk(λ) = S(A− λI)−1S∗ for j = 1,3 and k = 2,3. Clearly∥∥Q˜(λ)∥∥= max{∥∥Qjk(λ)∥∥: j, k = 1,2,3}
for each λ ∈ ρ(A) and, by the assumption (A3), there exists a constant c, c > 0, such that∥∥Q˜(λ)∥∥ c (λ ∈ (b−1,+∞)).
Now, we consider the number n0 to be so large that c‖T˜ ‖ < 1. Then the operator I˜1 + Q˜(λ)T˜ is
invertible for each λ ∈ (b−1,+∞) (I˜1 designates the identity operator of the space H˜∞). In turn
for such λ the operator I +R(λ;A)B˜ is also invertible, and thus, by virtue of the relation
A+ B˜ − λI = (A− λI)(I +R(λ;A)B˜), λ ∈ (b−1,+∞),
each λ ∈ (b−1,+∞) is a regular point of the operator A+ B˜ , that is, the interval (b−1,+∞) is a
spectral gap of A + B˜ . Now since the operator K˜ is of finite rank and self-adjoint it follows that
the spectrum of the operator A0 = A + B˜ + K˜ on (b−1,+∞) consists only of finite number of
eigenvalues of finite multiplicity, and the proof is complete. 
Next, we will give an estimate formula for the total number n(Λ;L) of the eigenvalues of
the operator pencil L(λ) from the interval Λ. Below, we will preserve the notations used in the
preceding proof. In addition, we let
m = sup{∥∥Qj(λ)∥∥, ‖SAS∗‖, ‖SF0S∗‖: λ ∈ Λ; j = 1,2,3}. (2.9)
Consider in the above representation T = T0 + K0 that the number n0 is chosen so that
(1+√2 )m|λn0 | 1 and (1+
√
2 )m|λn0+1| < 1. If it turns out that (1+
√
2 )m|λ1| < 1, consider
n0 = 0, and then K = 0. Clearly (1 +
√
2 )m‖T0‖ < 1 and rank(K0) = n0. This is just enough
for ‖Q˜(λ)T˜ ‖ < 1. Indeed, since (1 + √2 )m‖T0‖ < 1, it follows that
m‖T1‖m2‖T0‖2 + |a1|m‖T0‖ <
√
2 − 1
and hence
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< (
√
2 − 1)2 + 2(√2 − 1) = 1.
Thus ‖Q˜(λ)T˜ ‖ < 1 for λ ∈ (b−1,+∞), and therefore, arguing as in the proof of Theorem 2.7
we obtain that the operator A + R˜∗T˜ S˜ has no points of spectrum on the interval (b−1,+∞).
Since the operator K˜ is of finite rank and self-adjoint it follows that the spectrum of the operator
A0 = A+ R˜∗T˜ S˜ + K˜ on (b−1,+∞) consists only of finite number of eigenvalues of finite mul-
tiplicity. This number of eigenvalues is not greater than the rank of the operator K˜ . Equivalently,
in terms of the operator pencil L˜0(λ) = I − λA0, one has n(Λ; L˜0)  rank(K˜). In view of the
assertions occurring in Remark 2.6, it follows from the relation (2.8) that
n(Λ;L) n(Λ; L˜0)+ dimP.
But, since C0P = 0 it follows from (2.7) that C0F0K2 = C0F0(S∗K0S + K), and hence (cf. the
representation of K1) the rank of K1 can be evaluated as
rank(K1) 2 rank(S∗K0S +K)+ rank(P ).
Taking into account the obtained evaluation, from the representation of the operator K˜ we collect
that
rank(K˜) 4 rank(S∗K0S +K)+ 2 rank(P ). (2.10)
Then, by (2.10), we can estimate
n(Λ;L) n(Λ; L˜0)+ rank(P ) 4 rank(S∗K0S +K)+ 3 rank(P ).
On the other hand,
rank(S∗K0S) rank(K0) card
{
n: (
√
2 + 1)m∣∣λn(T )∣∣ 1}

n0∑
n=1
(
√
2 + 1)pmp∣∣λn(T )∣∣p  (√2 + 1)pmp ∞∑
n=1
∣∣λn(T )∣∣p
for some p, 1 p < ∞. However, according to the theory of operators ideals [26], more specif-
ically at the context, see [19, III. 7.40, p. 122], one has
∞∑
n=1
∣∣λn(T )∣∣p = ‖T ‖pp.
Thus, by assuming that the operator T belongs to one of the classes Bp(H1) (1  p < ∞),
we can conclude that
n(Λ;L) 4(√2 + 1)pmp‖T ‖pp + 4 rank(K)+ 3 rank(P ), (2.11)
where m is defined as in (2.9). Thus, we have proved the following result.
Theorem 2.8. Let L(λ) = B − λA satisfies the conditions of Theorem 2.7 and, in addition, sup-
pose that the operator T belongs to one of the classes Bp(H1), 1 p < ∞. Then for the number
n(Λ;L) the estimate (2.11) holds.
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3.1. In the theory of the transport of energy the equation of the following form
u(ω)− λωω0u(ω) =
∫
Ω
g(ωω′)u(ω′) dμ(ω′) (ω ∈ Ω a.e.) (3.1)
is known as the characteristic equation of radiation energy transfer [24] (see also [5,6,11]).
Equation (3.1) is considered in the space L2(Ω), where Ω denotes the unit sphere of R3, i.e.,
Ω = {ω = (ω1,ω2,ω3) ∈ R3: ∑3j=1 ω2j = 1}; ω0 is a fixed vector on Ω ; by ωω0 it is denoted the
scalar product (defined on R3) of ω with ω0; g, g ∈ L1(−1,1), is a given function known as the
angular function or, in another terminology, the dispersion indicatrix (see, for instance, [24]). It
is required that
0 < g0  1, |gj | < g0 (j = 1,2, . . .),
where
gn = 2π
1∫
−1
g(t)Pn(t) dt (n = 0,1, . . .)
and Pn(t) (n = 0,1, . . .) are the Legendre polynomials.
In this section we study the spectrum of the operator pencil generated by Eq. (3.1). The main
results are obtained by applying the results from the previous section. Next, we denote by A the
multiplication operator by ωω0 defined on the space L2(Ω), i.e.,
(Au)(ω) = ωω0u(ω)
(
ω ∈ Ω a.e.; u ∈ L2(Ω)
)
and let C be the following integral operator (also defined on L2(Ω)):
(Cu)(ω) =
∫
Ω
g(ωω′)u(ω′) dμ(ω′)
(
ω ∈ Ω a.e.; u ∈ L2(Ω)
)
.
Equation (4.1) can be written as follows
(I − λA−C)u = 0, u ∈ L2(Ω),
and in this way the problem is reduced to the study of the corresponding linear operator pencil
L(λ) = I − λA − C. It is clear that A is a self-adjoint operator in L2(Ω) and that σ(A) =
[−1,1]. Also, as is known [24] C is a compact operator in the space L2(Ω), its eigenvalues
are gn (n = 0,1,2, . . .) with the corresponding eigenfunctions being the spherical functions Ynm
(m = 0,±1, . . . ,±n). Note that ‖C‖ = g0  1, and hence the methods developed in the previous
section can be applied. First of all we remark that the assumption (A1), where B = I − C, is
evidently satisfied and, since σ(A) = [−1,1], the interval Λ = (−1,1) is a gap in the spectrum
of the unperturbed operator pencil L0(λ) = I − λA. Our aim is to find conditions under which
the discrete spectrum of the operator pencil L(λ) = I − λA − C is only finite. These conditions
will be given in terms of the oscillation of the function g. To this end, we assume in addition that
g is a continuous function on [−1,1], and denote by Φ(t) (0 t  2) the oscillation of g, i.e.,
Φ(t) = max |g(t1)− g(t2)|, where the maximum is taken over |t1| 1, |t2| 1 and |t1 − t2| t .
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continuous function on [−1,1] obeying the following condition:
2∫
0
Φ(t)
t
dt < ∞. (3.2)
Then the spectrum of the operator pencil L(λ) = I − λA−C on the interval (−1,1) is finite.
Proof. As was pointed out in [24] the discrete spectrum, and so the whole spectrum, of the
operator pencil L(λ) is situated symmetrically with respect to the origin λ = 0. Thus it will
be enough to consider the situation of the interval (0,1). Denote by K0 the operator of finite
rank defined by the degenerate kernel k0(ω,ω′) = g(ωω0)+ g(ω0ω′)− g(1), and set h(ω,ω′) =
k(ω,ω′)− k0(ω,ω′) for the kernel of the integral operator C −K0, where k(ω,ω′) is the kernel
of C, i.e., k(ω,ω′) = g(ωω′). It follows that∣∣h(ω,ω′)∣∣ ∣∣g(ωω′)− g(ω0ω′)∣∣+ ∣∣g(ωω0)− g(ω0ω0)∣∣
Φ
(|ωω′ −ω0ω′|)+Φ(|ωω0 −ω0ω0|)
and, since Φ(t), 0 t  2, is a non-decreasing function, one has∣∣h(ω,ω′)∣∣ 2Φ(|ω −ω0|).
In view of the symmetric nature of the kernel h(ω,ω′), it also follows that∣∣h(ω,ω′)∣∣ 2Φ(|ω′ −ω0|)
and hence∣∣h(ω,ω′)∣∣ 2Φ(|ω −ω0|)1/2Φ(|ω′ −ω0|)1/2 (ω,ω′ ∈ Ω). (3.3)
Let S = (I − A)1/2, and observe that the operator (I − A)−1/2(C − K0)(I − A)−1/2 can be
extended up to an integral operator T determined by the kernel
t (ω,ω′) = h(ω,ω′)(1 −ωω0)−1/2(1 −ω′ω0)−1/2 (ω,ω′ ∈ Ω).
The operator T is self-adjoint and compact in the space L2(Ω). In fact, by virtue of (3.2), T is
an integral operator of the Hilbert–Schmidt type. Indeed, it readily follows from (3.3) that∫
Ω
∫
Ω
∣∣t (ω,ω′)∣∣2 dμ(ω)dμ(ω′) (2∫
Ω
Φ(|ω −ω0|)
1 −ωω0 dμ(ω)
)2
, (3.4)
and, taking into account that |ω −ω0|2 = 2(1 −ωω0) and that
∫
Ω
f (ωω0) dμ(ω) = 2π
1∫
−1
f (t) dt
for each summable function f on [−1,1], one has
∫
Φ(|ω −ω0|)
1 −ωω0 dμ(ω) = 2π
1∫
Φ(
√
2(1 − t) )
1 − t dt = 4π
2∫
Φ(t)
t
dt.Ω −1 0
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∫
Ω
∫
Ω
∣∣t (ω,ω′)∣∣2 dμ(ω)dμ(ω′)
(
8π
2∫
0
Φ(t)
t
dt
)2
< ∞ (3.5)
as was to be shown. A simple calculation shows that ‖Qj(λ)‖ 1 (j = 0,1,2; 0 < λ < 1), and
so the assumption (A3) is fulfilled. Thus, all hypotheses of Theorem 2.7 are satisfied, and the
proof is complete. 
In order to estimate the discrete spectrum of the operator pencil L(λ) we, as before, consider
the eigenvalues from the interval (0,1). Again we let S = (I −A)1/2 and we have C−K0 = ST S,
where rank(K0) = 2 and T is a self-adjoint operator of Hilbert–Schmidt type. According to (3.5),
for the Hilbert–Schmidt norm of T , one has
‖T ‖2  8π
2∫
0
Φ(t)
t
dt.
In addition, we point out that ‖SAS‖ = ‖A(I − A)‖ = 2 and, as was mentioned above,
mj = sup{‖Qj(λ)‖: 0 < λ < 1} 1 (j = 0,1,2).
Next, let P be the orthogonal projector upon Ker(I − C), C0 = −C + P and F0 be the
operator defined as in the proof of Theorem 2.7 by (2.7). We note that P = 0 if g0 < 1 (this
is a so-called non-conservative case) and rank(P ) = 1 for the conservative case g0 = 1 (in this
case the solutions of the equation Cu = g0u are only the constants). In order to use the estimate
formula from Theorem 2.8, we estimate the norm ‖SF0S‖. To this end, consider the function
ϕ(z) =
∞∑
n=2
anz
n, |z| < 1,
corresponding to the expansion (2.7) of F0, and by straightforward computation, it can be ob-
tained that
‖F0‖ = sup
{∣∣ϕ(z)∣∣: z ∈ σ(C0)} (1 − γ1)−1/2,
where γ1 = max{|gj |: j = 1,2, . . .}. Thus,
‖SF0S‖ ‖S‖2‖F0‖ 2(1 − γ1)−1/2
and so, for m determined as in (2.10), one has m 2(1 − γ1)−1/2. Now, collecting all obtained
values and substituting them in (2.11), we finally obtain
n
(
(0,1);L)
(
M
2∫
0
Φ(t)
t
dt
)2
+ l, (3.6)
where M = 32π(√2 + 1)(1 − γ1)−1/2 and either l = 8 or l = 11 depended on the case that is
considered either non- or conservative, respectively.
Note that the number λ = 0 is an eigenvalue for L(λ) only in the conservative case. Taking into
account this fact and that all eigenvalues of the operator pencil L(λ) are situated symmetrically
with respect to origin λ = 0, we obtain
n(Λ;L) = 2n((0,1);L)+ k, (3.7)
where k = 0 if g0 < 1 and k = 1 if g0 = 1.
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Theorem 3.2. Assume that the indicatrix of dispersion g satisfies the condition (3.2). Then the
number n(Λ;L) can be estimated by (3.6) and (3.7).
3.2. The solutions of the characteristic equation of radiation energy transfer (3.1) which as
functions do not depend on the azimuth angle are the most important from the viewpoint of
physical interests. For these solutions Eq. (3.1) can be slightly simplified (cf. [24]):
u(μ,ϕ)− λμu(μ,ϕ)
=
1∫
−1
dμ′
2π∫
0
g
(
μμ′ +
√
1 −μ2√1 −μ′ cos(ϕ − ϕ′))u(μ′, ϕ′) dϕ′, (3.8)
where (−1 μ 1, 0 ϕ  2π ).
Equation (3.8) is considered in the space L2(Δ), where Δ is the rectangle Δ = {(μ,ϕ) ∈ R2:
−1 μ 1, 0 ϕ  2π}. Our next task is to derive estimates for the number of the eigenvalues
of Eq. (3.8) from the interval Λ = (−1,1). As above, we assume that the indicatrix of disper-
sion g satisfies the condition (3.2). It is clear that to Eq. (3.8) corresponds the operator pencil
L(λ) = I − λA − C, where A is the multiplication operator by argument and C is an integral
operator, which is compact in the space L2(Δ), determined by the right side of Eq. (3.8). It is
well known (see [16,24]) that the spectrum of the operator pencil L(λ) coincides with the union
of the spectra of the operator pencils Lm(λ) = I − λA−Cm (m = 0,1, . . .) defined on the space
L2(Λ), where A is the operator of multiplication by argument (in the space L2(Λ)) and Cm is
the integral operator defined by the kernel
km(x, y) =
2π∫
0
g
(
xy +
√
1 − x2
√
1 − y2 cosα) cosmα dα (−1 x, y  1).
Note that the spectra of Lm(λ) (m = 0,1, . . .) are also situated symmetrically with respect to the
origin λ = 0, and that
‖C0‖ = g0  1, ‖Cm‖ = max
{|gj |: j = m,m+ 1, . . .}.
An argument similar to that used in proving Theorems 3.1 and 3.2 shows that if the indicatrix
of dispersion g satisfies the condition (3.2), then the spectrum of the operator pencil L0(λ) =
I − λA − C0 on the interval Λ is finite, and a similar estimate for the number n(Λ;L0) of the
eigenvalues of L0(λ) from Λ like that given by (3.6) and (3.7) also holds. An another situation
with the operator pencil Lm(λ) for m  1. The point is that the assumption (A3) is fulfilled
with K = 0. On the other hand, in the estimate formula (2.11) it can be taken P = 0, because
‖Cm‖ < 1 for such m. Further, as in the proofs of Theorems 3.1 and 3.2, we let S = (I − A)1/2
and denote by Tm the integral operator defined on the space L2(−1,1) by the kernel
hm(x, y) =
2π∫
0
g(xy + √1 − x2√1 − y2 cosα) cosmα√
1 − x√1 − y dα.
It follows (cf. (3.3)) that
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∣∣∣∣∣
2π∫
0
[g(xy + √1 − x2√1 − y2 cosα)− g(xy)] cosmα√
1 − x√1 − y dα
∣∣∣∣∣
 2πΦ(
√
1 − x2√1 − y2 )√
1 − x√1 − y 
2πΦ(
√
2(1 − y) )√
1 − x√1 − y
and, similarly,∣∣hm(x, y)∣∣ 2πΦ(
√
2(1 − x) )√
1 − x√1 − y ,
where as above Φ(t) (0 t  2) is the oscillation of the indicatrix g. Therefore,∣∣hm(x, y)∣∣ 2πΦ(
√
2(1 − x) )1/2Φ(√2(1 − y) )1/2√
1 − x√1 − y ,
and hence, arguing as before (cf. (3.4)),
1∫
−1
1∫
−1
∣∣hm(x, y)∣∣2 dx dy 
(
4π
2∫
0
Φ(t)
t
dt
)2
.
Thus, the operator Tm is of Hilbert–Schmidt type,
‖Tm‖22 
(
4π
2∫
0
Φ(t)
t
dt
)2
and it is clear that Cm = STmS. In order to apply the estimate formula (2.11), we remark that it
only remains to estimate the norm of the operator
Fm =
∞∑
n=2
anC
n−2
m ,
where the coefficients an (n = 2,3, . . .) are the same as in (2.7). By analogy with previous ar-
guments used in the proof of Theorem 3.2 it can be obtained ‖Fm‖  (1 − γm)−1/2, where
γm = max{|gj |: j = m,m+ 1, . . .}. Thus, it follows the estimate
n
(
(0,1);Lm
)

(
M
2∫
0
Φ(t)
t
dt
)2
, (3.9)
where M = 16π(√2 + 1)(1 − γm)−1/2.
The above results can be summarized as follows.
Theorem 3.3. Let the indicatrix of dispersion g satisfies the condition (3.2). Then the spectrum of
the operator pencil Lm(λ) (m = 0,1, . . .) on the interval (−1,1) is finite. Moreover, there holds
an estimate like (3.7) for the operator pencil L0(λ), and the estimate (3.9) for Lm(λ) (m  1).
The spectrum of Lm(λ) for large enough m in the interval (−1,1) is empty.
Remark 3.4. The last assertion of Theorem 3.3 can be explained as follows. According to our
discussion, there holds an estimate of the form
n(Λ;Lm) c(1 − γm)−1‖Tm‖22
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supγm < 1, the assertion follows.
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