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and Hadi Zayyani
Abstract—This paper presents a novel Block Iterative Bayesian
Algorithm (Block-IBA) for reconstructing block-sparse signals
with unknown block structures. Unlike the existing algorithms
for block sparse signal recovery which assume the cluster
structure of the nonzero elements of the unknown signal to be
independent and identically distributed (i.i.d.), we use a more
realistic Bernoulli-Gaussian hidden Markov model (BGHMM)
to characterize the non-i.i.d. block-sparse signals commonly
encountered in practice. The Block-IBA iteratively estimates
the amplitudes and positions of the block-sparse signal using
the steepest-ascent based Expectation-Maximization (EM), and
optimally selects the nonzero elements of the block-sparse signal
by adaptive thresholding. The global convergence of Block-IBA
is analyzed and proved, and the effectiveness of Block-IBA
is demonstrated by numerical experiments and simulations on
synthetic and real-life data.
Index Terms—Block-sparse, iterative Bayesian algorithm,
expectation-maximization, steepest-ascent, Bernoulli-Gaussian
hidden Markov model.
I. INTRODUCTION
COnsider the general Bayesian linear model
y = Φw + n (1)
where Φ ∈ RN×M is a known measurement matrix, y ∈ RN
is the available measurement vector, and n ∈ RN is the
Gaussian corrupting noise. We aim to estimate the original
unknown signalw ∈ RM when N ≪M . Under this condition
the underdetermined system of linear equations in (1) has
an infinite number of solutions, which makes the problem
challenging and requires appropriate prior knowledge about
the unknown signal w.
The problems based on the general linear model in (1)
frequently occur in the fields of signal processing, statistics,
neuroscience and machine learning. Examples of common
applications, among many others, include compressed sensing
[1], [2], sparse component analysis (SCA) [3], sparse repre-
sentation [4]-[7], source localization [8], [9], and in particular
direction of arrival (DOA) estimation [10]. An appropriate
prior knowledge that can lead to recovery of w is the sparsity,
namely, the majority of the elements of the unknown vector
w are zero (or near zero), while only a few components
are nonzero. Knowing the sparsity of vector w a priori,
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a theoretically proven and practically effective approach to
recover the signal w is to solve the following optimization
problem
ŵ = argmin
w
β ‖y −Φw‖22 + τ ‖w‖1 (2)
where τ is the regularization parameter that controls the degree
of the sparsity of the solution. Moreover, the effect of Gaussian
noise n with zero mean and variance β−1/2 is implicitly
embedded in (2). Some popular optimization algorithms have
been developed to solve (2) [7], [11]- [13]. Moreover, in some
works such as [12], [13] the developed sparse reconstruction
algorithms use ℓp-norm to replace ℓ1-norm where 0 < p ≤ 1.
Compressed sensing (CS) aims to recover the sparse sig-
nal from underdetermined systems of linear equations. If
the structure of the signal is exploited, the better recovery
performance can be achieved. A block-sparse signal, in which
the nonzero samples manifest themselves as clusters, is an
important structured sparsity. Block-sparsity has a wide range
of applications in multiband signals [14], audio signals [15],
structured compressed sensing [16], and the multiple measure-
ment vector (MMV) model [17]. CS for block-sparse signals
is to estimate the original unknown signal w ∈ RM with the
cluster structure
w = [w1, . . . , wd1︸ ︷︷ ︸
wT [1]
, . . . , wdg−1+1, . . . , wdg︸ ︷︷ ︸
wT [g]
]T (3)
where w[i] denotes the ith block with length di which are not
necessarily identical. In the block partition (3), only k ≪ g
vectors w[i] have nonzero Euclidean norm.
Given the a priori knowledge of block partition, a few
algorithms such as Block-OMP [18], mixed ℓ2/ℓ1norm-
minimization [19], group LASSO [20] and model-based
CoSaMP [21], work effectively in the block-sparse signal
recovery. These algorithms require the knowledge of the block
structure (e.g. the location and the lengths of the blocks) in
(3). However, in many applications, such prior knowledge is
often unavailable. For instance, the accurate tree structure of
the coefficients for the clustered sparse representation of the
images is unknown a priori. The impulsive noise estimation in
Power Line Communication (PLC) is often cast into a block-
sparse signal reconstruction problem, where the impulsive
noise (i.e. signal w) occurs in bursts with unknown locations
and lengths [22], [23].
To recover the structure-agnostic block-sparse signal, some
algorithms, e.g. CluSS-MCMC [24], BM-MAP-OMP [25],
2Block Sparse Bayesian Learning (BSBL) [26], and pattern-
coupled SBL (PC-SBL) [27] have been proposed recently,
which require less a priori information. However, all these
algorithms use the i.i.d. model to describe the cluster structure
of the nonzero elements of the unknown signal, which restricts
their applicability and performance, see Section VII-A for
demonstrative examples. Because many practically important
signals, e.g. the impulsive noise in PLC, do not satisfy the i.i.d.
condition, it is necessary to develop reconstruction algorithms
for block-sparse signals using a more realistic signal model.
Also, in the above mentioned algorithms, there is a risk to
choose unreliable support set of the signalw, which may result
in inappropriate sampling of nonzero elements of the signalw.
Hence, it is necessary to design an adaptive method to select
the most probable support set based on the underlying structure
of the signal. The ability of the algorithm to automatically
tune up the signal (i.e. w) model parameters is important,
particularly when working with real-world datasets, but it
is not provided by most of the existing block-sparse signal
recovery algorithms (e.g., [24]-[27]).
To tackle the above mentioned problems, we propose a
novel iterative Bayesian algorithm (Block-IBA) which
• uses a Bernoulli-Gaussian hidden Markov model
(BGHMM) [23] for the block-sparse signals. This model
better captures the burstiness (block structure) of the
impulsive noise and hence is more realistic for practical
applications such as PLC
• incorporates, different to the other algorithms [24]-[27],
an adaptive threshold technique for optimal selection of
the columns of the sampling matrix Φ to maximally
sample the nonzero elements of signal w. Using this
technique, the Block-IBA improves the reconstruction
performance for the block-sparse signals
• uses a maximum a posteriori (MAP) estimation proce-
dure to automatically learn the parameters of the statis-
tical signal model (e.g. the variance and the elements of
state-transition matrix of BGHMM), averting complicated
tuning updates.
The proposed Block-IBA reconstructs the supports and the
amplitudes of block-sparse signal w using an expectation
maximization (EM) algorithm when its block structure is
completely unknown. In the expectation step (E-step) the am-
plitudes of the signalw are estimated iteratively whereas in the
maximization step (M-step) the supports of the signal w are
estimated iteratively. To this end, we utilize a steepest-ascent
algorithm after converting the estimation problem of discrete
supports to a continuous maximization problem. Although
the steepest-ascent algorithm has been used in the literature
for recovering the sparse signals (e.g. [28]), investigation of
this method is unavailable in the literature of block-sparse
signal recovery. As a result the proposed Block-IBA offers
more reconstruction accuracy than the existing state-of-the-
art algorithms for the non-i.i.d. block-sparse signals. This
is verified on both synthetic and real-world signals, where
the block-sparse signal comprises a large number of narrow
blocks.
The rest of the paper is organized as follows. In Section
II, we present the signal model. In Section III, the optimum
estimation of unknown signal w using MAP solution is
proposed. Based on the MAP solution, a novel Block-IBA
is developed in Section IV. The estimation of signal model
parameters is presented in Section V. Section VI analyzes
the global and local maxima properties of the Block-IBA.
Experimental results are presented in Section VII. Finally,
conclusions are drawn in Section VIII.
A. Notation
Lower-case letters (e.g., x) denote scalars. Boldfaced lower-
case letters (e.g. x), denote vectors, while boldfaced upper-
case letters (e.g, X) denote matrices. Sets are denoted by
script notation (e.g., S). The notations (·)T and (ˆ·) denote
transpose and estimate, respectively. An M -by-M identity
matrix is denoted by IM . The probability density function
(PDF) of a random variable X is denoted by pX (x), with
subscript omitted when it is clear from the context. The
Gaussian distribution with mean b and covariance matrix C
is denoted by N (b,C) and the PDF of a random variable X
corresponding to that distribution by N (x; b,C). Finally, the
expectation of a random variable is denoted by E {·}.
II. SIGNAL MODEL
In this paper, the linear model of (1) is considered as the
measurement process. The measurement matrix Φ is assumed
known beforehand and also its columns are normalized to have
unit norms. Furthermore, we model the noise in model (1) as
a stationary, additive white Gaussian noise (AWGN) process,
with n ∼ N
(
0, σ2nIN
)
. To model the block-sparse sources
(w), we introduce two hidden random processes, s and θ [28],
[29]. The binary vector s ∈ {0, 1}M describes the support
of w, denoted S, while the vector θ ∈ RM represents the
amplitudes of the active elements of w. Hence, each element
of the source vector w can be characterized as follows:
wi = si · θi (4)
where si = 0 results in wi = 0 and i /∈ S, while si = 1
results in wi = θi and i ∈ S. Hence, in vector form we can
show that
w = Sθ, S = diag(s) ∈ RM×M (5)
To model the block-sparsity of the source vector w, we
assume that s is a stationary first-order Markov process defined
by two transition probabilities: p10 , Pr {si+1 = 1|si = 0}
and p01 , Pr {si+1 = 0|si = 1} [29]. Moreover, it can be
shown that in the steady state we have the following relation
between the transition probabilities and the probabilities in a
given state:
Pr {si = 0} = p =
p01
p10 + p01
(6)
Pr {si = 1} = 1− p =
p10
p10 + p01
(7)
Therefore, the two parameters p and p10 completely de-
scribe the state process of the Markov chain. As a result,
3the remaining transition probability can be determined as
p01 =
p·p10
(1−p) . The length of the blocks of the block-sparse
signal is determined by parameter p01, namely, the average
number of consecutive samples of ones is specified by 1/p01
in the Markov chain. Note that the amplitude vector θ has also
a Gaussian distribution with θ ∼ N
(
0, σ2θIM
)
. Therefore,
from (4) it is obvious that p (wi|si, θi) = δ(wi − siθi), where
δ(·) is the Dirac delta function. Removing si and θi by the
marginalization rule, we can find the PDF of the sources as
p(wi) = pδ(wi) + (1 − p)N
(
wi; 0, σ
2
θ
)
, (8)
where σ2θ is the variance of θ. Equation (8) shows that the
distribution of the sources is a Bernoulli-Gaussian hidden
Markov model (BGHMM) which is utilized to implicitly
express the block sparsity of the signal model due to the point-
mass distribution at wi = 0 and the hidden variables si. In
many communication systems such as PLC, the additive noise
is highly impulsive, where the peak noise amplitudes reach
up to 50 dB above the AWGN (or background noise) level
[23]. In addition, the impulsive noise in PLC shows the bursty
(clustered) nature [23], [30] with samples no longer i.i.d.
Unlike the memoryless models such as Bernoulli-Gaussian
model [31]-[34] which consider the impulsive noise samples
to be i.i.d., the BGHMM [23], [35], [36] with the first-order
Markov chain model allows to better describe the typical
bursty nature of impulsive noise with non-i.i.d. samples. It
is well known that the power spectral density (PSD) of i.i.d.
signals is wide band and flat. In contrast, for non-i.i.d. signals,
the PSD is narrow band and spiky. Hence, the bandwidth and
shape of PSD indicate a signal’s closeness to or distance from
being i.i.d. As shown in Section VII-A, the parameter p01
of BGHMM directly controls the bandwidth and shape of the
PSD of a Block-sparse signal. The larger the p01, the narrower
the bandwidth and vice versa.
It is observed from (8) that the development of the amplitude
vector θ is independent of the sparsity of the random process,
s. Hence, some of the amplitudes are pruned out by inactive
coefficients (those which are associated with si = 0). In fact,
the nonzero amplitudes θi are the results of the amplitudes
of wi conditioned on si = 1. Although higher-order Markov
processes and/or more complex mixture of Gaussian model
can be utilized within the framework of Block-IBA, we focus
on the first-order Markov processes and Bernoulli-Gaussian
model to reduce the complexity in the development of the
algorithm.
III. OPTIMUM ESTIMATION OF w
To obtain the optimum estimate of w, we pursue a MAP
approach. Hence, we first determine the MAP estimate of
s which maximizes the posterior probability p(s|y). After
estimating s, the estimation of unknown original signal w can
be obtained by the estimation of θ.
A. MAP Estimation of s
Using the Bayes’ rule, we can rewrite p(s|y) as
p(s|y) =
p(s)p(y|s)∑
s p(s)p(y|s)
(9)
where the summation is over all the possible s vectors de-
scribing the support of w. Note that the denominator in (9)
is common to all posterior likelihoods, p(s|y), and thus can
be ignored as it is a normalizing constant. To evaluate p(s),
we know that the s vector is a stationary first-order Markov
process with two transition probabilities given in Section II.
Therefore, p(s) is given by
p (s) = p(s1)
M−1∏
i=1
p (si+1|si) (10)
where p (s1) = p(1−s1)(1− p)s1 and
p (si+1|si) =

(1− p10)(1−si+1)p
si+1
10 if si = 0
p
(1−si+1)
01 (1− p01)
si+1 if si = 1
(11)
It remains to calculate p(y|s). As w|s is Gaussian, y is also
Gaussian with zero mean and the covariance
Σs = E
[
yyT |s
]
= σ2nIN + σ
2
θΦSΦ
T (12)
where S = diag(s) as defined in (5). Therefore, up to an
inessential multiplicative constant factor ( 1
piN
), we can write
the likelihood function as
p (y|s) =
exp
(
− 12y
TΣ−1s y
)
det(Σs)
(13)
Hence, the MAP estimate of s is given by
sMAP = argmax
s
p(s)p(y|s) (14)
where p(s) is calculated using (10) and (11), whereas the
prior likelihood p(y|s) is given by (13). The maximization
is performed over all 2M possible sets of s vectors.
B. MAP Estimation of θ using Gamma Prior
After the binary vector s is estimated, we complete the
estimation of the original unknown signal w by estimating the
amplitude samples of the θ vector. To this end, we estimate
the amplitudes with considering hyperprior over the inverse of
the variance. Full details are given below.
Following the Sparse Bayesian Learning (SBL) framework
[37], we consider a Gaussian prior distribution for amplitude
vector θ:
p (θ; γi) ∼ N
(
0,Σ−10
) (15)
where Σ0 = diag(γ1, γ2, · · · , γM ). Furthermore, γi are the
non-negative elements of the hyperparameter vector γ, that
is γ , {γi}. Based on the SBL framework, we use Gamma
distributions as hyperpriors over the hyperparameters {γi}:
4p (γ) =
M∏
i=1
Gamma (γi | a, b) =
M∏
i=1
Γ (a)
−1
baγa−1i e
−bγi
where Γ (a) =
∫∞
0 t
a−1e−tdt is the Gamma function. To
obtain non-informative Gamma priors, we assign very small
values, e.g. 10−4 to two parameters a and b. From (5), we can
rewrite the linear model of (1) as
y = ΦSθ + n = Ψθ + n (16)
where Ψ = ΦS. Therefore, from the linear model of (16) and
given the support vector s, the likelihood function also has
Gaussian distribution:
p
(
y | θ;σ2n
)
∼ Ny|θ
(
Ψθ, σ2nIN
) (17)
Using the Bayes’ rule the posterior approximation of θ is
found as a multivariate Gaussian:
p
(
θ | y;γ, σ2n
)
∼ Nθ (µθ,Σθ) (18)
with parameters
µθ = σ
−2
n ΣθΨ
Ty (19)
Σθ =
(
σ−2n Ψ
TΨ+Σ0
)−1
(20)
= Σ−10 −Σ
−1
0 Ψ
T
(
σ2nIN +ΨΣ
−1
0 Ψ
T
)−1
ΨΣ−10 .
(21)
Therefore, given the hyperparameters γi and noise variance
σ2n, the MAP estimate of θ is
θ̂MAP = µθ =
(
ΨTΨ+ σ2nΣ0
)−1
ΨTy (22)
= Σ−10 Ψ
T
(
ΨΣ−10 Ψ
T + σ2nIN
)−1
y (23)
where (23) follows the identity equation (A+BBT )−1B =
A−1B
(
I+BTA−1B
)−1
, and Σ0 = diag(γ1, γ2, · · · , γM ).
Moreover, the hyperparameters γi control the sparsity of the
amplitudes θi. Sparsity in the samples of the amplitudes occur
when particular variables γi → ∞, whose effect forces the
i th sample to be pruned out from the amplitude estimate. 1
To calculate θ̂MAP , we can also use (19) directly in which
we have two options for obtaining the covariance matrix Σθ
using (20) and (21). Note that, the computational complexity
for estimation of Σθ is different in (20) and (21). An M ×M
matrix inversion is required using (20), whereas an N × N
matrix inversion is needed in (21).
When the noise variance (σ2n) is also unknown, we can
place conjugate gamma prior on the inverse of the variance
(i.e. β , σ−2n ) as p (β) = Gamma (β | c, d), where c =
d = 10−4. In fact, the complexity of posterior distribution
will be alleviated by using conjugate priors. To estimate the
1In practice, we observe that when the estimates γi become very large, e.g.
105 so that the coefficient of the i th sample is numerically indistinguishable
from zero, then the associated sample in θ is set to zero.
hyperparameters, we utilize the Relevance Vector Learning
(RVL) which is maximization of the product of the marginal
likelihood (Type-II maximum likelihood) and the priors over
the hyperparameters γ and β (σ2n) [37]. Given the priors, the
likelihood of the observations can be given as
p (y | γ, β, a, b, c, d) = N
(
y | 0,ΨΣ−10 Ψ+ β
−1IN
)
× p (γ)× p (β)
(24)
A maximum likelihood (ML) estimator which maximizes (24)
can be used to find the unknown hyperparameter γ and β. To
this end, we use expectation maximization (EM) to compute
the unknown variables iteratively. Hence, to compute the ML
estimate of the unknown hyperparameters γ and β, we treat θ
as the latent variables and apply the EM algorithm. Moreover,
we define Θ , {γ, β} for brevity. The EM algorithm proceeds
by maximizing the following expression
Q (Θ) = Eθ|y,Θ(k) [log(p (y | θ, β) p (θ | γ) p (γ) p (β))]
= Eθ|y,Θ(k) [log(p (γ) p (θ | γ))]
+ Eθ|y,Θ(k) [log(p (β) p (y | θ, β))]
(25)
where Θ(k) refers to the current estimate of hyperparameters.
To estimate Θ, we observe that the first and second summand
in (25) are independent of each other. Hence, the estimate of
γ and β is separated into two different optimization problems.
For obtaining γ, the following iterative expression can be
solved
γ(k+1) = argmax
γ
Eθ|y,Θ(k) [log(p (γ) p (θ | γ))] (26)
Therefore, an update for hyperparameter γ by computing the
first derivative of the first summand of (25) with respect to γ
can be expressed as
γ
(k+1)
i =
1 + 2a(
µ
(k)
θ,i
)2
+Σ
(k)
θ,ii + 2b
(27)
where µθ,i denotes the ith entry of µθ in (19) and Σθ,ii
denotes the ith diagonal element of the covariance matrix Σθ
in (20) or (21).
Following the same method, we need to solve the following
optimization problem to estimate β
β(k+1) = argmax
β
Eθ|y,Θ(k) [log(p (β) p (y | θ, β))] (28)
Hence, the β learning rule is calculated by setting the first
derivative of the second summand in (25) with respect to β to
zero, resulting in
1
β(k+1)
=
1
N + 2c
{∥∥∥∥y −Ψµ(k)θ ∥∥∥∥2
2
+
(
β(k)
)−1 M∑
i=1
[
1− γ
(k)
i Σ
(k)
θ,ii
]
+ 2d
} (29)
5Having estimated the posterior probability of s and MAP
estimate of amplitude vector θ, the estimation of unknown
original signal w is complete. However, the evaluation of
(14) over all 2M possible sets of s vectors is a computa-
tionally daunting task when M is large. The difficulty of
this exhaustive search is obvious from (9)-(14). Hence, in the
following section, we propose an Iterative Bayesian Algorithm
referred to as Block-IBA which reduces the complexity of the
exhaustive search.
IV. BLOCK ITERATIVE BAYESIAN ALGORITHM
Finding the solution for (14) through combinatorial search
is computationally intensive. This is because the computation
should be done over the discrete space. One way around this
exhaustive search is to convert the maximization problem into
a continuous form. Therefore, in this section we propose a
method to convert the problem into a continuous maximization
and apply a steepest-ascent algorithm to find the maximum
value. To this end, we model the elements of s vector as a
Gaussian Mixture (GM) with two Gaussian variables centered
around 0 and 1 with sufficiently small variances. Hence, each
discrete element of s vector, i.e. si can be given as
p(s1) ≈ p N
(
0, σ20
)
+ (1− p)N
(
1, σ20
) (30)
Moreover, the other elements of s vector, i.e. si+1 (i =
1, · · · ,M − 1) can be expressed as
p(si+1) ≈

(1 − p10)N
(
0, σ20
)
+ p10N
(
1, σ20
)
if si = 0
p01N
(
0, σ20
)
+ (1 − p01)N
(
1, σ20
)
if si = 1
(31)
In order to find the global maximum of (14) we decrease
the variance σ20 in each iteration of the algorithm gradually,
which averts the local maximum of (14). Although we have
converted the discrete variables si to the continuous form,
finding the optimal value of s using (14) is still complicated.
Thus, we propose an algorithm that estimates the unknown
original signal w by estimating its components (s and θ in
(5)) iteratively. We follow a two-step approach to estimate the
w vector. In the first step, we estimate the amplitude vector
θ (i.e., θ̂) based on the known estimation of s (i.e., ŝ) vector
and the mixing observation vector y. We call this expectation
step (E-step).
Having assumed the Gamma distribution as hyperpriors over
the hyperparameters {γi} as explained in Section III-B, the
following equation similar to (22) and (23) can be derived as
θ̂ =
(
Ψ̂T Ψ̂+ σ2nΣ0
)−1
Ψ̂Ty (32)
= Σ−10 Ψ̂
T
(
Ψ̂Σ−10 Ψ̂
T + σ2nIN
)−1
y (33)
where Ψ̂ = ΦŜ.
We call the second step of our approach maximization step
(M-step). In this step, we find the estimate of s with the
assumption of known vector θ̂ and the observation vector y.
Therefore, we can write the MAP estimate of s as
ŝMAP = argmax
s
p(s | y, θ̂) ≡ argmax
s
p(s | θ̂)p(y | s, θ̂) ≡
argmax
s
p(s)p(y | s, θ̂) ≡ argmax
s
(log(p(s))+log(p(y | s, θ̂))).
(34)
Using (30) and (31), we can express p(s) as a continuous
variable
p (s) = p (s1)
M−1∏
i=1
p (si+1 | si)
= p exp
(
−s21
2σ20
)
+ (1− p) exp
(
− (s1 − 1)
2
2σ20
)
×
M−1∏
i=1
{
[p01 + (1− p10)] exp
(
−s2i+1
2σ20
)
+ [p10 + (1− p01)] exp
(
− (si+1 − 1)
2
2σ20
)}
.
(35)
It remains to calculate p
(
y | s, θ̂
)
in (34). From (16), we can
write
p
(
y | s, θ̂
)
=
1(√
2πσ2n
)M exp
−
∥∥∥y −Ψθ̂∥∥∥2
2
2σ2n
 (36)
where Ψ = ΦS. After calculating the two summands in (34),
we can express the M-step as
ŝ = argmax
s
L (s) (37)
where
L(s) = log (p (s1)) +
M−1∑
i=1
log(p (si+1 | si))−
∥∥∥y −Ψθ̂∥∥∥2
2
2σ2n
(38)
We can find the optimal solution of (37) by performing
the steepest-ascent method. The expression for obtaining the
sequence of optimal solutions in this method can be given as
s(k+1) = s(k) + µ
∂L(s)
∂s
(39)
where µ is the step size of the steepest-ascent method. The
gradient term in (39) can be expressed in a closed form (see
Appendix A). Therefore (39) can be rewritten as
s(k+1) = s(k) +
µ
σ20
g(s) +
µ
σ2n
diag(ΦT (Ψθ̂ − y)) · θ̂ (40)
where g(s) which depends on σ0 is derived in Appendix A.
Note that in the computation we decrease σ0 in the consecutive
iterations to guarantee the global maxima of (38). Hence, for
each iteration we have σ(k+1)0 = ασ
(k)
0 , where α is selected in
the range [0.6, 1]. As the step size µ has a great effect on the
convergence of the Block-IBA, its proper range is analytically
6determined in Section VI to guarantee the convergence of
Block-IBA (with a probability close to one). If the columns of
Φ are normalized to have unit norms, the range for step size
µ can be expressed as
0 < µ <
2
1
σ20
+ MM
∗2
σ2n
(41)
where M∗ = σθQ−1(1−
M
√
0.99
2 ) and Q
−1(·) is the inverse
Gaussian Q-function.
We initialize the proposed Block-IBA with the minimum ℓ2-
norm solution and use a decreasing threshold (i.e., Th(k+1) =
αTh(k)) so that the sampling matrix Φ maximally samples
the nonzero elements of signal w. In fact, the value of Th
optimally selects the number of nonzero elements in s vector.
Finally, it is observed from (40) that the second summand
controls the block sparsity of the w vector, whereas the third
summand controls the noise power, i.e. ||y − Φw||22. For
instance, when the value of σn is much smaller than the value
of σ0, the third summand dominates the second summand and
the block sparsity of w is doomed while the optimal solution
satisfies y = Φw. However, to obtain a meaningful solution
in terms of block sparsity and noise power we should select
appropriate values for σ0 and σn which are comparable to
each other.
In this section, we have presented the first and the second
steps of the Block-IBA, i.e. E-step and M-step given in (33)
and (40), respectively. In the next section, we complete the
Block-IBA by estimating the unknown parameters of the signal
model in Section II.
V. LEARNING THE SIGNAL MODEL PARAMETERS
The signal model presented in Section II is characterized by
Markov chain parameters p and p01, the variance parameter
of amplitudes σ2θ , and the the AWGN variance σ2n. It is likely
that some or all of these parameters will require tuning to
obtain better estimate of the unknown original signal. For this
purpose, we develop some estimation algorithms which work
together with Block-IBA in Section IV to learn all of the model
parameters iteratively from the available data.
To obtain an estimate of σθ , the method of moments
estimator is appealing. This is because this estimator is easy to
calculate and simple to implement. Moreover, this estimator
is useful if the data vector record is sufficiently long. It is
observed from (8) that the samples of the unknown original
signalw have the special form of Gaussian mixture (Bernoulli-
Gaussian) PDF. Hence, it can be shown that the second
moment of the samples of w vector can be given as
E(w2i ) = (1 − p)σ
2
θ (42)
We assume that the Φ matrix has the columns with the unit
norms and its elements have a uniform distribution between
[-1,1]. From (1), we know that yj =
∑M
i=1 ϕjiwi + nj , and
by neglecting the noise power we have
E
(
y2j
)
= ME
(
ϕ2ji
)
E
(
w2i
) (43)
• Initialization:
1) Let Ω0 equal to the initial parameter estimation:
p(0): arbitrary value in [0.5 1],
σ
(0)
θ
=
√
NE(y2
j
)
M(1−p(0))
, σ
(0)
n =
√∑
N
i=1 y
2
i
−[E(y)]2
N
.
2) Let w0, s0 and θ0 equal to the initial solution from
the minimum ℓ2-norm solution:
w0 = ΦT (ΦΦT )−1y,
s0 = (w0 > Th), θ0 = w0.(w0 > Th).
• Until Convergence do:
1) E-step: solution obtained in (32) or (33).
2) M-step:
– for k = 1, . . . , niteration:
∗ Update s with (40)
∗ Update σ(k+1)0 = ασ
(k)
0
3) Parameter Estimation Step: using (29), (44), (45) and
(46).
• Final answer is wˆ = sfinalθfinal.
Fig. 1. The overall Block-IBA estimation.
Moreover, we know that
∑N
j=1 ϕ
2
ji = 1, hence E
(
ϕ2ji
)
=
1/N . Finally, from (42) and (43) we can obtain a simple
update for σθ as
σ
(k+1)
θ =
√
NE(y2j )
M(1− p(k+1))
(44)
In Section III-B, we have derived an update in (29) for β ,
σ−2n when we assumed the Gamma distribution as hyperprior
over the hyperparameterγ and the Gamma prior for the inverse
of the noise variance σ2n. Moreover, using the MAP estimation
method we can express the following update equations for the
rest of parameters
p(k+1) =
‖s‖0
M
(45)
p
(k+1)
01 =
∑M−1
i=1 si (1− si+1)∑M−1
i=1 si
(46)
A complete derivation of the update in (45) can be found in
[28], while the derivation of (46) is presented in Appendix B.
Before starting the estimate of unknown parameters in each
iteration, it is essential to first initialize the parameters at
reasonable values. For instance, the initial value for p(0) is
an arbitrary value between 0.5 and 1. Furthermore, the initial
value for σn can be given as σ(0)n =
√∑
N
i=1 y
2
i
−[E(y)]2
N
. When
the initial value p(0) is known, the amplitude variance σθ can
also be initialized as σ(0)θ =
√
NE(y2j )/(M(1− p
(0))).
Fig. 1 provides a pseudo-code implementation of our pro-
posed Block-IBA that gives all steps in the algorithm including
E-step, M-step, and Learning Parameter-step. By numerical
study, we empirically find that the threshold parameter should
be Th = 0.5 to achieve reasonable performance. This is
because the value of Th specifies the number of nonzero
elements in s vector. We will elaborate on this parameter in
Section VII.
7VI. ANALYSIS OF GLOBAL MAXIMUM AND LOCAL
MAXIMA
To ensure the convergence of Block-IBA, it is essential to
examine the global maximum of the cost function L (w) ,
log p (w | y). Furthermore, as the steepest ascent is used in
the M-step of Block-IBA, it is necessary to analyze whether
there is a global maximum for the cost function (38) which
guarantees the convergence of the steepest ascent method. This
analysis also reveals the proper interval for the step size µ.
Finally, we show that there exist a unique local maxima for
the cost function L (w) and this local maxima is equal to the
global maximum. Consequently, the convergence of the overall
Block-IBA is guaranteed.
A. Analysis of Global Maxima
The cost function L (w) which is called the log posterior
probability function can be expressed as
L(w) ∝ log p(w) + log p(y | w) (47)
Further manipulation of (47) gives
L(w) =
M∑
i=1
log(p (wi))−
‖y −Φw‖22
2σ2n
(48)
Lemma 1: The cost function (48) is concave with respect to
w.
Outline of the Proof of Lemma 1: As the proof is similar
to the proof presented in Section V of [28], we only give an
outline.
First, it is obvious that the quadratic function L (w) ,
‖y −Φw‖22 is convex. Then, it remains to prove the concavity
of log(p (wi)). Finally, as the sum of concave functions is
concave, the proof is completed. The PDF of the sources is
a Bernoulli-Gaussian hidden Markov model (BGHMM) given
in (8). We can also rewrite (8) as p(wi) = pσ1√2pi exp(
−w2i
2σ21
)+
1−p
σ2
√
2pi
exp(
−w2i
2σ22
), where σ1 is very small. It can be shown
that the second derivative of log(p (wi)) is negative (see [28]
for complete derivation) which results in the concavity of
log(p (wi)).
From the concavity of (48), it can be concluded that the
cost function L (w) has a unique global maxima.
B. Analysis of Local Maxima
In this section, we show that there exist a unique local
maxima for the cost function L(s) in (38), which in turn asserts
that the M-step (steepest-ascent) converges to this maximum
point. To this end, we provide the following lemma.
Lemma 2: The sequence L(s(k)) based on the cost function
L(s) is a monotonically increasing sequence.
Outline of the Proof of Lemma 1: As the proof is the
generalization of the proof presented in Section V of [28],
we only give an outline.
First from (38), we define the following expression:
L(s(k+1))− L(s(k)) =
log
p
(
s
(k+1)
1
)
p
(
s
(k)
1
) +M−1∑
i=1
log
p
(
s
(k+1)
i+1 | s
(k+1)
i
)
p
(
s
(k)
i+1 | s
(k)
i
) − 1
2σ2n
×[wTk+1HwTk+1 − wTk HwTk − b(wk+1 − wk)]
(49)
where wk+1 , Sk+1θk, wk , Skθk, H , ΦTΦ and b =
2yΦT . We can combine the first and the second summands
in (49) and rewrite the expression as
L(s(k+1))− L(s(k)) =
M−1∑
i=0
log
p
(
s
(k+1)
i+1 | s
(k+1)
i
)
p
(
s
(k)
i+1 | s
(k)
i
) − 1
2σ2n
× [wTk+1HwTk+1 − wTk HwTk − b(wk+1 − wk)]
(50)
It remains to show that (50) is positive. Recall that the M-
step iterations are sk+1 = sk + µck where ck = ∂L(s)∂s
∣∣∣
s=sk
.
Consequently, we have wk+1 − wk = µCkθk where Ck =
diag(ck). We substitute these equations in (50) and rewrite it
as
L(s(k+1))− L(s(k)) =
M−1∑
i=0
log
p
(
s
(k+1)
i+1 | s
(k+1)
i
)
p
(
s
(k)
i+1 | s
(k)
i
) − µ
2σ2n
× [µθTk CkHCkθk + (2wTk H− b)Ckθk]
(51)
After some algebra which is very similar to that presented in
Appendix III in [28], we obtain the following lower bound for
(51) as
1
µ
[L(s(k+1))−L(s(k))] > cTk [I− µR−
µ
2σ2n
R1HR1]ck (52)
where R1 = diag(θi) and R is defined as
R , diag(
2∑
j=1
rj(s
(k)
i+1 | s
(k)
i )
2σ20
))
where rj(s(k)i+1 | s
(k)
i ) ,
pijgj(s
(k)
i+1|s
(k)
i
)
∑2
j=1 pijgj(s
(k)
i+1|s(k)i )
, gj(si+1 |
si) =
1
σ0
√
2pi
exp(
−(si−mj)2
2σ20
), π1 , [p01 + (1− p10)] and
π2 , [p10 + (1− p01)] for i = 1, 2, ...,M−1. Also, for i = 0
π1 , p and π2 , 1 − p. It can be shown that the symmetric
matrix D , I− µR− µ2σ2n R1HR1 is Positive Definite (PD) if
the step size µ is in the interval (see complete proof in [28]).
0 < µ <
2
1
σ20
+ MM
∗2
σ2n
(53)
where M∗ = σθQ−1(1−
M
√
0.99
2 ) and Q
−1(·) is the inverse
Gaussian Q-function. Therefore, the sequence L(s(k)) is a
monotonically increasing sequence. As L(s) is upper bounded
by M log(p), the sequence has a limit and converges to this
local maximum point. Consequently, the convergence of M-
step of steepest ascent method is guaranteed.
8C. Analysis of Global Maximum of overall Block-IBA
To prove the existence of the global maximum for the
proposed Block-IBA, we should prove that the log posterior
probability sequence L
(
w(k)
)
in (48) is an increasing se-
quence. Notice that this condition should be true in both E-step
and M-step of the Block-IBA. As the log posterior L (w) is
equivalent to L (s) throughout the M-step, it is clear that L (w)
is increasing with respect to the sequence w(k). Moreover, in
E-step, the estimation of θ is performed either through (32) or
(33), which is the MAP estimation of amplitude vector θ. This
MAP estimation implies the maximization of the log posterior
L (w). This is because the logarithm function is concave and
monotonically increasing. Hence, the increasing characteristic
of the log posterior L (w) is guaranteed in both E-step and
M-step in each iteration. As a result, the sequence L
(
w(k)
)
always converges to a local maxima w∗. We have proved in
VI-A that the L (w) is a concave function. Hence, this unique
local maxima attained by the MAP estimate of block sparse
sources in Block-IBA is the global maximum.
VII. EMPIRICAL EVALUATION
This section presents the experimental results to demon-
strate the performance of Block-IBA. All the experiments
are conducted for 400 independent simulation runs. In each
simulation run the elements of the matrix Φ are chosen from
a uniform distribution in [-1,1] with columns normalized to
unit ℓ2-norm. The Block-sparse sourceswgen are synthetically
generated using BGHMM in (8) which is based on Markov
chain process. Unless otherwise stated, in all experiments
p = 0.9, p01 = 0.09 and σθ = 1 which are the parameters
of BGHMM. The measurement vector y is constructed by
y = Φwgen+n where n is zero-mean AWGN with a variance
tuned to a specified value of SNR which is defined as
SNR (dB) , 20 log10
(
‖Φwgen‖2 / ‖n‖2
) (54)
In addition, we utilize the following Normalized Mean Square
Error (NMSE) as a performance metric
NMSE ,
‖ŵ −wgen‖
2
2
‖wgen‖
2
2
where ŵ is the estimate of the true signal wgen.
In the empirical studies, we compare the proposed Block-
IBA with the following algorithms.
• EBSBL-BO and BSBL-EM, which are the two algorithms
from the BSBL framework proposed in [26]. In all the
simulations, for EBSBL-BO, we set h = 4 the block size
parameter, noiseF lag = 1 (suitable for strongly noisy
signal, i.g. SNR < 20dB), as suggested by the authors.
For BSBL-EM, we set h = 4 and devide the signal into
equal block size in which the start of each block is known.
Moreove, we set LearnLambda = 1 for noisy cases.
• BM-MAP-OMP, an algorithm proposed in [25] where
the sparsity pattern is modeled by Boltzmann machine.
Throughout our experiments, we use the default values
for k0, the prior belief on the average cardinality of the
supports and L, the number of nonzero diagonals in the
upper triangle part of the interaction matrix, as suggested
by the authors.
• CluSS-MCMC, a hierarchical Bayesian model that uses
Markov Chain Monte Carlo (MCMC) sampling approach,
proposed in [24]. In all the experiments, we use all the
default values suggested by the authors.
• PC-SBL, an algorithm from a coupled hierarchical Gaus-
sian framework proposed in [27]. In all our experiments,
we set β = 1 the relevance parameter between neigh-
boring coefficient. Also, we used the 100 maximum
number of iterations for the algorithm, as suggested by
the authors.
A. Performance of Block-IBA versus Block size
Evidently, the strategy of selecting the blocks has a signifi-
cant effect on the estimation performance. In this subsection,
we examine the influence of the block size on the estimation
performance of Block-IBA where the block partition is un-
known. To this end, we set up a simulation to compare the
Block-IBA with all the other algorithms described above. The
size of matrix Φ is 192 × 512, SNR = 15dB, and σθ = 1.
Based on the analytical result that the value of α should be in
[0.6,1], we choose α = 0.98 in this experiment. The initial
value of σ0 is equal to 1. For these settings, the suitable
interval of µ in (53) is 0 < µ < 2.1434 × 10−6. Hence, we
select µ = 10−6 and Th = 0.5. Extensive experimental studies
demonstrate that for these parameters the L(s) converges to its
maximum value within 4 or 5 iterations. Thus, 5 iterations are
used for M-step. Also, we stop the overall Block-IBA when
the convergence criterion ||ŵ
(k)−ŵ(k−1)||2
||ŵ(k)||2 < 0.001 is satisfied,
where ŵ is the estimate of the true signal wgen and k is the
iteration number.
Recall from Section II that the block size and the number
of blocks of w are proportional to 1/p01. That is, when p01 is
small w comprises small number of blocks with big sizes and
vice versa. Hence, we vary the value of p01 between 0.09 and
0.9 to obtain the NMSE for various algorithms. The results of
NMSE versus p01 is shown in Fig. 2. As seen from the figure,
for p01 ≥ 0.36 Block-IBA outperforms all other algorithms,
whereas for 0.09 ≤ p01 < 0.36 most of the other algorithms
outperform the Block-IBA. These two different performances
are due to the different signal models used in Block-IBA and
other algorithms.
Block-IBA uses BGHMM, hence it performs better when
the block-sparse signal tends to be more non-i.i.d. Whereas
all other algorithms use i.i.d. model, hence they perform better
when the block-sparse signal tends to be more i.i.d. For 0.09 ≤
p01 < 0.36, the support vector s comprises a few number of
blocks with large number of samples in each block as shown
in Fig. 3 for p01 = 0.09. As the elements of the s vector inside
each block follow the first-order Markov chain process with
two transition probabilities, they tend to be more i.i.d. when
the number of samples is large. This is obvious from Fig. 3
where the PSD of s vector shows wider bandwidth for p01 =
0.09. On the other hand, for p01 ≥ 0.36 the support vector s
consists of more blocks with fewer samples inside each block
as shown in Fig. 3 for p01 = 0.45. Hence, the samples of s
90.09 0.18 0.27 0.36 0.45 0.54 0.63 0.72 0.81 0.9
10−2
10−1
100
p01
N
M
SE
 
 
Block−IBA
EBSBL−BO
BSBL−EM
BM−MAP−OMP
PC−SBL
CluSS−MCMC
Fig. 2. NMSE versus p01 for Block-IBA and other algorithms. The results
are averaged over 400 trials.
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Fig. 3. Support vector s samples and the corresponding Power Spectral
Density (PSD) for p01 = 0.09 and p01 = 0.45.
vector inside each block follow the first-order Markov chain
process more accurately and they tend to be more non-i.i.d.
This is seen from Fig. 3 where PSD for p01 = 0.45 is narrower
compared to that for p01 = 0.09.
B. Performance of Block-IBA versus algorithm parameters
The performance of the Block-IBA is affected by the pa-
rameters α and Th (see Fig. 4 and Fig. 5). In this experiment,
we use some simulations to examine the effects of these two
parameters on the performance of Block-IBA.
1) Performance versus parameter α : As discussed in
Section IV, the parameter α controls the decay rate of σ0
(σ(k+1)0 = ασ(k)0 ) to avert the local maxima of (14). To
investigate its influence on the performance, we set up sim-
ulations to serve the NMSE versus parameter α for different
values of SNR(dB) defined in (54) and the average number
of active sources k = E [|S|] = M(1 − p). Note that k also
specifies the sparsity level of active sources. The results are
illustrated in Fig. 4, where Fig. 4(a) and Fig. 4(b) represent
the NMSE versus parameter α for different values of SNR and
k, respectively.
As seen from Fig. 4(a), the suitable range for the value of
α is [0.9,1). In the experiment of Fig. 4(a), we set µ = 10−6,
k = 50, M = 512 and the average number of nonzero
blocks to 5 (i.e, p01 = 0.1). Although the performance of
Block-IBA increases slightly when α is too close to one (e.g.
α > 0.9), it is observed that the performance shows little
dependency on this parameter. Extensive simulation studies
show that α = 0.98 is an appropriate choice for block-sparse
signal reconstruction. It can be shown that there is a unique
sparsest solution for (1) when k ≤ N/2 [38]-[39]. Therefore,
in Fig. 4(b), the results of NMSE versus parameter α for
different values of sparsity levels (30 ≤ k ≤ 80) are illustrated.
It can be seen that the Block-IBA still shows a low dependency
on parameter α when sparsity level k changes. In addition,
the appropriate choice for α is in the range [0.9,1). Hence we
chose α = 0.98.
2) Performance versus threshold (Th) : In this experiment,
we investigate the influence of the threshold parameter Th
on the performance of Block-IBA. We vary the value of Th
between 0 and 1 to obtain the NMSE versus Th at different
values of SNR(dB). The results are shown in Fig. 5. Although
the performance of Block-IBA demonstrates a low dependency
on Th, extensive simulation studies shows that the optimal
choice of Th is Th = 0.5.
C. Effect of Sparsity Level on the Performance
Sparsity |S| of the underlying signal is one of the key
elements that has a considerable effect on any Compressed
Sensing (CS) algorithm. For instance, the capability of the
algorithms to reconstruct the sparse sources can be determined
by the level of the sparsity of the sources. That is, N/2 is
the theoretical upper bound limit for maximum number of
active sources of the signal to guarantee the uniqueness of
the sparsest solution. However, most of the algorithms hardly
achieve this limit in practice [38]. Hence, we can gain a lot
of insight into an algorithm by manipulating this element and
investigating the upcoming changes in the performance. To this
end, in this experiment, we study the performance of Block-
IBA in terms of normalized sparsity ratio, η , E[|S|]
N
. For
this experiment, the parameters of the signal model are set at
N = 96, M = 256, p01 = 0.45, σ
2
θ = 1, and SNR = 15dB.
The value of p is set based on the specific value of η and p10
is set so that the expected number of active sources remains
constant.
Fig. 6 illustrates the resulting NMSE versus normalized
sparsity ration (η) for various algorithms. The results are aver-
aged over 400 trials. It is observed that, the proposed Block-
IBA presents the best performance among all the algorithms
compared, for η 6 0.35. For low sparsity level (e.g. η ≥ 0.4)
only PC-SBL outperforms Block-IBA.
10
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
10−2
10−1
100
α
N
M
SE
 
 
SNR=5 dB
SNR=10 dB
SNR=15 dB
SNR=20 dB
(a)
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
10−2
10−1
100
α
N
M
SE
 
 
k=30
k=60
k=80
(b)
Fig. 4. Performance of the Block-IBA vs parameter α for N = 192, M =
512 and σθ = 1. In (a), the number of active sources, k, is fixed to 50 and
the effect of SNR is investigated. In (b), SNR is fixed to 15 dB and the
effect of sparsity factor is assessed. Values of k are 30, 60, 80. Results are
averaged over 400 simulations.
D. Real-World Data Experiment
We have shown the effectiveness of the Block-IBA for
recovering the synthetic data thus far. In this subsection,
we evaluate the performance of Block-IBA for recovering
an MRI image [40], [41]. Images usually demonstrate the
block-sparsity structures, particularly on over-complete basis
such as wavelet or discrete cosine transform (DCT) basis.
The coefficients of the image in the wavelet or DCT domain
tend to appear in clustered structures. Hence, images are
appropriate data sets for testing the performance of block-
sparse signal reconstruction algorithms. In this experiment,
we consider an MRI image I of brain with the dimension of
256 × 256 pixels. To simulate MRI data acquisition process,
the measurement matrix Φ is obtained by the linear operation
Φ = F1W
T
. The first operation WT is the 2-D and 2-
level Daubechies-4 discrete wavelet transform (DWT) matrix.
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Fig. 5. The effect of the threshold on the Block-IBA. The simulation
parameters are M = 512, N = 192, p = .9, p01 = 0.09,σθ = 1 and
µ = 10−6. Results are averaged over 400 simulations.
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Fig. 6. NMSE vs. normalized sparsity ratio for different algorithms.
Simulation parameters are M = 256, N = 96, σθ = 1, SNR = 15dB
and p01 = 0.45. Results are averaged over 400 runs.
The second operation, F1, is a 2-D partial discrete Fourier
transform (DFT) matrix. In the experiment, we first randomly
extract 216 rows from the 256 rows in the spatial frequency
of the image I. Therefore, the partial DFT matrix F1 is
a 216 × 256 compressed sensing matrix consisting of the
randomly selected 216 rows of the 256 × 256 DFT matrix.
To reduce the computational complexity, we reconstruct the
image I column by column. We compare the performance of
Block-IBA with the other algorithms described in this section
using the same parameter setups.
The performance of various algorithms is summarized in
Table I. The Block-IBA outperforms all the other algorithms in
respect of NMSE. Although EBSBL-BO algorithm appears to
be as the fastest algorithm, it shows a very poor performance.
Considering Runtime with reasonable performance, only PC-
SBL performs faster than Block-IBA. Figure 7 compares
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TABLE I
PERFORMANCE OF BLOCK-IBA ON MRI DATASET COMPARED TO OTHER
ALGORITHMS
Algorithm NMSE (dB) Runtime
EBSBL-BO -0.0518 27.09 sec
BM-MAP-OMP -2.37 22.36 min
CluSS-MCMC -19.93 29.74 min
PC-SBL -24.13 54.66 sec
BSBL-EM -24.23 5.91 min
Block-IBA -26.78 75.39 sec
the original MR image reconstructed by these algorithms
and the corresponding error images. We have excluded the
image reconstructed by EBSBL-BO algorithm because of its
sever distortion. We observe that Block-IBA presents the best
performance among all the algorithms.
VIII. CONCLUSION
This paper has presented a novel Block-IBA to recover
the block-sparse signals whose structure of block sparsity is
completely unknown. Unlike the existing algorithms, we have
modeled the cluster pattern of the signal using Bernoulli-
Gaussian hidden Markov model (BGHMM), which better
represents the non-i.i.d. block-sparse signals. The proposed
Block-IBA utilizes adaptive thresholding to optimally select
the nonzero elements of signal w, and takes the advantages of
the iterative MAP estimation of sources and the EM algorithm
to reduce the complexity of the Bayesian methods. The MAP
estimation approach in Block-IBA renders learning all the
signal model parameters automatically from the available data.
We have optimized the M-step of the EM algorithm with the
steepest-ascent method and provided an analytical solution
for the step size of the steepest-ascent that guarantees the
convergence of the overall Block-IBA. We have presented
a theoretical analysis to show the global convergence and
optimality of the proposed Block-IBA. Experimental results
demonstrate that Block-IBA has a low dependency on the
algorithm parameters and hence is computationally robust. In
empirical studies on synthetic data, the Block-IBA outper-
forms many state-of-the-art algorithms when the block-sparse
signal comprises a large number of blocks with short lengths,
i.e. non-i.i.d. Numerical experiment on real-world data shows
that Block-IBA achieves the best performance among all the
algorithms compared at a very low computational cost.
APPENDIX A
DERIVATION OF STEEPEST ASCENT FORMULATION
The first derivative of (38) can be written as
∂L(s)
∂s
=
∂
∂s
log (p (s1)) +
∂
∂s
M−1∑
i=1
log(p (si+1 | si))
−
1
2σ2n
∂
∂s
(y −ΦSθ̂)T (y −ΦSθ̂)
(55)
Define g(s) , −σ20 ∂∂s log (p (s1)) −
σ20
∂
∂s
∑M−1
i=1 log(p (si+1 | si)) = g1(s) + g2(s) and
n (s) , (y − ΦSθ̂)T (y − ΦSθ̂). Then, the two scalar
functions g1 (s1) and g2 (si+1) (i = 1, 2, · · · ,M − 1) can be
given as
g1(s1) =
ps1 exp(
−s21
2σ20
) + (1− p)(s1 − 1) exp(
−(s1−1)2
2σ20
)
p exp(
−s21
2σ20
) + (1 − p) exp(−(s1−1)
2
2σ20
)
g2(si+1) =
q1si+1 exp(
−s2i+1
2σ20
) + q2(si+1 − 1) exp(
−(si+1−1)2
2σ20
)
q1 exp(
−s2
i+1
2σ20
) + q2 exp(
−(si+1−1)2
2σ20
)
where q1 = p01 + (1− p10) and q2 = p10 + (1− p01). It can
be shown that (see the complete proof in [28])
∂n(s)
∂s
= 2 · diag(ΦTΦSθ̂ −ΦTy) · θ̂ (56)
Therefore using (56), (55), (39) and the definitions of g(s)
and n (s), the main steepest-ascent iteration in (40) can be
obtained.
APPENDIX B
MAP UPDATE EQUATION FOR THE SIGNAL MODEL
PARAMETER p01
To calculate the update equation for parameter p01, we use
the MAP estimation approach, assuming the other parameters
are known. Hence, we should maximize the posterior proba-
bility p
(
p01 | ŝ, θ̂, σ̂θ, σ̂n, p̂,y
)
. This probability is equivalent
to p (̂s | p01, p) · p
(
y | ŝ, θ̂, σ̂n
)
, where only p (ŝ | p01, p)
depends on p01. Therefore, the MAP estimate of parameter
p01 can be given as
p̂01MAP = argmax
p01
p (ŝ | p01, p)
= argmax
p01
p(s1)
M−1∏
i=1
p (si+1|si)
(57)
where we have used the equation (10). As p(s1) is independent
of p01, we can rewrite (57) as
p̂01MAP = argmax
p01
M−1∏
i=1
p (si+1|si)
≡ argmax
p01
M−1∑
i=1
log (p (si+1|si))
(58)
Define Γ ,
∑M−1
i=1 log (p (si+1|si)). Then, differentiating Γ
with respect to p01 and using (11) gives
∂Γ
∂p01
=
M−1∑
i=1
∂
∂p01
log (p (si+1|si))
=
M−1∑
i=1
(
p−101 si (1− si+1)− si (1− p01)
−1
si+1
)
(59)
Equating (59) to zero and solving for p01 result in the
desired MAP update
12
p
(k+1)
01 = p̂01MAP =
∑M−1
i=1 si (1− si+1)∑M−1
i=1 si
(60)
REFERENCES
[1] E. J. Candes and M. B. Wakin, “An introduction to compressive
sampling,” Signal Processing Magazine, IEEE, vol. 25, no. 2, pp. 21–30,
2008.
[2] E. J. Candes, J. Romberg, and T. Tao, “Robust uncertainty principles:
exact signal reconstruction from highly incomplete frequency informa-
tion,” Information Theory, IEEE Transactions on, vol. 52, no. 2, pp.
489–509, 2006.
[3] R. Gribonval and S. Lesage, “A survey of sparse component analysis for
blind source separation: principles, perspectives, and new challenges,” in
Artificial Neural Networks, 2006 European Symposium on, pp. 323–330.
[4] Y. Zhao and J. Yang, “Hyperspectral image denoising via sparse rep-
resentation and low-rank constraint,” Geoscience and Remote Sensing,
IEEE Transactions on, vol. 53, no. 1, pp. 296–308, 2015.
[5] M. W. Seeger and H. Nickisch, “Large scale Bayesian inference and
experimental design for sparse linear models,” SIAM J. Imag. Sci, vol. 4,
no. 1, pp. 166–199, 2011.
[6] E. van den Berg and M. P. Friedlander, “Sparse optimization with least-
squares constraints,” SIAM J. Optim, vol. 21, no. 4, pp. 1201–1229,
2011.
[7] S. S. Chen, D. L. Donoho, and M. A. Saunders, “Atomic decomposition
by basis persuit,” SIAM J. Sci. Comput, vol. 20, no. 1, pp. 33–61, 1999.
[8] D. Malioutov, M. Cetin, and A. S. Willsky, “A sparse signal recon-
struction perspective for source localization with sensor arrays,” Signal
Processing, IEEE Transactions on, vol. 53, no. 8, pp. 3010–3022, 2005.
[9] H. Krim and M. Viberg, “Two decades of array signal processing
research: the parametric approach,” Signal Processing Magazine, IEEE,
vol. 13, no. 4, pp. 67–94, 1996.
[10] Y. Zai, X. Lihua, and Z. Cishen, “Off-grid direction of arrival estimation
using sparse bayesian inference,” Signal Processing, IEEE Transactions
on, vol. 61, no. 1, pp. 38–43, 2013.
[11] R. Tibshirani, “Regression shrinkage and selection via the lasso,” J. Roy.
Statist. Soc. Series B (Methodolog), vol. 58, no. 1, pp. 267–288, 1996.
[12] I. Daubechies, R. DeVore, M. Fornasier, and C. S. Gunturk, “Iteratively
reweighted least squares minimization for sparse recovery,” Comm. Pure
Appl. Math, vol. 63, no. 1, pp. 1–38, 2010.
[13] E. J. Candes, M. Wakin, and S. Boyd, “Enhancing sparsity by reweighted
l1 minimization,” J. Fourier Anal. Appl., no. 14, pp. 877–905, 2008.
[14] M. Mishali and Y. C. Eldar, “Blind multiband signal reconstruction:
Compressed sensing for analog signals,” Signal Processing, IEEE Trans-
actions on, vol. 57, no. 3, pp. 993–1009, 2009.
[15] R. Gribonval and E. Bacry, “Harmonic decomposition of audio sig-
nals with matching pursuit,” Signal Processing, IEEE Transactions on,
vol. 51, no. 1, pp. 101–111, 2003.
[16] M. F. Duarte and Y. C. Eldar, “Structured compressed sensing: From the-
ory to applications,” Signal Processing, IEEE Transactions on, vol. 59,
no. 9, pp. 4053–4085, 2011.
[17] Z. Zhilin and B. D. Rao, “Sparse signal recovery with temporally
correlated source vectors using sparse bayesian learning,” Selected
Topics in Signal Processing, IEEE Journal of, vol. 5, no. 5, pp. 912–926,
2011.
[18] Y. C. Eldar, P. Kuppinger, and H. Bolcskei, “Block-sparse signals:
Uncertainty relations and efficient recovery,” Signal Processing, IEEE
Transactions on, vol. 58, no. 6, pp. 3042–3054, 2010.
[19] Y. C. Eldar and M. Mishali, “Robust recovery of signals from a
structured union of subspaces,” Information Theory, IEEE Transactions
on, vol. 55, no. 11, pp. 5302–5316, 2009.
[20] M. Yuan and Y. Lin, “Model selection and estimation in regression with
grouped variables,” Journal of the Royal Statistical Society. Series B:
Statistical Methodology, vol. 68, no. 1, pp. 49–67, 2006.
[21] R. G. Baraniuk, V. Cevher, M. F. Duarte, and C. Hegde, “Model-
based compressive sensing,” Information Theory, IEEE Transactions on,
vol. 56, no. 4, pp. 1982–2001, 2010.
[22] L. Lampe, “Bursty impulse noise detection by compressed sensing,” in
Power Line Communications and Its Applications (ISPLC), 2011 IEEE
International Symposium on, pp. 29–34.
[23] M. Zimmermann and K. Dostert, “Analysis and modeling of impulsive
noise in broad-band powerline communications,” Electromagnetic Com-
patibility, IEEE Transactions on, vol. 44, no. 1, pp. 249–258, 2002.
[24] L. Yu, H. Sun, J. P. Barbot, and G. Zheng, “Bayesian compressive
sensing for cluster structured sparse signals,” Signal Processing, vol. 92,
no. 1, pp. 259–269, 2012.
[25] T. Peleg, Y. C. Eldar, and M. Elad, “Exploiting statistical dependencies
in sparse representations for signal recovery,” Signal Processing, IEEE
Transactions on, vol. 60, no. 5, pp. 2286–2303, 2012.
[26] Z. Zhang and B. D. Rao, “Extension of SBL algorithms for the recovery
of block sparse signals with intra-block correlation,” Signal Processing,
IEEE Transactions on, vol. 61, no. 8, pp. 2009–2015, 2013.
[27] S. Yanning, D. Huiping, F. Jun, and L. Hongbin, “Pattern-coupled sparse
bayesian learning for recovery of block-sparse signals,” in Acoustics,
Speech and Signal Processing (ICASSP), 2014 IEEE International
Conference on, pp. 1896–1900.
[28] H. Zayyani, M. Babaie-Zadeh, and C. Jutten, “An iterative bayesian
algorithm for sparse component analysis in presence of noise,” Signal
Processing, IEEE Transactions on, vol. 57, no. 11, pp. 4378–4390, 2009.
[29] J. Ziniel and P. Schniter, “Dynamic compressive sensing of time-varying
signals via approximate message passing,” Signal Processing, IEEE
Transactions on, vol. 61, no. 21, pp. 5270–5284, 2013.
[30] M. Nassar, L. Jing, Y. Mortazavi, A. Dabak, K. Il Han, and B. L.
Evans, “Local utility power line communications in the 3-500 khz
band: Channel impairments, noise, and standards,” Signal Processing
Magazine, IEEE, vol. 29, no. 5, pp. 116–127, 2012.
[31] C. Soussen, J. Idier, D. Brie, and D. Junbo, “From Bernoulli-Gaussian
deconvolution to sparse signal restoration,” Signal Processing, IEEE
Transactions on, vol. 59, no. 10, pp. 4572–4584, 2011.
[32] S. Yildirim, A. T. Cemgil, and A. B. Ertuzun, “A hybrid method for de-
convolution of Bernoulli-Gaussian processes,” in Acoustics, Speech and
Signal Processing, 2009. ICASSP 2009. IEEE International Conference
on, pp. 3417–3420.
[33] J. J. Kormylo and J. M. Mendel, “Maximum likelihood detection and
estimation of Bernoulli-Gaussian processes,” Information Theory, IEEE
Transactions on, vol. 28, no. 3, pp. 482–488, 1982.
[34] M. Korki, C. Zhang, and H. L. Vu, “Performance evaluation of PRIME
in Smart Grid,” in Smart Grid Communications (SmartGridComm), 2013
IEEE International Conference on, pp. 294–299.
[35] S. Fruhwirth-Schnatter, Finite Mixture and Markov Switching Models.
New York: Springer, 2006.
[36] D. Fertonani and G. Colavolpe, “On reliable communications over
channels impaired by bursty impulse noise,” Communications, IEEE
Transactions on, vol. 57, no. 7, pp. 2024–2030, 2009.
[37] M. E. Tipping, “Sparse bayesian learning and the relevance vector
machine,” Journal of Machine Learning Research, vol. 1, no. 3, pp.
211–244, 2001.
[38] D. L. Donoho, “For most large underdetermined systems of linear
equations the minimal l1-norm solution is also the sparsest solution,”
Pure and Applied Mathematics, Communications on, vol. 59, no. 6, pp.
797–829, 2006.
[39] R. Gribonval and M. Nielsen, “Sparse representations in unions of
bases,” Information Theory, IEEE Transactions on, vol. 49, no. 12, pp.
3320–3325, 2003.
[40] Z. Jian, F. Yuli, and X. Shengli, “A block fixed point continuation
algorithm for block-sparse reconstruction,” Signal Processing Letters,
IEEE, vol. 19, no. 6, pp. 364–367, 2012.
[41] Z. He, A. Cichocki, R. Zdunek, and J. Cao, “CG-M-FOCUSS and
its application to distributed compressed sensing,” in Neural Networks,
2008 International Symposium on, pp. 237–245.
13
Original Image Block−IBA BSBL−EM
PC−SBL CluSS−MCMC BM−MAP−OMP
Error Image Block−IBA Error Image BSBL−EM Error Image PC−SBL
Error Image CluSS−MCMC Error Image BM−MAP−OMP
Fig. 7. MRI image reconstruction performance for different algorithms accompanied by the corresponding error images.
