Abstract. Taking r > 0, let π 2r (x) denote the number of prime pairs (p, p + 2r) with p ≤ x. The prime-pair conjecture of Hardy and Littlewood (1923) asserts that π 2r (x) ∼ 2C 2r li 2 (x) with an explicit constant C 2r > 0. There seems to be no good conjecture for the remainders ω 2r (x) = π 2r (x) − 2C 2r li 2 (x) that corresponds to Riemann's formula for π(x) − li(x). However, there is a heuristic approximate formula for averages of the remainders ω 2r (x) which is supported by numerical results.
Introduction
For r ∈ N, let π 2r (x) denote the number of prime pairs (p, p + 2r) with p ≤ x. The famous prime-pair conjecture (PPC) of Hardy and Littlewood [12] asserts that for x → ∞,
Here C 2 is the 'twin-prime constant', (1.2) C 2 = p prime, p>2
1 − 1 (p − 1) 2 ≈ 0.6601618158, and the general 'prime-pair constant' C 2r is given by (1.3) C 2r = C 2 p prime, p|r, p>2
Assuming that the PPC is true, let ω 2r (x) denote the remainder (1.4) ω 2r (x) = π 2r (x) − 2C 2r li 2 (x).
We have not been able to find a good approximation of the remainders ω 2r (x) that correspond to Riemann's approximate formula for π(x) − li(x) (see (1.9) below). Instead, by complex analysis and heuristic arguments we obtain the following plausible approximation for averages (1/N) N r=1 ω 2r (x) with large N, and we support the formula by extensive numerical results. To test this conjectured approximation we observe that Our four plots for fixed x, and the two for fixed N, show that Approximation 1.1 is good for large N, provided x/N 2 is large. When x is comparable to N 2 , the theory predicts sizeable deviation, roughly
see Section 5. Behavior of this type is seen in the plots for x = 10 6 and 10 8 .
In connection with (1.5) we recall Riemann's approximation for the remainder π(x) − li(x). If Re ρ = 1/2 for all ρ one has (1.9) ω(x) = π(x) − li(
where b may be any number greater than 1/3. This follows from von Mangoldt's formula for ψ(x) = n≤x Λ(n). Here Λ(n) denotes his function: Λ(n) = log p if n = p α with p prime, and Λ(n) = 0 if n is not a prime power. Von Mangoldt proved that (1.10) ψ
2k , and this is exact for all x > 1 where ψ(x) is continuous; cf. Davenport [8] , Edwards [9] , Ivić [14] .
PART I. HEURISTICS
2. First step towards Conjectured Approximation 1.1
Let us start by introducing the functions
Partial summation or integration by parts shows that the PPC (1.1) is equivalent to each of the asymptotic relations
We have counted the prime pairs (p, p + 2r) with 2r ≤ 5 · 10 3 and p ≤ x = 10 3 , 10 4 , · · · , 10 12 . Table 1 is based on this work; cf. also a table in Granville and Martin [11] and one by Fokko van de Bult [7] . The bottom line shows (rounded) values L 2 (x) of the comparison function 2C 2 li 2 (x) for π 2 (x). Computations based on these prime-pair counts make it plausible that for every r ∈ N and every ε > 0,
Equivalently, there would be inequalities 
Our work requires a good estimate for the difference ψ 2r (x) − θ 2r (x). The main contributions come from the prime pairs (p, p 2 ± 2r) and the sum p, p+2r prime; p≤x {log p log(p + 2r) − log 2 p} = x 2 log t log(1 + 2r/t) dπ 2r (t).
Taking x > 2r and writing
, one finds that uniformly in r,
Our first goal will be to motivate the following Approximation 2.1. Taking N large and x much larger than N, one has
In support of this conjectured approximation we will derive a related conjecture involving Dirichlet series. For s = σ + iτ with σ > 1/2, set (2.7)
Here we use denominator n 2s (and not n s ) because of the function Φ λ (s) in Theorem 3.1 and the corresponding integral in (8.2) .
By a two-way Wiener-Ikehara theorem for Dirichlet series with positive coefficients, the PPC in the form (2.2) is true if and only if the difference (2.8)
has 'good' boundary behavior as σ ց 1/2. That is, G 2r (σ + iτ ) should tend to a distribution G 2r {(1/2) + iτ } which is locally equal to a pseudofunction; see Korevaar [15] . Here, a pseudofunction is the distributional Fourier transform of a bounded function which tends to zero at infinity. It cannot have poles and is locally given by Fourier series whose coefficients tend to zero. In particular D 2r (s) itself would have to show pole-type behavior, with residue C 2r , for angular approach of s to 1/2 from the right; there should be no other poles on the line {σ = 1/2}. In view of the expected estimate (2.4) it is reasonable to suppose that the difference G 2r (s) is actually analytic for σ > 1/4. Where would one expect the first singularities? Assuming Riemann's Hypothesis (RH), we will motivate a conjecture involving averages of functions G 2r (s): To arrive at (2.9) we start with a result for a weighted sum of functions D 2r (s); cf. [16] (where there is a less precise result) and the Appendix. The weights are derived from an even 'sieving function' E(ν), with E(0) = 1 and support [−1, 1] , that can be made to approach 1 on (−1, 1). A minimal smoothness requirement is that E(ν) be absolutely continuous, with derivative E ′ (ν) of bounded variation.
Theorem 3.1. Assume RH. Then for λ > 0 and 1/2 < σ < 1,
The function D 0 (s) is obtained from (2.7) by taking r = 0 and the constant A E is given by
s) will be described below, and the remainder H The function D 0 (s) can be written as follows:
where H 1 (s) is analytic for σ > 1/6. Hence D 0 (s) is meromorphic for σ > 1/6. Its poles there are purely quadratic, and located at s = 1/2, 1/4 and the points ρ/2. Thus by (3.1), and under assumption (2.4), the pole of the difference Σ λ (s) − D 0 (s) at s = 1/2 can only be of first order. The residue will be given by
We need the important fact that the constants C 2r have mean value one. Stronger results were obtained by Bombieri-Davenport [5] and Montgomery [19] , and these were later improved by Friedlander and Goldston [10] to
Partial summation in (3.3) will thus show that for our sieving functions E, the residue R(1/2, λ) is o(λ) and in fact, O(log λ) as λ → ∞. We will see in Section 4 that the outcome o(λ) -or O(λ ε ) -would follow heuristically from the way the parameter λ occurs in the terms of Σ λ (s). The description of Σ λ (s) requires a Mellin transform associated with the Fourier transformÊ λ (t) of E(ν/λ). For z = x + iy with 0 < x < 1 we set
The function M λ (z) extends to a meromorphic function for x > −1 with simple poles at the points z = 1, 3, · · · . The residue of the pole at z = 1 is −2(λ/π)A E with A E = 1 0 E(ν)dν, and M λ (0) = 1. Furthermore, the standard order estimates
for |x| ≤ C and |y| ≥ 1 imply the useful majorization
Example 3.2. One may take E(ν/λ) equal to the Fejér kernel for R:
In this case one finds
The function Σ λ (s). For any λ > 0, the function Σ λ (s) is given by the sum
Here ρ, ρ ′ and ρ ′′ independently run over the complex zeros of ζ(s). It is convenient to denote the sum of the first two terms by Σ λ 1 (s); for 0 < σ ≤ 1 it has poles at s = 1 and the points ρ. For well-behaved functions M λ (z), the double series defines a function Σ λ 2 (s) as a limit of square partial sums. Under RH the double series with our normal M λ (z) is absolutely convergent for 1/2 < σ < 3/2. Indeed, setting ρ ′ = (1/2) + iγ ′ , ρ ′′ = (1/2) + iγ ′′ and s = σ + iτ , the inequalities (3.6), (3.7) show that the terms in the double series are bounded by
Observing that the number of zeros ρ = (1/2) ± iγ with n < γ ≤ n + 1 is O(log n), the convergence now follows from a discrete analog of the following simple lemma; cf. Korevaar [16] . as s ց 1/2 is the same as that of the reduced sum
Hence in the study of the PPC under RH, the differences of zeta's zeros in, say, the upper half-plane play a key role; cf. Montgomery [20] . Formally, the poles of Σ λ (s) at the points s = ρ cancel each other. Under assumption (2.4), the function Σ λ 2 (s) has a meromorphic continuation to the half-plane {σ > 1/4}, and then there will be real cancellation; see (3.1).
Motivation of Conjecture 2.2
As we saw, numerical results make it plausible that the functions G 2r (s) have an analytic continuation to the half-plane {σ > 1/4}. Hence by Theorem 3.1 and (3.3), assuming RH, the function
will also have an analytic continuation to the half-plane {σ > 1/4}. This shows that the quadratic pole 1/(2s − 1)
2 of D 0 (s) at s = 1/2 must be cancelled by a pole of Σ λ (s) at s = 1/2. By (3.8) the latter pole is the same as that of the double sum Σ λ 2 (s), and hence, of Σ λ 4 (s) in (3.9). Computation suggests that the quadratic part of the pole at s = 1/2 in Σ λ 4 (s) comes from the terms with γ ′′ = γ ′ . Indeed, for s = (1/2) + δ with small δ > 0, and using the counting function N(t) of zeta's complex zeros,
The residue of the pole of Σ λ (s) at s = 1/2 is R E (1/2, λ). We know that under assumption (2.4), the residue is O(λ ε ). Independently of (2.4), this may be deduced heuristically from the fact that λ occurs in the terms of the series for Σ λ 2 (s) only as λ ρ ′ +ρ ′′ −2s , which is O(λ ε ) for s ≈ 1/2. We now turn to the likely behavior of Ψ λ (s) in (4.1) near the line L = {σ = 1/4}. Since D 0 (s) has quadratic poles at the points s = 1/4 and ρ/2, and no other poles on L, cf. (3.2), we assume that the (meromorphic continuation of the) double sum Σ λ 2 (s) likewise has poles at 1/4 and the points ρ/2, and nowhere else on L. This assumption is plausible because it is known to be true for λ ≤ 2, when the sum over r in (4.1) is empty, so that the difference Σ λ 2 (s)−D 0 (s) has no poles on L other than first order poles at the points ρ/2. If the heuristic argument in the preceding paragraph has general validity, one expects that the coefficients of the pole terms of Σ
Hence by (4.1), taking coefficient bound O(λ 1/2 ) for simplicity, the sum 2
4s − 1 near the point s = 1/4, and like
2s − ρ near the points s = ρ/2. Assuming uniformity here relative to ρ, and taking λ = 2N, the singular part of the average
for σ ≥ 1/4 will have the form
The remainder H N,E (s) will have good boundary behavior as σ ց 1/4 and it contains 1/(2N) times the remainder H After motivating Approximation 2.1 for averages of functions ψ 2r (x), we turn to a corresponding approximation involving the functions θ 2r (x). For large N and x > 2N, cf. (2.5),
According to the Bateman-Horn conjecture [2] , [3] , applied to the special case of prime pairs (p, p 2 ± 2r), there should be specific positive constants 2C *
Here there is no need to study the Bateman-Horn constants in detail; our only concern will be their mean value (apparently equal to one).
Conjecture 5.1. For x → ∞ one has
Combining this conjecture with (5.1) and Approximation 2.1, one obtains the (conjectured) Approximation 5.2. For large N and x much larger than N, one has
4rC 2r log log x + O(x 1/3 log 2 x).
(5.4)
To go from here to Approximation 1.1 we integrate by parts:
In the evaluation it is assumed that contributions due to derivatives of the O-terms can be neglected. The sum on the left of (5.4) then becomes the sum on the left of (1.5). Ignoring the log log x-term for a moment, the righthand side of (5.4) then gives the right-hand side of (1.5). The log log x-term (with its minus sign) ultimately leads to a contribution
To assess its effect on ∆ N (x) in (1.7), one still has to divide by li 2 (x 1/2 ) ∼ 4x 1/2 / log 2 x. The result ∆ N (x) in (1.8) will be small when x is much larger than N 2 . In support of Conjecture 5.1 we proceed with a conjecture involving related Dirichlet series 
with an analytic function H 
This series is absolutely convergent only for 3/8 < σ < 1/2; for 1/4 < σ ≤ 3/8 the sum over ρ = (1/2) + iγ has to be interpreted as a limit of partial sums |γ|≤B as B → ∞.
In view of the similarity of the Hardy-Littlewood conjecture and our case of the Bateman-Horn conjecture, it is reasonable to suppose that the differences
4s − 1 have an analytic continuation to the half-plane {σ ≥ 1/4}. If that is correct, the combination of the J-terms in (5.8) truly has no poles at the points s = ρ/2. The repeated sum Σ 
PART II. NUMERICAL RESULTS AND GRAPHS

Comparing averages of functions ω 2r (x) with ω(x)
Which of the two terms on the right-hand side of (1.5), in the conjectured Approximation 1.1, is larger? One may write
Hence if we set
cos(γ log x) + 2γ sin(γ log x) γ 2 + 1/4 , relation (1.5) takes the form
It is interesting that Riemann's formula (1.9) leads to a combination similar to the right-hand side of (6.2). Indeed, assuming RH one may write
Littlewood's work [18] , cf. Ingham [13] , implies that the function T (x) oscillates unboundedly. More precisely, he showed that there are constants c, c ′ > 0 and arbitrarily large x, x ′ such that
However, π(x) becomes larger than li(x), that is, ω(x) > 0, only for certain very large x. The first such number is associated with the name of Skewes; cf. te Riele [22] , and Bays and Hudson [4] . Under RH one has T (x) = O(log 2 x) and Kotnik [17] made it plausible that T (x) = O(log x). He also graphed the function ω(x)(log x)/x 1/2 , cf. (6.3), for x ≤ 10 14 . On a logarithmic scale, his Figure 1 shows rapid oscillations of amplitude greater than 1/2.
The Skewes story seems to have no analog for prime pairs, cf. Brent [6] . Here we focus on the case of twin primes. Nicely [21] 39 . In our range of x, the values of |T (x)| are smaller than one. In particular
These values were computed with the aid of von Mangoldt's formula (1.10), by which (for x > 1 and x not a prime power)
The function ψ(x) = p m ≤x log p was computed by summing the values of ⌊log p x⌋ log p for all the primes p ≤ x (generated with the sieve of Eratosthenes). Here, ⌊log p x⌋ is the exponent of p in the highest power of p not exceeding x. The values of T (x) given in (6.4) were computed with an accuracy of at least 5 decimal digits. We were using Fortran double precision floating point arithmetic which works with an accuracy of about 15 decimal digits, but precision is lost as x grows when (6.5) is used to compute T (x). To illustrate this, we found that ψ( 10 12 In the following we will consider the aggregate
for certain large values of N and x. Setting
In view of the conjectured Approximation 1.1, the difference is divided by N li 2 (x 1/2 ) to obtain the quotient
cf. (6.2) . For large N the quotient should have the form
Ignoring the O-terms, we will compare Q N (x) with −T (x) − 1, setting Tables 2, 3 give results for x = 10 6 , 10 8 , 10 10 , 10 12 . The values S N /C 2 were obtained by computing C 2r /C 2 from (1.3) and adding. For the values of Π N (x) we added columns of numbers π 2r (x). We next computed Q N (x) from (7.3). Here we used the approximations The table entries ∆ N (x) are based on (7.4) and the approximations for T (x) in (6.4).
In Figures 1-4 we show plots of ∆ N (x) as a function of N (50 ≤ 2N ≤ 5000), for x = 10 6 , 10 8 , 10 10 , and 10 12 . We have omitted the function values for 2 ≤ 2N ≤ 48 since they very much dominate (and are atypical for) the other function values. In Figures 1 and 2 we compare ∆ N (x) with the function ∆ N (x) = − 2N log 2 x 8x 1/2 log 2 2N
as defined in (1.8). We have made, but not given here, plots of ∆ N (x) for several other values of x. E.g., for x = 10 11 and 2N = 1000, 2000, 3000, 4000, 5000, we found: ∆ N (x) = −0.229, −0.072, −0.034, +0.004, and −0.034, respectively (compare these values with the corresponding values for x = 10
10 and x = 10 12 in Table 3) . Figures 5 and 6 show plots of ∆ N (x) as a function of x (6 ≤ log 10 x ≤ 12), for N = 400 and N = 2500, respectively. The plots have been constructed by connecting the values of ∆ N (x) for x = 10 6 and for x = i × 10 j , j = 6, 7, . . . , 11 and i = 1, 2, . . . , 10 by straight lines. The different behaviour of the plots of ∆ 400 (x) and ∆ 2500 (x) may reflect the influence of the unknown O(N −1/2 log x)-terms, which were neglected in the derivation of the error function ∆ N (x) from (1.5). Extending an idea that goes back to Arenstorf [1] , cf. [16] , one is led to a representation for E{(α − β)/λ} by an absolutely convergent repeated complex integral in which α > 0 and β > 0 occur separately:
Here the path L(c, B) = L(c 1 , c 2 , B) in the z = x + iy plane is taken of the form
and similarly for the w = u + iv plane. For −1/2 < c 1 < 0 < c 2 < 1/2, say, and arbitrary B > 0, the absolute convergence of the repeated integral in (8.1) follows from (3.6), (3.7) and Lemma 3.3.
For the verification of formula (8.1) one may write cos αt as a complex (inverse) Mellin integral involving Γ(z), and cos βt as such an integral involving Γ(w). Multiplying the two, doing the same with sines and adding, one obtains a repeated complex integral for cos(α − β)t. It is multiplied bŷ E λ (t); integration over 0 < t < ∞ and use of (3.5) then gives the result. Formula (8.1) leads to the following integral for Φ λ (s) in (3.1), modulo a function H λ (s) that turns out to be analytic for σ > 0:
For verification one introduces the Dirichlet series Λ(k)k ··· and Λ(l)l ··· for the quotients ζ ′ /ζ. One then integrates term by term, initially taking
Thus H λ (s) is analytic for σ > 0. One may verify that it is the Mellin transform of a function h λ (x) which is O{λ(1 + λ 2 /x) log 2 x} for x > λ. Analytic continuation shows that under RH, one may take paths L(c, B) in (8.2) with c 1 = −η and c 2 = (1/2) − η, where 0 < η < 1/2. Thus the integral representation may be used for s = σ + iτ with σ > (1/2) + η and |τ | < B; cf. [16] . Additionally requiring σ < 1, we now move the paths L(c, B) across the poles at the points 1 − s, 0 and ρ − s to lines L(d), given by x or u equal to d = −(1/2) + η. The moves may be justified by Cauchy's theorem and the estimates in Lemma 3.3. On the relevant vertical lines, (ζ ′ /ζ)(Z) only grows logarithmically in Y , and auxiliary horizontal segments can be suitably chosen between zeta's complex zeros.
First moving the w-path one obtains a new repeated integral, along with a single 'residue-integral'. It is convenient to write the latter in the form Other plausible contributions of Σ λ 2 (s) have been discussed in Section 4.
