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I. INTRODUCTION
Cascaded two-stage inverters have extensive applications in different power electronic fields, such as (PV) systems [1] , energy storage systems [2] , electrical vehicles [3] and motor systems [4] , etc. The front DC-DC stage and the rear DC-AC stage are primarily considered in two-stage inverter system, which is shown in Fig. 1 . The main role of the front stage is to convert the input DC voltage into stable DC voltage, so as to effectively deal with the great variation in the input voltage. According to the relations between the input voltage and intermediate voltage, buck converters, boost converters and buck-boost converters are typical topologies for the front stage [5] . In addition, the AC output is generated from the stable intermediate voltage via the rear inverter stage, where
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For traditional two-stage inverter control, adjusting the intermediate voltage at a given constant reference is a commonly used strategy [6] , [7] . Then by applying multilevel inverter structures, lower total harmonic distortion (THD) can be obtained [8] , [9] . But study shows that intermediate voltage influences the effect of sine wave current tracking of the rear inverters. To get lower THD, optimal intermediate voltage control of the two-stage inverter is taken in this paper. Without loss of generality, the topology of the two-stage inverter discussed in this paper is composed by a buck-boost converter and a single-phase full bridge inverter. Following [10] , the control laws for the front and rear stage are designed separately and used in combination to achieve the control objectives.
The control strategy for buck-boost converters and inverters has been widely studied in previous literature, which can be broadly divided into two categories. Based on the linear models, control schemes can be found in [11] - [13] , where the transfer function or Bode diagram is the characteristics of linear control method. The other category, i.e. the nonlinear control methods, has been widely developed and applied for buck-boost converter and inverter systems. For example, the control law guaranteeing global stability in [14] is constructed via Control Lyapunov Functions. Sliding mode control (SMC) and its improved approaches are also adopted for the converter systems [15] , [16] , which indicates strong robustness in real application [17] . In addition, based on Lyapunov functions, passivity-based control method [18] , [19] and backstepping control [20] , [21] are given for the system control. Moreover, the control law derived by intelligent algorithm is also effective for buck-boost converters and inverters, such as fuzzy logic control [22] and neural network control [23] . In the above traditional average model based control, pulse width modulation (PWM) generators are employed and its transfer function is regarded as 1 [24] . When considering the switching dynamics for modelling and control, model predictive control (MPC) and its extension methods are common control schemes [25] , [26] .
As mentioned in [27] , compared with traditional proportional integral (PI), SMC, fuzzy control methods, MPC is easy for understanding and implementation. It is also characterized by the strong robustness and the ability to deal with multiple constraints and the multi-objective optimization. Hence, under the basic framework of MPC, a cascaded PI MPC scheme is applied for the front buck-boost converter stage in this paper. The outer loop is the PI controller, which generates the reference inductor current by voltage deviation. Then the current tracking is achieved by the inner MPC approach. This method is applied to boost converter and high performance output voltage control under simple model can be achieved [28] . For inverters, studies show that due to the strong robustness of MPC, accepted control performance can still be obtained even if there is system parameters fluctuation within a certain range. However, due to aging and producing process, there will be uncertainties in the system parameters, which will affect the optimal intermediate voltage. Hence, the online identification of the system parameters is necessary. Taking the strong robustness of MPC into consideration, the parameter identification can be transformed into the observation of unknown periodic signals.
The methods for the periodic signal extraction can be roughly divided into two categories [29] . The first category is the frequency domain methods. Fast Fourier Transformation (FFT) and its related methods are commonly used frequency domain methods where high accuracy extraction can be achieved. However, one cycle delay and large calculation burden are the disadvantages [30] . The other category is the time domain methods. For example, the instantaneous reactive power theory (IRPT) [31] and the synchronous reference frame (SRF) [32] method are time domain methods. Since coordinate transformations are needed in both IRPT and SRF, they fit well for three-phase systems. But for single-phase situation, complex improvements are needed [33] . The observer is another time domain method with the advantages of simple calculation process and guaranteed convergence. A linear time-invariant Luenberger observer is presented in [34] . By introducing the dynamic process constructed by a virtual integral unit, the observer is designed to attain the instantaneous value of the unknown periodic signal at the fundamental frequency. [35] and [36] applied this method to a three-phase-four-wire occasion and distributed power generation systems, and its effectiveness was demonstrated by experiments. Since the output of this observer is the instantaneous value, when it is applied for parameters identification in this paper, complex post-processing is needed to get the amplitude and phase angle online, which increases the system complexity. An improved observer where the amplitudes of the periodic fundamental component are considered as state variables is derived in this paper. This observer is time-varying and its convergence is guaranteed by Lyapunov function and Lasalle invariant set principle. Then, the post-processing is eliminated. Based on the observer, the optimal intermediate voltage is generated as the reference value of buck-boost converter. Meanwhile, the modified parameters are applied for the construction of the adaptive MPC scheme for the rear inverter. By combining the PI MPC, observers and the adaptive MPC together, the THD of the tracking current is reduced.
The main work of this paper is summarized as 1) A time-varying observer for the fundamental amplitude extraction of an unknown periodic sine wave is proposed. Based on this observer, the optimal intermediate voltage of the cascaded two-stage inverter to reduce THD of the inverter output current is determined due to the steady state analysis. 2) For the front buck-boost converter, a cascaded PI MPC scheme is introduced to track the optimal intermediate voltage. Moreover, an adaptive MPC is developed for the rear inverter control based on the observer.
The rest of this paper is organized as: Section II presents the system topology and the modeling process. The determination of intermediate voltage reference as well as the observer design are described in Section III. Besides, the controller design is demonstrated in Section IV. Section V and Section VI are the simulation and experimental results, respectively. Finally, the conclusion is summarized in Section VII. 
II. SYSTEM DESCRIPTION
The concerned grid-tied two-stage single-phase inverter system is presented in Fig. 2 According to the operation state, the model of the DC-DC stage can be described as:
wherei L andu dc stand for the time derivatives of i L and u dc . Besides, s b = 0, 1 correspond to off and on state of switching S 3 , respectively. By applying forward Euler difference, the discrete model can be expressed as:
where T s is the sampling period.
As for the DC-AC stage, the system model is
wherei o is the time derivative of i o , similarly, and s ∈ {−1, 0, 1} is the switching combination of S 1 (S 1 ) and S 2 (S 2 ). When S 1 and S 2 work in the same state, s equals to 0. s = 1 means S 1 is switched on while S 2 is switched off. Otherwise, s = −1. Similarly, the discrete form of (3) is expressed as (2) and s(k) in (4) are the discrete forms of s b and s, and there are finite values can be selected. 
III. DETERMINATION OF INTERMEDIATE VOLTAGE A. OPTIMAL INTERMEDIATE VOLTAGE WITH LOWER THD
It is known that THD is important to evaluate the current tracking performance of inverters. Actually, THD values are related to some factors of the inverter system, such as the switching frequency and the amplitude of the well-tracked output current. However, the input voltage of single-phase inverters Fig. 3 , where u dc tracks its reference well guaranteed by the control strategy. In Fig. 3 , the main parameters are set as U in = 60V , R = 10 , L = 5mH , u g = 30 sin ω 0 t and i * o = 6 sin ω 0 t, which are the same as those in simulation. Besides, the detailed parameters can be found in Section V (Table 2) .
Obviously, as u * dc rises, the THD value decreases first and then increases. In other words, there exists an optimal intermediate voltage which guarantees the lower THD under the same conditions. Hence, it is of great significance to determine the optimal voltage and adjust the input voltage of inverters to this optimal values. To obtain the lower THD, (3) can be rewritten as:
Since i o should track sinusoidal signal i * o for grid-tied inverter, the system can be analyzed by phasor diagram. Assuming the i o finally tracks i * o in the same frequency and phase with grid voltage u g , the phasor diagram can be illustrated in Fig. 4 .
In this figure,U gm ,İ om denote for the phasor of u g and i o , ω stand for the fundamental angular frequency. Besides, U eqm is the equivalent sinusoidal voltage generated by su dc , and (R + jωL) = ϕ z , U eqm − U gm = ϕ. Defining I om , U gm and U eqm are the magnitude ofİ om ,U gm andU eq , then from Fig. 4 , there is Nevertheless, the maximum value for su dc is u dc , which means the maximum i o cannot reach the amplitude of the reference i * o when u dc < U eqm . Hence, there will be bad performance and higher THD. As u dc increases, the maximum value of i o increases resulting in the reduction of THD, which is the descent process in Fig. 3 . Then it can be easily found that the minimum THD can be obtained when u dc equals to U eqm . Finally, from Fig. 3 , it can be seen that the variation of THD is turned into the increase process when u dc > U eqm . Thus, the optimal intermediate voltage reference should be set to:
It is clear that (7) is related to the values of the interface parameters L and R. However, there may be uncertainties in these parameters in real application which leads to the difficulty for the determination of accurate u * dc . Therefore, the identification of exact L and R is important.
B. OBSERVER DESIGN FOR INTERFACE PARAMETERS
For single-phase inverters, the uncertain interface parameters L and R may lead to bad performance. Besides, with the certain input voltage of the inverter and grid voltage, the maximum tracking current is determined by L and R. Thus, a time-varying observer is introduced to identify the accurate L and R online.
Defining d as the deviation resulted from the parameter uncertainties, the system (3) can be rewritten as:
where L 0 and R 0 are the nominal values of interface L and R, and the error between them is expressed as
Actually, i o can be nearly expressed as sine wave with fundamental angular frequency ω due to the strong robustness of FCS MPC. Hence, d can be presented as:
where a and b are the coefficients should be determined. Besides, they remain nearly unchanged in the steady-state, i.e. the time derivatives of them isȧ = 0 andḃ = 0. Defining the state vector
T , and the system output y = x 1 = i o , then the augmented system of (8) can be obtained as:
where
Based on the Luenberger structure, the time-varying observer is described as:
where L ob = [l 1 l 2 cos ωt l 3 sin ωt] T . Letx = x−x,ẋ=ẋ−ẋ, and then subtracting (11) from (10), it can be obtained thaṫ
T x, where = diag{1, 1/l 2 , 1/l 3 }, and then the time derivative is:
Sincex T H T x andx T Hx are both one-dimensional and is a diagonal matrix (
Therefore, there iṡ
From (15) and the form of V (x), it can be easily found that when l 2 , l 3 > 0 and
is a Lyapunov function of the error system (12) .
Considering a bounded set (r) = {x ∈ R 3 |V (x) < r, ∀r > 0} and the largest invariant set E ∈ {x ∈ (r)|V (x) = 0}, and combining (12) , for anyx e = [x 1e x 2e x 3e ] T ∈ E, we have
Due to the linear independence of {cos ωt, sin ωt}, and x 1e = 0,ẋ 1e = 0, it is obviouslyx 2e = 0 andx 3e = 0. Furthermore, the largest invariant set E only contains the VOLUME 7, 2019 origin. According to Lasalle invariant set principle, the points start in (r) will converge to E, i.e. the origin, which means the convergence of the proposed observer can be guaranteed.
For further implementation, the discrete form of the observer is applied, shown as:
where θ(k) = kωT s and the initial states x(0), s(0), u dc (0) and u g (0) depend on the operation state of the system.
Owing to the strong robustness of FCS MPC, i o can track the reference i * o well, which can be expressed as i o ≈ i * o = I * om sin ωt. Subtracting (8) from (3), it can be obtained that
Then comparing (9) and (18), the accurate interface parameters can be written as:
Finally, from (7), combining with the accurateL(k) and R(k) as well as I om ≈ I * om , the reference of the intermediate voltage can be rewritten as:
IV. CONTROLLER DESIGN Fig. 5 illustrates the control strategy for the applied two-stage inverter in Fig. 2 . The controllers for the DC-DC stage and DC-AC stage are designed separately and used in combination to achieve the control objectives. For the front buck-boost converter stage, a cascaded PI MPC scheme is applied for the intermediate voltage u dc tracking. The outer loop is the PI controller to generate the inductor current reference i * L from the deviation of u dc and its reference u * dc . Then the inner MPC scheme is employed for i L tracking and further ensures u dc tracking. Meanwhile, based on the aforementioned observer, an adaptive MPC scheme is introduced for the rear inverter stage to ensure that the output current i o tracks its reference i * o well. Moreover, the estimatedL andR as well as the amplitude of the output current reference I * om and grid voltage U gm is used for u * dc generation as mentioned above.
A. CASCADED PI MPC SCHEME FOR DC-DC STAGE
For the two-stage inverter, the intermediate voltage tracking is achieved via the inductor current tracking of the DC-DC stage. Thus, with given voltage reference u * dc , the inductor current reference i * L should be accurately determined, where the power balance equation P in = P out is commonly used. However, since some parameters (e.g. the diode voltage drop) are ignored in the modeling process, there will be steady-state error in the voltage by applying pure MPC for the current tracking.
As an effective method for the elimination of the steady-state error, a PI controller is adopted to generate i * L via u dc and its reference u * dc , presented as:
The discrete form of (21) is used in this paper for realization, shown as:
With the acquired i * L (k), FCS MPC scheme is used for i L tracking. Firstly, the predictive model obtained by (2) is described as:
For every candidate s b (k) ∈ {0, 1}, the next state current i P L (k + 1) is predicted. Further, the corresponding cost is calculated through the cost function defined in (24) .
Finally, optimal state s b (k) which minimizes the cost function is selected to drive the switching units and achieve the objectives.
B. ADAPTIVE FCS MPC APPROACH FOR DC-AC STAGE
The DC-AC stage output current i * o tracking is achieved via adaptive FCS MPC scheme. Note that the estimated accuratê L andR via the observer are used in the FCS MPC approach to realize the adaptive function.
Similarly, the predictive model for single-phase inverters is obtained from (4), written as: (25) and the cost function is described as: As mentioned in the MPC scheme for the DC-DC stage, the next state output current i P o (k + 1) is predicted via (25) for every candidate s(k) ∈ {−1, 0, 1} and the cost functions are also computed via (26) . Then the operation state s(k) with smallest associated J inv is selected to generate the switching signals for the current tracking.
V. SIMULATION VERIFICATION
To demonstrate the performance of proposed control approach for the two-stage inverters in this paper, simulation has been conducted on MATLAB/Simulink. The control flow is illustrated in Fig. 6 and detailed descriptions are listed in Table 1 .
As mentioned above, the vector L ob should satisfy that l 1 > −R 0 /L 0 and l 2 , l 3 > 0 for the design of observer. Hence, they are set as l 1 = 10000 and l 2 , l 3 = 100 in simulation to obtain satisfactory performance. Besides, for the cascaded PI MPC scheme, the parameters for PI controller is set as k P = 0.4 and k I = 10 to guarantee u dc tracking of the buck-boost converter stage. Besides, Table 2 lists the parameters, together with the output fundamental frequency f 0 (ω 0 = 2πf 0 ), for simulation.
A. EFFECTIVENESS OF THE TIME-VARYING OBSERVER
Simulation results showing the performance when there are sudden changes in the interface parameters L and R are presented in Fig. 7 to validate the effectiveness of proposed time-varying observer. The initial parameters are set as that listed in Table 2 , and at t = 3s, L and R are changed to 8mH and 12 , respectively. It should be noted that the u * dc is generated by (20) . From  Fig. 7 (c) , it can be easily found that the estimated L and R are converged to the initial values before t = 3s. Moreover, after t = 3.02s, the observed L is stabilized to the new value. In other words, the response time forL is 0.02s while that is 0.03s forR, which demonstrates the accuracy and fast dynamics of the proposed observer. Moreover, the observed and the actual values ofL andR are listed in Table 3 , where the error between these values is also reflected. It can be seen that the observed values are very close to the actual values with minor fluctuations, which confirms the effectiveness of the proposed observer. As for Fig. 7 (a) and (b) , it is obvious that the inductor current i L , the intermediate voltage u dc and the output current i o are changed to the new state after t = 3.05s. Meanwhile, there is variation in THD due to the parameters change, shown in Fig. 7 (d) .
B. INTERMEDIATE VOLTAGE REGULATION
As mentioned above, the optimal u * dc generated by (20) case when the initial given u * dc is lower than the optimal u * dc is carried out, and the simulation results are depicted in Fig. 8 . Before t = 2s, the initial intermediate voltage reference u * dc is set to 75V , shown in Fig. 8 (a) , which is lower than the optimal one. From Fig. 8 (b) , the output current cannot track the reference well because the maximum tracking current is limited by the lower u dc with the same parameters. Obviously, the lower u dc will lead to higher THD in Fig. 8 (d) . Besides, the observedL andR in Fig. 8 (c) are a little offset from the actual value for the reason that the sine wave tracking is not completely satisfied. Then after t = 2s, u * dc is changed to the optimal value. From Fig. 8 (a) , it is clear that after about 0.05s, u dc and i L are changed to the optimal value of intermediate voltage and corresponding value of inductor current. i o is also turned into steady-state and tracks i * o well, which results in the accurate estimation ofL andR, presented in Fig. 8 (b) and (c) . Meanwhile, THD values in Fig. 8 (d) is declined to expected level, which is from 12.35% to 4.52%. Fig. 9 illustrates the results when the initial u * dc is set to 105V, which is higher than the optimal u * dc . Similarly, at t = 2s, the reference is changed to the optimal value and u dc , i L , and i o reach the new steady-state within 0.07s from Fig. 9 (a) and (b). As for Fig. 9 (c) , the observed parameters are converged to the actual values. Moreover, it can be easily found from Fig. 9 (d) that the THD decreases. Combining with Fig. 8 , the standard error and THD under the these two situations are listed in Table 4 . According to these results, the effectiveness of the optimal u * dc generated by (20) is confirmed and a lower THD (from 5.50% to 4.52%) can be obtained with the same other conditions.
VI. EXPERIMENTAL VERIFICATION A. TEST BENCH
The rapid control prototype for experimental verification of the proposed control scheme and the intermediate voltage regulation is illustrated in Fig. 10 . Thereinto, Fig. 10 (a) presents the structure of test bench and Fig. 10 (b) is the block diagram to describe how the test bench works. From Fig. 10 (a) , it can be seen that the test bench primarily contains six components. For the controller NI CompactRIO 9033, the FPGA module inside is the vital part to calculate the switching signals by the proposed control algorithm. Besides, the high-speed internal bus of the controller is used for the connection of FPGA module, the analogue input module NI 9205, and the digital input / output module NI 9401. Thereinto, NI 9205 contains 16 differential or 32 single-ended channels, whose maximum sampling rate and input range are 250kS/s and ±10V . NI 9401 includes 8 bidirectional channels and the updating rate is 100ns. The DC source and the grid simulator provide the input voltage and grid voltage for the two-stage inverter. Obviously, the two-stage inverter is the main component, where the current and voltage are measured via sensors and then sent to NI 9205 for further processing. Besides, the drivers receive switching signals from NI 9401 to achieve the current tracking. Finally, the LabVIEW environment is used to program the FPGA module via Ethernet and exhibit the collected current, voltage and the VOLUME 7, 2019 estimated parameters as man-machine interface. Moreover, the data of results can be saved for further analysis and the change points and waveform can be displayed much clearer.
B. RESULTS
The experimental results are presented in this section for further confirming the effectiveness of proposed control approach and the u * dc generator. Due to the limitation of the test bench, the parameters for experiments are set at low power level, listed in Table 5 . Besides, the parameters of the observer and PI controller are set as l 1 = 10000, l 2 = 50, l 3 = 20, k P = 0.2 and k I = 10.
Similar to simulation, the results are demonstrated in Fig. 11-13 , where the transition points are marked by the bold black dotted line. Thereinto, Fig. 11 illustrates the results when the interface parameters change. Different from simulation, there is only sudden change in the resistance R. It is clear that the observed parameterR in Fig. 11 (c) can converge to the new value, where the observed parameters are listed in Table 6 . Besides, the optimal u * dc and the corresponding i * L are changed to new state due to the variation inR, shown in Fig. 11 (a) , which results in the decline of u dc and i L . For Fig. 11 (a) and (d), there are also variation in the output current i o and THD. Note that the consistent frequency and phase of the output current and grid voltage are guaranteed by the zero crossing detection of the grid voltage.
As for Fig. 12 and 13, the voltage regulation is presented to validate the effectiveness of the optimal u * dc generated by (20) . Obviously, the parameters in these figures can stabilized to the new state when u * dc changes. Similar to simulation, when the initial u * dc is less than the optimal one, i o cannot track its reference i * o well, which leads to the higher THD and slight offset of the estimatedL andR. Comprehensively considering Fig. 12 and 13 with the detailed data in Table 7 , it can be easily found that whether the initial u * dc is greater or less than the optimal value, the THD value shows a decreasing trend when u * dc turns into the optimal values. It is worth mentioning that the execution time of the controller is 21.2µs (848 ticks at 40MHz), less that the sampling period T s = 50µs, and the effectiveness of the controller can be guaranteed. Besides, the response time in Fig. 11-13 is a little longer compared with simulation, which may be caused by the delay and noise of the sensors.
VII. CONCLUSION
In this paper, a study on the intermediate voltage of a grid-tied two-stage single-phase inverter is conducted and the lower THD is obtained via voltage regulation under the same other conditions. The applied two-stage inverter is made up of the front buck-boost converter and the rear single-phase inverter. It is found by simulation that the intermediate voltage will affect the output current THD values. Hence, it is of great significance to determine the optimal intermediate voltage for the output current tracking. For this objective, a timevarying observer is proposed for the identification of interface parameters. Besides, a cascade PI MPC scheme is applied for the intermediate voltage tracking and an adaptive FCS MPC approach is employed for the output current tracking. The PI controller is used to eliminate the steady-state error and the observer is introduced to FCS MPC scheme to achieve the adaptive function. For lower THD, the reference of the intermediate voltage is obtained by the interface parameters, the amplitude of reference output current and grid voltage in this paper. Simulation on MATLAB/Simulink and experiment on rapid control prototype confirm the effectiveness of the proposed method.
Intuitively, FCS MPC for voltage source inverters is influenced by the DC voltages. Since the available DC voltage values belong to a finite set, which can be defined by the range (determined by the maximum DC voltage value) and the voltage interval. Previous studies show that multilevel inverters have better performance, which means small voltage intervals bring lower THD. In this paper, how to reduce the THD by considering the range, i.e. the intermediate voltage is illustrated. But the exact relationship between the finite set and the tracking error should be derived, which is the future work of this paper. 
