Abstract To explore neurocognitive mechanisms underlying the human language faculty, cognitive scientists use artificial languages to control more precisely the language learning environment and to study selected aspects of natural languages. Artificial languages applied in cognitive studies are usually designed ad hoc, to only probe a specific hypothesis, and they include a miniature grammar and a very small vocabulary. The aim of the present study is the construction of an artificial language incorporating both syntax and semantics, BLISS. Of intermediate complexity, BLISS mimics natural languages by having a vocabulary, syntax, and some semantics, as defined by a degree of nonsyntactic statistical dependence between words. We quantify, using information theoretical measures, dependencies between words in BLISS sentences as well as differences between the distinct models we introduce for semantics. While modeling English syntax in its basic version, BLISS can be easily varied in its internal parametric structure, thus allowing studies of the relative learnability of different parameter sets.
Introduction
In cognitive science, artificial language learning (ALL) has become a prevailing paradigm for studying language acquisition [1] [2] [3] [4] . ALL involves training human adults [5] and sometimes infants [6] on artificial languages with particular structural constrains, and then testing their acquisition of structural information about the miniature languages they were briefly exposed to. The complexity of natural languages makes it difficult to isolate factors critical in language learning; consequently, artificial languages are used, instead, to control more precisely the environment of language learning and study selected aspects of natural languages.
ALL seems to be a valid tool for investigating natural language acquisition and processing. Several studies of event-related potential [7] and neuroimaging [4] have shown similar brain activation in both artificial language and natural language processing.
In addition, similar ALL paradigms have been administered to synthetic agents, such as artificial intelligence expert systems or connectionist networks [8] , which could not be possibly confronted with the daunting complexity of a natural language.
Artificial languages applied in both cognitive and computational studies, however, are usually designed on an ad hoc basis, and they typically include so few of the elements of a natural language, e.g., so few words and syntactic categories, as to make generalizations and the test of wide-ranging hypotheses entirely dependent on one's theoretical assumptions. In some studies, toy grammars are used to generate structured sequences without any reference to even the most basic structural patterns of natural languages (the controversial language universals) [9, 10] ; while in others, which may include basic syntactic categories and phrase structure rules [5, 11] , the rules and categories are so few as to raise questions as to how the properties investigated scale up in larger and more complex systems, which, e.g., require the interaction of properties hitherto studied separately.
The aim of the present study is the construction of an artificial language, called BLISS, for Basic Language Incorporating Syntax and Semantics, which mimics natural languages by possessing a vocabulary, syntax, and semantics. Importantly, the degree of complexity of the language is designed having the size limitations of synthetic agents in mind, so as to allow for the use of equivalent corpora with human subjects and with computers, while aiming for reasonable linguistic plausibility.
BLISS is generated by different language models. The term language model usually refers, in natural language processing contexts, to a model for predicting the next word given previous words [12] . In this study, the number of degrees of freedom, in this sense, is effectively reduced by using the grammar, which groups words into lexical classes and thus restricts the domain of the next word.
BLISS is generated by a context-free grammar of limited complexity with about 40 production rules, with probabilities that were drawn from the Wall Street Journal (WSJ) corpus. It contains function words, inflectional suffixes, and some embedding structure. These grammatical features were introduced to enable experiments to investigate the ability for abstract pattern acquisition [13, 6] , the special role of function words [14] , the role of suffixes [15] , and especially hierarchical structures [16, 17] in humans.
The BLISS vocabulary contains about 150 words, which belong to different lexical categories such as noun, verb, adjective, etc., and which were selected from the Shakespeare corpus. There are several studies investigating category learning in humans [18] , and BLISS is intended to facilitate, e.g., the analysis of the representation of distinct lexical categories.
Semantics is defined in BLISS as the statistical dependence of each word on other words in the same sentence, as determined solely by imposing constraints on word choice during sentence generation. We have applied different methods of weighing the preceding words so to determine which words come next. This should allow using BLISS to study at least rudimentary aspects of the emergence of semantic categories.
In contrast to small artificial languages that mostly focus on a single issue, BLISS provides us with several features of natural languages, including an interaction between syntax and semantics, function words, some nested structures, and at the same time, BLISS can generate in no time corpora with representative sampling, avoiding at least in principle the problem of limited sampling of linguistic structures.
The structure of this paper is as follows: the next section introduces the language components of BLISS, namely, grammar, lexicon, and semantics. After that, we describe the way we fine tune the syntactic, lexical, and semantics components by deriving statistics from real corpora, thus defining different language models. Then, the methods used to compare the corpora generated by different language models are explained. Finally, we report the results obtained from the comparison between language models.
Basic Architecture of the Artificial Language
The architecture of BLISS is composed of a formal grammar, lexicon, and semantics. A formal grammar is a set of production rules for generating sentences from the vocabulary of the language. The lexicon of a language is its vocabulary, including its words and expressions. Though denoting a range of ideas, the term ''semantics'', in this study, focuses on the relation between words. In this section, we describe how these three components were designed in BLISS.
Grammar
The grammar assigned to BLISS is a Probabilistic ContextFree Grammar (PCFG). A PCFG is a 5-tuple G =(N , R, P , S , D). In this tuple, N is a set of non-terminal symbols that indicate phrasal categories (e.g., verb phrase) and lexical categories (e.g., verb). R is a set of terminal symbols which refer to the vocabulary (e.g., sword). P is a set of production rules, each of the form A ? b where A is a nonterminal and b is a string of symbols from the infinite set of strings (R [ N)*. S is a designated start symbol, and D is a function which assigns probabilities to each rule in P, expressing the probability that the given non-terminal A will be expanded to the sequence b [19] .
In the Chomsky hierarchy [20] , a context-free grammar, as opposed to a regular grammar, can have centerembedded recursion (of the form P(A?aAb), such as relative clauses within a sentence. Context-free languages with center-embedded recursion cannot be generated by a finite state automaton [20] . On the other hand, in the BLISS grammar, for simplicity, the only recursion structure is that-complement-clause preceded by embedding verbs such as think, believe, know, etc. Obviously, the grammar could easily be extended to have more complex syntactic structure.
The BLISS PCFG in its current implementation (v1.1) consists of 39 non-terminal symbols, 150 terminal symbols, and 40 production rules with their assigned probabilities (See Table 1 for samples and Table 4 in ''Appendix'' for the full grammar). Non-terminal symbols, represented by \. [ , include singular and plural noun phrases (NP1/ NP?), verb phrases (VP1/VP?), determiner phrases (DP1/ DP?), prepositional phrases (PP), nouns (Noun1/Noun?), verbs (Verb1/Verb?), adjectives (Adj), prepositions (Prep), and a complementizer (ThatClz); each of which was subcategorized as listed in Table 2 . The procedure of selecting terminal symbols is discussed in section Lexicon. The way we enumerated the production rules is indicated in Table 1 .
Further, inflectional suffixes used in the grammar are s plural (e.g., swords), s third person singular present (e.g., kills), and n't negative (e.g., don't).
Lexicon
The BLISS lexicon contains about 150 lexical words, including singular and plural forms. The words were extracted from the Shakespeare corpus, which includes about 1,000,000 word tokens, as multiple occurrence of about 27,000 word types (vocabulary words). The BLISS lexicon contains different category of words such as nouns, verbs, adjectives (content words), and prepositions, articles, demonstratives, complementizer (function words), as listed in Table 2 . The content words (except for proper nouns) were selected from a set of high-frequency words in the Shakespeare corpus. The selection was unique, regardless of either singular or plural form. For common nouns, after extracting frequent nouns from Shakespeare, we chose among them some which were shared with a database [21] , in which a set of feature norms were collected for 541 living and non-living basic-level concepts. Knowing the feature norms of BLISS nouns enables us to derive distributional statistics, when desirable, from these norms, such as their pairwise correlation. Further, BLISS common nouns were chosen so as to be categorized into animates (e.g., dog, horse, etc.), buildings (e.g., church, house, etc.), and objects (e.g., sword, crown, etc.).
As proper nouns, we selected four singular proper nouns (Zarathustra, Ahuramazda, Ahriman, Yasmin) and two plural proper nouns (Magi, Greeks), inspired by Friedrich Nietzsche's Thus Spake Zarathustra.
Semantics
In BLISS, semantics is defined as the statistical dependence of each word on other words in the same sentence, purely determined by imposing constraints on word choice during sentence generation. After the grammar chooses a legal lexical category by rewrite rules, the words of the chosen category compete for the appearance in a sentence on the basis of their relative frequency and joint probabilities, which were extracted from the Shakespeare corpus. How we calculate these probabilities will be explained later. 
Tuning the Components to Produce Full Language Models
After designing a general BLISS grammar and vocabulary of intermediate complexity, we aim to make it as natural as possible. Therefore, we adjust the transition probabilities of grammar rules, from non-terminals to either non-terminal or terminal symbols, as well as the joint frequency between pairs of words, to real corpora. We choose two corpora, the WSJ and Shakespeare. In this section, the procedure followed for this adjustment is explained. Additionally, we elaborate on our definition of semantics and the difference between the four language models we introduce.
Extraction of Statistics from Real Corpora
In the BLISS grammar, the probabilities of transitions from non-terminal to non-terminal symbols, i.e., between phrasal and lexical categories, were adjusted to the statistics derived from the WSJ corpus 1 , a syntactically annotated corpus, with about 1,000,000 word tokens and 38,000 word types. Using tgrep2 software, we derived the frequency of all lexical categories which were used in the BLISS grammar and a probability was assigned to each category according to its derived frequency. Moreover, the transition probability of non-terminal symbols to function words, i.e., prepositions, determiners, and auxiliary verbs, were adjusted to WSJ as well.
On the other hand, the transition probabilities from lexical categories to content words were extracted from the Shakespeare corpus, to give it a less prosaic feel. These probabilities of words are called prior probabilities in this paper, i.e., prior to the choice of other words in the same sentence. The same nouns and verbs as well as their probabilities were used for singular and plural categories (for example, see probabilities in the rules starting with \N1[ and \N?[ in Table 4 ). Proper nouns were set as equiprobable in BLISS (see \PropN1[ and \PropN?[ in Table 4 ).
Beside the frequency of single words (1st order statistics), the joint frequency of word-pairs-2nd order statistics-was also extracted from the Shakespeare corpus. The joint frequency f(w i , w j ) was calculated for each pair of content words (nouns, verbs, adjectives); not for function words and not for Proper Nouns. f(w i , w j ) is the number of Shakespeare sentences in which the content words (w i , w j ) orderly appear together consecutively or non-consecutively. Because of the poetic style in Shakespeare, having very long sentences with many short phrases, we counted the occurrence of a word-pair within a window of size 5 in a sentence.
Different Semantics Models
After the extraction of the probability of grammar rules, of words, and of the joint frequencies from real corpora, we construct alternative language models based on the different selection algorithms applied for choosing content words. After a legal lexical category is selected by the grammar, the words of the chosen category compete for the appearance in a sentence based on their selection probability. The selection probability of content word w n at position n is calculated as a weighted sum of the prior probability of the word (the probability encoded in the grammar G) and its semantics probability, which is the conditional probability of the word given the preceding words w 1 _w i _w n-1 in the same sentence (denoted as the history h in Eq.1). The probability function P which is applied as the selection probability of the next word in a sentence is Pðw n jh; GÞ ¼ ð1 À gÞ Ã P prior ðw n jGÞ þ g Ã P s ðw n jhÞ; ð1Þ
where
and g is a semantics coefficient, which is set to zero when the selection of a word only depends on the grammar, with no dependence on other words in the sentence. Semantics can then be switched on and off by changing the parameter g. In Eq. 1, P prior and P s denote prior probability and semantics probability, respectively. The c i 's are dependence coefficients, and C = P i = 1 n-1 c i ; if c i = 0, the word w i is called a semantically effective word. The conditional probabilities P(w n |w i ) between content words were adjusted to the Shakespeare corpus in the manner explained in the previous section (and they are zero when either or both are function words).
Based on different choices of parameters in the semantics probability function (Eq. 2), 4 different language models, 3 with semantics and one without semantics, were defined: the Exponential, Subject-Verb, Verb-Subject, and No-Semantics models.
Exponential Language Model
In the Exponential model, all preceding content words in a sentence affect the next word; dependence coefficients in the semantics probability function (Eq. 2) are exponential functions of the distance between preceding words and the current word, c i = e k(i-n) ; that is, words at the beginning of a sentence are less effective than the words which are close to the word currently being selected. Thus, the semantics probability function looks like
where k[0 is a temporal decay coefficient. As Fig. 1a illustrates, if the sentence The bloody sword kills has been generated so far and, according to the grammar, a word from plural noun category (Fig. 1b ) must be selected, all words in this lexical category compete to be chosen. The selection probability of each word, e.g. crowns, dogs, rocks, …, is measured as the sum of their prior probability (Fig. 1b) , and their semantics probability (Eq. 3). In Fig.  1a , as k = 1/3, since the distance between kill and the new word is 1, the dependence coefficient of the effective word kill is e -(1/3) . Note that, in the example, rocks are likely to have been the instrument rather than the object of several Shakespearian killings. Our semantics models, however, are unfortunately insensitive to such subtle distinctions; hence a certain quirkiness of the resulting sentences.
Subject-Verb Language Model
In the Subject-Verb model, we presume the subject and verb of a sentence to quite strongly influence which word will come next. Therefore, the semantics probability is only affected by the subject and verb of a clause. The dependence coefficients of other words, other than the subject and verb of the clause, are zero:
where c subject ? c verb = 1. If there is still no verb in a sentence, c subject = 1. Moreover, in case of a that-complement-clause, the subject and verb of the specific clause (either the main clause or the complement clause) which the currently selected word belongs to are those considered as effective words. In Fig. 2 , only the subject and verb of the sentence The bloody sword kills, i.e., sword and kills respectively, are effective, and in this example c subject = 0.2, and c verb = 0.8. As illustrated, the selection probabilities of the competing words ( Fig. 2a) are different from the prior probabilities of these words (Fig. 2b ).
When the subject and verb of a sentence are chosen, not only they influence the choice of successive words, but also they change the words previously produced in the same sentence. In the example, the word bloody might be another adjective, which replaces it as another word which could appear with the subject sword and the verb kill.
Verb-Subject Language Model
In the Verb-Subject model, only the subject and the verb affect the semantics probability of coming words, same as in the Subject-Verb model, and with the same probability. However, in the Verb-Subject model, first a verb is chosen and then a noun that is likely to appear with the chosen verb is selected as the subject. Figure 3 illustrates the difference between these two models. As shown in Fig. 3a , first the verb kills was chosen, then a subject among the possible nouns, e.g., sword, dog, rock, …; whereas in the SubjectVerb model (Fig. 3b) , first the subject was chosen, i.e., sword, next the verb. As depicted in this figure, the selection probability of either noun (a) or verb (b) is different from their prior probability in (c) and (d), respectively.
No-Semantics Language Model
In the No-Semantics model, the semantics is switched off, i.e., g = 0 in Eq. 1. As Fig. 4a shows, preceding words do not have any effect on the selection probability of currently b a Fig. 1 Example of the Exponential model. a The words of plural nouns compete for the appearance in the currently being generated sentence The bloody sword kills. Their prior probabilities represented in b are modified by the effect of the preceding content words, with an exponential factor, and turned into the probabilities written in the box a b Fig. 2 Example of the Subject-Verb model. a The words of plural nouns compete for the appearance in the currently being generated sentence The bloody sword kills. Their prior probabilities represented in b are influenced by only the subject (sword) and the verb (kills) of the sentence and are changed to the probabilities written in the box. The subject and verb of a sentence constraint the choice of not only the successive words but also the words which were generated already. that is, the word bloody might replace another adjective less probable to appear with sword and kills Cogn Comput (2011) 3:539-553 543 selected words, which is the same as the prior probability of these words (Fig. 4b) .
Generating Corpora without Grammar
To measure the effect of grammar in BLISS, as a control, we produced corpora without following a grammar, even though adopting, in one variant, the semantics models explained earlier.
Unigram
Assuming the entire independence between words of a sentence, we used the so-called Unigram language model, in which the selection probability of a word is its relative frequency in a corpus generated by the No-Semantics model; that is, disregarding the preceding words, h, and the grammar, G, the selection probability of the word w n is the count of the word, C(w n ), divided by the total number of tokens N in the No-Semantics corpus:
Exp-NoSyntax To measure merely the effect of semantics, in the absence of grammar, we defined an Exp-NoSyntax model in which the semantics effect (in Eq. 1) is g = 1 and the dependence coefficient is defined by the same function as in the Exponential model (Eq. 3):
Pðw n jh; GÞ ¼ P s ðw n jhÞ
A Further Control Model
Equiprobable As a control for the No-Semantics model, we also introduced the Equiprobable model, which is the same as the No-Semantics one, except for the prior probability of words. Words that belong to the same lexical category are equiprobable, not following the probabilities derived from Shakespeare. For instance, the probability of plural demonstratives (\Dem?[ in the last row of Table 4 ) changes from 0.60 and 0.40, for these and those, respectively, to 0.50 and 0.50.
Comparison Among Model-generated Corpora
To compare corpora generated by the different semantics models, we used methods of Information Theory, with the necessary controls to have reliable measures. The effect of introducing semantics into BLISS was measured as the distance between distributions of word-pairs in corpora generated by the different language models. Before comparing word-pair distributions, one should eliminate the effect of word frequency differences, so as to measure purely semantics, i.e., word-dependence effects. That is, only corpora which have the same or very close word frequencies can be compared to assess semantics effects, which then result in differences in pair distributions. In this section, first we detail the methods used for measuring semantics effects. Further, we describe how the word frequencies of the semantics models were adjusted to the No-Semantics. the Subject-Verb model. a In the Verb-Subject model, first the verb, i.e., kills, is chosen by its prior probability, 0.03 in d. Then, the words of singular nouns compete with the probabilities that are influenced by the verb, thus their prior probabilities c will change to the probabilities written in the box. b In the Subject-Verb model, first the subject, i.e., sword, is chosen by its prior probability, 0.13 in c. Then, the words of singular transitive verbs compete with the probabilities which are influenced by the subject, so their prior probabilities d will change to the probabilities written in the box. In both of the models, the subject and verb influence the choice of not only the following words but also the preceding words, e.g., bloody a b We point out that mutual information and KullbackLeibler divergence are objective standard measures applicable to any probability distribution, and we refer readers interested in a background in information theory to comprehensive textbooks such as [22] and [23] .
Kullback-Leibler Divergence
The Kullback-Leibler (KL) divergence (or distance) is a non-symmetric measure of the difference between two distributions [22] ; it measures how many extra bits are required to code a random variable having its own probability distribution P using a code based on a given (''wrong'') probability distribution Q:
This measure is applied here to compare the differences between word distributions, as well as word-pair distributions, of corpora generated by the different language models. Although non-symmetric, i.e., D KL (P||Q) = D KL (Q||P), differences in the two directions are small, for the distributions we considered, almost always in the third decimal place. We then show the average of these two KL-distance values in the ''Result'' section, as they all are, anyway, rounded to second decimal precision.
Markov Properties
A stochastic process has the Markov property if the present state predicts future states independent of how the current state is obtained; that is, the process is memory-less. Considering BLISS as a stochastic process, we aim to see whether it has the Markov property, and if, as expected, it does not, then to examine how much it deviates from a Markov process, that is, from a (first-order) Markov chain.
To measure how close BLISS is to a first-order Markov chain, we measure the three-way mutual information [23] , defined as:
where X n-2 , X n-1 , and X n are the values of a random variable in three consecutive states, and I(X n ; X n-2 , X n-1 ) is the amount of information the values of this random variable in the first and second states, n -2 and n -1, convey to the variable in the third state, n.
A random variable has a first-order Markov property if its distribution only depends on the distribution of the previous state, i.e., if in Eq. 8, I(X n ;X n-2 | X n-1 ) = 0. We measure this quantity in the corpora generated by our models, where X i is the random variable for position i in the sentence and takes as value the words of the vocabulary. From now on, we use I(i;i-1) instead of I(X i ; X i-1 ), for simplicity, when referring to a mutual information value relative to a specific position i, and I(n;n-1) when referring to its average across positions.
Adjusting Word Frequencies
As explained at the beginning of this section, we need to eliminate the effect of first-order statistics, i.e., word frequencies, thus producing corpora with close word frequencies; that is, corpora must be generated with pre-assigned posterior word frequencies. This goal can be achieved if the prior word frequencies used by each language model are controlled, that is, adjusted.
We analyzed the relation between prior probability of a word w j and its posterior probability after it is observed having a specific role r (i.e. subject, verb, …) in sentences generated by BLISS language models (See Eq. 10 in ''Appendix'' for details):
Pðh e ÞP s ðw j jh e Þ X h ie
where all possible configurations of preceding words (history h) are considered as either effective history (h e ) or ineffective history (h ie ). A history is called effective if P s (w j | h) = 0, and is ineffective if P s (w j | h) = 0. Knowing R h e P(h ie ) ? R h e P(h e ) = 1, we see in this equation that P prior (w j ) = P post (w j ), if g = 0, as it is in the case of the No-Semantics model. Using Eq. 9, prior probabilities of content words in the semantics models (the Subject-Verb, Verb-Subject, and Exponential) were calculated to yield the same posterior probabilities as those in the No-Semantics model. In this fashion, we generated corpora, though by the different language models, with very close word frequencies. The distances between word distributions were measured using KL-divergences (see ''Results'').
Results
Applying the methods described above, we have constructed three language models with semantics, as well as one language model with syntax but without semantics (No-Semantics) and one with semantics but without syntax (Exp-NoSyntax), to serve as controls, together with two straightforward controls, one with neither syntax nor semantics (Unigram) and one with syntax but no individual word frequency tuning (Equiprobable). See Table 3 for examples of sentences in the Subject-Verb model.
To quantitatively assess the dependencies between words thus introduced, we have measured KL-distances between the word-pair distributions of these models; the results are discussed in the first part of this section. In the second part, we are concerned with individual sentences, to see how much information is conveyed by the words in a sentence. Finally, we are interested in investigating the memory characteristics of BLISS.
The length of sentences and the size needed of corpora for the measures used in this section is discussed in ''Appendix''.
Distance Between Models: A Mild Effect of Semantics
In order to compare word-pair distributions among models, first we need to make sure that individual word frequencies are almost equal in all the main models (No-Semantics, Subject-Verb, Verb-Subject, and Exponential). This is because comparing second-order statistics (word-pair distribution) is meaningless unless the first-order statistics (individual word frequencies) are equal.
In Fig. 5a , the KL-distances between individual word frequencies are shown, after adjusting the word frequencies for the semantics models to those in the No-Semantics one. The vertices of the pyramids indicate the language models. The number in (and, approximately, the size of) the circles on the edge between each two vertices indicates the KL-distance between the word distributions of corpora generated by the corresponding models. As shown, the distances between the No-Semantics and the three semantics models are zero, to 2nd decimal precision. As a control, the No-Semantics model is at a considerable distance from the Equiprobable model, and, likewise, the Exponential model is at a large distance from the equivalent exponential model without syntax (Exp-Nosyntax). The Exp-Nosyntax model is at about the same distance, in fact, from the other two semantics models (not shown).
Given the same word frequencies across the main language models, we expect to see different word dependencies between the models, especially between the No-Semantics model and the semantics ones due to the semantics effect. We use the KL-divergence between word-pair distributions of every two models to quantify the difference in word dependencies. Therefore, the greater the KL-divergence between two word-pair distributions, the larger the difference in word dependencies between the two models.
In Fig. 5b , adopting the same pyramidal graphic scheme as in Fig. 5a , the KL-distances are shown between wordpair distributions among the same models. As illustrated, the No-Semantics model is at a considerable distance from each of the semantics models, larger than the distance between each pair of these semantics models. This result quantifies semantics effects in these models. Note that the effects of syntax on word-pair distributions are much larger, as shown by the distances with the control models without syntax (the Exp-Nosyntax). Considering the Equiprobable and the No-Semantics models demonstrates the necessity for adjusting word frequencies across models. These are in fact the same model (without a semantics effect) except for their word frequencies. Hence, the distance between pairwise statistics of these two models (Fig. 5b ) merely reflects the (large) effect of unequal word frequencies, and such effect has to be removed to probe the more interesting distance arising, in other comparisons, from unequal word dependencies. Figure 6 shows that the distance between the semantics models and the No-Semantics one gets larger monotonically as we increase the parameter g which controls semantics effects (Eq. 2). g could theoretically vary between 0 (when the semantics is switched off) and 1 (when the selection probability of a word is only influenced by the preceding history, not by its prior probability); however, as illustrated, the distances are measured up to g = 0.9, the point where the corpora could still be produced with the same word frequency, using Eq. 9.
Mutual Information Between Words: Again a Mild Effect of Semantics
To find out how much information the words in a sentence convey to the words in the same sentence, that is, to what extent successive word choices are mutually constrained, we looked at different measures of mutual information (see Fig. 7 ).
I(n;n-1) is the mutual information which words in position n-1 of a sentence convey to their nearest neighbor (in position n); the average is over all positions in the sentence. As shown, this measure is almost the same for the semantics models (the absolute value of their difference is about 0.01), somewhat lower in the No-Semantics model (about 4% less), and considerably lower in Exp-Nosyntax one (85% less), thus pointing at the strong effect of syntax. Likewise, we see a similar pattern across models for I(n;n-2) (in light gray) which is the mutual information between words which are next-nearest neighbors. The semantics models show again the same statistics (with at most a 0.01 difference in their absolute values), the NoSemantics is about 7% lower, and the Exp-Nosyntax model significantly decreases, by 88%.
Further, in Fig. 7 , the darker gray bars, I(fnc;cnt), represent the amount of information which function words (e.g., prepositions) convey to the nearest content word (e.g., a noun) in the same sentence. As shown, all the semantics models show the same I(fnc;cnt) as the No-Semantics one, because there is no semantically induced component of the joint probability between function and content words, which reflects only syntax. In the Exp-Nosyntax model, this measure is zero, because there is neither semantics, to constrain these pairs of words (there is only between content words), nor syntax, in this particular model.
The main result is seen looking at I(cnt;cnt), in black, which represents the amount of information that content 
Mutual Information
I(n;n−1) I(n;n−2) I(fnc;cnt) I(cnt;cnt) Fig. 7 The mutual information words convey to words in the same sentence. I(n;n-1), in white, is the average mutual information which words in position n-1 of a sentence convey to their nearest neighbor (in position n); the average is over all positions n within sentences. I(n;n-2) (in light gray) is the mutual information between words which are next-nearest neighbors. The darker gray bars, I(fnc;cnt), represent the amount of information which function words (e.g., prepositions) convey to the nearest content word (e.g., a noun) in the same sentence. I(cnt;cnt), in black, represents the amount of information that content words convey to the nearest content word in the same sentence. We see considerably higher values for the semantic models than for the No-Semantics one, for this last measure. Note that the mutual information between content words due to syntax and to semantics in the Exp model happens to be nearly exactly the sum of that due to syntax alone (in the No-Semantics model) with that due to Semantics alone (in the Exp-NoSyntax model)
Cogn Comput (2011) 3:539-553 547 words convey to the nearest content word in the same sentence. We see considerably higher values for the semantic models than for the No-Semantics one. The Exponential model, in which all preceding words contribute, shows the heaviest dependence of word choice on previous history. More precisely, the Verb-Subject, Subject-verb, and the Exponential convey about 48%, 43%, and 68%, respectively, more information than the No-Semantics model. Thus introducing semantics, in our BLISS models, further constrains by an additional 40-70% the mutual dependence between content words, without having other appreciable statistical effects. One should note that most of the dependence between content words, however, is already imposed by the syntax.
Memory Characteristics
To see how much our language models deviate from a firstorder Markov model, we calculated the triple mutual information for 7-word sentences taking the Subject-Verb model as an example (Fig. 8) . The other models show very similar memory characteristics, the semantics models with the very same numbers (the absolute value of the difference hovering around 0.01) and the No-Semantics with slightly less information (by about 0.09). The random variables, in this analysis, are the words appearing in specific positions of a sentence. Each bar, in the Figure, indicates the amount of entropy of the individual random variables, H(n). Its black-colored portion shows the amount of conditional mutual information, I(n;n-2|n-1), whereas the gray-colored portion shows the amount of mutual information, I(n;n-1) (the sum of the two is just the triple mutual information, I(n;n-2,n-1)). In a first-order Markov sequence, the conditional information would be zero, so the non-zero height of the black bars quantifies the non-Markovian character of BLISS. Figure 9 shows the dependence of the word at each position on those at each of the preceding positions, by calculating the pairwise mutual information between words at different positions within each sentence. Each shade represents the amount of information conveyed by words in a particular position to the words in the following positions. For example, the (bottom) black portion of the bar in position i represents the information conveyed by words in position 1, namely I(i;1). Memory effects are seen to ''decay'' with a time constant, so to speak, of 1-2 words, although an initial rapid drop in the degree of dependence is followed by a more sustained level, due also to the fact that the subject and verb, the important factors in this model, rarely occur in the very first and in the few first positions, respectively. Again, results are very similar for the Verb-Subject and Exponential models (not shown).
Discussion
We have constructed an artificial language, BLISS, which can be used in language learning experiments. BLISS is based on the putative universal principles of natural languages: vocabulary, syntax, and semantics. To make it as natural as possible, within its limited size, the probability of grammar rules, words, and word-pairs were extracted from natural language corpora, the Wall Street Journal and the Shakespeare corpora.
The BLISS grammar is a Probabilistic Context-Free Grammar, a set of constraints which has been argued in the literature to be sufficient to represent most of the syntactic structure in natural languages, such as English. It also includes several phrasal and lexical categories that exist in natural languages. There are both function words (e.g., prepositions, articles, …) and content words (e.g., nouns, verbs, …) in the grammar. The relation between function and content words have been of interest to cognitive neuroscientists [14] . The grammar also contains a recursive construction, which might be used in experiments to investigate the effect of hierarchical structures in language processing [16, 17] .
BLISS contains semantics that could be switched on and off, if the interaction between syntax and semantics is investigated in an experiment. Semantics is taken here to be the statistical dependence between words in the same sentence, produced by imposing additional, non-syntactic -1) , whereas the black portion shows the amount of conditional mutual information, I(i;i-2|i-1). Note that the sum of the black and gray portions equals the triple mutual information, I(i;i-1,i-2). In a first-order Markov sequence, the conditional information (in black) is zero, whereas in BLISS, this measure shows some deviation from a first-order Markov model. The numbers on the right vertical side of the box indicate the average of each measure over positions 2:7 for H(n)=5.75, and over positions 3:7 for l(n;n-1,n-2)=2.39 and I(n;n-2|n-1)=0.26
constraints on word choice during sentence generation. We have defined different models for semantics: Subject-Verb, Verb-Subject, and Exponential. In the Subject-Verb and Verb-Subject models, the importance of the thematic role was considered, as studied in several language learning experiments [24, 25] . To measure the purely distributional effect of semantics, we have used information theory, which was extensively used in natural language processing studies, from document retrieval [26] to the evolutionary basis of natural languages [27] . We find that with this limited vocabulary, the effects of semantics are small, relative to those produced by syntax.
We emphasize that in order to quantify the difference between models in terms of pairwise statistics (using either KL-divergence or mutual information), we need to have equal first-order statistics across the models. As discussed in ''Appendix'', this prevents us from setting the semantics coefficient at g = 1; in other words, we cannot increase arbitrarily the effect of semantics, by acting on that parameter, and still be able to compare quantitatively with a language model without semantics, and have all models sound natural in terms of word frequency. The only way we can see to make semantics more important, in a linguistically plausible way, is to increase the vocabulary beyond the ''intermediate'' size which was our BLISS target.
Grammar and semantics concur in defining the memory properties of the language. Although they cannot be characterized as first-order Markov chains, the different variants of BLISS come relatively close to that, as suggested by the fact that the mutual information between two next-nearest neighbor words, conditional to the intermediate word, is very small, and that non-conditional mutual information between more distant words decays close to exponentially. These results are shown in Figs. 8 and 9 for the Subject-Verb model, but they apply almost identically to the other semantics models. It is an interesting question for future work to understand whether such rapid decay is characteristic of artificial languages modeled after English, and whether natural languages with more articulated syntax would lead to models with longer-stretching memory. We plan to address this question within the quantitative BLISS framework, by introducing syntactic variants modeled after other natural languages.
Beside grammar and semantics, another main component of natural languages is of course phonology (the structure of sounds), which is not included in the current implementation of BLISS. There are several artificial language learning studies [28] [29] [30] which investigate the importance of phonological cues in language acquisition. For instance, Monaghan et al. [31] investigate the interaction between phonological and distributional cues in learning lexical categories. A possible variant implementation of BLISS may include replacing real words by nonwords which are controlled for phonological cues while, at the same time, keeping the same distributional cues, or joint probability of words.
Using parallel programming libraries and objectedoriented programming in python, BLISS software can generate millions of sentences in a few minutes. It provides a large sample of sentences which not only mimic natural languages but are also produced under the control of the experimenter.
BLISS can be used as a training sample for language acquisition by synthetic systems, including neural networks. Also, it can be used in experiments with adults when complex sentences are needed; in addition, with humans, its words can be replaced by pseudo-words, or by visual or haptic signs. One may also modulate the complexity of a sentence, which is determined not only by the grammatical structure but also by its semantics, for example, in order to study the processing of semantically reversible and irreversible sentences [32] .
An important feature of BLISS design, not elaborated here, is that it can be easily varied in its internal parametric structure. In its current version, again, BLISS is syntactically modeled after English, irrespective of the specific semantic model used. We can however keep the semantics stable, and alter the production rules, either solely in the ordering of specific elements or also in their type and relative probability, to model other natural languages. Large corpora may then be produced that The numbers on the right of the box indicate the average values I(n;n-i) over positions i?2:7: e.g. H(n)=5.75, I(n;n-1)=2.14 , I(n;n-2)= 1.29, and so on Cogn Comput (2011) 3:539-553 549 maintain a controlled and quasi-naturalistic flavor, while enabling the study of the relative learnability of distinct parameter settings [33] . Long-term, this may allow a scaled-down artificial language counterpart to the grand program of studying the evolution of language diversity [34] . 
Conclusion
We have constructed an artificial language of limited complexity, BLISS mimics natural languages by possessing a grammar of about 40 production rules, a vocabulary size of 150 words, and semantics defined by imposing dependencies between words. The effect of introducing semantics with such a limited vocabulary was quantified using methods of information theory and found to be small, but still measurable. The code for generating BLISS is freely available from the authors. It is hoped that it will be used in a variety of ALL studies. 
After analyzing the relation between prior and posterior probabilities of a word in our models (Eq. 9), we have generated corpora with the desired overall word frequencies (the word frequencies of the semantics models were adjusted to the ones of the No-Semantics). Note, however, that there are some constraints regarding the possibility of generating sentences with arbitrary word frequencies. In Eq. 9, the numerator cannot be negative, because the output is a probability measure. Therefore, the possible posterior probability of a word is constrained by the parameter g and pairwise statistics in P s (w j | h e ) , which here has been derived from Shakespeare.
Length of BLISS Sentences
The probability distribution of the length of sentences generated by the BLISS grammar is shown in Fig. 10 . To calculate mutual information values between words appearing in different positions of a sentence, we need to work with sentences of the same length. Considering the fact that the average length of the sentences is about 5 and also to obtain at least 5 distinct measures of triple mutual information values, we chose length 7. Thus, in this paper, for the results involving mutual information and triple mutual information, we used sentences of at least 7 words.
Size of Model-generated Corpora A technical question to be addressed is how many sentences are needed, to generate sufficient statistics. To answer this question, we produced up to 40 million sentences, and calculated several of the measures used in this paper.
In Fig. 11 , the mutual information between words in neighboring positions in a sentence, averaged over positions, I(n;n-1), was measured for each model and with corpora of different size: 1, 10, 20, and 40 million sentences of at least 7 words. As shown, having 10 million sentences is enough for capturing pairwise statistics in the corpora, regardless of having syntax or semantics. Figure 12 shows the result for the average triple mutual information among words, I(n;n-2,n-1), which needs the largest samples among all measures we have applied. As illustrated, increasing the size of the corpus from 20 to 40 million sentences does not appreciably change results for the models with syntax (Subject-Verb, Verb-Subject, Exponential, and No-Semantics), while we see some changes for the models without syntax, which need larger samples.
In sum, corpora with 20 million sentences, of at least 7 words each, were used for the calculation of the mutual information and triple mutual information in this study.
For the KL-divergence results, we also need sufficient word-pair statistics, like for mutual information values. Hence, we have used corpora of at least 20 million sentences for the KL-divergence calculation as well, but without the 7-word constraint. Fig. 12 Average triple mutual information I(n;n-1,n-2), again averaged also across positions, versus number of sentences in the corpus. The three-way mutual information needs the largest sample among all measures we applied but, as illustrated, increasing the size from 20 to 40 million sentences does not change it considerably, for the models with syntax (Subject-Verb, Verb-Subject, Exponential, and No-Semantics). We see still some change for the models without syntax, which obviously need larger corpora, due to their larger wordto-word variability
