As data science and machine learning methods are taking on an increasingly important role in the materials research community, there is a need for the development of machine learning software tools that are easy to use (even for nonexperts with no programming ability), provide flexible access to the most important algorithms, and codify best practices of machine learning model development and evaluation. Here, we introduce the Materials Simulation Toolkit for Machine Learning (MAST-ML), an open source Python-based software package designed to broaden and accelerate the use of machine learning in materials science research. MAST-ML provides predefined routines for many input setup, model fitting, and post-analysis tasks, as well as a simple structure for executing a multi-step machine learning model workflow. In this paper, we describe how MAST-ML is used to streamline and accelerate the execution of machine learning problems.
demonstrate the utility of MAST-ML by showcasing examples of recent materials informatics studies which used MAST-ML to formulate and evaluate various machine learning models for an array of materials applications. Finally, we lay out a vision of how MAST-ML, together with complementary software packages and emerging cyberinfrastructure, can advance the rapidly growing field of materials informatics, with a focus on producing machine learning models easily, reproducibly, and in a manner that facilitates model evolution and improvement in the future.
Introduction:
The Materials Genome Initiative [1, 2] was instrumental in creating troves of available materials data contained in databases such as the Materials Project, the Open Quantum Materials Database and Citrination. [3] [4] [5] [6] [7] [8] This unprecedented scale of available materials data, coupled with advances in computing hardware (e.g. development of GPU clusters), development of novel algorithms (e.g. deep convolutional neural networks) and streamlined, open-source availability of software streamlining the use of machine learning algorithms (e.g. the scikit-learn package) have enabled the combined data science and machine learning (often called materials informatics) subfield of materials research to explode over the past five years, with a number of overviews and reviews having been written. [9] [10] [11] [12] [13] [14] [15] [16] The recent application of machine learning in materials science has been broad, including, e.g., unsupervised learning analysis of X-ray diffraction and electron microscopy images, [17] [18] [19] deep learning applied to microstructural image recognition of defects and predictions of material stability, [20] [21] [22] high-throughput autonomous experiments, [23] [24] [25] text mining with natural language processing to inform materials synthesis and processing procedures, [26, 27] and active learning techniques applied to improve machine learning potentials and targeted materials design. [28, 29] Due to their ubiquity and relevance in establishing predictive processing-structure-property-performance relationships relevant for materials discovery and design, in this paper and the development of MAST-ML to date we place a particular emphasis on the use of supervised machine learning models for the purpose of regression tasks. Supervised machine learning regression models have been formulated for many classes of materials spanning an array of materials properties and associated applications, with some recent studies including the prediction of dielectric properties of perovskites and polymers, [30, 31] bulk stability of perovskite and garnet materials, [20, 32] electronic bandgap of numerous types of inorganic materials, [33] [34] [35] [36] superconducting critical temperatures, [37, 38] electromigration in metals, [39] dilute solute diffusion barriers in metals, [40, 41] scintillator material discovery, [42] and melting points of unary and binary solids, [43] among many others.
Supervised machine learning regression seeks to solve the general problem of finding the function F in Y = F(X) from a known feature matrix X and target values Y. F is found by machine learning typically such that the lowest errors between the predicted and true Y values are realized. While many machine learning algorithms are readily available in open-source packages such as scikit-learn [44] (sometimes called sklearn) and Keras [45] (based on TensorFlow [46] ) to investigate such supervised learning problems, the overall supervised machine learning workflow for materials problems is still largely executed by hand, meaning individual users and research groups tend to develop and use their own in-house methods and scripts to manage all the steps outside those of the core algorithm. This practice introduces significant barriers to entry for new researchers, particularly non-experts in machine learning, which barriers are typically the result of the numerous technical and practical intricacies of successfully formulating and evaluating machine learning models in materials informatics research problems. In addition, this practice may also make model reproducibility and model evolution (e.g. improvement in predictions given additional training data in the future) difficult. In this paper, we introduce the Materials Simulation Toolkit for Machine Learning (MAST-ML). [47] MAST-ML is an open source Python-based software package designed to broaden and accelerate the use of machine learning in materials science research. MAST-ML enables users to rapidly develop machine learning models, codifies best practices in standard supervised learning workflows, and seeks to lower the barrier for nonexperts to perform materials informatics research by relying on minimal to no programmatic input from the user.
As a concrete example of how MAST-ML could impact the materials informatics community, consider the task of building and evaluating a machine learning model for predicting values of electronic bandgaps and the time spent by a typical researcher relatively new to the materials informatics field to formulate and evaluate such a model. With the tools and methods available today, one might spend weeks searching papers, discovering digital repositories, and learning to use relevant Application Programming Interfaces (APIs) to pull in data, and then weeks developing features, perhaps pulling from databases of elemental properties and/or structural databases and finding or developing tools to extract fingerprints of structures appropriate for the machine learning problem at hand. The machine learning model development might then take a few months as the researcher learns and applies best practices to data pre-processing, explores multiple machine learning model algorithms, and assesses the results. Much of the time would be spent on relatively minor but time-consuming tasks like typing in missing elemental property features, coding different ways of splitting the data for cross validation, hyperparameter optimization, and discovering approaches and best practices of which they might not be aware (e.g., stratified vs. standard k-fold cross validation). The final model would be used to predict bandgaps for some set of compounds of interest, e.g., new III-V semiconductors, perhaps being used to support a further exercise in materials development, and then be published as a standalone paper. On the other hand, this same materials informatics research project, which might take a relatively new researcher many months to execute, could easily be done much faster using the tools contained in MAST-ML. While any materials informatics project typically involves multiple iterations of analysis and re-evaluation of, e.g., the feature set used or the model employed, MAST-ML allows researchers to quickly and easily conduct this materials informatics research loop, thus dramatically lowering the technical barrier and time required to produce meaningful results and analysis using machine learning for materials research problems.
Recently, there has been intense development of open source software packages (in addition to MAST-ML) aimed at streamlining and accelerating the adoption of materials informatics research. These packages include, e.g., Lolo (as implemented in Citrination), [8, 48] AFLOW-ML, [49] matminer, [50] the Materials Knowledge Systems in Python project (pyMKS), [51] veidt,[52] and the Materials Agnostic Platform for Informatics and Exploration (MAGPIE), [53] among others. MAST-ML fits into the broader ecosystem of these materials informatics tools by either being complementary, symbiotic, or supportive of each of the above software packages. For example, MAST-ML currently integrates key functionality of both MAGPIE and matminer to enable users to create an extensive initial feature matrix to evaluate machine learning models and easily pull in tabulated materials data from online databases such as the Materials Project.
In this paper, we discuss (i) the core components of the supervised machine learning workflow and key capabilities of MAST-ML in Section 2, (ii) how to obtain and run MAST-ML in Section 3, (iii) the key data and input files for a MAST-ML run in Section 4 and Section 5, respectively, and (iv) the MAST-ML run output structure and key contents in Section 6. Section 7 demonstrates some recent examples of the type of research enabled by this software package.
Finally, Section 8 provides a roadmap for how we envision this and related software may evolve in the greater materials informatics ecosystem as the use of data-driven techniques become increasingly prevalent in materials research.
The MAST-ML workflow:
The focus of the development of MAST-ML was to automate the process of conducting supervised machine learning problems, with a particular emphasis on regression problems in materials science research. The overview of such a supervised machine learning problem is presented in Figure 1 . In addition, these roman numeral labels coincide with the MAST-ML input file sections discussed in Section 5 and the output data file structure discussed in Section 6.
The user may specify multiple types of a given operation at each step (for example, multiple feature normalization methods, feature selection techniques, machine learning models, and cross validation data splitters) in a single input file, and thus execute many types of model development and assessment in a single MAST-ML run. Based on the supervised learning workflow illustrated in Figure 1 and discussed in this section, MAST-ML iterates through every combination of specified feature normalization, selection, machine learning model, and cross validation data split within a single run. Therefore, if the user specifies two methods of feature normalization, two methods to select features, four machine learning models, and three methods of cross validation, this specification amounts to a total of 2 × 2 × 4 × 3 = 48 different supervised learning workflows to be executed within the run.
(I) Data import. A data file (either in .csv or .xlsx format) is supplied by the user when a MAST-ML run is started. Information is provided for which column(s) of the data file denote values of the feature matrix X and target data Y on which to train a machine learning model. In addition, the user may specify other columns of the data file to denote one or more of the following: (i) grouping -information used in data subsampling (e.g. group labels for leave out group cross-validation), (ii) test -data restricted to only function as test data (i.e. data that is never used in model training or validation), (iii) comments -additional comment information useful for one to include in the data file for organizational purposes but is not to be used in model training in any way (e.g. general comments on specific data points). Additional information regarding the data file can be found in Section 4.
(II)
Data cleaning. Data used in machine learning problems is often imperfect and may contain missing, unimportant, or incorrect values. Missing data: points missing some feature values can be removed or data imputation methods can be used to fill in approximate values for the missing data entries. Currently, methods to treat missing data include removal of missing values, imputation by mean, median and mode value, and approximation of the missing value using principal component analysis (PCA). Note that the use of PCA in this context also constitutes a form of data imputation, however we have separated it for practical use reasons because the imputation methods used by MAST-ML are called directly from the scikit-learn package. Unimportant data: Currently a feature is identified as unimportant if it has a constant value for all rows in the data file and can be automatically removed as such features would be unlikely to add predictive value to a model. Incorrect data: Currently we have provided a feature which automatically examines the input data values for each X and Y data column and flags input values which may be problematic based on their values being more than two standard deviations from the average value of that particular data column. These potentially problematic values are not removed but are noted in a dedicated output file.
(III) Feature matrix generation. In addition to feature matrix values specified in the imported data file supplied by the user, one can also use certain prescribed methods to generate additional features. If provided information of the material composition (given as a labeled column in the input data file) for each target data point, MAST-ML can construct a large set of element-based feature properties following the MAGPIE approach. [54] The user can also automatically query materials databases such as the Materials Project [4] with provided material compositions to search for relevant data for those specific compositions, e.g., relative stability to other compounds. Finally, if information on the material composition and structure is provided in the input data file (specifically, in the form of a pymatgen [55] structure object), a suite of different structural features can also be generated. These structural features are sometimes referred to as structural fingerprints, and consist of features generated using techniques such as the smooth overlap of atomic orbitals, [56] the coulomb matrix, [57] bag of bonds, [58] etc. These structural features are generated using the matminer package. [50] (IV) Feature matrix normalization. It is common practice to scale the values of the feature matrix in a manner such that features with disparate ranges (e.g. one feature ranging from 1 to 10 and another from -1000 to 1000) do not unphysically impact model training. Here, we mainly draw upon the feature normalization routines in scikit-learn. In addition, we have provided a custom feature normalization routine for MAST-ML, which allows the user to specify a particular mean and standard deviation value for which to scale the values of the feature matrix. Overview of a typical supervised machine learning workflow. Each block represents a portion of the overall workflow. The roman numerals within each section of the workflow are meant to label components of the workflow that will be referenced in the main text and when discussing the MAST-ML input file structure in Figure 3 and the structure of the MAST-ML output in Figure 4 . The text in each block denotes operations one may conduct with MAST-ML as part of that portion of the workflow. Note that MAST-ML will iterate through every combination of specified feature normalization, selection, machine learning model, and cross validation data split within a single run.
Here, we would like to remark on the different ways MAST-ML can be used to obtain error bars on predicted data points. MAST-ML focuses on two widely used methods of generating error bars on predicted points: (1) through data resampling methods and (2) after-bootstrap method for random forest regression), [61] and more efficient methods to conduct nested cross validation with many sub data sets, among others. We expect that continual improvements and additional features will be added to MAST-ML in the future.
Obtaining and running MAST-ML:
MAST-ML may be obtained by downloading the source code from Github file, which must be either a .csv or .xlsx file format, and will be described in detail in Section 4.
The second file is the input file, which will be described in The Jupyter notebook simply needs to be updated to contain the proper paths providing the locations of the input file, data file, and results folder as described above. We note here that a version of MAST-ML is installed in the shared Python environment on Nanohub (accessible through the Jupyter notebook tool on Nanohub) and is freely available for use by anyone with a Nanohub account. Finally, the advanced user may also write their own Python script to import and call the mastml.mastml_driver.main() function as they see fit.
The MAST-ML data file
The data file contains all information on the target data Y to which a machine learning model is being fit and any input feature vectors X which form the feature matrix used to construct the fit. whether a data point is used as test data (i.e. never used in training or validation) ("predict_Pt"), and (4) a helpful note to the user ("Solute element"). Overall, these additional columns contain useful information but are not explicitly part of the feature matrix X or target data Y values. The user can easily specify which columns denote the features X, target data Y, and other miscellaneous information in the input file, which is described next in Section 5. Figure 2 . Example of the structure of the data (.csv or .xlsx) file used in MAST-ML. The data file consists of rows of individual data instances and columns of feature vectors. Every feature vector requires a name, as shown by the column headings under "Feature Matrix X". One column must denote the target data vector Y. The columns marked as "Additional columns" are optional and their meaning is described in the text, with more information on their use in Section 5. The data shown here is an illustrative subset of the dilute impurity activation barriers from the work of Wu et al. [40] and Lu et al. [41] This data file is included as part of the Data Availability.
The MAST-ML input file
The second file required to run MAST-ML is the input file, which is a text-based file that is both easily human-and machine-readable, and has the .conf file format. While the .conf file format is a general way to store system settings for Linux processes, this format was chosen here to meet the input file needs of the software package configobj, [62] which is used to parse the input file. Figure 3 presents an example MAST-ML input file. In Figure 3 , the input file is designed so that different section headings (first word blocks encased with "[ ]", e.g. " a. estimator: Used to specify a particular machine learning model to conduct hyperparameter optimization. Here, the name KernelRidge is specified, which is a kernel ridge regression model that must also be specified in the Models section.
b. cv: The type of cross validation data splitter to use to evaluate the model score. Here, the name RepeatedKFold is specified, which performs multiple iterations of leave out k-fold cross validation (specifically, 2 iterations of leave out 5-fold cross validation) that must also be specified in the DataSplits section.
c. param_names: The variable names of the hyperparameters to be optimized. For the case of a KernelRidge model, these parameters which were chosen to optimize are alpha and gamma. Note that the parameter names need to be delimited with a semicolon.
d. param_values:
This field is used to specify the grid of values to use in optimization.
The notation follows the pattern min_value max_value number_of_points spacing_type data_type, where min_value is the minimum grid value, max_value is the maximum grid value, number_of_points is the number of parameter grid values to evaluate, spacing_type denotes linear or logarithmic spacing ("lin" or "log", respectively), and the data_type is used to denote whether the gridded values are integers or floats ("int" or "float", respectively). As with the param_names field, the param_values for different parameters must also be delimited with a semicolon. Note that the method to RepeatedKFold_learn does the same thing but is listed here as it is used to construct the learning curve (see LearningCurve section). Lastly, LeaveOneGroupOut conducts a leaveout group cross validation routine, where the groups are manually specified by the user in their data file (specifically, the "Host element" column of the data file as shown in Figure   2 ) and listed here with the parameter grouping_column. The grouping_column value must match the corresponding column name in the data file.
(X)
MiscSettings (Plotting and analysis settings) . This section is used to specify whether certain types of output analysis plots are saved to the MAST-ML run results directory. 
MAST-ML output structure and contents:
Here, we provide an overview of how the output of a MAST-ML run is organized, and the types of output available to the user. Figure 4 contains an overview of the resulting output directory tree for the MAST-ML run conducted using the data file shown in Figure 2 and the input file shown in Figure 3 . In Figure 4 , the roman numerals are again used to label different components of the supervised learning workflow outlined in Figure 1 and labeled as sections of the input file in Figure 3 . Here, these different steps of the supervised machine learning workflow are separated as different levels of the output directory tree. The user can specify the path to save all MAST-ML run results. Here, the results folder within the main MAST-ML directory was chosen. Note that one can re-use the same output folder path, and MAST-ML will automatically append datetime data to create a unique folder path. The output directory tree shown in Figure 4 was generated using the data file shown in Figure 2 and the input file from These data analysis plots consist of data histograms, parity scatter plots, error distribution plots, general scatter plots of feature vs. target values, and learning curves. These plots are saved at various stages of the MAST-ML workflow, from every train/test split to average summaries for each cross validation data split. A set of example plots is shown in Figure   5 and will be discussed more in the following paragraph. Note that the code used to generate these figures is also output as a Jupyter notebook (see "Jupyter Notebooks" below) to allow straightforward modifications. 4 , generated from running MAST-ML on the data file in Figure 2 and the input file in Figure 3 .
These plots were automatically generated in the MAST-ML run and were not modified in any way for display in this publication after being produced in MAST-ML, except to move legend entries to provide an improved presentation of many images grouped together in a single figure. We note here that these example plots in In Figure 5D , a parity plot showing predicted vs. true values of the scaled diffusion barrier activation energy is shown, where the data are validation data values collected from all groups in leave out group cross validation, where the model is trained on all data except for Pt (recall for this example Pt is left out as a test data set). In Figure 5E , a parity plot showing the same data as in The x-axis is the ratio of the residual value to the standard deviation of the predicted model error, which is calculated for every data point as described in Section 2. Finally, the plot in Figure 5H is the same data as shown in Figure 5G , but as a cumulative error distribution. The studies described above are a demonstration of the power of software packages like MAST-ML and those complementary to it to accelerate the use of machine learning methods in materials research. These studies also show how MAST-ML can be used to generate highly informative machine learning models that can be used to improve materials engineering and inform materials discovery in a diverse array of applications and design spaces.
Summary and future outlook
The increasingly widespread adoption of materials informatics in the greater materials 
