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1. INTR~DCCTI~N 
W. S. Loud [4] has recently proven the following theorem: 
THEOREM I. 1. Let g(x) be an odd function which is of class Cl for all x. 
I f  there exists an integer n and a positive number 6 such that the inequality 
(n + S)B >( g’(x) < (n + I - S)2 
holds for all Y, then for any number E there exists a unique 2rr-periodic solution 
of the difJerentia1 equation 
x” + g(x) = E cos t. 
Furthermore, this solution is even and odd-harmonic. 
Loud states that this theorem remains valid if E cos t is replaced by an 
arbitrary continuous periodic function e(t) which is even and odd-harmonic 
with least period 2~. 
This paper is concerned mainly with two results. The first is a partial 
generalization of Loud’s result to equation 
Y” -;-g(x) y- e(t). (*) 
Requiring only that g(x) be of class Cr with g(0) - 0, that there exist an 
integer n and a positive number S such that 
(12 $ S)Z .> g’(a) < (?a -1.- i --- sy 
holds for all x and that e(t) be a continuous 2r-periodic function, Theorem 5.1 
yields the existence of a unique 2n-periodic solution of (*). We emphasize 
that, unlike Loud, we do not require g to be odd. The results used in proving 
* This paper is a chapter of the author’s dissertation at Case W’estern Reserve 
University under the guidance of A. C. Lazer. 
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the existence of the solution are three lemmas dealing with specific a priori 
bounds for solutions of a certain two-dimensional system containing a 
parameter, and a perturbation theorem. The proof of the perturbation 
theorem rests heavily on the following theorem due to Poincare. 
THEOREM 1.2. Let f (t, S, p) be continuous on 
(-00, a) x R” x [PO - 6, Tao + 61 
with values in Rn and assume that f has continuous partial derivatives with 
respect to the components of X. Assume that f (t + T, I, CL) = f  (t, X, I*) for 
some positive number T, and that for TV == p. , p(t) is a T-periodic solution of the 
system 
.c’ -= f  (t, 2, PO) V%(l) 
such that there exists no nontrivial T-periodic solution of the linear system 
There exists a number 6* and a function &t, p) which is defined and continuous on 
(-00, co) x [p. - a*, p. $ 6*] such that &t, ,a) is a T-periodic solution of 
2’ = f(t, x, p) 
for all p E [p. - S*, p. + S*], and 
lim B(t, CL) = P(t) 
/‘-WLo 
PIi) 
uniformly with respect to t (see [I], p. 348). 
The uniqueness of the solution is obtained separately with an even weaker 
hypothesis. 
The second main result of this paper is a partial generalization of Loud’s 
theorem to certain second order systems of the form 
Xlc” + g&) = h,(t, x1 )...) xw , x1’ )...) xn’) (““1 
for k = 1, 2,..., n. The proof of this result depends largely on an unpublished 
theorem due to A. C. Lazer. 
Differential equations of the type (*) have also been studied by Harvey [3], 
Opial [S], Seifert [6], and more recently by Marlin and Ullrich [7]. 
2. A UNIQUENESS THEOREM 
We begin with the proof of a uniqueness theorem for periodic solutions of 
differential equations of the form 
x” + g(x) = e(t). (*) 
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THEOREM 2.1. Let e(t) be a continuous 2rr-periodic function. Assume that 
g(x) is of class Cl with g(0) = 0 and that there exists an integer n such that the 
inequality 
n2 < g’(x) < (n J- I)” (1) 
holds for all x. There exists at most one 2rr-periodic solution of the differential 
equation 
xn -I- g(x) :-- e(t). (“1 
Proof. Suppose on the contrary that xl(t) and x2(t) are distinct 2rr-periodic 
solutions of (*). The function y(t) - xl(t) - xl(t) is a nontrivial 2rr-periodic 
solution of the linear differential equation 
xn -/- p(t) x = 0 
where p is a continuous function defined by 
p(t) = j' g'(q(t) -I- s&(t) -~ xl(t)>> ds. 0 
Since p(t -t 27~) = p(t) and p(t) :> 0, p(t) has a positive lower bound and so 
there exists a number c such that y(c) = 0 and consequently y’(c) f  0. 
Since p(t) > n2 and sin n(t - c) is a solution of X” T- n2x =: 0 with 2n $- 1 
zeros on the closed interval [c, c + 2971, by the Sturm Comparison Theorem 
y  has at least 2n zeros on the open interval (c, c + 2n). Similarly, since 
y(c) = y(c -L 277) =- 0, p(t) < (n + 1)2, and sin(n f  l)(t - c) is a solution 
of x” + (n + 1)’ x = 0, y  has at most 2n zeros on (c, c + 27~). Hence y  has 
exactly 292 zeros on (c, c $ 27r) and since 
y(c) = y(c + 2x) = 0, y’(c) f  Y’(C + 2r). 
This contradiction proves the theorem. 
3. SOME BASIC LEMMAS 
To establish existence theorems for periodic solutions of (*) and more 
general second order systems, we will employ three lemmas which are 
concerned with a priori bounds for periodic solutions of a two-dimensional 
first order system containing a parameter. 
Consider the two-dimensional system 
x’ -zy 
3” = (1 - )I)p?(t) - g(x)] - XW% (DA) 
where E(t) is a continuous 2rr-periodic function, x(x) is of class Cl with 
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g(0) = 0, w is a constant, and X E [0, 11. Suppose further that there exist a 
positive number 6 and an integer n such that the inequality 
(n + qz < g’(x) < (n + 1 - qz (2) 
holds for all x, and w is chosen so that 
(n + S)2 < w2 < (n + 1 - S)2. (3) 
For each fixed X E [0, 11, let us denote the solution col(x(t), y(t)) of (D,) 
such that x(O) = a and y(0) = b by 
co&+, a, 4 3, ~0, a, h 4). 
The right side of (DA) is continuous on R4 and, by (2) and (3), it is easy to see 
that the right side of (D,,) satisfies a uniform Lipschitz condition with respect 
to (x, y) on R2, independent of t e (-co, CO) and A E [0, I]. Thus, for any 
(a, b, X) E R2 x [0, 11, the solution 
cob(t, a, b, 4, r(t, a, b, 4) 
is unique and exists for all t. Furthermore, the solution is continuous for all 
(t, a, b, A) in R3 x [0, 11. 
LEMMA A. Let Y be some positive number. There exists a number R(r), 
independent of X E [0, 11, such that if 
a2 + b2 > R2(r), 
then 
X2@, a, b, A) + r”(t, a, b, 4 >, y2 
for all t E [0, 2~1. 
Proof. Let us define a function V by 
V(x, y, A) = y2 + hdX2 + 2( 1 - A) s; g(s) ds. 
It follows that V(x, y, h) 3 0 on R x R x [0, l] and 
(4) 
uniformly for all h E [0, 11. 
Evaluating V along the solution col(x(t, a, b, A), y(t, a, b, A)) for fixed 
(a, b, h) E R2 x [0, 11, we can define a function 
W(t) = VW, a, b, 4, y(t, a, b, 4, A). 
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Since 
W’(t) = 2(1 - 
it follows that 
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h) y(t, a, 6, h) E(t) > -22/W(t) Ii’, where E 
z/W(t) 3 z/wco, - Et 
By (4) there exists R(r) so large that if 
for all t 2 0. 
Let 
my I W, 
(5) 
and h E [0, 11, then 
V(x, y, A) > (d/m(Y) + 2nE)2. 
Suppose a2 + b2 3 R2(r), X E [0, l] and t E [0, 2~1. By (5) 
-- 
3 %Qo - Et > (d/m(r) + 27rE) - Et > 2/qi, 
for all t E [0, 2~1, and so 
x2(t, a, 6, X) + y”(t, a, b, A) 2 Y2 
for t E [0, 2771. 
Note that the number R(r) depends only on Y, 6 and the bound E of E( 
and not on the particular function E(t) in the system (D,,). 
LEMMA B. There exists a number A such that if 
a2 + bz > A2, 
then 
col(x(2n, a, 6, X), ~(277, a, b, X)) f  col(a, 6) 
for aZ1 h E [0, I]. 
Proof. Let us choose a positive number /3 < 1 such that 
:t) 
(n + S)2 - p 2 qq (6) 
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and 
(?z + 1 - S)Z + /3s < (n ;;,“)” . (7) 
Such a choice of /3 is possible since both sides of the above inequalities are 
continuous functions of fl and the strict inequalities hold for /3 = 0. Choose C 
so large that 
for all t. 
Now by Lemma A there exists a number A such that if 
a2 + b2 > A2, 
then 
x2@, a, 4 4 + y”(t, a, b, 4 3 C2 
for all t E [0,27r] and h E [0, 11. We will show that this number satisfies our 
lemma. 
Consider fixed (a, b, X) E R2 x [0, I] such that a2 + b2 > A2 and put 
x(t, a, b, h) = r(t) sin e(t) 
and 
y(t, a, b, h) = r(t) cos O(t). 
Since y(t) 3 C > 0 for t E [0,27r], we can compute 0’(t) and find that 
B’(t) = At, a, b, 4 W, a, b, 4 - 4t, a, b, 4 y’(t, a, 64 
X2@, a, b, 4 + y”(t, a, b, 4 
= (308~ B(t) + Au2 sin2 O(t) 
+ (1 - 4[gW) sin O(t)) - E(t)] sin O(t) 
y(t) 
Now by (2) and (3) 
W(t) > cos2 e(t) + X(72 + S)2 sin2 O(t) 
+ (1 - X) [(n + S)2 sin2 O(t) - $ sin e(t)]. 
Therefore by (8) 
e’(t) 2 ~052 e(t) + (~2 + S)2 sin2 e(t) - (1 - X) pz 
> co9 O(t) + (n + S)2 sin2 B(t) - p2 
= /l - ,B2) c0s2 e(t) + [(n + S)2 - pa] sin2 e(t) 
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and hence by (6), 
O’(t) > (1 - 8”) cos2 B(t) + w sin2 e(r). (9) 
Similarly, by (2), (3) and (8), 
O’(t) < cos2 6(t) +- A(n + 1 - S)z sin2 B(t) 
+ (1 - A) [(n + 1 - S)z sin2 e(t) - $# sin e(t)) 
< co9 B(t) + (n + 1 - S)z sin2 0(t) + /3” 
= (1 + p”) cos2 0(t) + [(n + 1 - S)2 + /3”] sin2 0(t), 
and so by (7), 
O’(t) < (1 + j3”) (30s~ O(t) + (n T: apJ2 sin2 0(t). WV 
Now let K be the integer such that 
27rK < 8(27r) - .9(O) < 277(K + 1). 
For Q1 > 0 and Q2 > 0 it is known that 
I 
277 
o Q12 cos2 x : Q22 sin2 x = Qs2 
and therefore 
24X + 1) = fl(Ol+‘h(Ktl) 
?i +p 8 (0) (1 -/P)cos2~~(.-B)ain2~ 
8(2n) ds 
> 
8(o) (1 -- /32) cos2 s f w sin2 s ’ 
Making the change of variable s = 0(t), 
I 
w2n) ds 
8(o) 
s 
271 6’(t) dt = 
(fz + B)” . 2 
> 2n 
a (1 - p) COG t?(t) + m sin e(t) 
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by (9). Thus K 3 n - 1 + ,6 or K > n since K is an integer, and 
2%% < 0(2a) - e(0). 
But let us note that if 0(27r) - 0(O) = 27rn, we would have 
2rr?z 8(2x) ds __ = 
n+P i e(o) 
(n + 8)” 
(1 -~*)cos2s +-----sin2s 
1 -p” 
and hence that n > n + /3 which is absurd. Consequently 2rn < 0(27r) - e(O). 
Similarly, using (lo), we can show that 
(n :;“- B) = I 
e(O)fPnK 
B(O) (1 +/~~)cos~s +yn :ijB)‘sin2r 
so that K < n + 1 - ,8. Hence K < n since K is an integer, and therefore 
we have K = n. Thus 
2702 < 0(2n) - e(0) < 2%+2 + 1) 
and we see at once that 
col(x(2rr, a, b, h), y(2x, a, b, h)) f  col(a, b). 
Let us note that the number iz depends only on n, 6, g and the bound for 
E(t), and not on the particular function E(t) appearing in (DA). 
Now consider the second order differential equation 
XI + g(x) = e(t) (*I 
where e(t) is continuous and 2n-periodic and g(x) is a function of class Cl 
with g(0) = 0. Assume as before that there exist a positive number 6 and an 
integer n such that 
(n + S)2 <g’(x) < (n + 1 - 8)2. 
LEMMA C. Let Y be somepositive number. Assume that x(t) is a solution of (*) 
and let y(t) = x’(t). There exists a number l?(r) such that if 
x2(0) + y2(0) < r2, 
then 
for all t E [0,27;]. 
x2(t) + y”(t) < d2(r) 
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Proof. Let us define a function V by 
s 
L 
I$Y,y) =: y” 1 2 g(s) f/S. 
0 
Because of the conditions imposed on g(x), V(x, y) ,: 0 for all .2: and y  and 
lim , v2),,, WY) = +a. CX?, (11) 
Writing equation (*) as the system 
9’ ::: y  
4” : e(t) - g(x) 
and evaluating V(s, y) along the solution col(x(t), y(t)) of this system, we can 
define 
W(t) 7~ C@(t), y(t)). 
Since w’(t) = 2y(t) e(t) -< 22/W(t) I’ 3 w ere E = max 1 e(l),, it follows that h t 
dct’(t> ;= z/w@) -j- Et (12) 
for all t $ 0. 
Set m(r) = max~,2+1/2~r~~ V(Y, y) and consider a solution col(x(t), y(t)) of 
our system such that 
x2(0) + y2(0) CT; 9. 
By (12) dV(x(t),y(t)) < z/m(r) + 27~E for tE[O,2n] and by (ll), we can 
choose I?(Y) so large that 
dV(x, y) > diqiy f  2rrE 
for (x2 + y2) 2 I+(r). Consequently x2(t) + y”(t) < lZ2(r) for t E [0, 2~1. 
Note that the number I?(Y) depends only on Y, g and the bound of e(t), not on 
e(t) itself. 
4. A PERTURBATION THEOREM 
To yield the existence of a 2r-periodic solution of (*), we will also require 
the following theorem: 
THEOREM 4.1. Let f  (t, X, CL) be continuous and have continuous partial 
derivatives with respect to the components of Zfor 
(t, x, p) E (-co, co) x R” x [0, 11. 
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Suppose that f  (t + T, X, CL) = f (t, 2, CL), where T > 0, and suppose all 
solutions of 
5’ =f(t, x, p) PJ 
are defined for all t. Assume that if PLO E [0, l] and if p(t) is a T-periodic solution 
of 
3 = f  (4 K PO), R,) 
then ljp(O(o)ll < A, independent of p,, , and there exists no nontrivial T-periodic 
solution of the linear T-periodic djlferential system 
ifi+ = fcc(t, p(t), P”) ?-5. 
If  for J.L = 1 (DJ has a T-periodic solution, then (D,) has a T-periodic solution 
for allp E [0, I]. 
Proof. Define a set 
N = (p/p E [0, l] and there exists a T-periodic solution of (D,)} 
and note that Ai f  0, since 1 E M. Hence if we can show that N is both open 
and closed in [0, 11, we will have that IV = [0, 11. 
Let p,, E N. By hypothesis, there exists a T-periodic solution j%(t) of (DUO) 
such that the linear periodic system 
a’ = f,(t, p(t), p”) s 
has no nontrivial T-periodic solutions. I‘hus, by the PoincarC perturbation 
theorem, there exists a positive number (5 and a function &t, CL) which is 
defined and continuous on (-co, co) x [CL,, - u, p0 A- o] such that 
fl(t + T, PCL) = @, EL) 
and 
Q’(4 P) =f(t, Q(t, P), I*) 
for all p E [pO - u, pa + u]. Hence IV is open in [0, 11. 
Let ,u* be a limit point of N in [0, I], and let {P?~} be a sequence in N 
converging to ,A*. By hypothesis, for each n there exists a T-periodic solution 
j&(t) of the differential system 
5’ =f (4 5, Pn) 
such that /I &(O)ii < A for all n. There exists a point p* E R” and a subsequence 
{ F&9> of -t Ado)) such that A,(O) 
x(t,jY*, p*) uniformly on [-T, T], 
converges to p*. Hence jY,Jt) converges to 
where %(t,jY*, p*) is the solution of (D,*) 
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which passes through jY* at t = 0. %(t, p*, p*) is Y-periodic on [-2’, T] 
and is clearly extendable to a T-periodic solution of (D,*) on (--co, co). 
But this implies that f~* EN and thus, N is closed in [0, I]. Since [0, I] is 
connected, we must have that N =-= [0, I] which completes the proof. 
5. AN EXISTENCE AND UNIQUENESS THEOREM 
In this section, we shall prove a result which is a partial generalization of a 
result of W. S. Loud which was stated in Section 1. 
THEOREM 5.1. Let e(t) be a continuous 2rr-periodic function. Assume that 
g(x) is of class Cl with g(0) I--= 0 and that g(x) satisfies condition (2) for some 
integer n and some S > 0. There exists a unique 2r-periodic solution of the 
difkrential equation 
2 + g(x) = e(t). (*) 
Proof. Consider the two-dimensional system 
x’ =y 
y’ = (1 ~ h)[e(t) -- g(x)] ~ h0A PA) 
where h E [0, 11, w is a constant such that 
(n + S)2 < 03 < (n T- 1 - 8)2, 
and e(t) and g(x) are as given in the statement of Theorem 5.1. The right side 
of (D,) is continuous on (-co, co) x R2 x [0, I] and satisfies a uniform 
Lipschitz condition with respect to (x, y) E R2, independent of t E (-co, co) 
and A E [0, 11, and hence the solutions of (D,) for X E [0, 1] exist for all t. The 
right side of (D,) has continuous partial derivatives with respect to x and y, 
and is periodic in t with period 2~. If  h = 1, col(0, 0) is a solution of (D,). 
Now let A, E [0, I] and suppose that p,,(t) = col(Fi:‘(t), v::‘(t)) is a 
2n-periodic solution of the differential system 
x’ z-y 
y’ == (1 - h&e(t) - g(x)] - h,w2x. 
PAJ 
By Lemma B of Section 3 there exists a number A, independent of X E [0, I], 
such that I( @n,(O)ii < A. Hence, if we can show that the linear 2r-periodic 
system 
WI [I’ L = W.2 “(1 -- Xo)g’(#$t)) - A”clJ2 :, 
w 
IL I w: 
(13) 
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has no nontrivial 2n-periodic solutions, we will have the existence of a 
2n-periodic solution of (D,) f  or each value of h E [0, I] by Theorem 4.1. In 
particular, we will have the existence of such a solution for h = 0, and hence 
a 2rr-periodic solution for equation (*). By Theorem 2.1, this solution must 
be unique and the proof of this theorem will be complete. 
If  f(t) = col(s,(t), sa(t)) is a nontrivial 2rr-periodic solution of system (13), 
then sr(t) is a nontrivial 2n-periodic solution of the differential equation 
Z” + [(I - h,)g’(y$‘(t)) + Xp”] z = 0. 
If p(t) = (1 - 4) g’(TJ$t)) + bJ2, then p(t) is continuous and Zrr-periodic 
and satisfies the inequality 
n2 <p(t) < (n + 1)2 
for all t. Referring to the proof of Theorem 2.1, we see that there exists a 
number c such that 
Sl’(C> # Sl’(C + 24 
which is a contradiction. Hence, by a previous remark, the proof is complete. 
COROLLARY. I f  in addition to the hypotheses of Theorem 5.1 e(t) and g(x) 
are both odd, then the unique 2n-periodic solution of (*) is odd. 
Proof. Let us denote the unique 2r-periodic solution of equation (*) by 
v(t). Thus 
4(t) + g(dt)> = 4 
for all t, and therefore 
-F”(-t) - g(v(-t)) = -e(-t) 
for all t. Hence, defining y(t) = -y(-t), 
r”(t) + g(N) = e(t) 
by the oddness of e(t) andg(x). Th us, sincey(t) is 2n-periodic, we have 
p)(t) -y(t) ES -9)(-t) 
by uniquenss which completes the proof. 
COROLLARY. If in addition to the hypotheses of Theorem 5.1 e(t) is even, 
then the unique 2n-periodic solution of (*) is eve?. 
Proof. Again, let us denote the unique 2a-periodic solution of equation (*) 
by g)(t). Thus 
y”(t) + gb(tN = 40 
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for all t, and therefore 
vq-4 + g(v,(--t)) = 4-t) 
for all t. Hence, defining y(t) = p)(-t), 
y”(t) + g(y(t)) = e(t) 
since e(t) is even. Thus, since y(t) is Zn-periodic, 
c&t) = y(t) 5% qn(-t) 
by uniqueness which completes the proof. 
6. A BASIC EXISTENCE THEOREM 
The following theorem was pointed out to me by Professor A. C. Lazer. 
It will play a fundamental role in a partial generalization to systems of Loud’s 
result, as given in Section 1. 
THEOREM 6.1. Let f be a function of class Cl on R” with values in R”. Let 
F be a function which is continuous and bounded on (- 03, CO) x Iin with values 
in Rn, and which satisfies the property that F(t -k T, 3) ES F(t, X) for some 
positive number T. Assume that if p(t) is a continuous T-periodic function 
de$ned on R with values in R’“, then the differential system 
.v' -=f(x) +F(t,p(t)) (14) 
has a unique T-periodic solution with norm less than A, some positive number 
independent of p(t). Then there exists a T-periodic solution of the d$erential 
system 
F' --f (5) + F(t, %). (15) 
Proof. Consider the set 
B = (~/FE C(R, R”) andp(t + T) GZ p(t)}. 
Defining addition and scalar multiplication on B in the usual manner, B will 
be a real linear space. Furthermore, if we define the norm of j by 
11 p’l = max ~ p(t)1 
ts[O,T] 
= t$;$7 {(PI(t))” + ... + (Pn(t))2;1’2, 
(B, /j 11) becomes a real normed linear space. 
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Define a mapping G of B into B by G(p) = g, where &(t) is the unique 
T-periodic solution of (14). By hypothesis j/ g, iI < A and hence if we define 
S, = (p/FE B and il$ll <A}, 
we have G(S,) Z SA . Clearly S, is a closed, bounded and convex set. 
To show that G is a continuous function, suppose { $Q} is a sequence in B 
such that 
where $7 E B. Consider the differential systems 
X’ = f(3) + qt, P(t)) P) 
and 
3 = f(x) + F(f, i%(f)) PAL) 
for n = 1, 2,... . By previous remarks &, = G( j5) is a T-periodic solution of 
(D) and gP, = G( fi,J is a T-p eriodic solution of (&) for each ?z = 1, 2,... . 
We assert that 
t+c &Pn(0) = ~,P). (16) 
For if not, there must exist a subsequence {&JO)} of {Q,,(O)} and a point 
a # Q,(O) such that 
p&p, = a; 
as / Q,,(O)! <. A for all n = 1, 2 ,..., by hypothesis. Considering the differential 
system (D), let y(t) be the solution of (D) such that ~(0) = (z. Then by a 
known theorem on continuity of solutions, we can conclude that 
uniformly on the interval [0, 2’1. Thus y(O) = y(T) and therefore y(t) can 
be extended to a T-periodic function defined on (- 00, co) which satisfies (D) 
on this interval. But this is a contradiction since gP(t) is the unique T-periodic 
solution of (D) and gp(t) + r(l). Hence (16) is established. 
Now by (16) and the known theorem on continuity of solutions mentioned 
above, 
;+2 a& = ai4 
uniformly on [0, T], and therefore 
lim II QD, n-t= -8,li =O 
which implies that G is a continuous function on B. 
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Furthermore, the restriction of G to S, is a compact mapping. For let {sn; 
be an arbitrary sequence in G(S,). Now, 
is the unique T-periodic solution of the differential system 
x’ =-- f(x) + F(t, jgt)) 
for n = 1, 2,... . Thus, by hypothesis, 1 sJt)i < A for all n and all t. Sincefis 
bounded on S, and F is bounded, there exists a number K such that 
/ cjTL’(t)I :< K for all n and all t. Hence by Ascoli’s Lemma, there exists a 
subsequence {qnn,} of {(r?i} and a function 4 such that 
uniformly on [0, T]. Now q(t) is continuous and can be extended to 
a T-periodic function on (-co, SO) and therefore, q E B and 
Hence every sequence in G(S,) has a convergent subsequence and so G(S,) 
is a relatively compact set. Since the continuity of G has been established, 
G/S, is a compact mapping. 
Because of the nature of the set S, and the mapping G/S,, we may apply 
Schauder’s Fixed Point Theorem as stated in [2]. Hence there exists p* E S, 
such that G( p*) = p*, or equivalently, there exists p* E S, such that 
(F*(t))’ = f( F*(t)) + F(t, F*(t)). 
This proves the theorem. 
7. SECOND ORDER SYSTEMS 
The following theorem generalizes to systems part of a result of W 
as given in Section 1. 
THEOREM 7.1. Consider the second order system 
.x; + g&J = h& x1 )...) x, ) x1’ )...) x,‘) 
. s. Loud, 
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for k = 1, 2,..., n. Assume the functions h, aye continuous and bounded on 
R2n+1 with values in R and 
hk(t + 277, x1 ,..., xn , x1’ ,..., x,‘) = h,(t, xl ,..., x, , x1’ ,..., x.,~‘) 
for k = 1, 2,..., n. Assume further that the.functions gr satisfy gk(0) = 0 and 
have continuous derivatives, and that there exist integers mk , k = 1, 2,..., n, and 
S > 0 such that 
(m, + SJz G gk’(xk) < (mlc + 1 - V 
for k = 1, 2,..., n. There exists at least one 2r-periodic solution of the system(**). 
Proof. I f  we define 
and 
52 = COl(Xl , y1 , 22 , y2 ,...T 2, , Yn), 
.m) = COl(Yl > -g1(-%), Y2 7 -g,(x,),-, Y?Z Y -g&n)), 
F(t, x) = col(O, h,(t, ~1 ,..., x, , ~1 ,..., Y,), . . . . 0, 446 ~1 ,... , xn , ~1 ,..., rn)), 
then the second order system (* *) can be written as the first order system 
x’ = f(S) + F(t, X) 
where, by hypothesis, we see that f  E C’(R2”, R2n), FE C(Rzn+‘, Rzn), F is 
bounded and F(t + 277, X) EG F(t, x). 
Now let p(t) = col( p,(t),$,(t),...,p,(t),$&(t)) be any 2n-vector valued 
function which is continuous and 2n-periodic and consider the first order 
system 
x’ = f(x) + F(t, p(t)). (17) 
Recall that for each k = 1, 2 ,..., n, we have 
4 + g&d = hit, F(t)) (18) 
where hlc(t, p(t)) is a continuous 2r-periodic function and g,(x,) E C’(R, R) 
with 
(mk + Sj2 < gk’(xk) < (mk + 1 - S)2 
for all xk . By Theorem 5.1, there exists a unique 2n-periodic solution, 
yk(t), of (18) for each k = I, 2 ,..., n. Applying Lemma B of Section 3, we 
have the existence of a number A,, independent of p(t), such that 
b%(W2 + h’(w2)1’2 d 4 
for each k = 1,2,..., n. Furthermore, by Lemma C of Section 3, for each 
k = 1, 2,..., n, there exists a number &(A,), independent of P(t), such that 
K9)kW + (%‘(t))2)1’2 < &hJ 
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for t E [0, 2~1. Thus, defining 
+xt) = col(Pl(th PlV), F2(% 9)2WY, %W, 9&Y% 
q(t) is a unique 2rr-periodic solution of (I 7) and 
I WI = ((dt))” + (9+‘(t>)2 + -.. + (Pn(t))2 + (%z’(t))“)‘~” 
:< (fi’,(A,)2 + .*- + IZ,(A,)2)1/” = A”. 
Since &,(A,) is independent of p(t), A* is independent of j(t) and hence, 
there exists a an-periodic solution of the second order system (**) by 
Theorem 6. I. 
8. EQUATIONS WITH SYMMETRIES 
THEOREM 8.1. Let e(t) be an odd, continuous and 2m-periodic function and 
let H(x) be an odd, continuous and boundedfunction on R. Assume that h(x) is an 
odd function of class C1 on R and that there exists an integer n and a positive 
number 6 such that 
(n --I 6)” .$ h’(x) < (n 4 I -~ S)2 
for all x. There exists an odd, 2n-periodic solution of the da.erential equation 
x” $ h(x) -1 H(x) 7: e(t). 
Sketch qf the Proof. Let us define a set 
B, =:- (p/p E C(R, R), p is odd and p(t !- 27~) := p(t)). 
I f  we define addition and scalar multiplication on II, in the usual manner and 
then define a norm on B, by 
for all p E B, , (B, , 11 ~1) will be a real normed linear space. 
Now define a function GI on B, by Gr( p) = Q,, , where Qp(t) is the unique 
odd 2n-periodic solution of the differential equation 
x” + h(x) = e(t) - H(p(t)). (19) 
Such a solution exists by the first corollary to Theorem 5.1. Defining the set 
S, = (p/p~Blandllpll <A), 
S, is clearly a closed, convex and bounded set and by Lemmas B and C of 
Section 3, it follows easily that Gr(S,) C S, for a suitable choice of A. 
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Writing the differential equation (19) as the two dimensional system 
XI =y 
Y’ = --h(x) + [e(t) - ffM4)1, 
(20) 
clearly Qp(t) = co&?&), !Zg’(t)) is a unique 2z--periodic solution of (20). Now, 
by making only obvious modifications in the proof of Theorem 6.1, it is easy 
to show that G, is continuous and G,(S,) is a relatively compact set. Hence, 
by Schauder’s Fixed Point Theorem, there exists a p* E S, such that 
G,( p*) = p*, or equivalently, there existsp* E S, such that 
(P*(t))” + h(P*W) + H(P*(t)) = 4th 
and the proof is complete. 
THEOREM 8.2. Let e(t) be an even, continuous and 2r-periodic function and 
let H(x) be a continuous and boundedfunction on R with H(0) = 0. Assume that 
k(x) is a function of class Cl on R with k(0) = 0 and that there exist an integer n 
and a positive number 6 such that 
(n + Qz < h’(x) < (n + 1 - a)p 
for all x. Tlzere exists an even, 2rr-periodic solution of the differential equation 
X” + k(x) + H(x) = e(t). 
Sketch of the Proof. Define a set 
B, = {p/p E C(R, R), p is even andp(t + 23~) = p(t))- 
and proceed just as in the proof of Theorem 8.1, replacing B, by B, and 
applying the second corollary to Theorem 5.1 to define a mapping G, of B, 
into B, . Apply Schauder’s theorem as in Theorem 8.1, and the proof will be 
complete. 
Recall that a function f is even and odd-harmonic if and only iff (t) = f  (- t) 
and -f(t) z f  (71. - t). The following theorem is a more complete generaliza- 
tion of Loud’s result as given in Section 1. 
THEOREM 8.3. Let e(t) be an even, odd-harmonic, continuous and 2+periodic 
function and let H(x) be an odd, continuous and bounded function on R. Assume 
that k(x) is an odd function of class C1 on R and that there exist an integer n and 
a positive number 6 suck that 
(n + S)z < k’(x) < (n + 1 - S)z 
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for all x. There exists an ezen, odd-harmonic, 2z--periodic solution of the 
dzzerential equation 
x” 7 h(x) -f N(x) = e(t). 
Sketch of the Proof. Let us define a set 
B, = (p/p E C(R, R), p is even and odd-harmonic, andp(t + 2x) ~~ p(t)}. 
I f  we define addition and scalar multiplication on B, in the usual manner and 
then define a norm on B, by 
for all p E B, , (B, , I/ 11) will be a real normed linear space. 
Now, we shall define a function G3 on B, as follows: 
For p E B, , consider the differential equation 
x” c h(s) = e(t) - N(p(t)). (19) 
By Theorem 5.1, there exists a unique 2r-periodic solution, Qp(t), of (19); 
moreover, by the second corollary to this theorem, fJD(t) ~= Q,( -t). But since 
&(2) is a solution of (19), 
-Q~(T - t) - h(x(n t)) = -e(v -~~ t) + H(p(r ~- t)) 
for all t. Thus, if we define y(t) -~ -Q,(n - t), it follows that 
y”(t) -t h(y(tN = 44 - WA9 
by the oddness of h(.x) and Ii(. ) x and the identities -e(t) ~:- e(n -- t) and 
-p(t) r= p(r - t). Since y(t) is 2r-periodic, ,OP(t) := y(t) =: -Q,(n - t) 
by Theorem 2.1. Hence SD(t) is a unique even, odd-harmonic, 2rr-periodic 
solution of (19). Set G3( p) = ,O, for all p E B, . 
Using the same reasoning as in the proof of Theorem 8.1, we can show there 
exists p E B, such that Ga( p) = p and the proof is complete. 
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