Abstract-In this work, travel destinations and business locations are taken as venues. Discovering a venue by a photograph is very important for visual context-aware applications. Unfortunately, few efforts paid attention to complicated real images such as venue photographs generated by users. Our goal is fine-grained venue discovery from heterogeneous social multimodal data. To this end, we propose a novel deep learning model, category-based deep canonical correlation analysis. Given a photograph as input, this model performs: 1) exact venue search (find the venue where the photograph was taken) and 2) group venue search (find relevant venues that have the same category as the photograph), by the crossmodal correlation between the input photograph and textual description of venues. In this model, data in different modalities are projected to a same space via deep networks. Pairwise correlation (between different modality data from the same venue) for exact venue search and categorybased correlation (between different modality data from different venues with the same category) for group venue search are jointly optimized. Because a photograph cannot fully reflect rich text description of a venue, the number of photographs per venue in the training phase is increased to capture more aspects of a venue. We build a new venueaware multimodal data set by integrating Wikipedia featured articles and Foursquare venue photographs. Experimental results on this data set confirm the feasibility of the proposed method. Moreover, the evaluation over another publicly available data set confirms that the proposed method outperforms state of the arts for cross-modal retrieval between image and text.
I. INTRODUCTION
Visual context-aware applications are very promising because they can provide suitable services adapted to user context. We consider two kinds of scenarios.
1) A user is very interested in a venue photograph obtained from social sharing platform on the Internet, but he does not exactly know where this photograph was taken. 2) A user visits a venue for the first time. He does not know exactly where he is, and the GPS module of his mobile device fails to compute a position, because the user is in an urban canyon, in a building or underground. It is expected that with a photograph the user takes, venue discovery helps to find the exact venue and a group of relevant venues whose textual/visual features also match the photograph. The former captures user context, while the latter is important for venue recommendation. When the position of a user is really available, even erroneous, it helps to narrow the search range of venues and further improve system performance.
Fine-grained venue discovery from a photograph was almost impossible years ago because we lack reliable venue data sources. Fostered by multimedia technology innovation and mobile user engagements, business-related social multimedia data and information have been expanding with large volumes over the Internet, e.g., featured articles for business venues in Wikipedia, business venue photographs on Foursquare and Yelp, and video advertising on YouTube. On the other hand, the growth of venue photographs containing visual business contents has made various business services significantly more visible to a seeker on the Internet, leading to a visit or a purchase in the physical world. The interactions between users and venues result in various multimedia data and information aggregated on the Internet, which brings us new opportunities to finegrained venue discovery by leveraging the power of social multimodal data. Here, "multimodal" means that each venue has multiple representations in different modalities like text and vision (images).
Some literature has investigated venue discovery, e.g., the prediction of geographic category of a photograph [1] or visual concept of a photograph [2] , or the coarse prediction of the location of a photograph [3] . However, few efforts focus on fine-grained venue discovery with more complicated real images generated by users such as venue photographs containing objects, geographic categories, and more meaningful semantic descriptions.
Fine-grained venue discovery relies on the correlation analysis between images and text description of venues. This is a "cross-modal" analysis because it compares data in one modality with data in a different modality. Many efforts have been carried out for unimodal or cross-modal classification and retrieval tasks. Research in a unimodal task includes, e.g., using deep networks for scene recognition [4] , using deeper networks to achieve better performance in image classification [5] , [6] , clustering heterogeneous social media objects by a probability measure [7] , and generalizing features extracted from a specific data set in a fully supervised fashion for generic tasks [8] . Some works investigated multiple modalities, e.g., event summarization by leveraging both visual and textual information [9] . Recently, there are some initial work on cross-modal correlation, such as predicting answers given an image and a question as inputs [10] , analyzing pairwise correlation between images and their captions [11] , cross-modal retrieval by canonical correlation analysis (CCA) [12] , kernel CCA (KCCA) [13] or discriminative alternating regression [14] , and cross-modal hashing by binary set embedding [15] .
In this work, we investigate venue-related multimodal data from Wikipedia and Foursquare, and study: 1) exact venue search (find the venue where the photograph was taken) and 2) group venue search (find relevant venues that have the same category as the photograph) in a joint framework for fine-grained venue discovery. To the best of our knowledge, this is the first study that focuses on the joint optimization by visual and textual diversity of venues over an integrated venue-related multimodal data. To this end, we propose a category-based deep CCA (C-DCCA) method, where data in different modalities are nonlinearly projected to the same space via deep networks so that data of different modalities from the same venue or from different venues with the same category are highly correlated in that space.
The contribution of this work is three fold that are as follows.
1) The proposed C-DCCA method is an important extension to deep CCA (DCCA) [16] . A rank list of relevant venues that have the same category as the input photograph is predicted, and the exact venue where the photograph was taken appears in the top. To this end, pairwise correlation (between different modality data from the same venue) and category-based correlation (between different modality data from different venues with the same category) are jointly optimized. 2) Fine-grained venue discovery is done by leveraging heterogeneous multimodal contents. Although each featured article of a venue in Wikipedia contains rich text information about the venue, its accompanying photograph cannot well represent all the visual information. Therefore, we further exploit venue photographs from Foursquare. In this way, the number of photographs per venue in the training phase is increased to capture rich text information of a venue. 3) Extensive experiments on multimodal venue-related data set verify the feasibility of the proposed C-DCCA model. In addition, the evaluation on a publicly available data set [12] confirms that the proposed method outperforms state of the arts for cross-modal retrieval between image and text. The rest of this work is organized as follows. Related work is reviewed in Section II. Section III explains the preliminary of CCA and DCCA. Then, Section IV presents the proposed C-DCCA architecture in our work. Experimental evaluation results are shown in Section V. Finally, Section VI concludes this work.
II. RELATED WORK Generally speaking, fine-grained venue discovery by leveraging heterogeneous social multimodal data set is a very challenging research topic. It is related to two research lines in the following.
A. Cross-Modal Correlation Learning
Automatically learning to represent cross-modal correlations between images and texts has attracted lots of research interests in the areas of computer vision, natural language processing, and machine learning. CCA [17] , cross-modal factor analysis [18] , and bilinear model [19] as joint dimensionality reduction techniques were proposed to learn linear functions that map different modalities to the same canonical (semantic) space where the correlation between two modalities is maximized. It is a very popular embedding method for matching images against texts. KCCA [20] is an extension of CCA to calculate nonlinear correlations by leveraging the kernel trick. In comparison, DCCA [16] models nonlinear mapping by deep neural networks (DNNs) and on this basis maximizes correlation across different modalities. Cross-modal correlation between images and their captions via DCCA is analyzed in [11] . General crossmodal correlation between images and rich text information is studied in [12] by CCA and in [13] by KCCA.
B. Predicting Venues From Images
There are some existing works which concentrate on location or venue category prediction from images [1] - [3] , [21] - [24] . Reference [1] related to inferring geo information from an image is to estimate a distribution of geographic locations by utilizing a data-driven scene matching method. However, it targets for outdoor images at the level of coarse granularity such as a city.
Schindler et al. [3] proposed to select the vocabulary by using the most informative features and exploit vocabulary tree search for largescale location discovery within a city based on investigating street view images. The level of granularity is within a 20 km urban terrain. Friedland et al. [21] leverage multiple sources of information to infer the location of a video. Their location discovery is at region-scale granularity. Moreover, the task of landmark discovery [22] , [23] is to recognize buildings or objects from a given image, which is closely related to location prediction. It usually needs to classify images according to objects. Some hand-crafted features such as scaleinvariant feature transform (SIFT) are extracted to represent images. Lin et al. [24] learn deep representations to localize a ground-level image where aerial images are used to help location prediction. They are able to obtain a finer granularity but only applicable to outdoor images with buildings in a city scale. Some researchers have tried to use convolutional neural network (CNN) to detect visual concepts as textual words, convert them to a word vector, and combine this with visual feature to represent venues for venue recognition [2] . This, however, in essence used only visual information.
C. Short Comparison
Distinguished from state-of-the-art approaches that mainly focus on pairwise correlation [11] , [12] (between different view data of the same object), we introduce category information into the two-branch deep network. In addition, we optimize both pairwise correlation and category-based correlation in a joint framework. Compared with the methods that predict coarse location from images at city-scale granularity [3] , [21] , fine-grained venue discovery in our work aims to search a relevant venue (the context of a photograph indicating where the photograph was taken), by leveraging the cross-modal correlation between images and rich text information of venues. In addition, we use more photograph resources to better capture different visual aspects of a venue.
III. PRELIMINARIES
CCA has been a very popular method for embedding multimodal data in the shared space. Before presenting our C-DCCA model, we first give an outline of CCA and its typical extensions: KCCA and DCCA.
Let x ∈ R m (e.g., visual feature) and y ∈ R n (e.g., textual feature) be zero mean random (column) vectors with covariances C x x , C yy , and cross-covariance C xy . When a linear projection is performed, CCA [17] tries to find two canonical weights w x and w y , so that the correlation between the linear projections u = w T x x and v = w T y y is maximized.
When multiple pairs of canonical weights are needed, it is equivalent to solve the following equation:
where I is an identity matrix, tr(·) is the trace of a matrix, and W x and W y are weight matrices with w x and w y as their columns.
and let U k and V k be the first k left-and right-singular vectors of T , W x and W y can be computed as follows:
In the actual computation, C x x and C yy are estimated from instances of x and y with regularization. Once the canonical weights (W x and W y ) are learned, they can be used to map new data of different modalities to the same space for correlation analysis. One of the known shortcomings of CCA is that its linear projection may not well model the nonlinear relation between different modalities. KCCA [20] extends CCA to calculate nonlinear correlations, and tries to model the nonlinearity of low-dimensional space as a linear problem in a high-dimensional space. Assume
y φ Y , the basic CCA is applied as follows:
where w x and w y themselves can be represented by φ X and φ Y as w x = φ X α x and w y = φ Y α y , and (4) can be rewritten as
where
are defined as kernels. Similar to CCA, KCCA also maps x and y to the same canonical (kernel) space, although nonlinearly. These kernels and canonical weights obtained in the training stage can be used to map new data into the canonical space for correlation analysis. One of the potential problems of KCCA is that it may overfit to the training data.
DCCA [16] also tries to calculate nonlinear correlations between different modalities by a combination of DNNs and CCA. Different from KCCA which relies on kernel functions (corresponding to a logical high-dimensional (sparse) space), DNN has the extra capability of compressing features to a low-dimensional (dense) space, and then CCA is implemented in the objective function. The DNNs, which realize the nonlinear mapping (ϕ x (·) and ϕ y (·)), and the canonical weights (w x and w y ), are trained to maximize the correlation after the nonlinear mapping, as follows:
IV. ALGORITHM Here, we consider two tasks in the same framework: 1) exact venue search (find the venue where the photograph was taken) and 2) group venue search (find relevant venues that have the same category as the photograph) for a given photograph without accurate location information, 1 by the correlation between the input photograph and textual descriptions of venues in the database. Each venue has an assigned category, rich text description, user generated images, and accurate location information. Text and images inherit the same category of a venue. In the training phase, text and images of venues are used to learn the cross-modal correlation so that text features and visual features are highly correlated in the canonical space and text feature alone can well represent a venue. In the testing phase, visual feature of an input photograph is compared against the textual features of venues.
Typically, Wikipedia data contain one featured article and one photograph per venue. However, a single photograph cannot well represent all visual aspects of a venue. In contrast, Foursquare contains many photographs generated by users for each venue. In the training phase, we try to use Foursquare photographs to represent diverse visual aspects of a specific venue, described in the Wikipedia featured article. In other words, multiple Foursquare photographs are used to represent the same Wikipedia article, and featured articles in Wikipedia and Foursquare photographs for the same venues are integrated together so as to better learn the correlation between images and text.
Contrary to the existing methods of visual venue discovery, we propose C-DCCA for the cross-modal search between images and text. Our approach is an important extension of DCCA, which handles the correlation learning of diverse visual and textual contents for the specific venues in the real scenario of multimodal learning.
In the following, we express the motivation of learning strategy, formulate the problem of fine-grained venue discovery, and present the architecture of the proposed deep network in details.
A. Motivation of Learning Strategy
The ability to infer correlations between images and texts of venues is a prerequisite for the prediction of relevant venues for a given photograph. As discussed in Section I, today we can acquire hundreds of venue photographs or even more for a specific venue with different venue aspects in various media sharing platforms. Existing cross-modal correlation learning is a flat method which predicts the correlation based on the pairwise similarity between an image and a text article, which is not sufficient for learning the diverse aspects of a specific venue and the correlation between image and text of different venues with the same category. In this work, we make use of the Wikipedia featured article for a specific venue as its knowledge base and the corresponding venue photographs in Wikipedia and Foursquare as its visual contents, if the Foursquare image is visually similar to the Wikipedia image and is explicitly described by Wikipedia description. In this way, each venue has multimodal data (geographic categories, visual contents, and textual descriptions), and needs to be represented in the same space for the similarity comparison.
In many deep learning methods for recognition and discovery issues, fine-tuning layers suitable for new tasks is nontrivial. Moreover, some architectures are developed to jointly consider two or more tasks by utilizing different branches to concatenate each other. In this work, we tackle fine-grained venue discovery by optimizing the CCA objective function in the joint deep learning framework. Besides the pairwise correlation considered in DCCA, we also try to learn the category-based correlation between data of different venues with the same category.
B. Problem Formulation
As for a venue V , we denote its Wikipedia text as t W,V , its Wikipedia photograph as i W,V , and its Foursquare photograph set as I F,V . Given a social photograph i, the system will predict a rank list of venues, which includes the exact venue where the photograph was taken and relevant venues that have the same category as the photograph, based on the correlation between the input photograph and textual description of venues, as follows:
Because deep features from images and featured articles of venues are mapped into a common space where they are highly correlated, here textual feature alone is used to represent a venue. The function corr(·), which takes into account both the pairwise correlation , by using VGG16 and Doc2Vec, respectively). These features are further mapped to a common space, by using sub-DNN1 and sub-DNN2. Then, in the common space, new features of images and texts are divided into groups according to their categories, and CCA is applied in the objective function to adjust sub-DNN1/2, considering both pairwise correlation between features from the same venue, and category-based correlation between features from different venues with the same category. (ii) Venue discovery. With a given photograph as input, a rank list, which contains the exact venue where the photograph was taken and a group of relevant venues that have the same category as the input photograph, is predicted.
(among data from the same venue) and the category-based correlation (among data from different venues with the same category), is defined later by C-DCCA.
To improve the accuracy of predicting relevant venues of a photograph, in this work, I F,V is divided into two parts: I F,V ,1 is used together with i W,V to train the cross-modal model and I F,V ,2 is used for the test. Fig. 1 shows the whole framework. Part (i) in dashed gray line illustrates the proposed network architecture. From the images and text articles, visual features and textual features are extracted, respectively. These features, however, belong to different modalities and cannot be compared directly. Therefore, they are mapped to a common space, by using sub-DNNs. To enhance the correlation in this common space, CCA is used as the objective function. Either of the sub-DNN models consists of three fully connected layers. To capture the common features of similar venues, we use geographic categories defined in Foursquare as concepts to divide venues into groups. Both the pairwise correlation between photographs and text of the same venue, and the category-based correlation between photographs and text of different venues with the same category, are considered in the CCA objective function, which is used to adjust the sub-DNNs.
C. Architecture of the Proposed Network

1) Visual Feature Extraction:
Recently, CNNs have demonstrated excellent performances in image recognition tasks. In particular, CNNs have the great capability in learning complex features for representing visual contents, which is superior to hand-crafted features such as HOG [25] and SIFT [26] . Therefore, in the image branch, we take the VGG16 model [5] pretrained on ImageNet as an example to extract visual features for all the images, although other visual feature extraction method is also applicable.
Each venue image is first converted to a fixed size of 224 × 224, and then input into the network. The VGG16 model consists of 13 convolutional layers (conv1-conv13) and three fully connected layers (fc14-fc16). All layers use a ReLU (rectified linear unit) activation except fc16, which uses a softmax activation for the purpose of image classification. Each fully connected layer, except the last one, is followed by a dropout layer, to avoid overfitting. Images are processed sequentially per layer, and finally the 4096-D feature of fc15 is extracted as the visual feature for each venue image.
2) Textual Feature Extraction: Many features have been proposed for representing text articles, e.g., TF-IDF (term frequency-inverse document frequency), topic models such as latent Dirichlet allocation (LDA) model, and word embedding method that represents each word by a vector in a space (Word2Vec) where words with similar meaning are close to each other in the space. Doc2Vec [27] extends the Word2Vec model by converting an entire document into a fixed length vector, taking into account the order of words in the context.
In the text branch, we take the Doc2Vec model as an example to extract textual feature. Text description of each venue, crawled from Wikipedia, consists of much nonrelevant information. First, only the main text and category information are extracted by invoking Wikipedia API. Then, it is tokenized by using coreNLP [28] , and passed to the Doc2Vec model, generating a fixed 300-D feature for each venue article. We use the pretrained apnews_dbow weights 2 in the analysis.
3) Category-Based DCCA: Visual features and textual features are further converted into low-dimensional features in a common space by using different sub-DNNs. The details of sub-DNNs are shown in Table I . These two sub-DNNs each have three fully connected layers. Before the input, there is a batch normalization. In the first layer and second layer, there is a dropout sublayer, used for avoiding over fitting. Each layer takes the output of its preceding layer Original visual feature is denoted as x ∈ R 4096 and original textual feature is denoted as y ∈ R 300 . The overall functions of sub-DNNs are denoted as 3 ) and ϕ Y = ϕ y ( y) in a similar way. 
The cross covariance C xy is computed in a way different from that of DCCA. It is computed per group (category) g first. Within each group g with the same category, the general method is to compute C (1) xy (g), using the pairs of visual and textual features from the same venue. To enhance the similarity within the same group, here we also compute C (2) xy (g), using visual/textual features from different venues of the same group. Finally, C xy is computed as a weighted average of C (1) xy (g) and C (2) xy (g) from all data G, using a parameter
xy (g) . (12) β plays an important role here. A large β improves the pairwise correlation but degrades the category-based correlation (C-DCCA degenerates to DCCA at β = 1). On the other hand, a small β improves the category-based correlation but degrades the pairwise correlation. The two are conflicting targets that cannot be achieved simultaneously. β is set empirically to take a tradeoff between the two targets.
In the training phase [ Fig. 1(i) ], tr(W T x C xy W y ) is computed as an objective function, which is maximized by adjusting the weights and bias in sub-DNNs. In this process, nonlinear functions ϕ x (·), ϕ y (·), and the linear projections W x and W y are jointly obtained as follows:
In this optimization, there are four parameters. These parameters are iteratively solved as follows.
1) W x , W y , ϕ x , and ϕ y are initialized.
2) With a batch of input (X, Y ), their nonlinear mapping result ϕ X and ϕ Y are computed by the sub-DNNs. 3) C x x , C yy , and C xy are computed. 4) W x and W y are computed by the CCA. 5) ϕ x and ϕ y are updated by the back propagation procedure, in the same way as in [16] . 6) Steps 2)-5) are repeated until the training converges. The expected effect of the C-DCCA is shown in Fig. 2 . In Fig. 2(a) and (b), visual features and textual features are located in different spaces and have unclear correlations. In Fig. 2(c) , they are mapped to the same semantic space, strengthening their pairwise correlation. As a comparison, in Fig. 2(d) , category-based correlation in C-DCCA makes features from different venues with the same category close to each other.
V. EVALUATION
We evaluate the performance of the proposed C-DCCA method, by comparing it with CCA [17] , KCCA [20] , DCCA [16] , C-CCA (category-based CCA) [13] , and C-KCCA (category-based KCCA) [13] . In the evaluation, KCCA uses a Gaussian kernel, and DCCA is based on [16] . On top of DCCA, we implemented the proposed C-DCCA. DCCA shares the same network structure as C-DCCA except that its parameter β is set to 1. The category-based correlation in C-CCA and C-KCCA is the same as in C-DCCA, with the same parameter β. All methods share the same feature (visual feature, text feature, and geographic category), and use the same regularization parameter r and the same number of canonical components (10).
A. Evaluation Setup
We investigate the fine-grained venue discovery as shown in Fig. 1(ii) . In the evaluation, we will use recall-precision curve, mean average precision (MAP), and mean reciprocal rank 1 (MRR1) as main metrics. Given a photograph as an input, the system computes the correlation between the input photograph and the text description of venues in the database. The venue with the maximal correlation is regarded as the exact venue where the photograph was taken. Because there is only one relevant venue, MRR1 is a good metric indicating both the accuracy and the rank of the results. In the group venue search, the system generates a ranked list of venues, where venues that have the same category as the input photograph are regarded as relevant. Here, group venue search based on the correlation between images and text descriptions is different from the one that merely exploits visual information. It is evaluated by recall-precision and MAP. The database is composed of venues each with a featured article (text description) and other related information. Through integrating venue data including images and texts in Wikipedia and Foursquare, we have 19 792 photographs and 1994 article descriptions for 1994 venues in our experiments. Wikipedia data are collected from five cities (New York City, Los Angeles, London, Sydney, and Orlando) and Foursquare photographs are collected from two cities (Los Angeles and London). Venues with the same name and coordinates in Wikipedia and Foursquare are regarded as the same. According to the semantics of venues, Foursquare provides ten primary categories for venues [29] . These venue categories (arts and entertainment, college and university, event, food, nightlife spot, outdoor and recreation, professional and other place, residence, shop and service, and travel and transport) used for dividing venue photographs and descriptions into groups are indexed from 1 to 10 in our experiment. Category information of venues (images and texts) is directly obtained from Foursquare by public API.
Out of the 1994 Wikipedia venues, 1500 are used for training the network. In addition, part of Foursquare images (from both Los Angeles and London) are added into the training set, paired with Wikipedia text of the corresponding venue. In the test phase, the database only consists of textual features of all venues and the queries come from the Foursquare images (either Los Angeles or London) that are not used in the training. In each run, the split of Wikipedia data set and Foursquare data set is random for the training, and a new model is trained. All results are averaged over five cross validations.
The experiments are conducted on a Centos7.2 server, which contains CUDA8.0, Conda3-4.3.11 (python 3.5), Tensorflow 1.3.0, and Keras 2.0.5. In addition, it is configured with E5-2620v4 CPU (2.1 GHz), GeForce GTX 1080 Ti (11 GB), and DDR4-2400 memory (128 GB).
B. Impact of Different Parameters
In the training, the Adam optimizer is used and the learning rate is set to 0.0001. Batch size is set to 300. We tried different regularization parameter r (0.01, 0.001, 0.0001, and 0.00001), but found no significant difference. In the rest experiments, r is set to 0.0001.
The parameter β greatly affects system performance. The results of MRR1 and MAP, under different values of β, are shown in Fig. 3 . As β increases, MRR1 increases while MAP decreases. This is because a large β will lead to a large weight for the covariance and a small weight for the cross covariance in (12) . There is no significant variation in the performance when β changes within the range of (0.3, 0.7). In the following β is set to 0.3.
C. Evaluation of the Group Venue Search
Here, we evaluate the group venue search. We adjust the ratio of Foursquare photographs in the training to see how well all methods benefit from the increase of photographs in each venue. Fig. 4 demonstrates the recall-precision curve using Los Angeles photographs as queries, where the ratio of Foursquare photographs used in the training is equal to 20%. This pair of recall and precision is obtained by changing the number of output. Generally, C-DCCA outperforms C-KCCA, which outperforms other methods. As the number of output increases, recall gradually increases while precision decreases, but with different trends in different methods. The decrease in precision is slow in C-DCCA and C-KCCA which indicates that most venues in the top have the same category as the input photograph, but the decrease in precision is fast in DCCA and KCCA, which implies that except the first venue, other venues may have different categories as the input photograph. This confirms the fact that C-DCCA improves the category-based correlation, while DCCA only stresses the pairwise correlation.
The MAP result is shown in Fig. 5 . By increasing the percentage of Foursquare photographs in the training, more photographs are used to MAP per category in the group venue search (using London photographs in Foursquare as queries and ratio of Foursquare photographs for training = 20%).
represent venues in learning the correlation between photographs and text descriptions. Therefore, the textual feature can better represent a venue. Accordingly, the MAP result usually increases in all methods, but with different trends. MAP in C-DCCA has a much larger gain than that of the other methods.
Next, we use London photographs as queries, which has many more photographs than Los Angeles. The MAP result in Fig. 6 shows a similar trend as in Fig. 5 . Fig. 7 further shows the MAP per category. There are no venues with third and eighth categories. In other categories, C-DCCA achieves much better performance than other methods.
D. Evaluation of the Exact Venue Search
The performance of finding the exact venue where a photograph was taken is evaluated by the MRR1 metric. The MRR1 result with Los Angeles photographs in Foursquare as queries is shown in Fig. 8 . Although the MRR1 performance increases with the ratio of Foursquare images used in the training in all methods, there is a clear gap between C-DCCA and DCCA. But compared with the decrease of MRR1 in C-DCCA (Fig. 8) , the increase of MAP in C-DCCA (Fig. 5) is much larger.
In the above evaluation, we only considered the correlation between the photograph and text. Actually, when a photograph was taken by a mobile device, the position of the photograph can somehow be obtained simultaneously and used to narrow the search range. A coarse positioning method that works in both outdoor and indoor environments is to collect the signal strength and cell ID of nearby cells. Although this accuracy is very coarse, it does help to reduce the search range and improve the performance of finding relevant venues.
Assume that the position of each venue is accurately known and that the positioning accuracy of a photograph by using cell ID is 1 km. Then, the MRR1 results, using Los Angeles photographs or London photographs as queries, are shown in Figs. 9 and 10 , respectively. The gap between C-DCCA and DCCA decreases. In Los Angeles, MRR1 is above 0.8. In London, MRR1 is a little lower due to more venues there, but it is still nearly 0.7.
In this way, C-DCCA not only has nearly the same performance (MRR1) as DCCA in the exact venue search, but also achieves much better performance (MAP) in the group venue search compared with DCCA and other methods.
E. Evaluation With the UCSD Data set
To demonstrate its applicability and effectiveness in other tasks, we extend our method to the cross-modal retrieval and classification between image and text over a public data set provided by the University of California, San Diego (UCSD) group [12] . This multimodal image-text data set is completely generated from Wikipedia featured articles without relying on other image resources, which contains 2866 documents (each contains a pair of text and image) in ten most popular categories. It is divided into a training set of 2173 documents and a testing set of 693 documents. The definition of category depends on Wikipedia tags and is different from that of Foursquare with venue-specific semantic tags.
In [12] , the textual feature is derived from an LDA model with ten dimensions. An image is first represented as a bag of SIFT descriptions, and visual feature space is divided into 128 subspaces by k-means. Then, a new visual feature is computed as the SIFT histograms (SIFThist) with respect to these subspaces, which has 128 dimensions. The results of CM (correlation matching), SM (semantic matching), and SCM (semantic correlation matching) are directly taken from [12] .
We explore the different combinations of visual features (VGG16 or SIFThist) and textual features (Doc2Vec or LDA) to evaluate the performance of C-DCCA. For VGG16 + Doc2Vec, the same network architecture in Table I is used. For other combinations, the input is changed accordingly, and the number of CCA component is adjusted a little to reach their best performance. We also try to fine tune the pretrained models. With the training set and the category information, we refine the fully connected layers of VGG16. Because the Doc2Vec model does not support fine tuning with a different vocabulary set, we retrain it from the ground.
The MAP results of group venue search are shown in Table II . These results reflect three facts.
1) C-DCCA outperforms the cross-modal retrieval method suggested in [12] in terms of correlation analysis. Compared with CM/SCM, C-DCCA achieves a better performance when using the same hand-crafted SIFThist + LDA feature. 2) Features also play an important role. Because VGG16 far outperforms SIFThist and Doc2Vec is also a little better than LDA, we can see a large improvement when C-DCCA changes its feature from SIFThist + LDA to VGG16 + Doc2Vec. 3) Refining the pretrained model is also helpful. The retraining of the pretrained models has an obvious effect (especially when VGG16 + Doc2Vec is used) because the statistical property of the UCSD data set is not completely the same as that of large data sets used for pretraining these models.
We also did the Kolmogorov-Smirnov statistical significance test on the distributions of average precision. The p value is 2.34e-11 between distributions of average precision from C-DCCA (SIFThist + LDA) and C-DCCA (VGG16 + Doc2Vec), and 0.029 between distributions of average precision from C-DCCA with original VGG16/Doc2Vec models and C-DCCA with retrained VGG16/Doc2Vec models. These results confirm the statistical significance of the proposed method.
VI. CONCLUSION
This work studies fine-grained venue discovery by learning the cross-modal correlation between photographs and the rich text descriptions of venues over heterogeneous multimodal contents. Different from previous research, this work jointly optimizes the pairwise correlation and the category-based correlation, and the exact venue search and group venue search are realized simultaneously. Extensive experiments confirm the following.
1) The proposed C-DCCA method greatly improves the performance of group venue search, compared to state-of-the-art methods. 2) Using the coarse location information helps to reduce the gap between C-DCCA and DCCA in the exact venue search. 3) Using extra image resources for representing visual aspects of venues helps to further improve the performance of fine-grained venue discovery. There is still much room for further improvement, as follows: 1) we will try to investigate more user information such as checkins and tips for personalized venue recommendation and 2) study more deep learning methods such as long short term memory (LSTM) for processing Wikipedia articles.
