December 2013 was the 346th consecutive month where global land and ocean average surface temperature exceeded the 20th century monthly average, with February 1985 the last time mean temperature fell below this value. Even given these and other extraordinary statistics, public acceptance of human induced climate change and confidence in the supporting science has declined since 2007. The degree of uncertainty as to whether observed climate changes are due to human activity or are part of natural systems fluctuations remains a major stumbling block to effective adaptation action and risk management. Previous approaches to attribute change include qualitative expert-assessment approaches such as used in IPCC reports and use of 'fingerprinting' methods based on global climate models. Here we develop an alternative approach which provides a rigorous probabilistic statistical assessment of the link between observed climate changes and human activities in a way that can inform formal climate risk assessment. We construct and validate a time series model of anomalous global temperatures to June 2010, using rates of greenhouse gas (GHG) emissions, as well as other causal factors including solar radiation, volcanic forcing and the El Niño Southern Oscillation. When the effect of GHGs is removed, bootstrap simulation of the model reveals that there is less than a one in one hundred thousand chance of observing an unbroken sequence of 304 months (our analysis extends to June 2010) with mean surface temperature exceeding the 20th century average. We also show that one would expect a far greater number of short periods of falling global temperatures (as observed since 1998) if climate change was not occurring. This approach to assessing probabilities of human influence on global temperature could be transferred to other climate variables and extremes allowing enhanced formal risk assessment of climate change. Crown
Introduction
There is a clear upward trend in global temperatures from 1882 to 2013 with a number of short time periods of stable or falling temperatures ( average monthly temperatures exceeding the 20th century average for each corresponding month resulting in a total of 346 months. Such a fact would seem to strongly support the hypothesis that global warming is occurring, but the question remains: how strong is this evidence (Bowman et al., 2010) ? Even given these and other extraordinary statistics as well as the body of evidence synthesised in the Intergovernmental Panel on Climate Change (IPCC, 2007 (IPCC, , 2013 regarding climate trends, detection and attribution, public acceptance of human induced climate change and confidence in the supporting science has declined since 2007 (Leiserowitz et al., 2011) . The degree of uncertainty as to whether observed climate changes are due to human activity or are part of natural systems fluctuations remains a major stumbling block to effective adaptation action and risk management. Consequently, there are calls for alternative analyses to better understand climate change risks as well as improved approaches to effectively communicate this risk (Bowman et al., 2010) . Previous approaches to attribute change to human influence include qualitative expert-assessment approaches such as used in the IPCC reports and use of 'fingerprinting' methods based on global climate models. Here we develop an alternative approach which provides a rigorous statistical assessment of the link between observed climate changes and human activities in a way that can inform formal climate risk assessment.
The approach used here allows us to make probabilistic statements about the likelihood of this anomalous warming occurring in the presence or absence of anthropogenic GHG emissions. In this regard it complements and extends existing climate change detection and attribution research using dynamic global climate model simulations and optimal fingerprint analysis (Hegerl and Zwiers, 2011; Berliner et al., 2000; Allen et al., 2000; Hansen et al., 2010; Easterling and Wehner, 2009) and professional assessments of the literature (IPCC, 2007) . For example, a value of 95% for the probability of anthropogenic climate change was given by the IPCC whereas our approach progresses research on the statistical detection of climate change (Hansen et al., 2010; Rhamstorf and Coumou, 2011) to include the probability of that change.
Recent research has begun to inspect this issue through attribution studies including examination of the effect of the global warming trend on temperate extremes and variability (Rhamstorf and Coumou, 2011; Medvigy and Beaulieu, 2012; Barriopedro et al., 2011; Hansen et al., 2012) . Rhamstorf and Coumou (2011) suggest an approximate 80% probability that the July 2011 heat record in Moscow would not have occurred without global warming. Hansen et al. (2012) use a statistical summary analysis to illustrate changes in the distribution of the surface air temperature anomalies around the globe from 1951 to 2010, normalised by local standard deviation estimates. Their analysis indicated that both the location and spread of this distribution increased over time, but because no statistical model was constructed they were unable to test for the statistical significance of these changes.
Both the approaches of Rhamstorf and Coumou (2011) and Hansen et al. (2012) are limited in their ability to make firm probabilistic statements about the changes that are observed because neither uses a validated statistical model in their analysis. The statistically robust approach used in this paper, incorporates time series modelling, validation and bootstrap simulation and provides a probabilistic assessment of global warming, strongly complementing the scientific evidence for the anthropogenic origin of recent climate change. Methods that account for temporal dependencies in climate data have been considered before in the statistical downscaling literature; see e.g. Charles et al. (2004) , but their emphasis was on model skill and projections rather than attribution, which is essential for the current application.
To construct the statistical model we use GHG concentration, solar radiation, volcanic activity and the El Niño Southern Oscillation cycle as these are key drivers of global temperature variance (IPCC, 2007 (IPCC, , 2013 Meinshausen et al., 2011; Allan, 2000; Benestadt and Schmidt, 2009; Gohar and Shine, 2007; Wang et al., 2005) . This analysis uses recorded data (NOAA National Climate Data Centre, 2011) avoiding the uncertainties that can arise in the complementary climate model-based fingerprint studies (Hegerl and Zwiers, 2011) .
Observations of short periods where global mean temperatures have fallen, even though atmospheric concentrations of GHGs were rising, have also raised questions as to the causal link between concentrations and warming (Plimer, 2009) approach used in this paper is also used to determine the probability of events of declining temperatures with and without the effect of anthropogenic climate change.
Statistical approaches that detect and associate forcing effects using observations only have been criticised as they can assume the response to forcing is instantaneous or that climate change and variability can be separated by time (Hegerl and Zwiers, 2011) . The time series model we use overcomes these issues, with evidence for how this is achieved presented in later sections of this paper.
Methodology and model fitting

Covariate data
There is strong physical evidence that the critical factors which influence global temperatures in the time-scale of human decision-making are atmospheric GHGs, aerosol and particulate concentrations, the El Niño Southern Oscillation (ENSO) cycle, solar radiation, and volcanic activity (IPCC, 2007 (IPCC, , 2013 Meinshausen et al., 2011; Allan, 2000; Benestadt and Schmidt, 2009; Gohar and Shine, 2007; Wang et al., 2005) . The covariate data used to represent these factors are as follows:
1. Equivalent carbon dioxide (eCO 2 ) -a combined measure of all major GHGs controlled under the Kyoto protocol calculated using carbon dioxide radiative forcing relationships integrated with the effects of aerosols and particulates (Gohar and Shine, 2007) . 2. The Southern Oscillation Index (SOI) -a measure of ENSO variability measured by the pressure differences between Tahiti and Darwin (Allan, 2000) . 3. Total solar irradiance -a measure of the incident sunlight received by the Earth's atmosphere (Benestadt and Schmidt, 2009) ; and 4. Volcanic stratospheric aerosol radiative forcing -a measure of the impact of volcanic activity (Meinshausen et al., 2011) .
These covariate data (Fig. 2) were obtained from a variety of sources as presented in Table 1 . Some of these data required post-processing to ensure consistency of record length and data frequency: SORCE TIM TSI (Wang et al., 2005) data was appended to the KNMI TSI (Benestadt and Schmidt, 2009 ) data from 2009 onwards by first aggregating it to monthly level, then adjusting it to the KNMI radiative forcing scale. The agreement between the two time series was extremely close (correlation = 0.99) during the overlapping time period. VOLRF data was only available up to, and including 2006. Besides the Eyjafjallajökull eruption in 2010, there was no volcanic activity which had a significant impact on global climate during the time period from January 2007 to June 2010 (Clarke et al., 2007; Meinshausen et al., 2011; Hegerl et al., 1977) . Initial estimates of the effect of the Eyjafjallajökull eruption on global climate up to June 2010 were small (Meinshausen et al., 2011 ) therefore a mean value of zero for VOL-RF was imputed during the time period from January 2007 to June 2010. Monthly values for VOLRF and eCO 2 were obtained by linear interpolation from the annual time series. Thus seasonal variation is not present in these time series but this will be accounted for in the statistical model. To conform to the approximate physical relationship between greenhouse gas concentration and temperature, eCO 2 was converted to a radiative forcing value using the approximation f(eCO 2 ) = 5.35 log e (eCO 2 /278) (Myhre et al., 1998) . These relationships also imply that temperature (in a closed system) increases linearly with the radiative forcing value of an input, suggesting that a multiple linear regression is a suitable approximation for modelling the global mean temperature anomaly. We examine the evidence for linearity in greater detail below. The correlations between the covariates are mostly small (Fig. 3) , and if they are recomputed over the period January 1950 to June 2010 when global mean temperature rises more dramatically, the 0.48 correlation between eCO 2 and TSI reduces to 0.04. Thus one may interpret the magnitude of each regression coefficient as being mostly due to the effect of the variable to which it is associated. This issue is also explored further below. Finally, due to the fact that certain minor causal variables may have been omitted, and also because the monthly series of eCO 2 and VOLRF were interpolated from the annual time series, it is likely that the residuals from such a regression model are serially correlated. Given this analysis is based on contemporary temperature records contingent with rapid human-caused perturbations of GHG emissions, it is likely that our analysis is only considering the causal effect of the growing emissions on mean global temperature and not the positive feedbacks known to occur over longer time-scales (IPCC, 2007 (IPCC, , 2013 .
The time series regression model
Let y t , t = 1, . . ., T, be the mean global temperature anomaly in month t, where t = 1 corresponds to January 1882 and T = 1542 corresponds to June 2010. Let x 1t , . . ., x 4t be the values of the four covariates; f(eCO 2 ), SOI, TSI and VOLRF, respectively, at time t. As described above, a time series regression model of the form:
was fitted to the data, where g t has an ARMA structure (Shumway and Stoffer, 2011) . The arima function in R (http://www.r-project.org/) can be used to fit a regression model of the form (1). This model was used as it can accurately represent residual autocorrelation in regression, and hence can provide a realistic stochastic representation of a time series suitable for simulation, as well as an unbiased assessment of the statistical significance of regression coefficients compared to those obtained from ordinary least squares regression (Maddala, 2001) .
The model was selected according to a Bayesian Information Criterion (BIC) using the auto.arima function in R (Hyndman and Khandakar, 2008) with default parameters and a search restricted to stationary models, and the entire time series from 1882 to 2010 was used. We start with the simple (stationary in this case) and only move to the complex (non-stationary) if the performance of the simpler model was found to be wanting. The selected model has autoregressive terms of order 1, and moving average terms of orders 1 and 2 (Table 2, Model A). However, the partial autocorrelation plot indicated strong autocorrelation for a lag of 24 months. Therefore, moving average terms of lags 12 and 24, were added to the model (Table 2 , Model B). The residual for this model is of the form:
where e t are independent identically distributed random variables with mean zero and variance r 2 , and / 1 and h 1 , h 2 , h 12 , h 24 , are unknown constants. The lag 1 and 2 terms in this model capture short-term dependencies in the monthly global temperature time series, while the lag 12 and 24 terms account for longer-term dependencies. The diagnostics for this model are very good and will be described in greater detail in Section ''Model diagnostics'' below. Model B was also refitted to the HadCRUT3 temperature anomaly data (http://www.cru.uea.ac.uk/cru/data/temperature/) constructed by the UK Meteorological Office and the Hadley Centre ( Table 2 , Model E). Again most parameters changed by only a small amount and are within the 95% confidence intervals of the Model B parameters. The only exception to this is the autoregressive order 1 parameter which has reduced in magnitude slightly. The reason for this is unclear, but it may reflect an improvement in the data quality over time. For this reason we consider both Models B and E in the simulation study (see Table 2 ). For the NCDC data, the analysis revealed that greenhouse gases (eCO 2 ) are the main contributing factor to the increase in global mean temperature since 1882 (Fig. 6a) , which is consistent with the findings from other studies (IPCC, 2007 (IPCC, , 2013 Allen et al., 2000; Hansen et al., 2010) . The regression coefficient for f(eCO 2 ) was estimated to be 0.38. This implies that from 1882 to 2010, for an increase of 100 ppm of eCO 2 the global mean temperature has increased on average by approximately 0.59°C, which is similar to findings from dynamic climate models (Tett et al., 1999; Hegerl et al., 1977; Hegerl and Zwiers, 2011) . The corresponding estimates for SOI was À0.0013, and for the TSI and VOLRF coefficient estimates were 0.007 and 0.09, respectively. Note the coefficient estimate for TSI is statistically insignificant, consistent with prior findings, where solar irradiation was found to be a minor contributor to global warming (Allen et al., 2000) .
Exploring non-linearity and approximate orthogonality of covariates As already noted above, for theoretical reasons we may expect a linear relationship between the radiative forcing covariates and global mean temperature. To explore this issue in greater detail we fitted non-parametric curves, as recommended by Fox and Weisberg (2011) , to the scatter plots of each covariate against the mean global temperature anomaly (Fig. 4) . These figures showed only a slight degree of non-linearity. However, they do not account for dependencies in the data, and so we refitted Model A using the gamm function from the mgcv library in R. We specified the same residual autocorrelation structure when fitting this model, but instead of linear functions we used non-parametric splines for all 4 covariates. Note that it is not possible to fit the other models with the gamm function because of their complicated autocorrelation structure, but this should only have minor influence on the curvature of the splines. The four splines were estimated to be exactly linear and coincided very closely to the arima function estimates (Fig. 4) . Hence, it was concluded that a multiple linear regression was an accurate representation for modelling the mean global temperature anomaly.
Also, as already noted, the correlation between the covariates is very small for the data from 1950 onwards, thus one would not expect collinearity to be an issue. To examine whether this is indeed the case, each covariate was removed from Model B, one at a time, and the remaining parameters were re-estimated. In all cases the regression parameters only changed by a small amount. For example, when f(eCO 2 ) was removed, the new regression parameter estimates for SOI, TSI and VOLRF were À0.013, 0.008 and 0.10, respectively, all within the 95% confidence intervals of the original estimates. Also note that the regression parameter estimates for Model E, fitted with data from 1950 onwards, are very similar to Model B. Thus we can safely interpret the regression coefficient as mostly representing the effect of the variable they are associated with. Lagged effects, feedback and other effects When GHG concentrations vary, the radiative imbalance that is created can persist for a period of time as the system adjusts. Thus there may be lagged effects from the forcing factors. However, due to the approximate exponential shape of f(eCO 2 ), lagged effects from this term are already effectively incorporated in the model. This follows because the sum of lagged terms of an exponentially shaped covariate is proportional to the same non-lagged covariate. Also, cross autocorrelation plots between each forcing term and the innovation residuals strongly indicate that lagged effects are accounted for by the model (Fig. 5d) .
Multiple bootstrap simulations of global temperature were generated using the same observed history of the four forcing factors (Section ''Model diagnostics''). The reason that this approach is valid is because there is virtually no feedback of mean global temperature to any of the forcing factors. In Power and Smith (2007) , evidence was presented indicating that global warming may have slightly decreased the mean level of SOI from 1977 onwards, but no evidence was found indicating that it had affected the variation around the mean. This minor feedback effect can be removed by first subtracting a 30-year Temp. anomaly 0.5 1.5 2.5 running mean from the SOI time series (Power and Smith, 2007) . When this was done and the time series Model B refitted almost identical parameter estimates were obtained to those shown in Table 2 . For example, the coefficient estimate for SOI was identical to four decimal places. Inclusion of variables representing both the Pacific Decadal Oscillation (PDO) and Quasi Biennial Oscillation (QBO) were also tested. These were found to be statistically significant but both had very minor impact on overall model fit. Because the PDO index is confounded with global temperatures, and the QBO index is only available from 1953 onwards, both these variables were subsequently excluded from the statistical model. 
Model diagnostics
Fig. 5 presents various standard time series diagnostic plots of the model fitted to the NCDC temperature anomaly data. Fig. 5a illustrates that the standardized innovation residuals appear to be random with no evident outliers and constant variance. The partial autocorrelation plot (Fig. 5b ) strongly indicates that the main autocorrelations of the model residuals have been adequately represented by expression (2). Furthermore, the Ljung-Box test (Ljung and Box, 1978) supports the hypothesis that all autocorrelations of the residuals up to lag 24 are zero (p-value = 0.26). The Breusch-Pagan test (Maddala, 2001) was non-significant further supporting the hypothesis that the residuals are homoscedastic. However, a Q-Q plot of the standardized innovation residuals (Fig. 5c) suggests that the tails of the residual distribution are slightly heavier than that of a normal distribution. In addition, the Shapiro-Wilk test (Royston, 1982) yields a p-value of less than 0.01 which also indicates that the residuals are non-normal. These facts together support the need to use a non-parametric bootstrap when simulating the global temperature anomaly time series even though little difference was observed in the simulation results between this and when the parametric bootstrap was used. Mild departures from the validated modelling assumptions examined in this section may occur for a variety of reasons (Brohan et al., 2006) , but the simulation results presented below indicate that, even if they exist, they have only had a minor impact.
Bootstrap simulation
Bootstrap simulation (Efron and Tibshirani, 1994; Shumway and Stoffer, 2011) of the residual time series was performed using the arima.sim procedure in R and by randomly re-sampling the innovation residuals. Using the current parameter estimates, the covariate terms were then added to the simulated residuals via expression (1) to generate a single bootstrap sample of the original temperature anomaly time series. Each of the monthly simulated series had to also be mean-adjusted to ensure that, like the original series, their 20th century average was zero. To realistically represent uncertainty in the parameter estimates a double bootstrapping procedure was performed. The first bootstrap sample was used to simulate the parameter estimates, and the second bootstrap was used to simulate the time series using the first bootstrap parameter estimates. The various climate statistics were then calculated, e.g. the length of the longest sequence with mean monthly temperature exceeding the 20th century average of the corresponding month. By repeating the bootstrap simulation procedure a large number of times the distribution of such statistics was estimated.
Excluding eCO 2 from the simulations
To simulate what would have happened if the global temperature was not affected by rising levels of GHGs, the regression coefficient corresponding to eCO 2 in equation (1) was set to zero and the bootstrap simulation procedure followed.
One question asked when developing the statistical model was ''Can the data be used to justify setting the eCO 2 coefficient to zero to represent a world not affected by climate change?''. During the time period up to 1950 f(eCO 2 ) didn't increase as rapidly as in more recent decades (Fig. 2a) , but it's proportional contribution is unlikely to have changed, as will be shown in subsequent analysis. So it is reasonable to fit Model B to the time series up to 1950, but with GHGs excluded (that is without the x 1t term). The parameter estimates are within error bounds of the corresponding estimates for the model including eCO 2 fitted to the entire time series, but with the eCO 2 coefficient set to zero (Table 3) . Furthermore, when simulations are reproduced using the estimates from Table 3 , very similar results are obtained (Section ''Simulation results''). These facts together provide empirical justification that setting the eCO 2 coefficient to zero in Model B represents global temperatures largely unaffected by climate change.
Multiple iterations (i.e. 100,000) of global temperature were generated using the same observed history of the four forcing factors resulting in stochastic alternatives to the way the global mean temperature anomaly may have evolved since the late 19th Century. A single simulation of the time series is illustrated in Fig. 6b with the effect of eCO 2 (black) and without its effect (blue). Specifically, the latter was produced by setting the eCO 2 forcing coefficient to zero. It can be seen that the simulated series including the effect of eCO 2 provides a good representation of the observed time series (Fig. 1) , and major departure of the two simulated series occurs around 1960, which is consistent with analysis presented in the IPCC Fourth Assessment Report from dynamic climate models (IPCC, 2007) . If questions about the effect of eCO 2 on global temperatures (Plimer, 2009 ) are valid then one should entirely exclude eCO 2 from the time series modelling. When this is implemented, an inaccurate representation of historical global temperature change results (Fig. 6c) . The reason for this is that the estimated model in this case is close to non-stationary and so it behaves much like a random walk.
Simulation results
By June 2010 (the last date of the full data set available at the time of submission), regardless of which of the two global temperature series is examined, there are 304 consecutive months where global land and ocean average surface temperature exceeded the 20th century average for the corresponding month (NOAA National Climate Data Centre, 2011). To determine the probability of this happening with either eCO 2 forcing included or excluded, one hundred thousand bootstrap simulations of the temperature time series from the time series model were produced. The length of the longest sequence of consecutive months between January 1950 and June 2010 with temperature exceeding the 20th century average was calculated. Fig. 7a shows boxplots of these simulated values for Models B, E and F. The chance of observing 304 consecutive months or more with temperature exceeding the 20th century average for the corresponding month is approximately 24.9 percent when eCO 2 forcing is included in Model B and 52.9 percent in Model E (Fig. 7a) . When eCO 2 forcing is excluded from the simulations the probability of this occurring is less than 0.001 percent for both Models B and E. Under the scenario that climate like that observed from 1882 to 1949 had continued to 2010 (Model F, Table 3), the chance of observing the anomalous temperature event is also very small; only about 0.04 percent. This result lends very strong support to the conclusion that such an anomalous climate event would not have occurred without the GHG emissions over recent decades. The observed value of 304 months is a single outcome of a real process, and the statistical models including the eCO 2 forcing, which is an accurate stochastic representation of the process, is consistent with this outcome in the sense that a single simulated value close to the observed value would not be unexpected, whereas for the models excluding eCO 2 such an outcome would be extremely unlikely (Fig. 7a) .
Observations of short periods where global mean temperatures have fallen, even though atmospheric concentrations of GHGs have increased has raised questions as to the causal link between concentrations and warming (Plimer, 2009) . A typical way this can be determined is to check for a non-positive coefficient for the ordinary least squares regression of global mean temperature against time for each 10-year period. For consistency with the previous analysis we used the same time window as above from January 1950 during which GHGs have been consistently rising. There were 11 such (potentially overlapping) time periods with falling temperatures between 1950 and 2010 (Fig. 1) . The same bootstrap simulation described above was performed including and excluding eCO 2 forcing (Fig. 7b) . When eCO 2 forcing is included in the analysis, a median of 15 periods of apparent falling decadal temperatures would be expected according to Model B and 10 periods according to Model E, and thus the 11 observed since 1950 are not unexpected. In fact, 11 is approximately the 20th percentile of the simulated values from Model B in this case. However, when eCO 2 is excluded from the analysis and so does not influence global mean temperature, a median of 26 such periods are simulated from Model B. In fact, none of the 100,000 simulations from Model E (excluding eCO 2 ) in this instance produced 11 or fewer decadal periods of falling temperatures. For Model F only 0.04 percent of the simulations produced 11 or fewer decadal periods of falling temperatures.
It is also interesting to examine the combined anomalous event of 11 or fewer decadal periods of falling temperature and 304 consecutive months where global land and ocean average surface temperature exceeded the 20th century average. This event was not observed in any of the 100,000 simulations of Model F, while it was observed in 37 percent of the simulations of Model E.
Discussion
The stochastic modelling exercise described above is the first demonstration of an extremely high probability for the link between GHGs and global warming using defensible statistical modelling techniques and observational data. In this regard it complements and extends existing climate change detection and attribution research using dynamic global climate model simulations and optimal fingerprint analysis (Hegerl et al., 1977; Berliner et al., 2000; Allen et al., 2000; Hansen et al., 2010; Easterling and Wehner, 2009) The results of our statistical analysis would suggest that it is highly likely (99.999 percent) that the 304 consecutive months of anomalously warm global temperatures to June 2010 is directly attributable to the accumulation of global greenhouse gases in the atmosphere. The corollary is that it is extremely unlikely (0.001 percent) that the observed anomalous warming is not associated with anthropogenic GHG emissions. Solar radiation was found to be an insignificant contributor to global warming over the last century, which is consistent with the earlier findings of Allen et al. (2000) .
During the period January 1950 to June 2010 there were 11 periods when global 10-year temperatures declined. Our study shows that in the absence of global warming an average of 25 such periods could have been expected. There is only a 0.01 percent chance of observing the recorded 11 events (or fewer) in the absence of recent global warming. Even when GHG emissions are included, the observed number of cooling periods is low compared with an average of 15 events simulated. Thus, rather than being an indicator that global warming is not occurring (Plimer, 2009) , the observed number of cooling periods reinforces the case in support of recent global warming due to human influence. Furthermore it was found that the occurrence of either these cooling events or the anomalous record temperature event is highly improbable if climate similar to that between 1882 and 1949 had continued through to 2010. This result lends very strong supports to the conclusion that such anomalous climate events would not have occurred without the GHG emissions and climate change of recent decades.
Climate risk management covers a broad range of potential actions, including: early-response systems, strategic diversification, dynamic resource-allocation rules, financial instruments, infrastructure design and capacity building (Osgood and Hellmuth, 2009 ). In addition to avoiding adverse outcomes, climate risk management seeks to maximize opportunities in climate-sensitive economic sectors through improved resource management. Underpinning these activities is the provision of robust information regarding the return periods and probabilities of extremes. The degree of uncertainty as to whether observed climate changes are due to human activity or are part of natural systems fluctuations remains a major stumbling block to effective adaptation action and climate risk management. Through this analysis we hope that by reducing the uncertainty relating to the link between recent anomalous climatic events and global climate change and by demonstration of the capacity to provide rigorous probabilistic assessment that climate change information will be more readily included in risk management planning.
''A balanced portfolio of prospective, corrective and compensatory risk management strategies is the most cost-effective way to reduce disaster risks and support development.'' (Global Assessment Report on Disaster Risk Reduction, 2011). The current paper clearly informs this balance as it establishes the stochastic features and significance of causal factors that determine climate risk, and hence provide information that would underpin the prospective and corrective elements of risk management. Without this understanding there is a greater degree of incomplete information about the risks being faced which has the potential to render risk management strategies ineffective.
A major contributor to this inefficiency, in terms of limited uptake is the perceived controversy (Leiserowitz et al., 2011 ) of incomplete information used for climate risk management, and the consequent speculation about attribution of the causes of observed change (e.g. Plimer, 2009 ), which the current paper addresses effectively.
