In this paper we present a novel combinatorial approach for geographic routing with delivery guarantees. Proposed algorithm can be seen as a variant of GFG (Greedy Face Greedy of Bose et.al) algorithm, but based on combinatorial properties derived in the Virtual Raw Anchor Coordinate system, which is the localization scheme of interest. We utilize a local planarization algorithm of a geometric graph, which is based on the Schnyder's characterization of planar graphs. The new approach is combinatorial in the sense that the nodes are ordered with respect to three distinct order relations satisfying suitable properties. The coordinate system that motivated the development of this routing algorithm is VRAC (Virtual Raw Anchor Coordinates), which localizes the nodes with the raw distances from three fixed anchors. Since the positions of the anchors are not known, the VRAC coordinate system does not correspond to the Euclidean location of nodes, yet leaving sufficient information to define necessary combinatorial constructs for routing with guaranteed delivery. In particular, the routing algorithm avoids the references to geographical arguments and makes use only of the order relations on the nodes. We expect that our approach will foster further research on building efficient order relations, that will prove to be useful in practical implementation of geographic routing algorithms. In particular, we expect that further work will prove that the combinatorial approach for geographic routing, based on a raw anchor based positioning system is more robust in the presence of distance measurement errors.
Introduction
Geographic routing is a routing paradigm proposed for wireless ad-hoc networks, independently proposed in Greedy Perimeter Stateless Routing (GPRS) [1] and Greedy Face Greedy (GFG) [2] . This approach is promising due to its scalability and efficiency in the face of network dynamics, compared to the on-demand routing schemes like AODV [3] which discovers routes in advance. In essence, geographic routing forwards the message to the geographically closest neighbor towards the destination referred to as greedy forwarding, which is proven to be an effcient routing scheme [4] . Such greedy neighbors can be determined by a simple geometric computation, once the geographic coordinates of the nodes are known. Greedy forwarding can get stuck at a node, where no progress can be made towards the destination. Such a node is referred to as a localminima. In order to recover from a local-minima, face routing (or perimeter routing) [1] , [2] was proposed which forwards the message around the face of a planarized communication graph in a systematic way until it reaches the destination or a node where greedy routing can resume. Geographic routing relies on geographic locations of nodes in the network. Therefore it should be supported by an auxiliary localization service. Localization is an independent problem, which has been extensively studied, especially for the networks where expensive localization methods are not feasible. Thus most of the localization schemes assume that, only a small number of nodes (referred as beacons or anchors) know their exact geographic location information and the rest of the nodes can determine the distance between anchor nodes and themselves. With these two pieces of information a node can perform a geometric computation technique like trilateration (or multilateration in general) to derive their geographic information. In order to make sure that all the nodes get localized, newly localized nodes have to collaboratively act as anchors and propagate their geographic locations. Drawbacks of this method are the importance of the placement of anchor nodes as well as computational errors, see [5, 6, 7] for instance. Anchor free localization is proposed as a solution to overcome difficulties associated with anchors, where it only based on the distances between nodes. Main aim of this class of algorithms is to find an euclidean embedding of the connectivity graph, such that it preserves the inter-distances of nodes. Such coordinate systems are referred as virtual coordinate systems, since they do not hold any correspondence with the physical coordinates of nodes. Both these approaches have to determine distances from anchor nodes or from the rest of the nodes in the network. Based on these distances, they perform respective computations to generate coordinates. In this paper, we explore a new avenue of virtual coordinate systems called Virtual Raw Anchor Coordinates (VRAC), where it assigns raw distance measurements from anchors as the coordinates of nodes. Therefore, VRAC avoids the costly coordinate computation phase of other localization schemes. GLIDER [8] and Beacon Vector Routing (BVR) [9] are two closely related approaches which employed the same virtual coordinate assignment and proposed geographic routing schemes based on the assigned coordinates. In both these approaches, a distance function is defined to perform greedy forwarding, since Euclidean distance is not applicable in their coordinate system. Once a local-minima is reached both protocols perform a controlled flooding to reach the destination. We identify that, raw coordinates inherit some useful combinatorial properties, which can be used in geographic routing to implement face routing and to avoid flooding. In this paper we formulate essential combinatorial constructs to perform greedy forwarding and face routing, hence ensuring delivery guarantees for geographic routing. The remainder of the paper is organized as follows. Section 2 introduces some background material and VRAC. Based on VRAC, section 3 defines the basic combinatorial constructs in the form of mathematical order relations. These basic definitions are used to construct the three basic components of geographic routing; graph planarization, greedy routing and face routing in following sections. Finally we provide the simulation results of our algorithm comparing with GFG performed in the Euclidean coordinate system.
Background

Geographic Routing
Geographic routing uses the geographic coordinates of nodes and their local knowledge (i.e geographic coordinates of their neighborhood) to perform geographic routing. Geographic routing consits of following phases.
Greedy Forwarding
Initially in the routing process, a node forwards the message to the closest neighbor towards the destination, which is referred to as greedy forwarding. If the nodes are localized in a standard Euclidean coordinate system, distance is the classical Euclidean distance which can be calculated given the coordinates. Greedy forwarding in VRAC is discussed in subsection 5.
Face Routing
In a real deployment of a network, greedy routing can fail due to holes in the network topology, when it reaches a node such that it cannot find a closer neighbor towards destination (local-minima). In GFG [1] and GPSR [2] , they proposed face routing to recover from local-minima, where message tries to traverse around the face until it reaches the destination or a node that can continue greedy forwarding again. The celebrated right hand rule for maze solving is used to perform face traversal, where it forwards the message to the first clockwise or counter-clockwise neighbor. Once a message hits a local-minima, it records the coordinates of the node it occurs and carries this information along the face. The message has to switch the current face, when it crosses the hypothetical line between the local-minima and destination (this can be determined with information in the message it self) which we refer to as face switching. In order to perform such a face traversal, connectivity graph has to be a planar graph (graph without edge crossings). In GFG and GPSR they use a distributed planarization algorithm assuming a Unit Disk Graph (UDG) connectivity model. We develop the face routing primitive in subsection 6, following the above steps. Both GFG and GPRS claims guaranteed delivery of messages. A comprehensive study of delivery guarantees can be found in [10] , where they consider different planarizations of connectivity graph and different face switching strategies. Moreover, they prove that face switching strategy in GFG ensures delivery guarantees in arbitrary planar graphs.
Localization
Geographic routing needs an underlying localization scheme to assign coordinates to nodes which are used as addresses in routing. Large scale networks like wireless sensor networks are equipped with small embedded devices with limited processing and communication capabilities, which are powered by limited energy sources. Therefore, localization in these devices is always not trivial due to their intrinsic resource constraints. For instance, localization based on globally adopted technologies like Global Positioning System (GPS) has not become a viable candidate for WSNs. A typical solution is to equip small number of devices (so called anchor nodes) with location information (with GPS or statically assigned), and let the rest of the nodes (non-anchor nodes) to derive their location. In order to calculate their position, non-anchor nodes have to measure the distances from anchor nodes (from minimum of three anchors in a two dimensional surface) and perform a basic geometric technique called trilateration to compute their coordinates. This computation finally reduces to solving a set of linear equations. When distance measurements are erroneous, a unique solution may not exists and hence a best approximation is calculated using more than three distance measurements. An alternative to the anchor based localization was proposed in NoGeo [11] , where it nodes are assigned virtual coordinates. These coordinates do not correspond to their physical coordinates, yet suffice to perform geographic routing. NoGeo models the coordinate construction problem similar to a mass-spring model, where they represent each edge with a spring. An iterative relaxation procedure is used to arrive at an equilibrium of the nodes, with respect to the forces acting upon a node by their neighbors. Coordinates at the equilibrium are taken as the virtual coordinates of the node. During the iterative process, NoGeo performs several network wide broadcasts to communicate different information (like current coordinates) required in the coordinate construction. A similar but a lighter distributed virtual coordinate construction was proposed in AFL [12] , which is only based on neighbor information. They initially assign an approximate coordinates, which is later refined to minimize the position errors. This refinement is done by applying the mass-spring model based on the already calculated coordinates and estimated distances between nodes. Mass-spring optimization aims to arrive at an equilibrium point where the forces resulted by errors of the initial coordinates are zero. There are several other heuristic based algorithms for virtual coordinates construction problem can be found in literature. For instance in [], the localization scheme executes a random process on the top of the network and the state of the process often converges leading to coordinates. In the geographic routing perspective, NoGeo proposes a routing scheme upon the constructed coordinates. They use greedy forwarding followed by a localminima recovery mechanism, which does not guarantee the delivery.
Virtual Raw Anchor Coordinate System
To avoid the computation phase of localization, BVR [9] and GLIDER [8] have independently proposed a virtual coordinate scheme relying only on the raw measures from anchor nodes. Both these mechanisms assign nodes their coordinates, simply as a hop-count vector from the anchors. Therefore this mechanism does not require any further computation. VRAC [13] has used the similar concept and assigns coordinates as raw distances from anchors. A local routing strategy was proposed for VRAC in [13] with guaranteed delivery in the case where the graph is dense enough. Furthermore, an anchor placement which ensures the planarized graph is a 2 − spannar is also derived. Virtual Raw Anchor Coordinate space by definition, deviates from classical coordinate spaces. Most importantly, it does not follow the fundamental axioms required to define the distance and angle. This motivates us to explore combinatorial properties of VRAC which can be used in geographic routing. VRAC defines coordinates of each node u as Figure 1a . Moreover, we assume that all the nodes are inside the triangular region, A 1 A 2 A 3 , formed by anchors A 1 , A 2 , A 3 , see [14] for the explanation of why this is necessary and the description of possible further work to remove this assumption. In [15] , authors proposed an interesting routing stratergy in the schnyder coordinates that does not make use of a distance function. VRAC is close in the spirit of this work, yet it avoids the computation of schnyder coordinates by assuming that the distances to the anchors are available. In this manuscript, we consider two versions of VRAC constructions. First version is the basic construction of coordinates as described earlier. In the second version, we further assume that anchors can estimate the distances between them, hence the lengths of the convex triangle of a node are known. With this information, we define a slightly different version of VRAC (see Figure 1b) , where perpendicular distances from triangle edges are assigned as coordinates. This coordinate system is less general, however ir leads to spannaer properties (see [14] ). Our goal in both cases is to define the required constructs such that geographic routing can be performed with delivery guarantees. We investigate a combinatorial approach based on order relations. We start by defining the order relations which are applicable in both versions of coordinate systems. We can define three order relations on the set of nodes V .
Definition 1. The three order relations
The three order relations are total 1 and it makes sense to associate the minimum of a set with respect to one of the three order. We will denote this by min i for i = 1, 2, 3.
1 A total order is a binary relation which is valid for all the pairs in a set These three orders permit the definition of sectors associated with a node u.
Definition 2. We define the following sectors associated to a node u ∈ V , see Figure 1a . Note that the reference node u does not belong to the sectors.
In the text, we refer to these sectors as sector number 1, 2, . . . , 6 respectively, i.e. for instance, s 
Communication graph planarization
The local planarization of the communication graph in the VRAC coordinate system is presented in [14] where we show how planarity criterion introduced in [16] can be turned to a local criterion if we assume the Unit Disk Graph (UDG) model of the communication graph , i.e. the nodes are positioned in a region of the plane and two nodes are connected if and only if the distance among them is less than a constant r called the range of communications. Given a UDG G with vertex set V and edge set E we define the graph G = ( V , E) as follows. 
We emphasize that the graph G is undirected (as the UDG G). There is an
and is the closest with respect to the order relation < 1 , < 2 , < 3 respectively or, if the same conditions apply with u and v interchanged. The important property is that: Property 1. A node u has at most one neighboring node in each of s (the closest with respect to the corresponding order relation). Indeed, if v ∈ s
, or u ∈ s v 2 respectively and then, the only possibility for an edge (u, v) ∈ E is that v is minimal with respect to < 1 , < 3 or, < 5 respectively.
The next proposition proves to be useful for implementing face routing, see Proposition 4. Proposition 1. We consider nodes u and v such that (u, v) ∈ E. Then,
Proof. Without loss of generality we can assume that u > 1 v, u > 2 v, u < 3 v (the proof is the same if we permute the indices). Because u and v are connected it must be that v = min 3 
In the following, we use alternatively (u, v) ∈ E or v ∈ Nu to indicate that the nodes u, v are neighboring nodes. 3 The notation min k (s u i means that we consider the node in the sector s u i and connected to u that is the minimal with respect to the order < i . v, u > 2 z > 2 v, u > 3 z < 3 v} the last inequality shows that if it were a node in the intersection u should be connected to that node instead of v.
However, a node u can have many neighboring nodes in the sectors v ∈ s u 2 , s u 4 or v ∈ s u 6 . In [14] we call the edges (u, v) with v in s ). We emphasize that this is a useful denomination but the graph G is not oriented. We proved in [14] that under certain conditions on the length of the edges the resulting graph G is planar and we discuss the stretch factor compared to the original graph G. Our aim in the following is to present a geographic routing algorithm on top of this planar graph. In the paper [14] we investigate some geometric properties 4 which are necessary for G = ( V , E) to be planar. Subsequently we observe the following property. 
This property is crucial to ensure that if there is an edge (u, v) in E then there are no nodes w such that w < k v and (u, w) ∈ E i.e., the node w should be connected to u to ensure planarity but, unfortunately, is out of the range of u. Notice that the property must be true because the node v is the minimal node in s u 2j−i , j ∈ {1, 2, 3} with respect to the order relation < j (defined by d(A j , z)) to ensure the planarity of G. In this work, we focus on the delivery guarantees of the routing algorithm and we assume that the graph G is planar. This graph can result from the planarization process applied to a UDG graph, as in [14] , or any other way. This paper is independent of [14] [TV!] 5 .
Greedy Routing
As mentioned earlier VRAC does not define a distance function. Therefore it is not possible to perform greedy forwarding as usual. In GLIDER [8] and BVR [9] , they define a heuristic distance function for the purpose. Contrarily, our version of greedy routing does not use an explicit distance function. Anyway, our solution can be called greedy routing since it satisfies the axioms characterizing greedy paths provided in [17] , i.e. (transitivity) if node y is greedy for x and z is greedy for y then z is greedy for x as well and (odd symmetry) if y is greedy for x then x is not for y. if
select arbitrarily x in the set 6: return
..,k is a greedy path if
We say that u i makes a greedy routing decision.
Algorithm 2 contains a pseudo-code of the implementation of the primitive for greedy routing.
Proof. For concreteness, we consider s
we reverse the signs of the inequalities). The assumption u i+1 ∈ s
. This proves the proposition. Notice that this result follows directly from the results in [17] since the paths satisfy the required axioms. However, we provide a direct simple and independent proof of the delivery of data.
VRAC Routing Algorithm I
In this section we present the face routing algorithm for VRAC system illustrated in Figure 1a . Our routing algorithm is a variant of the combined greedyface routing algorithm. However, the major difference is that in our restricted coordinate system we cannot always compare the angles and it is not possible to implement face routing independently of greedy routing, see Proposition 3. In both GFG and GPSR they implement the left or right hand traversal rule to explore a face of the planar graph. In order to change the face accordingly, it detects the intersection of an edge of the path with the source destination line. Unfortunately, in our setting it is not always possible to detect such an intersection. This is why we consider a (greedy) region that contains the source and destination nodes, see equation (1), and we detect when the path crosses this region. We switch to greedy routing when data are transmitted to a node belonging to this region (face routing is no longer implementable in this case, see Proposition 3). Note that this is the crucial difference to the original setting of geographic routing. In the following we describe the implementation of the face routing primitives. Basically if u is the source and D the destination of data the routing algorithm at u switches to face routing if N u ∩ s intersects this region the algorithm decides whether the face traversal algorithm must follow or switch the face. Because we implement only the primitives for the left hand traversal rule, keeping or switching the face is done by choosing if the path traverses the region (by selecting w as the next node) or if the path does not traverse the region by inverting the order of the nodes (v, w), i.e. the node v continues the execution of the left hand traversal algorithm by assuming that the data is received from node w. Notice that our implementation is not an implementation of a classical algorithm like GFG or GPSR [1] since it cannot be executed independently of greedy routing for the reasons mentioned in the introduction and substantiated below. However, our implementation follows the rule of GFG for face switching. To easier the comparison with GFG [1], we also keep the same terminology when needed. Indeed, in the following we say that an edge (u, v) is on the left of an edge (u, w) or a line uD if the angle between the two measured counterclockwise is smaller that π. Given an edge (u, v), a first primitive to implement the face traversal is to rotate the edge around u counterclockwise and to determine the next edge (u, w) that we encounter. Actually, this amounts to find the edge (u, w) that makes the smaller angle with (u, v) where the angle is measured counterclockwise. In our coordinate system, we cannot compute the angles since we only know the order relations defined by the three anchors. In the following we say that an edge is the next edge to an edge (u, v) or a line to indicate that we rotate the edge counterclockwise around u and stop to the next edge that we encounter. 
The implementation barrier, impossibility result
There is a particular configuration where it is not possible to determine which of two edges (u, v) and (u, w) are next to a line uD.We emphasize that this is due do the fact that the nodes u and D are not connected. However, this configuration is frequent when u is the source of data and D is the destination. Figure 1a is void of nodes, this must be true for the two edges (u, v) and (u, w) and, this property makes possible to decide which of the edge is on the right of the other by comparing d (A 3 , v) and d(A 3 , w) .
We implement a subroutine right(u,v,w) that returns which of the edges (u, v) or (u, w) is the closest to right border when v and w are in the same sector, see 
Next, if two or more nodes belong to the sector number 0 we choose the one that is next to the line uD by using the function right(u, v, w) presented in Figure 4a (right). The entire algorithm is presented in Figure 3 
Selecting the next edge in face routing
To implement face routing, we face the problem that given that node u receives the data from node v we must determine which edge is next to (u, v) by rotating 
Face switching
According to the proof that GFG delivers data with certainty for any planar graph given in [1] , when an edge (v, w) of face routing cuts the source destination line uD, face traversal must change the traversed face if the line wD is on the right of the edge (w, v). That means that the angle between (w, v) and the line wD measured counterclockwise is larger than π, i.e. we need to rotate the line (w, v) for an angle larger than π to match the line uD. In our case, we cannot detect the intersection of the line uD. What we detect is that the edge (v, w) crosses the region s 
We represent on Figure 6 (right) the edges that can cross the region s Figure 1a . The only edges that remain and that lead to Face Switching following [1] are listed in Equation (3). The guaranteed delivery routing algorithm that we present in Figure 5 combines greedy and face routing in the spirit of classical greedy-face routing algorithm [18, 1] and, implements the switching face algorithm from [1] . In this section we present a routing algorithm which guarantees delivery on the second version of the VRAC system described in Section3. This approach uses geometric properties of the coordinate system to define the required geometric constructs to perform geographic routing. In fact, unlike in the previous approach, in this coordinate system we are able to perform rotation and detection of line segment intersection as in Euclidean space. Here we summarize the basics of this approach while a complete description of the algorithm can be found in [19] As illustrated in Figure 1b , a node divides the physical space into six sectors based on its coordinate value. Sectors are numbered according to the Figure 1b , and two of the components of the coordinates happen to be the borders of the sector. Drawing a similar analogy with the Euclidean space, we treat those two components as axes. Note that these axes are relative to a given sector, but the geometric properties are same in all sectors due to the symmetry. By observation, we derive some geometric properties useful for face routing, which is presented as Proposition 5 summarizing the results in [19] . Consider any sector s of a given node u = (x u , y u , z u ) and a neighboring nodes v = (x v , y v , z v ) and w = (x w , y w , z w ) lying in the same sector. We observe that along a line segment in a sector, at any point on the line it preserves the ratio between perpendicular distances from two sector borders. Let θ 1 and θ 2 be the rising angles from one of the borders of the sector as in Figure 7 and We use Proposition 5 to define a subroutine to decide the edge with smallest rising angle which is illustrated in pseudo code. Using the subroutine 7 and sector numbers we define the Algorithm 7 to find the first edge towards clockwise/counter-clockwise direction. It starts its search from a given sector and finds the edge with smallest rising angle in that sector. If there are no edges in the sector, it continues the search through the following sectors according to their numbering. Hence apparently it searches the whole space around a given node. In order to perform face routing, we need to detect when a possible next edge intersects with the line segment between two other points. A well known result from geometry suggests that two line segments get intersected, when the end points of the line segments do not mutually locate in the same side of the other line segment. By inspection of sector arrangement and the possibilities to satisfy this requirement, we define Algorithm 8 to check intersection of two line segments. This algorithm essentially compares the sector positions of two other points w, x compared to a selected point v with respective to point u. It repeats this process for the other combination of points and check whether it satisfy the above mentioned requirement. Face traversal performed with the classical right/left hand rule, where a node rotates according to the rule and finds the first neighbor clockwise or counter clockwise. In addition to the face traversal, face changes should be performed accordingly. While there are several variants of the face changing criteria, all of them checks whether whether the face traversal intersects with the connecting line between current local-minima and the destination. We use the defined geometric concepts to implement the face routing algorithm proposed in GFG, which is proven its delivery grantees in an arbitrary graph. Face routing algorithm is illustrated in Algorithm 4. It uses the rotation algorithm to search its neighbors clockwise or counter-clockwise and check for intersections based on the Algorithm 3. If it detects an intersection, following the GFG algorithm it changes the rotation direction accordingly.
Simulations
In this section we present a comparative analysis of our geographic routing algorithm with GPSR. Evaluation is done in a simulation environment, which purely focuses on routing algorithms, while ideal radio characteristics and link layer complexities are abstracted. As mentioned earlier, schnyder's criteria should be applied to planarize the graph. Therefore in the simulations, we compare our algorithm over schnyder planarization along with our algorithm against the GPSR over Gabrial Graphs and Relative Neighborhood Graphs. We analyze the classical metric namely the stretch f actor which is commonly used in performance analysis of geographic routing. Stretch factor represents the ratio between the number of hops required by the geographic routing over the shortest path from the source to the destination node.
Stretch factor
We perform simulations varying the node density within an area of 400 x 400. Radio ranges of nodes are set to be 50 units and nodes are spread uniformly throughout the area. Shortest path is found between two randomly selected source and destination nodes in the randomly deployed topology using the Dijkstra's algorithm in a centralized manner.
Conclusion
Geographic routing over virtual coordinate systems has studied extensively as an alternative to real localization systems. Despite of the numerous proposals mostly in theoretical perspectives, their practical realisable is questionable due to unfavorable computations required. Use of raw distance measures from a set of anchors as the coordinate like in VRAC, posed to be promising mainly due to its simplicity offered in wireless sensor network environments. Even though, partial nature of geographic information carried by VRAC coordinates make geographic routing not so trivial. Especially in the absence of fundamental geometric concepts like angle and distance, raw coordinate systems require a different approach to perform geographic routing algorithms. In this paper we take a combinatorial approach to construct basic properties needed to perform both greedy and face routing phases. Further more we prove that, based on those constructs it can perform delivery guaranteed face routing in arbitrary graphs. We evaluate our approach with standard geographic routing algorithm GPSR comparing the stretch factor. As the first attempt in this line of research towards geographic face routing, we further believe that the combinatorial constructs could demonstrate resilience towards erroneous distance measures. Further more we believe that, with future contributions our approach would be a candidate with real wireless sensor network characteristics.
