Abstract. Sources of near-surface oceanic variability in the central North Atlantic are identified from a combined analysis of climatology, surface drifter, and Geo sat altimeter data as well as eddy-resolving r and r Community Modeling Effort North Atlantic model results. Both observational and numerical methods give a consistent picture of the concentration of mesoscale variability along the mean zonal flow bands. Three areas of high eddy energy can be found in all observational data sets: the North Equatorial Current, the North Atlantic Current, and the Azores Current. With increasing horizontal resolution the numerical models give a more realistic representation of the variability in the first two regimes, while no improvement is found with respect to the Azores Current Frontal Zone. Examination of the upper ocean hydrographic structure indicates baroclinic instability to be the main mechanism of eddy generation and suggests that the model deficiencies in the Azores Current area are related to deficiencies in the mean hydrographic fields. A linear instability analysis of the numerical model output reveals that instability based on the velocity shear between the mixed layer and the interior is also important for the generation of the mid-ocean variability, indicating a potential role of the mixed layer representation for the model. The ! 0 model successfully simulates the northward decrease of eddy length scales observed \n the altimeter data, which follow a linear relationship with the first baroclinic Ross by radius . An analysis of the eddy-mean flow interaction terms and the energy budget indicates a release of mean potential energy by downgradient fluxes of heat in the main frontal zones. At the same time the North Atlantic Current is found to be supported by convergent eddy fluxes of zonal momentum.
Introduction
Numerous field studies in the North Atlantic have revealed the geographically highly inhomogeneous distribution of near-surface mesoscale variability in the ocean: maxima occur at the western boundaries, in the tropics, and along the main frontal systems, while the remainder of the ocean is much more "quiet." Climatological maps of the temperature and velocity variance have been compiled from extensive expendable bathythermograph (XBT) data sets [Dantzler, 1977; Emery, 1983] and surface drifter data [Richardson , 1983; Krauss and Kase, 1984] . Recently, satellite altimetry provided repeated quasi-simultaneous observations of the · sea surface height (SSH) with global coverage, a powerful tool for investigating the space and time scales of the oceanic surface fields [LeTraon et al., 1990; Stammer and Boning, 1992] .
At the same time, basin-wide eddy-resolving numerical modeling has created new possibilities for the examination and interpretation of ocean dynamics [Bryan and Holland , 1989; Boning et al., 199la; Semtner and Chervin, 1992 ; Beckmann et al., 1994] . Motivated by the availability of the H-R and I-H indicate the use of Hellerman and Rosenstein [1983) and Isemer and Hasse [1987) monthly mean wind forcing, respectively; ECMWF denotes dail y mean wind stress from the European Centre for Medium-Range Weather Forecasts. Subscripts Mand T refer to the momentum and tracer viscosity and diffusivity coefficients, respectively. The mixed layer coefficient a is the percentage of wind energy used for the deepening of the mixed layer. a relatively coarse and viscous regime. Both insufficient horizontal resolution and the related large lateral diffusion, necessary to parameterize the sub-grid-scale processes, led to a level of variability far smaller than observed. An earlier study based on a series of eddy-resolving simulations with a PE model using an idealized geometry (the so-called "box model") and a single-state variable (density) gave an indication of the responsible generation mechanisms and demonstrated the sensitivity to model resolution and frictional parameterization [Boning and Budich, 1992] . Because of the idealized geometry and topography , however, a relation between the model features and the observed phenomena could not be easily established.
While deficiencies of the box models could be explained by the obvious limitations introduced by the above mentioned simplifications , the Community Modeling Effort (CME) [Bryan and Holland , 1989 ] model should not suffer from these problems. It was initiated as an attempt to simulate the basin-wide ocean circulation with a high degree of realism (with respect to geometry, topography , physics, and forcing), to explore the sensitivity to certain model parameters (frictional coefficients, wind forcing, and resolution) , and, most importantly, to address the important question about the role of mesoscale eddies in the circulation which is not directly accessible by measurements.
Detailed descriptions of the model and the strategy behind the sensitivity experiments can be found in the work of Boning et al. [199la, b] , Beckmann et al. [1994] , and Bryan et al. [1994] . Some important points, however, will be reiterated here briefly. The CME experiments make use of a PE model [Bryan , 1969; Cox, 1984] in realistic North Atlantic (l5°S to 65°N) geometry and topography. The initial data for temperature and salinity are taken from the Levitus [1982] data set. The basin is artificially closed at the northern and southern zonal walls, using restoring zones of a few grid points. Labrador Shelf Water formation and Mediterranean Water input are parameterized in a similar way. The basic calcula.tion w_ith r x r resolution and 30 nonequidistant levels 1s a spm-up run of 20 model years performed at the National Center for Atmospheric Research (NCAR) [Bryan and Holland, 1989] with Hellerman and Rosenstein [1983] wind forcing. The final state of this spin-up serves as starting point for various further investigations on the model sensitivity to lateral and vertical diffusion and viscosity, wind climatology, and mixed layer parameterization (see Table l ) which have been carried out for several years each. The wind forcing for most of the Kiel runs is interpolated linearly in time between monthly mean values of lsemer and Hasse [1987] climatology. Experiment K13-5 uses daily European Centre for Medium-Range Weather Forecasts (ECMWF) winds and will be treated in more detail in a separate study. For the first four experiments (Kl3-l through K13-4) the eddy variability was only insighificantly affected by the applied modifications. In particular, the addition of a simple, Kraus-Turner type mixed layer model did not change the strength and distribution of eddy fields significantly.
In this study we shall use model output from a basic r case (Kl3-4) and from a case with increased r resolution (Kl6-l).
Spatial Distribution of Mid-Ocean Variability
A first comprehensive presentation of the distribution of eddy energy was obtained from the historical data maps by Dantzler [1977] and Emery [1983] . The compilation of XBT data (temperature fluctuations T RMS at 400 m depth as a measure of the eddy potential energy) exhibits a band of large values in the Boundary Current System and the Extension Area, as well as the North Atlantic Current. This area of increased Variability branches at 45°W into a northward and a southward band associated with the North Atlantic Current (NAC) at about 50°N and the Azores Current (AC) along 35°N. The remainder of the subtropical gyre is relatively "quiet." To the south, there is a general equatorward increase in eddy potential energy (EPE) related to the North Equatorial Current (NEC).
More recent investigations make use of altimeter and Lagrangian float data. LeTraon et al. [1990] present maps of objectively mapped SSH anomalies from Geosat and EKE estimates from the cross-track velocity component (assuming spatial isotropy of the mesoscale eddy field). While the eastward penetration of EKE in the NAC and the increased values of variability at 35°N found in the climatology are clearly visible in SSH fields, the latter structure is less pronounced in the derived EKE fields. The study of LeTraon et al. [1990] also compares the altimeter results with the drifter analysis by Richardson [1983] , with qualitatively similar results. The analysis of an earlier subset of the drifter data from the Kiel " Warmwatersphere" program by Krauss and Kiise [1984] also showed the concentration of eddy energy along the NAC but only a slight indication of higher kinetic energy at 35°N , probably because of insufficient data coverage in that area.
Quantitative conclusions from these earlier surface drifter data sets are difficult, since the depth of the drogues differed and the number of drifters in the central and eastern North Atlantic was relatively small, not allowing , for example, a correction for drogue loss. The importance of separating drifter data with and without drogue was demonstrated by Brilgge and Dengg [1991] . Their method of identifying and eliminating data from drifters without drogues was recently applied by B. Brilgge (Near-surface mean circulation and kinetic energy in the central North Atlantic from drifter data, submitted to Journal of Geophysical Research , 1994) (hereinafter referred to as Brilgge, submitted manuscript, 1994) to the whole Kiel drifter data set, which now includes 35 ,000 buoy days between 1981 and 1990 and can be considered the most extensive drifter data set for the central North Atlantic currently available. Brilgge (submitted manuscript, 1994) shows that the elimination of undrogued buoys significantly reduces the influence of wind effects on the trajectories. In the corrected data set, which primarily reflects the signal of the geostrophic interior, there are clear maxima related to the NAC and AC , extending as far east as 15°W. We shall use these drifter data below (Figure 1 ) for comparison with Geosat and model results .
A good impression of the banded structure of variability in the eastern basin and a quantitative comparison of different data sets can be obtained from a meridional section through the basin . Figure 1 shows results from Geosat and drifter data and solutions from two versions of the CME model along 30°W. All EKE data are averaged zonally from 28° to 32°W (or 25°-35°W, with very similar results). Figure la shows EKE from the Kiel drifter data set. If all (i .e ., drogued and undrogued) data are included, maximum values are 520 and 330 cm 2 s -2 for the NAC and AC regions , respectively (Figure la) . The minimum between these peaks lies at about 200 cm 2 s -2 . If undrogued buoys are eliminated, the EKE values are substantially smaller. Because the variability is more strongly reduced outside the main frontal zones, the concentration of EKE at the main fronts becomes even more pronounced. EKE values for the NAC and AC are 450 and 180 cm 2 s -2 , respectively, at this longitude. Results from the Geosat altimeter are presented in Figure  lb . Quantitative statements depend to some degree on choices made for horizontal smoothing procedures. Applying a 2° x 2° horizontal averaging and a Lanczos low-pass filter, the along-track cutoff scale determines the exact shape of the variability distribution. (For a more detailed description of the altimeter data processing and error levels, see Stammer and Boning [1992] ). In Figure lb , curves are displayed for both 40-and 100-km decorrelation scale (the latter was also used by L eTraon et al. [1990] ). Again , high-energy bands stand out along the NAC and AC , and there is also an indication of enhanced variability in the NEC regions. The minima of EKE between these bands are not smaller than 100 cm 2 s -2 , which to some degree can be related to data uncertainties. The use of a larger filtering scale generally gives smaller variability and tends to reduce the maximum in the NAC . The "smoothing effect" is smallest in the AC , where a fairly robust EKE value of 250 soo~~~~~~~~~~~~~~~~ . . . . . . . cm 2 s -2 is found . The location of the frontal maxima in both drifter and altimeter data sets is identical. Even quantitatively, the curves agree fairly well; the GEOSAT signal, however, "sees" more variability in the AC region than the drifters and sees less in the NAC region. This result can be interpreted in part as the result of the conceptual (and systematic) differences between both observational methods (Eulerian versus Lagrangian) or an effect of the somewhat smaller drifter data coverage in the AC. Another reason might be interannual variability, which enters differently in the 10 years of drifter data and the 2.5 years of Geosat data.
The analysis of CME cases N13-1 and N13-2 with standard 10 zo resolution ( 3 x 5 ) by Treguier [1992] showed an EKE distribution with a fairly realistic large-scale pattern but much too weak an intensity, especially in the central and eastern basin. With increased horizontal resolution
and reduced frictional coefficients , Beckmann et a/.
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[19if4] found an increased level of EKE , while at the same time , no significant changes in the time-mean hydrographic patterns could be detected. It should be pointed out that our definition of model eddy energy includes all the fluctuations relative to a long-term mean: the inertial and internal wave response of the ocean, the mesoscale eddy field, Rossby waves, the seasonal signal, and interannual fluctuations . In some regions, one of these effects may dominate (e.g., the seasonal cycle in the tropics), but no attempt was made here to separate the relevant time scales. For the comparisons we focus on a level (91 m) below the mixed layer which may be regarded as representative of the upper ocean and appropriate for comparison with drifter and altimetric observations. The horizontal distribution of EKE in this layer is displayed and discussed by Beckmann et al. [1994] . In summary, the observations as well as the numerical solutions indicate a pronounced concentration of eddy energy along the main (zonally oriented) fronts in the central North Atlantic. In the subsequent sections we shall use the model results to further examine the kinematics of the eddy field and study its generation and dynamical role.
Statistical Properties of the EKE Field: Eddy Length Scales
We begin our investigation of the generation processes with a more detailed look at the properties of the fluctuating fields. and artificial (north, south) boundaries. Strong mean flows can be seen in the tropical ocean (Figure 2a) , where zonal bands prevail, and north of 45°N, where . the eddy field produces local, partly nonzonal jets. The midlatitudes exhibit weak zonal bands of eastward flow. The eddy field in Figure 2b shows a northward decrease of horizontal scales, but it also suggests the existence of three different regimes (roughly corresponding to different levels of mean and fluctuating energy): a iong wave regime in the tropical ocean, a weak eddy field in midlatitudes (where the Azores Current Frontal Zone (ACFZ) is missing), and a highly energetic subpolar front region. This subdivision, however, does not correspond to the local Rossby radii, plotted in Figure 2c . Their variation is relatively uniform across the subdomain, mainly a result of the smooth latitudinal change of the Coriolis parameter. Stammer and Boning [1992] have presented an analysis of eddy correlation scales from Geosat data and the r CME model (K13-2). They show that extratropical along-track eddy scales (i.e., mainly oriented in meridional direction) as derived from SSH fields are highly correlated with R i, the first baroclinic Rossby radius of deformation, as taken from Emery et al. [1984] . A similar relationship had previously been observed for local ensembles of eddies in selected areas, for example, at the "Mode" and "Tourbillon" sites (see, for example, Mercier and Colin de Verdiere [1985] The higher-resolution results, indeed, fit nicely into this picture, although in a somewhat unexpected way (Figure 3) . Instead of extending the area of close correspondence to the north, the meridional scales are systematically (but not significantly in a statistical sense) smaller than the observed ones. However, they decrease with latitude at very much the same rate as the observations, and a linear relationship with Ri., can be fitted through the model data between 10° and 60 N (Figure 4a ). It has to be noted that in this study the more appropriate values of R I from the model (see Figure  2c ) are used for comparison with the model length scales. The deviation of R I in the model from their climatological values (e.g., R I is about 50% larger in the model than for climatology in the region north of 50°N) is noteworthy in its own right. This must be due to changes in the upper ocean water mass characteristics during the 25 years of integration. Part 0 of the deviation of L </> from the Geosat values found in the ~ model at higher latitudes has to be regarded as an effect of the different R I in the model.
Because isotropy cannot be assumed a priori, a separate look at the zonal length scales is also provided in Figure 4a with similar results. The lariest devi~tions from a linear correlation occur between 30 N and 40 N , a further indication of the ACFZ deficiencies. The questions of isotropy were addressed in a study of the sea surface temperature field by Krauss et al. [1990] . The model results are generally consistent with the observations. Moderate (<25%) devia- In the ACFZ region, zonal scales are larger than meridional scales, but in the southern part of the subtropicai gyre the ratio is inverted. The latter should be expected for wave disturbances on the broad unstable westward flow in that region.
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Several other 6 model v~riables are used to generalize the SSH results. The dependence of length scales from the stream function and middepth temperature fields are summarized in Figures 4b and 4c . Not surprisingly, the typical length scales of the stream function field (Figure 4b ) are fourid to be larger than the SSH scales. The obvious correlation of external mode zonal scales with R I is an interesting property of the eddy field, indicating a close connection between internal and external flow. The model stream function anomalies are clearly nonisotropic (Figure 4b') . A reliable picture of the internal mode eddy scales can be expected from an analysis of the temperature deviation in the main therinocline (say 1000 m), where the maximum of the temperature anomaly of first mode baroclinic waves occurs, or the velocity fields at the surface just below the mixed layer to exclude the influence of the surface forcing . The main thermocline temperature scales (Figure 4c ) are most indicative of a dominance of the first baroclinic mode . In particular, the extratropical zonal scales are directly proportional to R I with a correlation coefficient of r = 0. 97. The subsurface velocity scales (not shown) are generally smaller and characterized by an anisotropy L q,1 LA = 0. 6 7 for zonal velociti.es and Lq,ILA = 1.50 for meridional velocities. This . is consistent with a corresponding isotropic dynamic height field and in good agreement with the findings of Arhan and Colin de Verdiere [1985] .
SSH scales are generally much smaller than the stream function scales but of the same order as the first internal mode scales. The offset in the SSH scales must therefore be seen as a measure of the influence of the external mode on the surface elevation. It is difficult, however, to quantify the relative contributions. It should also be pointed out that the model results cannot readily be taken as representative of the situation everywhere in the central North Atlantic, because the model deficiencies in the AC and NAC areas could also affect the partition between the vertical modes .
South of 20°N the zonal temperature variability scales 
EKE Generation Processes

5.1.. The Hydrographic Structure in the Central North Atlantic
Motivated by the distinct concentration of EKE alorig the mean climatological frontal zones, it seems reasonable to assume that a strong interdependence exists between the increased variability and the frontal nature of the NAC and AC. That is, the variability could be generated by instabilities of the mean front arid at the same time maintain its structure by feeding back into the mean flow.
.The large-scale hydrographic structure and conditions for baroclinic instability (BCI) have previously been examined by McDowell et al. [1982] and Keffer [1985] . Baroclinic instability requires a change in sign of the meridional gradient of potential vorticity (1) somewhere in the vertical (see, for example, Charney and Stern [1962] ). While the distribution of the large-scale (low Rossby number) potential vorticity q 0 = -f dpldz (from hydrographic data, ignoring the contribution from relative vorticity) only reveals the areas between 10°N and 30°N in the subtropical gyre as potentially unstable [McDowell et al., 1982; Keffer , 1985] , the higher-resolution Robinson-BauerSchroeder (RBS) atlas [Robinson et al. , 1979] provides more details of the midlatitude q 0 structure [Stammer and Woods, 1987] . A meridional section of late winter potential vorticity and density is depicted in Figure 5a . Several regions can be identified where the necessary condition for instability is satisfied, at least during part of the year (late winter/early spring) . In addition to the NEC re §ion , one ~uch area lies in the upper thermocline between 50 N and 55 N, the location of the NAC. A strikingly similar structure can be found at the mean position of the ACFZ at 35°N, suggesting that the reason for the underrepresentation of the Azores Front variability in the models is related to the hydrographic situation (density and potential vorticity fields) in that region. Compared to the RBS atlas (Figure 5a ), the meridional density gradient in the AC area is too weak, and an expression of the sharp frontal zone of the AC in the upper ocean is missing in the model (Figure 5b) . Consequently, the potential vorticity does not exhibit the necessary structure for baroclinic instability. It is important to note that no significant changes with increased resolution occur in this area, suggesting that model features other than horizontal resolution must be responsible for this deficiency.
Shear Mode Instability in the Model
The necessary condition for instability as inferred from the q O structure does not tell us about the preferred (zonal) scales of the instability and the related growth rates . In order to fu rther investigate this issue, vertical shear modes as derived from QG theory are computed for the mean zonal flow and density profiles, averaged over 1 ° meridionally and between 25°W and 35°W. Linear stability is evaluated from the eigenvalue problem (see , for example, Gill et al. [1974] and Beckmann [1988] ) for F(z),
with N 2 = (g/ p 0 )(dpldz), subject to the boundary conditions F z = 0 at the surface and the bottom. Variable/ is the local Coriolis parameter, and u 0 the zonal mean flow.
Solutions are complex frequencies w = w, + iwi where the imaginary part represents the growth rate of unstable waves. The system is solved for wavelengths k -l between 10 and 1000 km. Figure 6a shows the growth rates as a function of latitude and zonal wavelength, measured in grid spacings. The results are surprising: using the above inviscid equation, every single profile between the equator and 60°N proves to be unstable to wavelengths smaller than roughly 100 km with increasing growth rates toward smaller scales (Figure 6a) . The ~argest grow~h rates. can be f~und 0 in the 0 tropics, but certam extratrop1cal latitudes (18 -20 N , 55 -60 N) also show impressive maxima. At the limit of numerical resolution (2~x) we find perturbation energy doubling times of typically less than 4 days (with the absolute maximum of 1 day near the equator). If, in addition, dissipative processes are considered in the analysis, the occurring instability will be restricted to certain zonal wave bands, since the growth of unstable waves has to compete with the damping process. Using the r model coefficient of 5 x 10 10 m 4 s -l , the inclusion of biharmonic lateral friction causes many of the smaller scales to be stabilized. However, the growth rate diagram still indicates potential instability in many latitudes (Figure 6b ). Note in particular the instability between 30°N and 40°N .
The reason for these ubiquitous instabilities is identified to be the velocity shear below the mixed layer which causes a very small scale instability with a corresponding vertical penetration of only a few hundred meters. The vertical structure of the unstable shear modes is an exponential decay with depth from the maximum at the surface, as observed in the EKE fields as well. In an attempt to exclude the effects of the velocity shear below the mixed layer, the two uppermost layers (down to 72 m) are excluded from the eigenvalue problem. The result is an almost complete elimination of instability, except for the region north of 55°N (Figure 6c) .
In contrast to our expectations, the reversal of internal q O gradients is not the only cause for the occurrence of BCI. A large part of the variability in the model seems to originate near the surface, affecting the interior of the ocean only indirectly. The ocean below the mixed layer reveals a dominant first baroclinic mode , which is only insignificantly modified by the presence of the velocity shear below the surface. Even in the NAC region , a significant portion of EKE seems to be the result of shear mode instability between the mixed layer and the ocean interior. This is consistent with the decreased scales and the increased variability for the reduced friction in the r experiment, where the hydrographic fields and the potential vorticity q 0 in the interior did not change significantly [see Beckmann et al., 1994] . This instability process is directly related to the vertical velocity shear between the mixed layer (usually the uppermost one or two layers) and the oceanic interior. In the inviscid limit this results in a maximal unstable wave at very small scales, since the involved fluid thickness is relatively small. It is then the role of dissipation to shift the maximum instability toward longer scales.
Model Energy Transfer and Turbulent Momentum Fluxes
Regional energy budgets may help to elucidate the role of fluctuating fields for the general circulation. A calculation of complete energy budgets (including forcing, dissipation , and advection terms) is beyond the scope of the present study. Some insight may be gained , however, by an examination of the eddy-mean flow interaction terms
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where the overbar represents a time average and the prime the deviation from that mean. Model field correlations are only available for (} (instead of p), and thus a proportionality of the form p = p 0 (1 -a8) was assumed. The horizontally averaged density p was used to calculate the potential energy components. Here T 1 represents the transfer from the mean kinetic to the mean potential energy reservoir, T 2 the conversion from mean potential to eddy potential energy , T 3 the flux from eddy potential to eddy kinetic energy, and T 4 the effect of the Reynolds stresses on the fluctuating part of the kinetic energy. Positive values of T 2 are commonly seen as an indication of BCI, and positive T 4 suggests the occurrence of barotropic instability (BTI).
Because of small-scale spatial variability in the terms, regional budgets are not robust , and we will focus on averages over large areas. Figure 7 shows the energy transfer terms evaluated in the central northeast Atlantic subdomain from 20° to 40°W and between the equator and 60°N for the top 1000 m. Both kinetic energy components are similar to the ones obtained for the subtropical gyre in the ''box model" of Boning and Budich [1992] ; the potential energies, however, are much larger_ as a result of the more realistic mean density p in the Atlantic model. The main energy input in the central North Atlantic is through time-mean wind and buoyancy forcing. The seasonal components of both the wind and the buoyancy forcing are small relative to dissipation of EKE and EPE , respectively. On average , both BCI and BTI are present in this region.
Transfer terms involving the vertical velocity (T 1 and t 3 ) are locally strongly modified by the upwelling and downwelling caused by flow over rough bottom topography , which might actually mask (or fake) a coherent signal. Therefore only T 2 and T 4 are examined for a systematic energy transfer as an indication of BCI and BTI, respectively. Figure 8 shows the meridional dependence of these terms, averaged over the top 1000 m and between 30°W and 35°W. The upper ocean "feels" a positive T 2 in only two regions: the tropics south of 8°N and the NAC between 46°N and 52°N. The resulting curve is very similar to the one obtained from experiment K13-3, which did not include a mechanism for wind-induced deepening of the mixed layer. be responsible for cross-frontal fluxes and lateral redistribution of momentum. This is clearly the case for the mean position of the NAC at 47°N which is characterized by an along-frorit convergence of zonal momentum. The contribution from the fluctuating velocities dominates the time-mean part and provides the main mechanism for the momentum flux in ttie subpolar front region. This can be described as a " negative viscosity," where the momentum flux is against the mean gradients. Further south, however, there is a broad southward eddy flux of momentum, which is inconsistent with observations. In the tropics we find indications of a convergence of momentum, due to_ a strong mean part. To validate these results , the off-diagonal component of the Reynolds stress tensor u'v' is compared against Geosat observations, estimated from objectively analyzed data on a regular grid (Figure 9 , dotted line). The altimeter measurements confirm the picture of a converging momentum flux at zonal frontal zones in the central and eastern North Atlantic. There is a remarkable agreement in the position of the subpolar front , while a similar structure of converging momentum flux is missing in the AC region of the model. The drifter results in this area are ambiguous and not included in the figure .
In summary, the mean state and the variability fields in the three central North Atlantic frontal zones (NAC, AC, and NEC) are closely interrelated: while the climatological frontal zones are created by external forcing, fluctuations of the frontal jets produce eddies, which in turn tend to generate a momentum flux convergence (inverse BTI), helping to maintain the front. 
Conclusions
In this study we reexamine the sources and effects <;>f near-surface eddy variability in the central North Atlantic. Climatologicai data and model results from different versions of the CME model were combined with a new analysis of the extensive Kiel drifter data set and Geosat altimeter data. At the same time the .influence of horizontal model resolution <r versus r> and lateral dissipation on the representation of mesoscale variability in the CME models was quantified.
} . The variability maps from climatology, Geosat, arid surface drifters give the consistent picture of three mainly zonally oriented bands of high near-surface variability r~-lated to the North Equatorial Current, the Azores Current, and the North Atlantic Current. Deficiencies in the geographical distribution of the model variability are found in the Azores Current Frontal Zone and in the zonai penetration of the North Atlantic Current, neither of which can be attributed to insufficient model resolution. Both deficiencies contribute to the very weak model variability in large parts of the eastern basin, which was already noted by Treguier [1992] .
2. The hydrographic structure in all three areas of high variability suggests that baroclinic instability is tlie prime source for the fluctuations in these regions. The reversal of potential vorticity gradients with depth provides the necessary condition for a net energy flux from the mean flow to the fluctuations. In addition, we found indications for systematic shear mode instability in the near-surface layers of the model, both from a quasi-geostrophic stability analysis and an inspection of the energy transfer terms. The results suggest that dissipation must be the limiting factor for the background level of eddy kinetic energy in the numerical simulations. Also, given the crude nature of the currently used mixed layer representation, one might wonder how more complete mixed layer physics would alter these results.
In the context of eddy generation mechanisms, preliminary results from experiment Kl3-5 with daily forcing (based on ECMWF data) need to be mentioned. They show that high-frequency wind forcing does not necessarily lead to a higher variability in the easte~ basin. The daily wind fluctuations mainly cause a strong inertial wave response in the two uppermost layers of the model but seem to have small effects on EKE below the Ekman layer in the main thermocline. When taken together with the observed banded nature of EKE, the omission of the high-frequency components in the wind forcing does not seem to account for the major deficiencies in the model's EKE distribution.
3. Eddy length scales as deduced from sea surface height fields decrease northward and follow a linear relationship with the first baroclinic Rossby radius R 1 . The model results show that this can be successfully simulated. There is no clear indication that the resolution of R 1 is necessary to get a realistic representation of eddy scales: the r model results are very close to the Geosat results even in the subpolar gyre, where R 1 is not resolved. Scales of the extratropical temperature anomaly field at 1000 mare found to be directly proportional to R 1 • 4. Eddy fluxes of heat are found to be downgradient across the frontal zones , but the momentum fluxes act to build up and strengthen the fronts. These competing processes create the quasi-permanent structure of the frontal zones in the central and eastern North Atlantic.
