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Abstract: In order to protect the copyright of medical volume data, a new zero-
watermarking algorithm for medical volume data is presented based on Legendre
chaotic neural network and diﬀerence hashing in three-dimensional discrete cosine
transform domain. It organically combines the Legendre chaotic neural network,
three-dimensional discrete cosine transform and diﬀerence hashing, and becomes a
kind of robust zero-watermarking algorithm. Firstly, a new kind of Legendre chaotic
neural network is used to generate chaotic sequences, which causes the original water-
marking image scrambling. Secondly, it uses three-dimensional discrete cosine trans-
form to the original medical volume data, and the perception of the low frequency
coeﬃcient invariance in the three-dimensional discrete cosine transform domain is
utilized to extract the ﬁrst 4*5*4 coeﬃcient in order to form characteristic matrix
(16*5). Then, the diﬀerence hashing algorithm is used to extract a robust perceptual
hashing value which is a binary sequence, with the length being 64-bit. Finally, the
hashing value serves as the image features to construct the robust zero-watermarking.
The results show that the algorithm can resist the attack, with good robustness and
high security.
Keywords: zero-watermarking, medical volume data, diﬀerence hashing, Legendre
chaotic neural network, three-dimensional discrete cosine transform.
1 Introduction
With the extensive application of digital technology, a large number of digital images are
used in our daily life and work. Digital images meet the requirements of people’s senses, and
also provide convenience for people’s life and work. People pay more and more attention to the
copyright issues in digital image. Digital watermarking, as a new security measure, is widely
used in digital image copyright protection [1, 2]. As an important branch of information se-
curity research area, digital watermarking also is an eﬀective way to protect the integrity of
digital image [3, 4]. It is an eﬀective complement to traditional encryption techniques. Digital
watermarking is the meaningful information hidden into the digital works, as a basis for the
identiﬁcation of copyright. At the same time, the watermarking information can be detected and
analyzed by detecting algorithm, to determine the copyright holder and to protect the digital
products. However, due to the digital watermarking technology research being multidisciplinary,
the communication theory, computer science and signal processing, and many other areas in-
volved, for which it is unable to avoid the inherent drawbacks in these ﬁelds [5, 6]. This brings
certain diﬃculty and challenge to research work. At present, in the ﬁeld of digital watermarking,
the digital image watermarking has become a branch of the most widely used, the most mature
development, and the most fruitful achievements [7].
Along with the construction of hospital informatization, digitalization has become more and
more deeply into the medical ﬁeld [8]. Medical diagnostic equipment will produce a lot of
medical image information every day. These medical images as a basis for medical diagnosis
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have an extremely important position. The establishment of medical digital image transmission
standard has promoted the exchange of the digital medical imaging information. However,
medical images information during network transmission may also encounter tampering, illegal
copying and other information security issues [9,10]. Medical image is not only an important basis
for doctors to diagnose the disease, but also involving the patient’s privacy. In order to ensure the
medical image security, reliability and availability, we must eﬀectively solve the security problem
of medical image management. The emergence of medical image digital watermarking can solve
this problem [11]. It is the speciﬁc meaning digital information or some secret information
embedded into the digital medical image, which can realize the information hiding and copyright
protection. Medical image especially is strict to the requirement of image quality does not allow
the distortion and not allowed to do any changes. In this case, people put forward the concept
of zero-watermarking [12]. Zero-watermarking is a novel digital watermarking technique. It is
diﬀerent from general digital watermarking in its use of the characteristics of the original image
to construct the watermarking, and not directly embed watermarking in the image, so it does
not break the original image [13].
Image hashing is also called the digital ﬁngerprint, it is a summary of multimedia information,
which can be widely applied in image authentication, image indexing and retrieval, digital image
watermarking, etc [14]. Image hashing represents the image itself with a short digital sequence,
which is a kind of expression of image compression based on visual content. Usually, the image
hashing should satisfy the requirements of perceptual robustness, uniqueness and security. Image
hashing technique can be any image-resolution image data into a binary sequence of hundreds or
thousands of bits. For a large database of image retrieval, this means greatly reducing the search
time, but also reduces the cost of storage media images. At the same time, its robustness feature
ensure that it can resist a variety of diﬀerent types of attacks. In addition, the characteristics of
image hashing technology security make the copyright protection of image become possible. The
main image hashing methods now mainly focus on the characteristics of robustness study [15,16].
It is mainly divided into the method based on image statistics, a rough image representation,
the relationship and visual feature points extraction. Combined the features of above mentioned
extraction methods, in order to better satisfy the perceptual image hashing robustness, security,
and uniqueness, the discrete cosine transform to extract the feature is considered to be an ideal
method. According to the characteristics of medical volume data, this paper presents a zero-
watermarking algorithm for medical volume data based on Legendre chaotic neural networks
and diﬀerences hashing. The algorithm is based on three-dimensional discrete cosine transforms
perception of the low frequency coeﬃcient invariance and image hashing robust feature, which is
a robust zero-watermarking method. The algorithm uses the robust hashing sequence in medical
volume data transform domain to construct the zero-watermarking, instead of modifying the
features of medical volume data. It can adapt to the characteristics of medical volume data,
can resist strong attack, and has very strong robustness. And it uses Legendre chaotic neural
network scrambling and encryption, which has good security and conﬁdentiality.
2 Legendre chaotic neural network
The paper uses a new Legendre chaotic neural network. The Legendre chaotic neural network
model is shown in ﬁgure 1. The Legendre chaotic neural network selects Legendre polynomials
as the activation function of hidden layer. Performance close to the theoretical values of the
chaotic sequence is generated by the Legendre chaotic neural network weights and the chaos
initial value. The chaotic sequence is used for scrambling.
A polynomial deﬁned by the following formula is called the Legendre polynomial.
190 B.R. Han, J.B. Li, Y.J. Li
Deﬁnition 1.
P0(x) = 1; Pn(x) =
1
2nn!
dn
dxn
(x2   1)n; n = 1; 2; 3;    (1)
Pn(x) is known as Legendre polynomials. It is known as the weight function n orthogonal
polynomials in space [ 1; 1].
Figure 1: Legendre chaotic neural network
Set the input layer to the hidden layer weight is wj , hidden layer to the output layer weight
is cj .The activation function of hidden layer neuron is Legendre orthogonal polynomials. The
hidden layer neuron input is
netj = wjx j = 0; 1; 2; : : : ; n (2)
Hidden layer neurons output are as a set of legendre orthogonal polynomial terms Pj(netj); j =
0; 1; 2; : : : ; n, which can be obtained by formula (1) recursive. Legendre chaotic neural network
output is
y =
nX
j=0
cjPj(netj) (3)
Set the training sample is (Tt; Dt); t = 1; 2;    ; l. Where l is the number of samples Tt =
(x1t; x2t;    ; xmt) is legendre chaotic neural network input. dt is Legendre chaotic neural network
desired output. The network is trained using BP learning algorithm.
Error formula is as follows:
et = dt   yt (4)
E =
1
2
lX
t=1
e2t (5)
Network weights adjustment formula is as follows.
cj =   @E
@cj
= etPj(netj) (6)
wj =   @E
@wj
= etcjP
0
j(netj)xj (7)(
wj(k + 1) = wj(k) + wj(k)
cj(k + 1) = cj(k) + cj(k)
(8)
Where k is the training epochs t = 1; 2;    ; l; j = 0; 1; 2;    ; n.
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3 Three-dimensional discrete cosine transform
Three-dimensional discrete cosine transform formula is as follows.
F (u; v; w) = c(u)c(v)c(w)
M 1X
x=0
N 1X
y=0
P 1X
z=0
f(x; y; z)  cos (2x+ 1)u
2M
cos
(2y + 1)v
2N
cos
(2z + 1)w
2P

(9)
u = 0; 1;    ;M   1;v = 0; 1;    ; N   1;w = 0; 1;    ; P   1
In the formula,
c(u) =
(p
1=M u = 0p
2=M u = 1; 2; : : : ;M   1
(10)
c(u) =
(p
1=N v = 0p
2=N v = 1; 2; : : : ; N   1
(11)
c(u) =
(p
1=P w = 0p
2=P w = 1; 2; : : : ; P   1
(12)
Where f(x; y; z) is volume data of the data values in the (x; y; z). F (u; v; w) is the data
corresponding to the three-dimensional discrete cosine transform coeﬃcients. Three-dimensional
inverse discrete cosine inverse transform formula is as follows:
f(x; y; z) =
M 1X
x=0
N 1X
y=0
P 1X
z=0
F (u; v; w)  cos (2x+ 1)u
2M
cos
(2y + 1)v
2N
cos
(2z + 1)w
2P

(13)
u = 0; 1;    ;M   1; v = 0; 1;    ; N   1;w = 0; 1;    ; P   1
Three-dimensional discrete cosine transform for medical volume data is shown in ﬁgure 2.
4 Diﬀerence hashing
Perceptual hashing has become a hot research topic in the ﬁeld of multimedia signal processing
and multimedia security. Perceptual feature extraction is the core part of the perceptual hashing
structure. The validity and reliability of perceptual feature extraction will directly aﬀect the
robustness and uniqueness of image perception hashing sequence. Image perceptual hashing
study is mainly for image authentication and image retrieval. Image features include image color,
texture, edge, corner and image transform domain coeﬃcient, etc. Compared with perceptual
hashing, diﬀerence hashing in speed is much faster. Compared with the average hashing, the
eﬀect of the diﬀerence hashing is better in the case of almost the same eﬃciency. It is based
on the gradual implementation. Based on the diﬀerence hashing algorithm, a diﬀerence hashing
algorithm in three-dimensional discrete cosine transform domain is presents for medical volume
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(a) The original medical volume
data
(b) The medical volume data in
transform domain
Figure 2: Three-dimensional discrete cosine transform for medical volume data
data feature extraction in this paper. Figure 3 depicts the algorithm ﬂow. In the algorithm ﬂow,
medical volume data is represented by a three-dimensional map into a one-dimensional feature
vector. The algorithm is used to extract the robust features of medical volume data, which can
increase the robustness of watermarking algorithm.
Figure 3: The diﬀerence hashing algorithm ﬂow
5 Zero-watermarking algorithm
Zero-watermarking embedding
Figure 4 illustrates zero-watermarking embedding process.
Zero-watermarking extraction
Figure 5 illustrates zero-watermarking extraction process.
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Figure 4: Embedding process
6 Simulation and analysis
The legendre chaotic neural network parameters are as follows. The number of hidden neurons
is 3,E = 10 4, = 0:1 ,l = 1000 and the number of training is 1500 epochs. Its training error
curve is shown in ﬁgure 6, in the 69 epoch it has converged to the expected error. Scrambling
initial value is 0:46. The chaotic sequence for scrambling is shown in ﬁgure7. The scrambled
watermarking image is shown in ﬁgure 8.
1. Without attack
The medical volume data without attack is as shown in ﬁgure 9 (a). The slice is shown in
the ﬁgure.9 (b). The extracted watermarking image is shown in the ﬁgure 9(c).
2. Filtering attack
Medical volume data is ﬁltered attack. Using [5  5] median ﬁlter, repeat 10 times, the
corresponding medical volume data is shown in the ﬁgure 10 (a). The slice is shown in the
ﬁgure 10 (b). The extracted watermarking image is shown in the ﬁgure 10(c). This shows
that the algorithm has a better anti-ﬁlter ability.
3. JPEG compression attack
The percentage of compression quality is examined medical volume data after JPEG com-
pression for the impact of watermarking. When the compression quality percentage is 8%,
the corresponding medical volume data is shown in the ﬁgure 11 (a). The slice is shown
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Figure 5: Extraction process
 
Figure 6: Training error curve
in the ﬁgure 11 (b). The extracted watermarking image is shown in the ﬁgure 11(c). This
shows that the algorithm has better anti-JPEG compression capability.
4. Gaussian noise attack
Gauss noise intensity coeﬃcient is measured the added noise interference size in medical
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Figure 7: Chaotic sequence for scrambling
Figure 8: The scrambled watermarking image
(a) (b) (c)
Figure 9: Simulations without attack
image. When the noise intensity is 20%, the corresponding medical volume data is shown
in the ﬁgure 12 (a). The slice is shown in the ﬁgure 12 (b). The extracted watermarking
is shown in the ﬁgure 12(c). This shows that the algorithm has strong robustness against
noise attack.
5. Zoom attack
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(a) (b) (c)
Figure 10: Simulations under ﬁltering attack
(a)
 
JPEG঻㕙䍘䟿 8%
(b) (c)
Figure 11: Simulations under JPEG compression attack
(a)
 
儈ᯟಚ༠ᕪᓖ 20%
(b)
 
(c)
Figure 12: Simulations under ﬁltering attack
Medical image is zoomed attack. When the zoom factor is 0.2, the corresponding medical
volume data is shown in the ﬁgure 13 (a). The slice is shown in the ﬁgure 13 (b). The
extracted watermarking image is shown in the ﬁgure.13(c). This shows that the algorithm
has strong robustness against zoom attack.
6. Shear attack
When the medical volume data is shear 10% from the Z-axis direction. The corresponding
medical volume data is shown in the ﬁgure.14 (a). The slice is shown in the ﬁgure 14
(b). The extracted watermarking image is shown in the ﬁgure 14(c). This shows that the
algorithm has a better anti-shear capability.
7. Translate attack
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(a) (b) (c)
Figure 13: Simulations under ﬁltering attack
(a) (b) (c)
Figure 14: Simulations under ﬁltering attack
Medical volume data is translated attack. When the vertical downward is 5%, the cor-
responding medical volume data is shown in the ﬁgure 15 (a). The slice is shown in the
ﬁgure 15 (b). The extracted watermarking image is shown in the ﬁgure 15(c). This shows
that the algorithm has a better anti-translate capability.
(a) (b) (c)
Figure 15: Simulations under ﬁltering attack
8. Distort attack
Medical volume data is distorted attack. When the distorting factor is 15, the corresponding
medical volume data is shown in the ﬁgure 16 (a). The slice is as shown in the ﬁgure 16 (b).
The extracted watermarking is shown in the ﬁgure 16(c). This shows that the algorithm
has a better anti-distort capability.
9. Rotation attack.
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(a) (b) (c)
Figure 16: Simulations under ﬁltering attack
Medical volume data is rotated attack. When the medical volume data rotated anticlock-
wise 10 degrees, the corresponding medical volume data is shown in the ﬁgure 17 (a). The
slice is shown in the ﬁgure 17 (b). The extracted watermarking image is shown in the ﬁgure
17(c). This shows that the algorithm has a better resistance to rotation attack ability.
(a) (b) (c)
Figure 17: Simulations under ﬁltering attack
7 Conclusion
According to the transform domains perception of the low frequency coeﬃcient invariance
and the robustness of image hashing, a new robust watermarking algorithm for medical volume
data is presented in this paper. It shows that the algorithm has the following characteristics.
1. The medical volume data has the good transparency without making any changes to the
original medical data.
2. It uses the discrete cosine transform coeﬃcients of low frequency stability characteristics
and diﬀerence hashing algorithm robustness, thereby increasing the robustness of the al-
gorithm.
3. The relationship between the initial values and chaotic sequences is contained in the chaotic
neural network, which is inherently unpredictable. Therefore, the algorithm is theoretically
absolutely security.
4. The watermarking can be extracted without original medical volume data, and it realizes
the blind detection. The results show that this algorithm has better robustness and security.
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