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RESTRICTED FAMILIES OF PROJECTIONS IN VECTOR
SPACE OVER FINITE FIELDS
CHANGHAO CHEN
Abstract. We study the restricted families of projections in vector spaces
over finite fields. We show that there are families of random subspaces which
admit a Marstrand-Mattila type projection theorem.
1. Introduction
A fundamental problem in fractal geometry is to determine how the projections
affect dimension. Recall the classical Marstrand-Mattila projection theorem: Let
E ⊂ Rn, n ≥ 2, be a Borel set with Hausdorff dimension s.
• (dimension part) If s ≤ m, then the orthogonal projection of E onto almost
all m-dimensional subspaces has Hausdorff dimension s.
• (measure part) If s > m, then the orthogonal of E onto almost all m-
dimensional subspaces has positive m-dimensional Lebesgue measure.
In 1954 J. Marstand [12] proved this projection theorem in the plane. In 1975 P.
Mattila [13] proved this for general dimension via 1968 R. Kaufman’s [10] potential
theoretic methods. We refer to the recent survey of K. Falconer, J. Fraser, and X.
Jin [6] for more backgrounds.
Recently there has been a growing interest in studying finite field version of
some classical problems arising from Euclidean spaces. For instance, there are fi-
nite field Kakeya sets (also called Besicovitch sets), see Z. Dvir [5]; there are finite
field Erdo˝s/ Falconer distance problem, see A. Iosevich, M. Rudnev [9], T. Tao [19];
etc. Motivated by the above works, the author [3] studied the projections in vector
spaces over finite fields, and obtained the Marstrand-Mattila type projection theo-
rem in this setting. In this paper, we turn to the restricted families of projections
in the vector spaces over finite fields. For more details on projection in vector space
over finite fields see [3]. For more backgrounds on restricted families of projections
in Euclidean spaces, we refer to [6, Section 6], [7], [11] and reference therein.
Let p be a prime number, Fp be the finite field with p elements, and F
n
p be
the n-dimensional vector space over this field. We use the same notation as in
the Euclidean spaces. Let G(n,m) be the collection of all m-dimensional linear
subspaces of Fnp , and A(n,m) be the family of all m-dimensional planes, i.e., the
translation of somem-dimensional subspace. In the following we show the definition
of projections in Fnp , see [3] for more details.
Definition 1.1. Let E be a subset of Fnp and W be a non-trivial subspace of F
n
p .
Denoted by piW (E) the collection of coset of W which intersects E, that is
piW (E) = {x+W : E ∩ (x+W ) 6= ∅, x ∈ Fnp}.
In this paper we are interested in the cardinality of piW (E).
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For any set E ⊂ Fnp and W ∈ G(n, n−m) the Lagrange’s group theorem implies
|piW (E)| ≤ min{|E|, pm}.
Here and in the following let |J | denote the cardinality of set J . The author [3,
Corollary 1.3] obtained the following Marstrand-Mattila type projection theorem
in Fnp . In fact the following form is often called the size of the exceptional sets of
projections.
Theorem 1.2. Let E ⊂ Fnp with |E| = ps.
(a) If s ≤ m and t ∈ (0, s], then
|{W ∈ G(n, n−m) : |piW (E)| ≤ pt/10} ≤ 1
2
pm(n−m)−(m−t).
(b) If s > m, then
|{W ∈ G(n, n−m) : |piW (E)| ≤ pm/10}| ≤ 1
2
pm(n−m)−(s−m).
We note that |G(n,m)| ≈ pm(n−m), see P. Cameron [2, Theorem 6.3]. We write
f . g if there is a positive constant C such that f ≤ Cg, f & g if g . f , and f ≈ g
if f . g and f & g.
In the following, we formulate finite fields version of restricted families of pro-
jections. Let G be a subset of G(n, k), then (piW )W∈G is called a restricted family
of projection. The purpose of this paper is looking for subsets G ⊂ G(n, k) such
that (piW )W∈G admit a Marstrand-Mattila type projection theorem.
By studying the random subsets of G(n, n−m), we obtain the following result.
Theorem 1.3. For any min{m,n − m} < α ≤ m(n − m), there exists a subset
G ⊂ G(n, n−m) with |G| ≈ pα such that for any E ⊂ Fnp ,
|{W ∈ G : |piW (E)| ≤ N}| . |G|N(|E|−1 + p−m).
Note that for the case α = m(n−m), Theorem 1.3 follows from Theorem 1.2 by
choosing G = G(n,m). Thus we consider the case min{m,n −m} < α < m(n −
m) only. We immediately have the following Marstrand-Mattila type projection
theorem via the special choice N in Theorem 1.3.
Corollary 1.4. For any min{m,n −m} < α ≤ m(n − m), there exists a subset
G ⊂ G(n, n−m) with |G| ≈ pα such the following holds. Let E ⊂ Fnp with |E| = ps.
(1) If |E| ≤ pm and t ∈ (0, s], then
|{W ∈ G : |piW (E)| ≤ pt}| . |G|pt−s.
(2) If |E| > pm, then for any small ε
|{W ∈ G : |piW (E)| ≤ εpm}| . |G|ε.
For restricted families of projections in Euclidean spaces, the author [4] obtained
that some random subsets of sphere of R3 admit a Marstrand-Mattila type projec-
tion theorem. For more details, see [4].
The structure of the paper is as follows. In Section 2, we set up some notation
and show some lemmas for later use. We prove Theorem 1.3 in Section 3. In the last
Section we given some examples of restricted families of projections which admit a
Marstrand-Mattila type theorem in finite fields setting.
2. Preliminaries
In this section we show some lemmas for later use.
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2.1. Outline of the methods. In short words, we take a random subset G ⊂
G(n, n−m), see the random model in Subsection 3.1. Then we estimate the cardi-
nality of “the exceptional sets”,
{W ∈ G : |piW (E)| ≤ N},
and show that it satisfies our need. To estimate the “exceptional sets”, we adapt
the arguments in [3] to our setting which is a variant of Orponen’s pairs argument
[16, Estimate (2.1)].
Let W ∈ G(n, n −m) then Lagranges group theorem implies that there are pm
cosets of W . Let xW,j +W, 1 ≤ j ≤ pm be the different cosets of W . Let E ⊂ Fnp ,
then
|E| =
pm∑
j=1
|E ∩ (xW,j +W )|,
and the Cauchy-Schwarz inequality implies
|E|2 ≤ |piW (E)|
pm∑
j=1
|E ∩ (xW,j +W )|2. (1)
Note that |E ∩ (xW,j +W )|2 is the amount of pairs of E inside the coset xW,j +W .
Let N ≤ pm, define
Θ = {W ∈ G : |piW (E)| ≤ N}.
Summing two sides over W ∈ Θ in estimate (1), we obtain
|Θ||E|2 ≤ E(E,Θ′)N (2)
where E(E,Θ′) = ∑W∈Θ∑pmj=1 |E ∩ (xW,j + W )|2. Thus the left problem is to
estimate E(E,Θ′), and we use the doubling counting argument of Murphy and
Petridis [15, Lemma 1] and the discrete Plancherel identity. The above discusses
motivated the following definition.
Definition 2.1. Let E ⊂ Fnp and A ⊂ A(n,m). Define the energy of E on A as
E(E,A) =
∑
W∈A
|E ∩W |2.
We note that E(E,A) is closely related to the incidence identity of Murphy
and Petridis [15, Lemma 1], and the additive energy in additive combinatorics [20,
Chapter 2].
2.2. Discrete Fourier transform. In the following we collect some basic facts
about Fourier transformation which related to our setting. For more details on
discrete Fourier analysis, see Green [8], Stein and Shakarchi [18]. Let f : Fnp −→ C
be a complex value function. Then for ξ ∈ Fnp we define the Fourier transform
f̂(ξ) =
∑
x∈Fnp
f(x)e(−x · ξ),
where the dot product x · ξ is defined as x1ξ1+ · · ·+ xnξn and e(−x · ξ) = e−
2piix·ξ
p .
Recall the following Plancherel identity,∑
ξ∈Fnp
|f̂(ξ)|2 = pn
∑
x∈Fnp
|f(x)|2.
Specially for the subset E ⊂ Fnp , we have∑
ξ∈Fnp
|Ê(ξ)|2 = pn|E|.
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Here and in the following we use E as characteristic function of the set E.
For W ∈ G(n, n−m), define
Per(W ) := {x ∈ Fnp : x · w = 0, w ∈W}.
Note that if W is some subspace in Euclidean space then Per(W ) is the orthogonal
complement of W . Furthermore, unlike in the Euclidean spaces, here W ∩Per(W )
can be some non-trivial subspace. However the rank-nullity theorem of linear alge-
bra implies that for any subspace W ⊂ Fnp ,
dimW + dimPer(W ) = n. (3)
The following Lemma 2.2 of [3, Lemma 2.3] plays an important role in the proof
of Lemma 2.4 (2). For more details see [3, Lemma 2.3].
Lemma 2.2. Use the above notation. We have
pm∑
j=1
|E ∩ (xj +W )|2 = p−m
∑
ξ∈Per(W )
|Ê(ξ)|2. (4)
Remark 2.3. We note that the Lemma 2.2 is the only place in this paper where
the prime field Fp is needed. We do not know if the Lemma 2.2 also holds for vector
spaces over general finite fields.
In the following we extend a result of [3, Lemma 3.1] to general subset of G(n, n−
m). Let G ⊂ G(n, n−m), define
G′ =
⋃
W∈G
pm⋃
j=1
(xj,W +W ) (5)
where xW,j + W, 1 ≤ j ≤ pm are the cosets of W . For each W we simply use
xW,j +W, 1 ≤ j ≤ pm to represent the cosets of W .
Lemma 2.4. Let G be a subset of G(n, n−m) with |G| & pβ.
(1) If for any ξ 6= 0,
|{W ∈ G : ξ ∈ V }| . |G|p−β , (6)
then
E(E,G′) . |E||G|+ |E|2|G|p−β . (7)
(2) If for any ξ 6= 0,
|{W ∈ G : ξ ∈ Per(W )}| . |G|p−β , (8)
then
E(E,G′) . p−m|G|(|E|2 + |E|pn−β). (9)
Proof. The claim (1) follows by doubling counting. Recall that we denote by F (x)
the characteristic function of the subset F ⊂ Fnp . Then
E(E,G′) =
∑
V ∈G′
|E ∩ V |2
=
∑
V ∈G′
(∑
x∈E
V (x)
)2
=
∑
V ∈G′
∑
x∈E
V (x) +
∑
x 6=y∈E
V (x)V (y)

. |E||G|+ |E|(|E| − 1)|G|p−β .
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To establish (2), the Lemma 2.2 implies
E(E,G′) =
∑
W∈G
pm∑
j=1
|E ∩ (xW,j +W )|2
= p−m
∑
W∈G
∑
ξ∈Per(W )
|Ê(ξ)|2
= p−m(|G||E|2 +
∑
W∈G
∑
ξ∈Per(W )\{0}
|Ê(ξ)|2)
. p−m(|G||E|2 + pn|E||G|p−β).
Thus we finish the proof. 
3. Proof of Theorem 1.3
3.1. Random subsets of G(n, n−m). We start by a description of these random
subsets in G(n, n−m). Let 0 < δ < 1. We choose each element of G(n, n−m) with
probability δ and remove it with probability 1 − δ, all choices being independent
of each other. Let G = Gω be the collection of these chosen subspaces. Let
Ω(G(n, n−m), δ) be our probability space which consists of all the possible outcomes
of random subspaces.
For the convenience to our use, we formulate the following large deviations esti-
mate. For more background and details on large deviations estimate, see Alon and
Spencer [1, Appendix A].
Lemma 3.1 (Chernoff bound). Let {Xj}Nj=1 be a sequence independent Bernoulli
random variables which takes value 1 with probability δ and value 0 with probability
1− δ. Then
P(
N∑
j=1
Xj ≥ 3Nδ) ≤ e−Nδ.
We also need the following Lemma of [3, Lemma 2.7].
Lemma 3.2. Let ξ be a non-zero vector of Fnp .
(1) |{W ∈ G(n, k) : ξ ∈ W}| = |G(n− 1, k − 1)|.
(2) |{W ∈ G(n, k) : ξ ∈ Per(W )}| = |G(n− 1, k)|.
Corollary 3.3. For any m < α < m(n−m), there exists a subset G ⊂ G(n, n−m)
such that |G| ≈ pα and for any ξ 6= 0,
|{W ∈ G : ξ ∈W}| . |G|p−m.
Proof. We consider the random model Ω(G(n, n−m), δ) where δ = |G(n,m)|−1pα.
First observe that pα/2 ≤ |G| ≤ 2pα with high probability (> 1/2) provided large
p. This follows by applying Chebyshev’s inequality, which says that
P(||G| − pα| > 1
2
pα) ≤ 4p
α(1 − δ)
p2α
≤ 4
pα
→ 0 as p→∞.
(10)
Let ξ 6= 0 and Gξ := {W ∈ G(n, n−m) : ξ ∈ W}. Lemma 3.2 (1) implies that
|Gξ| = |G(n− 1, n−m− 1)| ≈ pm(n−m)−m.
Observe that for G ∈ Ω(G(n, n−m), δ),
|{W ∈ G : ξ ∈W}| =
∑
W∈Gξ
1G(W ).
6 CHANGHAO CHEN
Thus by Lemma 3.1,
P(
∑
W∈Gξ
1G(W ) ≥ 3|G(n− 1,m)|δ) ≤ e−Cpα−m
where C is a positive constant. It follows that
P(∃ξ 6= 0, s.t.
∑
W∈Gξ
1G(W ) ≥ 3|G(n− 1,m)|δ)
≤ pne−Cpα−m → 0 as p→∞.
Together with the estimate (10), we conclude that G ∈ Ω(G(n, n −m), δ) satisfies
our need with high probability (at least one) provided p is large enough. 
Corollary 3.4. For any n − m < α < m(n − m), there exists a subset G ⊂
G(n, n−m) such that |G| ≈ pα and for any ξ 6= 0,
|{W ∈ G : ξ ∈ Per(W )}| . |G|p−(n−m).
Proof. We consider the random model Ω(G(n, n−m), δ) where δ = |G(n,m)|−1pα.
For any ξ 6= 0, Lemma 3.2 (2) implies that
|{W ∈ G(n, n−m) : ξ ∈ Per(W )}| = |G(n− 1, n−m)| ≈ pm(n−m)−(n−m).
Then applying the similar argument to the proof of Corollary 3.3, we obtain that
G ∈ Ω(G(n, n −m), δ) satisfies our need with high probability provided p is large
enough. 
Now we intend to apply Lemma 2.4 and the above two Corollaries to prove
Theorem 1.3.
Proof of Theorem 1.3. Suppose α > m. By Corollary 3.3 there exists a subset
G ⊂ G(n, n−m) such that |G| ≈ pα and for any ξ 6= 0,
|{W ∈ G : ξ ∈W}| . |G|p−m.
Applying Lemma 2.4 (1), we obtain that for any E ⊂ Fnp ,
E(E,G′) . |G|(|E|+ |E|2p−m).
By estimate (2) we obtain
|{W ∈ G : |piW (E)| ≤ N}| . |G|N(|E|−1 + p−m).
For the case α > n−m. By Corollary 3.4 there exists a subset G ⊂ G(n, n−m)
with |G| ≈ pα and for any ξ 6= 0,
|{W ∈ G : ξ ∈ Per(W )}| . |G|pn−m.
Applying Lemma 2.4 (2), we obtain that for any E ⊂ Fnp ,
E(E,G′) . |G|(|E|+ |E|2p−m).
Again by estimate (2), we obtain
|{W ∈ G : |piW (E)| ≤ N}| . |G|N(|E|−1 + p−m).
Thus we complete the proof. 
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4. Examples
We show two examples in the following. For D ⊂ Fnp let GD be the collection of
one dimensional subspaces which intersects D, i.e.,
GD = {kx : x ∈ D, k ∈ Fp}.
Example 4.1. Let S1 = {(x1, x2, 1) ∈ F3p : x21 + x22 = 1}. Then for any E ⊂ F3p,
|{L ∈ GS1 : |piL(E)| ≤ N}| . |S1|N(p−2 + |E|−1).
Proof. A. Iosevich and M. Rudnev [9, Lemma 2.2] proved that |S1| ≈ p, and hence
|GS1 | ≈ p. Observe that |W ∩ S1| . 1 for any W ∈ G(3, 2).
For ξ 6= 0 let Span(ξ) = {kξ : k ∈ Fp}. Then
{L ∈ GS1 : ξ ∈ Per(L)} = GS1 ∩ Per(Span(ξ)).
The rank-nullity theorem implies that dimPer(Span(ξ)) = 2. Thus Per(Span(ξ)) ∈
G(3, 2), and hence we obtain
|{L ∈ GS1 : ξ ∈ Per(L)}| . 1.
Applying estimate (2) and Lemma 2.4 (2) with β = 1,m = 2, we finish the proof.

Note that the above example S1 can be considered as a finite fields version of
curve
Γ = { 1√
2
(cos t, sin t, 1) : t ∈ [0, 2pi])} ⊂ R3.
For more details on restricted families of projections with respect to Γ we refer to
[11], [17]. In the following, we show a finite fields version of curve
{(t, t2, · · · , tn) : t ∈ [0, 1]} ⊂ Rn.
Example 4.2. Let S = {(a, a2 · · · , an) : a ∈ Fp\{0}}. Then |GS | = p− 1 and for
any subset E ⊂ Fnp ,
|{L ∈ GS : |piL(E)| ≤ N}| . |GS |N(|E|−1 + p−(n−1)).
Proof. For n = 2 we have |GS | ≈ |G(2, 1)| ≈ p, and the claim follows by applying
Theorem 1.2. In the following we fix n ≥ 3 and let p be a large prime number.
For any ξ 6= 0,
{L ∈ GS : ξ ∈ Per(L)} = GS ∩ Per(Span(ξ)).
The rank-nullity theorem implies that dimPer(Span(ξ)) = n − 1. Observe that
any n elements of S form a nonsingular Vandermonde matrix, and hence these n
vectors are linear independent. It follows that for any hyperplane W ∈ G(n, n− 1),
|W ∩ S| ≤ n− 1 .n 1.
Therefore we obtain
|{L ∈ GS : ξ ∈ Per(L)}| .n 1.
Applying estimate (2) and Lemma 2.4 (2) with β = 1,m = n − 1, we finish the
proof. 
By the special choices ofN in the above two examples, we conclude that Marstrand-
Mattila type projection theorem hold for the restricted families (piL)L∈GS1 and
(piL)L∈GS .
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