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Resumo
As estatísticas englobadas sob a denominação métodos Mantel-Haenszel (MH), por suas simplicidades,
baixo custo computacional e bons resultados, são os métodos mais empregadas para detectar o funcionamento
diferencial dos itens (DIF). Os métodos MH podem ser usados para detectar o DIF tanto em itens dicotômicos
como em itens politômicos, permitindo comparar dois ou mais grupos simultaneamente, e aplicam-se
tanto no âmbito da Teoria Clássica dos Testes (TCT) como da Teoria da Resposta ao Item (TRI). Este
artigo fornece uma visão completa e integrada dos métodos MH e apresenta um programa que permite
aplicar essas estatísticas no estudo do DIF. O programa é gratuito e está disponível em Espanhol, Inglês e
Português.
Palavras-chave: Funcionamento diferencial dos itens, DIF software, GMHDIF, métodos de Mantel-
Haenszel, estatísticas generalizadas de Mantel-Haenszel.
Abstract
Statistics comprised under Mantel-Haenszel (MH) methods designation constitute one of the most popular
and low cost differential item functioning (DIF) detection methods. Mantel-Haenszel methods permit DIF
assessment of dichotomous and polytomous items in multiple groups simultaneously, and they can be
applied both under Classical Test Theory and Item Response Theory. This paper provides a framework for
integrating the different MH statistics used in DIF research, and describes the software that has been
developed to provide an easy-to-use program for conducting DIF analyses using the statistics. The pro-
gram is free of charge and it is available in the following languages: Spanish, English and Portuguese.
Keywords: Differential item functioning, DIF software, GMHDIF, Mantel-Haenszel methods, Generali-
zed Mantel-Haenszel statistics.
A crescente padronização dos métodos de avaliação, o
aumento da formação psicométrica e a introdução de no-
vos modelos de medida como a Teoria da Resposta ao
Item (TRI), têm levado psicólogos, educadores e pesqui-
sadores brasileiros a publicar um número crescente de
revisões (Andriola, 2001; Sisto, 2006a; Valle, 2002) e
estudos sobre a detecção do funcionamento diferencial
dos itens (Differential item functioning [DIF], Andriola,
2000, 2008; Marin Rueda, 2007; Sisto, 2006b; Sisto,
Bartholomeu, Angeli dos Santos, Marin Rueda, &
Suehiro, 2006; Soares, Gamerman, & Goncalves, 2007;
Soares, Genovez, & Galvão, 2005; Traebert, Teline de
Lacerda, Thomson, Page, & Locker, 2010). Esta tendên-
cia certamente aumentará nos próximos anos. Este artigo
tem como meta oferecer aos pesquisadores uma análise
integral das estatísticas que compõem o método de refe-
rência para a detecção do DIF: a metodologia Mantel-
Haenszel (MH). Seus principais objetivos são: (a) forne-
cer uma visão integral dos métodos MH para a detecção
do DIF; (b) Analisar as possibilidades e limitações que
esta metodologia tem na análise do DIF; e (c) apresentar
um programa de computador que permite avaliar facil-
mente o DIF com as estatísticas MH. Este artigo é dividi-
do em quatro seções: Funcionamento diferencial do item
versus impacto e causas do DIF; Métodos Mantel-
Haenszel; Possibilidades e limitações; O programa
GMHDIF.
Funcionamento Diferencial do Item
Versus Impacto e Causas do DIF
Diz-se que um item funciona diferencialmente quando
a probabilidade de sucesso no item e diferente entre pes-
soas com o mesmo nível de habilidade na variável medi-
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da pelo item, mais que pertencem a diferentes subgrupos
de uma população determinada. Por exemplo, se um item
de um teste para medir a capacidade espacial estivesse
bem construído, todas as pessoas com o mesmo nível de
habilidade ou aptidão deveriam ter a mesma chance de
acertá-lo. Se, no entanto, para o mesmo nível de aptidão,
os homens têm uma probabilidade do sucesso no item
mais elevada do que as mulheres, pode-se dizer que o
item funciona diferencialmente contra as mulheres. O
DIF é, portanto, uma clara ameaça à validade dos itens
e do teste.
Do exposto, conclui-se que se um item tem DIF, neces-
sariamente, apresentaria diferentes propriedades estatís-
ticas entre os grupos comparados. No entanto, isso não
implica que qualquer teste ou item que mostre diferenças
entre os grupos apresente DIF. Deve-se distinguir clara-
mente o termo DIF do termo impacto (impact). Suponha
que os homens tenham uma maior capacidade espacial
do que as mulheres. Se isso fosse verdade, os homens,
em média, obteriam maiores escores em testes de habili-
dade espacial, e também teriam uma probabilidade maior
do que as mulheres de acertar os itens desses testes. No
entanto, os testes só mostram diferenças reais na habi-
lidade medida. Essas diferenças são chamadas de impac-
to. Mais formalmente, o impacto, considerando a defi-
nição de Ackerman (1992), é a diferença entre os grupos
no desempenho em um item causada por uma diferença
real na variável medida pelo teste. Se um item apresenta
impacto, a probabilidade de respondê-lo corretamente
será maior para um grupo do que para outro, refletindo
as diferenças entre os grupos na habilidade medida. No
entanto, a probabilidade de responder corretamente a este
item será a mesma para indivíduos com o mesmo nível
de habilidade, independentemente do grupo a que per-
tençam. Pelo contrário, se a probabilidade de responder
corretamente ao item fosse diferente para indivíduos com
o mesmo nível de habilidade mais que pertencem a dife-
rentes grupos, então, o item apresenta DIF. O requisito
mínimo exigido de qualquer técnica de análise do DIF é
distinguir as diferenças reais entre os grupos na variá-
vel medida pelo item (impacto) das diferenças espúrias
(DIF).
Por que os itens funcionam diferencialmente? A teoria
multidimensional do DIF é a explicação mais elegante e
consistente teórica e formalmente (Ackerman, 1992;
Camilli, 1992; Kok, 1988). Segundo dita teoria, o DIF
ocorre quando sob certas condições é violada a supo-
sição de unidimensionalidade do teste. O coração da
teoria é a distinção entre a habilidade principal, aquela
habilidade que procura medir o teste, e as habilidades
espúrias, outras variáveis que não se pretendem medir,
mas estão sendo medidas e afetam os resultados do teste.
Para simplificar, suponha que temos uma habilidade
principal, denotada por Θ, e só uma habilidade espúria,
denotada por η. Se um teste contém itens que avaliam
dita habilidade espúria, além da habilidade principal,
então esses itens podem apresentar DIF. Isso acontece-
rá se a distribuição condicional da variável espúria difere
entre os grupos. Ou seja, se
               G1 (η | Θ) ≠ G2 (η | Θ)        (1)
em que Gi é a distribuição de η para os examinados com
valores fixos em Θ, ou seja, a distribuição condicional de
η. Portanto, o DIF é causado por diferenças nos
parâmetros que definem as distribuições G1 e G2. Note-se
que o descumprimento da desigualdade (1), implicaria
que ainda que o teste fosse multidimensional, a probabi-
lidade de acertar o item seria a mesma para indivíduos
com o mesmo nível em Θ, independentemente do grupo
a que pertence, ou seja, não haveria DIF. A multidimen-
sionalidade de um item não é per se a causa do DIF, se
não as diferenças na distribuição condicional das variá-
veis espúrias (Ackerman, 1992). Um tratamento mais
detalhado do tema pode encontrar-se em Fidalgo (1996).
As Estatísticas Mantel-Haenszel
Na literatura há várias estatísticas MH para avaliar o
DIF tanto em itens dicotômicos como politômicos. No
caso de itens dicotômicos foram Holland e Thayer (1988)
quem propuseram analisar o DIF usando a estatística
qui-quadrado de Mantel-Haenszel (χ2ΜΗ ), desenvolvi-
da por Mantel e Haenszel (1959). Também foi formula-
da uma abordagem bayesiana ao procedimento MH para
itens dicotômicos (Zwick, Thayer, & Lewis, 1999, 2000),
mas essas estatísticas não demonstraram nenhuma van-
tagem adicional em relação à estatística χ2ΜΗ (Fidalgo,
Hashimoto, Bartram, & Muñiz, 2007). No caso de itens
politômicos, as estatísticas com base no trabalho original
de Mantel Haenszel também têm sido utilizadas para a
detecção do DIF: o teste generalizado de Mantel-Haenszel
(GMH; Mantel & Haenszel, 1959; Zwick, Donoghue, &
Grima, 1993) e o teste de Mantel (Mantel, 1963; Zwick
et al., 1993). A estatística GMH trata as categorias de res-
posta do item como uma variável nominal, enquanto o
teste de Mantel considera a natureza ordinal das cate-
gorias de resposta. No caso da estatística GMH, a hipó-
tese alternativa (H1) especifica que a distribuição das
respostas ao item difere entre os grupos comparados. Por
outro lado, o teste de Mantel, ao considerar a natureza
ordinal das categorias do item, especifica que a media
das respostas difere através da variável de agrupamento.
Por tanto, o teste de Mantel pode ser aplicado a itens
politômicos com categorias ordenadas. Uma limitação
de todas as estatísticas anteriormente expostas é que só
permitem a análise do DIF em dois grupos. Felizmente,
existem alternativas melhores, embora não sejam sufi-
cientemente conhecidas.
Recentemente, Fidalgo e Madeira (2008) formularam
um marco unificado para a análise do DIF usando a esta-
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tística generalizada de Mantel-Haenszel proposta por
Landis, Heyman e Koch (1978). Fidalgo e Madeira (2008)
afirmam que dita estatística engloba a estatística GMH e
o teste de Mantel, além do mais da estatística χ2ΜΗ . Por-
tanto, pode-se aplicá-la para avaliar o DIF em vários
grupos, tanto para itens dicotômicos como para itens
politômicos (Fidalgo & Scalon, 2010).
Embora seja possível ignorar a estatística χ2ΜΗ , pois é
um caso especial da estatística generalizada de MH,
apresentaremos esta estatística por razões pedagógicas:
é muito mais fácil apreciar a lógica do procedimento
MH no caso mais simples do que na formulação matricial.
Estatística  χ2ΜΗ
Conforme o mencionado na primeira seção, os méto-
dos de detecção de DIF deverão estabelecer as compara-
ções entre os grupos, empregando indivíduos com o mes-
mo nível de competência, na medida em que não quei-
ram confundir o DIF com o impacto. Os métodos MH
comumente utilizam o escore total (a soma das pontua-
ções dos itens no teste) como um estimador da variável
que pretende medir o teste (Θ). Assim, a escore total será
a variável de estratificação que servirá para estabelecer
as comparações necessárias entre os grupos.
A primeira coisa que devemos fazer para implementar
o procedimento MH é dispor as respostas dos examina-
dos no teste em Q tabelas de contingência de 2 x 2, onde
Q é o número de intervalos em que a escore total é dividi-
da (1… h ... ... Q). Assim, para cada nível de pontuação
h, temos uma tabela de contingência 2 x 2, com os mem-
bros do grupo (focal / referência) em uma das entradas e
a resposta ao item (sucesso/erro) na outra (Tabela 1). Os
valores das celas Ah , Bh , Ch e Dh denotam o número de
examinados em cada categoria. Os valores marginais NRh
e NFh representam o número de examinados no grupo de
referência e focal, respectivamente, enquanto N1h e N0h
representam o número de examinados que responderam
ao item corretamente e incorretamente, respectivamente.
Finalmente, Nh é o número total de examinados ao nível
de pontuação h.
Tabela 1
Tabela de Contingência 2 x 2 para o Nivel de Pontuação h
Grupo       Acertos (1)        Erros (0)     Total
Referência           Ah               Bh       NRh
Focal           Ch               Dh       NFh
          N1h              N0h        Nh
A lógica por trás do procedimento MH é a seguinte:
se o item não apresenta DIF, a razão entre o número de
pessoas que acertam o item e aquelas que o erram deve
ser a mesma nos dois grupos comparados em todos os
níveis de pontuação. Formalmente
H0 : (Ah / Bh) = α (Ch / Dh) 
sendo α = 1 para todos os h (não DIF)
H1 : (Ah / Bh) = α (Ch / Dh)  
sendo α ≠ 1 em algum h (DIF) .
Holland e Thayer (1988) propuseram utilizar a estatís-
tica χ2ΜΗ  para testar a hipótese nula de ausência de DIF.
Esta estatística é dada por:
                                                                                 (2)
em que E (Ah) é o valor esperado de Ah , Var (Ah) é a sua
variância, que são iguais a:
                   E (Ah) = (NRh N1h) / Nh
e
A estatística χ2ΜΗ  segue uma distribuição χ2 com um
grau de liberdade. Se χ2ΜΗ  > α χ21  ,  então o item estuda-
do mostra DIF com um nível de confiança 1-α.
Uma ampla descrição da estatística χ2ΜΗ  pode ser en-
contrada na entrada que a Encyclopedia of Statistics in
Behavioural Science dedica aos métodos Mantel-
Haenszel (Fidalgo, 2005a). Embora os cálculos neces-
sários para obter a estatística  sejam muito simples, quem
quiser poupar-se dos incômodos pode solicitar, ao pri-
meiro autor do artigo, uma cópia do programa MHDIF
(Fidalgo, 1994).
Estatística Generalizada de MH
Em 1978 Landis et al. propuseram uma estatística ge-
neralizada de MH para a análise de tabelas de contingên-
cia de dimensão Q: R x C. A estrutura dos dados para esta
tabela de contingência geral é mostrada na Tabela 2.
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Tabela 2
Tabela de Contingência R x C no h-ésimo Estrato
Níveis do Fator                           Categorias da variável de resposta
1 2 . j . C Total
1 nh11 nh12 . nh1j . nh1C Nh1·
2 nh21 nh22 . nh2j . nh2C Nh2·
      .    .    
i nhi1 nhi2 . nhij . nhiC Nhi·
      .   .    
R nhR1 nhR2 . nhRj . nhRC NhR·
Total Nh·1  Nh·2  .   Nh·j · Nh·C  Nh··
O teste generalizado de Mantel-Haenszel para testar a
hipótese nula (H0) de associação entre o fator (os grupos)
e a variável de resposta (as categorias de resposta do item),
controlando o efeito da covariável (o nível de competên-
cia estimado pelo escore total), é definido em termos de
matrizes por Landis et al. (1978) como:
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Onde nh, mh, Vh e Ah são, respectivamente, o vetor de
freqüências, o vetor de freqüências esperadas, a matriz
de covariâncias, e uma matriz de funções lineares defini-
das em conformidade com a hipótese alternativa (H1) de
interesse. A hipótese nula (H0) de não-associação será
testada contra diferentes H1 que serão funções da escala
de medida do fator e da variável de resposta. Assim, tere-
mos uma série de estatísticas que servirão para detectar a
associação geral (ambas variáveis são nominais), as dife-
renças médias (o fator é uma variável nominal e a respos-
ta e uma variável ordinal), e a correlação linear (ambas
as variáveis são ordinais). Nós descreveremos apenas as
duas primeiras estatísticas por ser ate hoje as únicas que
tem sido utilizada para detectar o DIF. A partir da Tabela
2, estes vetores e matrizes são definidos como:
nh = (nh11, nh21, …, nhRC)’    (CR x 1),
)( ** ⋅⋅⋅⋅ ⊗= hhhh N ppm       (CR x 1),
)}()){(1/( ''2
⋅∗⋅∗∗⋅∗⋅⋅⋅⋅⋅
−⊗−−=
⋅∗∗⋅ hhphhphhh hh
NN ppDppDV    (CR x CR),
em que ph.* e ph*· são, respectivamente, vetores de dimen-
sões (C x 1) e (R x 1) com as proporções marginais das
colunas (ph·j = Nh·j/ Nh·· ) e as proporções marginais das
linhas (phi· = Nhi·/ Nh·· ), denotando ⊗ o produto de
Kronecker, Dph.* é uma matriz diagonal com elementos
do vetor ph.* em sua diagonal principal, e Dph*. é uma ma-
triz diagonal com elementos do vetor ph* . em sua diagonal
principal.
Como foi assinalado anteriormente, a equação 3 será re-
solvida através da definição da matriz Ah (Ah = Ch ⊗ Rh),
utilizando uma estatística diferente para a detecção de
cada H1. Resumidamente, estas são:
QGMH(1) ou a estatística generalizada nominal de MH.
Quando a variável linha e a variável coluna são nomi-
nais, a H1 especifica que a distribuição da variável res-
posta difere entre os diferentes níveis do fator. Aqui, Rh =
[IR-1, -JR-1] e Ch = [IC-1, -JC-1], onde IR-1 é uma matriz de
identidade, e JR-1 é um vetor de uns. Assim, a dimensão
de Rh será (R-1 x R). Da mesma forma, IC-1 é uma matriz
de identidade, e JC-1 é um vetor de uns. Sob H0, QGMH(1)
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segue aproximadamente uma distribuição qui-quadrado
com graus de liberdade (gl) = (R-1) (C-1). Quando R =
C = 2, QGMH(1) é idêntica a estatística χ2ΜΗ , com exceção
da falta da correção de continuidade. Para o caso especi-
al de dois níveis do fator, QGMH(1)  é idêntica a estatística
generalizada proposta por Mantel e Haenszel (1959).
QGMH(2) ou estatística generalizada ordinal de MH.
Aqui, a hipótese H1 estabelece que a média das respostas
difere entre os níveis do fator, sendo Rh a mesma matriz
que foi utilizada no caso anterior e Ch = (ch1, … ,chC), sen-
do um vetor de dimensões (1 x C), em que chj é uma pon-
tuação que reflete adequadamente a natureza ordinal da
categoria da j-ésima resposta no h-ésimo estrato. Na lite-
ratura sobre o DIF, os inteiros são a opção mais comum,
embora que a seleção dos valores da Ch admita outras
possibilidades (Fidalgo & Bartam, 2010). Sob H0, QGMH(2)
tem aproximadamente uma distribuição qui-quadrado com
gl = (R-1). Para o caso especial de dois níveis do fator,
QGMH(2) é idêntico ao teste proposto por Mantel (1963).
Obviamente, quando C = R = 2, QGMH(1) = QGMH(2) = χ2ΜΗ
(para que esta equivalência seja cumprida, χ2ΜΗ  tem de
ser calculado sem a correção de continuidade que nor-
malmente inclui).
A diferença entre a aplicação da estatística apresentada
na equação 2, que inclui a correção de continuidade, e da
estatística generalizada, onde não está incluída, é uma
maior potência para detectar o DIF, e um ligeiro aumento
na taxa de erro Tipo I (identificar itens que não funcio-
nam diferencialmente como se tivessem DIF), para a úl-
tima estatística. Estas diferenças ocorrem com tamanhos
de amostra pequenos (50 examinados por grupo). Com
uma amostra de 500 examinados, as diferenças entre as
duas estatísticas são praticamente nulas (Fidalgo et al.,
2007). O leitor pode encontrar maiores informações so-
bre as estatísticas generalizadas de MH e exemplos de
seu cálculo em Fidalgo (2005a), Fidalgo e Madeira (2008)
e Fidalgo e Scalon (2010).
Possibilidades e Limites dos Métodos MH
Na hora de avaliar o DIF utilizando alguma das estatís-
ticas MH, tem-se que conhecer as vantagens e as limita-
ções que apresentam. A seguir enumeram-se as princi-
pais considerações que se deve ter em mente quando se
utilizam essas estatísticas na detecção do DIF:
1. Podem ser usadas para detectar o DIF tanto nos tes-
tes construídos ou analisados desde a perspectiva da
TCT como da TRI. Deve ser conhecido, no entanto,
que essas estatísticas se comportam melhor quando
os itens do teste se ajustam a família de modelos de
Rasch, como o modelo de um parâmetro logístico em
itens dicotômicos, ou o modelo de crédito parcial em
itens politômicos. Ainda assim, os estudos de simu-
lação mostram as estatísticas MH eficazes em uma
ampla variedade de situações, embora os dados não
sejam conformes ao modelo de Rasch (para citar ape-
nas alguns estudos de simulação: Roussos & Stout,
1996; Uttaro & Millsap, 1994).
2. Podem ser usadas para detectar o DIF tanto em itens
dicotômicos como itens politômicos nominais e poli-
tômicos ordinais (Fidalgo, Quintanilla, Fernandez,
Pons, & Aguerri, 2010), e tanto em dois grupos como
simultaneamente em vários grupos (Fidalgo & Scalon,
2010).
3. Podem ser usadas com tamanhos de amostras muito
pequenos. No caso de itens dicotômicos, a maioria
dos autores recomenda tamanhos de amostra em tor-
no de 200 pessoas por grupo (Mazor, Clauser, &
Hambleton, 1992), mas pode ser útil com amostras
tão baixas quanto 50 pessoas por grupo, desde que
sejam utilizados níveis de significância mais eleva-
dos (Fidalgo, Ferreres, & Muñiz, 2004; Fidalgo et
al., 2007).
4. Podem ser usadas para detectar uma grande varieda-
de de tipos de DIF. Além de ser uma das melhores
estatísticas para detectar o DIF uniforme (um grupo
tem vantagem sobre outro ao largo de todo o nível de
habilidade), vários estudos de simulação mostraram
que eles também podem detectar o DIF não-uni-
forme (um grupo têm vantagem em alguns níveis
de habilidade, e desvantagem em outros – Fidalgo,
Mellenbergh, & Muñiz, 1998; Hidalgo & López-Pina,
2004; Mazor, Clauser, & Hambleton, 1994; Rogers
& Swaminathan, 1993). Deve-se notar, contudo, que
no caso de itens dicotômicos a detecção do DIF não
uniforme requer a modificação do procedimento MH
proposta por Mazor et al., (1994), e que implementa
o programa MHDIF (Fidalgo, 1994). Aplicando o
referido programa Hidalgo e López-Pina (2004) en-
contraram taxas de detecção do DIF não-uniforme
semelhante as obtidas por meio da regressão logística.
No caso de itens politômicos, a estatística GMH tem
boas taxas de detecção do DIF não-uniforme. No en-
tanto, o teste de Mantel apresenta uma potência mui-
to baixa para detectar este tipo de DIF (Kristjansson,
Aylesworth, Mcdowell, & Zumbo, 2005). Finalmen-
te, baseando-se em um amplo estudo de simulação,
Fidalgo e Bartram (2010) recomendam aplicar QGMH(1)
no caso de aplicar uma única estatística MH, já que
tem maior potência que QGMH(2) para detectar a maio-
ria dos padrões de DIF.
5. Ao utilizar o escore total no teste como variável de
estratificação, as estatísticas devem ser aplicadas em
duas etapas, ou de forma iterativa, para evitar que os
itens com DIF contaminem a referida variável (Fi-
dalgo, Mellenbergh, & Muñiz, 2000; Miller &
Oshima, 1992; Wang & Su, 2004a). Além disso, o
item em questão deve ser incluso sempre no cômpu-
to da pontuação total, mesmo que tenha sido identifi-
cado com DIF na primeira etapa (Zwick et al., 1993).
6. A presença de diferentes distribuições entre os gru-
pos na variável medida pelo teste, ou seja, aquilo que
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chamamos de impacto, implica um aumento na taxa
de erro Tipo I. Especialmente quando o procedimen-
to é aplicado para itens que não seguem a família de
modelos de Rasch (Penny & Johnson, 1999; Su &
Wang, 2005; Wang & Su, 2004b).
7. Deve-se notar que a aplicação do QGMH(2), ou do teste
de Mantel, sempre exige a escolha do sistema de pon-
tuação que melhor represente as categorias de res-
posta do item, e que escolher um ou outro afetam a
potência para detectar diferentes padrões de DIF (Fi-
dalgo & Bartam, 2010). Na ausência de critérios ba-
seados nas características dos itens, e até que não
sejam formulados claros critérios estatísticos, podem
empregar-se os habituais números inteiros.
8. Além de verificar a significância estatística, median-
te algumas das estatísticas apresentadas, os estudos
sobre DIF devem ser sempre completados com as es-
timativas da magnitude de DIF que tem os itens.
Quando se tem itens dicotômicos e dois grupos,
Mantel e Haenszel (1959) propuseram o bem conhe-
cido estimador da razão de chances comum (common
odds ratio,  MHαˆ  – o leitor pode encontrar uma des-
crição desta estatística em Andriola, 2001). Também
no caso de ter somente dois grupos, existem genera-
lizações para itens politômicos, sendo a mais reco-
mendável a estatística formulada por Liu e Agresti
(1996) (ver Penfield & Algina, 2003, para sua apli-
cação nos estudos de DIF).
9. O emprego de vários procedimentos para avaliar o
DIF acarreta um aumento na taxa de erro Tipo I (iden-
tificar itens que não funcionam diferencialmente
como se tivessem DIF), ou na taxa de erro Tipo II
(não identificar itens que apresentam DIF – Fidalgo
et al., 2004). Em Fidalgo e Ferreres (2002) o leitor
encontrará uma análise dos custos que, em termos de
erro de Tipo I e Tipo II, tem algumas das decisões
mais freqüentemente tomadas nos estudos empíricos
do DIF e que afetam a os métodos MH: o uso de
provas de avaliação do DIF unidimensionais em con-
textos multidimensionais, a avaliação do DIF numa
primeira e única etapa, a ausência de medidas do ta-
manho de efeito, a escolha dos níveis de significância
convencionais, e o uso de diversos procedimentos de
avaliação do DIF, entre outras.
10. Finalmente, a Figura 1 mostra um diagrama para
determinar, em função das características dos itens e
das variáveis relacionadas com o estudo do DIF, que
tipo de estatísticas MH devem ser utilizadas.
Figura 1. Esquema com os tipos de estatísticas MH que podem ser utilizadas para a detecção do DIF com base nas características
do item e dos objetivos da analise do DIF. Quando nos círculos aparece mais de uma estatística o resultado de aplicar uma ou outra
é equivalente (Fidalgo, 2010).
O Programa GMHDIF
O programa GMHDIF (Fidalgo, 2011) é um programa
baseado em Windows que foi desenvolvido para propor-
cionar um software amigável que permita conduzir análi-
ses do DIF a usuários não expertos. O programa permite,
através de um simples teste de significância, avaliações
simultâneas do DIF em diversos grupos utilizando as es-
Psicologia: Reflexão e Crítica, 25(1), 60-68.
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tatísticas generalizadas de Mantel-Haenszel, sendo apli-
cado tanto para itens dicotômicos como para itens
politômicos. Além disso, o programa executa análises do
DIF em duas etapas, e para os itens identificados com
DIF realiza comparações entre os grupos, dois a dois,
empregando a correção de Bonferroni para um determi-
nado nível de significância (nível de significância / nú-
mero de comparações pareadas).
Para realizar análises do DIF, utilizando com o progra-
ma GMHDIF, basta seguir os seguintes passos:
1. Importe os dados para serem analisados. Arquivos
importados devem ser separados por espaço, tab, vír-
gula ou ponto e vírgula.
2. Forneça informações sobre as seguintes variáveis:
(a) Itens que serão submetidos a uma análise do DIF;
(b) Itens que serão usados como variável de
estratificação; (c) Variável de agrupamento.
3. Selecione a estatística generalizada de MH deseja-
da: QGMH(1) ou QGMH(2).
4. Explore os resultados das análises do DIF. Caso quei-
ra, os resultados podem ser salvos como arquivos de
texto ou rtf.
A Figura 2 mostra os resultados de uma análise do DIF
empregando quatro grupos. Como pode-se ver na figura,
o primeiro item (variável 2) não apresenta DIF ao nível
de significância de 0,05 em nenhuma das etapas. O se-
gundo item (variável 3) mostra DIF em ambas etapas,
tornando-se necessário determinar entre quais grupos o
DIF ocorre. Neste caso, pode-se tomar a decisão de com-
parar todos os grupos entre eles. As comparações pareadas
mostram que o DIF existe entre o grupo 2 e todos os ou-
tros. Atualmente, está em desenvolvimento uma nova
versão do programa que inclui medidas do tamanho do
efeito (effect size).
GMHDIF
Estatística generalizada de MH = QMH2
Nível de significância = 0,05
Os resultados estatisticamente significativos ao nível de 0,05 são marcados com um asterisco.
VARIÁVEL 2
Etapa 1:    QMH = 0,8620  gl = 3  p = 0,8346
Etapa 2:    QMH = 2,0241  gl = 3  p = 0,5674
VARIÁVEL 3
Etapa 1:    QMH = 18,6560  gl = 3  p = 0,0003*
Etapa 2:    QMH = 20,5184  gl = 3  p = 0,0001*
COMPARAÇÕES MÚLTIPAS PAREADAS
As comparações pareadas (CP) estatisticamente significativas são marcadas com um asterisco.
O nível de significância está corrigido pela equação de Bonferroni (0,05/ 6= 0,0083).
CP entre o grupo 1 e  o grupo 2 :  QMH = 19,8531  gl = 1  p = 0,0000*
CP entre o grupo 1 e  o grupo 3 :  QMH = 0,5497   gl = 1  p = 0,4584
CP entre o grupo 1 e  o grupo 4 :  QMH = 0,0085  gl = 1  p = 0,9264
CP entre o grupo 2 e  o grupo 3 :  QMH = 8,7135  gl = 1  p = 0,0032*
CP entre o grupo 2 e  o grupo 4 :  QMH = 10,8825  gl = 1  p = 0,0010*
CP entre o grupo 3 e  o grupo 4 :  QMH = 0,0048  gl = 1  p = 0,9445
Disponibilidade
O programa GMHDIF, o manual do usuário, e exem-
plos com arquivos de dados podem ser obtidos direta-
mente com o Dr. Angel M. Fidalgo no seguinte e-mail:
fidalgo@uniovi.es. O programa e a documentação re-
lacionada estão disponíveis nos seguintes idiomas:
Espanhol, Inglês e Português. O uso do programa está
Figura 2. Saida com os resultados de uma análise do DIF em duas etapas na que se comparavam quatro grupos.
limitado ao âmbito acadêmico e a outras aplicações sem
fins lucrativos.
Conclusão
A enorme versatilidade dos métodos MH fez deles uma
das metodologias de referência na avaliação do funcio-
namento diferencial dos itens dicotômicos e politômicos.
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Como tem sido apresentado, são estatísticas não para-
métricas que podem ser aplicadas com tamanhos de amos-
tra pequenas, que permitem detectar um grande número
de tipos de DIF, que permitem a avaliação simultânea do
DIF em vários grupos, e que, alem dos testes de signifi-
cância apresentados, dispoem também de estatísticas para
avaliar o tamanho do efeito. Além do acima exposto, o
comportamento destas estatísticas está bem estabelecido
em uma ampla variedade de situações, pela grande quan-
tidade de estudos teóricos e de simulação que tem sido
feitos; e contam com software especialmente planejado
que facilita sua aplicação pelos pesquisadores aplicados
(Fidalgo, 1994, 2011; Penfield, 2005). Assim, pode-se
concluir que, embora existam muitas outras alternativas
para detectar o DIF, especialmente na TRI (Andriola,
2001; Fidalgo, 1996, 2005b), no momento, os métodos
MH seguem sendo o padrão-ouro para avaliar o DIF.
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