Let Ω ⊂ R n be an open set and let f ∈ W 1,p (Ω, R n ) be a weak (sequential) limit of Sobolev homeomorphisms. Then f is injective almost everywhere for p > n − 1 both in the image and in the domain. For p ≤ n − 1 we construct a strong limit of homeomorphisms such that the preimage of a point is a continuum for every point in a set of positive measure in the image and a topological image of a point is a continuum for every point in a set of positive measure in the domain.
Introduction
Let Ω ⊂ R n be an open set and let f : Ω → R n be a mapping. In this paper, we study classes of mappings f that might serve as deformations in Nonlinear Elasticity models. Following the pioneering papers of Ball [1] and Ciarlet and Nečas [7] we ask if our mapping is in some sense injective as the physical 'non-interpenetration of the matter' asks a deformation to be one-to-one.
There are several ways how to obtain injectivity or at least injectivity almost everywhere (a.e.) of the mapping f . As in [1] we can ask that our mapping has finite energy where the energy functional´Ω W (Df ) contains special terms (like ratio of powers of Df , adj Df and J f ) and any mapping with finite energy and reasonable boundary data is a homeomorphism (the reader is referred to e.g. [16, 20, 22] and [28] for related results).
The approach motivated by Ball [1] is fine if our mapping is continuous everywhere but in some deformations the cavitation or even fractures may occur. To model these phenomena we need conditions which guarantee that our mapping is injective a.e. but on some small set bad things may happen. Ciarlet and Nečas [7] studied the class of mappings that satisfies
together with J f > 0 a.e. and they showed that mappings of this class are injective a.e. in the image, see e.g. [2, 3, 4, 5, 12, 27, 31] for further results in this direction or [21, 23] for numerical treatment. The inequality (1.1) is called the Ciarlet-Nečas condition nowadays. Note that the constraint J f > 0 a.e. is usually assumed in models of Nonlinear Elasticity as the 'real deformation' cannot change its orientation and the energy density W (Df (x)) should tend to ∞ when J f (x) → 0, i.e. when we compress too much.
Another approach can be traced to Müller and Spector [25] where they studied a class of mappings that satisfy J f > 0 a.e. together with the (INV) condition (see e.g. [4, 8, 17, 26, 29, 30] ). They showed that mappings in their class are one-to-one a.e. (see Section 5 for more information). Informally speaking, the (INV) condition means that the ball B(x, r) is mapped inside the image of the sphere f (S(a, r)) and the complement Ω \ B(x, r) is mapped outside f (S(a, r)) (see Preliminaries for the formal definition).
In all results in the previous paragraph the authors assume that f ∈ W 1,p (Ω) for some p > n − 1. We show that injectivity a.e. may fail horribly for p ≤ n − 1 even though the mapping f is even a strong limit of homeomorphisms. We would like to stress that it fails even in the limiting case p = n − 1 which is technically more involved. The class of mappings that we study in our project consists of weak (sequential) limits of Sobolev homeomorphisms. Homeomorphisms clearly satisfy the (INV) condition and so their weak limit must as well if p > n − 1, since in this case the (INV) condition is closed under weak convergence (see [25, Lemma 3.3] ). Therefore the class of weak limits of Sobolev homeomorphisms is a suitable class for variational models and one could expect that nice properties of homeomorphisms (like invertibility) could be carried to their weak limit.
The class of weak limits of Sobolev homeomorphisms was recently characterized in the planar case by Iwaniec and Onninen [18, 19] and De Philippis and Pratelli [9] . Moreover, one can study the orientation of mappings in this class [15] or even investigate planar BV weak limits and characterize their set of cavities and fractures [6] . In [24] Molchanova and Vodopyanov studied invertibility a.e. of a special subclass of weak limits of homeomorphisms. We generalize some of their results and we show the sharpness of the assumption p > n − 1. Our first result is about the invertibility a.e. in the image. By continuum we mean the image of the segment [0, 1] in R n by a continuous one-to-one mapping. See Preliminaries for the definition of a precise representative of a Sobolev mapping. Theorem 1.1. Let Ω ⊂ R n be open and let f : Ω → R n be a weak limit of Sobolev homeomorphisms f k ∈ W 1,p (Ω, R n ), p > n − 1 for n > 2 or p ≥ 1 for n = 2. Then there is a precise representativef and a set N 1 ⊂ R n of Hausdorff dimension n − 1 such that the preimagef −1 (y) consists of only one point for every y ∈f (Ω) \ N 1 .
On the other hand for every n ≥ 3 there is a continuous mapping f :
Let us point out that the positive part of the statement essentially follows from the known results and techniques ([4, 25, 26] ) while the counterexample is entirely new and it is our main contribution. In the positive direction we only remove the assumption J f > 0 a.e. from [25] to have a mathematically complete theory. It is interesting that the Hausdorff dimension of the critical set N 1 suddenly jumps from n − 1 to n as p changes from p > n − 1 to p = n − 1. Note that the bound of dimension n − 1 for N 1 for p > n − 1 is sharp as the mapping [x 1 , x 2 , . . . , x n ] → [0, x 2 , . . . , x n ] shows. In [25, Section 11] there is a counterexample (in case p < n = 2), which shows that the weak limit of a sequence of one-to-one a.e. mappings might be two-to-one in a set of positive measure if (INV) is not satisfied. Our counterexample is entirely different as it is ∞-to-one and it is in some sense 'monotone' as a strong limit of homeomorphisms, which is definitely not the case for a mapping from [25] .
Our second result is about the invertibility a.e. in the domain. See Preliminaries for the definition of the topological image f T (x).
Let Ω ⊂ R n be open and let f : Ω → R n be a weak limit of Sobolev homeomorphisms f k ∈ W 1,p (Ω, R n ), p > n − 1 for n > 2 or p ≥ 1 for n = 2. Then there is a set N 2 ⊂ R n of Hausdorff dimension n − p such that the image f T (x) consists of only one point for every x ∈ Ω \ N 2 . If we moreover assume that J f > 0 a.e then there is a set N 3 of zero measure such that f | Ω\N 3 is one-to-one.
On the other hand for every n ≥ 3 there isf :
There is a continuous mapping w :
Locally constant mapping shows that the assumption J f > 0 a.e. is needed for the conclusion that f | Ω\N 3 is one-to-one. Moreover, there is no bound for the Hausdorff dimension of N 3 as there is a Lipschitz mapping f which maps a set of dimension n to a single point (see Example 4.3 below).
As in Theorem 1.1 the positive result essentially follows from the known results ( [4, 25, 26] ) while the counterexample is entirely new. As above the counterexample exists also for the critical exponent p = n − 1 and there is again a sudden jump in the dimension of the critical set N 2 from n − p ≤ 1 to n.
Preliminaries
By B(c, r) we denote the euclidean ball with center c ∈ R n and radius r > 0, and S(c, r) stands for the corresponding sphere. 
We put
f (y) dy if the limit exists, 0 otherwise.
Note, that the representative f * is p-quasicontinuous (see remarks after [25, Proposition 2.8] ). We define a precise representative of f ∈ W 1,p (Ω, R n ) as any representative which is equal to f * up to a set of p-capacity 0 (see e.g. [32, Section 2.6] for the definition of capacity).
Here is a useful observation [25, Lemma 2.9] about the representative f * .
, a ∈ Ω and r a := dist(a, ∂Ω). Then there is an L 1 -null set N a such that for any r ∈ (0, r a )\N a there exists a subsequence f j such that f * j → f * weakly in W 1,p (S(a, r), R n ). Furthermore, if p > n − 1 then f * j → f * uniformly on S(a, r).
Topological degree.
Given a smooth map f from Ω ⊂ R n into R n we can define the topological degree as
. This definition can be extended to arbitrary continuous mappings and each point, see e.g. [10] . The value of the degree of a continuous mapping f : B(a, r) → R n depends only on its values on the boundary S(a, r). Thus, given a continuous mapping f : S(a, r) → R n we use the notation deg(f, S(a, r), y) for deg(f , B(a, r), y), wheref : B(a, r) → R n is any continuous extension of f : S(a, r) → R n .
The degree is known to be stable under uniform convergence (see e.g. [10, Theorem 2.3 (1)]), i.e. It is also well-known that for a homeomorphism f and y / ∈ f (S(a, r)) we have Denote E(f, B(a, r)) := f T (B(a, r)) ∪ f (S(a, r)).
Definition 2.3 ((INV) condition).
We say that f : Ω → R n satisfies the condition (INV), provided that for every a ∈ Ω there exists an L 1 -null set N a such that for all r ∈ (0, dist(a, ∂Ω)) \ N a the mapping f | S(a,r) is continuous,
)) ∪ f (S(a, r)) for L n -a.e. x ∈ B(a, r) and
(ii) f (x) ∈ R n \ f T (B(a, r)) for L n -a.e. x ∈ Ω \ B(a, r).
Moreover, we define the multifunction which describes the topological image f T (x) of a point as
where f * is given by (2.1). Let us recall that a quasicontinuous representative of f ∈ W 1,p (Ω, R n ), p > n − 1, is continuous for every x on almost every sphere S(x, r).
2.4.
Cantor-set construction. Following [14, Section 4.3] we consider a Cantor-set construction in (−1, 1) n . Denote the cube with center at a and edge 2r by Q(a, r) = (a 1 −r, a 1 +r)×· · ·×(a n −r, a n + r). Let V be the set of 2 n vertices of the cube
and define (see Fig. 1 ) The measure of the k-th frame
and we have 2 nk such frames.
Denote A := {α k } ∞ k=0 , the resulting Cantor set
is a product of n Cantor sets C α in R
and the number of cubes in
2.5. Homeomorphism that maps a Cantor set onto another one. Consider two sequences A = {α k } ∞ k=0 and B = {β k } ∞ k=0 , and two Cantor sets C A and C B are designed according Section 2.4. We also definẽ
There exists a homeomorphism g which maps C A onto C B (see Fig. 2 ). Moreover, in
we have analogously to [14, proof of Theorem 4.10]
More precisely we define this g as a uniform limit of bilipschitz mappings g k which map the k-th iteration of the Cantor set C A onto the k-th iteration of C B . That is
and
2.6. Constructing a Cantor tower. We build a Cantor tower as in [13] . Suppose n ≥ 2 and denote byV the set of points
serve as sets of indices in the construction of a Cantor tower. Suppose that {β k } ∞ k=0 is a decreasing sequence as before with 1 = β 0 and β i > 2 n β i+1 , and define (2.8)r k := 2 −k β k andr ′ k := 2 −k β k−1 . Setẑ 0 = 0. Then it follows that Q(ẑ 0 ,r 0 ) = (−1, 1) n and we proceed further by induction.
Bilipschitz mapping which takes a Cantor set onto a Cantor's tower. Let us now define the Cantor set C B as in Section 2.4 by choosing
where β ≥ n + 1. Using this sequence we also define the Cantor tower C T B as in Section 2.6. As β ≥ n + 1, we see that
and thus we have enough empty space inQ ′v (k) \Qv (k) to move the cubes of the next generation into a tower formation. The following theorem from [13, Proposition 2.4] gives us a bilipschitz mapping L : R n → R n which maps the Cantor set C B onto the Cantor tower C T B . We refer to this mapping as a tower mapping.
Theorem 2.4. Suppose that C B is the Cantor set and C T B is the Cantor tower in R n defined by the sequence
2.8. Piecewise linear mappings. We define an auxiliary piecewise linear mapping and estimate its derivative. Let
We consider a piecewise linear mapping
Clearly
Injectivity in the image: counterexample in Theorem 1.1
3.1. Definition of tentacles. We start with a Cantor tower C T B and for each point y ∈ C A we find a corresponding point x ∈ C T B (see (3.1)). We want to have a continuum l x (with the end point x) which goes onto y by our mapping. For better visualization we first map C T B on itself to squeeze this l x onto x by mapping h. Then, with the help of a bilipschitz mapping L −1 (Theorem 2.4) we transform C T B to C B and finally we map homeomorphically C B onto C A by g −1 (see Subsection 2.5), i.e. the final mapping
squeezes l x onto y (see Fig. 7 ).
For any x ∈ C T B we find sequencev(k) ∈V k such that
11). Now for eacĥ
Qv (k) we define a tentacle Tv (k) (a long and thin polyhedron) which containsQv (k) and we set
Tv (k) .
First we define a 'straight' tentacle T Ŝ v(k) and then we adjust it in the next subsection so that Tv (k+1) ⊂ Tv (k) wheneverv(k + 1) is a continuation ofv(k), i.e. first k terms ofv(k + 1) are exactlyv(k) (see Fig. 4 ).
Take the parameter β from (2.10) and recall (2.8), that isr k = 2 −k β k = 2 −k(β+1) . We define for k ∈ N
and further we fix decreasing sequences 0
whose exact values we find by induction using Lemma 3.2 below. For r > 0 and ρ 1 < ρ 2 we define a parallelepiped
For each k we also define P ′ k := P (d k ,r k , c k ) and P k := P (b k ,r k , a k ). Now we define 'straight' tentacles as
Both T ′S k and T S k clearly contain Q(0,r k ) and note that T S k ⊂ T ′S k as c k > a k and d k > b k . Moreover, P ′ k and Q(0,r k ) have one common side and thus T ′S k is connected. Furthermore, the length of each tentacle T ′S k is bigger than a k > 1 − Let us estimate
3.2.
Shifting of tentacles into previous tentacles. In this section we want to shift the 'straight' tentacles into 'real' tentacles Tv (k) so that
.
We need a shifting mapping
Note that we have shifted the x n coordinate by Fig. 4 ), and then we moved it by b k−1 (v k ) n up so that the position of different T ′S k is different and they are again above each other in the
It is easy to see that the Jacobian of this mapping is equal to 1 and hence it does not change the measure of the tentacles. We can estimate its derivative as
Hence, this composition is also bilipschitz with a constant that does not depend on k.
Let us define the k-th generation as Fig. 4 ) by (3.3) . Since the shifting map does not change the volume, we obtain from (3.5) that
It is clear that the diameter of l x , which is defined by (3.2), is bigger than the diameter of l S (see (3.2) and (3.4) ) and hence l x is a nontrivial continuum. Moreover, Figure 6 . Tentacle squeezing H k .
3.3.
Squeezing inside tentacles. The aim of this section is to obtain a mapping which is identity outside the tentacles and squeezes each continuum l x onto x for every x ∈ C T B . Analogously to Section 3.1 we define parameters which describe the sizes of squeezed tentacles. We setã
With these parameters we consider for each k ∈ Ñ P ′ k := P (d k ,r k ,c k ) andP k := P (b k ,r k ,ã k ). Now the 'squeezed' tentacles (see Fig. 6 ) are defined bỹ
With the help of piecewise linear mapping from Section 2.8 we can squeeze the 'straight' tentacles. The main idea of this construction is that points have zero capacity in W 1,n−1 (R n−1 ), i.e. the correct truncation of the function log log 1 |x| has small support, value 1 at 0 and arbitrarily small norm in W 1,n−1 . For p < n − 1 it would be enough to work with piecewise affine mappings instead of log log 1 |x| . Lemma 3.2. Let n ≥ 3, δ k > 0, β ≥ n + 1 and k ∈ N. Then we can find small enough d k > b k > 0 and a bilipschitz mapping H S k :
and H S k maps P k ontoP k linearly. Furthermore, |DH S k (x)| ≤ 1 for x ∈ P k and
Proof. Set H S 0 (x) = x and proceed by induction. We define (3.10)
where |[x 2 , . . . , x n ]| ∞ = max{|x 2 |, . . . , |x n |}. Then it is easy to see (H S k (x)) 1 = l k−1 (a k ) when x 1 = a k and |[x 2 , . . . , x n ]| ∞ = d k and thus it agrees with (3.11) there. Moreover, we fix d k small enough in such a way as (C (3.12) is a constant whose exact value we specify later)
and we fix b k < d k so that (see Fig. 6 )
For every x ∈ P k we have |[x 2 , . . . , x n ]| ∞ ≤ b k and thus ϕ k (x) =ã k . Therefore for every x ∈ P k we can define (3.14) H S k (x) = l k (x 1 ), x 2 , . . . , x n where l k is linear with l k (r k ) =r k and l k (a k ) =ã k .
It is easy to see that |DH S k | ≤ 1 there and that this agrees with (3.11) used for k −1 before. Finally on the hyperplane x ∈ {r k−1 } × [−d k , d k ] n−1 we define it as (see Fig. 6 )
As before it agrees with (3.11) for 
and hence
and so A k is bounded by a constant independent of k.
For every [x 2 , . . . , x n ] ∈ [−d k , d k ] n−1 we use linear interpolation between values on four hyperplanes (x 1 =r k , x 1 =r k−1 , x 1 = a k and x 1 = c k ) with the help of the function h from Section 2.8 and we define
By (3.10) and (3.11) this mapping is continuous. The mapping H S k is bilipschitz on all parts (whilst the bilipschitz constant depends on k) and hence it follows immediately that it is bilipschitz on Q(0, 1).
It remains to estimate the integrability of the derivative. By (2.14) we obtain that the derivative with respect to the first coordinate can be estimated as
Since ϕ k (x) takes values between l k−1 (a k ) andã k (see (3.13) ) and ψ k (x) takes values between l k−1 (r k−1 ) =r k−1 andã k we can estimate this by the universal constant C (where C does not depend on k). Furthermore, by (2.13) we know that we can estimate the derivative with respect to other coordinates by the constant multiple of the corresponding derivative of
Since A k ≤ C we can estimate this by
The maximum of the three terms can be estimated by C 1 r k ≤ C2 (β+1)k and thus we can estimate the derivative with respect to other coordinates as
Now a simple change to polar/spherical coordinates in R n−1 and (3.12) gives uŝ
where we have chosen C (3.12) in (3.12) so that the last inequality holds. and we squeeze inside them by H k to obtain 'real' squeezed tentaclesT ′ v(k) . For k ≥ 1 we define
). Theorem 3.3. Let n ≥ 3,δ k > 0, β ≥ n + 1 and k ∈ N. Then we can find small enough d k > b k > 0 and a bilipschitz mapping h k : Q(0, 1) → Q(0, 1) such that h 0 (x) = x for every x ∈ Q(0, 1),
x for x ∈Qv (k) and h k (Pv (k) ) =Pv (k) .
We can estimate the integral of its derivative as
Moreover, a pointwise limit h of h k is continuous, J h (x) > 0 a.e., and
Proof. We set h 0 (x) = x and further we define (see (3.15))
which clearly fulfills (3.16) since H k (x) = h k−1 (x) = x on all Q(ẑv (k) ,r k ).
We have 2 nk different sets T ′ v(k) and all of them are bilipschitz copy of T ′S k , mappings Sv (k) are bilipschitz with a constant that does not depend on k, and hence we obtain by Lemma 3 
Givenδ k we set δ k = 1 C 2 −nkδ k and find b k and d k small enough so that (3.9) and thus also (3.17) holds.
Outside of v(k)∈V k T ′ v(k) all mapping h l , l ≥ k, are equal to h k−1 and they are therefore bilipschitz there and J h l > 0 a.e. It follows that we can define h = lim k→∞ h k and it is defined everywhere outside of (see (3.2) and (3.6 
Moreover, it is continuous and J h > 0 a.e. there. By (3.8) we know that L n ( x∈C T B l x ) = 0 and then h is defined a.e. Since
The continuity of h everywhere follows.
Counterexample in Theorem 1.1.
Construction of the counterexample in Theorem 1.1. Define a Cantor-type set C A of positive measure by
We need the sequence of functions g k , built in Section 2.5, to map C A onto the a Cantortype set C B with small enough 'windows' defined by (2.10), i.e. β k = 2 −kβ with β ≥ n + 1.
According to (2.6) 
We also need the bilipschitz mapping L, defined in Section 2.6, to map C B to a Cantor tower C T B , and we have (3.21) |DL(x)| ≤ l, |DL −1 (x)| ≤ l.
Let us start from the Cantor tower C T B and apply our mapping h k from Theorem 3.3 to squeeze the inner part of the cube. Then we need a mapping L −1 to go from C T B to C B , and (g k ) −1 to go to the Cantor set of positive measure C A . The final mapping f is a pointwise limit of Fig. 7 ). Mappings f k are clearly bilipschitz and below we show that f k → f strongly in W 1,n−1 and hence f is a strong limit of Sobolev homeomorphisms f k such that f k (x) = x on ∂[−1, 1] n . We know that g −1 = lim k→∞ (g k ) −1 is a homeomorphism which maps C B onto C A and that L −1 is a homeomorphism which maps C T B onto C B . By Theorem 3.3 we know that h = lim k→∞ h k is continuous and the standard computation shows that
and it is a continuous mapping which maps C T B onto C A . By Theorem 3.3 we also know that for every x ∈ C T B we have h(l x ) = x and clearly g −1 •L −1 (x) = y where y is the corresponding point in C A (see (3.1) ). It follows that f −1 (y) is a continuum l x for every y ∈ C A . Finally, J L −1 > 0 a.e., J h > 0 a.e. by Theorem 3.3, and by the construction we also have J g −1 > 0 a.e. as it is locally equal to some bilipschitz mapping g −1
x and hence we can use the composition formula for derivatives to obtain (see (3.8) ) Figure 7 . Mapping f k .
It remains to show that f ∈ W 1,n−1 . We show that mappings f k form a Cauchy sequence in W 1,n−1 . Since f k → f pointwise, it is easy to see that f k converges strongly to f . We have fixed β > n + 1 so that Theorem 2.4 holds and we set (3.22) 
Given thisδ k we find d k > b k > 0 according to Theorem 3.3. Note that all conclusions above (f is continuous, J f > 0 a.e.) are valid, but we need this choice of d k > b k to show that f ∈ W 1,n−1 .
By Theorem 3.3 we know that h k−1 (x) = h k (x) for every x / ∈ v(k)∈V k P ′ v(k) and clearly by (2.7) g −1 k−1 (y) = g −1 k (y) for y / ∈ v(k)∈V k−1Qv(k−1) . In view of (2.11) it follows that
Therefore (3.23)
Note that f k is bilipschitz (as a composition of bilipschitz mappings) and hence we can compute its derivative a.e. by the composition of derivatives. With the help of (3.21) we get
. By (3.19) and (3.20) we know that everywhere in Q(0, 1) we have |Dg −1 k | ≤ C2 kβ and
With the help of Theorem 3.3 and (3.22) we obtain
Analogous estimate holds also for Df k−1 and hence (3.23) implies that
Since 2 −kβ + 1/k 2 is a convergent series it follows immediately that f k form a Cauchy sequence in W 1,n−1 . It follows that f ∈ W 1,n−1 .
4. Injectivity in the domain: counterexample in Theorem 1.2
4.1.
Stretching inside tentacles. The following gives us an analogy of Lemma 3.2. We can view the mappingH S k as the inverse of H S k from Lemma 3.2 but formally we define it otherwise so our estimates are simpler. Lemma 4.1. Let n ≥ 3, δ k > 0, β ≥ n + 1 and k ∈ N. Then we can find small enough d k > b k > 0 and a bilipschitz mappingH S k : Q(0, 1) → Q(0, 1) such thatH S 0 (x) = x for every x ∈ Q(0, 1)H
Proof. This proof is analogous to the proof of Lemma 3.2 and hence we skip some details. We setH S 0 (x) = x and we define
We fix d k small enough so that (C (4.4) is a constant whose exact value we specify later) (4.4) 2 (β+1)k(n−1) log n−2 1 d k < C (4.4) δ k and we fix b k < d k so that
For every x ∈P k we can now define
The constantÃ k is chosen so that for x ∈P k ∩ {x 1 =r k−1 }, i.e. for |[x 2 , . . . , x n ]| ∞ ≤ b k , we havel k−1 (r k−1 ) +Ã k log log
By this and (4.5) we obtain
For every
AgainH S k is bilipschitz on Q(0, 1). By (2.14) we estimate the derivative with respect to first coordinate
and this is clearly bounded by C2 (β+1)k . Furthermore, by (2.13) andÃ k ≤ C we know that we can estimate the derivative with respect to other coordinates by
The maximum of the three terms can be estimated by C 1 r k ≤ C2 (β+1)k an a simple change to polar/spherical coordinates in R n−1 and (4.4) gives uŝP
where we have chosen C (4.4) in (4.4) so that the last inequality holds.
Analogously to Theorem 3.3 we now obtain: Theorem 4.2. Let n ≥ 3,δ k > 0, β ≥ n + 1 and k ∈ N. Then we can find small enough d k > b k > 0 and a bilipschitz mappingh k : Q(0, 1) → Q(0, 1) such thath 0 (x) = x for every x ∈ Q(0, 1),
We can estimate the integral of its derivative aŝ
Moreover, a pointwise limith ofh k is continuous and one-to-one on Q(0, 1) and Jh(x) > 0 a.e. And, there is a continuoust : Q(0, 1) → Q(0, 1) which is a generalized inverse toh, i.e.t(h(x)) = x for every x ∈ [−1, 1] n . On the other hand, Proof. The proof of the next theorem is analogous to the proof of Theorem 3.3 and therefore we skip it. We only explain why (4.8) holds.
Outside of v(k)∈V kT ′ v(k) all mappingsh l , l ≥ k, are equal toh k−1 and hence they are bilipschitz there and Jh l > 0 a.e. It follows that we can defineh = lim k→∞hk everywhere outside of
and it is one-to-one and continuous there with Jh > 0 a.e. For x ∈ C T B we defineh(x) = x and notice that nowh is one-to-one everywhere.
We definet =h −1 on Q(0, 1) \h(C T B ) and notice thatt is continuous there. Since h −1 k (Tv (k) ) =Tv (k) and diamTv (k) → 0 it is not difficult to see that for every a ∈ l x := ∞ k=1 Tv (k) we can definet(a) = x and nowt is continuous everywhere. For x ∈ C T B we havet(h(x)) =t(x) = x and hencet is a generalized inverse toh.
Counterexample in Theorem 1.2.
Construction of the counterexample in Theorem 1.2. Again we use the same sequences α k = 1 2 1 + 2 −kβ and β k = 2 −kβ with β ≥ n + 1 to define Cantor type sets C A , C B and C T B . As in the proof of Theorem 1.1 we have the estimates of the derivatives (3.19) and (3.20) . We set (4.9)δ k = 2 −kβ(2n−1) k 2 .
Given thisδ k we find d k > b k > 0 so that we have Theorem 4.2.
Consider the mappingf as a pointwise limit of
almost everywhere (see Fig. 8 ). For y ∈ C A we know that L • g(y) ∈ C T B whereh k (x) = x and hence it is easy to see that the pointwise limit is equal tof (y) = y for y ∈ C A . Therefore, we see at once that the pointwise limit off k is
Since g and L are homeomorphisms andh is one-to-one we obtain thatf is one-to-one on Q(0, 1). It is not difficult to see thatf is locally bilipschitz on [−1, 1] n \ C A and hence we can use the composition formula for derivatives to obtain
For y ∈ C A we know thatf (y) = y and hence Jf = 1 for a.e. x ∈ C A once we show that f ∈ W 1,1 since the weak derivative is equal to the approximative derivative a.e.
With the help of Theorem 4.2 we obtain that the continuous mapping
is a generalized inverse tof . Moreover, for every y ∈ C A we know that x = L • g(y) ∈ C T B . Therefore, the standard arguments show that forl x = (L • g) −1 (l x ) we have by (4.8)
Nowl x is a continuum and so is w −1 (y) for every y ∈ C A .
By Theorem 4.2 we know thath k−1 =h k for every y with L(g k (y)) / ∈ v(k)∈V kP ′ v(k) and g k−1 (y) = g k (y) for y / ∈ v(k−1)∈V k−1 Q v(k−1) by (2.7). In view of (2.11) it follows that 
Note thatf k is bilipschitz (as a composition of bilipschitz mappings) and hence we can compute its derivative a.e. by the composition of derivatives. With the help of (3.21) we get
. By the change of variables
dx.
Note that for every x ∈P ′ v(k) ⊂M k we know that L −1 •h k (x) lies outside of v(k)∈V kQv(k) and hence we can use (2.6) to estimate
Now (4.9) and (4.11) imply that
The similar estimate holds also for Df k−1 and hence (4.10) implies that
Since 1/k 2 is a convergent series, f k form a Cauchy sequence in W 1,n−1 and hence f ∈ W 1,n−1 .
Example 4.3. For every n ≥ 2 there is a set C A of Hausdorff dimension n and a Lipschitz mapping f L : [−1, 1] n → [−1, 1] n with J f L > 0 a.e. which is a strong limit of Sobolev
Proof. We only briefly sketch the construction. We set α k = 1 k in the construction of a Cantor type set C A (see Section 2.4). Then it is easy to see that the measure of C A is zero but its Hausdorff dimension is n. We map this by g from Section 2.5 to a Cantor type set C B given by sequence β k = 2 −βk , β ≥ n + 1, as usual. Note that by (2.5),
we obtain that g is a Lipschitz mapping.
Then we map C B by the Lipschitz mapping L from Theorem 2.4 to the Cantor tower C T B . Now C T B ⊂ {0} n−1 × (−1, 1) and it is easy to find a Lipschitz mapping S which squeezes a segment containing C T B to a single point, it is one-to-one outside of this segment and equals to identity on ∂[−1, 1] n . We can choose S to be S(x) = x 1 , x 2 , . . . , x n−1 , x n x 2 1 + . . . + x 2 n−1 on Q(0, 1 − δ) (fix δ > 0 so that C T B ⊂ Q(0, 1 − δ)) and extend it in a Lipschitz way so that S(x) = x on ∂Q(0, 1). Finally the mapping f L := S • L • g is a mapping for which
is a point and we can obtain it as a weak limit of homeomorphisms in W 1,∞ (or even strong limit in W 1,p for any p < ∞).
Positive statements: the case p > n − 1
To study the injectivity a.e. with respect to the image we define slightly better (INV) condition, see Corollary 5.3 below. We need the following generalization of [25, Lemma 7.3] for the case with no additional assumptions on J f . Proof. We may assume that f equals to the representative f * . By Lemma 2.2, there are L 1 -null sets N a and N b such that for every r ∈ (0, r a ) \ N a and s ∈ (0, r b ) \ N b one has f k → f (up to subsequence) uniformly on S(a, r) and S(b, s).
To establish (i), we show that deg(f, S(b, s), y) = 0 for y ∈ E(f, B(a, r) ) \ f (S(b, s) ). Let us firstly suppose that y = f (x) for x ∈ S(a, r). Since f (S(b, s) ) is compact and f k converge uniformly on the sphere S(b, s) there exist ε > 0 and k 0 ∈ N such that for every k > k 0 we have B(y, ε) ∩ f k (S(b, s)) = ∅. Moreover, x ∈ S(a, r) yields y = lim k→∞ f k (x), and we may assume that f k (x) ∈ B(y, ε) for all big enough k. Therefore, To prove (ii) we assume, on the contrary, that y ∈ f T (B(a, r) ) ∩ f T (B(b, s) ). Then the uniform convergence and continuity of the degree ensure that there is k ∈ N Since f k is a homeomorphism, deg(f k , S(a, r), y) and deg(f k , S(b, s), y) cannot both differ from zero, which is a contradiction.
Based on Lemma 5.1 we follow [25] and [28] to define the set-valued image f T (a) := r>0,r / ∈Na E(f * , B(a, r) ).
Note that f T (a) is non-empty and compact, as an intersection of a decreasing sequence of non-empty compact sets.
Theorem 5.2. Let f be a weak limit of homeomorphisms f k in W 1,p (Ω, R n ), p > n − 1 for n > 2 or p ≥ 1 for n = 2. Then there exists an H n−p null set NC ⊂ Ω and a representativê f of f such thatf is continuous at every x ∈ Ω \ NC. Furthermore f T (x) is a singletone for every x ∈ Ω \ NC,f = f * cap p -a.e. andf can be chosen so thatf (x) ∈ f T (x) for every x ∈ Ω.
Proof. Assume p > n − 1. The theorem follows from [25, Theorem 7.4] considering the fact that the weak limits of homeomorphisms satisfy the (INV) condition and Lemma 5.1 instead of [25, Lemma 7.3] . Note that the condition J f = 0 a.e. comes from [25, Lemma 7.3] and plays no part in the rest of the proof.
The fact that f T (x) is a singletone follows from the proof of [25, Theorem 7.4] as we have there NC := x : diam(f T (x)) > 0 . In the case n = 2, p = 1 we know that weak limit of homeomorphisms satisfy the (INV) condition thanks to the [9, Lemma 2.6]. And we can use the proof of [25, Theorem 7.4] with [9, Remark 2.9] instad of [25, Lemma 7.3] .
Proof of the positive part of Theorem 1.2. This follows from Theorem 5.2. The 'moreover' part with the additional assumption that J f > 0 a.e. was known before, see [25, Lemma 3.4] . Note that this lemma holds even in the case p = 1, n = 2.
Corollary 5.3. The representativef from Theorem 5.2 satisfies a strengthened version of condition (INV), that is for every a ∈ Ω and L 1 -a.e. r ∈ (0, r a ) (i)f (x) ∈f T (B(a, r)) ∪f (S(a, r)) for every x ∈ B(a, r) and (ii)f (x) ∈ R n \f (B(a, r)) for every x ∈ Ω \ B(a, r).
Proof. The proof follows from [25, Corollary 7.5] with regard for Lemma 5.1 (or [9, Remark 2.9] for n = 2, p = 1) and Theorem 5.2.
Proof of the positive part of Theorem 1.1. We assume that f =f , wheref is from Corollary 5.3. Suppose, by contradiction, that there is δ > 0 such that for F = {y ∈ R n : diam(f −1 ({y})) > 0}
we have H n−1+δ (F ) > 0. Clearly, F = k∈N F k , where F k = y ∈ R n : diam(f −1 ({y})) > 1 k .
Hence we can fix k ∈ N such that H n−1+δ (F k ) > 0.
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For each x ∈ Ω there is a radius r x < 1 2k , such that f | S(x,r) ∈ W 1,p (S(x, r), R n ) ∩ C 0 (S(x, r), R n ) (see Lemma 2.2) and the assertion of Corollary 5.3 holds. Choosing a countable covering of Ω with balls {B(x i , r x i )} ∞ i=1 , due to the area formula [25, Proposition 2.7], we know that H n−1 (f (S(x i , r x i ))) < ∞, so H n−1+δ (f (S(x i , r x i ))) = 0. Therefore, even for
we have H n−1+δ (E) = 0. We now claim, that F k ⊂ E, which is the contradiction with H n−1+δ (F k ) > 0.
Indeed, assume that y ∈ F k \ E. Then there must be points z 1 and z 2 in Ω, such that f (z 1 ) = f (z 2 ) = y and dist(z 1 , z 2 ) > 1 k . Fix i for which z 1 ∈ B(x i , r x i ), z 2 / ∈ B(x i , r x i ) with the balls B(x i , r x i ) covering Ω and r x i < 1 2k . Because y / ∈ E we know that y / ∈ S(x i , r x i ). Therefore, Corollary 5.3 (i) states y = f (z 1 ) ∈ f T (B(x i , r x i )) and the assertion (ii) holds
which is a contradiction.
