The targets for saccadic eye movements in natural visual scenes are spatially extended objects, yet saccades land at a single position within them. To characterize the spatial transformation that determines the saccadic goal position within attended objects, we studied saccadic localization of large patterns of random dots. Saccades landed with a high degree of precision near the center-ofgravity of the patterns (average error < 10 %; SDs around the center-of-gravity = 7-11% of target eccentricity). Predictions of landing position were improved by using a weighted center-of-gravity, in which the weight assigned to each dot was reduced by the presence of neighboring dots. Weighting based either on the eccentricity of dots or their position relative to the boundary of the pattern had no effect. The results can be accounted for by a spatial transformation in which the "local signs" of an initial array of detectors, weighted by the activity of each, are averaged to yield the saccadic goal. This model can account for accurate and precise saccadic localization of large targets, while preserving sensitivity to local pattern characteristics. Unlike models of recognition, the boundary of the object has the same status as the internal details.
INTRODUCTION
Saccadic eye movements can be directed to single point targets with surprisingly high levels of precision. Saccades are nearly as precise, in fact, as perceptual estimates of target location (e.g., White, Levi & Aitsebaomo, 1992; . It is not known whether this high level of saccadic performance, assessed with point targets, would apply to the type of targets present in natural scenes. In natural scenes saccadic targets are spatially extended objects: trees, faces, coffee cups, or even the words on this page of text. Such targets present a challenge because the goal position of the saccade is not explicitly marked, but must be determined from a spatial transformation of the information contained in the object. This paper is concerned with two questions: Do saccades land at precise positions within spatially extended targets, and if so, what spatial transformation determines the landing position?
Prior studies of saccades to stimuli more complex than a single point showed, surprisingly, large saccadic errors. In these studies the stimulus consisted of a target accompanied by one or more non-targets. Saccades tended to miss the target and land instead near the center of the entire stimulus configuration (Coren & Hoenig, 1972; Deubel, Wolf & Hauske, 1984; Findlay, 1982; Ottes, Van Gisbergen & Eggermont, 1985; Coeffe & O'Regan, 1987) . The results were taken to support a lowlevel sensorimotor averaging process operating over the entire stimulus field that automatically brings the line of sight to a central location. Some suggested that the averaging was carried out by detectors with such large receptive fields that sensitivity to local structure within the stimulus would be lost (Findlay, 1982; Ottes et al., 1985) . An averaging process that is both reflexive and capable of creating large saccadic errors seems implausible, given how effortlessly and accurately saccades can be directed to chosen targets in natural scenes. There are, however, other ways to interpret the centering tendencies described above. In the prior studies of centering, subjects were either not told explicitly to look at the target and ignore the background, or else, were not given enough time or sufficient spatial cues to distinguish the target from the background. Thus, the saccadic errors observed could have been due, in whole or part, to high-level factors, such as strategies to aim the line of sight to the center of the configuration in the absence of precise information about target location, or a decision to distribute attention over the entire configuration in the attempt to find the target (see Kowler, Anderson, Dosher & Blaser, 1995; and Hoffman & Subramaniam, 1995 for links between saccadic landing position and the locus of attention). The involvement of high-level processes is supported by findings that the saccadic landing position in displays 895 896 J.W. MCGOWAN et aL containing targets and non-targets depends on the probability of the target appearing in one or another location (He & Kowler, 1989) and findings that subjects, on instruction, can direct saccades to selected positions within simple target forms (He & Kowler, 1991) .
The importance of noting the involvement of highlevel processes in the early centering studies is that saccades to complex stimulus configurations may actually be more accurate than had been suspected. The capacity to make accurate saccades to target objects, and the characteristics of the underlying programming mechanisms, could have been obscured because strategies and attention may not have been sufficiently controlled in the prior research.
We attempted to place strategies and attentional allocation under a greater degree of experimental control so that we could study the relationship between saccades and properties of spatially extended targets. We did this by removing distracting background stimuli and presenting the target in isolation, while measuring the landing positions of saccades directed to the target as a whole. The instruction to look at the target as a whole captures the way saccades appear to be used in everyday life, namely, to look at objects rather than at pinpoint locations within them.
Prior studies have reported that saccades land at precise locations near the center-of-gravity of outline drawings of simple forms (triangles or circles; He & Kowler, 1991; or near the centerof-gravity of the region surrounding each vertex of a polygon (Guez, Marchal, LeGargasson, Grail & O'Regan, 1994) . But such simple forms may be considered special cases because the center-of-gravity can be estimated from only two or three selected points along the contour. We wanted to determine whether there is a spatial transformation that would be able to guide saccades to precise landing positions within arbitrarily chosen target configurations.
We studied saccadic localization of random dot targets, which, unlike simple forms, lack any obvious structural features that might be used to guide saccades. A different dot pattern on each trial was used to discourage the development of stereotypical saccadic patterns or the development of consistent strategies to aim saccades at selected, familiar portions of the pattern.
We found that under the instruction to look at the target as a whole, saccades landed with a high degree of precision near the center-of-gravity. The departures from the center-of-gravity were due in part to an unequal weighting of the dots on the basis of local pattern density. This result shows that, contrary to prior claims, saccades are sensitive to the local structure of the pattern. Saccadic landing position may be determined by pooling the activity levels of a population of detectors, each centered on a different region of the pattern. One advantage of a population is that voluntary adjustment of the landing position could be achieved by changing the relative weight assigned to the different detectors (via attention, for example). In the case of equal weighting, saccades would simply land near the target's center without any special effort to aim them there.
METHOD

Subjects
Two subjects were tested. EK (one of the authors) is a highly experienced eye movement subject. DM had no prior experience as an eye movement subject and was naive as to the purpose of the experiment. DM requires no spectacle correction. EK is myopic and a corrective spectacle lens was used to keep stimuli in sharp focus.
Eye movement recording
Two-dimensional movements of the right eye were recorded by a Generation IV SRI Double Purkinje Image Tracker (Crane & Steele, 1978) . The subject's left eye was covered and the head was stabilized on a dental biteboard.
The voltage output of the Tracker was fed on-line through a low-pass 50 Hz filter to a 12-bit analog to digital converter (ADC). The ADC, controlled by an IBM compatible PC, sampled eye position every 10 msec. The digitized voltages were stored for later analysis.
Tracker noise level was measured with an artificial eye after the tracker had been adjusted so as to have the same first and fourth image reflections as the average subject's eye. Filtering and sampling rate were the same as those used in the experiment. Noise level, expressed as a standard deviation of position samples, was 0.4' for horizontal and 0.7' for vertical position.
Recordings were made with the tracker's automatically movable optical stage (auto-stage) and focus-servo disabled. These procedures are necessary with Generation IV Trackers because motion of either the auto-stage or the focus-servo introduces larger artifactual deviations of Tracker output. The focus-servo was used, as necessary, only during intertrial intervals to maintain subject alignment. This can be done without introducing artifacts into the recordings or changing the eye position/ voltage analog calibration. The auto-stage was permanently disabled because its operation, even during intertrial intervals, changed the eye position/voltage analog calibration.
Stimulus
The stimulus was generated by digital-to-analog converters and shown on a display monitor (Tektronix 608, P4 phosphor) located directly in front of the subject's right eye. The display was refreshed every 20 msec, a rate that was high enough to prevent visible flicker. The luminance of the display, measured by a UDT photometer (model 61) from a 2.2 × 2.2 cm region containing 1600 points refreshed every 20 msec, was 74 cd/m 2.
The stimuli were seen against a dim (3.7 cd/m2), homogeneous background produced by a raster on a second display monitor located perpendicular to the first. The views of the two displays were combined by a leftward trials 228',240' or 252' M I pellicle beam splitter. The combined displays were viewed in a dark room through a collimating lens, which placed them at optical infinity. The background field subtended 20 deg horizontally by 18 deg vertically for subject DM and 9.5 deg horizontally by 7.6 deg vertically for EK. The difference in background field size was due to the negative lens, placed between the eye and collimating lens, which EK requires to compensate for her myopia and keep the stimuli in sharp focus. The retinal size of the saccadic target, described below, was the same for both subjects.
The saccadic target consisted of 19 dots positioned at random locations within a circular region 240' in diameter (see Fig. 1 ). The circular region in which dots were displayed will be referred to as the target region. Dots were placed within the target region at any of 197 evenly separated locations, 15' apart. Not more than one dot could occupy any one location, so the probability of a dot occupying any of these locations was 0.1. Each "dot" was actually a 3 x 3 square, with adjacent points in the square separated by 3'. The individual points of each dot were not discernible to the subjects.
A different pattern of random dots was generated for each trial. Both subjects were tested with the same set of dot patterns.
The target was presented to the left or to the right of a 5' x 5' fixation crosshair. The eccentricity of the target was either 228, 240 or 252', where eccentricity was defined as the distance between the center of the target region and the fixation crosshair. The fixation crosshair was displayed 120' to the right of center when leftward eccentricities were tested and 120' to the left of center when rightward eccentricities were tested. This was done so that eye movements would be recorded within the central 5 deg of the visual field, where tracker output is linear.
In separate sessions, DM was tested with a saccadic target consisting of a single dot. The dot target was presented at the same three eccentricities and two directions as the random dot targets. EK recently completed a large set of trials with single dot targets at the same eccentricities , and those data will be used in the present paper to represent her performance in the single dot condition.
Procedure
The fixation crosshair was displayed before each trial. The subject started the trial, when ready, by means of a button press. One hundred milliseconds later the saccadic target appeared and remained visible for 900 msec, at which time the trial ended. The position of the target relative to the fixation crosshair (right or left), the target eccentricity (228, 240 or 252'), and the location of the dots within the target region were chosen randomly on each trial.
Instructions
The goal of this experiment was to study the spatial properties of saccadic landing positions and relate them to the spatial properties of the stimulus. For this reason instructions to the subject were chosen so as to encourage the best possible performance and reduce the influence of extraneous behavioral factors that could change saccadic landing positions in ways unrelated to characteristics of the stimulus. These instructions, described below, have been effective in the past in producing accurate and precise saccadic landing positions (He & Kowler, 1991; .
Subjects were instructed to look at the target as a whole, rather than aim the saccade to a particular place within it. Subjects were also asked to use a single saccade to reach the target and avoid secondary, corrective saccades, even if the first seemed to miss the intended goal. The instruction to avoid corrective saccades was used in an attempt to encourage subjects to produce a single, accurate saccade and discourage a strategy of reaching the target with a sequence of two or more movements.
The subjects were also instructed to adopt relatively long saccadic latencies, the only constraint being to try to complete the saccade before the end of the trial. Long latencies were desirable because they made it more likely that the saccades would be based solely on the target shown in the current trial, rather than be biased toward a location expected to contain the target on the basis of the past history of trials. Effects of expectations and past history on saccades have been observed before (e.g., Kowler, Martins & Pavel, 1984; Kapoula, 1985) . Such effects are undesirable in this experiment, which seeks to determine the best possible saccadic accuracy and precision, because they would introduce a source of variability into saccades unrelated to the characteristics of the current stimulus.
Experimental sessions
Experimental sessions contained 100 trials and subjects were tested in one to four sessions/day. Target direction (right or left), and eccentricity (three possible values/direction) were selected randomly and independently on each trial, with the subject knowing only the direction in advance (this revealed by the location of the fixation crosshair; see above). EK was tested in a total of 40 sessions and DM in 31 sessions. DM was tested in an additional three sessions with the single dot target.
Detection and measurement of saccades
The beginning and end positions of saccades were detected by means of a computer algorithm employing an acceleration criterion. Specifically, we calculated eye velocity for two overlapping 20-msec intervals. The onset time of the second interval was 10 msec later than the onset time of the first. The criterion for detecting the beginning of a saccade was a velocity difference between the samples of 300'/sec or more. The criterion for saccade termination was more stringent in that two consecutive velocity differences had to be less than 300'/sec. This more stringent criterion was used to ensure that the overshoot at the end of the saccade would be bypassed. The value of the criterion (300'/sec) was determined empirically by examining a large sample of analog records of eye position. Saccades as small as the microsaccades that may be observed during maintained fixation (Steinman, Haddad, Skavenski & Wyman, 1973) could be reliably detected by the algorithm.
The size of each saccade was defined as the distance between the mean position of the eye at the start of the trial and the position of the eye at the end of the saccade. By using eye position at the start of the trial, rather than eye position at the onset of the detected saccade, our estimate of saccade size also incorporated any anticipatory drifts (Kowler & Steinman, 1979 ) that occurred during the brief (200-400 msec) latency interval. The data reported are based on the first saccade of each trial, regardless of whether subsequent saccades occurred. Characteristics of secondary saccades will be described separately.
Analyses will be confined to the horizontal component of saccades since the target region was always aligned with the horizontal meridian.
Number of trials tested and excluded
EK was tested on 4000 trials and DM on 3100 trials. A few trials were excluded from analyses. The trials with latencies less than 100 msec (1.0% trials for EK and 0.9% for DM) were excluded because with such short latencies it was unlikely that the stimulus played a significant role in determining the saccadic landing position. Trials in which the error of the first saccade was greater than 100' (0.5% trials for EK and 2.1% for DM) were also excluded because we felt that with such large errors (nearly 50% of the eccentricity) the first saccade was not a genuine attempt to reach the target. In addition, trials in which eye tracker lock was lost (3.3% of EK's trials and 0.3% of DM' s trials) and in which no saccades occurred (1.0% for EK and 5.7% for DM) were excluded. The data reported are based on the remaining 3783 trials for EK and 2853 trials for DM.
Extraneous variabili~
Variability of saccades associated with extraneous factors, unrelated to either the internal representation of the eccentric stimulus or the saccadic programming process used to reach the eccentric stimulus, was assessed by the following procedure. Subjects made one or more saccades between the fixation target (located at the same positions used during the experiment, i.e., 120' right or left of center) and a single dot located at one of the three eccentricities of the target region. Saccades continued to be made until the subjects felt certain that they were looking at the target. At that point, they continued to look at the target, making no additional saccades, until the 5-sec trial ended.
Differences between eye position at the start of the trial and at the end of the final saccade in the trial were analyzed. Trials with less than 1 sec of saccade-free fixation at the end were discarded because the late saccades were taken as indicators that the subject did not yet feel the line of sight had reached the target. The standard deviation of these differences was 5% of eccentricity for both subjects. This value represents the smallest standard deviation we would expect to find, incorporating variability due to tracker noise and to fluctuations in where a target might fall on the retina when a subject feels he is fixating accurately.
RESULTS
Saccades landed near the center-of-gravity
Saccades landed near the center-of-gravity of the dot patterns. This can be seen in the scatterplots in Figs 2 and 3, which show the horizontal size of saccades as a function of the distance between the fixation target and the horizontal center-of-gravity of each pattern. The horizontal center-of-gravity was the average of the horizontal coordinate of each dot's location. The close relationship between saccadic landing position and the center-of-gravity shows that, despite the use of large and unstructured stimulus patterns, a centrally located goal was extracted from the pattern.
The bold lines in the scatterplots show the best-fitting straight lines and the thin lines show the predicted result if saccades had landed at the center-of-gravity of each pattern. The difference between the two functions was 
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FIGURE 4. Probability that a trial contained more than one saccade, conditional on the error left behind by the first saccade, as a function of the error left behind by the first saccade for subjects EK and DM. "Error" is defined as the absolute difference between landing position and center-of-gravity. Errors are binned into 10' intervals.
Standard deviations (SDs) of saccades around the bestfitting lines were 17' for EK's leftward and 22' for her rightward saccades. SDs for DM were 25' for leftward and 27' for rightward saccades. These values were only 7-11% of the mean center-of-gravity (240'), but were, nevertheless, greater than the standard deviations of saccades made to single dot targets (14' for EK and 18' for DM, equivalent to 5.8% and 7.5%, respectively, of eccentricity). Saccadic latencies differed between the subjects. EK's average latencies were 244 msec for both leftward (SD= 77, n = 1938) and rightward (SD= 69, n = 1845) saccades. DM adhered more strictly to the instruction to prolong latency (see Methods section). His latencies were 591 msec (SD ---86, n = 1472) for leftward and 581 msec (SD = 91, n = 138l) for rightward saccades.
Secondary saccades were infrequent (8% of trials for EK and 16% for DM), as expected, given the instructions to avoid making any. Figure 4 shows that secondary saccades were more likely to occur when absolute saccadic "error" increased (where "error" is defined as the distance between the saccadic landing position and center-of-gravity). Trials with large errors were rare, however (3% of trials for EK and 11% for DM had errors >50'). Secondary saccades were usually made in the direction that brought the line of sight closer to the center-of-gravity, as shown in Fig. 5 , which shows the size of secondary saccades as a function of the error left behind by the first saccade.
The remaining analyses focus on the observed departures of the landing position of primary saccades from the center-of-gravity. We asked whether the departures could have resulted from unequal contributions of dots from different display locations to a centerof-gravity computation.
Correlations between the presence of a dot and saccadic landing position
To find out whether all dot locations were taken into account in determining saccadic landing position, we 
where Jt(x,y) is either 1 or 0 depending on whether there was a dot present at location (x,y) on trial t, J(x,y) is the mean value of JAx,y) over all trials for a given location (x,y), St is the saccade size on trial t and S is the mean saccade size over all trials. Correlations were computed after the data were combined over the three eccentricities of the target regions (228, 240, or 252') by multiplying horizontal saccade size by the ratio of the eccentricity on trial t to the central eccentricity of 240'. Dot locations were also corrected for the eccentricity of the target region, thus preserving the relationship between saccadic landing position and dot location. If the saccadic landing position is determined by averaging the location of dots from all portions of the display, we would expect: (1) the presence of a dot to the right of the center of the display should be associated with an increased tendency of saccades to land to the right of center, and the presence of a dot to the left of center should be associated with an increased tendency of saccadse to land to the left of center; and (2) the further a dot is located from the display center, the more it should displace the saccade away from center, towards its own location, and, as a result, the higher should be the observed correlation between dot presence and saccadic landing position. These outcomes would be consistent with a pooling process that computes the center-ofgravity over the entire display. The correlation coefficients obtained for each possible dot location are shown in Figs 6 (EK) and 7 (DM). For clarity of presentation, positive and negative correlations are shown in separate graphs. Positive correlations mean that the presence of a dot was associated with an increased tendency of saccades to land to the fight of the mean landing position and negative correlations mean that the presence of a dot was associated with an increased tendency of saccades to land to the left of the mean landing position.
Both subjects show the trends expected from a centerof-gravity computation. Specifically, correlations were usually positive for dots located to the fight of the center of the target region and negative for dots located to the left of the center, i.e., the presence of dots to the right of center tended to be associated with saccades landing to the right of the mean landing position, while the presence of dots to the left of center tended to be associated with saccades landing to the left of the mean landing position. Correlation coefficients increased with increasing distance of the dot from the center of the target region, showing that the farther a dot was located from center, the more it displaced the saccade in its direction away from the mean landing position.
The pattern of correlations observed implies that all portions of the target contributed to the determination of the saccadic landing position.
Differential weighting of dot locations
We next asked whether all portions of the target contributed equally to the determination of the saccadic landing position. Different spatial weighting functions were imposed on horizontal dot locations and we evaluated whether saccades landed closer to one of the weighted centers-of-gravity than to the unweighted center-of-gravity.
The four weighting functions described below and illustrated in Fig. 8 were chosen because each seemed plausible, either on the basis of our own results or results reported in prior studies. Each weighting function contained free parameters whose values were set so as to minimize the difference between observed saccadic landing position and the location of the weighted centerof-gravity. Appendix II contains the equations of the weighting functions and a complete description of the statistical tests.
Ramp.
A ramp function (with slope a free parameter) was tested to determine whether the weight assigned to each dot depended on its eccentricity. Assignment of greater weight to dots at smaller eccentricities could be responsible for saccadic undershoots (EK's leftward saccades in Fig. 2 and DM's leftward and rightward saccades in Fig. 3 ) and assignment of greater weight to dots at larger eccentricities could be responsible for overshoots (EK's rightward saccades in Fig. 2 ). Previous investigators suggested that tendencies to undershoot the center-of-gravity of target+ non-target displays (see Introduction) were due to stimulus elements at nearer eccentricities receiving more weight than those further away (Findlay, 1982; Coeffe & O'Regan, 1987) .
Gaussian.
A gaussian weighting function was tested to determine whether more weight was assigned to dots at central locations within each display, close to the actual landing position of the saccade. The mean of the gaussian was set to the midpoint between the most and least eccentric dots of each pattern and the standard deviation was a free parameter.
Inverted gaussian. The visual system employs a variety of mechanisms to extract boundaries and edges. If such mechanisms are important in saccadic localization (as has been suggested by Findlay et al., 1993) , then dots near the boundary of the patterns should receive greater weight. The mean of the inverted gaussian was set to the location midway between the most and least eccentric dots of each pattern and the standard deviation was a free parameter.
Dot interaction.
The contribution of a dot to the computation of the center-of-gravity might depend on its proximity to neighboring dots. The presence of such interactions was evaluated by allowing the weight assigned to a given dot to be incremented by the parameter 61 each time a dot was also present in an immediately adjacent location, and 62 each time a dot was present one location removed. Each/2 term is the ratio of the maximum likelihood obtained from a model using one of the weighted centers-of-gravity to nmximum likelihood obtained from the model using the unweighted center-of2gravity. Degrees ol" fleedom (dr) equals the difference between the number of free parameters in the two models. Slope and Int. are flee parameters representing the slope and intercept of the linear relation between center-ofgravity (weighted or unweightedl and saccade size. rr is the standard deviation of the saccade size around this line. Mean COG change is the absolute difference in minarc between the weighted center-of-gravity 'calculated using the parameter values that maxhnized the likelihood of the dalai and unweighted center-of-gravity, a,,eraged over all trials. P-values marked with :~: indicate that the weighting function produced a significant increase in the likelihood of thc data.
Testing the weighting./imctions
A statistical test was perfl~rmed to evaluate whether any of the weighting functions significantly increased the likelihood of the data relative to that obtained using the unweighted center-of-gravity. The likelihood L of the data was given by:
where & represents saccade size on trial t, Gt represents the eccentricity of the center-of-gravity (either weighted or unweighted), m and b are the slope and intercept, respectively, of the straight line relating the center-ofgravity (weighted or unweighted) to the landing position, and y is the mean and cr the standard deviation of noise uncorrelated with the center-of-gravity. Equation (2) *The search algorithm used to select the values of the parameters was the Simplex search method implemented in MATLAB. We verified the effectiveness of the algorithm for our models by using simulated data sets. These were constructed by applying one of the tk)ur weighting functions to the dots used in each of the actual stimuli, computing the weighted center-of-gravity tot each stimulus, applying the linem" relationship with parameters m and h to each weighted center-of-gravity, and, finally, adding normally distributed noise. A variety of different values were assigned to each of the parameters. The algorithm was able to recover all the parameters (i.e.. those for the weighting function, tile linear relationship and the noise) within IOC/2 of their prespecified values.
shows that likelihood increases as saccadic "error" decreases, where "'error" is defined as the difference between saccadic size & and a linear transformation of the center-of-gravity (mGl+b).
Five different likelihoods were computed. In one, Gr was set to the unweighted center-of-gravity (i.e., the average of horizontal dot locations) and in the remaining four, Gr was set to one of the weighted centers-of-gravity, where weights were assigned to dot location according to one of the four functions described above. The parameter of each weighting function/i.e., the slope of the ramp, the standard deviations of the gaussian and the inverted gaussian, and the values of the dot interaction parameters ,Jl and 62), and the parameters m and b [see equation (2)1 were chosen so as to maximize the likelihood of the data.
A likelihood ratio test using a chi-square distribution (described in Appendix 1I) was used to determine whether any of the maximum likelihoods computed with each weighted center-of-gravity was significantly greater than the maximum likelihood computed with the unweighted center-of-gravity.* Table 1 shows the results of the likelihood ratio tests. The chi-square values show that weighting based on dot interactions was the only case to yield a significant increase in the likelihood of the data relative to that obtained using the unweighted center-of-gravity for both A weighted center-of-gravity was computed by weighting the high and low intensity dots differently. Weight represents the value assigned to the high intensity dots. Low intensity dots were assigned a weight of 1. Each Z term is the ratio of the maximum likelihood obtained from a model using the weighted center-of-gravity to the maximum likelihood obtained from the model using the unweighted center-of-gravity. Degrees of freedom (df) equals the difference between the number of free parameters in the two models. Slope and int. are free parameters representing the slope and intercept of the linear relation between center-of-gravity (weighted or unweighted) and saccade size. o-is the standard deviation ufthe saccade size around the line. Mean COG change is the absolute difference in minarc between the weighted center-of-gravity (calculated using the parameter values that maximized the likelihood of the data) and unweighted center-of-gravity, averaged over all trials.
EJfect qf the weights on predicted saccadic landing position
subjects and both saccadic directions. Weighting based on dot interactions brought the slope of the function relating saccade size to the weighted center-of-gravity closer to 1 and the intercept closer to zero, and reduced, albeit by a small amount, the standard deviation of saccades around the center-of-gravity.
The obtained values of the parameters dj and ~2 (i.e., the increment in a dot's weight from its initial value of 1 due to the presence of a neighboring dot) were negative in all cases. For the two-ring test, values of 6j for the adjacent locations were -0.17 for EK's leftward saccades and -0.19 for EK's rightward saccades, and -0.15 for DM's leftward saccades and -0.14 for DM's rightward saccades. Parameter values were reduced by approx, half for neighboring dots one location removed ((~2 = -0.08 for EK's leftward and rightward saccades; -0.08 for DM's leftward and -0.12 for DM's rightward saccades). Negative dot interactions imply that the weight assigned to a dot was decreased by the presence of neighboring dots, i.e., a dot in a sparse region of the display was weighted more heavily than a dot in a dense region of the display.
We also performed a single parameter version of the dot interaction, in which dots in only the immediately adjacent rings were considered. A likelihood ratio test showed that the obtained weights of -0.23 for EK's leftward and -0.21 for EK's rightward saccades, -0.20 for DM's leftward and -0.19 for DM's rightward saccades, were significant for all four subjects (P < 0.001).
We also applied the gaussian, inverted gaussian, and ramp weighting functions to the vertical dot positions. Only in one case (inverted gaussian applied to DM, rightward saccades) was there a significant increase in the likelihood of the data (Z 2 = 8.02, df = 1, P < 0.02).
Var~'ing dot intensi~,
The effect of dot interactions, described above, shows that the center-of-gravity computation is sensitive to spatially local characteristics of the pattern. The sensitivity to local characteristics was confirmed in a follow-up experiment which differed from the main experiment only in that (1) the displays contained 20 (instead of 19) dots; and (2) the intensity of half the dots was reduced by a factor of 10. Subject EK was tested in 3000 trials, 1.9% of which were eliminated for the conventional reasons described in the Methods section (loss of eye tracker lock; latencies < 100 msec; saccadic error > 100'). Table 2 shows that the likelihood of the data for both saccadic directions was significantly improved by weighting the higher intensity dots 30-80% more than the lower intensity dots. The success of differential weighting according to intensity confirms the role of local characteristics of the dot pattern in determining the saccadic landing position.
DISCUSSION
The results demonstrate an impressive ability of saccades to land at precise positions within random dot targets. Neither the large size of the patterns (diameter equal to target eccentricity), nor the absence of systematic form and structural cues, presented obstacles to performance. Standard deviations of landing positions were only 7-11% of target eccentricity, larger than the values obtah~cd for single point targets (6-7%) and similar to St2, obtained with simple form targets (outline drawings of fircles) of the same diameter . On average, the landing position fell within 5-10% of the center-of-gravity, with the size of the departure varying somewhat with eccentricity. This high level of accuracy and precision was achieved without any deliberate effort on the part of the subject to aim the saccade to the center-of-gravity, but rather was achieved under instructions to attend to and to look at the target as a whole.
These results argue for the existence of a spatial transformation that can extract a central saccadic goal position from spatially extended targets. Our results show that such a transformation can be carried out by pooling information over large, attended, spatial regions while adding very little additional variability to performance.
The spatial tra,'~formation
The results have implications for the nature of the spatial transformation used to compute the saccadic goal.
Local Detectors FIGURE 9. Model of localization in which the response of each detector is based on the number and intensity of dots in its receptive field. The "local sign" of each detector corresponds to the location of the center of its receptive field. The location of the saccadic goal is the weighted average of the local signs, where weights depend on each detector's response.
We found that the influence of individual dots in the pattern depended on the presence of neighboring dots. Specifically, the presence of neighbors decreased the weight assigned to a given dot, i.e., dots from sparse regions of the pattern were more influential than dots from dense regions. This result demonstrates a sensitivity of the spatial transformation to the local structure of the pattern, an outcome confirmed by the finding that local variations of dot intensity were also influential. The effects of local structure (i.e., dot density and intensity) rule out the possibility (e.g., Findlay, 1982; Ottes et al., 1985; Coeffe & O'Regan, 1987 ) that landing position is determined by a spatial transformation with such low resolution that all distinctions among the internal details of the pattern are lost.
Negative interactions between nearby elements of a pattern were also noticed by Guez et al. (1994) . Their subjects scanned the vertices of random polygons. Saccades usually landed near the center-of-gravity of a region surrounding each vertex, but when the vertex angle was small the saccade was displaced closer to the apex of the angle than a center-of-gravity computation would predict. Guez et al. (1994) attributed this result to inhibitory interactions between the nearby segments of the contour, which is similar to the negative dot interactions we observed.
One type of spatial transformation that '~, ~,id produce precise landing positions near the center-, i gravity of attended targets, while at the same time preserving sensitivity to local pattern characteristics, consists of two processing stages (see Fig. 9 ). The first stage consists of a set of local detectors centered on different regions of the *Based on experiments that used a very different stimulus and procedure, Findlay et al. (1993) concluded that boundaries are more salient than internal elements during a saccadic localization task. They presented two targets simultaneously (a checkerboard and the frame of a checkerboard) and found that making the checkerboard larger made it more attractive to saccades, while adding internal elements to the checkerboard fi-ame had no effect. This stimulus differed flom the dot patterns we used in lhat I I ) the targets were simple, familiar shapes; and (2) addiqg the internal elements to the checkerboard frame did not chm>,ze its center-ofgravity. In addition, subjects were not instructed t~ look at the target pair as a whole, but were instead told t~ ',:~ok at any target presented and, at the same time, to accurately idc~:'dl'y a centrally located letter presented immediately a!'tt. :he :r il ,:a'. ~,trgets.
pattern. Each detector is assumed to represent a different location in space ("local sign"). The response of each detector depends on the number and intensity of the dots in its "receptive field". In order to explain the negative dot interactions observed, the response can be assumed to increase at a successively slower rate as dots are added, i.e., dots have more impact when added to a sparse than to a dense local region. In the second processing stage, the landing position is determined by averaging the local sign of each of the detectors, where each local sign is weighted by the response rate of the corresponding detector. We assume that the relative position of the detectors does not influence their assigned weight, given that we found no systematic effects of global weighting, i.e., dots near the boundary or center of the display and dots at near or far eccentricities had equivalent effects.* Similar two-stage models have been suggested to account for findings that the centroid of a spatially extended target acts as the central reference position in tasks requiring judgments of relative position (Westheimer & McKee, 1977 : Levi & Westheimer, 1987 Burbeck & Hadden, 1995; Morgan, Hole & Gtennerster, 1990) . See also Hirsch and Mjolsness (1992) , Whitaker and Walker (1988) , and Vos, Bocheva, Yakimoff and Helsper (1993) for other examples of centroid-based positional judgments, and Hess, Dakin and Badcock (1994) and Hess and Holliday (1996) for suggestions that other reference locations might be used in certain localization tasks. When applying such a two-stage model to saccadic localization, it is possible that the second stage, computation of the average local sign, occurs relatively late in the processing stream. Specifically, the entire distribution of first stage activity could be conveyed to neural structures concerned with saccadic motor programming. This is reasonable because it is known that large populations of neurons with broadly tuned 'movement fields' in superior colliculus (Lee, Rohrer & Sparks, 1988; Van Gisbergen, Van Opstal & Tax, 1987) and frontal eye fields (Goldberg & Seagraves, 1989) are active before saccades to single point targets. The saccade could be directed to the average local sign of the population, regardless of whether the target is a large object or a single point. Population coding models have been credited with ensuring precise saccades to single point targets (Lee et al., 1988) . Our results imply that one advantage of population coding may be its suitability for producing precise saccades to the large target objects characteristic of natural scenes.
Differential weighting and target selection
Performance in our task was not limited by how well a target could be distinguished from tile background because no background stimuli were present. Subjects were asked to look at the target as a whole, attending to the entire target rather than to a selected portion. In natural scenes, on the other hand, backgrounds are always present, so the effectiveness of target selection becomes an important determinant of saccadic accuracy. One useful property of the population-coding localization model described above is that voluntary selection of a target, or a landing position within a target, on the basis of either locational or featural cues, could be carried out efficiently by assigning different attentional weights to the detectors comprising the initial stage (Fig. 9) . The effectiveness of selection would be limited by (among other things) the properties of the detectors, such as their receptive field size, sampling density and degree of selectivity to particular stimulus features, as well as by the properties of the attentional control system itself.
Processing of spatial information for localization and recognition
The results obtained demonstrated the sensitivity of saccades to the local structure of the pattern and their insensitivity to global structure. This suggests that the saccadic system may localize objects by averaging signals within an attended region, treating variations in luminance or texture near the center and near the boundary of the pattern in the same way. This is different from how objects are recognized, where the distinction between the boundary and the internal details is critical.
The possibility that localization (motor or perceptual) differs so fundamentally from recognition is consistent with our results, but must be verified by further experiments using structured targets, where the distinction between boundary and internal details is more salient than it was in our random dot targets. Now that we have demonstrated that saccadic localization can be accurate, precise and effortless in the absence of structure, it becomes of interest to ask whether the same spatial transformation that can underlie this performance will remain insensitive to imposed structural cues. (m.b, c:u)] where Xt is the set of dot locations presented on trial t, St is the observed saccadic landing position on trial I, and o'u is given by: respectively,. The degrees of freedom arc obtained by, taking the difference between the ntnnber of free parameters in model U and the number in model C. For a detailed description of this method, see Hoel, Port and Stone (1971) . Table 3 shows that in all cases, the obtained values of ~(C, U) were large enough to reject the hypothesis that model C accounts tk)r the data as well as model U. This means thai saccadic landing positions deviated systematically from the center-of-gravity.
APPENDIX I1
As in Appendix 1, let X be the set of 19 locations to which dots are assigned in a stmmlus. In this Appendix we consider various models M~(p, 0. m, b. o-), with parameter 0 omitted in all but one casc, stipulating that saccade landing position within stimulus X is given by:
" ['(xr,f) ,O, 11I.t)) ;nGw(X.p,O} i h',~. 
where p is a free parameter, and ht is set so that a weight of I is assigned to the least eccentric dot m each trial t.
Gaussian.
where p is a fl'ee parameter, and t~ is set to the midpoint between the least and most eccentric dots in each trial. 
where Ax(x, 3) is the number of dots m x occurring in the eight locations immediately surrounding, and Bx(-~,y) is the number of dots in X occurring m the 16 locations separated IYom (x, 3') by a single location.
The likelihood of model Mw '(p, O, m. b, or) (where W is one of the five weighting functions R, Q, 1, or Dx) is given bv q~(U,MD~)= 2 In LA(MD,)j is asymptotically distributed as chi-square with one degree of freedom if MD~ fails to significantly improve the fit over that provided by U (i.e., if both p and 0 can be assumed to be zero).
is asymptotically distributed as chi-square with one degree of freedom
