ABSTRACT. -We study the Dirichlet problem for a system of nonlinear elliptic equations of Leray-Lions type in a sequence of domains (s) , s = 1, 2, . . ., with fine-grained boundaries. Under appropriate structure conditions on the system and the geometry of (s) , we prove that the sequence of solutions of the problem converges in suitable topologies to the solution of a limit problem which contains an additional term of capacity type. We construct the limit problem. (s) , s = 1, 2, . . ., avec des frontières finement granulées. Sous des conditions de structure appropriées que nous imposons sur le système et sur la géometrie de (s) , nous démontrons que la suite de solutions du problème tend dans des topologies appropriées vers la solution d'un problème limite qui contient un terme additionnel de type capacitaire. Nous construisons le problème limite.
Introduction
Let be a bounded domain in R n and for each given positive integer s let there be defined a system {F 
where f (x) = (f 1 (x), . . . , f N (x)) T is a given vector-function in¯ , u(x) = (u 1 For an open set ·, we shall denote by W 1/2 . In this work we investigate the possibilities of approximating the problem (1)- (2) in the perforated domain (s) by a new homogenized problem in whose solution is the limit of the sequence u s of solutions of (1)- (2) as s → ∞. In the scalar case, i.e., when N = 1, this problem has been studied by Skrypnik under various conditions on the geometry of (s) in many papers among which we cite [16] [17] [18] (the geometric restrictions in this paper are the weakest among those considered by the author so far). These works represent the nonlinear version of the theory invented by Marchenko and Khruslov (see [10] ) for the study of linear elliptic boundary value problems in domains with fine-grained boundaries; the limit problem in this theory contains an additional term involving a function of capacity type. We note that a different approach has been elaborated by Cioranescu and Murat [3] and further developed in many other papers (see for instance [2, [5] [6] [7] , and the references therein); it does not require any conditions on the perforation and the limit problem contains an additional term involving a Borel measure which may assume infinite values. At the present moment many powerful methods in homogenization have been developed and an abundant literature on various aspects of the theory exist in form of monographs [1, 4, 10, 17, 12, 19] , just to cite a few.
Some considerable difficulties arise at key turning points of our work, due to the nature of the system of nonlinear equations that we are dealing with, in particular in the appropriate choice of some auxiliary model problems whose solutions (satisfying some special boundary conditions) and their a priori estimates are of paramount importance in the asymptotic analysis of problem (1)-(2); they are needed for the construction of the asymptotic expansion of the solutions of (1)- (2) and the test function used for the derivation of the limit problem. The results of this work have been announced in [14] .
The work is organized as follows. In Section 2, we formulate the conditions ensuring that any solution u s of problem (1)-(2) exists for each s and the sequence is bounded in W 1 m ( (s) , N) (in particular the system has a Leray-Lions structure), using Moser's iteration technics we prove that it is uniformly bounded. For a background on Moser's method, we refer to his celebrated paper [11] and the work of Serrin [15] . Next we introduce an auxiliary model problem which plays a crucial role in the sequel and the geometric conditions on (s) under which we investigate (1)-(2), we formulate our main result. In Section 3, we derive some sharp pointwise and integral estimates for solutions of the model problem, some of which have been obtained by us in [13] . In Section 4, we construct an appropriate asymptotic expansion with a remainder term for the sequence of solutions u s of problem (1)- (2), we prove that the sequence converges strongly in W 1 p ( , N) for p ∈ (1, m), and that the remainder term converges strongly to zero in W 1 m ( , N). In Section 5, we construct the problem of which the limit u 0 of u s is a solution.
Hypotheses and formulation of main results

1)
We assume that the functions A j l are Caratheodory functions in¯ , i.e., they are defined for all x ∈¯ and p ∈ R Nn , continuous in p for a.e. x ∈¯ and measurable in x for any p ∈ R Nn . 2) The functions A j l satisfy the following structure conditions: there exist the constants ν 1 , ν 2 , ν 3 and m, with 2 m < n such that for every vector ξ = (ξ 1 , . . . , ξ n )
and for every p, q ∈ R
We shall often use the symbol C for nonessential constants depending on the data. We shall call the vector function u ∈ W 
holds.
Let u s be one of the solution of problem (1)- (2) satisfying inequality (7 
Before proving the theorem, we note that the membership of f to W 1 q ( , N) with q > n and the boundedness of imply that f is continuous in¯ and
with the constant C depending only on n, N and q.
Proof. -We use a modification of Moser's method. Let
. We consider the positive real numbers r, k and K such that r 2, 0 < k < K. We define the truncated function ζ :
and set
The function w (K) sk so defined is clearly bounded and since ζ is Lipshitz, standard arguments as in the scalar case (see, e.g., [8, Chapter 2, § 3] 
Owing to the properties of w
Thus ϕ is an admissible test function in the integral identity (6) . We have
Let us write the identity (6) in the form
Substituting formula (10) in (11) and using the condition 2), we get
where
∂f ∂x
∂f ∂x 
Let us denote the integrals in the right-hand side of this inequality by H 11 , H 12 and H 13 respectively. Using Young's and Hölder's inequalities, we estimate these integrals as follows.
it follows from the above estimations of H 1k , k = 1, 2, 3 and the inequality (12) that
Since w (K) sk is bounded, we have that [w
The Sobolev embedding W 
By rescaling r in (14), we obtain from (15) the inequality
Passing to the limit in this inequality as k → 0 and K → ∞, and applying Fatou's Lemma in the left-hand side and Lebesgue's dominated convergence theorem in the right-hand side, we get
Letting
and
we obtain from (17) the recurrent inequality
. Iterating the inequality (18), we get
and assume that meas U M , the Lebesgue measure of U M is different from zero. We have
Thus from (19) , as i approaches infinity, we get vrai max 
This implies that vrai max
For the formulation of another condition we introduce a model problem which will play a central role in our investigations. Let k ∈ R N and k the euclidean norm of k. We denote by e the unit N -dimensional vector k k , and set 1 2 ). For any k, when d i < 1 2 , we denote
Under the conditions 1) and 2) the existence of a solution to the problem (21)- (22) follows from Leray and Lions [9] . We impose on the sets F (s) i the following restriction: 
. , I (s): x (s)
i ∈ D}, and the convergence in the limit in (23) is uniform in k with | k| < ∞. We can look at the vector-function C(x, k) = (C (1) (x, k) , . . . , C (N) (x, k)) as the vector-valued analog of the additional term of capacity type in the works [17] and [18] . Now we are in a position to formulate our main result. 
When N = 1, this theorem is due to Skrypnik [17, Chap. 9] . The theorem will follow from a suitable asymptotic expansion of the solutions u s of problem (1)- (2) which plays an important role in the construction of the limit problem (24)-(25). The asymptotic expansion and the derivation of the limit problem rely on the solutions of the model problems (21)- (22) and some of their integral and pointwise a priori estimates. In the next section we deal with these a priori estimates.
Integral and pointwise estimates of the solutions of problem (21)-(22)
We start with LEMMA 4. -Le the assumptions 1) and 2) be satisfied. Then for any vector k = 0,
Proof. -In the integral identity (20), let 1.
2. For 0 < t < k and
3.
for any
We prove the following 
and fork α ,k α = 0,
i (x,k) ∂x
the constants K 4 and
Proof. -For simplicity, we writev(
), in the integral identity (20) forv andv, and subtracting the resulting equations from each other, and using the condition 2), we get
By Young's inequality, we have Applying Hölder's inequality to the second integral in the right-hand side of this inequality and using inequality (27), we get 
We estimate I 3 analogously. Thus from (32)-(34), with ε sufficiently small, we obtain (30). Next we prove (31). We substitute the test functions A j x, ∂v ∂x
Let us estimate J 1 . From condition 2) and Hölder's inequality, we have Thus from (27) and (30), we get
(31) immediately follows from this inequality and inequality (35). The theorem is proved. ✷
Asymptotic expansion of the sequence of solutions
In this section we construct an asymptotic expansion for the sequence of solutions u s of the problem (1)-(2) with a remainder. We prove the convergence of the remainder term to zero in appropriate topologies. Let us introduce the sequence (i = 1, . . . , I (s) ) are pairwise disjoint. Let θ 1 , θ 2 and θ 3 be some numbers such that 0 < θ 3 < θ 2 < θ 1 < 1. We consider the infinitely differentiable functions χ j , j = 1, 2, satisfying the conditions: 0 χ j (t) 1, χ j (t) = 1 if t < θ j +1 , χ j (t) = 0 if t > θ j , χ j (t) < ∞ (j = 1, 2). We introduce the functions 
. . , I (s).
We set
By condition B2, (36) follows from a passage to the limit as s → ∞ in the above inequality; here we have made use of the definition of the set I s .
For the proof of the relation (37), we note that since the balls B(x A passage to the limit in both sides of this inequality and the relation (38) yield (37). The lemma is proved. ✷
As an immediate consequence of Lemma 7, we have
Further we see that
C is independent of s. Indeed by Hölder's inequality, we have
Thus, (40) is an immediate consequence of condition B2 and relation (39). Inequality (40) implies in particular that
i.e., the set
vanishes as s → ∞. Now we are in a position to construct the asymptotic expansion of the sequence of solutions u s of the problem (1)-(2). We assume that u s satisfies the inequalities (7) and (8) (1)- (2) in the form
) is a solution of problem (21)- (22) with k = |f
, w s is the remainder term whose behavior will be dealt with in the following corrector result which gives a justification of the expansion (41). For simplicity we shall write v ∈ (1, m) .
Proof. -Proof of 1. We have
Theorem 2 implies that u 0 is uniformly bounded in . Thus using inequality (9), Poincare inequality and the definition of I s , we get
Next Thus, we get
Passing to the limit in (42) and (43) and using (36), we obtain that R (s)
In a similar fashion we show that
Next we have
where we have used Poincare inequality and inequality (27) from Theorem 5.
Here we have used the boundedness of v Thus the relation (40) and (39) imply
We deduce from here that R (4) 
we have used the fact that ϕ (s) i (x) = 0 outside
i . Hence by relation (37), we get
This implies the claimed strong convergence of R (4) s to zero in W 
We rewrite the left-hand side of (48) 
i , we have the following representation In view of (39) and the absolute continuity of integrals, the last integral converges to zero as s → ∞; the two previous are bounded. Thus I 
By the definition of the set I s , we get Passing to the limit in this inequality we get from the conditions B1 and B2 that A s converges to zero as s → ∞. Thus in view of (37), we obtain that the first term in the right-hand side of (57) converges to zero as s → ∞.
Further, we have 
Derivation of the limit problem
In this section we shall prove that the vector-function u 0 , the weak limit of the sequence of solutions of problem (1)- (2) is a solution of problem (24)-(25). Let g be an arbitrary vector-function in C ∞ o ( , N). We consider the sequence of functions
where i are the test functions defined in the previous section. By the symbols I sα and I sα we mean the sets
Using the same arguments as in the proof of Theorem 7, we can show that the sequences ρ 
We also get that
for all p ∈ (1, m). N) . Hence we can substitute ϕ(x) = g s (x) in the integral identity (6) . By doing so, we get
where From condition 2), we have 
We still have to investigate the first term in the right-hand side of (70). In particular we shall show that 
