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Abstract 
We study the dynamical behavior of elementary cellular automaton 180. This rule gives rise to 
a global dynamics on the phase space of all one-dimensional bi-infinite configurations which is 
Devaney topologically chaotic. The dense sub-dynamical system of configurations in background 
of OS is a generalized sub-shift, i.e., multiple sub-shift whose multiplicity constant depends on 
the initial configuration. This sub-dynamical system is deeply “stable” in the sense that the null 
configuration is a global attractor, but with some components of the chaotic behaviour (transitivity 
and unpredictability). The dense sub-dynamical system of configurations in background of 1s is a 
fractal-like system, with strongly chaotic components (expansivity). @ 1998-Elsevier Science 
B.V. All rights reserved 
1. Introduction 
Recently Braga et al. [3] gave a complete and effective classification of O-quiescent 
elementary cellular automata (ECA) [i.e., CA based on a local rule f : (0, 1}3 H (0, 1) 
with the constraint f(O,O, 0) = 0, whose collection will be denoted by %‘&!?CA) in the 
sequel] according to their global dynamical behavior. The aim was: given a O-quiescent 
ECA in terms of the local rule on which it is based, to deduce (in a rigorous math- 
ematical framework) information concerning the qualitative behaviour of the corre- 
sponding global dynamics [i.e., about the dynamics generated by iterations of the map 
Ff : (0, 1)” H (0, l}“, where for any initial configuration c( E (0, l}“, the i-component 
of the transformed configuration Ff(u) E (0, 1) ’ is expressed by the local rule according 
to [Ff(a)](i) := f(a(i - l),cr(i),cr(i + 1)) E (0, l}]. 
As an example let us consider the boolean left shift, consisting of the pair ((0, l}“, 
p), where p: (0, 1)” +-+ (0, 1)” is defined as follows: ‘da E (0, l}“, Vi E Z, [p(a)](i) := 
sr(i + 1). In a similar way one can define the boolean right shift, where the next state 
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function (T : (0, 1)” H (0, 1)” is ‘da E (0, I}“, Vi E Z, defined as [o(u)](i) := cr(i - 1). 
Both these systems can be viewed as one dimensional ECA. In fact, the next state 
global functions p and (T are induced by the ECA local rules 170 and 240, re- 
spectively: ft70 : (0, 1}3 H (0, l} and f&c : (0, 1}3 H (0, l} defined Va, b, c E (0, 1) by 
h~(a,b,c)=c and f240(%b,c)=a. 
Note that the phase (or conjgurution) space (0, 1)” of the global dynamics of any 
ECA is a Cantor (compact, perfect, and totally disconnected) complete metric space 
with respect to the product (or TychonoII) metric induced by the Hamming distance 
of (0, l}: 
According to this metric, any global next state function Ff is a uniformly continuous 
mapping. 
From the point of view of global dynamics, let us consider the sub-dynamical sys- 
tem F. of (0, 1)” defined below. Let x E (0, 1)” be a finite sequence (also block) 
x=(x(0),x(l),. . . ,x(n - 1)) with boundary conditions x(0) = x(n - 1) = 1, we denote 
by x_ any configuration x_ : Z H (0, I}, i -+ x(i) of the following form: 
3mEZ:x(m+i)= 
x(i) if O<id(n - l), 
otherwise. 
These configurations are called bi-infinite extensions of the block x in a background 
of OS (simply O-extensions of x). 
Definition 1.1. We define by 5% c (0, 1)” the following set of configurations: 
90=~!~ {x_l xE{O,I}~, x(O)=x(n- l)=l}. 
Any configuration of this set is said to be 0-jnite. 
Therefore, a configuration x_ is 0-jnite iff it is of the form 
x_=( . ..) 0,0,x(m) )...) x(p),O,O )...) 
with 1)2 and p the minimun and the maximum site respectively for which x(m),x(p) = 1 
[or it is the quiescent configuration Q = (. . . , O,O, 0,. . .)]; such a configuration is then 
characterized by the property that only a finite number [possibly 0] of sites are in the 
nonquiescent state 1. To each O-finite configuration x_ we assign its length 
8(x_):= p - m + 1 [e(Q) = 01. The support or active region of such a configuration 
x_ is the set of sites {m, m + 1,. . . , p - 1, p} and the jnite pattern is the block of 
boolean states {x(m),x(m + I), . . . ,x(p - 1 ),x(p)}. 
Note that Fe is a dense subset of the whole phase space (0, 1)“. Moreover, for any O- 
quiescent ECA local rule f E ~SJ((ECA) it is positively invariant with respect to the cor- 
responding global next state function (i.e., Ff(90) c 90)); thus 90 is a trapping region 
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Fig. 1. Examples of spacstime patterns for ECA rules in classes VI (a), V2 (b) and (c). and V3 (d). 
for positive orbits that eventually fall inside it (Y,a E (0, l}“, 3ta E N : (F’)‘O(a) E 90 
implies W > to, (Ff)l(cc) E 90). In this way, for any ECA O-quiescent local rulef, the 
pair (&, Ff) defines a sub-dynamical system of the discrete time dynamical system 
(DTDS) ((0, l}“,Ff), which is dense in this latter. 
From the point of view of the global dynamics on the phase space 90, the following 
classification has been introduced in [3]: 
Definition 1.2. A quiescent ECA local rule f E %&(/XX), with induced global next 
state function Ff on the phase space 90 of all O-finite configurations, is in class: 
W, H V&E~~ : hm_C(Fl”(x))=O; 
55’2 w ‘dg E 5% : U,&(Fj(g)) < co, 
%?j H 4&E PO : U,,&(Fp)) = co. 
Examples for the rules are shown in Fig. 1. 
It follows immediately from the above definitions that the following relations between 
the classes hold: 
V, C V2 = 9S&(ECA)\V3. 
For a rule of class Vz the length of each configuration stays limited during the dynam- 
ical evolution, but the support region can move under iterations of the global function. 
It has been shown [3] that the following kinds of dynamics exhaust the above class 
%?z: 
the null Q configuration is the unique fixed point, and it is a finite time global 
attractor; 
the set of all periodic points is a finite time global attractor containing the null 
configuration 0; 
there exists a sub-shift finite time global attractor CO (i.e., CO is a closed, strictly 
invariant subset of the phase space on which the global transition function behaves 
as a shift mapping); 
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Table 1 
Rule 180 
(a, b, cl fl80 
000 0 
001 0 
010 1 
011 0 
100 1 
101 1 
110 0 
111 1 
there exists a (2,2) sub-shift finite time global attractor ZQ,J) (i.e., ,X(2,2) is a closed, 
strictly invariant subset of the phase space on which the square of the global tran- 
sition function behaves as the square of a shift mapping); 
The ECA local rule 180 (and its topological complex conjugate local rule 166) which 
shows a “pathological” shift-like behaviour, called generalized shift dynamics, and 
which we analyse in the following sections. 
Solution of two conjectures about rule 180 
In this section we positively solve two conjectures on the evolution of ECA local rule 
180, stated in [3]. This local rule is characterized by Table 1, from which it immediately 
follows that it is O-quiescent (frsa(O, 0,O) = 0) and I -quiescent (frso( 1, 1,1) = l), and 
leftmost permutive, i.e., 
%c E (0, l}, fiso(O,b,c) # fiso(l,b,c). 
Let (0, 1 }* be the set of all blocks of finite length defined over (0, 1 }. 
Conjecture 2.1 (Braga et al. [3]). For rule 180 there exists a map M: (0, l}* +-+ N, 
which satis$es the following property: 
Vx E (0, I}*, F$)(x_) = #‘“‘(x_), 
where as usual x_ E S$ denotes any bi-injinite extension of block x in a background 
of OS and F180 the global next state function induced by ECA local rule 180. 
Conjecture 2.2 (Braga et al. [3]). The map which satisJes Conjecture 2.1. is such 
that for every n E N 
M(1”)=2lW+l)J, 
where 1” is the l-constant block of length n. 
We now prove two lemmas which allow us to prove Conjecture 2.1. 
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Lemma 2.1. Let (&,F180) be the 0-jinite conjgurations DTDS based on the ECA 
local rule 180. Let p B 1 and x_ E 90 be defined as 
i 
6i ifldi<p, 
x_(i) = 
0 otherwise, 
where 6iE{O,l}, i=l,... , p. Then, for any n > 0, the jinite configuration FTgO(~) is 
of the form 
yi zfn+l<i<p+n, 
F%0(dI(i) = 
0 otherwise. 
Proof. Since f(0, 0,O) = 0, the zeros to the right of 6, shift one position to the right 
at each time step, i.e., [F’(x)](j) = 0 for any j > p + i. Consider now the zeros to the 
left of 61. Let S be the following set of pairs. 
s = {(s, t)l [lyx_)](t) = 1, t a}. 
We prove that S = 0. Assume that S is nonempty, and let (i,j) be the element of S 
defined by 
(i,j) = m/r{(s, t) E S}. 
Thus, 
Case 1. Assume that j < i - 1. Since f(0, y, z) = 1 only if y = 1 and z = 0, we have 
[F’-‘(x_)](j) = 1 and [F’-‘(x_)](j + 1) = 0. Then [Fi-2(x_)](j) = 1 and [FiP2($)](j + 
1) = 0. Since f( 1, 0, *) = 1, we have [F’-‘(x_)](j + 1) = 1 and then a contradiction. 
Case 2. Assume that j = i - 1. Then, one can easily verify that 
1. [Fj(x_)](j) = 1, and 
2. ([Fk(x_)](k)=l)+([Fk-‘(x_)](k-l)=l), k=j,j-l,...,l. 
For k = 1 we get a contradiction. 0 
Lemma 2.2. Let (&,Flso) be the O-finite conjigurations DTDS based on the ECA 
local rule 180. Let p 2 1 and x_ E 2@j be dejined as 
{ 
6i ifldidp, 
x_(i) = 
0 otherwise, 
where 6i E (0, l}, i= 1,. . ., p. Then, there exists an integer (depending on x_) n 2 1 
such that the finite conjiguration F,“‘o(x_) is of the form 
6i tfn+ ldi<p+n, 
V%&)l(i) = 
0 otherwise. 
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Proof. The proof is by induction on p. One can easily verify that the thesis holds for 
p = 1. Assume now that the thesis holds for a given p 3 1. Consider the configuration 
i 
1 ifi=l, 
x’(i)= 6j if 2<i<p + 1, 
0 otherwise. 
By Lemma 2.1 and since f is leftmost permutive, we have 
* if i=n, 
mzx’M~) = 
1 ifi=n+l, 
& if2+nGidp+n+l, 
0 otherwise. 
If * = 0 then the thesis is proved. If * = 1, since f is leftmost permutive, we have 
1 
1 
[F2”(x_‘)](i) = 6i 
0 
if i=2n+ 1, 
if 2n+2didp+2n+ 1, 
otherwise. 0 
One can easily verify that Lemmas 2.1 and 2.2 imply Conjecture 2.1. 
Theorem 2.1. For rule 180 there exists a mapping M: (0, I}* ++ N such that 
vx~{o,1}*, FEt’(&) = 8’“)(g), 
where the mapping A4 is a power of two, i.e., 
vx E (0, l}“, M(x) = 2E(x) 
for a suitable map E : (0, l}* H N. 
Space-time patterns of rule 180 are shown in Fig. 2. 
Theorem 2.2. Conjecture 2.2 is true. 
(4 @I (cl 
Fig. 2. Spacetime patterns of rule 180 starting from (a) 26 consecutive Is, (b) 55 consecutive Is, and 
(c) a random configuration. 
G. Cattaneo, L. Margaral Theoretical Computer Science 201 (1998) 171-187 177 
Table 2 
Rule 165 
(a. b, cl fl65 
000 1 
001 0 
010 1 
011 0 
100 0 
101 1 
110 0 
111 1 
Proof. We prove this theorem only for finite configurations of even length. The proof 
for finite configurations of odd length, which is similar in spirit to the previous one, 
needs to take into account some additional tedious details and does not introduce any 
new proof technique. 
Consider the local rule 165 defined by fi&a, b, c) = a + c + 1 (see Table 2), where 
the sum is taken modulo 2. 
It is easy to verify that fig0 differs from fi,3 (compare Tables 1 and 2) if and 
only if b = 0 and c = 0. Consider the space-time volution of the global dynamics Fl65 
induced by the ECA rule 165, starting from the configuration x, defined as follows: 
G(i) = 
0 if i=O, 
1 otherwise. 
It takes a little effort to prove the two following facts. 
(i) For every i>O 
0 ifj=2' orj= -2', 
'r;t~5'X,)I'j'= { 1 otherwise 
(ii) Let i>,O and 0 <j ~2’. Consider the following set of equations: 
[F21+‘(x )] k + 1) = 1, 165 -0 
[F2’+j(, )](k + 2’) = 1. 165 0 
(1) 
Then the above set of equations cannot be satisfied for any value of k such that 
-2’ -j <k <j. In other words, at each time step 2’ + j, 0 <j < 2’, the longest sequence 
of consecutive 1s between positions -2’ - j and 2’ + j appears at time step 2’. 
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(a> (b) 
Fig. 3. Space-time evolution of rules 180 (a) and 165 (b) starting from configuration x0. 
Moreover, we have [Fis&)](j) = [Fi&e)](j) for every j E H (see Fig. 3). Con- 
sider now the following modified version of x,. 
d(i) = 
1 
1 if i<O, 
0 otherwise. 
Since frsa(l,O,O)= 1 and fr,js(l,O,O)=O, for every j<i we have 
While for j > i we have [I$&&)]( j) = 0. Consider now the following modified version 
$ of &. 
g:(i) = 
{ 
1 if i<O and i> -2h, 
0 otherwise, 
where h is any positive integer. 
Since frse(O, 0,O) = 0 we have that [Ffs,,(&‘)](j) = 0 for j < - 2h + i. Moreover, for 
every -2h + i<j<i 
~F;so(x_~Mj) = [%&)1(j). 
Given h 3 1, we define the two following sets of time-space coordinates. 
R~={(i,j)~Zxif: -2h+i<j<i, i>O}, 
RZ:={(i,j)EZxZ: -2h+i>j>i, ia0). 
We have proved that inside RI F,go starting from &’ (&,’ is a finite l-constant block 
of length 2h) acts like F165 starting from go. Outside RI F180 produces all OS. By 
properties (i) and (ii) one can prove that the l-constant block of length 2h of RI will 
appear after exactly 2L’“sz(2h+‘)l steps. 0 
We now give an example which shows that in the case of nonconstant l-configu- 
rations (i.e., extension of a finite block XE (0, 1)” such that x(O)=x(n - l)= 1, and 
3 with 0 <i <(n - 1) for which x(i) = 0) the map M defined in Conjecture 2.2 does 
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Fig. 4. Space-time evolution of rules 180 (a) and 165 (b) starting from the above configuration ~6. 
(a) (b) 
Fig. 5. Space-time evolution of rules 180 (a) and 165 (b) starting from the above configureation &‘. 
) = ,yW) (g). Indeed, let x E (0, 1 not provide the minimal value for which F”(x)(~ 
defined by 
}7 be 
x(i) = 
0 if i= 1,4,5, 
1 if i=O,2,3,6. 
One can check that F4(&) = 04(x_), while M(x) = 8. This proves that the map M which 
provides the minimal value for which FM(“)(~) = #(“)(x_) does depend on some other 
parameter other than the length of x_. 
3. Topological chaos in generalized shift DTDS 
In modem theory of dynamical systems an important role is played by the study of 
chaotic phenomena. For discrete time dynamical systems (DTDS) one of the possible 
definitions of topological chaos is due to Devaney [6]. 
Definition 3.1. A DTDS (X, g) is topologically chaotic iff it is 
(1) Regular, i.e., the set of periodic points is dense in the phase space. 
(2) Transitive, i.e., for each pair of nonempty open subsets U and V of the phase 
space there is a natural n such that g”(U) n V # 0. 
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(3) Unpredictable or sensitive to initial conditions, i.e., there exists E>O such that 
for each 6 >O and for each x E X there exist y E X and n E N s.t. d(x, y) < 6 and 
d(g”(x), g”(y)) 3 a. 
Sensitivity is recognized as a central notion in chaos theory since it captures the 
feature that in chaotic systems small errors in experimental readings lead to large 
scale divergence, i.e., the system is unpredictable. Transitivity implies that the system 
cannot be split (as disjoint union) into two (or more) clopen subsystems, i.e., the 
system is undecomposable. Denseness of periodic orbits is an element of regularity 
for the system. 
Recently, it has been shown that if a system with infinite phase space is regular and 
transitive, then it is also sensitive to initial conditions [l]. 
Another definition of topological chaos will be used in the present paper. 
Definition 3.2. A DTDS (X,g) is expansively chaotic iff it is regular, transitive, and 
satisfies the further condition: 
Expansive, i.e., there exists E > 0 such that for each pair of different states x, y E X, 
with x # y, there exist n E N st. d(g”(x), g”(y)) >E. 
Trivially, in the case of DTDS based on a perfect phase space X, expansivity implies 
unpredictability and thus expansive (topological) chaos is a stronger form of Devaney’s 
chaos. 
The boolean (both left and right two-sided) shifts introduced in Section 1 are paradig- 
matic examples of Devaney topological chaotic DTDS which are not expansive. Note 
that the sub-dynamical system (&, rr) is dense in ((0, l}“, a), but it is strongly “sta- 
ble” in the sense that it admits a unique fixed point, the null configuration CI, which is 
a global attractor. 
A prototypical example of expansive chaotic DTDS is the so-called one-sided (left) 
shift on an alphabet of finite cradinality &: the configuration space of this DTDS is 
the collection d” of all d-valued one-sided sequencies oi : N H d, and the next state 
left-shift function b : d” H A@ is, similarly to the two-sided shift, defined for any 
oi E XJ” and any n E N as [b(&)](n) := oi(n + 1). Let us recall that recently Nasu has 
proved in [ 131 that the global DTDS ({ 0, 1 }“, Ff ) b ase on the (radius r and alphabet d 
&) local rule f : LZ?~~+~ H d is expansive if and only if it is topologically conjugate 
to a full one-sided (left) shift (for a simplified proof of this result, see [ 121). 
Definition 3.3. A DTDS ((0, l}z,F) ( non-necessarily induced from a CA local rule 
f) is said to be a generalized shift iff there exists a mapping M: (0, I}” H N\(O) 
such that V’o: E (0, l}“, Vt E N 
F”“‘(F’(cc)) = #‘“‘(F’(cr)). 
Definition 3.4. A DTDS ((0, l}“,F) is said to be a generalized sub-shift on the subset 
X of the phase space (0, 1)” iff X is F-positively invariant (F(X) LX), and there exists 
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a mapping M:XHN\{O} such that V~EX, V’t~k.4 
z+(“)(F’(x_)) = P’“‘(F’(x_)). 
The following result gives a characterization of generalized sub-shift DTDS in the 
case of shift commuting maps. 
Theorem 3.1. Let F : (0, 1)” H (0, l}“, be a shift commuting map on an F-positively 
invariant subset X of (0, l}“, i.e., ‘dg~X 
F(Q)) = o(F(x_)). 
If there exists a map M :X ++ N, such that Vg E X 
FM(“)(&) = #‘“‘(x_) 
then ({O,l}“,F) is a generalized sub-shift on X. 
Proof. Since F is a shift commuting map we have that ‘dg E X 
#‘“‘(F’(x)) = F’(#‘“‘(x_)) = F’(F”(“+)) - 
= F”‘*‘(F’(x_)). 0 
We now give an example of generalized shift for which there exists a map M : (0, 1 }” 
H N, such that V’a E (0, 1)" 
F”@)( CC) = tiCa)@) 
which is not shift commuting. 
Example 3.1. Let F : (0, 1)” H (0, l}“, be the map defined by 
F’(a)l(i) = 
C 
a(i - l)=f240(a(i - l),cr(i),cc(i+ 1)) for i odd, 
1 - sc(i - l)=fis(cr(i - l),a(i),a(i + 1)) for i even. 
Even if F is clearly not shift commuting, one can easily verify that ‘d’a E (0, l}“, t E N 
F4(F’(c()) = 04(F’(a)). 
Since CAs are shift commuting maps, Theorem 3.1 applies to them. In particular 
the global dynamics F180 induced by the ECA local rule 180 is a generalized sub-shift 
on 90. We prove now (by a counterexample) that it is not a generalized shit? on the 
whole (0, 1)“. 
Example 3.2. Let x, E (0, 1)” be defined as follows (see the proof of Theorem 2). 
3(i) = 
0 if i=O, 
1 otherwise. 
182 G. Cattaneo. L. Margarat Theoretical Computer Science 201 (1998) 171-187 
Since ftss(l, l,O)=O and frs~(O, 1, l)= 0, for every positive integer i we have 
[F’(x,)](-i) = [F’(+)](i) = 0. 
This proves that ECA 180 is not a generalized shift on the whole (0, 1 }z. Fig. 3(a) 
shows the space-time pattern of global dynamics induced by rule 180, starting from 
the above initial configuration x0. 
Theorem 3.2. Every generalized sh$ ((0, l}“,F) is regular (i.e., the set of periodic 
points of F is a dense subset of (0, 1)"). 
Proof. We prove that every periodic point for o is periodic also for F. Let c1 E (0, 1)” 
be a periodic configuration of period k B 1 for c. We have 
then CI is periodic also for F. Since ((0, l}“, ) D is regular, VP E (0, l}“, ‘v’s>0 there 
exists u. E (0, l}* periodic for o, and then also for F, such that d(cr,/?)<e, that is the 
set of periodic points for F are dense in {0, 1)“. 0 
Theorem 3.3. Every generalized shift ((0, l}“, F) is unpredictable (sensitively depen- 
dent on initial conditions), with sensitivity constant equal to 1. 
Proof. Let c1 E (0, 1)” and 6 >O. Let s 20 be an integer such that l/4” ~6. Let 
/I E (0, 1)” be the following configuration: 
P(i) = y(y a(i) ~~~+?~~’ 
( 
It is easy to verify that d(u, /?) < l/4$ ~6. Let p =M(a), q =M(/?), and k = p . q # 0. 
Choosing h : s-c h . k, we have 
[Fhk(a)](0) = [@(Z)](O) = a(hk), 
P+WOlW = bh’Wl(~) = BW). 
Since a(hk) # P(hk), we have 
d(Fhk(~)Jhk(P)) = I[~h*(~~l(~)-[FnX~~)l~~~l+,~ ~i[Fhk(a)l(i)-[Fh~(B)l(i)l 
> la(hk) - /?(hk)l= 1. 0 
Theorem 3.4. Every generalized shift ({ 0, l}“, F) is topologically transitive. 
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Proof. In order to prove that ((0, l}“,F) is topologically transitive we construct a 
configuration cl,,, x, y E (0, 1}2k+‘, which satisfies the two following properties: 
l ‘Q(4) =x(-k), . . . ) ctxy(k) =x(k). 
l There exists a positive integer t such that 
[F“%y) (~~)l(-k) = A-k), . . . , F’tM(axy)(~xy)IW = y(k). 
Let (Q,c~), iB 1, be the sequence of positive integer pairs obtained by taking the 
row and column indices of an infinite matrix following the antidiagonal order described 
below. 
1 2 3 
1 (191) + (1,2) (1,3) --f ... *.. 
J 7 
2 (2,l) (292) 
17 
3 (391) 
:I 
Given x E { 0, l}“, for every i E N let us define the extension E(x, i) of x as follows: 
E(x, i) = 
X(1),x(2) ,..., x(n),0 ,..., 0 if i>n, 
x(l),x(U...,x(i) if i<n. 
Given x E (0, l}“, we define the replica R(x, i) of x as follows. For every i E N 
i 
R(x,i)== m. 
We construct aXY as follows. 
axy = . . . ) ~tE(y~~~),~i),~tEtY~Ci-~)~~~-l)~~~~~~tE(Y,cl),~l),x,O,0,0,... 
where c(,,,(O) =x(O), i.e., a,, is centered in x(0). 
The configuration aXY has the following property. Given i -c 0, j, h > 0, there exists a 
subconfiguration p of ax+, positioned to the left of i such that 
B = W(y,j), h). 
Let p be a prime number which satisfies p> max{n,M(cl,,)} (n is the length of y). 
Since F is a generalized shit-t there exists a positive integer q such that after qM(a,.,) 
applications of F to aXY the portion R(E(y, p),h) encounters for the first time the 
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position 0. Since h can be arbitrarily chosen and gcd(p,M(cc,,)) = 1 we conclude that 
there exists a positive integer 4’ such that 
[Fq’M’“““(UXU)]( -k) = v( -k), . . . ) [PfM’““(axy)](k) = y(k). 0 
The following corollary follows from Theorems 3.2, 3.4, and 3.3. 
Corollary 3.1. Every generalized shif ((0, l}“,F) is chaotic in the sense of Devaney. 
4. The case of ECA local rule 180 
We recall some recent results of one of us [Margara], which we quote making 
reference to the present case of ECA (the original proofs hold for the general case of 
any finite alphabet and finite radius CA). 
Theorem 4.1 (Codenotti and Margara [5]). If the global dynamics ((0, l}“,F’) in- 
duced by the local rule f is transitive, then it is also unpredictable (sensitive to 
initial conditions). 
Theorem 4.2 (Favati, Lotti and Margara [S]). Let f be any non trivial local rule. Zf 
f is leftmost [rightmost] permutive, then the global dynamics ((0, l}“,FZ) is transi- 
tive. 
Recalling that ECA local rule 180 is leftmost permutive, we can conclude that the 
induced global dynamics is transitive. We now prove that it is Devaney chaotic. 
Theorem 4.3. The global dynamics induced on the phase space (0, 1)” by ECA local 
rule 180 is regular. 
Proof. Given any x E (0, l}k, we define 
P 
W(x,n)=x,O ,..., 0, 
where n E N. Let 
cc, = . . . , W(x, n), W(x, n), W(x,n), . . . . 
Let t be any positive integer which satisfies tM(a,) >2k. Let n = M(g) -k. Since the 
length of W(x, n) is k + n = k + tM(cr,) - k = tM(cr,), we have 
F’“(a”)(aX) = ~tM(d+X) = cl,, 
and then the thesis follows. 0 
Corollary 4.1. The global dynamics induced on the phase space (0, 1)” from ECA 
local rule 180 is Devaney chaotic. 
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4.1. ECA 180 in background of OS: stable dynamics 
For what concerns the evolution of ECA 180 over %a we have the following addi- 
tional results. 
Theorem 4.4. Let (%o,Flso) be the DTDS based on the ECA local rule 180 . 
(i) the null conjguration 0 is a global attractor, i.e., for any configuration x_ E %o, 
lim 4FY80(~), 0)= 0, 
“-CC 
(ii) the only periodic orbit for F180 is the null configuration, 
(iii) Frso does not have any dense orbit. 
Proof. Proof of (i). The thesis follows from Theorem 2.1. 
Proof of (ii). It is easy to verify that the null configuration is periodic of time 
period 1. Since Q is the global attractor of (%e, Fiso), it is the only possible periodic 
configuration. An alternative proof of (ii) can be found in [ll] where it has been 
proved that for leftmost permutive ECA rule every periodic configuration must be 
periodic for 5. 
Proof of (iii). Since for any configuration x_ E %s, limn_,oo d(F;Z,,(x_),Q) = 0, we have 
that F180 cannot have any dense orbit. 0 
Notwithstanding this stable dynamics of the DTDS (%o, Fisa) some properties con- 
stituting essential ingredients of the definition of topological chaos are inherited by the 
present case. Indeed, Knudsen in [lo] proved the following result. 
Theorem 4.5. Let (X, g) be a DTDS and (Y, g) a dense sub-DTDS of X, i.e. 7 =X 
and g(Y) C Y. Then (X, g) is unpredictable (resp., transitive) ifs (Y, g) is unpredictable 
(resp., trunsitive). 
Corollary 4.2. The global dynamics of rule 180 on the phase space %O of all finite 
configurations in a background of OS is transitive and unpredictable. 
Proof. We have already stressed that %a is a dense subset of (0, 1)“. Since the global 
dynamics of rule 180 is transitive and unpredictable on (0, l}“, the thesis follows by 
Theorem 4.5. 0 
4.2. ECA 180 in background of 1s: fractal-like dynamics 
Let us consider now the sub-dynamical system of ((0, 1 }“, F180) whose phase space 
is the Fisa-positively invariant subset of (0, 1)' consiting of all configurations in a 
background of 1s (also l-finite configurations); thus x_ E 91 iff it is of the form (with 
a terminology similar to the one introduced in Section 2): 
x=(..., _ l,l,O,*,* )...) *,*,O,l,l,... ). 
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(a) (b) Cc) (4 
Fig. 6. Space-time patterns for rule 180 (a)-(c) and 165 (b) and (c). Figures (a) and (b) correspond to 
the same initial configuration in Dtsa,te5 & $1, and figures (c) and (d) to the same initial configuration in 
~l\~l80,165~ 
We now show that in Pi ECA local rule 180 locally behaves as ECA local rule 165. 
Let Ar65,iss = (000,100) be the set of triples for which flso(a, b,c) # f~5(a, b,c). We 
can construct he collection B165,iss of all finite sequences (blocks) that in a finite 
number of steps are mapped in Ai65,isa, either by fiso or by fi65. If we denote by 
n + y the fact that the block x occurs in the block y, we have that in the present case 
of rules 180 and 165 
Bi#55,&70={XE{O,l}* : 00 4x v ouo -4.x). 
n-even 
Let &sO,i65 be the set of all the l-finite configurations which do not contain elements 
of B165,ts0, i.e., the set of all l-finite configurations for which it appear only isolated 
OS, separated by an odd numbers of 1s. One can easily verify (see Fig. 6) that 
vg E D180,165, F180(d=F165(&). 
Let us stress that this property of being locally (on the same set Dts0,165) identical 
to rule 165 can be proved also for ECA local rules 164,166,167,181,182,183. 
The global dynamics induced by rule 165 is topologically conjugate to the global 
dynamics induced by the rule 90 and thus they show the same qualitative dynamical 
behaviour; in particular in [7] it has been proved that global dynamics of nontrivial, 
nonshift additive ECA local rules (and so in particular ule 90) possess a stronger 
property of topological chaos: indeed, they are not only Devaney chaotic but are also 
expansive. Thus, we can conclude that rule 180 is a sub-dynamical system of the 
expansive topologically chaotic rule 165. 
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