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Анотацiя: Розглянуто моделi трьох методiв управлiння мережевим трафiком, що
забезпечують недопущення перевантажень телекомунiкацiйних каналiв. В основу апа-
ратної моделi лягла технологiя обмеження потокiв даних через мережевi вузли.
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Вступ
Iстотне пiдвищення ефективностi виконання бiзнес-процесiв або про-
цесiв дiяльностi з використанням iнформацiйних технологiй (IТ) та по-
всюдна доступнiсть високошвидкiсних каналiв доступу до мережi Iн-
тернет призвели до активного розвитку корпоративних розподiлених
IТ-iнфраструктур. Для монiторингу i управлiння IТ-iнфраструктурою,
автоматизацiї процесiв експлуатацiї обчислювальних i комунiкацiйних
систем, а також вирiшення iнших завдань, що сприяють ефективному
використанню iнформацiйних i комунiкацiйних ресурсiв пiдприємства,
використовуються системи управлiння IТ-iнфраструктурою (СУI) [1].
Активне впровадження IТ для автоматизацiї практично всiх проце-
сiв на пiдприємствах спричиняє i негативнi наслiдки, що виявляються в
перевантаженнi телекомунiкацiйних мереж, якi забезпечують iнформа-
цiйну взаємодiю мiж компонентами IТ-iнфраструктури, що, в свою чергу,
призводить до зниження ефективностi або порушення роботи IТ. Ця про-
блема особливо вiдчутна у великих корпорацiях, що об’єднують багато
фiлiй i мають розвинену мережу регiональних офiсiв. Корпоративнi IР-
мережi, якi об’єднують велику кiлькiсть користувачiв i великi територiї,
побудованi на основi дорогого комунiкацiйного обладнання, з’єднаного
каналами зв’язку з обмеженою пропускною здатнiстю. Впровадження
нових IТ спричиняє збiльшення навантаження на корпоративнi мережi.
Це супроводжується iстотними економiчними витратами на модернiза-
цiю корпоративних IР-мереж для збiльшення сумарної пропускної зда-
тностi мережi. Тому однiєю з найважливiших задач, вирiшення якої в
корпоративних мережах покладається на СУI, є управлiння iнформацiй-
ними потоками з метою ефективного використання пропускної здатностi
корпоративної мережi без локальних та загальних перевантажень [2,3].
Аналiз iснуючих рiшень
Управлiння iнформацiйними потоками найчастiше використовується
для боротьби з мережевими перевантаженнями, що виникають при пе-
ревищеннi вхiдним навантаженням пропускної здатностi мережi. У [4]
розглядаються питання управлiння потоками iнформацiї з метою запо-
бiгання втрати працездатностi мережi, викликаної надмiрним вхiдним
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i транзитним трафiком, але не придiляється уваги питанням побудови
керуючого пристрою.
В [5] розглядаються питання динамiчного управлiння ресурсами ме-
режi на основi математичних моделей, описаних у просторi станiв. Роз-
глянуто деякi пiдходи до моделювання мереж: детермiнований, стоха-
стичний та адаптивний. Основний недолiк даних пiдходiв полягає у
тому, що в них розглядається лише моделювання мережi, а не задача
управлiння трафiком.
В [6] розглядаються питання перевiрки ефективностi управлiння
мультимедiйним TCP-трафiком, впровадженим на базi NDIS-драйвера,
який забезпечує роботу TCP-подiбного протоколу в середовищi Matlab на
рiвнi доступу до каналу зв’язку та здатен iмiтувати динамiку Iнтернет
при передачi трафiку локальною мережею. Недолiком статтi є те, що ди-
намiка роботи не враховує програмування в значних обсягах середовища
Matlab та необхiднiсть впровадження керування на нижнiх рiвнях мо-
делi OSI.
Метою статтi є моделювання рiзних пiдходiв до управлiння потока-
ми даних в корпоративнiй iнформацiйно-телекомунiкацiйнiй мережi, що
використовує IP-протокол, та порiвняння їх ефективностi у вирiшеннi
проблеми запобiгання перевантаженням у мережi.
Моделi управлiння потоками даних
В данiй статтi змодельована робота трьох регуляторiв, якi можуть бути
застосованi в СУI. Моделi перша та друга – апаратний та програмний
регулятори, робота яких вiдповiдає алгоритмам, що використовуються
в мережевому обладнаннi. Третя модель – оптимальний по швидкодiї
регулятор, що реалiзує пiдхiд до управлiння iнформацiйними потоками,
який базується на застосуваннi методiв теорiї автоматичного управлiння
(ТАУ).
Апаратний регулятор виконаний за аналогiєю з iснуючим методом
управлiння трафiком у маршрутизаторах – policing, якiй здiйснює за-
тримку або вiдкидання пакетiв з метою обмеження навантаження на
канали зв’язку. Управлiння реалiзується шляхом обмеження iнформа-
цiйного потоку у випадку перевищення ним заданого рiвня. Таким чином
частина даних, що передавались, вiдкидається.
Модель системи управлiння з апаратним регулятором наведена на
рис. 1.
В даному випадку регулятор працює таким чином: якщо пiсля порiв-
няння бажаної та реальної величини потоку iнформацiї виникає потреба
обмежити потiк, то весь трафiк, який перевищує задану величину, вiд-
кидається i на виходi отримується необхiдне значення. На рис. 2 потiк
обмежений рiвнем значення задаючого впливу, що дорiвнює 1.
Перевагою цього способу управлiння потоками є простота реалiзацiї та
унiверсальнiсть регулятора, оскiльки вiн аналогiчним чином управляє
всiма видами трафiку. Проте iстотним недолiком є те, що таке управлiн-
ня не є регулюванням, воно швидше зводиться до обмеження у випадках
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Рис. 1 – Модель систем управлiння потоками трафiку на основi апара-
тного регулятора.
Рис. 2 – Перехiдна характеристика систем управлiння потоками трафi-
ку на основi апаратного регулятора (суцiльною лiнiєю позначено трафiк
пiсля обмеження λp(t), пунктирною – вхiдний потiк λ(t).
перевантажень у каналах передачi даних. Тобто не виробляється нiяка
управляюча дiя, яка, за необхiдностi, синтезувала б керуючi сигнали
для генераторiв трафiку про потребу зменшення кiлькостi iнформацiї,
що передається, з метою уникнення перевантажень, втрат iнформацiї та
повторної передачi. Такий шлях, зрештою, призводить до надлишково-
го неефективного використання комунiкацiйних ресурсiв та зниження
ефективностi функцiонування розподiлених застосувань.
В програмному регуляторi (див. рис. 3) управлiння вiдбувається таким
чином: якщо пiсля порiвняння бажаної та реальної величини потоку да-
них виникає потреба обмежити потiк, то регулятор поступово знижує
коефiцiєнт передачi доти, доки потiк не буде достатньо обмежено. Проте,
у зв’язку з особливостями даного методу, виникає затримка винесення
рiшення, що обумовлена необхiднiстю постiйного аналiзу стану каналiв,
збору iнформацiї про пакети, що надiйшли, та iн. При цьому виникає си-
туацiя, коли потiк вже достатньо обмежено, але через вiдсутнiсть iнфор-
мацiї про стан каналiв, яка ще не отримана, додатково продовжується
обмеження потокiв. Пiсля цього регулятор з’ясовує, що потоки занадто
обмеженi та здiйснює стрибкоподiбне пiдвищення коефiцiєнту передачi.
У зв’язку з цим отримуємо пилоподiбну завантаженiсть каналiв зв’язку,
яку можна спостерiгати на рис. 4.
Перевагою цього регулятора є унiверсальнiсть, оскiльки вiн дозволяє
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Рис. 3 – Модель систем управлiння потоками трафiку на основi програм-
ного регулятора.
Рис. 4 – Графiк залежностi величини потокiв iнформацiї вiд часу, в си-
стемi з програмним регулюванням (суцiльна лiнiя λp(t) i без нього (пун-
ктирна лiнiя λ(t). Бажана завантаженiсть каналу дорiвнює 1.
регулювати рiзнi типи трафiку. Недолiком є високий вплив на якiсть
керування затримок, що виникають при зборi та обробцi iнформацiї i роз-
повсюдженнi керуючого впливу. Оскiльки змiна коефiцiєнту вiдбуває-
ться лiнiйно, великi затримки спричиняють несвоєчасну i невiдповiдну
управляючу дiю.
Перспективним у вирiшеннi задачi управлiння потоками мережево-
го трафiку є використання принципiв та методiв теорiї автоматичного
управлiння. Для того, щоб розглянути мережу передачi даних та СУI
з точки зору ТАУ, необхiдно представити їх як систему автоматичного
регулювання (САР). Дослiдження будь-якої САР починається з формалi-
зацiї понять i об’єктiв, а також з формулювання цiлей та критерiїв управ-
лiння.
Класична схема САР мiстить об’єкт регулювання (ОР) та пристрiй
управлiння, який, аналiзуючи регульовану величину (тобто вихiд об’-
єкту управлiння, що подається на регулятор за допомогою зворотного
зв’язку) та вихiдний вплив, синтезує необхiдне управлiння. Формалiзу-
ючи задачу управлiння потоками, визначимо, що об’єктом управлiння є
станцiя, пiдмережа чи будь-яка сукупнiсть об’єктiв мережi, що генерують
потоки iнформацiї; вихiдна (регульована) величина – величина заванта-
женостi каналу зв’язку; вхiдний вплив – пропускна здатнiсть каналу
передачi iнформацiї; помилка системи – величина перевантажень, що
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виникають в мережi при надмiрних потоках iнформацiї. Метою керува-
ння є мiнiмiзацiя помилки системи за максимально короткий промiжок
часу. Дану систему можна класифiкувати як рiзновид дискретної си-
стеми стабiлiзацiї, оскiльки при вiдсутностi перевантажень система не
потребує управлiння потоками, у протилежному ж випадку – регулятор
намагається пiдтримувати стабiльне значення величини потоку iнфор-
мацiї не вище заданого вхiдного впливу.
Ключовим моментом є визначення математичної моделi, що нале-
жним чином описує поведiнку ОР. Зазвичай, така математична модель
являє собою диференцiйне рiвняння чи систему диференцiйних рiвнянь,
що характеризують динамiку об’єкту управлiння залежно вiд рiзних вхi-
дних впливiв. В реальних мережах генерування трафiку – це стохасти-
чний процес. Єдиний спосiб, яким так чи iнакше можна вплинути на
величину потоку iнформацiї, – обмежити його. Саме значення цього обме-
ження залежно вiд величини перевантажень та затримок в мережi i є
кiнцевим управляючим впливом.










Знаючи передатну функцiю ОР i обравши бажанi характеристики за-
мкненої системи, можна синтезувати регулятор, що забезпечить кiнце-
вiй системi необхiднi показники якостi. В даному випадку, бажаними
показниками якостi є вiдсутнiсть статичної помилки та максимальна
швидкодiя системи. Вiдповiдно до цього i буде синтезуватись регулятор.
Замкнена система описується таким виразом:
WЗ(z) =
WР(z) ·WОР(z)
1 +WР(z) ·WОР(z) , (2)
де WОР(z) – передатна функцiя ОР, WЗ(z) – передатна функцiя замкненої
системи, WР(z) – передатна функцiя регулятора.
Передатну функцiю регулятора можна представити як
WР(z) =
WЗ(z)
WОР(z) · (1−WЗ(z)) . (3)
Синтез регулятора виконується в кiлька етапiв.






(z − 1)r0 · C−(z) · C+(z) , (4)
де полiноми C−(z) та C+(z) мають нулi поза кругом i в крузi одиничного
радiуса вiдповiдно; r0 – степiнь астатизму.
Для об’єкту, що розглядається, всi коренi лежать поза кругом одини-
чного радiусу, тому C−(z) = 1.
ISSN 1560-8956 97
“АСАУ” – 18(38) 2011
Другий етап – вибiр виду бажаної передатної функцiї замкненої си-
стеми. З можливих варiантiв обираємо той, який забезпечить бажаний
процес у будь-якi моменти часу та надасть системi астатизм порядку r = 1
по заданому вхiдному впливу. Бажана передатна функцiя замкненої си-





де M(z) – полiном; Q(z) – характеристичний полiном замкненої системи.
Помилка системи описується виразом (6)
1−WЗ(z) = (z − 1)
r · C−(z) ·N(z)
Q(z)
, (6)
де N(z) – полiном.
Характеристичний полiном для системи з максимальною швидкодiєю
знаходиться за формулою:
Q(z) = zk, (7)
де
K = ‖B‖ + ‚‚C−‚‚ + r = 6 + 0 + 1 = 7, (8)
Q(z) = z7. (9)
Степенi полiномiв M(z) та N(z) визначаються таким чином:
‖M‖ = ‚‚C−‚‚ = 0,
‖N‖ = ‖B‖ = 6. (10)







2 + n1z + n0.
(11)
Для визначення значень коефiцiєнтiв полiномiв (11) використаємо рiв-
нiсть
B(z) ·M(z) + (z − 1) · C−1 (z) ·N(z) = Q(z). (12)
Пiдставивши (9) та (11) в (12) i розв’язавши (12), отримаємо коефiцiєнти
шуканих полiномiв:
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m0 = 430, 19578640435048394874991557408,
n0 = 240, 83220514488348792418917773668,
n1 = −750, 58581050822039618450753122253,
n2 = 962.24998935265428649232552226844,
n3 = −662, 17621722822273644958557088917,
n4 = 285, 68636361094297625792474413030,
n5 = −72, 133283688739582271287485647593,
n6 = 1.
(13)
З виразу (3), з урахуванням (4) – (6), отримуємо наступну формулу для
обчислення передатної функцiї регулятора:
WР(z) =
(z − 1)r0−r · C+(z) ·M(z)
N(z)
. (14)









Результат моделювання системи з розрахованим регулятором у сере-
довищi Matlab зображений на рис. 5 та 6.
Рис. 5 – Модель систем управлiння потоками трафiку на основi опти-
мального по швидкодiї регулятора.
Рис. 6 – Перехiдна характеристика системи без регулятора.
Використання регулятора, побудованого на основi методiв ТАУ, для
управлiння трафiком дозволило отримати швидкий процес регулювання
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Рис. 7 – Перехiдна характеристика систем управлiння потоками трафiку
на основi оптимального по швидкодiї регулятора.
з установленим значенням, яке знаходиться в заданих межах. Недолiком
такого регулятора є ефективна робота лише з чiтко описаним об’єктом
управлiння, оскiльки тiльки за таких умов будуть досягатися бажанi
критерiї якостi роботи системи. У реальних комп’ютерних мережах чiтко
описати об’єкт управлiння, що здiйснює генерацiю трафiку, неможливо,
а будь-яке його математичне представлення є лише наближенням.
Можливiсть застосування ТАУ в сферi телекомунiкацiйних мереж за-
галом, та для вирiшення поставленої задачi зокрема, викликає безпере-
чний iнтерес, оскiльки математичний апарат ТАУ дозволяє досить чiтко
розрахувати керуючий пристрiй, що надає системi бажаних показникiв
якостi навiть за умови наявностi затримок в системi.
Пiсля моделювання описаних вище пiдходiв до управлiння потока-
ми iнформацiї в мережi можна виконати порiвняння даних регуляторiв
за такими критерiями: швидкодiя регулятора, тобто швидкiсть, з якою
регулятор виробляє необхiдну керуючу дiю; вплив затримок передачi да-
них на своєчаснiсть регулюючої дiї; види трафiку, якi здатен регулювати
регулятор; простота реалiзацiї та розрахунку регулятора; ефективне ви-
користання наявних мережевих ресурсiв.
За швидкiстю вироблення управляючої дiї перша модель беззапере-
чно займає лiдируючу позицiю, оскiльки не потребує глибокого аналiзу
ситуацiї i, вiдповiдно, часу на вироблення та передачу управляючої дiї,
оскiльки обмеження вiдбувається одразу при перевищеннi пропускної
здатностi каналу передачi iнформацiї. Iншi два регулятора у разi зна-
чних затримок при передачi керуючої дiї не можуть повнiстю виключити
перевантаження, у другiй моделi такi затримки спричиняють пилкопо-
дiбний вигляд встановленого значення завантаженостi каналу.
Максимальне використання пропускної здатностi каналу зв’язку вiд-
бувається у першiй моделi, оскiльки канал завантажується повнiстю аж
до появи перевантажень, у той час як в iнших двох моделях при по-
явi надмiрної кiлькостi потокiв вiдбувається часткове розвантаження
каналу за рахунок реалiзацiї управлiння. Але в даному випадку не мо-
жна говорити про найефективнiше використання ресурсiв першою мо-
деллю, оскiльки за вiдсутностi регулювання iнтенсивностi потокiв, при
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перевантаженнях з’являється необхiднiсть повторної передачi вiдкину-
тих даних. Таким чином, повторно виконується передача, що знову веде
до використання мережевих ресурсiв. Тому говорити про ефективне ви-
користання ресурсiв мережi в першiй моделi не можна. Набагато менше
перевантажень, а отже, i необхiдностi повторної передачi пакетiв даних,
вiдбувається в моделях другiй та третiй, що, у свою чергу, свiдчить про
ефективнiше використання ресурсiв мережi.
За складнiстю розрахунку та реалiзацiї останнiй, розрахований за до-
помогою методiв ТАУ, регулятор є найскладнiшим. Але якiсть регулюва-
ння трафiку таким регулятором набагато вища за всi попереднi моделi.
Найбiльшим недолiком цього регулятора є можливiсть роботи лише з чi-
тко заданим трафiком. В той час, як види потокiв трафiку, що регулюю-
ться першою та другою моделями регуляторiв, не обмеженi, за винятком
випадку, коли час, необхiдний регулятору на корекцiю коефiцiєнту пе-
редачi, на порядок менший за час змiни величини потоку.
Висновки
В роботi розглянуто рiзнi пiдходи до моделювання управлiння пото-
ками даних в комп’ютерних мережах. Розроблено три моделi управлiння
потоками. Визначенi переваги i недолiки кожної моделi та їх сфери засто-
сування. Апаратна модель вiдрiзняється простотою реалiзацiї та високою
швидкодiєю, але вона позбавлена можливостi генерування управляючих
команд для джерел трафiку. Модель на основi програмного регулятора
має можливiсть впливати на генерацiю трафiку, але її неможливо ада-
птувати до затримок при прийняттi рiшень, якi призводять до неефе-
ктивного управлiння на надлишкових втрат. Модель, що побудована з
використанням методiв ТАУ, здатна адаптуватися до затримок, що ви-
никають при виробленнi управляючої дiї.
Наступним етапом дослiдження може бути синтез регулятора, що змо-
же працювати з неповнiстю або нечiтко описаними об’єктами, якi змiню-
ють свою структуру та параметри у часi.
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