



































1. は じ め に
本稿の目的は，数理的一般システム理論(GeneralSystemsTheory 以下,GST
と略子) におけるモデルを紹介しつつ， そのモデルの 意味について考察する







第2 節ではモデルの一般的な意味を述べる。 第3 節では√GST における
モデルのひとつの分類を示す。この分類では，大別して一般システムと行動
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一モデルと目的論的モデルの3 つに分けている。第4 節，第5 節および第6 節
において，それぞれのモデルの意味を考察する。最終節は，結語である。
2. モ デ ル
多くのシステム理論においては，認識対象（現実）を どのように認識した
かを明確にし，後の議論の土台として必要なシステム・モデルを導入する。



























で きる。 す な わち 属性問 の関係 の 複合 体 とし て， 自然言語 で論理的 なシ ステ
ム・モデルを 構 築す ることが でき ると考え る。 議論 の都合 上， 現実 から認識3)
さ れたモデ ルを， 一般的 な用語 ではない が， 個 別モデ ル と呼ぶ こ とにす る。
数理的一 般 シ ス テム理 論 （GST ） は， 属性間 の関 係を 表 現し た メタ・モデ
ルを研究 の対 象 とし てい る。 メタ・ モデルは， 一般 性0 高い 数理的 モ デルで
あ る。 一 般性 が高い とは， メ タ ・モデル の変 数を 特定 化 （数値を代入）すれ
ば， あるい は 変 数 の集合 に特 殊な構造を 付加的 に仮 定 すれ ば， メタ・モデル
があ る個 別 モデ ル と一致 す るとい うこと であ る。 より正 確 に述べ ると， メタ
・ モデル の属性 と個別 モデル の属性 の間に対 応関 係を見 い だす こ とが可 能で
あ ることを 意味 す る。し た がって， 複数 のモデ ルが ひとつ のメ タ・モデルに
包含され る可 能 性を もつ。 す なわ ち メタ・モ デ ルは諸個 別 モデ ル の類 型であ
ると考えら れ る。 従 って， これを メタ ・モ デル と呼 んでい る。 し かし そ の場
合， メタとい う接頭辞 に 「重 要な」 あ るいは 一「 より良い 」 とい う意味を 持だ
せ ようとし てい る訳 ではない。 単に モデル のモ デル とい う事を 表わし てい る
に すぎない。 また，「モデル のモ デル 」 もモ デル であ 乙こ とには かわ りなく，
属性間の関 係を 表現し た ものであ る。 単に， 議 論 の都 合 上区別 を す るに過 ぎ
な い。本 稿では， この メタ・モ デルにつ いて 考察す る。
メタ・モデル を研 究対 象とす るGST の研究 活動はレ 少な く とも3 つ の側
面 をもつ と考え ら れ る。1.
分 析的， または記述 理論的 な 活動
既存り 個 別モ デ片 で発 見さ れたシ ステム的 な 概 念の解 釈な ど2.
設計的 ， 合 成的 または 規範論的 な活動
シ ステ ム合成や 分解に 関す る（システム設計上の）基 礎 研究 など3.
新し い 知 見を得 る意味で の発見的 な活 動
新し い シ ス テ ム概念 の定式 化や， 新し い 概 念間 関係 の発見 な ど
し かし なが ら， ひ とつ のアプ 戸－ヂ で も複 数の 活動を 内 包す ること があ り。
明 確な区別を す るこ とは 不可 能 であ る。た とえ ば， 階層 シ ステ ム理 論 では，
分 析的な活動 と設 計的 な活動 の両 方を行 なっ てい る と解 釈す ること もできる。
本 稿では，特 にGST の分析的 な活動に 限定し てモデル の意 味を考 察す る。
す なわち，「あ る メタ・ モデルが どの ような 意味 で諸個 別 モデル の類型 なの














































































階 層 シ ス テ ム を 提 案 し て い る 。 し か し な が ら ， 調 節 的 適 応 層 お よ び 自 己 組 織
化 層 に 関 し て は ま だ 充 分 な 議 論 が 展 開 さ れ て お ら ず ， 二 階 層 シ ス テ ム の レ ベ
ル 以 上 の 高 次 の 問 題 に 対 す る ア プ ロ ー
チ は こ れ か ら め 課 題 で あ る と 察 せ ら れ
る 。 ・ 。 。・ ■
以 下 の 節 で は ， 各 々 の メ タ ・ モ デ ル を 簡 単 に 紹 介 し う つ そ の 意 味 を 考 え る 。
注
抑 たとえば後述する複雑システムは,s ⊂SiXSs×…XS 。と定義される。部分シ
ステムSi が,Si⊂XiXYi と書けるとき全体システムS は。S







（i＝l,・・ ,n）をn 個め集合とする。 ／ 十




本 節 で は ， 上 記 定 義 の 意 味 す る と こ ろ を 考 察 す る 。 各V
ト
は ， 属 性 の 値 の
集 合 で あ る 。 こ れ を も っ て 属 性 と み な し て い る 。 各 属 性 は 値 を も っ て い る が 。
前 述 し た よ う に 値 は 数 値 で な く 自 然 言 語 で も よ い 。 属 性 の 値V が 属 性V に 所
属 す る と き ，veV と 書 く ， 集 合V は 属 性 の 値 の 範 囲 を 示 す も の と 考 え て よV^o
。 ■ ■ ■
一 般 シ ス テ ム と い う モ デ ルS は ， 直 積VIXV2 × …XV 。 の 部 分 集 合 と し て
定 式 化 さ れ て い る 。 こ れ は ， 数 学 で は 「 関 係 」 と 呼 ば れ て い る 。 本 稿 で は ，
数 学 的 な 意 味 で の 「 関 係 」 と 日 常 用 語 と し て の 関 係 を 区 別 す る 。 一 般 シ ス テ
ム と い う モ デ ル は ， 属 性Vi,V2, …,v 。 と 属 性 間 の 関 係S が 認 識 さ れ て い る 。。
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以下 で， さら に 詳し く上 記定義 の意味す ると ころ を 考察 す る。
直積とい う集合， お よびそ の部分 集合 とい う「関 係」 の 意味を 明ら かにす
るた めに， 集 合 の定義 の方 法に 従っ て考察す る。 集合 を定 義す る方 法に①外
延 的 定義 と②内 包的定義 があ る。 前者は 集合 の要 素を すべ て列 挙す る方法 で
あ り，後者 は集 合 の要 素であ るか否 かを 論理 的に 決定 す る方法 であ る。以下






今 ， 対 象 をVi,V2 と い う特 徴 で 観 測 し ， 表1 が 得 ら れ た と す る 。 こ の 例
で は ，Vi ＝｛Vi,V2,V3,V4,V5},V2 ＝｛Vi,V2,V4,V5} で あ り ， こ の シ ス テ ム は ，S
＝{ （Vl,Vi ）, （Vo,Vh ）, （Vq,V2 ）, （V4,V4 ）, （V4,V5 ）, （V5,V5 ）} で あ る 。 こ れ
は ， 外 延 的 に 定 義 さ れ て い る 。
例 と し て ， 太 郎 と 花 子 の 日 常 行 動 を 取 り 上 げ る 。 属 性V1 を 「 太 郎 の 所 在 」。
属 性v. を 「 花 子 の 所 在 」 と す る 。Vi ＝ 教 室 ，V2 ＝ 食 堂 ，V3 ＝ ク ラ ブ の 部 室
。'V4
＝ 書 店 ，V5 ＝ フ ァ ー ス ト ・ フ ー ド 店 と す る 。 観 測 者 は. 太 郎 と 花 子 が 同 じ
時 刻 に ど こ に い る か を 観 測 し て い る も の と す る 。 そ の 結 果 表1 が 得 ら れ た と ／
考 え る の で あ る 。 シ ス テ ムS は ， ふ た り が 同 じ 時 刻 に ど こ に い た の か を 列 挙
し た も の で あ る 。 た と え ばS の な か の ひ と つ の 要 素 （V3,V2 ） は ベ ク ト ル 表 示 こ
さ れ て い る が ， こ れ は ， あ る 時 刻 に 太 郎 は ク ラ ブ の 部 室 に ， 花 子 は 食 堂 に い・
だ こ と を 示 し て い る
○’
一 方 ， 直 積VIXV2 と は ， こ の よ う な ベ ク ト ル 表 示 の あ ら ゆ る 可 能 性 を 列
挙 し た 集 合 で あ る 。 属 性Vi は5 つ の 要 素 ， 属 性Vs は4 つ の 要 素 を 持 っ て
い る か ら ， 合 計20 個 の 可 能 性 か お る 。 と こ ろ が 実 際 に 起 こ っ た 現 象 は,s の卜
要 素 を数 え る と 合 計6 個 し か な い 。 し た が
っ て ，s はVlXV2 の 部 分 集 合 で
あ る 。 こ の 事 情 を 表 現 し て い る の が ， 図2 で あ る 。
こ の よ う に ， 属 性 に 基 づ い て 観 測 し ， あ ら ゆ る 可 能 性 の 中 か ら あ る 特 殊 な・










図2 表1 を 座 標 上 に 図 示 し た も の
上 図 は す べ て の 可 能 性20 個 の 点 を 図 示 し て い る 。
特 に ○ 印 は シ ス テ ムS の 要 素 で あ る 。
Vt

















簡単な物理モデルを考えよう。いま，ひとつの物体( 質量m) に力f ＝f(t)が
加えられているとする。ただしf は時間に沿って変化する。このときの運動
方程式はf ＝ma である。 加速度a は力f の変化に伴って時間的に変化する。
このシステムを(f,a)GS ←－→f＝ma で定義することがきる。 これは内包的
な定義である。このことの意味を考える。(f.a)
とは，物体の属性として力と加速度を採択したことを意味する。ま
た，(f,a)GS は， 注目している物体り実際の力と加速度がf とa であった
こと，あるいは理論的な予測を表現し ている。 それがi ＝ma という式を満
足するかどうぃかによって実際にどのように運動するかを決定する方法が与え
られている。これが，式(f,a)GS ←－・f＝ma の意味であ る。








































属性間の関係すなわち一般システムS ⊂VIX …XV 。を考える。h 個の属
性を2 つに分類し,し入力と出力に分けたとする。たとえば，最初のm 個Vi ×
…xV 。を入力とし これをX と書く，残りのV ≪+i×…XVy を出力としこれ
をY と書くことにする。X ＝VIX …xV 。，Y＝V 。十iX…xV 。。このときシス
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こ の モ デ ル で 注 意 す べ き こ と は ， 諸 属 性 の な か か ら ど れ を 入 力 と 考 え ， ど
九 を 出 力 と 考 え る の か は ， モ デ ル 構 築 者 に ま か さ れ て い る こ と で あ る 。 す な
わ ち ， 同 じ 対 象 で あ っ て も 認 識 者 が 異 な れ ば ， 異 な る モ デ ル が で き あ が る 可
能 性 が あ る 。 こ れ は 意 味 付 与 の 問 題 で あ り ， 観 察 し て い る 現 象 と ， そ れ を 認
識 す る 観 測 者 の 立 場 や 理 解 の 程 度 に 依 存 し て い る 。 一 般 シ ス テ ム 理 論 で は ，-
ぞ こ ま で 立 ち 入 っ て 考 え ず ， で き あ が っ た モ デ ル に の み 注 目 す る 。 し か し な
が ら レ モ デ ル が で き あ が っ た あ と に ， そ れ が 提 案 し て い る 入 力 と 出 力 に 関 し
て ， 「 工 学 的 な 」 意 味 で の ふ さ わ し さ を 判 定 す る 条 件 を 求 め る こ と ぱ 可 能 で
あ る 。 文 献 ［16 ］ は ， こ の 問 題 を 扱 っ て い る 。 ヶ
入 力 集 合X の 要 素 は ， 属 性Vi,V,, …,*m の と り う る 値 を ベ ク ト ル 表 示 し
た も の で あ る 。 た と え ば ， （Vi,V2, …,v 。 と 書 け る 。 つ ま り ， 入 力 集 合X は ，
あ ら ゆ る 可 能 な 入 力 値 の 範 囲 で あ り ， 限 界 を 示 し て い る 。 同 様 に 出 力 集 合Y
の 要 素 ぱ ， 属 性V 。
ト1,
…,V 。 の と り う る 値 を ベ ク ト ル 表 示 し た も の で あ る 。
出 力 集 合Y は ， あ ら ゆ る 可 能 な 出 力 値 の 範 囲 で あ り ， 限 界 を 示 し て い る 。 し
た が っ て ， 集 合 の 直 積XXY は ， あ ら ゆ る 入 力 と 出 力O 組 み 合 わ せ を 表 わ し
て い る 。 こ の 組 み 合 わ せ の な か に は ， 実 際 の シ ス テ ム の 動 き か ら は 不 可 能 な
組 み 合 わ せ も 含 ん で い る 。
と こ ろ が ， 実 際 の シ ス テ ム は ， 内 部 メ カ ニ ズ ム に よ る 制 限 を も っ て い る 。
そ の 制 限 や 対 応 関 係 に 応 じ た 入 力 出 力 の 動 き し か と る こ と は で き な い 。 つ ま
り ， 実 際 の シ ス テ ム の 動 きS は ， 不 可 能 な 入 力 と 出 力 の 組 み 合 わ せ を 含 む あ
ら ゆ る 組 み 合 わ せXXY で は な く ， そ の 部 分 集 合 で あ る 。 つ ま り ，S （二XxY
で あ る 。 こ れ は ， 数 学 的 な 意 味 で の 「 関 係 」 で あ る 。 犬 ニ
ま と め る と ， 入 力 出 力 シ ス テ ムS ⊂XXY で は レ ① 属 性 を 基 礎 と す る 入 力
と 出 力 が 認 識 さ れ て い る 。 ま た ② 入 力 と 出 力 の 問 の 「 関 係 」 が 認 識 さ れ て い
る 。 そ の よ う な モ デ ル を 類 型 化 し ， そ れ を 理 解 す る た め の メ タ ・ モ デ ル で あ
る と 考 え ら れ る 。 こ の 場 合 の 関 係 と は ， 入 力 と 出 力 の 間 の あ ら ゆ る 組 み 合 わ
せ で は な く ， そ の 部 分 的 な （ 偏 っ た ， 可 能 な ， 実 際 に 起 こ る ） 組 み 合 わ せ と い う










分 方 程 式 ） で 表 現 さ れ て い る よ う な も の を 対 象 と し て い る 。
5。2 複雑システム4)
〔定義〕n
個の入力－出カシステムSi ⊂XiXYi を考える(i ＝l,2,…,n)





























き る。 こ れ ま で の 議 論 か ら 推 察 さ れ る よ うに ， 直 積blXO2 × …XSnit, 構
成 部 分 シ ス テ ム が （そ れ 自身 の 制 限 の 範 囲内 で）ひ と つ ひ と つ 勝 手 に 動 く 場 合 の 。
あ ら ゆ る 動 き の パ タ ー ン を 集 め た も の （集合 ） で あ る。 た と え ば ， 無 制 限 に
個 々 の 構 成 部 分 が 動 く場 合 を 考 え れ ば よ い 。 と こ ろ が ， 全 体 シ ス テ ム は ， 部
分 シ ス テ ム の 間 に あ る 結 合 や 相 互 作 用 に よ っ て 限 ら れ た 動 き し か と る こ と は
で き な い 。 そ の 意 味 で， 全 体 シ ス テ ム の 動 き （パ タ ーン） は 制 限 さ れ た もO
に な っ て い る 。 こ の パ タ ー ン を 集 め た も の が,s で あ る 。 し た が っ てS ⊂Si
器S2 × …xS 。と な る 。 複 雑 シ ス テ ム と い う 「 関 係 」 は ， そ の よ う な 意 味 の 関
係 で あ る 。
■ ■ ■ ㎜■ ■ ■
ま と め る と ， 複 雑 シ ス テ ム で は, ① 入 力 － 出 力 シ ス テ ム と い う 構 成 要 素 が
認 識 さ れ, ま た ② 構 成 要 素 間 の「 関 係 」が 認 識 さ れ て い る 。 そ の よ う な モ デ ル
を 類 型 化 し ， そ れ を 理 解 す る た め の メ タ ・ モ デ ル で あ る と 考 え ら れ る 。 こ の
場 合0 「 関 係 」 と は ， 部 分 シ ス テ ム が 自 分 勝 手 に 行 動 す る の で は か く， 内 部
の 相 互 作 用 に よ う て 制 限 さ れ た 行 動 パ タ ー ン し か と れ な い と い う 意 味 で あ る。
さ て ， 制 限 さ れ た 行 動 パ タ ー ン ， す な わ ち 構 成 要 素 間 め 「 関 係 」 に つ い て
さ ら に 考 察 す る 。 複 雑 シ ス テ ム の 研 究 で は ， 本 節 の は じ め に 述 べ た よ うに 結
合 や 分 解 ， あ る い は 設 計 に 関 す る も の が あ る が ， そ れ 以 外 に も 相 互 作 用 の 問
題 か お る 。 こ こ で は ， 全 体 シ ス テ ム の 行 動 パ タ ー ン を 制 限 す る ， 内 部 の 相 互
作 用 に つ い て 考 え る こ と に よ っ て 構 成 要 素 間 の 「関 係 」 の 意 味 す る と こ ろ を
明 ら か に し よ う 。 結 論 か ら 言 え ば ， ブ= ツ ク線 図 で 描 き え な い 部 分 シ ス テ ム
間 の 関 係 を も 意 味 し て い る こ と が わ か る 。
相 互 作 用 に は 大 別 し て3 種 類 あ る 。Coupling 型 とCohesive 型 で あ る。 前
者 のCoupling 型 は ， 前 述 し た ブ ロ ッ ク 線 図 で 表 現 で き る よ う な ， ま さ に 情
報 の や り 取 りを 結 合 関 係 と す る 相 互 作 用 で あ る 。 後 者 のCohesive 型 は ， 各
部 分 シ ス テ ム の 入 力 範 囲 ま た は 出 力 範 囲 が ， 相 互 作 用 の 影 響 を う け て 変 化 す
る 場 合 で あ る 。 実 際 の 複 雑 シ ス テ ム は ， こ の ふ た つ の 型 の ど ち ら か ひ と つ ，
6)






し かし な が ら,Cohesive 型 の 相 互 作 用 があ る ば あ い に はレ こ の 範 囲 内 のす べ
て の 値 を とる こ と は で き な い 。 つ ま り， 単 に 情 報 を や り取 りす る こ と に よ っ
て 入 力 出 力 の対 応 関 係 を 変 え る の で は な く， 情 報 を 受 け 取 る （あるいは， 情報
をわたす） 間 口が 変 化 す る の で あ る。
こ の よ うな 影 響 力 の よ うす を ， 認 識 さ れ た 構 成 部 分 シ ス テ ムSi,S2, …,s 。
だ け を もち い て， ブ=t ツ ク線 図 で 書 くこ とは で き な い。 む し ろ 相 互 作 用 そ の
も の を さ ら に 分 析 す る こ とに よ っ て， こ の 間 口 の変 化 の 仕 方 を 把 握 し ， そ の
機 能 を あ ら た に ブ ロ ッ ク線 図 に 付 け 加 え る こ と が 必 要 に な る だ ろ う。 し かし
な が ら， 後 雑 シ ス テ ム とし て モ デ ル を 認 識 す る こ とは ブpt ツ ク線 ぼ を 書 く こ
と が 目的 で は な い。 複 雑 シ ス テ ムで は ブ|==zツ ク線 図 懲書 く こ と の で き る モ デ
ル も研 究 対 象 とし て い るがレ そ れ だ け で な く， 構 成 部 分 シ ス テ ムが 一 般 的 な
意 味 で 相 互 作 用 を す る よう な 対 象 の モ デ ル を 研 究 対 象 とし て い る。 そ れ が も
つ シ ス テ ム論 的 な 概 念 含 理 解 す る た め の メ タ ・モ デ ル で あ る と 考 え ら れ る。
以 上 の 議 論 を 相 互 作 用 の 視 点 か ら 再 び ま とめ る と， 複 雑 シ ス テ ム では ， ①
入 力 －出 カ シ ス テ ム とい う構 成 要 素 が 認 識 さ れ， また ② 構 成 要 素 間 の 「相 互
作 用 」 が 認 識 さ れ て い る。 そ の よ うな モ デ ル を 類 型 化 し ， そ れ を 理 解 す る た
め の メ タ ・ モ デ ル で あ る と 考 え ら れ る 。す なわ ち,「関 係 よS ⊂S1XS2 × …xS 。
は 相 万T作 用 そ の も の を 表 わし て い る と 考 え ら れ 乱 ，
























まず， 基 本的 な考え方 を述べ る。全 体 シ ステ ムを， 意思 決定 とプr=2セス と
か う2 つ の部分シ ステ ム（機能） から成 ると考 え， そ の結合 体 とし て全体シ
ステ ムを認 識す る。 すなわち， 操作 さ れ るプr=1セ スと。 操 作を 行な うシステ
ムの2 つ の部分シ ス テ ムの結合 体 と考え る。
。
プT, セスP は， 意思決定者Q に と って操作 可 能な入 力変 数m と操 作不可
能 な入力変 数x を も ってお り， そ の組 み合 わせ に応じ てプ ロセ スの結果y を
出 力す る6 一 方， 意思 決定 者Q は， あ る 目的 （目標）を もってお り， プ=f セ






























6.1 日標 追 求 シ ス テ ム2
）
〔定 義〕7
項 組 （M,X.Y.P,V,G,r ）を 目 標 追 求 シ ス テ ム（GoalSeekingSystem:GSS>
と い う。 た だ し ， 各 々 の 記 号 は ， つ ぎ の 性 質 を 持 つ も の と す る 。M を 代 替 案
集 合,X を 外 乱 集 合 ，Y を プg セ ス の 結 果 の 集 合 と 呼 び ， そ れ ぞ れ は 集 合 で
あ る 。 づP
⊂（MXX ）XY を プ ロ セ ス の モ デ ル と 呼 び,M とX を 入 力,Y を 出 力 と
す る 入 力 － 出 力 シ ス テ ム で あ る 。V
は ， 評 価 値 の 集 合 と 呼 び ， 集 合 で あ る 。 ＼G
：P →V ニを 評 価 関 数 と 呼 び ， プ ロ セ ス の 行 動 に 評 価 値 を 対 応 さ せ る 関 数
で あ る 。F
を 除 い た6 項 組D ＝（M,X,Y,P,V,G ） を 意 思 決 定 問 題 と 呼 ぶ 。r
を 決 定 原 理 と 呼 ぶ 。 こ れ は ， ひ と つ の 意 思 決 定 問 題D に 対 応 し て ， ひ と
つ ま た は 複 数 の 代 替 案m を 選 択 す る 関 数 で あ る 。
コゝコlt卜w ・ ・ ／tへ4~｝J-ゞ-・
＿-JT?
●|/・` V＼ 、twm ぇ,らft.7-t1 べ
、い
遜 沢 石れ に 代 菅 条m ヒ 臥 ノノ 乞 息 思 沢 疋 り 所 と 廿 ふo


















認識された間題D は,6 項組（M,X,Y,P,V,G ）からなる。これは，現在時
点までに蓄えられたプF セスF に関する情報を基に構築されたと考えられるj。
最初の4 項は， プロセスP のモデルP ⊂（MXX ）XY に関するものである。
すなわち，意思決定者はプpiセスのモデルを持っている。このモデルP は，
もとのプロセスp と異なっていることがあるかも知れない。代替案集合M ，





反映されるモデルP は元のプl=,セスP と同じと考えても良い。 すなわち，p
＝p の場合もありうる。 この場合には√ 目標追求システム（図7 ）と元のシ
ステム（図6 ）は， 一致する。 この節の最初に述べたように狭義の目標追求






さて，認識された問題D の最後の2 項V,G について考える。G は，プ13
セスの行動に評価値を対応させる関数である。プ1=モスP ノの要素(m,X,y ）は，
一般システムのところ（4 節）トで 述べたように， 観㈲されたあるいは予測さ
れたプロセスP のひ と つ の 行動（入力出力の値）である。これを意思決定め















られる。そこで考えられるあらゆる決定問題の集合をD と書くこ とに する
ー
に のときD は旦のひとっの要素である）と， 決定原理のよ， 次のような関数で
ある。r ：D →M 。 ただし,M は，M の部分集合の全体である。換言すると
一 一 一
決定原理は，構造D （決定問題）の集合から代替案部分集合への関数である。





















「関係」慨念の視点からみると， 次のようになる。 プロセ ス のモデルp
は，属性M,X,Y の間の「関係」を表わし， 評価関数G は， 毎デルP と評
価値v の「関係」を表わしている。意思決定問題D は，それら2 つの「関係」
の組である。さらに決定原理r は，決定問題の集合D と代替案集合M の「関
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係」を 表 わし てい る。 こ の ように 目標追 求シ ステ ムは重 層的 な 「関係」構造
を もっ てい る と言え よう。 十
6.2 二階層システム5)
〔定義〕
二階層システムとは, ①n 個の部分プロセスPi ⊂(MiXX;)xYi(i ＝l,2，
…,n) から成る複雑システムP ⊂PiXPs ×…〉<Pnと，②各部分プロセスPi
を管理するn 個の下位意思決定者 亀 ＝丿(Di(?%・),r)，(n ＝l,2, ‥,11)と，③











ムである。全体の入力集合M とX を，それぞれ,M ＝MiXM2 ×…XM 。X ＝XiXXs












を持っているが， それは， 上位意思決定者Qo から与えられる統合変数 γx
にょって変化するものと考えている。しかしながら，同時に，下位意思決定
者Qi は，自分自身の決定原理 貳 によって独立に意思決定を行なうことが
できる。その結果意思決定の解 血iをプr=,セスPi に作用させる。そのこと
を，Qi＝(Di(γi)，鸚) で表現している。





を，それぞれ,M(r) ＝Mi( γ)xM2( γ)×…xM 。(r)，X(γ)＝Xi(γ)xX2( γ)×
・・・XX 。(r)で定義する。全体の出力集合Y(r) を,Y(r) ＝Yi(γ)xY2( ア)×-
・・xY^C γ) で定義する。このとき，モデルの全体はp(






場 合，下位意思決定者Qi が考えているモデルPi( γ) のよせあつめにすぎな
いことを意味している。 これは，下位意思決定者の間で意思疎通( 情報交換)
がなされない事情によるものである。二階層システムの基本的な仮定である。












と②プロセスのモデルの全体構造P(r) ⊂(M( γ)xx( γ))xY( γ) を完全
に把握している，ということである( もちろん,・上位意思決定者Qo は，たとえば，Ml,X,,Yi
などといった具体的な個々の実現値には関知ぜず， もっと高次の情報を入
手することになる[ 後述する評価関数Go のことである])。 このことは上位意思決









合変数アの集合r である。また，外乱集合はX, 出力集合はY である。した








判断しようということを意味する。 つまり評価関数Go は， ある論理命題を











Vo へ の 一 般 的 な 関 数 と か ん が え て お く 。































意思決定者から与えられた決定問題Di( γ) をもっており， ④自分自身の決
定原理 鸚にしたがって意思決定をくだす。 また ⑤ それぞれの下位意思決定





） 上位意思決定者Qo は，下位意思決定者を管理するための⑧ 意思決定
問題Do を持っており, ⑨自分自身の決定原理 侭）にしたがって意思決定をく
だす6e
） 上位意思決定者の意思決定問題は，⑩下位システム全体を完全に把握














乱）の変化に 応じ て，「現 在の 安定 」を 守 るべ くシ ステ ム の 構造 パラ メ ータ
を調 整す る適応 層， 最 も上 位 の層は， 同じ く外部入力に 応じ て√ 適応 に よっ
て対処し きれない 場合 に，「新し い 安定」 を作 り出すべ く構造を 変 革す る自
己 組織化 層であ る。
これまでに 説 明を し てき た二階 層シ ステ ムは， この図 の中から 統合層 まで
を 抜 き出し た部 分 のツ ス テ ムであ った。 とくに適応層レ 自己組 織化 層 とのち
がいについ て述 べ よう。 重要 だ と思わ れる違いは， 管理 層 と統合 層は それ 自
身 は外部入力 （外乱）の直接 の影響を受 け ない ことであ る。 すな わち， いっ
た ん構造 の固定 さ れたあ と のシ ステ ムであ ると言え よ う。 一 方， 適応 層 と自
己 組織化層は外 部 入力 に応じ て意思 決定 の結果が変 化す る。 また， 両 層 の結
果 はそれ より下 位 のシ ステ ム構造を変 化 させ る ようには たら く。
こ のような タ イプ の認識 枠組 みを多 階 層シ ステ ムと呼 び， 目標追 求シ ステ
ムを 構成 要素 とす る複雑 なシ ステ ム（大規模システム）の研 究 のため に提 案し
てい る。 ただ残 念な ことに 適応機 能や 自己組織 化機 能に 関 す る確 かな理 論は
まだ なく， 高次 の問題 にたいし ての研究 は，発 展途上 であ ると察せ ら れる。
し た がって， い ま のところ多 階 層シ ステ ムは大 規模シ ステ ムの研究方 針，あ







をおこなっている。 本稿におけ るGSS の定義は， それらすべてを含むような形
で定義してい る。3
） 文献［14］参照。4
） 文献［14,15 ］では， 不確実下の意思決定原則φについて論じている。 また,
文献［13］では，人工知能における専門家システム（一般には探索行動）がGSS
として認識可能であることを述べている。5
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