This paper discusses approximation errors for interpolation in a variational setting which may be obtained from the analysis given by Golomb and Weinberger. We show how this analysis may be used to derive the power function estimate of the error as introduced by Schaback and Powell. A simple error tool for the power function is presented, which is similar to one appearing in work of Madych and Nelson. It is then shown that this tool is adequate to reproduce the original error analysis presented by Duchon. An interesting consequence of our work is that no explicit use is made of the polynomial reproduction properties of the interpolation operator.
Introduction
This paper discusses interpolation of real-valued functions on a set IR n by certain rather special subspaces, which include radial basis function interpolation. The set of interpolation points will be A = fa 1 ; : : :; a m g IR n and the interpolating subspace at its most elementary will be span f ( 
There are so-called \natural" conditions which, when added to the interpolation conditions, specify the interpolant uniquely in many cases. Suppose data d 1 ; : : :; d m is prescribed on a 1 ; : : :; a m . Then the requirements on the interpolant are u(a j ) = d j , j = 1; : : :; m (the interpolation conditions) and P m j=1 j p i (a j ) = 0, i = 1; : : :;`(the \natural" conditions). One can write this system in matrix form as A P P T 0 = d 0 ;
where A is an m m matrix with (i; j) element (a i ? a j ), and P is an m m atrix with (i; j) element p j (a i ). The vectors , and d have the obvious de nitions. Two conditions should hold for this system to have a unique solution for all values of the data d. Firstly, the matrix A should be non-singular over the subspace of vectors satisfying P T = 0. Secondly, polynomials in k?1 should be uniquely determined by their values on A, that is, if p 2 k?1 and p(a i ) = 0, i = 1; : : :; m, then p = 0. In this case A is said to be unisolvent with respect to k?1 .
A central principle in such interpolation problems is that as the set A \ lls out" , the error between a function and its interpolant should go to zero. The usual measure for the way A \ lls out" is h = sup t2 inf a2A jt?aj. If f 2 C( ) say, and Uf is its interpolant, then one might hope to get kf ? Ufk = O(h ) as h ! 0, where is some measure of the smoothness of f. We will establish such error bounds in this paper.
Early work in this area was due to Duchon 3] , who developed the theory of surface splines. His error estimates rest crucially on the property that his interpolant preserves polynomials of degree k ?1. (Since his interpolants are all special cases of the ones just described, the polynomial preservation property of U, that is, Up = p for all p 2 k?1 , is clear.) Another approach, taken by Madych and Nelson 7], Powell 10] and Schaback 12] uses a pointwise error estimator. This estimator involves an expression which Schaback calls the power function. Both Powell and Schaback compute this power function in some sense. Their estimates coincide with those of Duchon, although one should note that Schaback is interested in a much wider range of examples. Also, Powell is very careful in his computation of the constants involved in the order estimates, and gets the best known constants for thin-plate splines.
Our purpose in this paper is to work in the setting of both Duchon and Madych and Nelson, using the power function as the tool for error analysis.
The main e ect of this approach is that the polynomial reproduction properties of the interpolant make no overt appearance in our proofs. Section two shows (for the rst time, we believe) the precise connection between the variational theory of Golomb and Weinberger and the power function of Schaback. Section three presents a short analysis of the power function when used as an error estimate. Section four shows how to obtain the error estimates of Duchon using these techniques.
We conclude this section with two examples of our results. Let be a subset of IR n which is open, bounded, connected and has the cone property. For each h > 0, let A h be a nite, k?1 -unisolvent subset of with sup t2 inf a2Ah jt ? aj < h. Let j be the smallest integer greater than or equal to 1 + (n=2). Let f 2 C (j) ( ), and let U h f denote the interpolant speci ed in Equation (1), satisfying (Uf)(a) = f(a) for all a 2 A h . If (r) = r 2 ln r and`= n + 1 in Equation (1), then a consequence of 4.2 is that jf(x) ? (U h f)(x)j = O(h) as h ! 0, for all x 2 . If (r) = r 3 and`= n + 1 in Equation (1), then we need to take j to be the smallest integer greater than or equal to (n + 3)=2.
Let f 2 C (j) ( ). Then jf(x) ? (U h f)(x)j = O(h 3=2 ) as h ! 0 for all x 2 .
We emphasize that in contrast to other authors (Meinguet 9], Powell 10]) we do not make any assumption about the dimension n here. Also the assumption that`= n + 1 is supposed to convey to the reader that linear polynomials are being used in both these interpolants.
Variational Theory
In this short section we describe how the salient features of the seminal paper by Golomb and Weinberger apply to our situation. Let X be a linear space of continuous, real-valued functions on IR n . Let h ; i : X X ?! IR be a semiinner product on X with nite dimensional kernel K having dimension`. We will assume A = fa 1 ; : : :; a m g is a set of points in IR n which is unisolvent with respect to K. That is, if p 2 K and p(a i ) = 0, i = 1; : : :;`, then p = 0. We will also assume that given x 2 IR n , there exists M > 0 such that jg(x)j Mhg; gi for all g 2 X such that g(a i ) = 0, i = 1; : : :; m. We may now form an inner product on X,
Because of our previous hypothesis, point evaluations are continuous linear functionals on X when X derives its topology from the norm induced by this inner product. We will set kuk = p (u; u) and assume X is complete with respect to this norm. has a unique point of minimal norm. We denote this element by Uf and refer to it as the minimal norm interpolant to f. It is this interpolant which we will concentrate on in our analysis. Proof. The conclusion of the Lemma follows immediately from
2. Since p 1 ; : : :; p`is a basis for K, the result follows.
We now make explicit our assumptions about the sort of spaces we are considering.
Assumption
We will suppose X C(IR n ) and the following hold:
(i) A semi-inner product h ; i is de ned on X with kernel K,
(ii de nes a function r x 2 X with (f; r x ) = f(x) for all f 2 X such that f(a 1 ) = = f(a`) = 0. Here, for u; v 2 X,
The above assumption describes the representer for the point evaluation at x, at least for a subset of functions in X. Although the form of r x may look overly elaborate, there are two key principles here. Firstly, if f 2 X and f(a 1 ) = = f(a`) = 0, then (f; r x ) = hf; r x i. In fact, hf; (j ?xj)i is usually well-de ned for f in some subset of X. For example, in the cases considered by Duchon, f should be a compactly supported, in nitely di erentiable function.
However, (j j) is not usually itself a member of X. One has to take linear combinations of the form 2.5 Lemma Suppose X satis es 2.4. Then the representer of the point evaluation at x 2 IR n (i.e., the element q x 2 X such that (f; q x ) = f(x) for all f 2 X) has the form
Proof. Firstly, let ? = fu 2 X : u(a 1 ) = = u(a`) = 0g. Then de ne P : X ?! X by P f = Pì =1 f(a i )p i . It is easy to check that P is the orthogonal projection of X onto ? ? , and so I ?P is the orthogonal projection onto ?. Now, ? f; (I ? P )r x = f(x); f 2 ? 0; f 2 ? ? :
Note from the given formulae for P, r x and q x that
Now, for any f 2 X, using 2.2, If one is interested in the asymptotic behaviour of the error, which will be the main concern in the next section, then 2.7 can be used to good e ect. The next result shows how this is done. in the special case that K = k?1 . We need some straightforward results from Lagrange interpolation theory. These may be found in Duchon 3] , and in a wide variety of other places, particularly in the researches of nite element theory. We will assume throughout this section that 2k + 2s > n. This has the e ect ( Duchon 4] ) that X C(IR n ). The space X is equipped with the semi-inner product
De nition
where P j j=k c 2 = j j 2k . The kernel of the semi-inner product is k?1 , and if fa 1 ; : : :; a`g is a k?1 {unisolvent set of points in IR n then,
f(a i )g(a i ) + hf; gi;
de nes an inner product on X. This inner product induces a norm on X in the usual way. When X is normed by this induced norm, we will denote the resulting (Hilbert) space by BL k+s (IR n ). Here BL is in honour of Beppo Levi (see 2] for details), who seems to have been the rst person to study these spaces. The spaces BL k+s (IR n ) then satisfy the assumptions of 2.4 with (r) = d kn r 2k+2s?n lnr; 2k + 2s ? n is an even integer d kn r 2k+2s?n ; otherwise :
Here the d kn are known constants whose values need not concern us. The rst result is a straightforward application of 3.6, which borrows and ampli es a technique used by Powell 10] in the context of thin-plate splines. It is possible to obtain improvements to the above results by assuming the function f has a higher degree of smoothness, and using a mix of techniques from Duchon 3] and the theory of nite elements (see Ciarlet 5] , for example).
Lemma
A better version of 3.6 is what is needed. The improvements demand additional hypotheses on the domain under discussion. We list these assumptions now. Finally, we have chosen to illustrate the sort of analysis needed by looking at the surface splines of Duchon, and credited the nal result to Duchon. Strictly speaking, the result in 3] concerns the case 2 p 1, but we do not regard the case 1 p < 2 as di ering in a substantial way from the previous case, although the form of the error bound is quite interesting. Our analysis in this section is also helped by the fact that tools are available from the Sobolev theory. A similar analysis for radial functions which are conditionally positive de nite of some particular order might be somewhat more delicate.
