different still: the spectacular announcement by Voevodsky of the validity of the Bloch-Kato Conjecture contains, in fact, a generalization of Hilbert's Theorem 90 to Milnor K-theory. * We propose to linger long enough to investigate the very first shoots of the generalization from quadratic to biquadratic field extensions. The quadratic case is well-known and already significant. The biquadratic case, particularly the difference between it and the quadratic case, appears new. Studying the leaves quite closely, we will encounter the possibility that the leaves unfurl in a different fashion, something between the traditional result on cyclic extensions and Speiser's and Noether's result in cohomology. Exploring this new possibility, we apprehend connections among multiplicative groups of fields, values of binary quadratic forms, and even a bit of module theory over a group ring.
Artichoke, or Bean?: The Quadratic Seed
The traditional form of Hilbert 90 states that the kernel of the norm operator for a cyclic extension is as small as possible, a statement we make precise below in the context of a quadratic extension.
Let F be a field of characteristic not 2. Then any quadratic extension L of F has the form L = F ( √ a), for a suitable element a ∈ F \ F 2 , where F 2 denotes the set of squares in F . Each element l ∈ F ( √ a) may be written uniquely as l = f 1 +f 2 √ a with f 1 , f 2 ∈ F . The Galois group G := Gal(L/F ) consists of two elements: the identity automorphism, denoted as 1, and σ, which maps l to σ(l) = f 1 − f 2 √ a. The norm function N L/F : L → F is defined by the formula N L/F (l) = l · σ(l) = f 2 1 − af 2 2 , and it restricts to a morphism on the multiplicative group L × := L \ {0}. Since there is no chance for confusion, we write N L/F for this restricted function.
It is natural to determine the kernel of this morphism. Since N(l) = l · σ(l) = N(σ(l)) for each l ∈ L × , we see that elements of the form * The interested reader should consult [LeSc] and [H] for some initial background on Hilbert's Theorem 90 and [We, page 30] for its cohomological generalization. To observe the use of Hilbert 90-type theorems in the partially published work of Rost and Voevodsky on the Bloch-Kato Conjecture, see [V1, V2] . For further original sources on Hilbert 90 and its cohomological generalization, see Kummer's early discovery of a special case [K] , followed by Speiser's result [S] and Noether's application [N] . l σ(l) certainly lie in ker N L/F . Hilbert's Theorem 90 says that ker N L/F contains no other elements.
Theorem 1 (Hilbert 90 for F ( √ a)/F ).
Not surprisingly, this simple statement is already important. For example, the classical parameterization of Pythagorean triples is a beautiful consequence of this statement. The idea of the proof can be traced back to O. Taussky [T, pages 808-809] (who was in fact a co-editor of Hilbert's collected works), and Elkies independently discovered the proof in a short, attractive note [E] . See also T. Ono's book [O, pages 4-5] .
. Assume therefore that t = −1. Set l = 1 + t. Then
Hence σ(l) l = σ(t). Applying σ to both sides and remembering that σ 2 = 1 we obtain l σ(l) = t, as required. Therefore
We have already observed the reverse inclusion.
The generalization of this result to cyclic extensions, that is, field extensions whose Galois group is generated by a single element, is wellknown, with many finding it quite commonly in the fields they amble through. But might this seed originate something different, something similar but not the same? Something, as our naturalist friends might say, homologous? Let us review our example above and observe that the seed might be that of an elegant result in Galois cohomology. Consider a map f :
Because of its similarity to a homomorphism, such a map is called a crossed homomorphism. From the equality f (1) = (1(f (1)))f (1) = f (1) 2 we deduce that f (1) = 1. As G is especially simple in our context, it follows that a crossed homomorphism will be determined by f (σ). From
we see that f (σ) ∈ ker N L/F . Conversely, choosing any element a from ker N L/F , we may define a crossed homomorphism f : G → L × by f (1) = 1, f (σ) = a. Using Theorem 1, we have f (σ) = l/σ(l) for some l ∈ L × . In particular we see that for any crossed homomorphism f there exists l ∈ L × so that f (g) = l g(l) for all g ∈ G.
For an arbitrary Galois group G = Gal(L/F ), a map f such that f (g) = λ g(λ) for some fixed λ ∈ L × is called a coboundary. Such a map is easily seen to be a crossed homomorphism. The first cohomology group H 1 (G, L × ) of G with coefficients in L × is defined to be the group of crossed homomorphisms modulo the subgroup of coboundaries:
Our result above for the quadratic extension L/F is then equivalent to H 1 (G, L × ) = {1}. Speiser sensed in the seed this elegant outcome, and he proved that H 1 (G, L × ) = {1} for all Galois extensions L/F with group G.
The Stalk Unbends: Biquadratic Extensions
Could not we imagine the seed maturing differently still, as G ever so slightly enlarges? Might we imagine that shooting from the seed is something homologous to both the traditional result on the kernel of the norm operator acting on a cyclic extension as well as Speiser's cohomological theorem?
We consider here the case of a Klein 4-group. Let E/F be a Galois extension with G := Gal(E/F ) = Z/2Z × Z/2Z. Since we assume that F has characteristic not 2, there exist a 1 , a 2 ∈ F × such that
, and G is a group generated by two automorphisms
Given Hilbert 90 for the two quadratic extensions E/E 1 and E/E 2 , we shall show H 1 (G, E × ) = {1} is equivalent to another condition, itself very much like the traditional statement of Hilbert 90. In fact, we shall show that this condition is the "difference" between Speiser's result for biquadratic extensions and Hilbert 90 for quadratic extensions: by adding the new result to Hilbert 90 for quadratic extensions, we obtain Speiser's result in the biquadratic case. It is the new growth from the seed when the cyclic group of order two divides itself into the Klein 4-group.
Some corollaries of this condition have been rediscovered several times, but the connection with Hilbert 90 and the very natural proof below seem new. To establish this equivalence, we rephrase the condition H 1 (G, E × ) = {1} in the language of elements of the multiplicative group E × .
Let f : G → E × be a crossed homomorphism. Since f (1) = 1 and f (σ 1 σ 2 ) = (σ 1 f (σ 2 ))f (σ 1 ) we see that f is determined by its values α i = f (σ i ). We also observe
Conversely, one may readily check that given any elements α 1 , α 2 ∈ E × such that N E/E i (α i ) = 1, i = 1, 2, and (σ 1 (α 2 ))α 1 = (σ 2 (α 1 ))α 2 , there exists a unique crossed homomorphism f :
Since H 1 (G, E × ) = {1}, we also know that for a given crossed homomorphism f there exists β ∈ E × such that f (g) = β g(β) for any g ∈ G.
In particular we have
for i = 1, 2. Therefore the cohomological identity H 1 (G, E × ) = {1} may be reformulated as Theorem 2. Two elements α 1 , α 2 ∈ E × satisfy
This result can be found in [C, page 756] .
Theorem 2 shares with Hilbert 90 a concern with the kernel of operators being suitably minimal. However, since it describes the simultaneous vanishing of norms from different quadratic extensions, it is best to think of Theorem 2 as a version of Hilbert 90 with compatibility. We want to see just how far this result reaches above the seed-Hilbert 90 for quadratic extensions-and we show that, assuming Hilbert 90 for quadratic extensions, Theorem 2 is equivalent to a statement that the kernel of a particular operator is minimal.
In order to formulate this result, it is convenient to view E × as a Z[G]-module. Recall the definition of the group ring Z[G]:
Then the action of Z[G] on E × extends, in a natural way, the action of σ i on E × :
Viewed this way, multiplication in E × is now achieved by addition in Z[G], and hence we shall denote 1 ∈ E × as 0. Observe that (1 + σ 1 )γ, for instance, means γ · σ 1 (γ) = N E/E 1 γ.
Theorem 3. Given Hilbert 90 for quadratic extensions, Theorem 2 is equivalent to
Remark. It may appear that we are viewing this result from one particular direction, specifying the two elements of G as we have. But (1) and (2) of Theorem 2. Hence assume that α 1 , α 2 ∈ E × are given with N E/E i α i = 1 and (1 − σ 2 )α 1 = (1 − σ 1 )α 2 . By Hilbert 90
To verify the more interesting opposite inclusion, choose γ ∈ ker(1 − σ 1 )(1 − σ 2 ). Set α 1 = (1 − σ 1 )γ and α 2 = 0. Then
Therefore using Theorem 2 we see there exists β ∈ E × such that α 1 = (1−σ 1 )γ = (1−σ 1 )β and α 2 = (1−σ 2 )β. Hence γ −β ∈ ker(1−σ 1 ) and β ∈ ker(1 − σ 2 ), so that γ = (γ − β) + β ∈ ker(1 − σ 1 ) + ker(1 − σ 2 ).
Remark. Since ker(1 − σ 1 ) + ker(1 − σ 2 ) ⊆ ker(1 − σ 1 )(1 − σ 2 ) for all Z[G]-modules, Equation 1 says ker(1 − σ 1 )(1 − σ 2 ) is as small as possible.
". . . And Starts to Ramify": A Form Revealed
Now we prove Equation 1 directly and observe several corollaries of the result. One corollary, in particular, has been rediscovered several times under a certain attractive disguise as a statement on quadratic binary forms. Although several ingenious and beautiful proofs of this statement have been obtained in the literature, the proof we offer may be the most transparent.
Theorem 4. Suppose that E/F is a biquadratic extension and G = Gal(E/F ) as above. Then the following sets are identical.
In the third item E × 1 , E × 2 denotes the smallest subgroup containing E × 1 and E × 2 . In the last item the product of norm groups denotes the set of all products of elements of the first set with the second.
Taking N E/E 3 of the sets described in (4) and (5) we obtain
. The reverse inequality follows from the proof of Theorem 4 below, since for each γ i ∈ E × i , i = 1, 2, and γ = γ 1 · γ 2 , we have N E/E 3 (γ) = N E 1 /F (γ 1 ) · N E 2 /F (γ 2 ). Thus we see that
. This equality gives us the equality of binary quadratic forms mentioned above, and the proof, which we include after the proof of Theorem 4, is a routine translation of the equality above into the language of binary quadratic forms.
Corollary. Suppose that a, b ∈ F × and x, y ∈ F ( √ b). Then x 2 − ay 2 ∈ F if and only if there exist x i , y i ∈ F, i = 1, 2, with x 2 − ay 2 = (x 2 1 − ay 2 1 )(x 2 2 − aby 2 2 ).
For a nice proof and further references for this corollary, see [LeSm, Proposition 1 .5] and the comments preceding it.
Proof of Theorem 4.
(2)=(3) follows from Galois theory: ker (1−σ i ) = E × i , i = 1, 2.
(1)⊂(4). Turning to multiplicative notation, we observe that
Also e · σ 1 σ 2 (e) = N E/E 3 (e) ∈ E × 3 . Now assume f = e · σ 1 σ 2 (e) = σ 1 (e) · σ 2 (e).
Then σ i (e · σ 1 σ 2 (e)) = σ 1 (e) · σ 2 (e) = f for i = 1, 2. Because σ 1 , σ 2 generate G, we see that f is fixed by G. Therefore by Galois theory
Considering the coefficient of √ a 1 a 2 , we obtain f 0 f 3 − f 1 f 2 = 0.
Assume first that f 2 = 0 = f 3 . Thus f 0 = f 2 t and f 1 = f 3 t for some t ∈ F × . Plugging these values in our expression for e gives
1 , E × 2 denotes the subgroup of E × generated by E × 1 and E × 2 . If f 2 = 0 then f 0 = 0 or f 3 = 0. In the first case e = √ a 1 · (f 1 + f 3 √ a 2 ) ∈ E × 1 , E × 2 , and in the second case
. The case f 3 = 0 is handled in the same way. Thus we see that
We have established (1)=(2)=(3)=(4), and it remains to show that (5) is identical to the others. Observe that (5)⊂(4) follows easily:
On the other hand, (3)⊂(5), as follows. Let γ = γ 1 ·γ 2 where γ i ∈ E × i , i = 1, 2. Observe that N E/E 3 γ i = γ i · σ 1 σ 2 (γ i ) = N E i /F γ i because σ 1 σ 2 acts on both E 1 and E 2 nontrivially. Hence we see that
. Therefore γ ∈ W . Hence all sets (1), (2), (3), (4), and (5) are identical.
Proof of the Corollary. Recall that the nonzero values of a binary quadratic form x 2 − dy 2 for d ∈ F form a group. Hence if b is a square in F our statement follows. Therefore assume that b ∈ F × \ F ×2 .
Further observe that the set of values of quadratic forms x 2 − c 2 y 2 , c = 0, with x, y ∈ F is F itself:
Therefore if a or ab is a square in F our statement is true as well.
(Observe that if ab is a square in F then a is a square in F ( √ b) and x 2 − ay 2 represents, as values, all elements of F ( √ b).)
Thus assume that none of the elements a, b, ab is a square in F . Let a 1 = a and b = a 2 /a 1 . Then since E = E 3 ( √ a 1 ) = E 3 ( √ a) we see that
Also observe that E 3 = F ( √ a 1 a 2 ) = F (a 1 a 2 /a 1 ) = F ( √ b). Finally, since N E i /F (E × i ) = {x 2 i − a i y 2 i | x i , y i ∈ F, x 2 i − a i y 2 i = 0}, the result follows.
