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Abstract. A non-technical loss (NTL) is defined as any consumed energy or 
service which is not billed because of measurement equipment failure or ill-
intentioned and fraudulent manipulation of said equipment. This paper de-
scribes new advances that we have developed for Midas project. This project is 
being developed in the Electronic Technology Department of the University of 
Seville and its aim is to detect non-technical losses in the database of the 
Endesa Company. The main symptom of a NTL in a customer is an important 
drop in his billed energy. Thus, a main task for us is to detect customers with 
anomalous drops in their consumed energy. Concretely, in the paper we present 
two new algorithms based on a regression analysis in order to detect two types 
of patterns of decreasing consumption typical in customers with NTLs.  
Keywords: Non-technical loss, power utility, data mining, regression analysis, 
Pearson correlation coefficient. 
1   Introduction 
A non-technical loss (NTL) is defined as any consumed energy or service which is 
not billed because of measurement equipment failure or ill-intentioned and fraudulent 
manipulation of said equipment. Although in the literature there are many works and 
researches [1-10], however there is not too much research about NTL detection in 
power utilities [11-16] although as we have said and it is verified the NTLs are very 
extended in this field. Thus, current methodology work by the electrical companies in 
the detection of NTLs is basically of two kinds. The first one is based on making in-
situ inspections of some users (chosen after a consumption study) from a previously 
chosen zone. The second one is based on the study of the users which have null con-
sumption during a certain period. The main problem of the first alternative is the need 
for a large number of inspectors and, therefore, a high cost. The problem with the 
second option is the impossibility of detecting users with non-null consumption (these 
are only the clearest cases of non-technical losses). Nowadays, data mining tech-
niques [17-18] are being applied to multiple fields and detection of NTLs is one field 
in which it has met with success recently [19-22].   This paper describes new advances 
in the data mining process included on a proto-type for NTL detections from the 
databases of the Endesa Company. The work is
 
within the framework of MIDAS project which we are developing at the Electronic 
Technology Department of the University of Seville with the funding of the electrical 
company.  
We have presented results in MIDAS project using a detection process based on 
extraction rules and clustering techniques [23-24]. We are currently working on an 
additional line in order to detect other type of NTLs. The aim of this new line is the 
identification of patterns of drastic drop of consumption. It is because we know that 
the main symptom of a NTL is a drop in the billed energy of the customers.   
Our algorithms are based on a regression analysis on the evolution of the consump-
tion of the customer. The aim is to search strong correlation between the time (in 
monthly periods) and the consumption of the customer. The regression analysis 
makes it possible to adjust the consumption pattern of the customer by means a line 
with a slope. This slope must be indicative of the speed of the drop of the consump-
tion and, therefore, the degree of correlation. Although the concept is quite simple we 
have developed this idea and we have reached two more-complex algorithms which 
make it possible to identify with a high grade of accuracy two type of suspicious (and 
typically corresponding to NTL) drops. The algorithms were programmed with SPSS 
Clementine (in version 11) [23-24].  
2   Selection of Customers for the Analysis 
For the development and tests of the algorithms we selected a sample set made by 
customers with rate 3.0.2 and 4.0. These types of rates are basically assigned by the 
Endesa Company to identify the enterprises whose contracted power is greater than 
15 KW. Besides, concretely inside this set, we used those customers with a very high 
contracted power (>40 KW). We chose 40 KW as lower limit in order to reach a total 
number of customers manageable for an analysis in detail and, at the same time, with 
the highest expected consumptions (and therefore to get in this way that each detected 
NTL supposed large among of recovered energy). This sample set was reached for the 
most important region of the Endesa Company: Catalonia (our objective in the future, 
once completed the validation of the algorithms with this region, will be to apply to 
all the regions of the Endesa Company as well as the remaining rates).  
We configured an analysis period of 2 years which were a time enough to see a 
sufficiently detailed evolution of the consumption of the customer and, on the other 
hand, not too long to register along the contract the possible changes of type of busi-
ness or the changes in the consumption habits of the client. With these customers we 
generated a table from which included condensed all the information of consumption 
and type of contract for each customer: reading values of the measurements equip-
ment, bills from the last 2 years, amount of power contracted and the type of customer 
(private client or the kind of business of the contract), address, type of rate, etc. Thus, 
with this information in our study we could access to the type of customer as well as 
the evolution of its consumption in the last two years.  
An interesting point of the pre-processing was the one concerning the reading val-
ues of the measurement equipment. Normally, the consumption billed is the result of 
consumption read, but this is not always true. If the company has no access to the 
data, and there is no doubt consumption has been made, the company experts estimate 
the actual consumption, based on the recent historic. Severe and continuous differ-
ences between read data and billed data show abnormal behavior. In this sense, a 
filling up of missing values is performed.   
Additionally to the previous selection we carried out a filtering of those customers 
with:  
- Very low consumption (1000 KWs in the two years). This filter was carried
out because the study of the consumption pattern of these customers is very
limited and, besides, these customers are detected in the inspections of the
company.
- Less number of reading values from the measurements equipment (under 10
from the 24 months of the analysis).  We filtered those customers because our
algorithms would be based on the consumption pattern of each customer and it
was very difficult to study with less reading values. Besides, these customers
with few reading values were not our objective because the Endesa Company
has got its own methods in order to have identified them and to carry out the
alerts to its inspectors if it is necessary.
- Without some reading value in the four last months. It was important that the
customer had some reading value in these four months because it was neces-
sary in order to carry out a precise process of the previously-described filling
up of the reading values (since without final reading values it was not possible
to adjust intermediate values).
Once carried out the selection and filtering of the sample set we had with a set of 
24771 customers for our analysis.  
3   Algorithm Based on Regression Analysis 
As we mentioned previously, an evident symptom of an anomalous consumption of 
the customer and for the detection of NTLs in the customers is a drastic drop of their 
consumption. These drops can be due to a real slope of the consumptions of the cus-
tomers (e.g. due to a change of type of contract or by a different use of the consumed 
energy). But, in turn, these slopes can be due to failures in the measurement equip-
ment or voluntary alterations of this equipment (both cases generates NTLs to the 
company and therefore loss of money for it). 
On the other hand and as it is known, correlation and regression analysis are statis-
tical tools for the investigation of relationships among the evolutions of different 
variables. Usually, the investigator seeks to ascertain the causal effect of one variable 
upon another (in our case consumption upon time). The goal of regression analysis is 
to determine the values of parameters for a function that cause the function to best fit 
a set of data observations that you provide (and therefore, at the same, to reach a de-
gree of correlation). In linear regression, the function is a linear (straight-line) equa-
tion. For example, if we assume the value of an automobile decreases by a constant 
amount each year after its purchase, and for each mile it is driven.  
We developed two complementary algorithms based on a linear regression analysis 
of the consumption pattern. Our objective was, on the one hand, the detection of those 
customers with dependence between consumption and time, and on the other hand, if 
this dependence was with decreasing consumption. 
The first algorithm was based on the Pearson correlation coefficient, and the sec-
ond one was based on a windowed regression analysis of the two years of consump-
tion of each customer.  
3.1   Algorithm Based on the Pearson Correlation Coefficient 
In statistics, the Pearson correlation coefficient (r) [25-26] is a measure of how well a 
linear equation describes the relation between two variables X and Y measured on the 
same object or organism.  
The result of the calculus of this coefficient is a numeric value from -1 to 1. A 
value of 1 shows that a linear equation describes the relationship perfectly and posi-
tively, with all data points lying on the same line and with Y increasing with X. A 
score of -1 shows that all data points lie on a single line but that Y increases as X 
decreases. At last, a value of 0 shows that a linear model is inappropriate – that there 
is no linear relationship between the variables.  
Our objective with this first algorithm was to identify those customers with impor-
tant continuous drop in their consumption and, therefore, whose pattern of drop was 
very close-fitting to a linear equation. Thus, with this objective we identified and 
studied those customers with a Pearson coefficient near to -1. 
The Pearson coefficient (r) is calculated by means the following equation: 
    (1) 
Where Cov(X,Y) is the covariance between X and Y. SXSY is the product of the stan-
dard deviations for X and Y.  
Thus, the result of this coefficient is interpreted as follows: 
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Fig. 1. Interpretation of the Pearson correlation coefficient 
We applied this coefficient to the sample set, sorting the table by increasing Pear-
son coefficient and we obtained surprising results. We could observe many customers 
with strong (and some ones almost perfect) negative correlation. Thus, we could 
count 331 customers with r below -0.75 (the resultant histogram for negative values 
of r is showed in figure 2). 
In figure 3 it is showed the scaled consumption of four customers with strong nega-
tive correlation. All the customers with strong correlation were suspicious of having 
some type of NTL (because is very strange a drop in consumption so pronounced and 
Fig. 2. Histogram for negative values of r in the sample set 
Fig. 3. Examples of customers with strong negative correlation 
continuous in time) and they were proposed to be inspected in-situ by the inspectors 
of the Endesa Company (the results are remarked in paragraph 4 of the paper).   
Thus, with this first algorithm we could detect with a high grade of accuracy those cus-
tomers with a continuous drop in their consumption. The issue was that also were interest-
ing those customers that their consumption was steadied with low values after falling. This 
last type of customers could not be detected with this algorithm. Thus, we developed a 
complementary method to this first algorithm based on a windowed algorithm. 
3.2   Algorithm Based on a Windowed Linear Regression Analysis 
The objective of this algorithm was to detect customers that their consumption was 
steadied with low values after falling and therefore with the consumption pattern of 
figure 4. It is important to emphasize that we were looking for customers with low 
consumption in the last months (but it was not interesting the customers which have 
got null-consumption in these months due to that they are already detected by the 
Endesa Company in its internal inspections).  
Month
C
on
su
m
pt
io
n
Month
C
on
su
m
pt
io
n
1st. Algorithm 2nd Algorithm
Fig. 4. Consumption patterns searched with first and second algorithm 
In order to get our objective we designed an algorithm by means the analysis of the 
consumption of the customer in two windows (each window with the half of the con-
sumption values of the customer). For the first window we used the Pearson correla-
tion coefficient (searching for values near to -1). On the other hand, for the second 
window we used a linear regression analysis [26] in which we searched for slopes 
near to 0 and non-zero offsets for this line. Thus, the Pearson coefficient for the first 
window (the 12 first consumption values) was calculated with the equation (1). While 
the values of the linear regression analysis for the second window (corresponding to 
the 12 last consumption values) were calculated in this way: 
      (2) 
Once calculated these values, we applied the following rule in order to extract those 
customers with a pattern similar to figure 4: 
Abs(β_w2)<30 and Average_w2<(Maximum/5) and  
  Average_w2>(Maximum/100) and R_w1 <  -0.5      (3) 
Where Abs(β_w2) is the absolute value of β for the second window (we took the abso-
lute values in order to identify in this second window those customers without slope 
in their consumption or very low –positive or negative-), Average_w2 is the average 
of the consumption for the second window, Maximum is the value maximum of the 
reading values of the customer, and R_w1 is the Pearson coefficient for the first 
window. The meaning of this rule implies an important drop in the first year and a 
stabilization of the consumption with low values (but not null) with respect to the 
total consumption of the customer.  
Applying this rule on our sample set we obtained 81 customers. Through a display 
of their consumption, we could verify that these clients had the pattern of Figure 4. In 
Figure 5 we can observe the patterns for four customers of these 81.   
Fig. 5. Examples of customers detected with second algorithm 
4   Results and Conclusions 
NTL is an important issue in power utilities because it has a high impact on company 
profits. Despite this, nowadays the methodology of detection of NTL of the compa-
nies is not very advanced as these companies used detection methods that do not ex-
ploit the use of data mining techniques. We have developed methods to detect NTLs 
and we have tested them on a real database supplied by the Endesa Company.  
Concretely, in this paper we have presented a line of work based on the detection 
of consumption drops by means of two algorithms which use regression analysis. 
Thus, we obtained a list of customers with evident and suspicious drops of consump-
tion. We selected a sample of the 80 more representative customers (40 customers 
with each one of the two algorithms) who had clearer drop in the consumption. These 
cases could be due to a drop of electrical demand for their business but never due to a 
low contract because in that case they would have reading information in their equip-
ment. Therefore, it was interesting as additional information to study the type of busi-
ness of these suspicious customers in order to know if it was a business in which the 
demand is currently falling (e.g., currently, the construction business in Spain). Thus, 
we studied the business information for each customer in order to be able to control 
this fact and to avoid unnecessary inspections. It is known by the inspectors of the 
Company that the following types of business are more likely to have consumption 
drops innate to their use of the energy (and not due to possible NTL): wells, lightings, 
irrigation pumps, water purification and construction (previously mentioned). So, 
from the 80 detected customers, we filtered those with these types of contracts and we 
obtained a definitive list of 62.   
Currently, the Endesa Company is carrying out inspections with a set of customers 
from the ones who were detected by our methods. Up to now, with the results ob-
tained in the inspections, we have reached an around 38% of success. The total These 
results are considered very satisfactory taking into account, first, the rate of success of 
the Company in its routine inspections (less than 10%) and, second, the less input 
information used in our algorithms (basically the evolution of the consumption of the 
customer).  
To date, the total energy recovered with our prototype stands at about 2 millions of 
kWh, which implies a large amount of money saved for the Endesa Company. This is 
allowing us to continue working with guaranties in our project. Thus, in order to im-
prove the filtering process previous to the in-situ inspections, we are currently work-
ing on an expert system that takes as input all this information from the database and 
carries out the task of hand analysis. It is to complete our detections with more infor-
mation that can be determining the decision to inspect in situ that customer (as for 
example the type of business, the stationary consumption in some types of business or 
even the location of the customer).  
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