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Abstract—We introduce two support vector machine (SVM)-
based approaches for solving antenna problems such as
beamforming, sidelobe suppression, and maximization of the
signal-to-noise ratio. A basic introduction to SVM optimization is
provided and a complex nonlinear SVM formulation developed to
handle antenna array processing in space and time. The new opti-
mization formulation is compared with both the minimum mean
square error and the minimum variance distortionless response
methods. Several examples are included to show the performance
of the new approaches.
Index Terms—Antenna arrays, beamforming, kernel method,
Mercer’s kernels, support vector machines.
I. INTRODUCTION
SUPPORT vector machines (SVMs) have shown severaladvantages in prediction, regression, and estimation over
some of the classical approaches in a wide range of applications
due to their improved generalization capabilities (see, e.g.,
[1]). SVMs are good candidates for tackling antenna problems
such as beamforming, direction of arrival estimation, siledobe
suppression, and antenna array processing in general. They can
also be used in classification problems with radar and remote
sensing [2], [3]. An SVM is a supervised computer learning
method that exploits prior knowledge of similar scenarios and
functions to identify unknown (never experienced before) cases
or similar functions. Once the SVM has been trained, then all
future unknown cases that the SVM sees can be identified in
“real time.”
In this paper, we introduce the basic framework of the SVM
approach as applied to antenna arrays. Array signal processing
involves complex signals, for which a complex-valued formu-
lation of the SVM is needed. We introduce this formulation by
taking into account the real and imaginary parts of the error in
the primal optimization and then proceeding as usual in SVM
methodology [1] to solve a complex valued constrained opti-
mization problem. The resulting algorithm is a natural counter-
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part of the real valued support vector regression (SVR), which
can be immediately applied to array signal processing. Addi-
tionally, we introduce the e-Huber cost function in order to make
the regression more robust in the presence of different noise
sources [4].
The nonlinear formulation of SVM is derived for both space
and time processing purposes. We call these methods SVM
with temporal reference (SVM-TR) and SVM with spatial
reference (SVM-SR). Furthermore, we develop approximations
that result in the nonlinear counterparts of the minimum mean
square error (MMSE) and the minimum variance distortionless
(MVDR) methods. We call these methods kernel temporal
reference (kernel-TR) and kernel spatial reference (kernel-SR)
processors. The newly developed formulation is applied to
optimizing the beamforming from an array antenna and maxi-
mizing its signal-to-noise ratio.
II. OPTIMUM LINEAR BEAMFORMERS
Let an element array antenna receive signals from dif-
ferent directions of arrival (DOAs) , . The
matrix form of the array snapshot is
(1)
where is the vector of incoming signals, represents the
time instant, is the matrix of steering vectors of the incoming
signals
(2)
with
(3)
where is the wavelength, represents the distance between
elements of the array, and stands for the additive white
Gaussian noise (AWGN) vector.
The spatial correlation matrix of the received noisy signals is
(4)
where is the autocorrelation matrix of the incoming signals
and is the noise power, and and are the eigenvalues
and eigenvectors of , respectively.
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The output of the beamformer is a linear combination of the
outputs of the elements that can be expressed as the dot product
(5)
where is the estimation of the desired signal at the output of
the beamformer and is the output error, which is in practice
due to the errors on the parameter estimation and to the input
signal noise.
Provided that certain transmitted data are known for training
purposes, one may apply the MMSE criterion to the received
signal, which leads to the well-known (and widely used) Wiener
solution
(6)
where is the cross-correlation between the desired output and
the incoming signal.
If the DOA of the desired signal rather than a training burst is
known, then a spatial reference procedure must be applied. For
beamforming purposes, one must minimize the output energy
(7)
while, simultaneously, keeping constant the amplitude of the
output corresponding to the desired angle of arrival; this is
where is the steering vector corresponding to the
desired direction of arrival and is the desired response to .
The optimization of this problem leads to the solution
(8)
which is the well-known MVDR method [5].
The most obvious advantage of nonlinear approaches over the
previous linear approaches is that there is a higher chance of de-
tecting the desired signals when there are more signals (desired
plus interferences) than elements. The only constraint for the
separation of signals to be possible is that two different signals
corresponding to different symbols must have a low correlation,
that is, they must be in different regions in the space. This fact
is illustrated in Fig. 1. In this figure, the horizontal and vertical
axes represent the real part of the outputs and 1 of a
two-element array receiving a binary phase-shift keying signal
from a desired source corrupted by Gaussian noise and two in-
terefering signals. The different clusters show signals of class
1 (circles) and 1 (dots). The signal is applied to a nonlinear
receiver, which constructs a boundary (solid lines) to classify the
data. As the nonlinear processor has the ability of constructing
a nonlinear boundary, the data can be separated. The dotted line
represents the boundary constructed by a standard linear pro-
cessor using the least squares (LS) criterion. As can be seen in
the figure, this boundary is useless in classifying the data. Next
Fig. 1. Real part of the separating boundaries of the (continuous line) SVM-TR
and (dashed line) linear MMSE algorithms applied to an array of two elements
with a desired DOA of 0 and two interferent signals at  10 and 20 . Dots
and circles correspond to +1 and  1 symbols.
we will show how it is possible to use SVMs to construct non-
linear equivalents of algorithms (6) and (8).
III. ROBUST COST SUPPORT VECTOR REGRESSION IN THE
COMPLEX PLANE
In order to present our approach, we first develop the linear
SVM algorithm, which is presented here in its complex format
(see [6] for more details). This is necessary in order to deal with
the electromagnetic signals when there is information present si-
multaneously in the in-phase and quadrature-phase parts of the
incoming signals. The nonlinear extension is achieved through
a projection of the incoming snapshots to a higher dimensional
Hilbert space using a nonlinear transformation. Next, we intro-
duce some of the basics of SVM.
A. Support Vector Regression
The data model for the antenna beamformer can be written as
(9)
The SVM regression approach [7] can be applied to solving
this model. The main idea of SVMs is to obtain a solution that
jointly minimizes the norm of and a cost function of the
errors. Due to the minimization of the weight vector norm, the
solution will be regularized in the sense of Tikhonov [8], hence
improving the generalization performance.
In antenna array processing, the received data are bandpass
and not necessarily hermitic with respect to the central fre-
quency. Thus, their low-pass equivalent is a complex number,
and hence, there is a need for the formulation of the SVM in
the complex plane. A simple solution consists of expressing
the error in real and imaginary parts and inserting them in the
SVM formulation [9].
Let the set , be a set of snapshots and the
corresponding desired signals, all of them available for training
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purposes. The SVM regressor is, thus, the one that minimizes
the functional
(10)
subject to constraints
(11)
where is the tradeoff parameter between the minimization of
the norm (to improve generalization ability) and the minimiza-
tion of the errors [10]. The quantities , , , and
are the slack variables or losses associated with each sample
. Slack variables are used to convert the constraints in (11)
to equalities. The optimization is intended to minimize a cost
function over these variables. The parameter is used to allow
those slack variables for which the error is less than to be zero.
This is equivalent to the minimization of the so-called -insen-
sitive (or Vapnik’s) loss function [10], whose expression is
(12)
The optimization of the above constrained problem is solved
by constructing a Lagrange functional with multipliers ,
and , applied to the real and imaginary parts of constraints
(11). It leads to the explicit SVM solution, given by
(13)
If one applies this solution to the Lagrange functional, the fol-
lowing dual functional is obtained (see details in [6]):
(14)
where is the Gram matrix whose element is given by
the dot product
(15)
and , where , , , and are
column vectors containing the Lagrange multipliers. The dual
is minimized with respect to these Lagrange multipliers.
Dual (14) involves the Gram matrix of the dot products
of the data vectors . This matrix may be almost singular.
To avoid this numerical inconvenience, a small diagonal is
added to the matrix prior to the numerical optimization. Thus,
the dual that is always used in practice is
(16)
Functional (16) can be derived by applying a modified cost
function that combines both -insensitive and Huber [11] cost
function, which was introduced in [12] for SVM applied to
system identification. The cost function has the expression
(17)
where . Using this cost function leads to the
Lagrange multipliers [9]
(18)
It can be shown that for , only a subset of Lagrange mul-
tipliers will be nonzero. The samples associated with the
nonzero Lagrange multipliers are the so-called support vectors
(SVs).
The cost function in (17) provides a functional that is numeri-
cally regularized by the matrix . The cost function is quadratic
for the data that produce errors between and and linear
for errors above . Thus, one can adjust the parameter to
apply a quadratic cost for the samples that are mainly affected
by thermal noise (i.e., for which the quadratic cost is maximum
likelihood). The linear cost is then applied to the those samples
corrupted by impulse or other non-Gaussian, or high amplitude
noises. Using a linear cost function, the contribution of these
samples to the solution will not depend on its error value but
only on its sign, thus avoiding the bias that a quadratic cost func-
tion produces.
B. The Mercer Theorem and the Nonlinear SVM
A theorem provided by Mercer [13] in the early 1900s
is of extreme relevance because it extends the principle of
linear SVM (minimization of a regularized cost with linear
constraints) to the nonlinear case. The basic idea is that vectors
in a finite dimensional space (called input space) can be
mapped to a higher (possibly infinite) dimension in Hilbert
space provided with a dot product, through a nonlinear
transformation . A linear machine can be constructed in a
higher dimensional space [14], [15] (often called the feature
space), which will be nonlinear from the point of view of the
input space.
Mercer’s theorem shows that there exist a function
and a dot product
(19)
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if and only if is a positive integral operator on a Hilbert
space, i.e., if only if, for any function for which
(20)
the inequality
(21)
holds. Hilbert spaces provided with dot products that fit
Mercer’s theorem are often called reproducing kernel Hilbert
spaces (RKHSs).
The first kernels to be proven to fit Mercer’s theorem were
the homogeneous polynomial kernel
(22)
and the inhomogeneous polynomial kernel
(23)
Another important kernel type is the Gaussian kernel because it
is widely used in many practical applications. Its expression is
(24)
In this case, the corresponding nonlinear mapping is not explicit
and the dimension of its Hilbert space is infinite.
C. Construction of a Nonlinear Support Vector Regressor
A nonlinear SVM can be constructed by mapping the in-
coming data into a RKHS using a nonlinear transforma-
tion . The dot product of the corresponding spaces can be
expressed as a function of the input vectors as in (19).
The Gram matrix of the dot products can be expressed as
(25)
where and represent the mapped
input vectors to a (possibly infinite dimension) RKHS. Note
that the nonlinear transformation does not need to be explicitly
known to construct the nonlinear SVM because the only needed
operator is the dot product or, equivalently, the kernel.
The solution for the linear SVR is given by a linear combina-
tion of a subset of the training data mapped into the RKHS
(26)
The expression of the regressor is now
(27)
where the bias is added because the data are not necessarily
centered around the origin in the Hilbert space. Plugging (26)
into (27) yields
(28)
The resulting machine can now be expressed directly in terms
of the Lagrange multipliers and the kernel dot products. In order
to solve the dual functional which determines the Lagrange mul-
tipliers, the vectors are not required either, but only the Gram
matrix of the dot products between them. Here the kernel is
used to compute this matrix, as in (19).
Once this matrix has been computed, solving for a nonlinear
SVM is as easy as solving for a linear one. It can be shown that
if the kernel fits the Mercer theorem, the matrix will be positive
definite [13].
In the following sections, we introduce four alternatives in
using the above mentioned techniques for nonlinear antenna
array signal processing.
IV. NONLINEAR ARRAY PROCESSORS WITH
TEMPORAL REFERENCE
Let us assume that no knowledge about the desired direction
of arrival is available but that there is a sequence of data avail-
able for training purposes. The output of the nonlinear beam-
former given the training data is then
(29)
One can apply the procedure in Section III and obtain a solu-
tion for the beamformer of the form (28) by solving the dual
functional (16) where the elements of matrix are the kernel
dot products (see also [2] and [4]). This
is the simplest solution, and, as there is a training sequence,
it constitutes an SVM array processor with temporal reference
(SVM-TR).
In this case, the following property holds.
Property 1: The SVM-TR processor approaches the Wiener
(temporal reference) processor as and .
Proof: If we choose and in (18), the
Lagrange multipliers are equal to the estimation errors, that is,
. Under these conditions, the dual functional (16)
can be rewritten as
being a column vector containing the errors . If this func-
tional is minimized with respect the errors, the following ex-
pression holds:
(30)
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and, taking into account that and that ,
the weight vector can be straightforwardly isolated as
(31)
where and .
Under these conditions, and assuming that parameters are
necessarily a combination of the data of the form , the
solution for the multipliers of (28) is
(32)
which is a kernelized version of the Wiener equation (kernel-
TR).
V. SVM ARRAY PROCESSOR WITH SPATIAL REFERENCE
A. Formulation of the Processor
A kernel array processor with a spatial reference must in-
clude a minimization of the output power similar to those of the
MVDR in (8). A simple solution to include the power minimiza-
tion in a linear support vector beamformer has been introduced
in [16]. Here we present a different approach based on the same
idea, with a direct complex formulation and a nonlinear solution
(SVM-SR).
Let us assume now that the direction of arrival, rather than a
training sequence, is known by the receiver. Then, one can write
the following primal functional similar to (7):
(33)
where the autocorrelation matrix has the expression
(34)
We apply a kernelized version of the constraints of the standard
MVDM but adapted to the SVM formulation of Section III. Let
us assume a quadrature amplitude modulation (QAM) and let
, , be all the possible transmitted symbols. Then,
the set of constraints is
(35)
The difference between these constraints and those of the
linear MVDR is that in the linear case, we use constant as the
required output to input . If the input is multiplied by a com-
plex constant, then the output will be equally scaled. This is not
the case here because we deal with a nonlinear transformation.
Thus, we must specify in the constraints all possible complex
desired outputs .
Applying Lagrange analysis to primal functional (33) gives
the result
(36)
where . Applied to the primal,
the previous result leads to the dual
(37)
A regularization term naturally appears from the application of
the -Huber cost function (17).
B. Eigenanalysis in the Feature Space
The algorithm as explained above is not solvable due to the
fact that we do not have access to the data into the feature space
but only to the original Gramm matrix . But we still can in-
directly solve the problem applying kernel principal component
analysis (KPCA) techniques [17]. Let the autocorrelation ma-
trix in the feature space be defined as in (34). Expressing the in-
verse of the autocorrelation matrix as , one
can rewrite the dual as
(38)
The optimization of the dual (38) gives us the Lagrange multi-
pliers from which one can compute the optimal weight vector
(36).
The eigenvalues and eigenvectors of satisfy
(39)
The eigenvectors can be expressed as a linear combination of
the data set as
(40)
and plugging (40) in (39) and premultiplying by , we get
(41)
Using the definition (25) of the Gram matrix and simplifying,
we obtain
(42)
The first implication of this equation is that if is an eigenvalue
of , then is an eigenvalue of and the matrix of coef-
ficients is the corresponding eigenvectors of . Thus
(43)
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The fact that the eigenvectors of must be normalized yields
to the normalization condition . Also, in order to
compute the eigenvectors of , it is assumed that the data are
centered around the origin, which is, in general, not true. There-
fore, for the sake of simplicity, we will assume that the data are
centered and, at the end of the analysis, we will force that situ-
ation as is done in [17].
Putting (40) in (38) gives the result
(44)
Using (43) yields to
(45)
This expression contains now two matrices that can be
computed. The first one is the Gram matrix of kernel products
whose elements are defined in (19). The second one is the
matrix whose elements are . This
dual functional can be optimized using a quadratic program-
ming procedure (see, e.g., [18]).
Putting (40) into (36) gives the expression of the weights as
a function of the dual parameters
(46)
and then the SVM output for a snapshot can be expressed
as
(47)
where is the vector
of dot products of the vector with all the training vectors
, .
C. Centering the Data in a Hilbert Space
In order to be able to find the autocorrelation matrix, the
above algorithm, as is explained, assumes that data are centered
in the origin in the feature space, which can be done by trans-
forming all samples as
(48)
and computing its Gram matrix gives
(49)
where is an matrix whose elements are equal to 1 .
We also need an expression to apply the same transformation
to the new data during the performance phase. For each new
snapshot that arrives to the receiver, the dot products with all the
support vectors must be computed in order to obtain the output
(47). The vector of dot products of the matrix of centered
training vectors and a new centered snapshot in the feature
space can be expressed as [17]
(50)
where is a row vector whose elements are equal to 1 .
D. Approximation to Nonlinear MVDM
The above algorithm combines the generalization proper-
ties of the SVM with the interference rejection ability of the
MVDM. The main drawback of that algorithm is its compu-
tational burden. In addition to a number of matrix operations,
a quadratic optimization procedure is needed to optimize the
dual functional (38). Nevertheless, an alternative solution can
be used in order to avoid the quadratic optimization.
We can reformulate the above as follows.
Property 2: The SVM-SR approaches the MVDR in the
Hilbert space as and
Proof: If we choose and , then the La-
grange multipliers are equal to the estimation errors, that is,
. Under these conditions, one can rewrite the dual
(37) as
(51)
The optimization of the functional with respect to the errors is
solved by computing its derivative and equaling it to zero. This
gives the result
(52)
Taking into account that and isolating the
weight vector, we obtain the following result:
(53)
which is the kernel counterpart of the MVDR of (8), except for
a numerical regularization term (kernel-SR processor).
Putting that equation and result (53) together, the following
approximation can be made:
(54)
From (54), the following expression can be derived:
(55)
which is an approximate solution of the optimization for ,
, and .
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Fig. 2. BER performance, as a function of Gaussian RBF kernel parameter
, of the SVM-TR (squares) and the SVM-SR (circles) in an array of seven
elements and with three interferent signals. Continuous line corresponds to the
performance of the linear algorithms.
Setting to zero is justified by the fact that, for the case of
data corrupted by Gaussian noise, the optimum value of is
proportional to the noise standard deviation [19], [20]. Thus, in
many situations, this noise deviation is small enough to make
negligible. Also, if the noise is Gaussian, it is reasonable to make
big enough to consider cost function (17) only quadratic, as
then it will approach the optimal cost function from a maximum
likelihood viewpoint.
VI. RESULTS
We compare the temporal reference and the spatial reference
array processors to the linear MMSE and MVDM in three ex-
periments. The kernel that has been used in all simulations is the
Gaussian radial basis function (RBF) of (24). Parameters and
have been chosen by sweeping in the first experiment and as-
sessing that there is not a dramatic sensitivity of the algorithms
to these parameters. Parameters and have been chosen for
the nonlinear approaches using the criteria introduced in [19]
and [20]. The scenario consists of a multiuser environment with
four users, one of which is the desired user and the rest are
considered interferences. Each one transmits a statistically in-
dependent quadrature phase-shift keying signal. The signal is
corrupted by AWGN. The desired signal is a train of bursts with
a preamble of 100 training bits plus 1000 test bits.
In the first experiment, we measure the bit error rate (BER)
of the algorithms as a function of the kernel parameter for
arrays of five and seven elements. Interferences have DOAs of
10 , 20 , and 10 and unitary amplitudes. The desired signal
comes from a DOA of 0 and has the same amplitude.
Fig. 2 depicts the BER performance as a function of the RBF
kernel width for the temporal and spatial reference algorithms
optimized using SVM. Fig. 3 compares the temporal and spatial
approximate algorithms (i.e., kernel-TR and SR). For these fig-
ures, the array had seven elements, and the noise power was of
1 dB. Figs. 4 and 5 show the same comparisons for an array
of five elements and a noise power of 6 dB.
When the number of array elements is high enough, the non-
linear spatial reference algorithms have a good performance and
are less sensitive than the time reference algorithms with respect
Fig. 3. BER performance, as a function of Gaussian RBF kernel parameter
, of the kernel-TR (squares) and the Kernel-SR (circles) in an array of seven
elements and with three interferent signals. Continuous line corresponds to the
performance of the linear algorithms.
Fig. 4. BER performance with respect to the parameter  of the SVM-TR
(squares) and the SVM-SR (circles) with Gaussian RBF kernels in an array of
five elements and with three interferent signals. Continuous line corresponds to
the performance of the linear algorithms.
Fig. 5. BER performance with respect to the parameter  of the kernel-TR
(squares) and the Kernel-SR (circles) with Gaussian RBF kernels in an array
of five elements and with three interferent signals. Continuous line corresponds
to the performance of the linear algorithms.
to . Using fewer elements, the performance of the spatial ref-
erence algorithms degrades, while the temporal reference algo-
rithms are able to solve the problem, due to the fact that they use
more information to construct the separating hyperplane.
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Fig. 6. Radiation pattern of the (continuous line) SVM-TR and (dashed)
SVM-SR with Gaussian RBF kernels in an array of seven elements and with
one interferent signal at a DOA of  10 . Dots corresponds to the beam of the
linear MVDM.
Fig. 7. Radiation pattern of the (continuous line) kernel-TR and (dashed)
kernel-SR with Gaussian RBF kernels in an array of seven elements and with
one interferent signal at a DOA of  10 . Dots corresponds to the beam of the
linear MVDM.
In the second experiment, we compute approximate beam
shapes of the TR and SR algorithms. They have been computed
by measuring the response of the systems to different DOAs.
The number of elements for this experiment was seven, the de-
sired signal has a DOA of 0 , and there is an inerferent at 10 .
Fig. 6 shows the results for the SVM-TR and SVM-SR, and
Fig. 7 shows the results for the kernel-TR and kernel-SR algo-
rithms, compared to the beam shape of the linear MVDM. These
figures show an improvement of the nonlinear methods in side-
lobe amplitude reduction. Also, their interference rejection is
deeper than that of the linear algorithm, and the main lobes have
their maxima at a DOA much closer to 0 than that of the linear
algorithm.
The third experiment measures the BER of the four nonlinear
processors as a function of the thermal noise power . The
performances are compared to those of the linear MVDR and
MMSE algorithms. The array had seven elements. The inter-
ferences had DOAs of 10 , 10 , and 20 . The desired signal
had a DOA of 0 . All amplitudes were unitary. In all simu-
lations, parameters were the following: Gaussian kernel with
width , , , . Fig. 8 shows the
Fig. 8. BER performance as a function of thermal noise power for linear algo-
rithms, SVM SVM-TR, SVM-SR, kernel-TR, and kernel-SR.
results for all processors. All nonlinear approaches show sim-
ilar performance and an improvement of several decibels with
respect to the linear algorithms.
VII. CONCLUSION
We have introduced two nonlinear SVM algorithms and their
approximations to kernel MMSE and kernel MVDM that can
be used in antenna array beamforming, DOA estimation, and
sidelobe suppression of beam shaping. The introduced methods
have a clear advantage over linear MMSE- and MVDM-based
algorithms in those cases where small data sets are available for
training and where non-Gaussian noise is present. In order to
make the algorithm adequate to array processing purposes, we
first apply an alternative cost function that is suitable in prob-
lems in which there are Gaussian noise and other non-Gaussian
sources and interference in a multiuser environment. Compared
to other classical nonlinear methods, the introduced algorithms
yield a single solution, thus avoiding the local minima problem
of other approaches such as neural networks. We provided sev-
eral examples for a number of linear array antennas to demon-
strate the validity of the algorithms and how they compare with
the linear algorithms.
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