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Abstrakt
Hlavním cílem této práce je zkoumat dynamické vlastnosti Györgyi-Fieldova modelu Belousov-
Žabotinského chemické reakce. Odpovídající model o třech proměnných je zadaný soustavou
nelineárních obyčejných diferenciálních rovnic závislých na jednom parametru, který označuje
průtok. Protože některé hodnoty tohoto parametru mohou vést k chaosu, byla provedena analýza
za účelem identifikace různých dynamických režimů. Dynamické vlastnosti byly kvalifikovány a
kvantifikovány klasickými i novými technikami, jako jsou fázové portréty, bifurkační diagram,
Fourierova spektrální analýza, 0-1 test na chaos a aproximační entropie. Podrobně byla zkou-
mána korelace mezi aproximační entropií a 0-1 testem chaosu. Navíc byl zkonstruován systém tří
vnořených podintervalů parametru průtoků, pro který byl v každé úrovni vypočítán 0-1 test na
chaos a aproximační entropie, které měly stejnou strukturu. Studie vede k otevřenému problému,
zda množina parametrů průtoku má strukturu podobnou Cantorově množině.
Klíčová slova: Belousov-Žabotinského reakce; Györgyi-Fieldův model; 0-1 test chaosu; aproxi-
mační entropie; bifurkace
Abstract
The main aim of this thesis is to detect dynamical properties of the Györgyi-Field model of the
Belousov-Zhabotinsky chemical reaction. The corresponding three-variable model given as a set
of nonlinear ordinary differential equations depends on one parameter, the flow rate. As certain
values of this parameter can give rise to chaos, the analysis was performed in order to identify
different dynamics regimes. Dynamical properties were qualified and quantified using classical
and also new techniques. Namely, phase portraits, bifurcation diagrams, the Fourier spectra
analysis, the 0-1 test for chaos, and approximate entropy. The correlation between approximate
entropy and the 0-1 test for chaos was observed and described in detail. Moreover, the three-
stage system of nested subintervals of flow rates, for which in every level the 0-1 test for chaos
and approximate entropy was computed, is showing the same pattern. The study leads to an
open problem whether the set of flow rate parameters has Cantor like structure.
Key Words: Belousov-Zhabotinsky reaction; Györgyi-Field model; 0-1 test for chaos; approxi-
mate entropy; bifurcation
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1 Introduction
The study of dynamical systems has drawn interest in many scientific fields as its techniques
can be applied to solve problems from physics, biology, ecology, economics, or chemistry. The
latter one involves chemical reactions, which describe a kind of a dynamical system and can be
also modeled mathematically. This thesis deals with a class of reactions that are not driven by
equilibrium thermodynamics, the Belousov-Zhabotinsky (BZ) reaction.
The BZ reaction was originally discovered in the 1950s by Boris P. Belousov [39] when
he was studying a chemical model of the Krebs cycle. During the experiment, he observed
his solution changing colours repeatedly, instead of stabilizing, which would indicate that the
reaction proceeded to equilibrium. Later, in the 1960s, his work was took up by his graduate
student Anatol Zhabotinsky, who confirmed his results, that oscillations may be present even
in homogeneous chemical reactions. The discovery was revealed to the world in 1968 at a
symposium in Prague [39].
Since then, the reaction intrigues chemists, biologists and mathematicians alike. Its chemical
mechanism, though quite complex, can be described as a reaction of an organic substrate (usually
malonic acid), which is oxidized by bromate ions in the presence of a transition metal ion
(commonly cerium and ferroin) in an acidic solution [39]. This is described by a numerous
chemical equations. To be able to study the behaviour, simplifications were made both in
chemical and mathematical models, to better describe different aspects of the BZ reaction. The
first commonly known model is the Brusselator, which was proposed by Prigogine and Lefever in
1968. It describes the formation of dissipative structures. Later, in 1972, Field, Körös and Noyes
presented the Field, Körös and Noyes (FKN) mechanism, of which the resulting mathematical
model is the Oregonator.
In the 1970s, researchers started to study the BZ reaction taking place in flow reactors, where
reactants are continuously replenished into the solution by a constant flow of chemicals. These
continuous-flow stirred-tank reactors (CSTR) gave rise to two new features. First, multiple
steady states, where the reaction is stabilized in either reduced or oxidized state, while large
perturbations may push the reaction between the two. Second is chaos, where the reaction
oscillates irregularly and unpredictably [39].
In [40] the author studies the behaviour of the reaction through the Oregonator model
depending on one parameter, the diffusion coefficient. It is possible to find a critical value,
which splits the solution in an asymptotically stable unique solution, and a Turing instability,
as well as the existence of nonconstant steady states by a bifurcation method.
In [41], using point information gain entropy to classify images of the BZ reaction leading to
a contruction of a state trajectory.
The behaviour of the Brusselator model is studied in [34] in dependence of feedback loops.
In their absence, there are self-replicating spots which lead to a hexagonal structure. Feedback
loops induce extreme events.
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In [5] an experimental use of the BZ reaction is described for the preparation of polymeric
giant vesicles with controllable size.
A new model is taken into account in [16], a model of fractional-order BZ reaction. The
bifurcations are studied depending on two parameters. The stability of both fractional- and
integer-order systems, and the effect of slow-fast oscillations is analyzed.
In [1] the BZ reaction is used as a medium for implementation of BZ-based logical cir-
cuits. The reaction is encapsulated into vesicles. Wave formation of this excitable light-sensitive
chemical medium is then analyzed, which can be interpreted as logical information, thus theis
interaction creating logical gates.
Another use of the BZ medium is shown in [3] and is simulated based on the Oregonator
model - the modified complete Oregonator model is used. The interactions of scroll waves with
no-flux boundaries are studied based on layer thickness and intensity of illumination both by
calculations and experiments.
In [15], the authors compare two polymer chains induced by the BZ reaction. Polymer
chains are used to simulate living organisms by molecular machines, as they can generate motion
without external stimuli. A study the self-oscillating behaviour was conducted, which can be
controlled by the concentration and temperature of the reactants, which helps to design novel
autonomous molecular robots.
Chaos of the BZ reaction is studied in [6]. The reaction is taking place in a closed and
unstirred reactor. The model used is derived from the two variable Oregonator-diffusion system
and the study analyzes the relation between chemical and spatial-temporal chaos, while both
are found to originate from the reaction-diffusion-convection coupling.
Experimental evidence of chaotic oscillations in a closed well-stirred (batch) reactor is pre-
sented in [19].
The Oregonator model is used in its reduced two-variable form in [18]. The effect of applying
an electric field is studied on the travelling waves of the BZ reaction. Problems as stopping and
decelerating waves going towards the negative electrode, accelerating the waves propagating to
the positive electrode, wave reversal and splitting were addressed in this work.
Similarly in [24], wave trains are studied through the two-variable Oregonator model. The
evolution of waves is analyzed depending on numerous parameters and their values when the
dynamics are unstable, then small values of a kinetic parameter are chosen to report a complex
structure of individual waves which form the train.
The travelling waves are studied in [23], based on a kinetic parameter in the two-variable
Oregonator model. Structures of both oxidation and reduction waves are observed.
The dynamics of the BZ reaction is studied in [25]. The reaction is modelled by a set
of differential equations similar to the Oregonator. A corresponding stationary problem with
diffusion is presented and existence of non-constant positive solutions are discussed.
In [2], the BZ reaction is studied as a reaction-diffusion cell with a non-smooth feedback
mechanism consisting of varying concentrations at the boundary in response to those in the
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centre of the cell. For both one- and two-dimensional geometries and depending on the feedback
delay, stability and Hopf bifurcations were analyzed.
Chaos in the BZ reaction is simulated by a modified Oregonator model which incorporates
the parameter of the reactor in [37].
Next to studies of regular and chaotic behaviour of the reaction, also intermittent type of
chaos is experimentally verified in [4]. The results were supported by the reconstruction of
attractors as well as the Fourier spectra and Poincaré sections.
In [12], a chemical model is developed corresponding to the experimental simulations of chaos
in a CSTR at low flow rates. The continuation of this work can be found in [11], where the
model is simplified. The original which contained 11 variables had been reduced to a 3-variable
model.
The thesis is organized as follows: in Section 2, chemical reactions are introduced together
with the chemical process describing the BZ reaction. The set of corresponding differential
equations in presented in Section 3. The tools used for quantifying and qualifying dynamical
behaviour of the system are listed in Section 4. The main results obtained by phase portraits,
the Fourier spectra analysis, the approximate entropy, and the 0-1 for chaos, are contained in
Section 5. Matlab scripts for the aforementioned tools are in Section 6. Finally, the outcomes
are summarized in Section 7. The thesis ends with appendices where the copy of the submitted
paper is given for completeness and confirmation of submission to the Jimp-type journal (Journal
of Mathematical Chemistry Q2).
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2 Chemical reaction modelling
Chemical reactions are part of our everyday life, forming processes like rusting, combustion,
cooking, digestion or photosynthesis. In this section, chemical reactions as the mechanism of
transformation of certain chemical substances into new ones is described. The chemical aspects
of the BZ reaction, as an example of an oscillating chemical reaction, are analyzed.
2.1 Kinetics of chemical reactions
There are three groups of chemical species present in the reaction. The reactants, which are
present in large concentrations at the beginning of the reaction, and their concentration decrease
overtime. The products, which may be present in very small concentrations at the beginning,
and their concentrations increase with time. Finally, intermediates can be both produced and
consumed during the reaction, and their concentration is small compared to that of the reactants
and products. As an example, given the reaction
2A + B → C + 3D, (1)
the reactants are A and B, the products are C and D, and there were no intermediates. The
dynamics of this equation (1) is given by the change of concentration of the chemical species











= kreaction_rate × [A][B]. (2)
Usually, chemical systems tend to one or more temporally unchanging solutions, which can
be either a chemical equilibrium, or a chemical steady state, i.e. all state variables are constant,
as it is described in [7]. These solutions correspond to the mathematical equilibria, where the
temporal derivatives of the variables are equal to 0.
The reaction quotient for an example reaction:





RQ has the same value, called equilibrium constant, for a particular overall chemical reaction at
thermodynamic equilibrium, regardless of the initial concentrations of chemical species. How-
ever, the instantaneous RQ for an overall reaction may differ from the equilibrium constant,
resulting in the reaction spontaneously evolving toward thermodynamic equilibrium. So the
reactants turn into products or vice versa depending on the RQ being less or greater than the
equilibrium constant, and at the rate depending on the difference between the equilibrium con-
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stant and the actual RQ. For big differences, the dynamics of the system may become more
complicated, resulting in Hopf bifurcation, in which the steady state is susceptible to growing
perturbations, or the trajectories grow from the steady state monotonically.
Apart from the distance from equilibrium, the changes in dynamics depend quantitatively
on other parameters of the system too, e.g. the values of the rate constants.
As the nonlinear dynamics of chemical reactions can be very complex, it was widely studied
through the years, starting with Turing in 1952 [38] and continued by Prigogine [30], who
presented a simple two-variable model in 1968, which was later named the Brusselator. It was
a beginning of theoretical approach to oscillating chemical reactions. However, there had been
no experimental evidence of this phenomenon among homogeneous chemical reactions, and it
was thought that such behaviour occurs only in heterogeneous processes. The correspondence
between theory and real experiments was confirmed by the discovery of the BZ reaction.
2.2 The chemical mechanism of the BZ reaction
As it is shown in [7], the BZ reaction in its usual form is an oxidation of malonic acid by
bromate ions in a sulfuric acid medium, catalyzed by cerium ions. Malonic acid and cerium ions
can be substituted, but bromate ion must be present. The chemical mechanism was worked out
by Field, Körös and Noyes, therefore it is called the FKN mechanism. Its inorganic part consists
of two processes. Process A (5) occuring at high concentrations of Br−and Process B (6) at low
concentrations of Br−.
Br− + BrO−3 + 2H+ ↔ HBrO2 + HOBr (FKN1)
Br− + HBrO2 + H+ → 2HOBr + H2O (FKN2)
3Br− + 3HOBr + 3H+ ↔ 3Br2 + 3H2O (FKN3)
5Br− + BrO−3 + 6H+ ↔ 3Br2 + 3H2O (Stoichiometry FKN1 - FKN3)
3Br2 + 3CH2(COOH)2 → 3BrCH(COOH)2 + 3Br− + 3H+ (FKN4)
2Br− + BrO−3 + 3CH2(COOH)2 + 3H+ → 3BrCH2(COOH)2 + 3H2O
(Stoichiometry Process A)
HBrO2 + BrO−3 + H+ ↔ 2BrO2 + H2O (FKN5)
2(Ce(III) + BrO2 + 2H+ ↔ Ce(IV ) + HBrO2) (FKN6)
HBrO2 + BrO−3 + 3H+ + 2Ce(III) ↔ 2Ce(V ) + 2HBrO2 + H2O
(Stoichiometry FKN5 - FKN6)
HBrO2 + HBrO2 → HOBr + BrO−3 + H+ (FKN7)
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4Ce(III) + BrO−3 + 5H+ ↔ 4Ce(IV ) + HOBr + 2H2O (Stoichiometry Process B)
HOBr + CH2(COOH)2 + H+ → BrCH(COOH)2 + H2O (FKN8)
CH2(COOH)2 + 6Ce(IV ) + 2H2O → 6Ce(III) + HCOOH + 2CO2 + 6H+ (FKN9)
4Ce(IV ) + BrCH2(COOH)2 + 2H2O → 4Ce(III) + Br− + HCOOH + CO2 + 5H+
(FKN10)





At this point, Process A (5) shifts to Process B (6), as the reaction FKN5 dominates over
reaction FKN2.
The common feature of oscillating chemical reaction is visible in Stoichiometry FKN5 -
FKN6, where we can observe the autocatalysis of a molecule of HBrO2 generating two molecules
of HBrO2. Autocatalytic Process B (6) reaches a steady state with reaction FKN7 and yields
the stoichiometry Stoichiometry Process B. By FKN8, HOBr is quickly removed. The reaction
(7) form Process C, which involves intermediates, as e.g. products of partially oxidized organic
radicals. Process C also resets the BZR cycle by reducing Ce(IV ) back to Ce(III).
2.3 The Oregonator model
The mechanism described above can be reduced into a three-variable model by assuming the
basic dynamics of the full model and modifying the values of the rate constants [7]. Process A
is reduced into (8), Process B is reduced into (9), and Process C into (10).
BrO−3 + Br− → HBrO2 + BrMA (8a)
HBrO2 + Br− → 2BrMA (8b)
2Ce(III) + HBrO2 + BrO−3 → 2Ce(IV ) + 2HBrO2 (9a)
HBrO2 + HBrO2 → BrMA + BrO−3 (9b)
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Ce(IV ) → fBr− (10a)
Substituting the chemical species present as A = BrO−3 , P = BrMA, X = HBrO2, Y =
Br− and Z = Ce(IV ), and the rate constants kO1 = kfkn1, kO2 = kfkn2, kO3 = kfkn5 and
kO4 = kfkn7, the Oregonator model is given by (11).
A + Y → X + P (O1)
X + Y → 2P (O2)
A + X → 2X + Z (O3)
X + X → A + P (O4)
Z → fY (O5)
The expendable parameters are kO5 and f , is the stoichiometric coefficient determining the
amount of [Br−] produced per Ce(IV ) consumed.
The differential equation corresponding to (11) are (12).
dX
dt
= kO1AY − kO2XY + kO3AX − 2kO4X2 (12a)
dY
dt
= −kO1AY − kO2XY + fkO5Z (12b)
dZ
dt
= kO3AX − kO5Z (12c)
The steady states of the Oregonator model has been investigated using kO5 and f as bifur-
cation parameters and regions of both stable and unstable steady states were identified.
2.4 Chaos in the BZ reaction
The BZ reaction was the most studied oscillatory reaction when it came to searching for chem-
ical chaos. However, in during experiments in any closed batch reactor, the reaction approached
equilibrium. As chaos occurs only far from equilibrium, the experiments were implemented in
a CSTR. These reactors are defined by a constant flow of chemical species pumped in and out
of the reactor at a particular flow rate. It can maintain the reaction in a specific distance from
the equilibrium in a true steady state. The flow rate parameter is defined as
kf [s−1] =
experimental flow rate [mL s−1]
reactor volume [mL] .
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Table 1: Rates and rate constants of the GF model chemical scheme.
Reaction equation Rate ri Rate constant ki
(13a) r1 = k1HY X k1 = 4.0 × 106 M−2s−1
(13b) r2 = k2AH2Y k2 = 2.0 M−3s−1
(13c) r3 = k3X2 k3 = 3000 M−1s−1
(13d) r4 = k4A0.5H1.5(C − Z)X0.5 k4 = 55.2 M−2.5s−1
(13e) r5 = k5XZ k5 = 7000 M−1s−1
(13f) r6 = αk6ZV k6 = 0.09 M−1s−1
(13g) r7 = βk7MZ k7 = 0.23 M−1s−1
The dynamics of the reaction is observed depending of various values of the parameter kf ,
expecting to be closer to the equilibrium at low values, and far from equilibrium at highr values
of kf .
2.5 The Györgyi-Field model
The GF model of the BZ reaction develops a description of the reaction in terms of a set
of differential equations containing only three variables. In common with experiments, the GF
model shows both regular, intermittent and chaotic behavior. While remaining close to a real
chemical system, it is sufficiently simple to allow detailed mathematical analysis [10]. The
mechanism of the reaction is defined by the set of the following equations (13):
Y + X + H → 2V (13a)
Y + A + 2H → V + H (13b)
2X → V (13c)
0.5X + A + H → X + Z (13d)
X + Z → 0.5X (13e)
V + Z → Y (13f)
Z + M → (13g)
where the corresponding chemical components are: Y = Br-, X = HBrO2, Z = Ce4+, V =
BrCH(COOH)2 or BrMA, A = BrO3-, H = H+, M = CH2(COOH)2. The concentrations of the




The dynamics of chemical reaction is usually driven by differential equations containing
nonlinear terms and feedback loops. A three-variable mathematical model of the BZ reaction,
presented by Györgyi and Field in [10], describes the reaction taking place in a CSTR. The
corresponding set of nonlinear ordinary differential equations contains only three variables, while
still being able to accurately reproduce the behavior of the BZ reaction observed experimentally
[10] and it is based on a four-variable chemical mechanism (13), see [10].






− k1HY0xỹ + k2AH2
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X0
ỹ − 2k3X0x2 + 0.5k4A0.5H1.5X−0.50 (C − Z0z)x0.5− (14a)














































ỹ = αk6Z0V0zv(k1HX0x + k2AH2 + kf ) Y0
,
while t corresponding to time, X to HBrO2, Y to Br-, Z to Ce4+, and V to BrMA. The rate
constants and parameters used in the following computations are given in the Table 1 and 2,
respectively.
The behavior of this system depends on the inverse residence time of the CSTR, the flow
rate, noted kf [s−1]. As certain values of this parameter can give rise to chaos, the following
analysis was performed in order to identify different dynamics.
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4 Tools for dynamics detection
In this section, we present the tools, which will be used for qualifying and quantifying the
dynamical properties of the model. The following tools are demonstrated on a generic example




= −y − z, (15a)
dy
dt
= x + ay, (15b)
dz
dt
= b + z(x − c) (15c)
where x, y and z are variables, and a, b, and c are system parameters. The parameters b = 0.2
and c = 5.7 are fixed. To see the system dynamics change, parameter a will be varying from
a = 0.1 to a = 0.3.
4.1 Phase portraits
A phase portrait is a geometric representation of the trajectories of a dynamical system in
the phase space. A phase space is a space in which all possible states of a system are represented.
A point specified in this space specifies the state of the dynamical system, and vice versa. In
the phase portrait, every axis represents a degree of freedom of the system.
Let the phase space be a finite dimensional vector space Rm. A state is specified by a
vector x ∈ Rm. Then the dynamics can be described by either an m dimensional map (discrete
dynamical system) or by a system of m first-order ordinary differential equations (continuous
dynamical system).
A sequence of points xn or x(t), solving the above equations, is called a trajectory of the
dynamical system, with x0 or x(0), respectively, the initial condition. Typical trajectories will
either run away to infinity as time proceeds or stay in a bounded area. Examples of different
shapes of Rössler system’s (15) trajectories, from simple loops and regular periodic dynamics
for a = 0.1 and a = 0.15, to chaotic trajectories for a = 0.2 and a = 0.3, are given in Figure 1.
4.2 Poincaré sections
This method consists of constructing a suitable oriented surface in phase space and an
invertible map on this surface by following a trajectory of the dynamical system. The iterates
of the map are given by the points of intersection of the surface and the trajectory in a specified
direction. This results in a discrete dynamical system which also reduces the dimension of the
phase space by one. The remaining points depend on both the actual trajectory, as well as on
the chosen surface.
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Figure 1: Examples of phase portraits of the Rössler system (15) for a = 0.1 (top left), a = 0.15
(top right), a = 0.2 (bottom left), and a = 0.3 (bottom right).
In Figure 2, different Poincaré section of the same plane and different trajectories are given
for the Rössler system (15). More points of intersections arise as the dynamics of the system
becomes more complex.
4.3 Fourier spectra
The Fourier transform is used to decompose a function or a signal into its constituent fre-
quencies. It establishes a correspondence between the signal at certain times and contribution
of frequencies to the signal, and how the phases of the oscillations are related to the phases of
other oscillations.














where the frequencies are fk = k/N∆t, k = −N/2, ..., N/2, and ∆t is the sampling interval.
The periodic and chaotic dynamics show visibly distinct Fourier spectra. Periodic or quasi-
23
Figure 2: Examples of Poincaré sections of the Rössler system (15) for a = 0.1, a = 0.15, a = 0.2
and a = 0.3 (from top to bottom).
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Figure 3: Examples of frequency spectra of the Rössler system (15) for a = 0.1 (top left),
a = 0.15 (top right), a = 0.2 (bottom left), and a = 0.3 (bottom right).
periodic signals show sharp peaks at the dominant frequencies and at their integer multiples,
the harmonic frequencies, with measurement noise adding a continuous floor to the spectrum.
Chaotic signals may also have sharp spectral lines but there always exists a continuous part of
the spectrum.
The difference in the frequency spectrum of the Rössler system (15), both for regular and
chaotic cases, is shown in Figure 3.
4.4 Bifurcation diagram
Bifurcations are sudden changes in the geometry or topology of the system’s attractor at a
critical value of a parameter. The most common type is the period doubling bifurcation. At
a specific critical value of the parameter, a stable orbit of period p becomes unstable, and an
orbit of period 2p appears. This can happen multiple times with more period doublings occuring
with increasing values of the parameter, until infinite period appears and the dynamics become
chaotic.
The bifurcation diagram, see Figure 4, is the representation of changes that a dynamical
system undergo depending on a change in its parameters. The diagram is constructed as the
values visited or approached as a function of the bifurcation parameter.
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Figure 4: Example of a bifurcation diagram of the variable x of the Rössler system (15) varying
a.
4.5 Approximate entropy
The approximate entropy is a technique used to quantify the amount of regularity and
unpredictability of fluctuations in time-series. The main advantages are that it can be computed
on short time series and it allows to compare the differences in complexity of the same system
with different parameters settings, see, e.g., [28] to be detected. More complex notion of entropy
type can be found in, e.g., [17].
This method is used alongside other tools for dynamics detection, e.g. in [20] to investigate
the dynamics of an electric circuit, or in [14], where it is used to analyse electrophysiology of the
heart. Also, an accelerated modification of the original algorithm, the fast approximate entropy,
was proposed in [35].
Approximate entropy is computed using the following algorithm.
First, two parameters of the computations are set - the embedding dimension m and neigh-
borhood threshold r. Let u(t) ∈ R for t = {1, 2, . . . , N} be a time series with N obser-
vations. We form a sequence of vectors x(1), x(2), . . . , x(N − (m − 1)) in Rm, defined as
x(i) = [u(i), u(i + 1), u(i + 2), . . . , u(i + (m − 1))], where t is the observed time and m is
the embedding dimension. The distance of embedded vectors is computed as
D(i, j) = d(x(i), x(j)) = max
k=1,2,...,m
|u(i + k − 1) − u(j + k − 1)|, (18)
for i, j = {1, 2, . . . , N − (m − 1)}.
The thresholded version of the distance with threshold given by r is computed by
dr(i, j) =
{




Figure 5: The results of approximate entropy for the range of parameter a = 0.1 to a = 0.3 of
the Rössler system (15).
for i, j ∈ {1, 2, . . . , N − (m − 1)}.





N − (m − 1) . (20)
The average of logarithm of all the Cmi (r) is given by
Φm(r) = 1
N − (m − 1)
N−(m−1)∑
i=1
ln Cmi (r). (21)
Finally, approximate entropy for the finite time series with N data points is computed as
ApEn(m, r, N) = Φm(r) − Φm+1(r). (22)
For robust estimation, it was suggested by Pincus [28] the time series is containing at least 103
observations.
The results of approximate entropy for parameter a from 0.1 to 0.3 of the Rössler system
(15) is shown in Figure 5. In comparison to the bifurcation diagram 4, we observe increasing
entropy with increasing period of the system. Approximate entropy reaches its highest values
in chaotic regions of the system.
4.6 0-1 test for chaos
The 0-1 test for chaos, invented by Gottwald and Melbourne [8], is one of the methods for
distinguishing between regular and chaotic dynamics of a deterministic system. In contrast to
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Figure 6: The plot of p versus q for a = 0.1 showing regular dynamics (left) and chaotic dynamics
for a = 0.3 (right) of the Rössler system (15).
the other approaches, the nature of the system is irrelevant, thus the test can be applied directly
onto experimental data, ordinary differential equations, or partial differential equations. The
results return values close to either 0 or 1, with 0 corresponding to regular dynamics and 1
to chaotic dynamics. With its easy implementation, evaluation, and wide range of application,
using this tool for detecting chaos is becoming more popular in different fields. The most recent
publications include an alternative test in [32] for noisy data based on the 0-1 test for chaos;
improvement of the test evaluation in [21] reducing its computational complexity; investigation
of dynamics of a biological model [13] or a model of an electronic circuit [20].
As the 0-1 test was the main topic of my bachelor thesis [26], more details can be found
there.
The 0-1 test for chaos can be computed by the following algorithm [8].
Given the observation ϕ(j) for j = 1, 2, ..., N and a suitable choice of c ∈ (0, 2π), the following









for n = 1, 2, ..., N .
The variables pc and qc are bounded if the movement is regular and unbounded, like a
Brownian motion, for chaotic dynamics. The difference of a bounded and unbounded trajectory
in the (p, q)-plane is in Figure 6 for two values of the parameter a of the Rössler system (15).
The idea for the 0-1 test, first described in [8], is that the boundedness or unboundedness of
the trajectory {(pj , qj)j∈[1,N ]} can be studied through the asymptotic growth rate of its time-
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(pj+n − pj)2 + (qj+n − qj)2
is the time lapse of the duration n (n ≪ N) starting from the position at time j. As it is shown
in [8, 9], it is important to use values of n small enough compared to N , noted ncut, (n ≤ ncut).
A subset of time lags ncut ∈ [1, N/10] is advised for the computation of each Kc.
For bounded trajectories and regular dynamics, M(n) is a bounded function in time, whereas
unbounded trajectories, meaning chaotic dynamics, are described by M(n) growing linearly with
time. Thus the asymptotic growth rate of the MSD must be calculated, which correlates with
the unboundedness of the trajectory.
As proposed in [8], the modified MSD is calculated as
D(n) = M(n) − E(ϕ)2 1 − cos(nc)1 − cos c
The output of the 0-1 test for chaos is computed by the correlation method as
Kc = corr(ξ, ∆) ∈ [−1, 1]
for the vectors ξ = (1, 2, ..., ncut) and ∆ = (Dc(1), Dc(2), ..., Dc(ncut)).
The final result of the test is
K = median(Kc).
The results of the 0-1 test for chaos K for the range of parameter a = 0.1 to a = 0.3 of the
Rössler system (15) is shown in Figure 7. Values of K close to 0 correspond to the periodic
movement visible on the bifurcation diagram (Figure 4), while values close to 1 correspond to
chaotic regions. There are also few values of the parameter a, for which K are neither close to
0 nor 1. For these parameters, the 0-1 test failed to identified the dynamics of the system.
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Figure 7: The results of the 0-1 test for chaos K for the range of parameter a = 0.1 to a = 0.3
of the Rössler system (15).
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5 Main results
The results of this study were submitted to Journal of Mathematical Chemistry. The system
of ordinary differential equations (14) was solved numerically in Matlab [33] using the ode45
solver. The simulations were done depending on free parameter kf ranging from 3 × 10−4 to
5 × 10−4 with 10−7 step. Each simulation was performed for the final time τ = 100 with a
time step 10−4. To avoid the systems distortions, only the last 20% of simulations were used for
further computations. In all cases, initial conditions were set
x0 = z0 = v0 = 1.
As a main results, phase diagrams, amplitude frequency spectrums (FFT), and Poincaré
sections were done for relevant choices of the parameter kf . To illustrate changes in dynamical
behavior, bifurcation diagrams underlined by the approximate entropy and the 0-1 test for chaos
with suitable magnifications to the parameter kf were plotted.
Consequently, as a goal of this paper, bifurcation diagrams, the approximate entropy, and
the 0-1 test for chaos were computed for nested set of parameters kf . The 0-1 test for chaos splits
the values of the parameter for which regular (periodic or quasi-periodic) and irregular (chaotic)
movements appear, while the output of approximate entropy detects increasing complexity of
the investigated system (14).
5.1 Phase diagrams, the Fourier spectra, and bifurcation diagrams
Periodic as well as chaotic dynamics was identified in the studied model ((14)). For example,
in Figure 8 and Figure 9, regular movement is shown by a trivial loop (Figure 8) for kf = 3×10−4,
and a non-trivial loop (Figure 9) for kf = 3.2 × 10−4. Figure 10 gives an example of a chaotic
trajectory, that is for kf = 3.5 × 10−4.
The Fourier spectra were computed by Fast Fourier transform for kf = 3 × 10−4, kf =
3.2 × 10−4, and kf = 3.5 × 10−4, shown in Figs. 8, 9, and 10 respectively. Regular behavior is
observable for the first two and chaos in the last case.
In the case of regular movement, in Figure 8 and Figure 9, the Fourier spectra is formed by
a number of harmonic frequencies, hence the frequency of the periodic trajectory is computable.
Periodic motions of trajectory is also visible in Poincaré sections.
In the case of chaotic movement, Figure 10, the Fourier spectra is formed by a number
of harmonic components having the basic, super-harmonic, sub-harmonic, and combination
frequencies on which further motions with frequencies forming the sided bands of the dominant
frequencies are superposed. Their mutual ratio indicates the irregularity of the motion. The
character of this chaotic motion is underlined by the Poincaré section.
Next, the bifurcation diagram (constructed as a projection of a local maxima) of the model
(14) was plotted for each variable x, z and v with respect to the free parameter kf ∈ (3×10−4, 5×
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Figure 8: Phase diagram with Poincaré section by plane v = 0.8434 and Fourier transform of
variable x for kf = 3 × 10−4.
Figure 9: Phase diagram with Poincaré section by plane v = 0.8445 and Fourier transform of
variable x for kf = 3.2 × 10−4.
Figure 10: Phase diagram with Poincaré section by plane v = 0.847 and Fourier transform of
variable x for kf = 3.5 × 10−4.
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10−4) in Figure 11. In this bifurcation diagram, so-called “period doubling” and “windows”
effects are also visible. Periodic movement can be identified in the range of the parameter, e.g.,
kf ∈ (3 × 10−4, 3.24 × 10−4) and kf ∈ (3.95 × 10−4, 5 × 10−4). The interval in between these
values is interrupted by chaotic cases around kf = 3.25, and some kf ∈ (3.34×10−4, 3.65×10−4)
and kf ∈ (3.85 × 10−4, 3.9 × 10−4).
Figure 11: Bifurcation diagram of the variable x(left), z(center), v(right) kf ∈ [3×10−4, 5×10−4].
5.2 Approximate entropy
The approximate entropy was calculated using the TSEntropies package [36] for R [31]. The
computations were made for the input vector s given in a normalized form of all state variables:
s(t) =
√
x2(t) + z2(t) + v2(t),
kf ∈ (3 × 10−4, 5 × 10−4) and r = 0.1. The results of approximate entropy for all values of the
parameter kf are in Figs. 14–16
5.3 0-1 test for chaos
For these simulations, a free software environment R [31] was used including the Chaos01
package developed by T. Martinovič [22]. The position of the studied system ((14)) at any




x(j)2 + z(j)2 + v(j)2.
The dynamics of the translation components pc and qc is shown on the pc versus qc plot. An
example of a bounded trajectory is in Figure 12 on the left, and an unbounded trajectory on
the right.
Comparison of values Kc for periodic and chaotic case is shown in Figure 13, for kf = 3×10−4
and kf = 3.5 × 10−4, respectively.
The results of the 0-1 test for chaos for all values of the parameter kf are in Figs. 14–16.
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Figure 12: The plot of p versus q for c = 1.569853 for kf = 3 × 10−4 showing regular dynamics
(left) and chaotic dynamics for kf = 3.5 × 10−4(right).
Figure 13: The plot of Kc based on c for kf = 3 × 10−4 showing regular dynamics (left) and for
kf = 3.5 × 10−4 showing chaotic dynamics (right).
Figure 14: The result of approximate entropy (in blue) and the result of the 0-1 test for chaos
(in red) for kf ∈ (3 × 10−4, 5 × 10−4). The magnification in the black rectangle is shown in
Fig 15. The bifurcation diagram for variable x is shown in the background.
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Figure 15: The result of approximate entropy (in blue) and the result of the 0-1 test for chaos
(in red) for kf ∈ (3.25 × 10−4, 3.35 × 10−4). The magnification in the black rectangle is shown
in Fig 16. The bifurcation diagram for variable x is shown in the background.
Figure 16: The result of approximate entropy (in blue) and the result of the 0-1 test for chaos
(in red) for kf ∈ (3.322 × 10−4, 3.324 × 10−4). The bifurcation diagram for variable x is shown
in the background.
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6 Matlab source codes
This section presents the implementation of the BZ reaction (14) as well as the tools for
dynamics detection, such as the phase portraits, Poincaré sections, and Fast Fourier transform.
6.1 Implementation of the model
The code 1 listed below sets up the interval of the parameter kf , kf ∈ [a, b], as well as the










10 x0 = 1;
11 z0 = 1;
12 w0 = 1;
13
14 v0 = [x0,z0,w0]; %initial conditions
15
16 tspan = 0:0.0001:100; %time span
17
18 options = odeset(’RelTol’,1.e-10,’AbsTol’,1.e-10);
19 [t,v] = ode45(@(t,v)Func3(t,v,kf),tspan,v0,options);
20






Listing 1: Code for solving the set of differential equations (14).
1 function ddt=Func3(t,v,kf)
2 x = v(1);
36
3 z = v(2);
4 w = v(3);
5
6 k1 = 4*10^6;
7 k2 = 2;
8 k3 = 3000;
9 k4 = 55.2;
10 k5 = 7000;
11 k6 = 0.09;
12 k7 = 0.23;
13
14 A = 0.1; %[BrO3-]
15 M = 0.25; %[MA]
16 H = 0.26; %[H+]
17 C = 0.000833; %[Ce]
18 a = 666.7;
19 b = 0.3478;
20
21 T0 = (10*k2*A*H*C)^-1;
22 X0 = k2*A*H^2/k5;
23 Y0 = 4*k2*A*H^2/k5;
24 Z0 = C*A/(40*M);
25 V0 = 4*A*H*C/M^2;
26
27 yy = (a*k6*Z0*V0*z*w/(k1*H*X0*x+k2*A*H^2+kf))/Y0;
28
29 dxdt = T0*(-k1*H*Y0*x*yy + k2*A*H^2*Y0*X0^-1*yy - 2*k3*X0*x^2 + (1/2)*k4*A
^(1/2)*H^(3/2)*X0^(-1/2)*(C-Z0*z)*x^(1/2) - (1/2)*k5*Z0*x*z - kf*x);
30 dzdt = T0*(k4*A^(1/2)*H^(3/2)*X0^(1/2)*(C/Z0-z)*x^(1/2) - k5*X0*x*z - a*k6*V0*
z*w - b*k7*M*z - kf*z);
31 dwdt = T0*(2*k1*H*X0*Y0*V0^(-1)*x*yy + k2*A*H^2*Y0*V0^-1*yy + k3*X0^2*V0^-1*x
^2 - a*k6*Z0*z*w - kf*w);
32 ddt = [dxdt; dzdt; dwdt];
33 end
Listing 2: Implementation of (14), Func3 called by 1.
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6.2 Codes for tools of dynamics detection
In Section 4, methods for dynamics detection were introduced, such as phase portraits,
Poincaré sections, Fast Fourier transform, and bifurcation diagrams.
The Matlab code for plotting the 3D phase portrait 3 shows that we plot the last 20% of the
trajectory, in order to avoid the initial phase and reach the system’s attractor.
1 plot3(v(800000:end,1),v(800000:end,2),v(800000:end,3),’b’);
2 ax = gca;
3 ax.FontSize = 16;




Listing 3: Matlab code for 3D phase portraits drawing the system’s attractor consisting of a
3-dimensional vector v.
The code for the Poincaré sections 4 shows the construction of the plane, then finding the
intersection points, and plotting two figrues. The first shows the trajectory of the system with
the plane intersecting it. The points of intersection on the plane are shown on the second figure.
1 load(’BZ3_kff=501.mat’)
2
3 data_u = v(1:end,1);
4 data_v = v(1:end,2);
5 data_w = v(1:end,3);
6
7 % define plane
8 vec_u = [1 0 0];
9 vec_u = vec_u/norm(vec_u);
10 vec_v = [0 1 0];
11 vec_v = vec_v/norm(vec_v);
12
13 A = [0.1 0.8 0.8445];
14 t = [-0.25 0.35];
15 s = [-0.25 0.35];
16
17 % plot phase portrait




19 y = [A(2)+min(t)*vec_u(2)+min(s)*vec_v(2), A(2)+max(t)*vec_u(2)+min(s)*vec_v(2)
, A(2)+max(t)*vec_u(2)+max(s)*vec_v(2), A(2)+min(t)*vec_u(2)+max(s)*vec_v
(2)];






23 ax = gca;
24 ax.FontSize = 16;






31 intrs = [];
32 prec = 10^(-4);
33 for a = 800000:1:1000001
34 s1 = (data_v(a)-A(2)-((data_u(a)*vec_u(2))/vec_u(1))-((A(1)*vec_u(2))/vec_u
(1)))/(vec_v(2)-(vec_v(1)*vec_u(2))/vec_u(1));
35 t1 = (data_u(a)-A(1)-s1*vec_v(1))/vec_u(1);
36 z1 = A(3)+t1*vec_u(3)+s1*vec_v(3);
37 if data_w(a)>=(z1-prec) && data_w(a)<=(z1+prec) && s1>=min(s) && s1<=max(s)
&& t1>=min(t) && t1<=max(t)




42 start = intrs(1);
43 interp_x = [];
44 interp_y = [];
45 interp_z = [];
46
47 for a = 2:length(intrs)
48 if (intrs(a)-intrs(a-1)) > 1
49 if a == length(intrs)
50 stop = intrs(end);
39
51 else
52 stop = intrs(a-1);
53 end
54
55 if stop - start > 1
56 vector_u = (data_u(start)+data_u(stop))/2;
57 vector_v = (data_v(start)+data_v(stop))/2;
58
59 s11 = (vector_v-A(2)-((vector_u*vec_u(2))/vec_u(1))-((A(1)*vec_u(2))/
vec_u(1)))/(vec_v(2)-(vec_v(1)*vec_u(2))/vec_u(1));
60 t11 = (vector_u-A(1)-s11*vec_v(1))/vec_u(1);
61 value = A(3)+t11*vec_u(3)+s11*vec_v(3);
62 interp_z = [interp_z, value];
63
64 dataIndex = spline(data_w(start:stop),start:stop,value);
65 interp_x = [interp_x, spline(start:stop,data_u(start:stop),dataIndex)];
66 interp_y = [interp_y, spline(start:stop,data_v(start:stop),dataIndex)];
67 end
68







76 axis([min(x) max(x) min(y) max(y)])
77 view(-180, 66.32)
78 ax = gca;
79 ax.Visible = ’off’;
Listing 4: Matlab code for Poincaré sections.
The Fast Fourier transform is computed and plotted using the following code 5.
1 T = 0.0001;
2 Fs = 1/T;
3 load(’BZ3_kff=501.mat’)
4
5 X = v(800000:end,1)’;
6 L = length(X);
40
7 Y = fft(X);
8
9 P2 = abs(Y/L);
10 P1 = P2(1:L/2+1);
11 P1(2:end-1) = 2*P1(2:end-1);
12
13 f = Fs*(0:(L/2))/L;
14
15 FK_fft = [f;P1];
16
17
18 fmax = 250; ymax = 0.05;
19
20 f = FK_fft(1,:);
21 f = f(f<fmax);
22 frqLength = numel(f);





28 xlim([0 fmax]); ylim([0 ymax]);
29 ax = gca;
30 ax.FontSize = 16;




Listing 5: Matlab code for computing the Fast Fourier transform and plotting the frequency
spectrum.
The bifurcation diagram was done by plotting the maxima of the trajectory for each value
of the parameter kf . First, the maxima are found and stored in a matrix using the code 6. The
bifurcation diagram is then plotted from the matrix by 7.
1 M=zeros(100000,2001);
2
3 for a = 1:1:2001
4 nameRes = [ ’BZ3_kff=’,num2str(a),’.mat’ ];
5 data = load(nameRes);
41
6 X = data.v(900002:1000001,1);
7
8 for i=1:length(X)





14 N = M’;
15
16 [npar,nite] = size(N);
17 T = zeros(npar,nite);
18 T2 = zeros(npar,nite);
19 NT = zeros(npar,nite);
20
21 for i = 1:npar
22 for j = 2:nite-1
23 if(N(i,j)>=N(i,j-1) && N(i,j)>=N(i,j+1)) %maximum
24 T(i,j) = 1;
25 else





31 NT = T.*N;
32 NT = round(NT,10);
33
34 for i = 1:npar
35 [~, k, ~] = unique(NT(i,:),’stable’);
36 T2(i,k) = 1;
37 end
38
39 NTT = T2.*NT;




Listing 6: Matlab code for searching for the maxima of variable x for each parameter to plot it




4 a = 3/10000;
5 b = 5/10000;
6 r_ = linspace(a,b,row);
7
8 for k = 1:col




13 ax = gca;
14 ax.FontSize = 16;




Listing 7: Matlab code for plotting the matrix obtained by 6 resulting in the bifurcation diagram.
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7 Conclusions
In this thesis, the GF model (14) associated with the BZ chemical reaction was extensively
researched by massive simulation and graphical analysis. The corresponding system of ordinary
differential equations (14) was implemented in Matlab [33]. In order to solve the system, the
adaptive six-stage, fifth-order, Runge-Kutta method implemented as ode45 solver, was used.
The simulations were used to plot 3D phase portraits, bifurcation diagrams, approximate
entropy, and the 0-1 test for chaos. The mining process of dynamical properties were performed
in the free software R [31] using packages TSEntopies [36] and Chaos01 [22] depending on flow
rate parameter kf .
It is evident from main results in Figs. 14–16 that both tests detect regular and irregu-
lar patterns for given kf . Our results show that the method of approximate entropy returns
quantification constant which describes complexity in the system invariantly with respect to the
origin. On the other hand, the 0-1 test as qualification tool returns values close to 0 for regular
(periodic or quasi-periodic) movement and values close to 1 for irregular (chaos) characteristics.
Further, we observe a correlation between approximate entropy and the 0-1 test for chaos.
In general, values of the 0-1 test for chaos K ≈ 0 are paired with low values of approximate
entropy and analogously, results K ≈ 1 are related to high values of approximate entropy. More
precisely, one can find a minimal value E0 of approximate entropy for which the corresponding
0-1 test for chaos returns K ≈ 1. Therefore E0 is a critical value of the approximate entropy
for which for all the values E1, E1 < E0, the 0-1 test returns K ≈ 0, and for E2, E2 > E0, the
system’s complexity corresponds to K ≈ 1. For kf ∈ (3 × 10−4, 5 × 10−4) on Figure 14, the
critical value is estimated as E0 ≈ 0.36.
We notice isolated values of the 0-1 test for chaos K ≈ 0 accompanied by comparatively
low values of approximate entropy well within the chaotic region characterized by high values
of approximate entropy and high values of the 0-1 test, K ≈ 1. To investigate and zoom in, we
have constructed a three-stage system of nested subintervals of flow rates kf , see Figs. 14–16,
for which in every level the 0-1 test for chaos and approximate entropy was computed. At every
level we observe the same pattern. That naturally yields suggestion of a fractal structure in the
set of kf :
Open Problem 1 Is there a totally disconnected (Cantor) set of flow rates kf in [3×10−4, 5×
10−4] such that for each such parameter the GF model (14) is showing chaos?
Open Problem 2 Is there a totally disconnected (Cantor) set of flow rates kf in [3×10−4, 5×
10−4] such that for each such parameter the GF model (14) is showing regular movement?
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A Appendix
The results were achieved in collaboration with Mgr. Branislav Jansík, Ph.D. and doc. RNDr.
Marek Lampart, Ph.D., and were submitted to Journal of Mathematical Chemistry (Jimp-type
journal located in Q2). The preprint of the article is available at arXiv.org as [27]. The original
article Revised dynamics of the Belousov-Zhabotinsky reaction model follows.
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Received: date / Accepted: date
Abstract The main aim of this paper is to detect dynamical properties of the Györgyi-Field model
of the Belousov-Zhabotinsky chemical reaction. The corresponding three-variable model given as a
set of nonlinear ordinary differential equations depends on one parameter, the flow rate. As certain
values of this parameter can give rise to chaos, the analysis was performed in order to identify
different dynamics regimes. Dynamical properties were qualified and quantified using classical and
also new techniques. Namely, phase portraits, bifurcation diagrams, the Fourier spectra analysis, the
0-1 test for chaos, and approximate entropy. The correlation between approximate entropy and the
0-1 test for chaos was observed and described in detail. Moreover, the three-stage system of nested
subintervals of flow rates, for which in every level the 0-1 test for chaos and approximate entropy
was computed, is showing the same pattern. The study leads to an open problem whether the set
of flow rate parameters has Cantor like structure.
Keywords Belousov-Zhabotinsky reaction · Györgyi-Field model · 0-1 test for chaos · approximate
entropy · bifurcation
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1 Introduction
The Belousov-Zhabotinsky chemical reaction (BZ reaction), originally discovered in the 1950s by
Boris P. Belousov [30], is an example of oscillating chemical reaction which can be maintained far from
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Department of Applied Mathematics, VŠB - Technical University of Ostrava, 17. listopadu 15/2172, 708 33 Ostrava,
Czech Republic
E-mail: marek.lampart@vsb.cz
2 Judita Nagyová et al.
equilibrium by an internal source of energy [2] resulting in a nonlinear chemical oscillator exhibiting
different dynamical regimes. Later on, the chemical mechanism of the reaction was described in [4],
what is commonly called the FKN mechanism.
There are many mathematical models representing different aspects of the BZ reaction. For
example, the Brusselator, Oregonator and Györgyi-Field are three mathematical models for a type
of autocatalytic reaction – like the BZ reaction.
The Oregonator model is the result of a quantitative kinetic analysis of oscillations in the BZ
reaction by Field and Noyes in 1974 [5] and it is a simplified version of the mechanism developed by
Field, Körös and Noyes (FKN mechanism) [30].
The Brusselator model, a theoretical model for a type of autocatalytic reaction, was proposed
by I. Prigogine and his collaborators [6].
Finally, the Györgyi-Field model (GF model), describes the reaction taking place in a continuous-
flow stirred-tank reactor (CSTR) [10], by a relatively simple mathematical model (see also [11] and
[9]). This model, for a specific choice of parameters, exhibits chaos (see e.g. [3] and references therein
or main results of this paper), on contrary to the Oregonator which has no chaotic solutions [31]
describing the oscillatory behaviour and pattern formation in the BZ reaction. The GF model will
be taken into consideration for further research in this paper.
In recent decades, the BZ reaction has been extensively studied by physical chemists on its kinetic
behaviour [3,23,29] and by mathematicians on the dynamics and patterns of the solutions of the
associated mathematical model [26,20,24,31].
More specifically, the research from the theory of dynamical system point of view was done. The
transition from steady state to quasi-periodic and bursting oscillations, and further on to regular
relaxation oscillation via a complicated sequence of alternating periodic and chaotic regimes were
done by simulations in [19]. The results of computer experiments on information processing in a
hexagonal array of vesicles filled with BZ solution in a sub-excitable mode were introduced by [1].
The discretized version of BZ reaction models was also researched. E.g. in [15], the dynamics of the
local map is discussed, the set of trajectories that escape to infinity as well as analyze the set of
bounded trajectories – the Julia set of the system. The evidence of chaos was also demonstrated in
an experimental way by dozens works e.g. [25,32,13].
Despite a large number of results in the given area, it is possible to apply new methods to the given
BZ reaction model and to obtain new very interesting results that better characterize the trajectory
behaviour depending on the choice of state parameters showing properties of the parameter space.
This work focuses on the characterization of dynamical properties of the GF model [10] depending
on the flow rate, denoted by kf . The qualitative and quantitative characterization of the dynamics
regimes is mainly done using the 0-1 test for chaos and approximate entropy. Recall that these tools
were applied in [16] to the two-dimensional coupled map lattice model of the Lagrangian type, which
is a discrete version of the BZ reaction. These tools were applied to the huge simulation data that
was performed on the Salomon supercomputer at IT4Innovations National Supercomputing Center
located in Ostrava, Czech Republic.
The paper is organized as follows: in Section 2 the model is introduced, followed by its mathemat-
ical model in Section 3. The main results obtained by phase portraits, the Fourier spectra analysis,
the approximate entropy, and the 0-1 for chaos, are contained in Section 4. Finally, the outcomes
are summarized in Section 5.
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Table 1 Rates and rate constants of the GF model chemical scheme.
Reaction equation Rate ri Rate constant ki
(1a) r1 = k1HYX k1 = 4.0× 106M−2s−1
(1b) r2 = k2AH2Y k2 = 2.0M−3s−1
(1c) r3 = k3X2 k3 = 3000M−1s−1
(1d) r4 = k4A0.5H1.5(C − Z)X0.5 k4 = 55.2M−2.5s−1
(1e) r5 = k5XZ k5 = 7000M−1s−1
(1f) r6 = αk6ZV k6 = 0.09M−1s−1
(1g) r7 = βk7MZ k7 = 0.23M−1s−1
2 The Györgyi-Field reaction model
The GF model of the BZ reaction develops a description of the reaction in terms of a set of differential
equations containing only three variables. In common with experiments, the GF model shows both
regular, intermittent and chaotic behavior. While remaining close to a real chemical system, it is
sufficiently simple to allow detailed mathematical analysis [10]. The mechanism of the reaction is
defined by the set of the following equations (1):
Y +X +H → 2V (1a)
Y +A+ 2H → V +H (1b)
2X → V (1c)
0.5X +A+H → X + Z (1d)
X + Z → 0.5X (1e)
V + Z → Y (1f)
Z +M → (1g)
where the corresponding chemical components are: Y = Br-, X = HBrO2, Z = Ce
4+, V =
BrCH(COOH)2 or BrMA, A = BrO3
-, H = H+, M = CH2(COOH)2. The concentrations of the
main reactants A, H, M , and the total concentration of cerium ions C are summarized in Table 2.
3 Mathematical model
A three-variable mathematical model of the BZ reaction, presented by Györgyi and Field in [10], de-
scribes the reaction taking place in a CSTR. The corresponding set of nonlinear ordinary differential
equations contains only three variables, while still being able to accurately reproduce the behavior of
the BZ reaction observed experimentally [10] and it is based on a four-variable chemical mechanism
(1), see [10].
The mathematical model, in its dimensionless form, consists of a set of scaled differential equa-
tions:
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while t corresponding to time, X to HBrO2, Y to Br
-, Z to Ce4+, and V to BrMA. The rate constants
and parameters used in the following computations are given in the Table 1 and 2, respectively.
The behavior of this system depends on the inverse residence time of the CSTR, the flow rate,
noted kf [s
−1]. As certain values of this parameter can give rise to chaos, the following analysis was
performed in order to identify different dynamics.
4 Main results
The system of differential equations 2 was solved numerically in Matlab [18] using the ode45 solver.
The simulations were done depending on free parameter kf ranging from 3× 10−4 to 5× 10−4 with
10−7 step. Each simulation was performed for the final time τ = 100 with a time step 10−4. To avoid
the systems distortions, only the last 20% of simulations were used for further computations. In all
cases, initial conditions were set
x0 = z0 = v0 = 1.
As a main results, phase diagrams, amplitude frequency spectrums (FFT), and Poincaré sections
were done for relevant choices of the parameter kf . To illustrate changes in dynamical behavior,
bifurcation diagrams underlined by the approximate entropy and the 0-1 test for chaos with suitable
magnifications to the parameter kf were plotted.
Consequently, as a goal of this paper, bifurcation diagrams, the approximate entropy, and the 0-1
test for chaos were computed for nested set of parameters kf . The 0-1 test for chaos splits the values
of the parameter for which regular (periodic or quasi-periodic) and irregular (chaotic) movements
appear, while the output of approximate entropy detects increasing complexity of the investigated
system 2.
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Fig. 1 Phase diagram with Poincaré section by plane v = 0.8434 and Fourier transform of variable x for kf = 3×10−4.
Fig. 2 Phase diagram with Poincaré section by plane v = 0.8445 and Fourier transform of variable x for kf =
3.2× 10−4.
4.1 Phase diagrams, the Fourier spectra, and bifurcation diagrams
Periodic as well as chaotic dynamics was identified in the studied model (2). For example, in Fig. 1
and Fig. 2, regular movement is shown by a trivial loop (Fig. 1) for kf = 3× 10−4, and a non-trivial
loop (Fig. 2) for kf = 3.2 × 10−4. Figure 3 gives an example of a chaotic trajectory, that is for
kf = 3.5× 10−4.
The Fourier spectra were computed by Fast Fourier transform for kf = 3×10−4, kf = 3.2×10−4,
and kf = 3.5× 10−4, shown in Figs. 1, 2, and 3 respectively. Regular behavior is observable for the
first two and chaos in the last case.
In the case of regular movement, in Fig. 1 and Fig. 2, the Fourier spectra is formed by a number of
harmonic frequencies, hence the frequency of the periodic trajectory is computable. Periodic motions
of trajectory is also visible in Poincaré sections.
In the case of chaotic movement, Fig. 3, the Fourier spectra is formed by a number of harmonic
components having the basic, super-harmonic, sub-harmonic, and combination frequencies on which
further motions with frequencies forming the sided bands of the dominant frequencies are superposed.
Their mutual ratio indicates the irregularity of the motion. The character of this chaotic motion is
underlined by the Poincaré section.
Next, the bifurcation diagram (constructed as a projection of a local maxima) of the model (2)
was plotted for each variable x, z and v with respect to the free parameter kf ∈ (3× 10−4, 5× 10−4)
in Figure 4. In this bifurcation diagram, so-called ”period doubling” and ”windows” effects are also
visible. Periodic movement can be identified in the range of the parameter, e.g., kf ∈ (3×10−4, 3.24×
10−4) and kf ∈ (3.95×10−4, 5×10−4). The interval in between these values is interrupted by chaotic
cases around kf = 3.25, and some kf ∈ (3.34×10−4, 3.65×10−4) and kf ∈ (3.85×10−4, 3.9×10−4).
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Fig. 3 Phase diagram with Poincaré section by plane v = 0.847 and Fourier transform of variable x for kf = 3.5×10−4.
Fig. 4 Bifurcation diagram of the variable x(left), z(center), v(right) kf ∈ [3× 10−4, 5× 10−4].
4.2 Approximate entropy
The approximate entropy is a technique used to quantify the amount of regularity and unpredictabil-
ity of fluctuations in time-series. The main advantages are that it can be computed on short time
series and it allows to compare the differences in complexity of the same system with different param-
eters settings, see, e.g., [21] to be detected. More complex notion of entropy type can be found in, e.g.,
[14]. To compute the approximate entropy, two parameters must be set: embedding dimension m and
neighborhood threshold r. Let s(t) ∈ R for t = {1, 2, . . . , N} be a time series with N observations.
Then embedded vector S(t) at time t, is defined as S(t) = [s(t), s(t+ 1), s(t+ 2), . . . , s(t+ (m− 1))],
where t is the observed time and m is the embedding dimension. The maximum distance of embedded
vectors is computed as follows:
D(i, j) = d(S(i), S(j)) = max
k=0,1,...,m−1
|s(i+ k)− s(j + k)|, (3)
for i, j = {1, 2, . . . , N − (m− 1)}.
Compute the thresholded version of the distance with threshold given by r:
dr(i, j) =
{
1, D(i, j) < r
0, otherwise,
(4)
for i, j ∈ {1, 2, . . . , N − (m− 1)}.





N − (m− 1) . (5)
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Then compute the average of logarithm of all the Cmi (r)
Φm(r) =
1




Finally, approximate entropy for the finite time series with N data points is computed as
ApEn(m, r,N) = Φm(r)− Φm+1(r). (7)
For robust estimation, it was suggested by Pincus [21] the time series is containing at least 103
observations.
The approximate entropy was calculated using the TSEntropies package [28] for R [27]. The
computations were made for the input vector s given in a normalized form of all state variables:
s(t) =
√
x2(t) + z2(t) + v2(t),
kf ∈ (3 × 10−4, 5 × 10−4) and r = 0.1. The results of approximate entropy for all values of the
parameter kf are in Figs. 7–9.
4.3 0-1 test for chaos
The 0-1 test for chaos, invented by Gottwald and Melbourne [7], is one of the methods for distin-
guishing between regular and chaotic dynamics of a deterministic system. In contrast to the other
approaches, the nature of the system is irrelevant, thus the test can be applied directly onto ex-
perimental data, ordinary differential equations, or partial differential equations. The results return
values close to either 0 or 1, with 0 corresponding to regular dynamics and 1 to chaotic dynamics.
With its easy implementation, evaluation, and wide range of application, using this tool for detecting
chaos is becoming more popular in different fields.
The 0-1 test for chaos can be computed by the following algorithm [7].
Given the observation φ(j) for j = 1, 2, ..., N and a suitable choice of c ∈ (0, 2π), the following









for n = 1, 2, ..., N . The dynamics of the translation components pc and qc is shown on the pc versus qc
plot. A bounded trajectory is in Fig. 5 (left) corresponding to regular movement, for kf = 3× 10−4.
An unbounded trajectory is in Fig. 5 (right) related to the chaotic case, for kf = 3.5× 10−4.
The idea for the 0-1 test, first described in [7], is that the boundedness or unboundedness of the
trajectory {(pj , qj)j∈[1,N ]} can be studied through the asymptotic growth rate of its time-averaged
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Fig. 5 The plot of p versus q for c = 1.569853 for kf = 3×10−4 showing regular dynamics (left) and chaotic dynamics




(pj+n − pj)2 + (qj+n − qj)2
is the time lapse of the duration n (n  N) starting from the position at time j. As it is shown
in [7,8], it is important to use values of n small enough compared to N , noted ncut, (n ≤ ncut). A
subset of time lags ncut ∈ [1, N/10] is advised for the computation of each Kc.
For bounded trajectories and regular dynamics, M(n) is a bounded function in time, whereas
unbounded trajectories, meaning chaotic dynamics, are described by M(n) growing linearly with
time. Thus the asymptotic growth rate of the MSD must be calculated, which correlates with the
unboundedness of the trajectory.
As proposed in [7], the modified MSD is calculated as
D(n) = M(n)− E(φ)2 1− cos(nc)
1− cos c
The output of the 0-1 test for chaos is computed by the correlation method as
Kc = corr(ξ,∆) ∈ [−1, 1]
for the vectors ξ = (1, 2, ..., ncut) and ∆ = (Dc(1), Dc(2), ..., Dc(ncut)).
The final result of the test is
K = median(Kc).
The position of the studied system (2) at any moment of time is determined by displacements
x, z, and v, which are used for defining vector φ:
φ(j) =
√
x(j)2 + z(j)2 + v(j)2.
For these simulations, a free software environment R [27] was used including the Chaos01 package
developed by T. Martinovič [17]. Comparison of values Kc for periodic and chaotic case is shown in
Fig. 6, for kf = 3× 10−4 and kf = 3.5× 10−4, respectively.
The results of the 0-1 test for chaos for all values of the parameter kf are in Figs. 7–9.
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Fig. 6 The plot of Kc based on c for kf = 3×10−4 showing regular dynamics (left) and for kf = 3.5×10−4 showing
chaotic dynamics (right).
Fig. 7 The result of approximate entropy (in blue) and the result of the 0-1 test for chaos (in red) for kf ∈
(3× 10−4, 5× 10−4). The magnification in the black rectangle is shown in Fig 8. The bifurcation diagram for variable
x is shown in the background.
Fig. 8 The result of approximate entropy (in blue) and the result of the 0-1 test for chaos (in red) for kf ∈
(3.25 × 10−4, 3.35 × 10−4). The magnification in the black rectangle is shown in Fig 9. The bifurcation diagram
for variable x is shown in the background.
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Fig. 9 The result of approximate entropy (in blue) and the result of the 0-1 test for chaos (in red) for kf ∈
(3.322× 10−4, 3.324× 10−4). The bifurcation diagram for variable x is shown in the background.
5 Conclusions
In this paper, the GF model (2) associated with the BZ chemical reaction was solved using adaptive
six-stage, fifth-order, Runge-Kutta method implemented as ode45 solver in Matlab. To eliminate the
stiffness problem the model (2) was also simulated by ode23s solver in Matlab [18], outputs were
identical.
The simulations were used to plot 3D phase portraits, bifurcation diagrams, the approximate
entropy, and the 0-1 test for chaos. The mining process of dynamical properties were performed in
the free software R [27] using packages TSEntopies [28] and Chaos01 [17] depending on flow rate
parameter kf .
It is evident from main results in Figs. 7–9 that both tests clearly detect regular and irregular
patterns for given kf . Our results show that the method of approximate entropy returns qualification
constant which describes complexity in the system invariantly with respect to the origin. On the
other hand, the 0-1 test as qualification tool returns zero for regular (periodic or quasi-periodic)
movement and one for irregular (chaos) characteristics. Moreover, if the output of the 0-1 test is not
close to zero or one, then the examined test case has not yet reached attractor or reached intermittent
state, see e.g. [12] or [22] and references therein.
Further, we observe a correlation between approximate entropy and the 0-1 test for chaos. In
general, the increasing values of the 0-1 test for chaos are coupled to increasing approximate entropy
and vice versa.
We notice isolated low values of the 0-1 test for chaos accompanied by comparatively low values
of approximate entropy well within of chaotic region characterized by high 0-1 test chaos values
and approximate entropy. To investigate and zoom in, we have constructed three-stage system of
nested subintervals of flow rates kf , see Figs. 7–9, for which in every level the 0-1 test for chaos and
approximate entropy was computed. At every level we observe the same pattern. That naturally
yields suggestion of a fractal structure in the set of kf :
Open Problem 1 Is there a totally disconnected (Cantor) set of flow rates kf in [3×10−4, 5×10−4]
such that for each such parameter the GF model (2) is showing chaos?
Open Problem 2 Is there a totally disconnected (Cantor) set of flow rates kf in [3×10−4, 5×10−4]
such that for each such parameter the GF model (2) is showing regular movement?
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