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Abstract: In the light of the alarming impending energy scene, energy efficiency and exergy efficiency
are unmistakably gathering momentum. Among efficient process design methodologies, literature
suggests pinch analysis and exergy analysis as two powerful thermodynamic methods, each showing
certain drawbacks, however. In this perspective, this article puts forward a methodology that
couples pinch and exergy analysis in a way to surpass their individual limitations in the aim of
generating optimal operating conditions and topology for industrial processes. Using new optimizing
exergy-based criteria, exergy analysis is used not only to assess the exergy but also to guide the
potential improvements in industrial processes structure and operating conditions. And while pinch
analysis considers only heat integration to satisfy existent needs, the proposed methodology allows
including other forms of recoverable exergy and explores new synergy pathways through conversion
systems. A simple case study is proposed to demonstrate the applicability and efficiency of the
proposed method.
Keywords: pinch analysis; exergy analysis; operating conditions optimization; structural optimization;
heuristics; industrial processes
1. Introduction
Until the 19th century, mankind depended on biomass. However, after the industrial revolution,
manual labor and organic sources were replaced by mechanization and fossil fuels which led to
advancing the living standards of humans. Another fundamental snowballing consequence of the
industrial revolution was the important population growth. Today, statistics estimate the world
population to be over 7.6 billion people [1]. In order to fulfill the growing population needs, fossil
fuels including oil, natural gas, and coal are representing nowadays 78% of the world primary energy
consumption [2], with the industrial sector consuming 55% of all feedstock fuels [3].
With the global population swelling and industrialization on the rise, the environment is highly
affected. Resources depletion is caused by the rising demands of finite resources reserves. Humans
have consumed more natural resources than the earth can regenerate as of August 1, 2018, which is the
earliest date since the 1970 [4]. In addition, the carbon dioxide emissions, resulting from fossil fuel
burning, have dramatically increased to over 36 billion tons in the last 200 years [5]. In the light of the
current greenhouse gas GHG emission scene, the earths’ warming level is evaluated at 1.2 degrees
which is more than halfway to the 2 degrees global warming limit set by the United Nations [6]. In this
context, if no fundamental actions are implemented by 2050, the world economy expansion projects
a 50% increase in GHG emissions leading to a global average temperature raise of 3 to 6 degrees by the
end of the century [7].
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Since the environmental problem is a planetary threat, implementing the solutions requires
international efforts. In this scope, during the famous COP21, member nations agreed on limiting
the GHG emissions to keep global warming below 1.5 degrees. France, for example, committed to
increasing by 32% the share of renewable energy and reducing by half its energy consumption, in
order to reduce 75% of its GHG [8]. The industrial sector, being an important contributor to the global
energy consumption, is expected to reduce its GHG emissions by 24%. In order to ensure the industrial
systems transition toward a sustainable functioning mode while curbing energy resources depletion
and environmental anthropogenic footprints, industrial activities need to promote process efficiency
improvement. Among efficient process design methodologies, literature suggests pinch analysis and
exergy analysis as two powerful thermodynamic methods, each showing certain drawbacks, however.
Improving the efficiency addresses the mitigation of the final consumption by using less resources
to provide the same outcome or, equivalently, providing an upgraded outcome for the same resources
used. Thus, a literature review on the existing methods for process efficiency improvement is important
in order to identify the strengths to adopt the points to develop and to ensure the novelty of the new
proposed ideas.
2. Process Improvement Methods
2.1. The Principal Methods
The principal methods for reaching the maximum process efficiencies are classified into three
extensive categories: thermodynamic methods, heuristic methods, and optimization methods [9].
Thermodynamic methods provide means for analyzing systems, while heuristic and optimization
methods provide means for improvements. However, a solution is the most constructive, when all
three methods are used conjointly.
2.1.1. Thermodynamic Methods
Thermodynamic approaches consist of evaluating a process quality according to the laws of
thermodynamics. Heat integration and exergy analysis are the most powerful and frequently used
thermodynamic approaches for process improvement [10].
Pinch analysis, is a method that aims to identify the possibilities of heat recovery in complex
processes. This method was mainly developed in the early 1970s by Linnhoff and his colleagues [11]
who developed a graphical method that enabled the calculation of the minimum energy required of
a process and the design of its heat exchanger network HEN. The main tool employed in the pinch
analysis was the composite curve graph showing simultaneously the hot streams and cold streams
processes, the heat transfer potential between them, and the heat recovery bottleneck, as well as the
external minimum energy supply required for heating noted HMER (hot minimal energy required)
and for cooling CMER (cold minimal energy required). The purpose of energy integration was to take
advantage of the potential interactions among the process units to maximize heat recovery and thus
minimize the energy consumption; the HEN synthesis manifests as the key step to implement the
identified synergies for a given process. It ensures economically optimal design that enables reaching
the minimum energy targets computed by the pinch analysis [12].
Pinch analysis has been adopted by several researchers and engineers in different sectors. Beninca
et al. [13] have optimized an olefin plant following the traditional pinch analysis to evaluate the
possibilities of reducing heat requirements and to identify the network of heat exchangers that
makes it possible to achieve these possibilities. In refining, attempts have been made to improve the
thermodynamic efficiency and energy integration of the distillation sequence. Linhoff and Dunford [14]
applied the principles of the Pinch method to find the most appropriate heat recovery devices for
a distillation column in a process.
Therefore, the pinch method is simple, visual, powerful, systematic, general, and capable of
minimizing the overall heat consumption of the process by optimally matching the needs and the
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availabilities in it. However, restricted to thermal flows and temperature parameters, this method
presents a non-integrated approach between the HEN and the rest of the process (including pressures
and compositions) [15]. Moreover, pinch analysis satisfies the thermal energy demand of a process
by finding corresponding internal availabilities but it is unable of doing the inverse. This means that
having certain energy availabilities in a process, pinch analysis cannot search for ways to valorize them
in order to possibly improve the process.
The second powerful process improvement method is exergy analysis. The exergy concept
is defined as the maximum amount of work achieved when a material is brought to a state of
thermodynamic equilibrium with its surrounding by means of reversible processes [16]. Unlike the
energy balance, based on the energy conservation law, the exergy balance is based on the energy
quality degradation law stating that, even if there is a quantitative conservation, the quality between
the various forms of energy varies [17]. The fundamentals of exergy analysis can be found in Moran
and Shapiro’s book [18]. The exergy invested in entering the system is partially destroyed internally
because of the systems’ irreversibility. The remaining available exergy is then split between the useful
exergy and the lost, not valorized exergy.
The application of exergy analysis in energy systems and industrial processes has been widespread
in recent decades because it provides the opportunity to reduce or eliminate sources of inefficiency.
Among the works carried out, one quotes Khan et al. [19] who used the exergy analysis to locate the
irreversibilities taking place in the unit operations of the cycle of the propane pre-cooling in a system
of liquefaction of natural gas. Having underlined the importance of the operating conditions of the
various stages of evaporation, its exergy study made it possible to determine the best operating scenario.
Tchanche et al. [20] developed an approach to evaluate the performance of different organic Rankine
cycle configurations using several exergy-based criteria. Tirandazi et al. [21] and Mehrpooya et al. [22]
studied a multi-stage refrigeration cycle with propane as a refrigerant. They calculated the exergy
efficiency and the losses in the main equipment of the cycle and showed that the heat exchanger and
expansion produce the most losses. Similarly, Thengane et al. [23] conducted an exergy-efficient study
of a hydrogen production process to compare and determine whether saving in chemical exergy or
thermal exergy reduces exergy destruction in the process. They demonstrated through a case study
that the recovery of chemical exergy is more beneficial. The exergy analysis may indicate only the
potential for improvement of a given process, but it cannot indicate if this improvement is practically
feasible or the means to achieve it. Indeed, the exergy analysis compares the actual performance with
the ideal one. In reality, some exergy losses are inevitable and no improvement can reduce them. Feng
and Zhu [24] proposed a new method that divides exergy losses into avoidable losses and unavoidable
losses in order to identify practical and economic potentials for improvement.
This method is an auditing tool that analyzes industrial processes and evaluates them based
on their exergy balance; it allows quantifying and tracking inefficiencies in order to improve them.
In addition, this method takes into account all process variables, including temperatures, pressures,
and compositions. On the other hand, the conventional exergetic analysis is criticized for serving only
as an evaluation indicator and not as an improvement indicator. This approach lacks the systematic
aspect and is dependent on the engineers reading and interpretation of exergy balance.
This limitation led to the development of an advanced exergy-based analysis by Tsatsaronis and
his colleagues [25–28] in which the exergy destruction as well as the associated costs and environmental
impacts are split into avoidable/unavoidable and endogenous/exogenous parts. Based on the avoidable
parts and on the effect of parameter variations on component interactions, potential and strategies
for improvement are revealed. The main role of an advanced exergy analysis is to provide engineers
with accurate and additional information useful for improving the design and operation of energy
conversion systems.
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2.1.2. Heuristic Methods
By definition, a heuristic method is an approach that re-uses knowledge from previous experiences
with comparable problems to find solutions. It is defined as an “aid to learning, discovery,
or problem-solving by experimental and especially trial-and-error methods” [29]. These methods
improve the conceptual exploration and allow reducing the solution time and cost. However, being
drawn from practice, there is a risk that the knowledge will not be of use in the future, because there is
no effective or structured way to access it. A number of previous works have embarked in the task of
offering a structured approach towards the incorporation of heuristics in the product design process.
SCAMPER [30] proposes a set of seven heuristics with the purpose of generating new alternatives from
the reconfiguration of existing solutions. When it comes to using common sense guidelines based on
the second law, Sama and his colleagues [31–34] introduced 21 rules reflecting a thermodynamicist’s
perception to obtain the best structure of a process, minimizing the overall irreversibility. These rules
are not replaced by a systematic methodology and it is left to the engineers’ knowledge to improve
the structure.
More generally, the main inconvenience of using heuristic-based approach alone is that they may
be restricted to typical and suboptimal solutions.
2.1.3. Optimization Methods
An optimization problem is the search for the minimum or maximum of a given function.
Numerical optimization is used in energy and exergy efficiency process improvement methods in
order to minimize the consumption or maximize the efficiency.
In the field of energy integration, and given the complexity of manually building the optimal
network of heat exchangers for multiple process streams, numerical methods have been used to
systematically solve the problem. Grossmann and his colleagues [35] developed a mathematical
programming framework for the design of the HEN. This technique solved using numerical models,
involves the development of a superstructure that incorporates all the connections possibilities that
form potential candidates of the optimal design. The mixed integer linear programming MILP [36],
allowed having the minimum number of heat exchangers assembly resulting in an optimal utility target.
Zoughaib [37] scanned different simultaneous, sequential, linearization, and heuristic approaches to
systematize the design of the exchanger network. He also introduced the CERES platform [38] used
in this work and based on a MILP solver and a genetic algorithm optimizer, which optimizes heat
recovery in industrial processes while implementing the pinch analysis.
Combined with exergy analysis, optimization-based researches are numerous. Lee et al. [39]
used nonlinear programming to find optimal values of mixed refrigerant composition in a natural
gas liquefaction process; afterward they used judgment and heuristics to modify flow and pressures.
Shirazi et al. [40] constructed a MATLAB mathematical model of a peak-shaving production liquefaction
plant and optimized it with a genetic algorithm using as variables the condensation, evaporation
and intermediate pressures, flow and mixed refrigerant composition. Sanavandi et al. [41] similarly
optimized the operating parameters in order to maximize the exergy efficiency of the C3MR process,
but what distinguishes their approach from the others is that this preselects the parameters having the
most influence on the objective function by performing a sensitivity study. This study highlights the
important effect of mixed refrigerant composition and optimizes it, first time numerically according to
sequential quadratic programming and second time by proposing 20,000 mixed refrigerant compositions
and comparing each time the correspondence with the ideal case.
Mathematical optimization methods are systematic and reduce the computational time and
solution space. However, used alone, they lack the comprehensive, practical, and feasible approach.
When it comes to optimizing an objective function by varying the operating parameters, this approach
is non-deterministic. The optimization of all operating parameters consumes time and does not
necessarily give the best solutions. That is why, a sensitivity study is necessary to be able to prioritize
the parameters by their importance and the influence they have on the objective function.
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2.2. The Combined Methods
Hybridization efforts of pinch analysis and exergy analysis to combine their advantages have
already been made and found in the literature.
For instance, “ExPAnD” or “extended pinch analysis and design” [42] combines exergy analysis
with the pinch method and uses process flows as working fluids. ExPand decomposes the total exergy
into temperature exergy and pressure exergy and exploits the possibility of transforming the exergy of
pressure via compressors and expanders into exergy of temperature in order to integrate it with the
thermal needs of the process. Gundersen et al. [43] used the ExPAnD method to present rules that
help the engineer to design the exchanger network. Among these rules, he presented fundamentals
on how to properly place compressors and expanders to take advantage of pressure-based exergy.
Marmolejo-Correa et al. [44] introduced a new diagram that uses a new energy quality parameter “exergy
temperature.” This quality can be used to manipulate exergy changes caused by pressure adjustments.
In addition, the temperature is closely related to both pressure and power in most processes.
The required energy (shaft work) and resulting duty are generally determined by the hot and cold
temperature levels, which dictates the required pressure increase or decrease and thereby the need for
shaft work. Large savings can be obtained by “shaft work targeting” which means integrating the hot
and cold streams with the utility system in the best possible way. In this context, a combination of work
integration and heat integration has been developed by Linnhoff and Dhole [45]. This combination
introduces the exergy-saving aspect into pinch analysis, leading to optimal positioning of refrigeration
utilities in processes where the work of the compressors has to be taken into consideration. By applying
these graphical methodologies such as shaftwork targeting, ExPAnD method, and the novel temperature
exergy diagram for minimizing exergy requirement, Thasai [46] improved a complex LNG process
with minimum work required.
This combination of the pinch method and the exergy was further developed with Feng and
Zhu [24] introducing the exergy grand composite curve (EGCC) (energy level with respect to enthalpy)
and representing the energy and exergy balances of the entire system, including rotating machinery
and separation equipment. The area between the composite exergy curves represents exergy losses
generated by heat transfer or work. In extension, these graphs also allowed to optimally design utilities
and conversion systems around a process. In this context, a “preselect” algorithm that preselects and
pre-designs different types of thermodynamic conversion systems using exergy analysis is presented
by Thibault et al. [47]. These conversion systems include cogeneration, heat pumps, refrigeration
and absorption systems placed and sized in order to improve the energy recovery in the process and
consequently reduce the energy consumption.
The mentioned combined methods succeeded in applying the advantages of exergy and pinch
methods together. However, these approaches do not surpass the separate limitations of each method.
2.3. Objectives
The objective of this work is to put forward a method that couples the exergy and pinch analysis
in a way that copes with their separate limitations by proposing new concepts and criteria and
integrating existing work. Exergy analysis should be employed as a guidance tool to propose potential
process improvements. Conjointly, pinch analysis must be extended to all the systems parameters
while turning the non-used exergy disposal into usable form and boost the process efficiency. In this
context, an enhanced version of the exergy analysis using the Jacobian matrix of exergy destruction
(ED) is proposed in order to detect the most influential operating parameters and to systematically
give directions on their optimization. As for pinch analysis, introducing the “load influence matrix”
(LIM) allows quantifying the influence of heating or cooling at any point in the process and selecting
the promising added loads based on energy and exergy criteria. Moreover, heuristic rules and
numerical optimization are braided with the exergy and pinch methods to advance a comprehensive
methodology optimizing both process operational conditions and process architecture to attain the
best valorizing solutions.
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A hybrid pinch/exergy optimization methodology should be able to comprehensively improve
an industrial process with reference to energy and exergy notions. Operating the process at optimal
conditions has an important impact in managing the process’ resources in order to reduce its energy
consumption and exergy destruction. Moreover, the structural configuration of the system affects
majorly the process’ efficiency by influencing the energy distribution and consumption.
The guidelines of the proposed method are first presented. Then, they are applied on a simple
industrial liquefaction process to prove the validity of the proposed methodology.
3. Proposed Hybrid Method
3.1. General Framework
The proposed method consists of three modules developed and connected to each other via
a coded script in order to design a new systematic approach ensuring a global optimization of the
industrial processes while coupling the exergy and energy integration approaches. According to
Figure 1, the reference set of operating and design parameters is first modeled using a simulation
software. PRO/II ® [48] was used in this work. The interaction between the modules’ units resides in
controlling, decoding, and creating the different PRO/II® files via Python.
The simulation module is essential to establish a reliable and realistic representation of the
reference case studied. The most important steps in the simulation module are the selection of the
adapted thermodynamic model, the construction of the process flow diagram (PFD) to generate input
files and the execution of the simulation to generate the output result files. Input text files consist
of keywords with a specific format and order defining the unit operations and the input data of the
process. Output text files include the information of all streams and unit operations.
Then, the simulated model is processed via the operating conditions optimization (OCO) module
where the pinch method allows to design the optimal HEN of the process then establishes upon it the
reference exergy and energy balances. Later, the evaluation of the Jacobian matrix of exergy destruction
(ED) provides the most influencing variables in order to adjust them setting the minimization of both
total exergy destructions and energy requirement of the process as objective functions. At the issue
of the OCO module, a new simulation is provided representing an operationally optimized version
of the initial simulation with fixed architecture apart from the exchange train, which is optimized.
The resulting simulation enters the structural optimization (SO) module.
Based on the energy and exergy balances entry, the module sorts existing availabilities and existing
needs. Besides existing demands, the module evaluates the load influence matrix (LIM) depicting
non-existing loads that can potentially contribute to the process improvement and amasses them to
the existing demands to form the propitious needs list. Later, synergy opportunities between the
existing availabilities and the propitious needs are investigated via appropriate energy conversion
systems or energy exchanging devices. In a parallel path, the library of predefined heuristic design
modification is examined in the aim of finding potential design improvements. The execution of each
design modification generates a different scenario that can be combined to other scenarios. The selected
scenarios might undergo another methodological loop in order to optimize the operation conditions of
the new architecture. It is noted that the user can intervene at any point of the sequence to interrupt
the loop, omit certain design scenarios, or skip a module.
The proposed method develops new concepts in pinch and exergy analysis and combines them
with subsisting bricks in the field while coupling both methods. The global formulation of the approach
in a sequential interconnected numerical pattern allows the automation of the problem solution to reduce
substantially the energy utilities requirements of the process and its total exergy destructions with the
implementation of the structural enhancement scenarios and operational conditions optimization.
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3.2. Operating Conditions Optimization
The conventional exergy analysis method is reviewed for being only an evaluation indicator
and not an improvement indicator. In this module, an enhanced version of the exergy analysis is
introduced so that exergy is availed to give directions on where and how to reduce the overall exergy
expenditure in the process while taking into account the heat integration with the purpose of delivering
a higher performance process. Ergo, the method proposes a new criterion, the Jacobian matrix of
exergy destruction, as an improvement indicator guiding the improvement of the process. The Jacobian
matrix consists of the first-order partial derivative of the vector function “total exergy destruction.”
Its elements will therefore evaluate the total ED change relatively to the change of the process variables.
Consequently, calculating the Jacobian matrix and interpreting its values and signs allows detecting
the process variables contributing the most to the exergy degradation and gives instructions on the
direction of their change in order to improve the process.
This segment of the proposed approach is implemented via the OCO module consisting of several
inter-connected units, as seen in Figure 2. The module includes assessment units that evaluate the
energy requirements of the process and perform exergy analysis. In addition, the Jacobian matrix
is generated while considering the robustness and normalization in order to obtain a precise and
reliable evaluation of the importance of the variables. After detecting the sovereign variables, adjusting
them takes place in a bi-objective optimization unit to minimize both exergy expenditure and energy
requirements of the process. As a result, an operationally optimized process yields from this module
and forms the entry to the following structural optimization module in which additional synergy
patterns are identified and implemented.
Energies 2019, 12, 3324 8 of 34
Energies 2019, 12, x FOR PEER REVIEW 8 of 34 
 
 
Figure 2. Framework of the operating conditions optimization (OCO) module. 
3.2.1. Pinch Analysis Unit 
Thermal integration provides a rigorous method for ensuring the best matching between all the 
thermal needs and availabilities in a process and optimizing the overall configuration of the 
installation. This takes place in two main steps, the first is defining the minimum energy requirement 
and the second is the synthesis of the minimum cost HEN respecting the MER defined during the 
first step. In the pinch analysis unit, the main steps consist of: 
1. Process data extraction: The process data are first extracted including the inlet and outlet 
temperatures, heat loads, minimum temperature approaches, and heat exchange coefficients 
of the heat streams. 
2. MER calculation: The pinch temperature and the minimum energy requirements (MER) of 
the studied process are calculated according to the problem table algorithm given by 
Linnhoff and Flower [49], which is the most intelligible and uncomplicated numerical 
method for determining the required properties. The MER represents the external heating 
and cooling utilities required in a process. It indicates the remaining duties to satisfy when 
maximum energy is recovered from the hot and cold streams of the process. 
3. GCC drawing: The grand composite curve (GCC) of the process is drawn, representing the 
net energy need at each temperature level [12]. 
4. HEN design: If the calculated MER are less than the actual external consumption of the 
process, a new simulation with a less consuming HEN can be generated to replace the 
original HEN in the rest of the methodological pattern application [12]. 
3.2.2. Exergy Analysis Unit 
Exergy represents the work that can be obtained from an amount of energy, under ideal 
conditions, using only the environment as a reservoir of heat and matter. In this unit, data concerning 
the enthalpy and entropy of streams and the utilities data are extracted. Equations (1)–(7) are the 
basic equations behind the realized exergy analysis. The exergy of streams 𝑒𝑥 is calculated according 
Fig re 2. Fra e ork of the o erating con itions o ti ization ( ) o le.
3.2.1. Pinch Analysis Unit
Thermal integration provides a rigorous method for ensuring the best matching between all the
thermal needs and availabilities in a process and optimizing the overall configuration of the installation.
This takes place in two main steps, the first is defining the minimum energy requirement and the
second is the synthesis of the minimum cost HEN respecting the MER defined during the first step.
In the pinch analysis unit, the main steps consist of:
1. Process data extraction: The process data are first extracted including the inlet and outlet
temperatures, heat loads, minimum temperature approaches, and heat exchange coefficients of
the heat streams.
2. MER calculation: The pinch temperature and the minimum energy requirements (MER) of the
studied process are calculated according to the problem table algorithm given by Linnhoff and
Flower [49], which is the most intelligible and uncomplicated numerical method for determining
the required properties. The MER represents the external heating and cooling utilities required in
a process. It indicates the remaining duties to satisfy when maximum energy is recovered from
the hot and cold streams of the process.
3. GCC drawing: The grand composite curve (GCC) of the process is drawn, representing the net
energy need at each temperature level [12].
4. HEN design: If the calculated MER are less than the actual external consumption of the process,
a new simulation with a less consuming HEN can be generated to replace the original HEN in the
rest of the methodological pattern application [12].
3.2.2. Exergy Analysis Unit
Exergy represents the work that can be obtained from an amount of energy, under ideal conditions,
using only the environment as a reservoir of heat and matter. In this unit, data concerning the enthalpy
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and entropy of streams and the utilities data are extracted. Equations (1)–(7) are the basic equations
behind the realized exergy analysis. The exergy of streams ex is calculated according to Equation (1) in
terms of the enthalpy and entropy (h, s) of a system at equilibrium with its environment in a reversible
process. Then, the calculated exergy streams values along with the utility data like heat duty and work
are used in a coded calculator to perform an exergy analysis and to identify the consumed exergy, the
exergy destructions and the lost exergy. The exergy destruction (ED) values are kept as data for the ED
Jacobian matrix calculation unit.
ex = (h− h0) − T0(s− s0) (1)
Exergy consumptions of a process are defined as the incoming exergy to the system. As for
the exergy destructions, it takes place in all systems operating on irreversible thermodynamic
processes. Consider a steady state system with constant volume as shown in Figure 3, the first law of
thermodynamics (energy balance) is expressed in Equation (2) as the difference between the streams’
enthalpy rate
.
nh, heat transfer rate
.
Q and power
.
W entering (denoted 1) and leaving (denoted 2) the
system. The second law of thermodynamics, known as the Clausius inequality, is shown in Equation (3)
where
.
ns stands for the streams’ entropy rate and
.
Q stands for the heat transfer rate absorbed or
rejected at temperature T. Combining Equations (2) and (3) after multiplying the last by the reference
temperature T0, it is expressed as the difference between the incoming and the outgoing exergy as
demonstrated in Equation (4). Consequently, Equation (5) represents the exergy destructions ∆Ex of
the energy system. On the component level, streams exiting are considered either part of the desired
output or part of the exergy sources. The exergy destructions of various components are obtained by
applying Equation (5) on every component as an energy system. The exergy destructions of different
process components are given in Table 1. The total exergy destruction EDTotal of the process is the sum
of the values of exergy destructions in each unit operation ED j as in Equation (6).
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Exergy losses on the other hand are defined as the share of exergy leaving the system without being
valorized. The losses of exergy in the process will be automatically detected in the following cases:
- Cng operations or heating operations: A process flow that is cooled by rejecting heat above the
ambient temperature or heated at sub-ambient temperature represent respectively available hot
and cold exergy rejected without being valorized.
- Eﬄuents: Water, hot or cold gases released into the environment at high or low temperatures (for
example, fumes from a heater) might contain a high thermal exergy. This exergy, if not valorized,
will be lost.
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EDTotal =
j=p∑
j=1
ED j f or p = total number o f process unit operations
j = unit operation number
(6)
Consequently, the exergy efficiency ηex is defined in Equation (7) as the ratio of the exergy
outputs
∑
ExOUTPUT to the exergy inputs
∑
ExINPUT of the system. The outputs represent the exergy
obtained as desired output and the inputs are the expenses coming from an exergetic source that has
been employed.
ηex =
∑
ExOUTPUT∑
ExINPUT
(7)
Table 1. Exergy destructions of different process control volumes.
Eipment Exergy Destructions Ey eiciency
Compressor ∆Ex =
.
n(exin − exout) −
.
Wcompressor ηex =
.
n(exout−exin)
− .Wcompressor
Turbine ∆Ex =
.
n(exin − exout) −
.
WTurbine ηex =
.
WTurbine.
n(exin−exout)
Valve ∆Ex =
.
n(exin − exout) ηex = 0
Mixer and splitter ∆Ex =
∑ .
ninexin −∑ .noutexout ηex = 0
Two side exchanger (side 1 is cooling,
side 2 is heating) ∆Ex =
∑n
i=1
.
ni
(
exi,in − exi,out
)
ηex =
.
n2(ex2,out−ex2,in)
.
n1(ex1,in−ex1,out)
Condenser ∆Ex =
.
n
(
exi,in − exi,out
)
+
.
Qc
(
1− T0Tut
)
Evaporator ∆Ex =
.
n
(
exi,in − exi,out
)
+
.
Qe
(
1− T0Tut
)
Fired Heater
Heat exchanger ∆Ex =
∑ .
ninexin −∑ .noutexout
combustion ∆Ex =
.
m f uel ×LHV + .nex
∣∣∣
Air inlet −
.
nex
∣∣∣
FG f lame temp ηex =
.
nex|FG f lame T
.
m f uel×LHV+ .nex|Air in − .nex|FG f lame T.
Wcompressor < 0;
.
WTurbine > 0;
.
Qe > 0;
.
Qc < 0
3.2.3. Input Extraction Unit
In this unit the keyword input text file is analyzed to retrieve relevant information from data
sources in a specific pattern. It draws out all the input data defined by the user composed of the unit
operations specifications and the feed streams properties. Further data processing and keywords
interpretation allows detecting the dependent variables defined in relation to each other and keeps the
main variables vi in order to reduce the number of extracted total input variables.
Some configurations in a process imply that a variable is impacted or controlled by another
variable; for example, temperature in a heat exchanger is located after compression or expansion
devices. In this case, the temperature of the exchanger is related to the pressure. The unit sends
a warning when dependent variables are detected. Moreover, among the extracted input data, the user
is capable of excluding certain variables considered as imposed and unalterable.
In addition, the input extraction unit goes through the values of each property in the reference
output file, evaluates and returns the order of magnitude (OOM) of the extracted main variables
properties according to the base-ten number system. This is applicable with any selected unit of
measurements for all the properties except for the temperature where the absolute thermodynamic
temperature, Kelvin (K), is imperative because the mathematical establishment of the methodology
contains temperature-derived formulas.
3.2.4. Jacobian Matrix Calculation Unit
Exergy destruction values are quantitative parameters that allow evaluating the irreversebilities
and subsequently locating the exergy destructive unitary operation. However, these values do not
give indications on the potential improvement means of the system and therefore do not guide the
optimization. To be able to systematize the optimization procedure, it is fundamental to find both
a quantitative and indicative parameter of the system. This parameter must first give an indication on
the variation of the exergy destructions in order to be able to develop the optimization approach in such
a way as to propose possible improvements. In this study, a new parameter is introduced to guide the
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improvement of the systems. This parameter is the derivative of the exergy destruction per operating
parameter. The derivative of the exergy destruction function dEDdvi is the measure of the change rate
of the exergy destruction with respect to the variation ∆vi of a variable vi according to Equation (8).
Consequently, to represent the influence of all the variables in the system on the exergy destruction
and most importantly, to allow taking improvement actions upon this representation, the Jacobian
matrix JEDTOTAL in Equation (9) is evaluated. This matrix represents all first-order derivatives of the
vector function “total exergy destructions” (EDTOTAL) with respect to the extracted variables in the
input extraction unit.
dED
dvi
=
ED(vi + ∆vi) − ED(vi)
∆vi
(8)
JEDTOTAL =
[ dEDTotal
dv1
· · · dEDTotaldvm
]
=

t∇EDequip 1
t∇EDequip 2
...
t∇EDequip l
 =

∆EDequip 1
∆v1
· · · ∆EDequip 1∆vm
∆EDequip 2
∆v1
...
. . .
. . .
∆EDequip 2
∆vm
...
∆EDequip l
∆v1
· · · ∆Eequip l∆vm

With dEDTotaldvi =
∑n=l
n=1
dEDequip j
dvi
(9)
From the exergy balance of the reference simulation and the exergy bances of the simulations
with modified variables, the normalized mean derivatives of exergy destructions with respect to all
the extracted variables are calculated and the ED Jacobian matrix is established. Each element of the
matrix is interpreted according to its absolute value and its sign:
- T absolute value of the exergy destructions derivative
∣∣∣∣ dEDdvi ∣∣∣∣ quantifies the influence that the
variable vi has on the exergy destruction function. The more
∣∣∣∣ dEDdvi ∣∣∣∣ is important, the greater is the
influence of the variable vi on the exergy destructions and consequently a small change of this
variable will bring a significant variation of the exergy destructions function and vice versa.
- The sign of the derivative dEDdvi indicates the direction of the variation of the exergy destructions
with respect to the variable vi. If dEDdvi is positive, this means that increasing the variable vi will
increase the exergy destruction. Conversely, a negative derivative dEDdvi means that increasing the
variable vi will decrease the exergy destructions.
Knowing that each variable has a different order of magnitude, the normalization of all the
numerical derivatives is an important step to obtain a real measure of the influence of each variable
on the exergy destruction function without being biased by its order of magnitude. Therefore, the
values of the partial numerical derivatives ∆ED∆vi are calculated automatically as the ratio of the relative
variation of the exergy destruction on the relative variation of the given variable, that is to say
∆ED
EDin
∆vi
v0i
.
Moreover, the construction of the final Jacobian matrix requires the analysis of the derivatives
with respect to different variations of each variable generated in the modified simulations generation
sub-unit. This will allow choosing and calculating the most representative derivative.
3.2.5. Modified Simulations Sub-Unit
An algorithm is developed in this unit to ensure the robust computation of the ED derivatives.
This algorithm consists of modifying each main variable vi extracted of a user-defined step α and a
user-defined number of segments j before and after the initial value of the variable vi0. The order of
magnitude (OOM) of the extracted main variables properties is used according to the base-ten number
system if its input value is zero.
vi j =
(
1 + α100
)
vi0i f vi0 , 0
vi j =
(
α
100
)
×OOM
(
pty
(
vi0
))
i f vi0 = 0
(10)
Energies 2019, 12, 3324 12 of 34
With each variation vi j, respecting Equation (10), the unit composes a new keyword text file and
replaces the initial value vi0 by vi j, executes the new input file, and extracts the total ED value for each
modified variable. Note that, for robustness reasons, the derivative of ED with respect to each main
variable is calculated as the average of the different ED for each modified main variable. In addition,
each derivative is normalized to reduce the error because of different orders of input quantities.
3.2.6. Bi-Objective Optimization Unit
After the generation of the Jacobian matrix, its elements are ranked according to the descending
order of their absolute values which grades the variables influence on the total exergy destruction
function. Later, the number of variables to optimize among the most important values in the ranked
matrix is specified by the user. Ranking and selecting the highest impact variables is important in order
to reduce the time and the complexity of the optimization sequence in the following optimization unit
of the methodology. This method applied on an academic LNG process showed that the choice of the
optimization number is a compromise between computational time and optimization level. Increasing
the number of optimization variables, minimizes more and more the objective function but increases
the computational time to a greater extent [50].
After selecting the most influencing variables on the exergy destructions function and the direction
of their modification, the module reaches the numerical optimization step. The numerical optimization
should be a multi-objective one taking into account the total ED function, calculated in the exergy
analysis unit in Equation (6), as well as the MER function calculated according to the problem table
method in the pinch analysis unit (3.2.1). The PRO/II® optimizer is single-objective using successive
linear programming to solve non-linear optimization problems. That is why; the multi-objective
optimization is scalarized and formulated as a single-objective optimization problem such that optimal
solutions to the single-objective optimization problem are Pareto optimal solutions to the multi-objective
optimization problem. A general formulation for the scalarization of a multi-objective optimization
considers the weighted sum method demonstrated in Equation (11).
minF (vi) = w1ED(vi) + w2MER(vi)
with w1 > 0, w2 > 0 and w1 + w2 = 1
(11)
At the end of this OCO module, a new process with optimized operating conditions and optimized
HEN is simulated to serve as entry to the following module. One of the main advantages of this
approach is time saving compared to holistic operating conditions improvement techniques. In addition,
it allows transforming the exergy analysis method from an evaluation to a guidance tool by targeting
the most important operating conditions to adjust and the direction of their adjustment.
3.3. Structural Optimization
The SO module is founded on the previously established exergy and energy balances that are
systematically examined in the aim of detecting existent synergy patterns. However, limiting the
synergy matches to the existing system streams in their form (e.g., internal heat recovery that can
be identified by the pinch method) can yield to missing out on prospect synergies. These prospect
synergies will be identified if the process is structurally modified in many cases that can be considered
separately or combined together:
• Adding new heating or cooling requirements (changes in stream temperatures) that can be
supplied directly by available excess heat or heating needs through the pinch method or through
thermodynamic conversion systems;
• Looking for the best thermodynamic conversion systems options helping to convert the lost exergy
into a useful form;
• Changing some unitary operations into equivalent ones destroying less exergy (e.g., replacing
a valve by an expander)
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The purpose of the SO module is to identify the best configuration change in the process helping
to build the optimal pathway of the unrecovered energy and introduce better process operations.
Its numerical formulation consists of assembling four units allowing the design of new integrated
architectures. The energy and exergy balances as well as data of the previously optimized simulation
enter the “sources/sinks identification unit” in which existing availabilities and needs along with
profitable created needs are distributed and classified according to their heat load and temperature
levels. This distribution is inserted in the “synergy integration unit” to assess the possible integrations
scenarios, one by one. Synchronously, the energy and exergy balances as well as data of the previously
optimized simulation enter to the “heuristic design modifications unit” where the application of
potential design modifications generates new scenarios. At the issue of the “synergy integration
unit” and the “heuristic design modifications unit,” a set of scenarios is obtained, each executing one
structural enhancement. Afterward, the generated set of single-modification scenarios is given to the
“combinatory scenarios evaluation unit.” As indicated by the name, this unit will create and evaluate
new scenarios combining the structural enhancements of the single-modification scenarios. Scenarios
representing competition in sharing an availability source revisit the synergy integration unit to assess
the optimal energy distribution between conflicting sinks. As a result, the retained scenarios (from
the synergy integration, the heuristic design modifications, and the combinatory scenarios evaluation
units) are simulated in order to obtain their exergy and energy balances as well as the simulation
files consisting the entry to the following OCO module. The units consisting the SO module are then
further studied.
3.3.1. Sources/ Sinks Identification Unit
The optimized simulation coming from the OCO module is represented by a set of three elements
(HMER0, ED0, CMER0) indicating, respectively, the theoretical heating minimum energy requirements,
the total exergy destructions, and the theoretical cooling minimum energy requirement. These three
elements become the SO module input simulation. The steps of the current unit are represented in
Figure 4.
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Existing Sources and Sinks
The first step is to classify the existing energy sources and sinks provided by the energy and exergy
balances along with data concerning the type of their heat exchange (heating/cooling), their inlet and
outlet temperature values, their duty and their minimum temperature approach when exchanging with
another flow. In fact, the input simulation contains energy sources and sinks that were not matched
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in the pinch analysis unit of the OCO module. The existing sink forms the energy availability of the
process. Valuable or not, they constitute waste energy at disposal originating from the heat rejection to
the environment at different temperature levels. This availability is not valorized by the HEN design
because of the non-conformity between their load, temperature levels value, and the remaining needs.
Potential Created Sinks
Nevertheless, since waste energy is at disposal, limiting to the demands required by the subsisting
systems’ heat flow confines the internal valorization potential. Adding heat loads at adequate locations
and adequate temperature levels of the system can subsequently improve the overall process by
decreasing its global consumed exergy while supplying the supplementary load from an existing
wasted energy. These added loads are accordingly represented as propitiously created energy needs.
Thus, the developed methodology proposes a sequential approach in order to determine and define
the added heat loads that can improve the process. This approach will help guiding structural
modifications that are not intuitively recognizable.
• Load Influence Matrix
The LIM is evaluated according to the following steps in order to spot the locations where
a propitious energy need can be created:
- Specifying a value for the temperature change ∆T provoked by the added duty. To evaluate the
heating influence, ∆T is positive. As for adding cooling loads, a negative ∆T is inserted.
- Generating new input process simulation files each altering the input version by introducing an
energy load with the specified∆T at a different location of the process. This is modelled by a simple
heat exchanger increasing or decreasing the temperature of the flow at the studied location.
- Launching the generated files in order to simulate the influence of the added loads coded in each
one on the global process behavior. The output file of each executed input file is obtained.
- Processing each output file to extract the needed data. In fact, the exergy and energy calculators
being embedded in the input simulation, a new set is evaluated corresponding to adding a load
at location.
- Calculating the elements of the “load influence matrix” according to Equation (12). Each line of
the matrix quantifies the influence of the added load on the hot minimum energy requirements,
the cold minimum energy requirements, and the total exergy destructions.
LIM =

L1 HMER′ 1 −HMER0 ED′ 1 − ED0 CMER′ 1 −CMER0
L2 HMER′ 2 −HMER0 ED′ 2 − ED0 CMER′ 2 −CMER0
...
...
...
...
Li HMER′ i −HMER0 ED′ i − ED0 CMER′ i −CMER0
...
...
...
...
Ln HMER′ n −HMER0 ED′ n − ED0 CMER′ n −CMER0

(12)
• Location of the Propitious Needs
After calculating the LIM, exergy and energy criteria are used to select the appropriate locations
to place a thermal load. In fact, decreasing the total exergy destructions of the process when adding an
energy load is a necessary condition to classify it as beneficial. From a thermal energy point of view,
interpreting the HMER and CMER variation signs gives indication on whether or not implementing
the load is energetically interesting and on the possibly needed conversion system. To be also profitable
from an energy point of view, the supplementary heat load should not create additional external
utility requirements which means that the HMER should not increase. A heating scenario is judged as
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propitious if heating provokes decrease in ED, while either reducing or keeping constant the HMER.
If the sign combination in a set (∆HMER’, ∆ED’, ∆CMER’) verifies the selection criteria of Table 2,
implementing the energy load at location Loci is immediately added to the beneficial needs list.
Table 2. Selection criteria for propitious added loads.
Selection Criteria ∆ED ∆HMER ∆CMER
Heating LIM - 0 -
- - -
Cooling LIM - - 0
- - -
When the locations of the interesting needs are identified, the process is investigated to identify if
placing the load at the detected location impacts the operating conditions limits. For example, if a heat
is added before a compressor, the following sizing step assures not violating the maximum operating
temperature of the compressor. The operating condition limit (OL) is later used to frame the added
load sizing process.
• Size of the Propitious Needs
Varying by ∆T the temperature at a certain location of a system gives an indication whether or not
adding a load is beneficial. Thus, after finding the interesting spots in a system to add a heat or cooling
load, the last step in identifying the propitious needs is sizing them to obtain their optimal load value
and heating/cooling temperatures. To do so, the outlet temperature of the added load is gradually
increased until the trend of the HMER function starts rising, designating that the internal availabilities
of the process no longer suffice the supplementary heating need. Beyond this minima value, the CMER
settles to its minimum value. The minimal point designates the optimal heating or cooling temperature
of the added exchange and subsequently its load. It is notable that if the modified temperature value
induces violation of an indicated operating condition limit before reaching the optimum point, the load
is sized according to the extreme temperature that respects the operating limit.
3.3.2. Synergy Integration Unit
Exploiting and matching the existing and/or created sinks to the existing sinks identified in the
previous list allows, in the current unit, discovering new synergy patterns by the mean of direct heat
exchange or conversion systems. The identified synergies were undetectable by the initial HEN design
of the pinch analysis alone.
The preselection algorithm proposed by Thibault and Zoughaib [47] is the core of this synergy
integration unit as it is compatibly connected to the hybrid algorithm developed in the scope of
this study. In the preselection algorithm, a MILP algorithm automatically preselects and predesigns
utilities and conversion systems based on exergy criterion. The mathematical model of the preselecting
algorithm consists of the following steps:
- Input Data: The algorithm uses the GCC as input data. It is automatically generated by software
CERES [51] which applies the transshipment model.
- Conversion system modeling: This preliminary step of the algorithm aims at preselecting
utilities that fit the best in the process for the exergy criteria. Simplified models based on
thermodynamic laws have been developed. To pre-design utilities means finding the optimal
operating temperature levels for technology. Figure 5 shows a GCC covering three zones, an
endothermic zone requiring heat above the pinch temperature, an exothermic zone with excess
heat between the ambient, and the pinch temperatures and a refrigeration zone below the ambient.
The figure illustrates the applicable conversion systems with respect to their integration zone.
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- Energy balance: Evaluating the total heat loads taken and provided at each temperature level
after using the utilities.
- GCC update: An updated GCC is rebuilt at this point of the algorithm and takes into account the
effect of utilities on the process heat loads.
- Electricity balance: When all utilities are set up, the electricity consumption and production has
to be calculated in order to evaluate overall exergy destruction.
- Restriction on utilities placement: The algorithm sets technological feasibility criterion in order
to reduce the number of different technologies of utilities and accelerate the problem solving.
Objective function: Energy levels [24] are used to calculate the total exergy destruction value.
The last manifests as objective function to minimize.
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3.3.3. Heuristic Design Modification Unit
The present unit will also handle introducing new process designs, however based on technological
enhancements possibilities. To do so, a library of design heuristics is predefined and is consulted
in the SO module to check if the studied process verifies the conditions for integrating any of the
proposed design technologies. In fact, the exergy and energy balances along with the output data
file coming from the previous simulation are processed in order to verify if they validate any of the
heuristics conditions. If they do, while improving the HMER, CMER, and ED conditions, each heuristic
is implemented alone generating a separate scenario. Two design heuristics are investigated:
• Extended Pinch Analysis and Design Procedure
The ExPAnD method focuses on sub-ambient processes and consists of relieving the flow under
pressure by introducing one or more ress re expansions so that the pressure-based exergy is converte
into exergy based on temperature. This makes it possible to produce cooling capacity and work
simultaneously. At the level of a process, this action leads to a reduction in the need for cooling
utilities. In the he ristic design unit, this case is imple ented if in o e or a series of sub ambient heat
exchangers, the supply temperature of the cold stream at any point is greater than the final target
temperature of the heat streams with a need for cold utility in the system. Temperature difference is
constantly checked on the new cold streams’ supply temperature side in order to prevent crossover.
• Valve Replacement
This heuristic is achieved by replacing the process’ valves by an expander with an isentropic
efficiency assumption and the same pressure drop value. If operating at temperatures above the
ambience, this replacement will allow producing work. However, if the temperature change resulted
increases the overall energy demands or the total exergy destructions, this heuristic is not considered.
While at low temperatures, the main advantage of this replacement, also verified by the ExPAnd
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method, is therefore the production of additional cold when a stream displays temperatures below that
ambient. The output of the work that can be used to generate electricity will be an additional advantage.
3.3.4. Combinatory Scenarios Unit
The purpose of this unit is to create and evaluate new scenarios combining the structural
enhancements of the single-modification scenarios generated in the two previous units. Two
combinatory situations may subsist:
- The combined scenario includes joining single-modification scenarios each using a different
availability source: in this case, no competition between the single scenarios exists and they are
added together as designed in the synergy integration or heuristic modification unit.
- The combined scenario includes joining single-modification scenarios sharing the same availability:
In this situation, the availability and co-existing needs are assessed. If the availability suffices the
new designs simultaneously, the latter are added together. However, if no disposed waste energy
can provide all the single-scenarios, the combined scenario will revisit the synergy integration
unit in order to redistribute optimally the disposed energy on the co-existing new designs.
At this point of the methodology, all or a number of the generated scenarios can be retained by
the user in order to simulate them and construct a new PFD including the design modifications and
evaluate the new exergy balance. Afterward, the user can also choose whether to perform another
methodological sequence or revisit the OCO module to re-optimize the operating conditions of the
new process.
4. Case Study
4.1. Description
The demonstration case study on which the hybrid method will be gradually applied consists of
a steam generation within an industrial site, as well as four unitary operations representing a virtual
process as depicted in Figure 6. This in an academic case study to highlight the methodology, it does
not reflect the real technical aspect of the process. The steam boiler generates superheated steam at
20 bar(g) and 500 K. A turbine T1, with 80% adiabatic efficiency, is used for expanding the steams’
pressure to 12.7 bar(g) and generates 122 kW of work. The steam, at the outlet of the turbine, is then
used to supply heat to two heat consumers in HX1 and HX2, the first at 400 K and the second at 450 K
where it condensates into liquid water at 467 K and then returns as feed water to the boiler. The
total heat need is equal to 3.5 MW. Pumps P1 is then needed to get the pressure back up with a 95%
efficiency. On the process side, air at 333 K is compressed from 20 bar(g) until 60 bar(g). The process
also manifests two cooling needs, the first HX3 is a chilled-water cooling need at 277 K provided
by a refrigeration cycle (COP = 4) and the second HX4 consists of lowering the temperature of the
compressed air to 360 K. The boiler is modelled with 30% air excess and with a fuel composed of
70% CH4, 20% C2H6, 5% C3H8, 3% C4H10, and 2% C5H12. The required fuel flow is consequently
0.26 t/h. Exhaust gas leaves the combustion chamber at an adiabatic flame temperature of 1900 K,
exchange heat with the water in the boiler and is rejected to the environment at 475 K, supposing an
acid dew point temperature of 335K.The pressure losses in the heat exchangers, mixers, and splitters
are assumed negligible. The isentropic efficiency of the air compressor is assumed to be 95%. The
process is simulated with Peng–Robinson as a thermodynamic method.
Energies 2019, 12, 3324 18 of 34
Energies 2019, 12, x FOR PEER REVIEW 17 of 34 
 
temperature of the heat streams with a need for cold utility in the system. Temperature difference is 
constantly checked on the new cold streams’ supply temperature side in order to prevent crossover. 
• Valve Replacement 
This heuristic is achieved by replacing the process’ valves by an expander with an isentropic 
efficiency assumption and the same pressure drop value. If operating at temperatures above the 
ambience, this replacement will allow producing work. However, if the temperature change resulted 
increases the overall energy demands or the total exergy destructions, this heuristic is not considered. 
While at low temperatures, the main advantage of this replacement, also verified by the ExPAnd 
method, is therefore the production of additional cold when a stream displays temperatures below 
that ambient. The output of the work that can be used to generate electricity will be an additional 
advantage. 
3.3.4. Combinatory Scenarios Unit 
The purpose of this unit is to create and evaluate new scenarios combining the structural 
enhancements of the single-modification scenarios generated in the two previous units. Two 
combinatory situations may subsist: 
- The combined scenario includes joining single-modification scenarios each using a different 
availability source: in this case, no competition between the single scenarios exists and they 
are added together as designed in the synergy integration or heuristic modification unit.  
- The combined scenario includes joining single-modification scenarios sharing the same 
availability: In this situation, the availability and co-existing needs are assessed. If the 
availability suffices the new designs simultaneously, the latter are added together. However, 
if no disposed waste energy can provide all the single-scenarios, the combined scenario will 
revisit the synergy integration unit in order to redistribute optimally the disposed energy on 
the co-existing new designs. 
At this point of the methodology, all or a number of the generated scenarios can be retained by 
the user in order to simulate them and construct a new PFD including the design modifications and 
evaluate the new exergy balance. Afterward, the user can also choose whether to perform another 
methodological sequence or revisit the OCO module to re-optimize the operating conditions of the 
new process.  
4. Case Study 
4.1. Description 
 
Figure 6. Steps of the sources/sinks identification unit. Figure 6. Steps of the sources/sinks identificatio unit.
4.2. OCO Module
4.2.1. Pinch Analysis
The first step of the module is verifying optimality of the HEN. To do so, the pinch analysis unit
identifies the process streams and their data, shown in Table 3 and determinates the energy requirements
of the process. The process is found to optimally need 3.1 MW of heating requirements above the
pinch temperature of 415 K and 0.88 MW of cooling utility requirements below this temperature and
0.31 MW of available cooling load in the exhaust stream. These results are obtained according to the
problem table algorithm integrated in this unit. The calculated HMER and CMER are respectively less
than the actual heating demand of 3.5 MW required by HX1 and HX2 and the actual cooling demand of
1.19 KW required by HX3 and HX4. This implies that the current heat exchangers configuration is not
pinch-optimal and that it is possible to design another HEN that reduces external utilities by attaining
the minimum energy requirement. In fact, the generated GCC of Figure 7 exhibits an auto-sufficient
zone between the corrected temperatures 443 K and 415 K confirming the possibility of internal energy
integration in order to reduce the overall energy consumption of the process.
Table 3. Process streams data of the base case study
Stream Tin (K) Tout (K) Load (MW) ∆Tmin/2 (K)
C1-C2 400 404.6 1.75 15
C2-C3 450 454.6 1.75 5
H1-H2 277 273.6 0.13 5
H4-H5 458.75 360 1.06 15
Exhaust 475.32 335 0.31 20
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Consequently, if the user chooses to design the optimal HEN, two recovery exchangers E1 and
E2 are added to the train allowing to partially integrate the 400 K heating need respectively with the
energy rejected in HX4 and the rejected combustion exhaust gas. With an assumption of 30 K minimal
temperature approach in the added exchanger E1, the configuration of Figure 8 saves 0.31 MW of
external utility requirement. In addition, 88 kW of the available energy in the exhaust gas are recovered
with 40 K minimal temperature approach in E2. However, exchanging with exhaust gas at this location
of the process is difficult to achieve and not cost-effective, especially that the heat load is relatively
small. In this application, energy integration is only considered in exchanger E1 with a minimal energy
requirement of 3.19 MW and the pinch analysis unit then adapts to the process model to correspond to
Figure 8 and adopts it as the initial simulation for the rest of the application.
Energies 2019, 12, x FOR PEER REVIEW 19 of 34 
 
 
Figure 7. Pinch analysis of the base case study 
Consequently, if the user chooses to design the optimal HEN, two recovery exchangers E1 and 
E2 are added to the train allowing to partially integrate the 400 K heating need respectively with the 
energy rejected in HX4 and the rejected combustion exhaust gas. With an assumption of 30 K minimal 
temperature approach in the added exchanger E1, the configuration of Figure 8 saves 0.31 MW of 
external utility requirement. In addition, 88 kW of the available energy in the exhaust gas are 
recovered with 40 K minimal temperature approach in E2. However, exchanging with exhaust gas at 
this location of the process is difficult to achieve and not cost-effective, especially that the heat load 
is relatively small. In this application, energy integration is only considered in exchanger E1 with a 
minimal energy requirement of 3.19 MW and the pinch analysis unit then adapts to the process model 
to correspond to Figure 8 and adopts it as the initial simulation for the rest of the application. 
 
Figure 8. Flow diagram of the pinch-optimal HEN of the case study (case 1). 
4.2.2. Exergy Analysis  
Following the pinch analysis unit, the exergy analysis unit employed in the process of case 1 
shows the exergy distribution in Table 4. 
It evaluates a total exergy consumption of 5.2 MW, mainly resulting from the fuel burning in the 
fired heater F-1 and electrical consumptions of the compressor C1 and of the refrigeration cycle for 
the chilled water cooling. The process destroys 2.9 MW of exergy distributed as shown in Figure 8. 
The highest exergy destruction resides in the fired heater F-1. This result is partially due to the 
degradation of the high value chemical exergy in the fuel in addition to the high temperature 
200
250
300
350
400
450
500
0 1 2 3 4
Te
m
pe
ra
tu
re
 (K
)
Net heat flow (MW)
0.31 MW 
Tpinch 
HMER 
CMER 
i r . i l f t st (c se ).
4.2.2. Exergy Analysis
Following the pinch analysis unit, the exergy analysis unit employed in the process of case 1
shows the exergy distribution in Table 4.
Table 4. Exergy balance for case 1.
Exergy Input Calculation Formula MW ExergyDestructions MW
Fuel exergy
.
m f uel × LHV 3.91 Combustion 1.51
Pump electricity exergy 0.15×10−2 HX Boiler 0.97
Compressors electricity exergy
.
WC1 +
.
QHX3/COP 1.31 HX4 0.18
HX1 0.15
Exergy Losses C1 0.04
Exhaust gas exergy exexhaust − ex350 K 0.19 HX2 0.04
E2 0.02
Exergy Output T1 0.02
Turbine work 0.12 HX3 0.00
Heat (exC2 − exC1) + (exC4 − exC3) 1.01 P1 0.00
Chilled water exH2 − exH1 0.01 M1 0.00
Compressed air exH5 − exH3 0.95 SP1 00
Total 2.94
ηex = 39.8%
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It evaluates a total exergy consumption of 5.2 MW, mainly resulting from the fuel burning in the
fired heater F-1 and electrical consumptions of the compressor C1 and of the refrigeration cycle for
the chilled water cooling. The process destroys 2.9 MW of exergy distributed as shown in Figure 9.
The highest exergy destruction resides in the fired heater F-1. This result is partially due to the
degradation of the high value chemical exergy in the fuel in addition to the high temperature difference
between the temperature profiles of the exhaust gas and the water in the steam generator. Considering
rejecting heat to the ambience, exchanger HX4 is responsible of 0.18 MW of exergy destruction. The
temperature approach in exchangers HX1 and HX2 between the heating needs temperature and
the steam saturation temperature at the outlet pressure of T1, is also the reason behind the exergy
destructions in these exchangers. As for the turbine T1, 0.02 MW of exergy is destroyed. For the rest of
the components, their internal exergy destruction is negligible. Moreover, the energy rejected in HX4
and the energy of the hot gas released at 475 K is not valorized. Therefore, the last is accounted as lost
exergy considering that exhaust gases can be cooled down to 350 K.
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4.2.3. Input Extraction
After simulating the case 1, raw input data is extracted. It accounts for 30 user input variables
including operation temperatures and pressures, flowrate distributions, fuel composition and
equipment efficiencies. Out of those, specifications concerning the heaters model are considered as
fixed and excluded from the input variables set. Likewise, the efficiencies of compressors and pumps
and process streams specifications are set to be fixed. Also, the inlet pressure of pump P1, being defined
relatively to the outlet pressure of turbine T1, is automatically excluded from the main variables set.
The refinement process, Figure 10, curtails the raw input data to six main input variables used as entry
for the following module unit. It also signals the dependences (PT1, MITAHX2) and (PT1, MITAHX2)
since HX1 and HX2 are exchangers located after a pressure-changing device.
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4.2.4. Jacobian Matrix Calculation
To calculate the ED Jacobian matrix, two variations less and two variations greater than the initial
value of each variable are generated. Consequently, four simulations will be created for every main
input variable with a step α = 10.
Calculating the Jacobian matrix ranks the detected variables as seen in Figure 11. The heater F-1
being an important exergy destruction source, the temperature of the combustion inlet air is found
to have the most important influence on the total exergy destruction. Increasing this temperature
at constant adiabatic flame temperature reduces the mass of fuel burned and therefore reduces the
combustion exergy destruction in the heater as well as the total exergy destruction. However, this
variable is detected as design variable whose modification requires a structural rearrangement. The
steams’ high pressure (HP) is the most influential variable in the process. Increasing the high-pressure
increases the steams saturation temperature in F-1, and with a constant MITA, decreases the temperature
approach between the exhaust gas and the steams’ profiles reducing consequently the heat exchanger
exergy destruction. The decrease of the steams’ saturation temperature will have the same effect on
HX1 and HX2 because of reducing the internal temperature approach between the steam and the
heating needs. The turbines’ work production is also increased even though its exergy destruction is
increased because of entering with higher temperature and pressure values. The minimum temperature
approach in exchanger E1 also has an important impact on the total exergy destruction of the process.
Decreasing this variable implies a better heat integration in the HEN and consequently a reduction of
the heaters’ exergy destruction value thus reducing the total exergy destructions. On the other hand,
decreasing the low pressure (LP) of the turbine T1 produces more mechanical work and decreases the
steams’ temperature in HX2 and therefore reduces the approach between the temperature profiles of
its hot and cold streams.
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Figure 11. Jacobian matrix el ments ed a cording to their absolute value.
Since pressur and MITA properties have t e order of magnitude, Figure 12, showing the
total exergy destruction function of the variation difference for each variable, validates the Jacobian
matrix values. With bigger variation steps (v-v0), it is depicted that the HP curve has the steepest slope,
followed by the MITA E1, then the LP.
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4.2.5. Bi-Objective Optimization
Since the number of influential variables is limited to three in the demonstrated case study, they
are all selected as optimization variables in the following units.
The objective function F = w1ED + w2MER is optimized with seven weight sets (w1, w2) while
respecting the following constraints:
- MITAHX1 > 3;
- MITAHX2 > 3;
- Tin-hot HX2 > Tout-cold HX2 + PinchHX2;
- Tin-hot HX1 > Tout-cold HX1 + PinchHX1;
- Liquid fraction of Pump inlet = 1.
In the case study, the optimal solution of the bi-objective weighted optimization is a single point
solution, as shown in Figure 13, because the MER and ED functions are not conflicting. The optimal
solution, identical for all weighted sets, is a minimum of 2.7 MW of ED and a minimum theoretical of
2.89 MW HMER. This solution is obtained for a HP of 43.65 bar(g), a LP in the turbine equal to 11 bar(g),
and a 10 degree MITA in exchanger E1. The CMER is subsequently reduced to 0.68 MW as seen in
Figure 14. The actual case without exhaust gas recovery consists of 2.98 MW of heating requirements.
The optimized process is entitled “case 2”.
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To conclude the application of this module, the proposed approach allows reducing the theoretical
HMER of the process by 17.4%, the actual HMER by 14.8%, and the total exergy destruction by 7%.
The improvement was achieved by proposing a new HEN as well as by optimizing the operating
conditions. One of the main advantages of this approach is time saving compared to holistic operating
conditions improvement techniques. In addition, it allows transforming the exergy analysis method
from an evaluation to a guidance tool by targeting the most important operating conditions to adjust
and the direction of their adjustment.
4.3. SO Module
4.3.1. Sources/Sinks Identification
The exergy destruction in the new simulation, case 2, sums up to 2.7 MW. The configuration
of the practical HEN with optimized parameters requires 2.98 MW of hot utility, which is greater
than the theoretical hot energy requirements of 2.89 MW, if considering exhaust gas recovery. In the
“sources/sinks identification unit,” the availabilities and requirement of Table 5 are detected.
Existing Requirements and Availabilities
The heat availabilities in the process are split between 0.27 MW of available exhaust gas at 468 K
with a maximum cooling temperature to 335 K and 0.54 MW of heat rejection at 410 K in the compressors
after cooler HX4. On the other hand, the existing needs are equivalent to process requirements that
could not be met using the pinch method alone. After heat integration in the OCO module, no direct
heat exchange scheme is possible between the remaining requirements and the disposed energy. The
existing detected process demands consist of 0.13 MW of a chilled water-cooling need at 277 K and
two heating needs in HX2 and HX1 at 450 K and 400 K respectively. The fulfillment of these needs is
evidently beneficial because it allows to directly decrease the process external energy consumption.
Added Propitious Requirements: Location and Size
New needs are created and sorted in order to find the opportune ones to fulfill. The load influence
matrix is calculated with a three degrees heating at each point of the process. The resulting values
multiplied by 100 are presented in Equation (13).
Air 0 −0.5 −0.5
C1 0 2.3 4.44
C3 55 −1.75 0
H1 3.32 −64.15 −6.68
H3 5.87 −69.81 −3
Exhaust 9.5 0.22 −17.5
E1 cold out 3 0.92 −54
E1 hot out 3.2 −72.44 −6.8
F1 cold in 1.23 −0.86 0
F1 cold out 2 −0.80 0
T1 out 23 −12.58 −1.36
HX2 cold in 14 −7.41 −0.67
HX2 cold out 189 −206.51 −0.27
HX1 cold in 9 −5.17 −0
HX1 cold out 132 −84.98 0.5
P1 out 0.5 −0.35 0.5
C1 in −4 −2.34 −3

(13)
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In agreement with the MER and ED criteria, two possible spots for adding heat in the process are
potentially beneficial: Heating the “air” stream (combustion air) and heating the compressors’ inlet
stream “C1 in.” After determining the locations of the advantageous created demands, each one should
be validated and sized separately.
• Added option 1: Heating “air” stream
Heating the “air” stream implies preheating the intake air for the combustion process. The load
influence matrix shows that increasing the temperature of the combustion air is propitious because it is
provided by internal heating availabilities and allows improving the process by reducing its total exergy
destructions. This is interpreted by the negative change in the total exergy destruction value along
with a reduction in the CMER and a constant HMER value. In fact, pre-heating the inlet combustion
air alleviates the burner load and reduces its fuel consumption allowing to substantially reduce the
chemical exergy degradation. Assuming a constant adiabatic flame temperature, the enthalpy increase
of the air entering the furnace yields to increase the air to fuel combustion mass ratio and consequently
reducing the fuel consumption.
Sizing the preheating need consists of finding the optimal preheating duty and its corresponding
temperature levels in order to add it to the process requirements list. Figure 15 shows the behavior
of the HMER, the CMER, and total ED with respect to air preheating temperatures (on two different
scales). The optimal theoretical sizing is achieved by preheating the air to 385 K through internal heat
recovery to keep a constant theoretical HMER equal to 2.89 MW. Before this temperature, the CMER is
decreasing, designating the use of available energy in the process to heat the air. Exceeding a 385 K of
inlet air temperature cannot be satisfied by the internal energy availabilities settling at their minimum
value. Sizing the air preheating recovery exchanger takes into account respecting a minimum internal
temperature difference of 10 ◦C.Energies 2019, 12, x FOR PEER REVIEW 25 of 34 
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Figure 15. The hot minimal energy required (HMER), cold minimal energy required (CMER), and total
exergy destruction (ED) of case 2 with respect to the combustion air intake temperature.
However, considering that the theoretical HMER is less than then actual HMER, the difference
between t two is also av ilable for r covery on the cold sid . Since the total ED and fuel
consumption are constantly decreasing, pre-heating the air to the maximum is of interest. To do so, the
preheating size requires meeting the actual HMER of 2.98 MW, which occurs at an air temperature of
429 K.
• Added option 2: Heating the compressors’ C1 inlet stream “C1 in”
The load influence matrix allows detecting that it is advantageous to place a heating duty at the
inlet of compressor C1. Even though this modification yields to increase the compressors’ consumed
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work, its global impact is found to be beneficial. In fact, entering the compressor at a higher temperature
conducts to exiting it at a higher temperature also, which implies having more heat that is available for
recovery in the compressors aftercoolers. With a fixed outlet temperature for the heating need in HX1,
the recovery in exchanger E1 is increased and the duty required by the furnace is decreased. In this
specific scenario, the compressor acts as an open cycle heat pump that transforms low-grade energy to
high-level temperature energy by using only the process flows and without actually incorporating
a heat pump equipment. Even though, this option invests in mechanical exergy to directly produce
thermal exergy, the global gain is reflected in chemical exergy savings in the fired heater level. Therefore,
the load influence matrix demonstrates the reduction in the process’ hot energy requirements along
with reducing the total ED and decreasing the rejected heat notably in exchanger HX4.
Similarly, as in option 1, the optimal heating load is sized by gradually increasing the outlet
heating temperature up until the added load starts needing more than the available heat in the process
and the HMER starts increasing. However, in this particular case, the unit signals the heating location
to be before a compressor and adds to the sizing process an operating limit, which is the maximum
compressor operating temperature equal to 500 K. Figure 16 shows that the operating limit is reached
before attaining the optimal HMER value. The maximum preheating temperature respecting the
compressors’ operating temperature is 363K, reducing the theoretical HMER to 2.48 MW, the CMER to
0.5 MW, and the total ED to 2.63 MW.Energies 2019, 12, x FOR PEER REVIEW 26 of 34 
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temperature.
At the issue of the sizing of the second cre ted potential need, a propitious invented requirement
of 0.31 MW to be heated between 333 K and 363 K completes the requirements list shown in Table 5.
Table 5. Availabilities and needs lists.
Availabilities &
Requirements Name Type T In (K) T Out (K) Load (MW) Source
Availabilities
1 Heat 468.78 335 0.27 Exhaust
2 Heat 410 360 0.54 HX4
Requirements
Existing
A Cooling 277 273 0.13 Chiller water
B Heating 50 54.6 1.75 Heating need HX2
C Heating 401.4 404.6 1.23 Heating need HX1
Propitious
Created
D Heating 298 429 0.23 Combustion Air
E Heating 333 363 0.31 C1 Inlet Air
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4.3.2. Synergy Integration
After identification and quantification of the process’ sources and sinks, the method finds,
via the preselect algorithm, and assesses separately every potential synergy scenario ensuring the
interchange between the systems’ classified energy actors. The scenario considering integrating
a heat pump machine to transfer heat from source 2 to sink C is not considered because scenario 3 is
equivalent to it without actually placing the machine. The integration of the three proposed synergies
is demonstrated below.
Scenario 1: Absorption Machine
An absorption machine is proposed as the first synergy scenario between the existing availabilities
and the existing needs. It transforms the disposed heat in the compressors’ after cooler to cooling
energy capable of chilling the water. Figure 17 shows the specifications of the proposed absorption
machine by the preselect module. In the regenerator, 0.24 MW of the available energy is applied so
that the absorption solution is regenerated at 342.2 K. The refrigerant is later evaporated at 266 K while
cooling the 277 K water by exchanging 0.13 MW, which is the entire cooling need. Consequently, the
designed machine has a calculated COP of 0.54.Energies 2019, 12, x FOR PEER REVIEW 27 of 34 
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Scenario 2: Combustion Air Preheater
This scenario aims at satisfying a heating need and since enough heating energy is available at
the corresponding temperature levels, t compl tion of need D is ac ieved via a heat exchanger
wit out any particular conversion systems. As seen i Figure 18, the combustion air entering at
ambient temperature recovers 0.23 MW fro the combustion exhaust gases and reaches the desired
temperature of 429 K. The minimum temperature difference in the recovery heat exchanger is assumed
40 K. The remaining exhaust is rejected at 353 K.
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Scenario 3: Compressors’ Inlet Preheating
In a similar approach to preheating the combustion air, the implementation of this scenario is
attained via a direct heat exchange as depicted in Figure 19. After recovery in E1, the remaining
high-pressure air disposes 0.54 MW of heating energy. A total of 0.31 MW of it is used to increase the
temperature of the compressors’ inlet air from 333K until the calculated temperature of 363 K that
allows respecting the compressors’ operating temperature. A minimum temperature approach of 20K
is taken in the recovery exchanger. This scenario increases the recovery in E1 up to 0.95 MW because of
pumping heat at 500 K.
Energies 2019, 12, x FOR PEER REVIEW 27 of 34 
 
 
Figure 17. Absorption machine assessment. 
Scenario 2: Combustion Air Preheater 
This scenario aims at satisfying a heating need and since enough heating energy is available at 
the corresponding temperature levels, the completion of need D is achieved via a heat exchanger 
without any particular conversion systems. As seen in Figure 18, the combustion air entering at 
ambient temperature recovers 0.23 MW from the combustion exhaust gases and reaches the desired 
temperature of 429 K. The minimum temperature difference in the recovery heat exchanger is 
assumed 40 K. The remaining exhaust is rejected at 353 K. 
 
Figure 18. Combustion air preheating assessment. 
Scenario 3: Compressors’ Inlet Preheating 
In a similar approach to preheating the combustion air, the impl mentatio  of this sc nario s 
attained via a direct h at exchange as d picted in Figure 19. After recovery in E1, the remai ing high-
pr ssure air disposes 0.54 MW of he ting energy. A total of 0.31 MW of it is used to increase the 
temperature of the compressors’ inlet air fro  333K ntil the calculated temperature of 363 K that 
allows respecting the compressors’ operating temperature. A minimum temperature approach of 20K 
is taken in the recovery exchanger. This scenario increases the recovery in E1 up to 0.95 MW because 
of pumping heat at 500 K. 
 
Figure 19. Compressors' C1 inlet air preheating assessment. Figure 19. Compressors’ C1 inlet air pre e t t.
Figure 20 exposes the GCC resulting from the integration of each scenario alone. The initial case
2 and scenario 1 have the same HMER value equal to the optimal HEN value while the CMER in
scenario 1 is reduced considerably because of the placement of an absorption machine removing heat
below the pinch and removing cooling requirements. In scenario 2, the HMER is equal to the practical
case because theoretical internal recovery was not considered because of its unfeasibility and using
the exhaust gas to preheat the air allowed reducing the rejected heat below the pinch. As for scenario
3, generating higher temperature flows by the compressor trough with the recovery of the heating
availabilities allows improving the internal recovery and reducing the HMER value and at the same
time reducing the CMER.
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4.3.3. Combinatory Scenarios Evaluation
Combining the combustion air-preheating to the absorption machine in scenario (1 + 2) or to the
compressor inlet air preheating in scenario (1 + 3) does not show any competition between the fulfilled
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needs since each one exchanges with a different availability. On the other hand, accumulating the
absorption machine to the compressors’ air preheating in scenario (1 + 3) or adding all three conversion
systems in scenario (1 + 2 + 3) indicates coexisting demands sharing availability 2. The unit detects
a competition between the coexisting demands because the availability load does not suffice both needs
simultaneously. In this case, the method consists of judiciously redistributing energy between different
sources and sinks and determining the optimal exchanges between the remaining heat excesses and
the unmet needs.
In order to demonstrate the methodology, the combinatory scenario (1 + 2 + 3) implementing
all three proposed conversion systems is chosen to be evaluated. The pre-select module is launched
in order to resize the absorption machine or to find another integration possibility. Figure 21 shows
that instead of resizing the absorption machine on the evaporator side, the synergy integration unit
proposes another integration possibility by searching to absorb heat at a higher temperature level in
the absorption machine. This will yield in improving the COP of the absorption machine and reducing
its heat requirements on the regenerator side so it can produce a duty reserve for the air preheating
and prevent the competition between the energy needs. In this scenario, 0.16 MW of the remaining
energy in the compressed air is absorbed at 370 K in the absorption machine in order to provide, with
a COP equal to 0.81, the 0.13 MW of cooling needed to chill the water. The remaining energy available
in the compressed air will then be divided between preheating the air entering to the compressor and
waste energy. The combustion air preheating takes place with the exhaust air independently from the
rest of the network. The GCC of the scenario (1 + 2 + 3) combining all synergy scenarios is exhibited
in Figure 22. The new structure of the process requires 2.57 MW for heating. Only 0.09 MW of heat
remains in the process, which indicates the optimized structure proposed by the methodology.
Energies 2019, 12, x FOR PEER REVIEW 29 of 34 
 
Only 0.09 MW of heat remains in the process, which indicates the optimized structure proposed by 
the methodology. 
 
 
Figure 21. Scenario (1 + 2 + 3) design. 
 
Figure 22. GCC of scenario (1 + 2 + 3). 
Figures 23 and 24 represent, on different y-axis scales, the ED distribution in the process’ unitary 
operations and the total ED for the considered scenarios. The initial ED is decreasing in each of the 
single-scenarios and in the combinatory scenario. Interpreting the diagram allows concluding that in 
the scenarios exploiting the heat in the compressed after E1; the ED in exchanger HX4 is reduced 
caused by the load reduction of the exergy rejected. However, only in scenario 3 the recovery in E1 
is increased because of the rise of the cold stream inlet temperature, which is reflected by an increase 
in the ED of the recovery exchanger E1 versus a consequential decrease in the ED of HX1 where utility 
heating is required. In this scenario, it is also noticeable that even though the work of the compressor 
is increased, the local ED in C1 is increasing very slightly. In fact, the ED increase because of the 
supplementary work consumption, is largely compensated by the decrease in the flow exergy caused 
250
270
290
310
330
350
370
390
410
430
450
470
490
0 0.5 1 1.5 2 2.5 3 3.5
Te
mp
era
tur
e (
K)
Net heat load (MW)
Figure 21. Scenario (1 2 + 3) design.
Figures 23 and 24 represent, on different y-axis scales, the ED distribution in the process’ unitary
operations and the total ED for the considered scenarios. The initial ED is decreasing in each of the
single-scenarios and in the combinatory scenario. Interpreting the diagram allows concluding that
in the scenarios exploiting the heat in the compressed after E1; the ED in exchanger HX4 is reduced
caused by the load reduction of the exergy rejected. However, only in scenario 3 the recovery in E1 is
increased because of the rise of the cold stream inlet temperature, which is reflected by an increase in
the ED of the recovery exchanger E1 versus a consequential decrease in the ED of HX1 where utility
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heating is required. In this scenario, it is also noticeable that even though the work of the compressor
is increased, the local ED in C1 is increasing very slightly. In fact, the ED increase because of the
supplementary work consumption, is largely compensated by the decrease in the flow exergy caused
by the temperature change. This is justified by being close to the isentropic line with an assumed
efficiency of 95% for the compressor. On the other hand, the combustion air-preheating scenario is the
only one using the exergy of the exhaust gases therefore reduces the exergy destructions in the rejected
streams. ED in HX3 is the ED generated by the water chilling, it is included in the calculation of the
absorption machine in scenarios 1 and (1 + 2 + 3). Moreover, improving the COP of the absorption
machine in scenario (1 + 2 + 3) is translated by a decrease in the ED of the machine.
The result of applying the SO module on the simple case study permitted exploring and evaluating
three new conversion pathways. Combining all of them allowed reducing by 20% the total exergy
destructions of the process conjointly to reducing the HMER by 11% and the CMER by 88% through
intelligent use of the process’ sources. Even though simple, this application showed interesting
interactions between the ED and the MER functions and between the local and global ED variation.
It allowed exploring design opportunities that were otherwise unattainable by classic pinch or exergy
methods. Some of the solutions given were also not intuitively obvious nor provided by common sense.
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5. Conclusion
The proposed approach introduced new developed elements and existing bricks from the
state-of-the-art to the conventional pinch and exergy approaches in order to extend their application
and maximize their optimization potential. Consequently, the proposed methodological framework
distinguished between an peratin c nditio s optimization module and a structur l optimization
module, each improving the process based on methodology bricks from exergy and pinch analysis
with the intervention of the user for certain decision-making situations. The proposed formulation of
the OCO module succeeded in combining the pinch and exergy methods and overcoming some of their
limitations. The introduction of the Jacobian matrix concept evolved the employment of the exergy
analysis from an auditing tool to a decision-making tool giving indication on the target operating
conditions and the direction of their modifications. Moreover, including the MER function in the
bi-objective optimization exhibited the behavior of the process heat integration facing the optimization
of all types of variables including pressure and flowrates and not only temperatures. As for the SO
module, it achieved the extension of the traditional pinch analysis method so as to include designs
with conversion systems investigating all prospect synergies in the process and therefore reducing
the energy consumption. The proposed methodology is not bounded by searching the satisfaction
of existing needs only but exceeds it by creating new needs and sorting them in order to find the
opportune ones to fulfill.
In a case study demonstration, optimizing the process operating conditions according to the OCO
module altered the process HEN as to introduce a new recovery exchanger, which allowed reducing
by 9% the initial heating energy consumption. Later, targeting the three variables with the highest
impact values, which are the steams’ HP and LP, as well as the recovery exchanger MITA allowed
further reduction of 14.8% in the heating energy requirements and a total of 7% decrease in the total
ED of the process. In the SO module, one symbiosis pathway was detected in the existing systems’
configuration. It consisted on valorizing the available heat in the process to provide existing cooling
needs via an absorption machine. On the other hand, the load influence matrix contributed in detecting
two interesting pathways, the first consisted of using the available heat in the process to preheat the air
entering the fired heater and the second proposed using the available heat to preheat the inlet of an air
compressor. Realizing the best feasible combination of conversion pathways allowed by 20% the total
exergy destructions of the process conjointly to reducing the HMER by 11% and the CMER by 88%.
The proposed methodology showed to be time saving compared to the holistic approach by
efficiently targeting the most influential operating condition to be optimized. Moreover, it demonstrated
the potential of producing case-by-case solutions that otherwise require specific expertise. Future
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development of the proposed methodology will consist of including other minimization criteria. In fact,
the proposed approach is valid if the system has a constant desired exergy output but if the system has
additional outputs or co-products leading to additional outputs, the ED criteria should be replaced by
exergy efficiency. Moreover, cost functions and correlations can be added as part of the methodological
pattern in order to generate cost and energy efficient solutions. In addition, future work will consider
developing this methodology on another simulation platform with a multi-objective optimizer. Also,
for more robustness and less computational time, formulating a mathematical approach for detecting
any type of coupled variables should be considered for a more efficient input extraction process
targeting directly the controlling variables. This can be done by calculating the influence matrix which
is a numerical matrix assessing the influence of the change of each variable on all the other variables
and spotting the ones that are related.
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Nomenclature
Latin letters Greek letters
CMER Cold minimal energy required W α Step variation value
COP Coefficient of performance - ε Infinitesimal value
∆T Temperature change ◦ ηex Exergy efficiency
∆Tmin Minimum temperature difference ◦
ex Specific exergy of a stream J.mol−1 Subscripts and superscripts
ED Exergy destruction W c Condenser
ExOUTPUT. The desired output exergy W e Evaporator
ExINPUT. The input exergy expenses W i, j, n, m index
Eff Efficiency - min Minimum
Ex Exergy J ut utility
F Objective function
h Specific enthalpy at P, T J.mol−1 Acronyms
h0 Specific enthalpy at ambient P and T J.mol−1 CERES
Chemins énergétiques pour la
récupération d’énergies
HMER Hot minimal energy required W COP21 21st Conferences orties
LHV Lower heating value W.kg−1 C3MR Propane and Mixed Refrigerant
.
m Mass flowrate kg.s−1 EGCC Exergy Grand Composite Curve
MITA Minimum internal temperature approach ◦ FG
MER Minimal energy required W GCC
N Reference simulation GHG
N’ Optimized simulation HEN
.
n Mole flow rate mol.s−1 HP High pressure
P Pressure bar/bar(g) LIM Load influence matrix.
Q Heat transfer rate W LNG Liquefied
s Specific entropy at P, T J.K−1.mol−1 LP Low pressure
s0 Specific entropy at ambient P and T J.K−1.mol−1 MILP Mixed integer linear programming
T Temperature K OCO Operating conditions optimization
T0 Ambient temperature K OL Operating limit
vi Variable of the exergy destruction function- OOM Order of magnitude
vi j Variation number j of variable vi - ORC Organic Rankine Cycle.
W Power W PFD Process flow diagram
w1, w2 Weights for scalarized optimization - SSO Structural optimization
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