Aerobics has been broadly adopted in colleges and universities 
Introduction
In recent years, Chinese colleges and universities begin to popularize the aerobics education gradually. Aerobics education can strengthen the basic teaching to meet the increasing requirements of aerobics learning, further reform the sports curriculum and improve the students' physical quality. Aerobics ranges between dance and physical exercise. It neither belong to the pure dance nor different from the traditional sports. Aerobics exercise mainly relies on the musical accompaniment. The body moves greatly in aerobics. Aerobics has strong sense of rhythm, and the movements are smooth. Aerobics can be used not only for entertainment but also for exercising.
In past researches, many scholars studied the performance of the aerobics. Yin Hang studied the main factors that could affect the aerobics special sport achievement of the athletes in different levels [1] . Wang Fang established the multivariate linear equations of the aerobics performance, the body shape and the somatic function. The weight coefficients in the equation were obtained by adopting the expert questionnaires and the empirical evaluation [2] . This method has the strong subjectivity. Wang Ni established the evaluation model of the special aerobics performance based on the neural network [3] . In this paper, we established the prediction model of the aerobics athletes special performances based on the thought which is put forward by Bai Kaixiang [4] . The author adopts the multivariate regression method which uses the body shape, quality and the performance as the indexes to establish the model. The variables are selected from the 32 different indexes by correlation analysis and cluster analysis. The dependent variables are the special movement performances. They are scored by experts through analyzing the level of the movement difficulty.
The traditional data forecasting method is difficult to establish an accurate predictive model. Therefore, many scholars put forward a prediction method which is based on the
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Copyright ⓒ 2014 SERSC intelligent model [3] . The intelligent model does not need to understand the controlled objects deeply. It only needs to study the historical data to establish a more accurate model. Therefore, intelligent model has a good applied prospect. Other literatures design the predictive control methods based on the different neural network models [4] [5] [6] . This method can handle the nonlinear and the constrained objects. However, the neural network is easy to fall into the local optimum and has poor generalization ability. Therefore, some other scholars studied MPC method which is based on the Support Vector Machine (SVM) [7] [8] [9] [10] . SVM has the characteristic of global optimum, strong generalization and small sample training. It improves the efficiency of the prediction control effectively. The above prediction models are off-line training models. They could not revise these models online. But the nonlinear process generally has the characteristic of time-varying. So, the offline established model cannot adapt the change. The online support vector machine is a training method of SVM online [11] . OSVM saves the training parameters. When the model error is more than the setting value, we adjust the model parameters through online learning and make the parameters meet the setting accuracy. Therefore, OSVM can adapt the dynamic changes of the nonlinear objects.
This paper identifies the evaluation indexes and the standards. These indexes include accuracy, uniformity, flexibility, coordination, stability and control. In addition, this paper uses the OSVM to predict the aerobics performances. The test results show that the method has a pinpoint prediction accuracy and a good generalization ability. The structure of the article is as follows. The first part is the introduction. The second part is the SVR model. The third part is the types and selection of kernel function. The fourth part is the Online SVM algorithm. The fifth part is the numerical analysis and the last part is the conclusion.
The SVR Model

L S S V R  expands standard
S V R by optimizing the square of relaxation factors and converting the constraints of inequality to equality, so the quadratic programming problem in traditional S V R becomes linear simultaneous equations, thus the calculating difficulty reduces a lot in company with the solution high efficiency and convergence speeding up.
The basic method of S V R : Define n xR  and yR  , let n R be the input space, by nonlinear transformation ()   , we let in the input space x map into a high dimensional characteristic space where we use the linear function to fit sample data while making sure the generalization.
In the characteristic space, the linear estimation function is defined as:
Where  is the weight and b is the skewness. The aim function is:
s.t.
() 
According to the KTT we get
Where E is the matrix whose elements are all 1, I is a NN  identity matrix. Inner product of regression in non-linear function can be replaced by kernel function satisfied M e r c e r . Let
We then have the
The basic thought can be showed as Figure 1 . 
The Types and Selection of Kernel Function
In general, the kernel function is commonly used as the linear kernel function, polynomial kernel function, the radial basis kernel function, and sigmoid kernel function. The functions are as follows:
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Where the d is the order of the polynomial (3) Radial basis kernel function 2 2 ( , ) e x p ( 2 )
Where the  is width of the kernel function
Commonly used kernel function can be divided into two categories: one category is the global kernel function, the other is local kernel functions: The linear kernel function, polynomial kernel function, and Sigmoid kernel function is a global common kernel function.
The Online SVM Algorithm
In this paper, we present an online SVM model whose primary distinction from the conventional SVM model focuses on the manner of data provided. The data are provided in sequence for the presented online SVM model, while they are supplied in batch for the conventional SVM model. In our model, suppose that the initial training data set with l samples. Then we select the optimal kernel function with the optimal parameter. As we know, for any orthogonal basis 12 ( , , , )
In this paper, we present an online SVM model whose primary distinction from the conventional SVM model focuses on the manner of data provided, i.e.. The data are provided in sequence for the presented online SVM model, while they are supplied in batch for the conventional SVM model. In our model, without loss of generality, suppose that the initial training data set with l samples. Then we select the optimal kernel function with the optimal parameter (say, the optimal model is established based on the current l data). As we know, The main ideal of the online-SVM can be as the following:
Step 1 (Initialization)
(1) Let the initial training data set G has summarized l samples (2) Let the class of kernel function Step 2 (optimal kernel select) and then go to step 2.
(2) Otherwise, the optimal kernel and corresponding online SVM model are not changed.
The objective function can be written as follows:
Where c is an
At the initial stage of the online training, suppose one example is given for each class. The hyperplane with a maxi-mum margin for these two examples can be found by solving the quadratic programming problem (10) . In this case, both examples are SVs. The new hyperlane can be found by minimizing Eq. (9) 
Numerical Analysis
The Choice of the Indexes
There are six indexes according to the public aerobics competition rules. They are the veracity, the regularity, the elasticity, the harmony, the stability and the control. Requirement derails are shown as Table 1 .
Table 1. The Indexes and the Requirements
Index Requirement Veracity accuracy of action and the precise position Regularity consistent degree to accomplish the actions Elasticity the light pace harmony coordination of action and music stability the ability to dominate the body continuously control the ability to control and regulate the body
The Choice the Training Samples
We choose 20 students who take part in the aerobics curriculum as the training samples. The scores are given by Delphi Technique. The results are showed in Table 2 . X1 is the veracity, X2 is the regularity, X3 is the elasticity, X4 is the harmony, X5 is the stability and X6is the control. 
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We calculate the average value of the six indexes for each sample and get the row Y. Then, we draw the histogram of the six indexes for each sample and the curve of the average value Y in one picture. The results are as shown in Figure 3 . 
Indexes Fitting
We fit the indexes and get the fitted values. Then we calculate the error of the two columns of the values. The results are as shown in Table 3 . 
Performance Prediction
As the good result of fitting curve, we predict the values for next ten samples by online-SVM. Then, we calculate the error between the actual values and the predicted values. The results are shown as the Table 4 . From the Figure 5 we can see that the curve of the actual values and exactly similar with the curve of the predicted values. This means that the prediction has obtained the good effect. The online-SVM applying to the aerobics performance prediction is feasible and effective.
Conclusion
Aerobics has been broadly adopted in colleges and universities in China. As the characteristics of ornamental value and easily accepted, Aerobics is very popular among the students.
In this paper, we choose six indexes as the judgment criteria to evaluate the performance of the aerobics. We apply Delphi Technique to get the scores for 20 samples. Then, we calculate the average values of each sample. At the same time, we fit the samples and get the fitting curve. With the comparison of the actual curve, we find that the fitting curve achieves a good result. At the basic of the fitting curve, we predict the next 10 samples by online-SVM. The results show that the predicting outcome has obtained a good effect. This result means that the online-SVM applying to the aerobics performance prediction is feasible and effective.
