In the prevailing biogenesis model of miRNAs maturation (Bartel 2004; Kim 2005), >1000-nts primary transcripts (pri-miRs) originate from the intergenic or intronic regions of annotated (non-)proteincoding transcription units (Rodriguez et al., 2004). The pri-miRs are cleaved by the nuclear RNase III endonuclease Drosha/Pasha complex, yielding ~70-120-nts precursor transcripts (pre-miRs) with 5' phosphate and ~2-nts 3' overhang. These pre-miRs exhibiting characteristic imperfect and extended RNA stem-loop structures are actively exported by the cargo transporter Exportin-5 in a Ran-GTP dependent manner into the cytoplasm (Bohnsack et al., 2004; Yi et al., 2003; Zeng and Cullen 2004). The pre-miRs are further excised by another RNase III endonuclease Dicer into an intermediate duplex miR:miR*, a ~21-23-nts asymmetric mature miRNA duplex. The miR:miR* is recruited by a ribonucleoprotein RNA-Induced Silencing Complex (RISC) (Gregory et al., 2005; Maniataki and Mourelatos 2005; Rivas et al., 2005; Tang 2005). The strand miR with weaker hydrogen binding survives as the mature miRNA, which is preferentially loaded into RISC. miRNA-directed posttranscriptional silencing of target genes occurs by mRNA degradation (Brennecke et al., 2005) , or translational arrest of protein synthesis (Doench and Sharp 2004), or mRNA deadenylation (Wu et al., 2006).
Adjusted base pair distance, dD in Eq.
(2), is the base pair distance for all pairs of structures S α and S β inferred from sequence s (Freyhult et al., 2005; Moulton et al., 2000) . Second (or the Fiedler) eigenvalue, dF in Eq.
(3), measures the compactness of a tree-graph G = (V, E) (Fera et al., 2004; Gan et al., 2004) . At the coarsest scale, each vertex v ∈ V represents a bulge loop, hairpin loop, internal loop, the 5' and 3' unpaired termini, or the multi-branch loop; each edge e ∈ E denotes a RNA stem. dF is computed from the Laplacian matrix L(G), a mathematical representation of the tree-graph G. dF can be used as a similarity measure among a collection of RNA secondary structures.
MFE Index 2, MFEI2 is the ratio of dG and the number of stems S, which are structural motifs containing more than three contiguous base pairs.
Normalized feature vectors. The Z-score Z(s n ) in Eq. (4) normalizes the feature S(sn) of n th native RNA sequence sn in terms of the number of standard deviations by which S(sn) differs from the mean of inferred R = 10 4 random RNA sequences r n . S(s n ) can be dG, dP, dQ, dD, and dF; corresponding Z-scores are denoted as zG, zP, zQ, zD, and zF.
[ ] Here, Si(rn) is the computed feature for the i th random sequence of rn, μn and σ n are the sample mean and the standard deviation of the feature S(s n ). The entire set of R random sequences r n is synthesized by the "Altschul-Erikson algorithm" (Altschul and Erickson 1985) , a form of dinucleotide shuffling. Briefly, it shuffles s n while preserving exactly both the mono-and di-nucleotide frequencies.
The rn shares the same first and last nucleotides as sn. The order of the shuffled nucleotides is 'less random' due to fewer possible dinucleotide-preserving permutations.
Statistical tests and performance evaluation
F-scores of features. The "quality" of the i th feature is described commonly by the F-scores F1 (Dror et al., 2005) and F2 (Chen and Lin 2006) in Eq. (5). The larger their values for the i th feature, the more likely this feature possesses discriminative importance/power. 
Here / ii µµ +− and / ii σσ +− denote the means and standard deviations of the positive (+) and negative (−) training datasets, correspondingly. The numerator and denominator describe the discrimination between the two classes, and that within each of the two classes.
Performance measures. SE (Sensitivity or recall), SP (Specificity), ACC (Accuracy), Fm (F-measure) (Liu et al., 2006) , and MCC (Matthew's Correlation Coefficient) (Bhasin et al., 2006) are defined in Eq. (6). All metrics (except MCC) range [0.0, 1.0]; closer to 1.0 implies better scores, and vice-versa. MCC ranges [-1.0, 1.0]; -1.0, 0.0, and 1.0 indicate worst possible, perfectly random, and best possible classification, respectively. Unlike ACC, Fm and MCC account for the unbalanced datasets. ,,,
Here TP, FN, FP, and TN denote the number of true/false pre-miRs detected/missed, correspondingly. The "quality" of a binary classification, denoted simply as ROC score, is measured by the normalized area under the Receiver Operating Characteristic curve (ROC) that plots the trade-off between the SE and FPR (False-positive rate = 1 − SP) across all possible classification thresholds (Lasko et al., 2005) . ROC score ranges [0.5, 1.0]; closer to 0.5 (about the upward diagonal) and to 1.0 (along the left-top boundary) signify a totally random and a perfect classifier (Lasko et al., 2005) . In this work, the ROC score was computed by the trapezoidal rule (Kestler 2001).
Benchmarking miPred. Both 3SVM (Xue et al., 2005) and Naïve Bayesian Classifier (NBC) served as independent baseline models to benchmark the performance improvements or deterioration (if any) of miPred. The original 3SVM was previously trained on 163 human pre-miRs and 168 pseudo hairpins using the older libSVM 2.36 with the "-b 1" option disabled. Here, 3SVM was trained on randomly selected 200 human pre-miRs and 400 pseudo hairpins using the latest libSVM 2.82 (the "-b 1" option is enabled) and the optimal hyperparameter pair (C, γ). 3SVM was applied to the testing and independent evaluation datasets with "svm-predict -b 1". The Bayes Classifier Induction (bci) version 2.14, a free implementation of NBC (http://fuzzy.cs.unimagdeburg.de/~borgelt/bayes.html), was used for training and testing with the exact samples and attributes employed by 3SVM and miPred; denoted as 3SVM-NBC and miPred-NBC. For training, "bci -L1" yielded better classification results than the default "-L0". In theory, NBC seeks to maximize the probability P(X|C) = P(f1, f2,… fn)|C) such that the sample X belongs to one of the binary classes C = (T, F). 3966 †, 3SVM model was trained on 200 human pre-miRs and 400 pseudo hairpins randomly selected using the latest libSVM 2.82 (the "-b 1" option was enabled) and the optimal hyperparameter pair (C, γ). (Species) Row 1 (TR-H), row 2 (TE-H), and the remaining rows 3−43 (IE-NH). TP (real pre-miRs detected), FN (real pre-miRs missed), P (real pre-miRs), FP (pseudo hairpins detected), TN (pseudo hairpins missed), N (pseudo hairpins), %SE (Sensitivity), %SP (Specificity), %FPR (False-positive rate), and %ACC (Accuracy). 85.22 ± 5.36 †, Homo sapiens is excluded. ‡, 3SVM model was trained on 200 human pre-miRs and 400 pseudo hairpins randomly selected using the latest libSVM 2.82 (the "-b 1" option was enabled) and the optimal hyperparameter pair (C, γ). %SE (Sensitivity) and %SP (Specificity). Values are expressed as mean ± standard error. 0.429 ± 0.0711 0.332 ± 0.0872 − 0.252 ± 0.0336 0.103 ± 0.0277 − †, 3SVM model was trained on 200 human pre-miRs and 400 pseudo hairpins randomly selected using the latest libSVM 2.82 (the "-b 1" option was enabled) and the optimal hyperparameter pair (C, γ). dP, dG, dQ, dD, dF, zP, zG, zQ, zD, and zF) , and miPred III (9 features; a subset of miPred II that excludes dQ, dD, and zD). 
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