Abstract-This paper deals with the stabilization of a rotating body-beam system with torque control. The system we consider is the one studied by Baillieul and Levi in [1]. In [12] it has been proved by Xu and Baillieul that, for any constant angular velocity smaller than a critical one, this system can be stabilized by means of a feedback torque control law if there is damping. We prove that this result also holds if there is no damping.
I. INTRODUCTION
T HE GOAL of this paper is to study the stabilization of a system, already considered in [1] , consisting of a disk with a beam attached to its center and perpendicular to the disk's plane. The beam is confined to another plane which is perpendicular to the disk and rotates with the disk; see Fig. 1 .
The dynamics of motion is (see [1] and [2] )
where is the length of the beam, is the mass per unit length of the beam, is the flexural rigidity per unit length of the beam, is the angular velocity of the disk at time is the disk's moment of inertia, is the beam's displacement in the rotating plane at time with respect to the spatial variable is the damping term, and is the torque control variable applied to the disk at time (see Fig. 1 ).
If there is no damping , and therefore (1) reads
Two types of damping are considered in [12] . 1) Viscous damping: with . 2) Structural damping:
with . The asymptotic behavior of the solutions of (1) and (2) when there is no control (i.e., ) has been studied by Baillieul and Levi in [1] and by Bloch and Titi in [4] .
For both types of damping, Xu and Baillieul have constructed in [12] a feedback torque control law which globally asymptotically stabilizes the equilibrium point with (4) where is an explicit critical angular velocity. This critical angular velocity is given by (5) where is the first eigenvalue of the unbounded linear operator in with domain (6) They also prove that is optimal: if , they prove that there is no feedback law which asymptotically stabilizes . The asymptotically stabilizing feedback law constructed in [12] is linear, and the stabilization is strong and exponential. In [8] Laousy et al. have constructed a globally asymptotically stabilizing feedback in the case where there is no damping but when there is a control also on the free boundary of the beam ( ). The goal of this paper is to investigate the stabilization problem when there is no damping and no control on the free boundary. We construct in this case a (nonlinear) feedback torque control law which globally asymptotically stabilizes the equilibrium point , provided that (4) holds. Our paper is organized as follows: in Section II we introduce some notations and construct stabilizing feedback laws. In It is well known that is an unbounded skew-adjoint operator and therefore generates a unitary group of bounded linear operator on . With this notation, our control system (2) and (3) reads (7) (8) with (9) By (9), we may consider as the control.
Let us now give our stabilizing feedback law when . Without loss of generality we may assume . In order to explain how we have constructed our stabilizing feedback law, let us first consider (7) as a control system where is the state and is the control. Then a natural candidate for a control Lyapunov function for this system is (10) By the definition of (11) From (4), (5), (10) , and (11), we get the existence of a constant such that (12) Moreover, the time derivative of along the trajectories of (7) is given by Therefore, in order to stabilize (7) where is the state and is the control, it is natural to propose the feedback law where is a function of class such that
Note that control system (7) and (8) is obtained by adding an integrator to (7) . Therefore, following Byrnes and Isidori [5] or Tsinias [11] , a natural candidate for a control Lyapunov function for control system (7) and (8) is (14) Then the time derivative of along the trajectories of (7) and (8) is (15) and a natural candidate for a stabilizing feedback law is, with
With this feedback law one has, using (15)
Hence, by (13)
We require that is of class , so that is Lipschitz on any bounded set, and therefore the Cauchy problem associated to (7) and (8) has, for this feedback law and for each initial datal in , one and only one (maximal) weak solution defined on an open interval containing zero; see, e.g., [9] . For technical reasons, we require also that
In Section III we will prove the following theorem. Theorem 1: The feedback law defined by (16) globally strongly asymptotically stabilizes the equilibrium point of the control system (7) and (8) .
Let us recall that by "globally strongly asymptotically stabilizes the equilibrium point ," one means that: 1) for every solution of (7)- (8) and (16) (20) 2) for every , there exists such that, for every solution of (7)- (8) and (16), Let us now turn to the case where . In order to explain how we have constructed our stabilizing feedback law, let us first consider again (7) as a control system where is the state and is the control. Then natural candidates for a control Lyapunov function and a stabilizing feedback law are, respectively, and , where satisfies on and on . One can prove that (see Appendix A) such feedbacks always give weak asymptotic stabilization, i.e., one gets instead of (20) weakly in as (
But it is not clear that such feedbacks give strong asymptotic stabilization. It is possible to prove that one gets such stabilization for the particular case where the feedback is (22) Let us recall that control system (7) and (8) is obtained by adding an integrator to control system (7). Unfortunately, defined by (22) is not of class , and so one cannot use the techniques given in [5] and [11] . The smoothness of this is also not sufficient to apply the desingularization techniques introduced in [10] . For these reasons, we use a different control Lyapunov function and a different feedback law to asymptotically stabilize control system (7). For the control Lyapunov function, we take where satisfies
so that, by (11) 
Computing the time derivative of along the trajectories of (7) one gets (25) where, for simplicity, we write for and where
Let us impose that (27) s.t.
It is then natural to consider the feedback law for (7) vanishing at zero and such that on (29) where is such that
Note that, using (11), one gets that for every (33) which, with (27), (28), and (32), implies that
From (11), (26), and (27), one gets
From (34) and (35), we get that is well defined by (29) and is of class on . This regularity is sufficient to apply the desingularization technique of [10] : we note that (29) is equivalent to (36) and therefore, following [10] , one considers the following control Lyapunov function for control system (7) and (8): where, for simplicity, we write for and for . Then, by (24) as Moreover, if one computes the time derivative of along the trajectories of (7) and (8), one gets, using in particular (25) (37) where (38) with (39), as shown at the bottom of the page. Hence it is natural to define feedback law by (40) and, for every 
Using (26), (35), (36), (38), (39), and (41)-(43), one easily checks that is Lipschitz on any bounded set of . Therefore, the Cauchy problem associated to (7) and (8) In Section IV, we prove the following.
Theorem 2:
The feedback law defined by (40) and (41) globally strongly asymptotically stabilizes the equilibrium point for the control system (7) and (8).
III. PROOF OF THEOREM 1
Throughout this section, is defined by (16). The Proof of Theorem 1 is divided in two parts.
1) First we prove that the trajectories of (7) and (8) (62)]. Finally, in Lemma 1 we get some estimates on for any solution of (62) which will allow us to prove the uniform smallness.
A. Precompactness of the Trajectories

Let
. Then system (7) and (8) is also precompact, we get (48).
From (62), we get (67)
Taking the scalar product of (62) with in the Hilbert space and using (67) we get, with (68) Clearly, for every Hence, using (11), using (61) with and using (60) 
which, with (89), shows that in order to prove (61), we may assume, without loss of generality, (73). Let us now turn to (60). It follows from (79) and (87)- (90) that (92) Using (89) and (92) with small enough, one gets that in order to prove (60) we may assume without loss of generality that (73) holds.
From now on, we assume that (73) holds. Then, by (59) we can write, with 
B. LaSalle's Theorem
By (13), (48), and LaSalle's theorem, in order to finish the proof of Theorem 1, it suffices to check that if is such that (97) in (98) then (99) But (99) follows directly from (60), (97), and (98). Remark 1: Let us point out that the main difficulty in the proof of Theorem 1 is the strong convergence of to zero in (as ). Indeed the convergence of to zero can be directly deduced from the fact that is in and its derivative is bounded (see (54), (8) , (16), (47), and [8, Lemma 1] ). Moreover, the weak convergence of to zero in can be proved by proceeding as in Appendix A.
IV. PROOF OF THEOREM 2
Throughout this section, is defined by (41) and . We proceed as in the previous section, i.e., 1) first we prove that the trajectories of (7) and (8) are precompact in for ; 2) then conclude by LaSalle's theorem.
A. Precompactness of the Trajectories
Let be a solution of (7) and (8) . By (44) is bounded in on (100)
In order to prove that is precompact in (101) we are going to check that, again
From (7) 
From (112), (113), and (115), we get that
Moreover, from (103) and (107), we obtain, for every and for every 
Let us denote by , various constants which are independent of and . Using (100), (117), (118), and (119), using (110) for , and using (111) for , we get the existence of such that
Note that (30) and (44) give
From (30), (31), (100), and (121) we get
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