Under Neumann or Dirichlet boundary conditions, the stability of a class of delayed impulsive Markovian jumping stochastic fuzzy p-Laplace partial differential equations (PDEs) is considered. Thanks to some methods different from those of previous literature, the difficulties brought by fuzzy stochastic mathematical model and impulsive model have been overcome. By way of the Lyapunov-Krasovskii functional, Itô formula, Dynkin formula and a differential inequality, new LMI-based global stochastic exponential stability criteria for the above-mentioned PDEs are established. Some applications of the obtained results improve some existing results on neural networks. And some numerical examples are presented to illustrate the effectiveness of the proposed method due to the significant improvement in the allowable upper bounds of time delays.
Introduction
In this paper, we are concerned with the following delayed impulsive Markovian jumping stochastic fuzzy p-Laplace partial differential equations (PDEs):
j=ĉ ij (r(t))F j (v j (t, x)) + n j=č ij (r(t))F j (v j (t, x)) + n j=d ij (r(t))G j (v j (t -τ j (t), x)) + n j=ď ij (r(t))G j (v j (t -τ j (t), x))] dt + n j= σ ij (v j (t, x), v j (t -τ j (t)), x) dw j (t), for all t ≥ , t = t k , x ∈ , v(t + , x) = M k (r(t))v(t -, x) + N (r(t))h(v(t --τ (t), x)), t = t k , k = , , . . . , where p >  is a positive scalar, ∈ R m is a bounded domain with a smooth boundary ∂ of class C  by , v(t, x) = (v  (t, x), v  (t, x), . . . , v n (t, x)) T ∈ R n . The smooth functions D jk (t, x, v) ≥ . Denote τ (t) = (τ  (t), τ  (t), . . . , τ n (t)) T , and τ j (t) ( ≤ τ j (t) ≤ τ ) corresponds to the transmission delays at time t. v(t -τ (t), x) = (v  (t -τ  (t), x), v  (t -τ  (t), x), . . . , v n (t -τ n (t), x)) T ∈ R n . t k is called impulsive moment, satisfying  < t  < t  < · · · < t k < · · · with lim k→∞ t k = ∞. v(t + k , x) and v(t -k , x) denote the left-hand and right-hand limits at t k , respectively. h(v(t
and h j (v j (t -k -τ j (t k ))) is the impulsive perturbation at time t k . We always assume v(t t, x) ) and G j (v j (t, x)) are continuous functions. and denote the fuzzy AND and OR operation, respectively. Each w j (t) is scalar standard Brownian motion defined on a complete probability space ( , F, P) with a natural filtration {F t } t≥ . The noise perturbation σ ij : R × R → R is a Borel measurable function. {r(t), t ≥ } is a right-continuous Markov process on the probability space which takes values in the finite space S = {, , . . . , N} with generator = {π ij } given by
where π ij ≥  is transition probability rate from i to j (j = i) and π ii = - {j, if π ij is unknown, and j = i} for a given i ∈ S. i is a nonnegative scalar, satisfying i ≥ max j∈S i un π ij for any given i ∈ S. In mode r(t) = r ∈ S = {, , . . . , N}, we denoteĉ ij (r(t)) =ĉ (r) ij ,d ij (r(t)) =d (r) ij ,č ij (r(t)) =č (r) ij andď ij (r(t)) =ď (r) ij . Besides, impulse parameters matrices M k (r(t)) and N (r(t)) are denoted by M kr and N r for convenience. The boundary condition (.a) is called the Dirichlet boundary
, where
T denotes the outward normal derivative on ∂ .
Remark . PDEs (.) own a wide range of physics and engineering backgrounds. They admit the following three Cohen-Grossberg neural networks (CGNNs) as their special cases.
T .
Throughout this paper, for the mode r(t) = r ∈ S = {, , . . . , N}, we denote C(r(t)) = C r = (c (r) ij ) n×n , and
The stability of p-Laplace diffusion stochastic CGNNs (.) was discussed by Xiongrui Wang, Ruofeng Rao and Shouming Zhong in  [] , and the stability of deterministic system (.) was investigated by Xinhua Zhang, Shulin Wu and Kelin Li in  [] . Impulsive fuzzy CGNNs with nonlinear p-Laplace diffusion has never been studied as far as we know, and such a situation motivates our present study. Both the nonlinear p-Laplace diffusion and fuzzy mathematical model bring a great difficulty in setting up LMI criteria for the stability, and the stochastic functional differential equations model with nonlinear diffusion makes it harder. To study the stability of fuzzy CGNNs with diffusion, we have to construct a Lyapunov-Krasovskii functional in a non-matrix form (see, e.g., [] 
Preliminaries
Throughout this paper, we always assume that the following five conditions hold.
(H) There exists a positive definite diagonal matrix B = diag(B  , B  , . . . , B n ) such that
. . , n, and  = r ∈ R.
(H) There exist positive definite diagonal matrices
It is obvious from (H) that system (.) admits a zero solution v(t, x; ) ≡  corresponding to the initial data φ = . For simplicity, we write v(t,
For convenience's sake, we introduce the following standard notations similar to those of [] .
the identity matrix I and the symmetric terms * . In addition, we denote |C| = (|c ij |) n×n for any matrix
Next, we give the following lemma, which is completely similar to [, Lemma .]. It can be derived by the Gauss formula (see, e.g., [] ).
. . , p n ) be a positive definite matrix, and let v be a solution of system (.) with the boundary condition (.a). Then we have
Main results

Theorem . Assume that p > . If the following three conditions hold:
(C) there exist a sequence of positive scalars α r (r ∈ S) and positive definite diagonal matrices P r = diag(p r , p r , . . . , p rn ) (r ∈ S) such that the following LMI conditions hold:
where matricesĈ r = (ĉ
ij |, and
) for all j ∈ Z = {, , . . .}, and λ >  is the unique solution of the equation λ = a -be λτ .
Then the null solution of impulsive Markovian jumping stochastic fuzzy system (.) is globally stochastically exponentially stable in the mean square with the convergence rate
Proof Consider the Lyapunov-Krasovskii functional
T is a solution for stochastic fuzzy system (.).
Sometimes we may denote v(t, x) by v, v i (t, x) by v i , and σ
Let L be the weak infinitesimal operator. Then it follows by Lemma . that
On the other hand, we have 
, we can get by the Itô formula
From (C), it is not difficult to conclude that ρ k+ e kλτ ≤ e (δ  -λ)τ e δt k , where λ, a k , b k , ρ are defined in (C), and so ρ = max k∈Z {, a k + b k e λτ }. Then, by (C), the differential inequality ).
Particularly for the case of p = , we get from the Poincaré inequality (see, e.g., [,
where λ  is the lowest positive eigenvalue of the boundary value problem
Theorem . Let p = , and 
Proof Indeed, if p = , we can get by the Poincaré inequality
Then, by (.), we can similarly complete the rest of the proof by way of the methods in (.)-(.).
Applications of main results in neural networks
Let B(v(t, x)) = A(v(t, x))B(v(t, x)) with A(v(t, x))
= diag(a  (v  (t, x)), a  (v  (t, x)), . . . , a n (v n (t, x))) and B(v(t, x)) = (b  (v  (t, x)), b  (v  (t, x)), . . . , b n (v n (t, x))) T ∈ R n , F(v(t, x)) = A(v(t, x)) × f (v(t, x
)), and G(v(t, x)) = A(v(t, x))g(v(t, x)) satisfy the following.
(H * ) There exist positive definite diagonal matrices A = diag(a  , a  , . . . , a n ) and A = diag(a  , a  , . . . , a n ) such that
for all r ∈ R, i = , , . . . , n. (H * ) There exist positive definite diagonal matrices
for all r  , r  ∈ R, j = , , . . . , n. (H * ) There exist nonnegative symmetric matrices U = (μ ij ) n×n and V = (ν ij ) n×n such that
Applying our main results to Cohen-Grossberg neural networks (CGNNs), we can conclude the following corollary from Theorem . directly.
Corollary . If the following three conditions hold:
(D) there exist a positive scalar α and a positive definite diagonal matrix P such that the following LMI conditions hold: 
Numerical examples
In this section, two examples are given to illustrate that the criteria of Corollary . and Corollary . can judge what some existing criteria cannot do. The third numerical example is presented to illustrate the effectiveness of our main results (Theorems .-.).
Example . Consider impulsive system (.) with the following parameters:
In this section, we denote The two cases of the transition rates matrices are considered as follows: Table  shows that the upper bounds of time delay decrease when there exist unknown elements of a transition rates matrix. This means that unknown elements of transition rates bring a great difficulty in judging the stability.
In some related literature [, ], their impulsive assumption is M T k PM k < P. However, our impulse matrix M k may not satisfy the assumption of decreasing impulse. In all the above numerical examples, impulsive parameters matrices M k satisfy λ min M k = . >  so that M T k PM k > P. Thereby, the increasing impulse not only brings some unstable factors to CGNNs, but also limits the time-delays' upper limit τ < inf k∈Z (t k -t k- ) (see [] or [, Lemma .]). 
