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The method of maximum likelihood (ML) is perhaps the most widely used statistical
approach to estimate unknown parameters in a parametric setting. However, the re-
quired optimization of the likelihood function is rarely possible explicitly, and finding
the estimators may be computationally challenging. On the other hand, maximum
likelihood estimators are often simple to compute when the sample size is equal to
one. Based on this observation, we propose a novel approach to estimation, where
each individual observation in a random sample is used to derive an estimator of an
unknown parameter using the ML principle. These individual estimators are then
put together as a weighted average to produce the final estimator. The weights are
chosen to be proportional to the likelihood function evaluated at the estimators based
on each observation. It turns out that this method can be related to a Bayesian ap-
proach, where the prior distribution is data driven. In case of estimating a location
parameter of a unimodal density, the prior distribution is the empirical distribution
of the sample, and converges to the true distribution that generated the data as the
sample size increases.
ii
We provide several examples illustrating the new method, and conduct simulation
studies to assess the performance of the estimators. It turns out that this straight-
forward methodology produces consistent estimators, which seem to be comparable
with those obtained by the ML method in large sample setting, and may actually
outperform the latter when the sample size is small.
iii
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The method of maximum likelihood is perhaps the most widely used approach to esti-
mate unknown parameter(s) θ of a probability distribution (see [4, 5]). According to
this approach, the maximum likelihood estimator (MLE) θ̂ is that value of θ for which
the likelihood of the observed data is the largest. More precisely, if X1, X2, ..., Xn is
a random sample from a probability distribution given by the probability density




f (xi|θ) , (1.1)
called the likelihood function. Depending on the nature of the distribution, the pro-
cess of maximizing the function L (θ) in (1.1) may or may not be simple. Take for
example exponential distribution with parameter θ, whose PDF is given by
f(x|θ) =





In this case the likelihood function becomes
L(θ) = θne−
∑n
i=1 θxi , (1.3)












is the sample mean (see Chapter 2 for computational details). However, there are
many instances where maximum likelihood approach leads to challenging computa-
tional issues (see [8, 9]). One such example is the Cauchy location model, given by
the PDF
f (x|θ) = 1
π
1
1 + (x− θ)2
, x ∈ R. (1.6)







1 + (xi − θ)2
, (1.7)
3
does not admit an explicit solution, unless n ≤ 4 (see [5]) and the MLE of θ requires
a numerical search. This indeed is quite challenging due to multi-modality of the
function L in (1.7) (see [2, 5]).
However, although maximum likelihood approach is in general quite challenging
for the Cauchy case, it is rather straightforward when the sample size is n = 1.
Indeed, if we only have one observation, the likelihood function is simply the Cauchy
PDF (1.6), and it attains a maximum value (with respect to θ) for θ̂ = X.
The novel estimation approach we propose in this work is to estimate the param-
eter θ from each data value, Xi, by maximum likelihood, where, X1, X2, ..., Xn is a
random sample from a pdf f (x|θ), and then combine the resulting estimators, θ̂i, by
means of a weighted average to obtain the final estimator of θ. This approach is quite





where θ̂i maximizes the function f (xi|θ), i = 1, 2, ..., n, and {wi} are appropriately
chosen weights. In case of the Cauchy distribution mentioned above, we will have
θ̂i = Xi, and the inconvenience of numerical optimization problem of maximizing the
likelihood (1.7) based on the entire sample is avoided altogether.
As we shall see in the sequel, the method we propose produces results quite similar,
4
or better, than the method of maximum likelihood, while computationally it is much
simpler.
Our thesis is organized as follows. In Chapter 2 we review basic approaches to
point estimation, which include the method of maximum likelihood. In Chapter 3
we present the case of Cauchy distribution, and computational challenges that come
with maximum likelihood estimation in this case. Then, in Chapter 4, we present the
new method, and apply it to several cases, including the Cauchy model. Finally, in




Point estimation involves the use of sample data to calculate a single value (known
as a statistic) which is to serve as a “best guess” or “best estimate” of an unknown
population parameter. In this chapter we shall discuss standard approaches to point
estimation, based on maximum likelihood, method of moments, and the Bayesian
approach.
2.1 Maximum Likelihood Estimation
The method of maximum likelihood is a classical, widely used method for estimating
unknown parameter(s) of the underlying probability mass function (PMF) or prob-
ability density function (PDF), introduced by R. A. Fisher in 1912. This approach
can be described as follows.
Suppose that X1, X2, X3, ..., Xn is a random sample from a discrete or continuous
distribution with the PMF or the PDF f (x|θ), where θ ∈ Θ can be a single real val-
ued or a vector valued parameter. For any observed vector x = (x1, x2, x3, ..., xn) , the
joint PMF or PDF is denoted by fn (x|θ). When fn (x|θ) is regarded as a function of
θ for a specific vector x, it is called the likelihood function. For every possible vector
6
x, let δ (θ) ∈ Θ denote that value of θ ∈ Θ for which the likelihood function fn (x|θ)
is a maximum. Then, θ̂ = δ (x) is an estimator of θ, called the maximum likelihood
estimator (MLE) of θ.
If the observations, X = (X1, X2, X3, ..., Xn) is a random sample, meaning that
the components of X are independent and identicallly distributed (IID) variables
following a PDF f (x|θ), then the likelihood function is given by
L (θ) = fn (x|θ) = fn (x1, x2, x3, ..., xn|θ) =
n∏
i=1
f(xi | θ). (2.1)
Equation (2.1) is the joint PDF or PMF of the random vector X. We now consider
(2.1) to be a function of θ, and define the MLE to be
θ̂ = δ (x) = argmax { L (θ)| θ ∈ Θ}. (2.2)
To find the value of θ for which the likelihood function (2.1) is maximized one
often uses calculus. First we take the 1st derivative of the likelihood function (2.1)
with respect to θ, followed by equating it to zero, to find the value of θ for which the
likelihood function might have max/min at that point(s). Finally, we have to figure
out the value of θ for which likelihood function (2.1) attains a global maximum. In
this process, we often use the 1st or the 2nd derivative tests.
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Here is an example, where the MLE can be attained in a closed simple form. Sup-
pose X1, X2, ..., Xn are IID random variables from exponential distribution function
given by the PDF
f(x|θ) =

θe−θx, if x > 0
0, otherwise.
(2.3)









i=1 xi . (2.4)
The 1st derivative of the function (2.4) with respect to θ is as follows:
L′ (θ) = nθn−1e−θ
∑n



























Therefore, the 1st derivative of the likelihood function (2.4) is given by:










The value(s) of θ for which the likelihood function is max/min are those whose
L′ (θ) = 0, so that
nθn−1e−θ
∑n





i=1 xi = 0,
leading to n− θ
∑n
i=1 xi = 0.





Now, from equation (2.5), we see that when θ< 1
x̄
we have L′ (θ)>0, and when
θ> 1
x̄












. Thus, at θ = 1
x̄
, the
the likelihood function (2.4) has the maximum value, which is unique. In conclusion,
the MLE of θ is given by:




2.2 The Method of Moments
The method of moments is a method of point estimation, which usually yields con-





is called the kth moment of X. In particular, in accordance with this
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terminology, the mean of X is the first moment of X.
Suppose that X = (X1, X2, X3, ..., Xn) is a random sample from a probability
distribution given by the PMF or the PDF f (x|θ), where θ ∈ Θ can be a single real













be the kth sample moment. For example, E (X) is the 1st moment of the distribution
and X̄ = 1
n
∑n
i=1Xi is the 1
st sample moment. Likewise, E (X2) is the 2nd moment





i is the 2
nd sample moment, etc.
Suppose further that θ = (θ1, θ2, ..., θk) is a k-dimensional vector of unknown




















Xki = µk (θ1, θ2, ..., θk) .
(2.10)
The system of equations (2.10) consists of k equation with k unknown values of
θ = (θ1, θ2, ..., θk). The method of moment estimator(s) (MME) of θ is a solution of
this system of equations (see [7]),
θ̂ =
(
θ̂1, θ̂2, ..., θ̂k,
)
= (δ1 (X1, X2, ..., Xn) , δ2 (X1, X2, ..., Xn) , ..., δk (X1, X2, ..., Xn)) .
(2.11)
Here is a simple example illustrating the procedure. Suppose that X1, X2, ..., Xn
are IID random variables from exponential distribution given by the PDF (2.3). We











The above equation yields θ = 1
X̄
. Hence, the estimator using the method of moment
is




which is actually the same as the MLE.
2.3 Bayesian Approach
Suppose X1, X2, X3, ..., Xn are IID random variables given by the PDF f (x|θ) , and θ




be the posterior density of θ given ~X = (X1, X2, X3, ..., Xn), and let L (θ, δ) be a loss









for which the expected loss
E {L (θ, δ)| ~X} =
∫
Θ





is a minimum. Such a function is a Bayes estimator of θ. That is, the Bayesian
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E {L (θ, δ)| ~X}
}
. (2.15)




becomes the mean of the conditional










The following example illustrates this procedure.
Suppose X1, X2, ..., Xn are IID random variables from exponential distribution
given by the PDF (2.3). Let the prior distribution on θ be a gamma distribution with





θα−1e−βθ for θ > 0,
0 otherwise.
(2.17)
Then, the conditional PDF of ~X = (X1, ..., Xn) given θ is given by:







The joint density of ~X = (X1, ..., Xn) and θ then becomes
h(~x, θ) =

C (α, β) θn+α−1e−θ(β+
∑n
i=1 xi), for θ > 0, Xi > 0, i = 1, ..., n
0 otherwise,
(2.19)





C (α, β) θn+α−1e−θ(β+
∑n
i=1 xi)dθ =





Finally, the conditional distribution of θ given the sample X1, .., Xn, i.e. the
posterior distribution, is given by the PDF
















θα̃−1e−β̃θ, θ > 0, (2.22)
where α̃ = n+ α and β̃ = β +
∑n
i=1Xi. We recognize this to be gamma distribution
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as well. If we now assume L to be L (δ, θ) = (δ − θ)2 , the Bayesian estimator of θ



























Maximum Likelihood Estimation for Cauchy Distribution
In this chapter we discuss the case of Cauchy distribution, for which maximum like-
lihood estimators (MLE) are generally not available in closed form. Instead, compu-
tationally intensive, numerical procedures are required to find them.
Suppose that X1, X2, ..., Xn are IID random variables from Cauchy distribution
given by the PDF






, x, θ ∈ R, σ > 0. (3.1)































The log likelihood function for the Cauchy distribution is given by:















































When the partial derivatives of the log likelihood function (3.4) with respect to θ
and σ are set to zero, we get the following two equations:





2 (xi − θ)
σ2 + (xi − θ)2
= 0, (3.5)









σ2 + (xi − θ)2
= 0. (3.6)
The solution technique of the system of the equations (3.5) and (3.6) for the variables
θ and σ is not so easy for general sample size. When σ is known, the likelihood
function for θ is occasionally multimodal (see [8]). When σ is fixed and sample size
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In this case, the likelihood function (3.7) is maximized when when θ = x1. Hence,
the MLE of θ is θ̂ = δ (x1) = x1. In other words the MLE is readily available in closed
form.
















(θ − x1)2 − σ2[
(θ − x1)2 + σ2
]2 . (3.9)
Setting equation (3.9) to zero, we have the solution σ = |θ − x1|. Further, for
σ < |θ− x1|, we have dL(σ)dσ > 0 and for σ > |θ− x1| we have
dL(σ)
dσ
< 0. Therefore, the
likelihood function (3.8) has a maximum value at σ = |θ− x1|. Hence, the MLE of σ
is σ̂ = δ (x1) = |θ − x1|.
From the above discussion, we can guarantee that for sample size n = 1 the MLE
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exists in closed form, and is unique.
For sample size n = 2, Haas, et al. (see [1]) concluded that the MLE of (θ, σ) is












For sample size n = 3 and n = 4, Ferguson (see [6]) showed that there exists a
closed form MLE of (θ, σ) under certain conditions.
When n = 3, Ferguson (see [6]) showed the MLEs of (θ, σ), under the condition
x1 < x2 < x3, are given by
θ̂ = δ (x1, x2, x3) =
x1 (x3 − x2)2 + x2 (x3 − x1)2 + x3 (x2 − x1)2
(x3 − x2)2 + (x3 − x1)2 + (x2 − x1)2
(3.10)
and
σ̂ = δ (x1, x2, x3) =
√
3 (x3 − x2) (x3 − x1) (x2 − x1)
(x3 − x2)2 + (x3 − x1)2 + (x2 − x1)2
. (3.11)
When n = 4, Ferguson (see [6]) showed the MLEs of (θ, σ), under the condition
x1 < x2 < x3 < x4, is given by
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θ̂ = δ (x1, x2, x3, x4) =
x2x4 − x1x3
x4 − x3 + x2 − x1
(3.12)
and
σ̂2 = δ (x1, x2, x3, x4) =
(x4 − x3) (x3 − x2) (x2 − x1) (x4 − x1)
(x4 − x3 + x2 − x1)2
. (3.13)
In addition, Ferguson (see [6]) also showed that there are no closed-form MLEs
under any conditions for sample size n > 4.
Subsequently, McCullagh (see [3]) discussed some fruitful properties of the MLEs
for Cauchy random variable . However, there is no simple closed form for the MLEs.
It is quite common that the MLEs do not exist in closed, simple forms for many
distributions, just like in the Cauchy case discussed above.
In the next chapter, we show a technique, which is a rather powerful tool for
estimating the parameter(s) of the distribution functions, and works well for many
distributions. In this approach, the sample size does not complicate the process of
obtaining the estimates, when it is large. Our method is based on maximum likelihood
estimation, and involves only sample size of 1. If the MLE does work for sample size
1, then our method should work very well for any sample size.
20
CHAPTER 4
A New Approach to Point Estimation Based on Maximum Likelihood
In this chapter we discuss a new approach for point estimation. We shall see that
this approach, defined through maximum likelihood, admits Bayesian interpretation
as well.
4.1 Description of the new method
Suppose that X1, X2, ..., Xn is a random sample from a distribution given by the PDF





f(xi | θ). (4.1)
For a single value of xi the likelihood function is
L(θ) = f(xi|θ). (4.2)
Let
θ̂i = g(Xi) (4.3)
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be the maximum likelihood estimator of θ based on Xi. Thus, the likelihood function
(4.2) is maximal for θ = θ̂i.
The new estimation method consists of the following steps:
Step 1: Find θ̂i on the basis of Xi, i = 1, 2, ..., n.





where the wi are appropriate weights, with
∑
wi = 1. (4.5)





where L (θ) is given by (4.1). Note that with this choice of wi the condition (4.5) is
fulfilled.
Step 3: Use equation (4.4) to get the final estimator of θ.
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4.2 Bayesian interpretation
Let X1, ..., Xn be a random sample from a distribution given by the PDF f(x | θ),
where θ is an unknown parameter.






for θ = ai, i = 1, ..., n
0 otherwise.
(4.7)
Then the conditional density of ~X = (X1, ..., Xn) given θ is given by:
fn(~x|θ) = fn(x1, ..., xn|θ) =
n∏
i=1
f(xi|θ), θ = a1, a2, ..., an. (4.8)
The joint density of ~X = (X1, ..., Xn) and θ is given by





















Then the conditional distribution of θ given the sample X1, .., Xn, i.e. the posterior
distribution, which is given by










, i = 1, 2, ..., n. (4.12)
Therefore, the mean of the posterior distribution, i.e. the Bayes estimator of θ̂
















In other words the equations (4.14) and (4.4) are exactly the same.
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Hence, our estimator is the Bayes estimator with a particular prior distribution,
obtained on the basis of the random sample. An unusual aspect of this formulation
is that the prior distribution is data-driven, rather than being set in advance. In
fact, the random sample “points” towards a particular prior distribution, based on
the data. Note that this prior distribution concentrates on the n values g (Xi) , i =
1, ..., n, with equal probabilities 1
n
. Moreover, as the sample size increases, the prior
distribution converges to that of g (X) , where X is a random variable with PDF
f (x|θ). Consequently, it is expected that the estimates obtained by this method will
be consistent, since for a given, fixed prior the mean of the posterior distribution
converges to the parameter.
4.3 The case of uniform distribution






for 0 ≤ x ≤ θ
0 otherwise.
(4.15)









for xi ≤ θ, i = 1, 2, ..., n,
0 otherwise.
(4.16)
It is not hard to see that the MLE of θ based on entire sample is given by
θ̂ = X(n), (4.17)
where X(n) = max(X1, ..., Xn).





for xi ≤ θ
0 otherwise.
(4.18)
Since this is a non-increasing function of θ, the maximum value is attained by the
smallest possible θ, so that the MLE of θ based on a single value is given by








1, if i = n
0, otherwise.
(4.20)




wiθ̂i = X(n). (4.21)
From equation (4.17) and equation (4.21) it is clear that both estimators are the




Examples and Simulation Studies
In this chapter we shall discuss the new method for exponential, Cauchy, and contin-
uous Pareto distributions. We will compare the estimated parameters derived by the
new method with the MLEs for the case of exponential distribution based on numer-
ical values, box plots, histograms and mean square errors. We will also compare the
estimated parameters using the new method with the true values of the parameters,
for the case of Cauchy and continuous Pareto distributions.
5.1 Exponential distribution




θe−θx, if x > 0
0, otherwise.
(5.1)






For a single value of Xi = xi the likelihood function is:
L(θ) = f(xi|θ) = θe−θxi . (5.3)
Using the logarithmic function on both sides of the equation (5.3) we get
logL(θ) = log θ − θxi. (5.4)








From equation (5.5) we can see that ∂ logL(θ)
∂θ
> 0 when θ < 1
xi
, and ∂ logL(θ)
∂θ
< 0
when θ > 1
xi
. Therefore, the log-likelihood function (5.4) has an extremum at θ̂i =
1
xi




















































This is the new estimator of the parameter θ.
The following table compares the new method and the likelihood method as well
as the true value of the parameter for different sample sizes.
Table 5.1: Estimated values of the parameter θ for exponential distribution
Sample size θ [New]-θ̂(MSE) [MLE]-θ̂(MSE)
2 2 3.627434 (45.52204) 3.885336 (47.41373)
5 2 2.496011 (2.620739) 2.496346 (2.301852)
10 2 2.231538 (0.7945979) 2.23029(0.7004263)
50 2 2.04866 (0.09593992) 2.049355 (0.09053888)
100 2 2.01946 (0.04378318) 2.019663 (0.0419504)
The estimated values of the Table 5.1 are the average values of 10, 000 estimated
values. The mean square errors are calculated on the basis of these 10, 000 values as
well.
From Table 5.1 it appears that the estimated values, θ̂, are converging to the true
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value of θ for the new method as well as for MLE. We can see that the the estimated
values are almost identical for both methods. Moreover, when the sample size is small
the new method seems better than the MLE. The mean square error of new method
is similar to the mean square error of the MLE. In addition, both mean square errors
are decreasing when the sample size is increasing.
                   
                            
                              
Figure 5.1: Q-Q plots of the estimated values, θ̂.
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From Figure 5.1, we can see that the normal Quantile-Quantile plots of estimated
values of θ are almost straight lines with 45 degree inclination with horizontal axis.
Therefore, the estimated values are normally distributed for both methods.
                            
                          
Figure 5.2: Boxplots of the estimated values, θ̂.
From Figure 5.2, we see that the boxplots of the estimated values of θ are shrink-
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ing when the sample size is increasing. So, for the large sample size, we can say
that the estimated values are more concentrated around the true values of the pa-
rameter. Therefore, from above discussion we can see that the new method is always
comparable with the MLE.
                               
                            
Figure 5.3: Histogram of the estimated values of θ̂.
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From Figure 5.3 we can see that the estimated values of the θ are reasonably
normally distributed.
Since new method successfully competes with the MLE in the exponential case,
we shall use it to estimate the parameter(s) of some other distributions. We will
compare the estimated values with the true values of the respective parameter(s).
5.2 Cauchy distribution
Suppose X1, X2, ..., Xn is random sample from Cauchy distribution given by the PDF






, x, θ ∈ R, σ > 0. (5.10)















Case 1 : The parameter θ is fixed

































To find the critical value of σ for which the likelihood function (5.13) is max/min


















⇒ σ =| x− θ | .
Therefore, the critical value of the likelihood function (5.13) is σ =| x− θ |.
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To determine whether the likelihood function (5.13) has a maximum or minimum at






























⇒ 1 > 2
σ2




⇒ 1 > 2| x− θ |
2








Now, if σ >| x−θ | then 1+ σ2|x−θ|2 > 2 and the inequality (5.16) is true. Similarly,


































> 0 if σ <| x− θ | .
Hence, the likelihood function (5.13) is increasing for σ <| x− θ | and decreasing
for σ >| x − θ |. So the likelihood function (5.13) has a unique maximum value at
σ =| x− θ |.
Therefore, for each xi, i = 1, 2, ..., n, the MLE of σ is:
σ̂i = |xi − θ|, i = 1, 2, ..., n. (5.17)































































































Case 2 : The parameter σ is fixed
















It is clear from the likelihood function (5.21) that it is maximum occurs when
θ = x. Therefore, for each xi, i = 1, 2, ..., n, the estimator of θ is:
θ̂i = xi, i = 1, 2, ..., n. (5.22)








































































Generating the Cauchy random variable X
We will use Inverse Transformation Method to generate a Cauchy random variable.
The CDF of Cauchy random variable is given by


















Let U be a random variable which has uniform distribution on (0, 1).
Let





































To generate Cauchy random variable we will use the following algorithm:
Step 1: Generate a random variable U from U(0, 1).








Step 3: Return X.
Now, using the new method, we will develop a table to compare the true values
of the parameters and the estimated values of the parameters from different sample
sizes.
Table 5.2: Estimated parameters for Cauchy distribution
Sample size θ σ σ̂(MSE) θ̂(MSE)
2 2 3 19.3329 (69846.49) 6.679734 (108582.8)
5 2 3 4.545491 (21.16857) 1.949209 (7.935572)
10 2 3 3.669911 (4.110733) 2.001593 (2.603433)
50 2 3 3.12355 (0.4365746) 2.0045 (0.3975705)
100 2 3 3.065745 (0.2009391) 2.006885 (0.1891337)
The estimated values of the Table 5.2 are the average values based on k = 10, 000
estimated values. The mean square errors are calculated on the basis of these 10, 000
values as well.
From the Table 5.2 it is clear that the estimated values, θ̂ and σ̂, are converging






Figure 5.4: Histogram and Q-Q plot of the estimated values, σ̂ and θ̂.
From Figure 5.4 we can see that the estimated values of the σ and θ are roughly
normally distributed. And from the normal Quantile-Quantile plots of estimated θ










Figure 5.5: Boxplots of the estimated values, σ̂ and θ̂.
From Figure 5.5, we can see that the boxplots of the estimated values of σ and
θ are shrinking when the sample size is increasing. So for the large sample size we
can say that the estimated values are concentrated around the true values of the
parameters.
42
Case 3 : Both parameters θ and σ are unknown
Table 5.3: Estimated parameters for Cauchy distribution when both parameters are
unknown
Sample size σ(True) θ(True) Initial value of σ # of iterations σ̂ θ̂
50 2 3 20 1 2.109457 2.427797
50 2 3 20 2 1.9703 2.858753
50 2 3 20 50 1.967953 2.867583
500 2 3 10 1 2.071651 3.047215
500 2 3 10 2 2.072561 3.075266
500 2 3 10 50 2.072559 3.075228
1000 2 3 10 1 2.142136 3.033088
1000 2 3 10 2 2.141487 3.009341
1000 2 3 100 50 2.141487 3.009336
Table 5.3 was developed as follows: We generate a sample of size n with true
parameters, θ = 2 and σ = 3. Then we develop a coding where we use the above
sample to estimate the parameters, θ and σ using k iterations. To obtain the estimates
of both parameters, we first set an initial value of σ, and then to estimate the value
of θ, and then we use that estimated value of θ to estimate the value of σ. And again,
we use the estimated value of σ to estimate the value of θ, and then we continue this
process k times.
From Table 5.3 we see that when both parameters, θ and σ, are unknown, then
the simulation study shows that estimated values of the parameters converge to the
true values of the parameters regardless how we choose the initial value of σ. We
could also begin by generating a random initial value of θ.
43
5.3 Continuous Pareto distribution
Suppose X1, X2, ..., Xn is random sample from Continuous Pareto distribution, given
by the PDF







, σ > 0, α > 0, x > 0. (5.28)

















This leads to an alternative parametrization of the continuous Pareto distribution
as follows:





, β, γ > 0, x > 0. (5.31)
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f (xi|β, γ) . (5.32)
For a single value X = x the likelihood function is:






Case 1 : The parameter γ is fixed







Taking natural log on both sides of the equation (5.34) we get,
logL(β) = log(β) + log(γ)− (β + 1) log(1 + γx). (5.35)







− log(1 + γx). (5.36)
To find the critical value of β for which the log-likelihood function (5.35) is











To determine whether the likelihood function (5.35) has a maximum or minimum















− log(1 + γx) < 0 if β > 1
log(1 + γx)
. (5.39)




it is decreasing when β > 1
log(1+γx)
. So the log-likelihood function (5.35) has the
extremum at (5.37) and so does the likelihood function (5.34).






























































log (1 + γxi)
. (5.43)
Now, using the relation (5.30), we have α = 1
β
and γ = α
σ
, so the estimated value



































Case 2 : The parameter β is fixed







Taking natural log on both sides of the equation (5.45), we get
logL(γ) = log(β) + log(γ)− (β + 1) log(1 + γx). (5.46)






− (β + 1) x
1 + γx
. (5.47)
To find the critical value of γ for which the log-likelihood function (5.46) is
















To determine whether the likelihood function (5.46) has a maximum or minimum
at the critical point, we will use the first derivative test.






− (β + 1) x
1 + γx
> 0, (5.48)
which is equivalent to

























Thus, the inequality (5.48) is true if γ < 1
βx
. Therefore, the log-likelihood function
(5.46) is increasing when γ < 1
βx
and it is decreasing when γ > 1
βx
. So the log-
likelihood function (5.46) has an extremum at γ = 1
βx
, and so does the likelihood
function (5.45).
























































































}(β+1) 1βxi . (5.57)
Now, using the relation (5.30), we have σ = α
γ
and β = 1
α
, so the estimated value
































Now, using the new method, we will develop a table to compare the true values
of the parameters and the estimated values of the parameters from different sample
sizes.
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Table 5.4: Estimated parameters for continuous Pareto distribution
Sample size α σ α̂(MSE) σ̂(MSE)
2 3 4 3.51004 (8.450317) 984.0507 (1631578862)
5 3 4 3.138507 (2.550796) 6.485468 (322.102)
10 3 4 3.051459 (1.12339 ) 4.625108 (38.54645)
50 3 4 3.007766 (0.1943066) 4.018116 (2.677925)
100 3 4 3.002672 (0.09554822) 4.018207 (1.248838)
200 3 4 2.997755 (0.04645606) 3.974688 (0.5992256)
300 3 4 3.003588 (0.03066655) 4.003696 (0.393766)
The estimated values of the Table 5.4 are the average values based on k = 10, 000
estimated values. The mean square errors are calculated on the basis of these 10, 000
values as well.
From the Table 5.4 it is clear that the estimated values, α̂ and σ̂ are converging




                                     
                                           
Figure 5.6: Histogram of the estimated values, α̂ and σ̂.
From Figure 5.6 we can see that the estimated values of the α and σ are roughly
normally distributed.
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Figure 5.7: Boxplots of the estimated values, α̂ and σ̂.
From the Figure 5.7, we can see that the boxplots of the estimated values of α
and σ are shrinking when the sample size is increasing. So for the large sample size
we can say that the estimated values are concentrated around the true values of the
parameters.
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Figure 5.8: Histogram and Q-Q plot of the estimated values, σ̂ and θ̂.
From Figure 5.8, we can see that the normal Quantile-Quantile plots of estimated
values of α and σ are almost straight lines. Therefore the estimated values are roughly
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normally distributed for the new method.
Case 3 : Both parameters α and σ are unknown
Table 5.5: Estimated parameters for continuous Pareto distribution when both pa-
rameters are unknown
Sample size σ(True) α(True) Input α # iteration σ̂ α̂
50 2 3 10 1 0.9546541 4.481546
50 2 3 10 2 2.035922 2.62648
50 2 3 10 100 2.036456 2.625832
50 2 3 10 500 2.036456 2.625832
500 2 3 10 1 0.9551209 4.555328
500 2 3 10 10 1.847418 2.978288
500 2 3 10 500 1.847582 2.978113
1000 2 3 10 1 0.9518466 4.693975
1000 2 3 10 10 2.090154 3.015114
1000 2 3 10 100 2.092593 3.013269
1000 2 3 10 500 2.092593 3.013269
Table 5.5 was developed as follows: We generate a sample of size n with true
parameters, α = 3 and σ = 2. Then we develop a coding where we use the above
sample to estimate the parameters, α and σ using k iterations. To obtain the estimates
of both parameters, we first set an initial value of α, and then to estimate the value of
σ, and then we use that estimated value of σ to estimate the value of α. And again,
we use the estimated value of α to estimate the value of σ, and then we continue this
process k times.
From Table 5.5 we see that when both parameters, α and σ, are unknown, then
the simulation study shows that estimated values of the parameters converge to the
true values of the parameters regardless how we choose the initial value of α.
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R coding which we used in this thesis
A.1 Finding the estimated values and MSEs of the estimated values for
the exponential distribution. (Table 5.1 was developed using the
following R coding)
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A.2 Drawing the Q-Q plot for estimated values using MLE for
exponential distribution. (One part of the Figure 5.1 was
developed using the following R coding)
A.3 Drawing the Q-Q plot using new method. (One part of the Figure
5.1 was developed using the following R coding)
61
A.4 Drawing boxplot of the estimated values using MLE for
exponential distribution. (One part of the Figure 5.2 was
developed using the following R coding)
62
A.5 Drawing boxplot for the estimated values using new method for
exponential distribution. (One part of the Figure 5.2 was
developed using the following R coding)
63
A.6 Drawing boxplot of the estimated sigma values using new method
for Cauchy distribution. (One part of the Figure 5.2 was developed
using the following R coding)
64
A.7 Finding the estimated values of theta and sigma for the Cauchy
distribution. (Table 5.2 was partially developed using the following
R coding)
65
A.8 Finding the estimated values of sigma, MSE and develop a boxplot
for the Cauchy distribution. (Table 5.2 and Figure 5.5 were
partially developed using the following R coding)
66
A.9 Drawing a histogram for the estimated values of sigma for the
Cauchy distribution. (Figure 5.4 was partially developed using the
following R coding)
67
A.10 Finding the estimated values of beta, MSE and Drawing a boxplot
of estimated values of beta for the continuous Pareto distribution.
(Table 5.4 and Figure 5.7 were partially developed using the
following R coding)
68
A.11 Drawing a the histogram for the estimated values of beta for the
continuous Pareto distribution. (Figure 5.6 were partially
developed using the following R coding)
69
A.12 Drawing the Q-Q plot for the estimated values of beta for the
continuous Pareto distribution. (Figure 5.8 were partially
developed using the following R coding)
