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Under consideration is the operator bundle L(h) = h21 - XA - B which is 
quadratic in the parameter but linear in the operator coefficients. One finds that 
under certain “damping” conditions the bundle permits the factoring L(X) = 
(hZ - Z&XI - 2,) where the roots 2, , 2, are symmetrizable. Moreover, the 
roots are “representations” (or branches) of a certain operator defined in the 
product space. The results have application to stability theory. 
1 INTRODUCTION 
P. H. Miiller [l] b o served that the nonlinear problem of the form 
h2x - hAx - Bx = 0 (1.1) 
can be put into the form 
xzz - 2% = 0, (1.2) 
where, if A and B are bounded selfadjoint operators in a Hilbert 
space H and 
(Bx, 4 3 0, (1.3) 
then the matrix operator 
0 BU” 
9 = B1/!2 A (1.4) 
is bounded, selfadjoint in l? = H @ H. 
M. G. Krein and H. Langer ([2-61) showed that under certain 
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conditions on the bounded selfadjoint operators F and G the quadratic 
bundle 
L(X) = X21 + AF + G (1.5) 
permits the factoring 
L(h) = (AI - Z,)(AI - 2,). (1.6) 
The roots 2, , 2, are shown to be symmetrizable under the additional 
hypothesis of relatively strong damping 
(Fx, x)" - 4(Gx, x) > 0, /l4/ = 1. 
In this paper we study eigenvalve problems of the form 
(1.7) 
h2x + Wx + Gx = 0, (W 
where the hermitian (not necessarily bounded) operators F and G 
satisfy the “neutrally strong damping” (n.s.d.) condition 
(Fx, x)" - 4(Gx, x) > 0, 11 x 11 = 1, x E D(F) n D(G). (1.9) 
For such eigenvalve problems, we show that a translation of the 
parameter puts the problem into the form (1.1) where B satisfies (1.3). 
We then find sufficient conditions on the domains of F and G which 
insure that the resulting operator 9 is self-adjoint. 
Using the self-adjointness of 9 we study the n.s.d. bundle (1.5). 
We show that certain roots are representations of 9 restricted to 
invariant subspaces and therefore are symmetrizable. The operator 9 
appears similar to an operator used by Krein and Langer but the 
latter is self-adjoint on a space with an indefinite scalar product, 
i.e., it is a J-self-adjoint operator. Approaching the study of n.s.d. 
bundles through our operator 2 we gain a certain perspective 
concerning the nature of the roots and we avoid, to some extent, 
the application of certain deep results from the theory of J-self- 
adjoint operators. 
2. REDUCTION TO M~~LLER'S FORM 
We say that a linear operator S is: (i) hermitian if (Sx, y) = (x, Sy) 
for x, Y E D(S), ( ii s ) Y mmetric if S is hermitian and D(S) is dense 
in H, (iii) self-adjoint if S is symmetric and S* = S, (iv) nonnegative 
if (Sx, x) > 0 for x E D(S), (v) positive if (Sx, x) > 0, 0 # x E D(S), 
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(vi) positive definite if (SX, X) > y(x, x), x E D(S) for some y > 0. 
We will make use of the well-known facts that a hermitian, everywhere 
defined operator S is continuous and that a self-adjoint, positive 
definite operator S has an everywhere defined, continuous inverse. 
It is assumed in this section that F and G are hermitian and that 
D(L) = D(F) n D(G) is nonempty. The quadratic bundle L(h) is 
n.s.d. if and only if the expression (Fx, x)” - 4(Gx, x) has a non- 
negative square root d(x) for x E D(L) and 11 x 11 = 1. Since d(x) 
is the difference of the roots P+(X) - P-(x) of the polynomial 
X2(x, x) + W’x, x> + (Gx, x), d( x is invariant under translations of ) 
the parameter A. It follows that the conditions (1.7) and (1.9) are 
invariant under translations of the parameter. 
The following lemma is a generalization of results due to Krein 
and Langer [3] and Langer [6], which in turn, are generalizations 
of a result due to R. J. Duffin [7]. The latter author observed that 
in the case that F and G are positive in a finite-dimensional space 
and satisfy the strict inequality (1.7) then P-(X) < P+(y) for all x 
and y with unit norm. 
LEMMA 2.1. Let F and G be hermitian and let L(h) be n.s.d. Then 
e(x) < P+(Y) for 4 Y E D(L), II x II = II Y II = 1. 
Proof. We argue by contradiction. Suppose there are x, y such that 
P-(x) > P+(y). Then there is an E > 0 such that P-(x, E) > P+(y, .c) 
where P*(u, E) = 1/2[(Fu, U) & (d(u))2 + ~)l/~]. For u E D(L), 11 u jl = 1. 
These correspond to the bundle L,(X) = A2 + AF + (G - (c/4)1) 
which satisfies condition (1.7). Let P be the orthogonal projection 
on the subspace Hi spanned by x and y. Then the bundle L’(h) = 
X21 + AF’ + G’ = PL,(A)P satisfies condition (1.7) on Hi and F’ and 
G’ are bounded self-adjoint operators on HI . By choosing ~1 suffi- 
ciently large we obtain a bundle L”(h) = A21 + AF” + G” = L’(X + p) 
where F” and G” are positive on HI . If Pi and PL are the roots 
corresponding to L”(h), then P:(x) > Pi(y) contradicting Duffin’s 
result (see above). 
In view of the above lemma, there is a real number y such that 
P-(x) < y < P+(Y), x, y E D(L), II x II = IIY II = 1. (2.1) 
Since such a number y lies between the roots P+(x), P-(x) of 
the quadratic polynomial (L(X)x, x) for each x E D(L), II x ]I = 1, 
(L(y)x, X) < 0. We, therefore, conclude 
THEOREM 2.1. Let F and G be hermitian and let L(h) be n.s.d. Then 
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there is a real number y such that L(h + y) = X21 - XA - B where 
A = -2yI-F, I3 = -L(y) (2.2) 
are hermitian and B is nonnegative. 
We say that a bundle L(X) is uniformly strongly damped (u.s.d.) if, 
for some E > 0, 
(Fx, x)” - 4(Gx, x) > E, x E D(L), llxll = 1 (2.3) 
independent of x. 
LEMMA 2.3. Let F and G be hermitian and let L(X) be u.s.d. Then 
there is a real number y such that the operator B = -L(y) is positive 
dejinite. 
Proof. Applying Theorem 2.2 to the n.s.d. bundle L(h) + (c/4)1, 
we obtain a real number y such that -(L(y)x, x) > e/4, x E D(L), 
llxll = 1. 
3. CONDITIONS FOR 9 TO BE SELF-ADJOINT 
LEMMA 3.1. Let B be nonnegative and self-adjoint, and let A be 
symmetric with D(A) 3 D(B1i2); then the operator 9 (cf. (1.4)) is 
self-adjoint on H @ H with D(L) = D(B112) @ D(B’/“). 
Proof. Suppose yr @ y2 E D(9*). Then 
f(xl ,x2> = (@‘% , ~1) + P’% , YJ + (Ax, 9 ~2) 
is a continuous bilinear functional on D(B’/“) @ D(B’/“). Setting 
x2 = 0 we see that (B1/2~1 , y2) is continuous in x1 and, hence, 
y2 E D(B’/“). Since D(A) 1 D(B’/“), we have 
f(x, ,4 = P’% , ~1) + (~1, B”“rJ + (~2 > Ayz), 
and since the latter two terms on the right are continuous in x2, 
(B1i2x, , yI) is continuous in x2 . Thus, y1 E D(B112). Since 9 is 
hermitian, D(9*) 3 D(9) 1 D(B’/“) @ D(B’/“) 3 D(Z*). 
LEMMA 3.2. Let Q and R be densely defined closed operators on H 
then D(Q*Q) 1 D(R*R) implies that D(Q) 3 D(R). 
Proof. Let S = Q*Q and T = R*R + I. Then S and T are 
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self-adjoint, and T is positive definite. Since M = ST-I is a closed, 
everywhere defined operator, M is bounded. There is, then, a y > 0 
such that /j Sx 11 < I] yTx 11, x E D(T). It follows (cf. [S]) that 
D(Q) = D(W2) 3 D(y1/2T1/2) = D(T112) = D(R). 
LEMMA 3.3. Let R be self-adjoint, Q symmetric with D(Q) 1 D(R), 
and D(Q*) 1 D([Q + RI*); then Q + R is self-adjoint. 
Proof. Since R = [R + Q] + (-Q), R r> [R + Q]* + (-Q)* and 
R + Q* 1 [R + Ql*. S ince R + Q* is defined only on D(R) C D(Q), 
R + Q = R + Q* 1 [R + Ql*. 
THEOREM 3.4. Let L(X) b e n.s.d., F symmetric and closed, G self- 
adjoint. If D(F*F) 1 D(G) and D(F*) 1 D( [XF + G]*) for all real A, 
then the operator 9 deJined in terms of F, G and y by (1.4) and (2.2) 
is self-adjoint and D(9) = D(B’/“) @ D(B1/2). 
Proof. It follows from (2.2) and the hypothesis that A is sym- 
metric and closed, D(A) = D(F), D(A*A) = D(F*F), D(B) = D(G), 
D(A*A) 3 D(B). L emma 3.2 then guarantees the self-adjointness of 9 
and that D(Z) = D(B’/“) @ D(B112) provided B is self-adjoint. 
If y = 0, then B = G is self-adjoint. For y # 0 we have D([yF]*) = 
D(F*) I) D([yF + G] *) and D([yF]) = D(F) r) D([F*F]) 3 D(G) which 
asserts, with Lemma 3.3, that B is self-adjoint. 
4. ROOTS 
Let Ti be a linear map from a vector space Vi into itself, i = 1, 2. 
We say that T, represents Tl if there is a linear map I from V, onto V, 
such that if Tixi = yi , i = 1, 2, then x2 = Ix, implies y2 = Zyi . 
If, in addition, V, is contained in a Hilbert space H, then 1 induces 
a scalar product. 
(x2 9 Y2h = (Xl 9 Ylh xg = lx, , Y2 = ZYl (4.1) 
on V, . If V, is closed in H then V, is a Hilbert space with respect 
to the induced scalar product; if not, we form the completion ra 
by the addition of ideal elements. Now regarding Ti as operators 
in Vi, i = 1,2, we see that their spectra coincide. Moreover, if Tl 
is hermitian on V, , then T, is symmetric in U2 and thus, Tz is 
symmetrizable. 
Since, under a translation of the parameter h -+ h + y, the 
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factoring L(h) = (hl - Z,)(xT - 2,) is equivalent to the factoring 
&I) =L(h + y) = (AI - Z,)(AZ - Z,), where & = 2, - 71, i = 1,2, 
it suffices for hermitian n.s.d. bundles to study the problem in the 
form 
L(h) = X21 - AA - B (4.2) 
with B nonnegative. As is pointed out by Krein and Langer the 
problem reduces to finding an operator 2 such that 
for if we define 
then, formally, 
L(Z) = Z2 - AZ - B = 0, (4.3) 
.tf=A-Z, (4.4) 
L(h) = (AI - .q(xI - 2). (4.5) 
We call an operator 2 with D(Z) C D(L(Z)) and satisfying (4.3) a 
root of L and the operator 2 the conjugate root. 
LEMMA 4.1. Let V = X @ Y be a linear manifold in I? which is 
invariant with respect to some matrix operator 
(4.6) 
If a vector x” in V is determined from its second component, then there 
is an operator Z dejined on D(Z) = Y which represents ‘22 on V and 
satisfies 
Z2 = AZ + B,B, . (4.7) 
Conversely, if Z is one to one and satisfies (4.7), then Z is a representa- 
tion of ‘9 on an invariant linear manifold in A. 
Proof. Let 1 : V --+ Y map a vector into its second component and 
define Zx, = ya if ‘95 = jj where 1X = x2 , 17 = yz . Then Z~X, 
is the second component of 99 (32) = ‘S(B,x, @ Zx2), which is 
B,B,x, + AZx, . 
Now let Z satisfy (4.7) and define 1 on D(Z) into I? by 
Ix = B,x @ Zx. Then 
B(h) = B,Zx @ B,B,x + AZx = B,Zx @ Z2x = Z(Zx). 
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If Z is one to one, 1 is one to one and Z represents 5% on the range 
of 1. This complete the proof. 
We include, for the sake of completeness, the following obvious 
generation of a lemma due to Krein and Langer [3]. 
LEMMA 4.2. Let V = X @ Y be a linear manifold in I? such that 
a vector in V is determined from its first component. We may therefore 
write a vector x” in V in the form x” = x @ Kx, where K is a linear 
map from X onto Y. Then in order that V be invariant with respect 
to the operator 99, defined in (4.6), it is necessary, and, if B,(Y) is 
contained in the domain of KB,K - AK - B, , then also sujicient, 
that the operator Z = KB, satisfy (4.7). 
In spite of the similarity between the above two lemmas we have 
not been able to deduce one from the other. 
Returning, for the moment to the original problem 
X21 + AF + G = (hl - Z&XI - Z,), (4.8) 
let 2, and 2, be defined on a common domain M contained in D(L) 
and satisfy (4.8) on M for all complex numbers h. It is not difficult 
to see that 2, then satisfies 
Z22 + FZ, + G = 0 (4.9) 
on M and hence Z = 2, - yI is a root of L on M. Assuming D(L) 
is dense in H, B is densely defined and, according to Friedrichs, 
has a self-adjoint extension B, . Applying Lemma 4.1 with B, = 
B 2 = B112 we obtain: 0 
THEOREM 4.3. Let the n.s.d. bundle L(h) = X21 + hF + G be 
symmetric for real h. Then, for a root 2 of L not to be symmetrixable, 
it is necessary that every number y which satisfies (2.1) is an eigenvalve 
of 2. 
Theorem 4.3 has an application to Jordan chains. A sequence of 
vectors x0 , xi ,..., xP-r , each different from zero, is called (by Krein 
and Langer [3]) J d a or an chain (of length p) of L(h) = h21 + hF + G 
corresponding to the number ho , if 
q~o)xo = 0, L(A,)xj + (&,I + F)xj-1 + xi-2 = 0, 
j = 1,2 ,..., p - 1; x-1 = 0. (4.10) 
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COROLLARY 4.4. Let the n.s.d. bundle L(h) = h21 + hF + G be 
symmetric for real h. Then for a number X, to correspond to a Jordan 
chain of length greater than one it is necessary that there exist at most 
one number y which satis$es (2.1) and for X, = y. 
Proof. Suppose that the integer p in (4.10) is at least two. Define 
the operator 2 on the linear span of x0 and xi, by 2x, = h,x, , 
2x, = h,x, + x,, . Clearly, 2 is a transformation of a two-dimensional 
space with only one eigenvalve h, whose algebraic multiplicity is two 
and whose geometric multiplicity is one and hence, 2 is not sym- 
metrizable. On the other hand, it is not difficult to see that 
(Zz + FZ + G)xi = 0, i = 0, 1, and hence that 2 is a root of L. 
The conclusion now follows from Theorem 4.3. 
THEOREM 4.5. Let the u.s.d. bundle L(h) = h21 + hF + G be 
symmetric for real h. Then every root of L is symmetrizable and there 
is no number h, which corresponds to a Jordan chain of length greater 
than one. 
Proof. In view of Lemma 2.3, we may choose y such that 
L(X + y) = X21 - hA - B where B is positive definite. Since B is 
one to one, every root of L(X + y) is one to one. It then follows, 
as in the discussion preceding Theorem 4.3, that every root of L(h + y) 
is symmetrizable and hence every root of L is symmetrizable. 
If h, corresponds to a Jordan chain of length greater than one, 
then, as in the proof of Corollary 4.4, we may define a root of L 
which is not symmetrizable. Since this is not possible such a number 
A, can not exist. 
At this point, we assume that the conditions of Theorem 3.4 are 
satisfied so that the operator 2 is self-adjoint on D(B1i2) @ D(B1i2). 
There corresponds to .Y a unique spectral measure 8 on the real 
axis called the resolution of the identity for 3 (cf. [9]). 
LEMMA 4.6. For each bounded &-measurable set 6 lying to one side 
but not including the origin, a vector in R(6), the range of d(6), is 
uniquely determined from its second component. 
Proof. If y = 25 then the components are related by 
B1/2~, = y1 , Bl/ZX, + Ax, = y&. (4.11) 
If 6 lies to one side and does not include the origin, then the bilinear 
form 
[s& 21 = (xl , ~1) + (~2 , ~2) = 2Re(B% , x2> + (Ax, , ~2) (4.12) 
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does not vanish of R(6) for f # 0. Hence x2 = 0 implies that 
x = 0. 
THEOREM 4.7. Corresponding to each bounded &-measurable set 6 
lying to one side but not including the origin there is a root Z(6) which 
represents 9 on R(6). If 6, C 6 then Z(6) is an extension of Z(6,). 
Proof. With the aid of Lemma 4.6, we apply Lemma 4.1 to 
obtain the root Z(6) which represents 2 on R(6). If 6, C 6, then 
R(6,) C R(6) and it is clear, from the definitions of Z(6,) and Z(6), 
that Z(6) is an extension of Z(6,). 
Consider now an increasing sequence of bounded, &-measurable 
sets 6, contained within the positive semiaxis, {x 1 x > 0}, and whose 
union is the positive semiaxis. We then define a “maximal positive 
root” 2, = limn+oo Z(6,). Similarly, we define a “maximal negative 
root” 2. We conjecture that Z+ and 2 are densely defined in H 
and are related by 
z+ = z-*, z- = z+*. 
These identities hold for the following case. 
(4.13) 
THEOREM 4.8. Let the self-adjoint operators A and B be everywhere 
dejined on H and let B be positive definite. Then Y is everywhere 
dejned, self-adjoint, and positive dejkite on 8. Let S+(6-) be any 
bounded, b-measurable set contained within the positive (negative) 
semiaxis and containing that part of the spectrum of 9 which lies 
within the positive (negative) semiaxis. Then the operators Z+ = Z(&), 
2 = Z(6J are continuous, one-to-one transformations of H onto itself 
and satisfy the relations (4.13). Moreover, Z+ and -Z- are positive 
de$nite with respect to the scalar product (x, Y)~ = (Sx, y) where 
S = Z+ - Z- is positive definite on H. 
Proof. Since 9 now has the continuous inverse 
g-1 = 
-B-1/2/J&112 &l/2 
B-W 0 ’ 
the spectrum of 2 is bounded away from the origin and transforms 
the subspaces R, , the range of &(a,), onto themselves in a one-to-one 
fashion. Since Z, are representations of 9 on R, , Z, transform 
D(Z,) onto itself in a one-to-one fashion. Moreover, R, are the 
graphs of the closed operators K* = Z+B-112, from which, it follows 
that Z, are closed. Suppose o is orthogonal to D(Z,). Then 
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0 @ w E R, and hence w = K,(O) = 0. Therefore 2, are densely 
defined in H. 
Next, we observe that the quadratic form (4.12) which can be 
rewritten in the form 2 Re(x, , y.J - (Ax, , x2) satisfies 
A2Re(x2 , y2) - (Ax 2 9 x211 > II 2 II-W1 > r1> + (Y2 9 YJI (4.14) 
on R, . If xa(n) tends to zero in such a manner that yz(n) = .Z*xz(n) 
remains bounded, then, by (4.14), y,(n) must tend to zero. This 
implies that 2, are continuous. Since 2, are also closed and densely 
defined in H, D(Z,) = H. 
For arbitrary vectors X, y in H, the vectors B1/2~ @ 2+x E R, , 
B112y @ 2-y E R- are orthogonal. From the identity 
(B1/2X, B’l”y) + (2+x, Z-y) = 0, x,y~H (4.15) 
one obtains 
-B = Z-*Z+ . (4.16) 
Multiplying each side of (4.16) and each side of 2+2 = AZ+ + B 
by 2~~ we have, after taking adjoints, the identities 
Z-* = A-Z+, Z+* = A - Z- (4.17) 
which are equivalent to (4.13). 
The inequality (4.14) applied to R, may be put into the form 
S = Z+ + Z+* - A = Z+ - 2 > Ij T I]-‘(Z+*Z+ + B). (4.18) 
It is not difficult to verify the identities 
-SZ, = B + Z+*Z, . (4.19) 
This concludes the proof. 
With the application of Lemma 2.3 we obtain, as a corollary to 
Theorem 4.8, a result which would be regarded as a special case 
of a theorem due to Langer (cf. [6, Satz 3.11) except that further 
information is given concerning the difference of the roots. 
COROLLARY 4.9. Let F and G be self-adjoint and everywhere de$ned 
on H and let L(X) = h21 + XF + G be u.s.d. Then there are two 
continuous roots of L, Z+ , and Z- on H, such that 
L(X) = (XI - z+*)(xI - z-) = (AZ - z-*)(hl- Z+) 
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on H and such that the operator S = 2, - 2 is positive dejkite. 
Moreover, there is a real number y such that the operators 2, - yI 
and -2 + yI are positive dejkite with respect to the scalar product 
(?Y)l = (S%Y)* 
The equation ( 1.8) may be interpreted as the Laplace transform 
(disregarding inh :ii al-value terms) of the differential equation 
5. STABILITY THEORY 
i+IC+Gx=O (5.1) 
which represents a dissipative system. Indeed, the stability of (5.1) 
has led directly to the study of quadratic bundles (cf. [3, 7, lo] and 
references given there). The stability of (5.1) has also been analyzed 
from other points of view (cf. [13] and citations found in that paper). 
In terms of (5.1), the n.s.d. condition means that the solutions 
of (5.1) are not oscillatory. Theorem 2.1 signifies that there exists 
for (5.1) a real number y such that the transformation 
24 = x exp(yt) (5.2) 
leads to the canonical form 
ii-Azi-Bu=O, (5.3) 
where A and B are given by (2.2) and, most important, B > 0. 
Theorem 3.4 now shows that a nonoscillatory system has the self- 
adjoint representation 
ti=zw, (5.4) 
where 9 is self-adjoint on H x H and u is represented by the second 
component of w. 
Let 6 and R(6) be as in Theorem 4.7. If 6 lies on the positive 
(negative) side of the origin then the restriction of .Y to R(6), A?(6), 
is a positive (negative) definite bounded operator. It follows that if 
the initial value w,, is in R(S), then the solution 
w(t) = exp(tZ@))w, (5.5) 
tends exponentially to infinity (zero) as t -+ co. That is, R(S) 
represents an unstable (stable) manifold of (5.3) from which unstable 
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(stable) solutions emanate. On the other hand, the operator Y(S) 
defined on R(6) is shown, by Theorem 4.7 to be a representation 
of a positive (negative) root of quadratic bundle (4.2). A necessary 
and su$?icient condition fey the stability of a nonoscillatory system in 
canonical form is that there not exist a positive root of the corresponding 
quadratic bundle. 
In cases where our conjecture (4.13) is valid the nonoscillatory 
canonical system has both stable and unstable manifolds (which 
are related to each other in an interesting way) and, in particular, 
the system is exponentially unstable. This is the case when the 
conditions in the hypothesis of Theorem 4.8 are satisfied. 
Physical examples for which the canonical form satisfies the 
conditions in the hypothesis of Theorem 4.8 are cited in [3] and [7]. 
As an example of how these observations may be used advan- 
tageously, consider a differential equation of the form 
Pi + Ki + H§(t) = 0, t > 0. (5.6) 
Here the operators are self-adjoint and everywhere defined on a 
space E. Moreover, P is positive definite. With the conditions 
K nonnegative, H not nonnegative, (5.7) 
Barston shows (cf. [13, Theorem 4(iii)]) that (5.6) admits of a solution 
satisfying 
II §@)I1 3 6 exp(4, t >, 0, (5.8) 
for some positive constants 6 and w. To this we add that, if -H 
is nonnegative, then the condition on the nonnegativity of K may be 
removed. 
THEOREM 5.1. If -H is nonnegative, then (5.6) admits of a solution 
s(t) satisfying (5.8). 
Proof. In view of the result in [13] it may be assumed that there 
is a $i in E such that 
WI 7 §I> < 0. (5.9) 
Let A = -P-llzKP-lj2, B = -P-llzKP-1J2. Since B is nonnegative, 
the quadratic bundle L(h) = X2I - XA - B is n.s.d. Since the 
operators in question are everywhere defined, Theorem 3.4 has 9 
self-adjoint and everywhere defined on E @ E. In view of the fact 
that the quadratic functional (dpw, w) (defined in E @ E) applied 
422 EISENFELD 
to w = 0 @ P1iz§, has positive value, 2 has positive spectrum. 
The application of Theorem 4.7 now provides a root Z with domain R 
and such that R may be given an equivalent norm with respect to 
which 2 is positive definite. Let u(t) = exp(t.Z)r where Y is a 
nonzero vector in R. From the positive definiteness of 2 we have 
II 4t)ll 3 61 exp(o, t) f or some positive constants 6, and w1 and for 
t 2 0. From the fact that X is a root we have ii + Azi - Bu(t) = 0 
for t > 0. Thus g(t) = P-l12u(t) satisfies (5.6) and has I/ s(t)/1 > 
II P1j2 I/-l II u(t)11 > /I P112 /I-l 6, exp(w, t) for t > 0. This completes 
the proof. 
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