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ON NONNEGATIVITY PRESERVATION IN FINITE ELEMENT METHODS FOR
SUBDIFFUSION EQUATIONS
BANGTI JIN, RAYTCHO LAZAROV, VIDAR THOME´E, AND ZHI ZHOU
Abstract. We consider three types of subdiffusion models, namely single-term, multi-term and dis-
tributed order fractional diffusion equations, for which the maximum-principle holds and which, in
particular, preserve nonnegativity. Hence the solution is nonnegative for nonnegative initial data. Fol-
lowing earlier work on the heat equation, our purpose is to study whether this property is inherited by
certain spatially semidiscrete and fully discrete piecewise linear finite element methods, including the
standard Galerkin method, the lumped mass method and the finite volume element method. It is shown
that, as for the heat equation, when the mass matrix is nondiagonal, nonnegativity is not preserved for
small time or time-step, but may reappear after a positivity threshold. For the lumped mass method
nonnegativity is preserved if and only if the triangulation in the finite element space is of Delaunay type.
Numerical experiments illustrate and complement the theoretical results.
Keywords: subdiffusion, finite element method, nonnegativity preservation, Caputo derivative
1. Introduction
In this work we consider the numerical analysis of mathematical models arising in subdiffusion. One
simple example is the single-term subdiffusion, for which the governing equation is given by
(1.1) ∂αt u−∆u = 0, in Ω, t > 0, with 0 < α < 1,
under the initial-boundary conditions
(1.2) u = 0, on ∂Ω, t > 0, with u(0) = v, in Ω,
where Ω is a bounded domain in R2 which for simplicity we assume to be polygonal, and where v is a
given function on Ω. Here ∂αt u denotes the Caputo fractional derivative of order α ∈ (0, 1) with respect
to t, defined by the convolution (see [12])
(1.3) ∂αt u(t) =
1
Γ(1− α)
∫ t
0
(t− s)−α d
ds
u(s)ds,
where Γ(x) =
∫∞
0
sx−1e−sds is the Gamma function. By continuity we may include the standard heat
equation for α = 1. The fractional derivative is often used to describe anomalous diffusion, in which the
mean square variance grows sublinearly with time t, at a rate slower than that in a Gaussian process.
It occurs in many applied disciplines, e.g., electron transport in Xerox copiers, molecule transport in
membranes, and thermal diffusion on fractal domains.
By the maximum principle, the solution u(t) of the heat equation satisfies the nonnegativity preserva-
tion property
(1.4) v = u(0) ≥ 0 in Ω implies u(t) ≥ 0 in Ω, for t ≥ 0.
It is natural to ask to what extent this property extends to numerical approximations, and for piecewise
linear finite element methods over regular triangulations this question has attracted some attention. Fujii
[7] showed that for the lumped mass (LM) method, with backward Euler time-stepping, nonnegativity is
preserved when the angles in the triangulation are acute. Thome´e and Wahlbin [29] showed that for the
semidiscrete standard Galerkin (SG) method, nonnegativity is not preserved for small t > 0, but for the
LM method, it is preserved if and only if the triangulation is of Delaunay type. Later, Schatz, Thome´e
and Wahlbin [25] analyzed several fully discrete methods and showed that, in particular, these properties
carry over to the backward Euler method. Recently, Thome´e [28] and Chatzipantelidis, Horva´th and
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Thome´e [1] extended these results to cover also the finite volume element (FVE) method and further
discussed the existence of a threshold t0 > 0, such that nonnegativity is preserved for t ≥ t0.
Our purpose in this paper is to discuss the nonnegativity preservation property for a class of piecewise
linear finite element approximations, including the SG, LM and FVE methods described briefly in Section
3, for the more general initial–boundary value problem
P (∂t)u−∆u = 0, in Ω, for t > 0,(1.5)
u = 0, on ∂Ω, for t > 0, and u(0) = v, in Ω,
where P (∂t)u denotes a fractional order differential operator of the form
(1.6) P (∂t)u(t) =
∫ 1
0
∂αt u(t)dν(α),
with ν(α) a positive measure on [0, 1]. These more general models, including in addition to (1.1) multi-
term and distributed order models, are reviewed briefly in Section 2. There we also introduce the solution
operator E(t) of (1.5) and discuss its analytic properties, including asymptotic behavior. In a series of
interesting works, Luchko [18, 19, 20] established that the solution u(t) of problem (1.5) also satisfies the
property (1.4).
Numerical methods for the model (1.5) and their analysis have received considerable interest, cf., e.g.,
[8, 9, 10, 11, 16, 21]. The weak formulation of (1.5) is to find u(t) ∈ H10 (Ω) for t > 0 such that
(P (∂t)u(t), ϕ) + a(u(t), ϕ) = 0, ∀ϕ ∈ H10 (Ω), t ≥ 0, with u(0) = v,
where a(u, χ) = (∇u,∇χ) and (·, ·) is the inner product in L2(Ω). The spatially semidiscrete finite element
approximation of (1.5) is based on a family of shape regular quasi-uniform triangulations {Th}0<h<1 of
Ω into triangles, with h the maximal length of the sides of the triangulation Th, and the associated finite
element space Xh of continuous piecewise linear functions over Th,
Xh =
{
χ ∈ H10 (Ω) : χ linear in K, ∀K ∈ Th
}
.
The spatially semidiscrete approximation of (1.5) is then to find uh(t) ∈ Xh for t ≥ 0 such that
(1.7) [P (∂t)uh(t), χ] + a(uh(t), χ) = 0, ∀χ ∈ Xh, t > 0, with uh(0) = vh,
where vh ∈ Xh is an approximation of the initial data v, and [·, ·] is a suitable inner product on Xh. With
{Pj}Nj=1 the interior nodes of Th, and {φj}Nj=1 the corresponding nodal basis, we may write
(1.8) uh(t) =
N∑
j=1
uj(t)φj(x) and vh =
N∑
j
vjφj(x).
Setting U(t) := (u1(t), . . . , uN (t))
T and V = (v1, . . . , vN )
T , the semidiscrete problem (1.7) reads
(1.9) P (∂t)U(t) +HU(t) = 0, for t > 0, with U(0) = V, where H =M−1S.
Here M = (mij), with mij = [φj , φi], and S = (sij), with sij = a(φj , φi), denote the mass and stiffness
matrices, respectively, and are both symmetric and positive definite. The case of the semidiscrete SG
method was first developed and analyzed by Jin et al. [10] for the single-term problem on a convex
polygonal domain, and then extended to multi-term and distributed-order cases in [8, 9], where optimal
error estimates with respect to the regularity of initial data v were established.
Following the analysis in the case of the heat equation, we discuss nonnegativity preservation for the
spatially semidiscrete methods in Section 3. Introducing the solution matrix E(t) by writing U(t) = E(t)V ,
nonnegativity preservation may be expressed as E(t) ≥ 0, elementwise. In Theorem 3.1 we show that if
the mass matrix M is nondiagonal, which holds for the SG and FVE methods, then this cannot happen
for small t > 0. However for the LM method this happens if and only if Th is Delaunay. In Theorem 3.2,
we show that if H−1 > 0, then there exists t0 > 0 such that U(t) ≥ 0 for all t ≥ t0, if V ≥ 0.
In Section 4 we discuss positivity preservation for fully discrete time stepping methods with a time
step τ , for (1.9), based on convolution quadrature generated by the backward Euler method, or
Qn(U) +HUn = Qn(1)V, for n ≥ 1, with U0 = V, where Un ≈ uh(tn), tn = nτ.
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Here Qn(U) =
∑n
j=0 ωn−jU
j denotes the convolution quadrature approximation to P (∂t)U(tn); see
Section 4. This gives the fully discrete solution in the form
Un = En,τ V := (ω0 I +H)−1
( n−1∑
j=0
ωj V −
n−1∑
j=1
ωn−jU j
)
, for n ≥ 1, with U0 = V.
This method was developed and analyzed in [9, 11] for the SG approximation, and the convergence of the
fully discrete solution to the corresponding spatially semidiscrete one, which is needed below, is shown
in the general case in Appendix A. We show time discrete analogues of the results in Section 3, and also,
in Theorem 4.3, we give an upper bound of the positivity threshold for special triangulations.
In the final Section 5 we present numerical examples for various domains Ω, with Delaunay and non-
Delaunay triangulations Th, to illustrate and complement our theoretical results.
As a result of the maximum principle, in addition to (1.4), it also follows that the solution operator
E(t) is a contraction in the maximum-norm, i.e., ‖E(t)‖∞ ≤ 1. The question about analogues of this for
the numerical methods was also discussed in [25, 29] for the heat equation, and in Appendix B we show
that the analogue of this holds in the present case for semidiscrete and fully discrete LM approximations,
provided that the stiffness matrix S is diagonally dominant, which is not equivalent to Th being Delaunay.
2. Preliminaries
In this section we present preliminary material concerning the subdiffusion model (1.5) and its analyt-
ical properties. In particular we introduce the solution operator E(t) for t ≥ 0 and the associated scalar
kernel function uλ(t), and study its asymptotic behavior for small and large t, which will be needed later.
As indicated in Section 1, in addition to the single-term model (1.1), several more complex models for
subdiffusion have been proposed, with (1.3) replaced by a weighted linear combination P (∂t)u, defined in
(1.6). We will specifically study two cases, the discrete case (denoted by case I below), with point masses
{αj}mj=1 ⊂ (0, 1), m ≥ 1, where αm < αm−1 < . . . < α1, and the distributed case (denoted by case II
below), in which ν is completely continuous, i.e., dν(α) = µ(α)dα, with µ smooth and nonnegative. For
the characteristic function of P (∂t), the complex function P (z) =
∫ 1
0
zαdν(α), we then have
P (z) =

m∑
i=1
biz
αi in case I,∫ 1
0
zαµ(α)dα in case II.
.
In the discrete case, the constants bi are positive, with b1 = 1, which ensures the well-posedness of
the problem (1.5), cf. [14]. It reduces to the single-term subdiffusion model (1.1) when m = 1. In
the distributed case, the nonnegative weight function µ(α) is assumed to be Ho¨lder continuous, with
µ(0)µ(1) > 0. These conditions are sufficient for the positivity of the solution and are different from
the ones used in the existing literature, cf. [13, 15], The general model was proposed in order to extend
the flexibility of the single-term model, in that the underlying stochastic process may contain a host of
different Hurst exponents, cf. [3].
For the convenience of the reader we prove the positivity preservation property (1.4) for problem (1.5),
using arguments in [18, 19, 20]. We first show an extremal principle for the fractional differential operator
P (∂t).
Lemma 2.1. Assume f ∈ C[0, T ] ∩ C1(0, T ], and let f attain its minimum at t0 ∈ (0, T ]. Then
P (∂t)f(t0) ≤ 0.
Proof. Setting g(s) = f(s)− f(t0), we have by integration by parts, since 0 ≤ g(s) = O(t0− s) as s→ t0,∫ t0
0
(t0 − s)−αg′(s)ds = −t−α0 g(0)− α
∫ t0
0
(t0 − s)−α−1g(s)ds ≤ 0, for any α ∈ (0, 1).
Since f ′(s) = g′(s) we thus have ∂αt f(t0) ≤ 0, and hence P (∂t)f(t0) =
∫ 1
0
∂αt f(t0)dν(α) ≤ 0. 
Theorem 2.1. The solution operator E(t) for (1.5) is nonnegative, i.e., E(t)v ≥ 0 for t ≥ 0, if v ≥ 0.
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Proof. Assume that the minimum of u(t) = E(t)v is negative and achieved at (x0, t0) ∈ Ω× (0, T ]. With
 = −u(x0, t0) > 0 we set w(x, t) = u(x, t)− 12(1− t/T ) ≥ u(x, t)− 12. Then, for x ∈ ∂Ω or t = 0,
w(x0, t0) ≤ u(x0, t0) = − ≤ −+ u(x, t) ≤ −+ w(x, t) + 12 = w(x, t)− 12.
Hence w(x, t) cannot attain its minimal value at t = 0 of for x ∈ ∂Ω. Now let the minimum of w be taken
at (x1, t1) ∈ Ω × (0, T ]. Then by Lemma 2.1, P (∂t)w(x1, t1) ≤ 0, and clearly −∆w(x1, t1) ≤ 0. Noting
the identity ∂αt t = t
1−α/Γ(2− α), we find
(P (∂t)−∆)u(x1, t1) = (P (∂t)−∆)w(x1, t1)− 
2T
∫ 1
0
t1−α1
Γ(2− α)dν(α) < 0,
contradicting the fact that u(t) is a solution of (1.5). 
Next we derive an expression for the solution operator E(t) for problem (1.5) by means of Laplace
transformation, denoting the Laplace transform of u by û(z) = (Lu)(z). Recall that [12, Lemma 2.24],
L(∂αt u)(z) = zαû(z)− zα−1u(0),
and consequently
LP (∂t)u(z) =
∫ 1
0
L∂αt u(z)dν(α) =
∫ 1
0
zαdν(α)û(z)−
∫ 1
0
zα−1dν(α)u(0)
= P (z)û(z)− z−1P (z)u(0).
After Laplace transformation of (1.5), with A = −∆, the negative Laplacian with a zero Dirichlet
boundary condition, and the initial condition u(0) = v, we therefore obtain
P (z)û(z) +Aû(z) = z−1P (z)v,
or
û(z) = J(z)v, where J(z) = z−1P (z)(P (z)I +A)−1,
where I is the identity operator. Hence we find for the solution operator, defined by u(t) = E(t)v,
(2.1) E(t)v = (L−1J)(t)v = 1
2pii
∫
Γσ
eztJ(z)dzv,
where Γσ = {z = σ + iη : σ > 0, η ∈ R}. Letting {λj}∞j=1 be the eigenvalues in increasing order and
{ϕj}∞j=1 the corresponding L2(Ω) orthonormal eigenfunctions of the operator A, we may also write
(2.2) E(t)v =
∞∑
j=1
uλj (t)(v, ϕj)ϕj ,
where
(2.3) uλ(t) = (L−1Jλ)(t) = 1
2pii
∫
Γσ
eztJλ(z) dz, Jλ(z) = z
−1P (z)(P (z) + λ)−1.
The scalar kernel function uλ = uλ(t) solves the fractional order initial-value problem
(2.4) P (∂t)uλ + λuλ = 0, with uλ(0) = 1.
Since P (z) is analytic in the complex plane, cut along the negative real axis, we obtain, after deforming
the contour Γσ in (2.3), and noting that, for small δ > 0,∫
|z|=δ
|Jλ(z)| |dz| ≤ Cδ−1
∫
|z|=δ
P (δ) |dz|= 2pi C P (δ)→ 0, as δ → 0,
and hence we find that
(2.5) uλ(t) =
1
pi
∫ ∞
0
e−stKλ(s) ds, Kλ(s) = ImJλ(−s) = λ ImP (−s)
s|P (−s) + λ|2 > 0,
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where we have used
ImP (−s) = Im
∫ 1
0
eiαpisα dν(α) =
∫ 1
0
sinαpi sα dν(α) > 0.
Since Kλ(s) in (2.5) is positive, uλ(t) is completely monotone, and, in particular, monotone for t ≥ 0.
We now study the asymptotic behavior of the function uλ(t) defined in (2.3). Our main tool will be
a special case of the Karamata-Feller Tauberian theorem (see [6, Theorems 2–4, pp. 445–466]), which
we state as the following lemma. Recall that a positive function L(t) defined on (0,∞) varies slowly at
infinity if for every fixed x, L(tx)/L(t)→ 1 as t→∞.
Lemma 2.2. Let u(t) be a monotone function with its Laplace transform ω(z) = Lu(z) defined for
z = s > 0, L(t) be slowly varying at infinity, and ρ > 0. Then
ω(s) ∼ 1
sρ
L
(
1
s
)
as s→ 0 implies u(t) ∼ 1
Γ(ρ)
tρ−1L(t) as t→∞.
The statement is also valid when the roles of the origin and infinity are interchanged.
We can now determine the asymptotic behavior for the kernel function uλ(t).
Lemma 2.3. Let µ ∈ Cγ([0, 1]) and µ(0)µ(1) > 0, λ > 0. Then
(2.6) uλ(t) = 1− λβ0(t)(1 + o(1)) as t→ 0, where β0(t) =
{
tα1/Γ(1 + α1) in case I,
t/(µ(1) log(t−1)) in case II,
and
(2.7) uλ(t) = λ
−1β∞(t)(1 + o(1)) as t→∞, where β∞(t) =
{
bmt
−αm/Γ(1− αm), in case I,
µ(0)/ log t, in case II.
Proof. Since uλ(t) is monotone, Lemma 2.2 applies. First, we show the assertion as t → 0, which is
determined by the behavior of ω(s) = Jλ(s) for large s. In case I (recall b1 = 1), we have
Jλ(s) = s
−1
(
1 + λ
( m∑
i=1
bis
αi
)−1)−1
= s−1 − λs−α1−1 + o(s−α1−1).
By Lemma 2.2 this shows the first part of assertion (2.6). In case II, we have
P (s) =
∫ 1
0
eα log sµ(1)dα+
∫ 1
0
eα log s(µ(α)− µ(1))dα = µ(1)(s− 1)
log s
+
∫ 1
0
(µ(α)− µ(1))eα log sdα.
Since µ ∈ Cγ([0, 1]) we obtain, after integration by parts,∣∣ ∫ 1
0
(µ(α)− µ(1))eα log sdα∣∣ ≤ C ∫ 1
0
(1− α)γeα log sdα ≤ C s
(log s)1+γ
.
Hence, P (s) = µ(1)s(log s)−1 +O(s(log s)−1−γ) and P (s)−1 = log s/(sµ(1))(1 + o(1)) as s→∞. Thus
Jλ(s) =
1
s
1
1 + λ/P (s)
=
1
s
∞∑
k=0
(−1)kλkP (s)−k = s−1 − λ log s
s2µ(1)
+ o(s−2 log s) as s→∞,
and now the second part of assertion (2.6) follows from Lemma 2.2.
Next we show the asymptotic behavior as t→∞. In case I we have for s→ 0
Jλ(s) =
m∑
i=1
bis
αi−1L(1/s) with L(t) = 1/(
m∑
i=1
bit
−αi + λ) ∼ λ−1 as t→∞.
The function L(t) is slowly varying at infinity. Hence, by Lemma 2.2,
uλ(t) ∼ L(t) bmt
−αm
Γ(1− αm) as t→∞,
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which shows the first part of assertion (2.7).
We finally consider the large time asymptotic behavior in case II. It follows from the splitting and
using the Ho¨lder continuity of µ(α) that
P (s) =
∫ 1
0
sαµ(α)dα = µ(0)
∫ 1
0
sαdα+
∫ 1
0
sα(µ(α)− µ(0))dα = −µ(0)
log s
+O
(
(log s)−1−γ
)
(see also [13, Proposition 2.2] for a related estimate). Consequently,
Jλ(s) = λ
−1s−1P (s)
∞∑
k=0
λ−kP (s)k = λ−1s−1
(−µ(0)(log s)−1(1 + o(1)) as s→ 0.
Thus Jλ(s) = µ(0)λ
−1s−1L(1/s)(1 + o(1)) with L(s) = 1/ log s slowly varying at infinity, and Lemma 2.2
completes the proof of the lemma. 
3. Nonnegativity preservation in spatially semidiscrete methods
In this section we describe a general class of spatially semidiscrete methods for (1.5), and review three
specific examples of such methods mentioned in the introduction. We then analyze their nonnegativity
preservation properties.
As described in Section 1, we consider semidiscrete approximations for problem (1.5) of the form (1.7),
where [·, ·] is an inner product in Xh, approximating the usual L2 inner product (·, ·). We denote the
stiffness matrix by S = (sij), with sij = a(φj , φi), and the mass matrix byM = (mij), with mij = [φj , φi].
The semidiscrete problem (1.7) may then be written in matrix form as
MP (∂t)U + SU = 0, ∀ t > 0, with U(0) = V,
or, equivalently, after multiplication by M−1,
(3.1) P (∂t)U +HU = 0, ∀ t > 0, with U(0) = V, where H =M−1S.
In analogy with (2.1), we find, for the solution matrix of (3.1),
E(t) = (L−1J )(t) = 1
2pii
∫
Γσ
eztJ (z)dz, with J (z) = z−1P (z)(P (z)I +H)−1,
where I is the identity matrix. Since both the stiffness matrix S and the mass matrix M are symmetric
positive definite, the eigenvalue problem Sϕ = λMϕ has a complete system of eigenvectors ϕi with
positive eigenvalues λi, so that H = M−1S = Q−1DQ, where the rows of Q are the eigenvectors ϕi
and the diagonal elements of the diagonal matrix D are the eigenvalues λi. Thus, corresponding to the
eigenfunction expansion (2.2), we have
(3.2) E(t) = Q−1DΛ(t)Q, with DΛ(t) = diag(uλi(t)).
We now briefly review our three examples of finite element methods and the corresponding inner
products [·, ·] in Xh. The first example is the standard Galerkin (SG) method, with the standard L2(Ω)
inner product, i.e., we choose [·, ·] = (·, ·).
Our second example is the lumped mass (LM) method, using
(3.3) [w,χ] = (w,χ)h =
∑
K∈Th
QK,h(wχ), with QK,h(f) =
1
3 |K|
3∑
j=1
f(PKj ) ≈
∫
K
fdx,
where PKj , j = 1, 2, 3, are the vertices of the triangle K ∈ Th and |K| is its area. In this case the mass
matrix M is diagonal with positive diagonal elements.
Our third example is the finite volume element (FVE) method, cf. [2, 4], which is based on a discrete
version of the local conservation law
(3.4)
∫
V
P (∂t)u(t)dx−
∫
∂V
∂u
∂n
ds = 0 for t ≥ 0,
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valid for any V ⊂ Ω with a piecewise smooth boundary ∂V , with n the unit outward normal to ∂V . The
discrete method then requires (3.4) to be satisfied for V = Vj , j = 1, . . . , N , which are disjoint so called
control volumes associated with the nodes Pj of Th. It can be recast as a Galerkin method, by letting
Yh =
{
ϕ ∈ L2(Ω) : ϕ|Vj = constant, j = 1, 2, ..., N ; ϕ = 0 outside ∪Nj=1 Vj
}
,
introducing the interpolation operator Jh : C(Ω) → Yh by (Jhv)(Pj) = v(Pj), j = 1, . . . , N , and then
defining the inner product 〈χ, ψ〉 = (χ, Jhψ) for all χ, ψ ∈ Xh. The FVE method then corresponds to
(1.7) with [·, ·] = 〈·, ·〉.
We recall that an edge e of the triangulation Th is called a Delaunay edge if the sum of the angles ψ1
and ψ2 opposite e is ≤ pi, and that Th is a Delaunay triangulation if all interior edges are Delaunay. A
node of Th is said to be strictly interior if all its neighbors are interior nodes, and Th is normal if it has a
strictly interior node, Pj say, such that any neighbor of Pj has a neighbor which is not a neighbor of Pj .
A symmetric, positive definite matrix with non-positive off diagonal entries is called a Stieltjes matrix.
We now turn to our main goal, to determine whether the nonnegativity preservation property (1.4)
remains valid for the semidiscrete problem, i.e., if E(t) ≥ 0 for t ≥ 0. We shall first discuss the general
case, and then the LM method. Our first result states that the semidiscrete method (3.1) does not satisfy
(1.4) in general, if the mass matrix M is nondiagonal, in the sense that mij > 0 for all neighbors Pi, Pj .
Theorem 3.1. Assume that the triangulation Th is normal and that the mass matrix M is nondiagonal.
Then the solution matrix E(t) cannot be nonnegative for all t > 0.
Proof. Assume that E(t) ≥ 0 for t ≥ 0. By (3.2) and Lemma 2.3, we have
(3.5) E(t) = I − β0(t)H(1 + o(1)) as t→ 0,
and, since β0(t) > 0 for small t, the nonnegativity of E(t) implies hij ≤ 0 for all i 6= j. Let Pj be a strictly
interior node as in the definition of Th being normal. We shall show that hij = 0 for i 6= j. Consider first
the case that Pi is not a neighbor of Pj , so that mij = sij = 0. Since S =MH,
0 = sij =
N∑
k=1
mikhkj =
N∑
k=1,k 6=j
mikhkj .
Since hkj ≤ 0 for k 6= j, we have mikhkj ≤ 0, k 6= j, and thus mikhkj = 0 for k 6= j, and in particular,
hij = 0. When Pi is a neighbor of Pj , it has a neighbor Pk which is not a neighbor of Pj , and hence
skj =
∑
l 6=jmklhlj = 0, which implies hij = 0 since mki > 0, in view of the assumption that M is
nondiagonal. Thus,
sij =
N∑
k=1
mikhkj = mijhjj , i = 1, . . . , N,
i.e., the jth columns of S and M are proportional, which contradicts the facts that ∑Ni=1 sij = 0 for a
strictly interior node Pj and
∑N
i=1mij > 0. 
Next we show a nonnegativity preservation result in the general case, for large time.
Theorem 3.2. Suppose H−1 > 0. Then there exists a t0 > 0 such that E(t) > 0 for all t > t0.
Proof. As before, it follows from the asymptotic behavior of the function uλ(t), cf. Lemma 2.3, that
E(t) = β∞(t)H−1(1 + o(1)) as t→∞.
Since by assumption H−1 > 0, we find that E(t) is positive for large t. 
Theorem 3.1 covers the SG and FVE methods, and Theorem 3.2 applies also to the LM case. We
recall from [1] that S−1 > 0 if S is a Stieltjes matrix, and that S is a Stieltjes matrix if and only if Th is
a Delaunay triangulation. In particular, if Th is Delaunay, then S−1 > 0, and hence also H−1 > 0, but
H−1 may be positive also for some non-Delaunay triangulations.
In the case of the LM method we may prove the following sharper result.
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Theorem 3.3. Let E(t) be the solution matrix of the LM approximation. Then E(t) ≥ 0 for all t ≥ 0 if
and only if the triangulation Th is Delaunay.
Proof. If E(t) ≥ 0 for all t ≥ 0 we conclude as in the proof of Theorem 3.1 that hij ≤ 0 for all i 6= j,
Consequently, sinceM is a positive diagonal matrix, sij ≤ 0 for all i 6= j, so that S is Stieltjes and hence
Th Delaunay. The proof of the converse statement requires the corresponding result for the fully discrete
solution matrix En,τ , and the convergence of the fully discrete solution matrix to the semidiscrete one.
These two results are shown in Theorem 4.4 and Lemma A.1, respectively, and assuming their validity
we find E(t) = limn→∞ En,t/n ≥ 0. 
We remark that in the single-term case, the converse part of Theorem 3.3 also follows from the
representation E(t) = Eα(−tαH) of the solution shown in [24], where Eα(z) =
∑∞
k=0 z
k/Γ(kα+ 1) is the
Mittag-Leffler function. Since, by [23], Eα(−t) is completely monotone, Bernstein’s theorem implies that
Eα(−y) =
∫∞
0
e−xy dσ(x), with σ(x) a positive measure. Recalling from [1] that e−tH ≥ 0 for t ≥ 0 when
Th is Delaunay, we conclude
E(t) = Eα(−tαH) =
∫ ∞
0
e−x t
αHdσ(x) ≥ 0, for t ≥ 0.
4. Nonnegativity preservation of a fully discrete method
Now we discuss the preservation of nonnegativity for a fully discrete method for the subdiffusion model
(1.5), developed in [11, 9], based on applying convolution quadrature [17] to the semidiscrete problem
(3.1).
Using the definition of the Caputo fractional derivative, we deduce that P (∂t)ϕ(t) = P (∂t) (ϕ(t)− ϕ(0)),
and hence problem (3.1) may then be rewritten as
(4.1) P (∂t)(U(t)− V ) +HU(t) = 0, for t > 0, with U(0) = V.
For the discretization in time of (4.1) we introduce a time step τ > 0, and set tn = nτ , n ≥ 0. For a
smooth function ϕ, the approximation Qn(ϕ), of P (∂t)ϕ(tn), is then given by
Qn(ϕ) =
n∑
j=0
ωn−jϕj , for n ≥ 0, where ϕj = ϕ(tj).
The weights {ωj} are generated by the characteristic polynomial (1 − ξ)/τ of the backward Euler (BE)
method, i.e.,
∑∞
j=0 ωjξ
j = P ((1− ξ)/τ). The fully discrete scheme is then given by [11]:
Qn(U) +HUn = Qn(1)V, for n ≥ 1, with U0 = V.
Noting that ωn(U
0 − V ) = 0, the fully discrete solution can be explicitly represented by
(4.2) Un = En,τ V := (ω0 I +H)−1
( n−1∑
j=0
ωjV −
n−1∑
j=1
ωn−jU j
)
, for n ≥ 1, with U0 = V.
Clearly this relation defines a sequence of rational functions rn,τ (λ), n = 0, 1, 2, . . . , such that En,τ =
rn,τ (H), and analogously to (3.2) we may write, with λj the eigenvalues of H,
(4.3) En,τ = Q−1DΠnQ, with DΠn = diag(rn,τ (λi)).
We now turn to nonnegativity preservation property for the method (4.2). We first show some prop-
erties of the quadrature weights {ωj}.
Lemma 4.1. Let the weights {ωj} be generated by the backward Euler method. Then
(i) ω0 > 0 and ωj < 0 for j ≥ 1, and (ii)
n∑
j=0
ωj > 0, for n ≥ 1.
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Proof. It suffices to show the assertion for the single-term model (m = 1 and α1 = α), since the more
general case follows by linearity. Property (i) follows directly from the explicit formula
ωj = τ
−α(−1)j
(
α
j
)
= τ−α(−1)j α(α− 1) . . . (α− j + 1)
j!
.
For (ii), we claim that the partial sum satisfies the relation
(4.4)
n∑
j=0
ωj = τ
−α (n+ 1)(−1)n
α
(
α
n+ 1
)
, for n ≥ 0.
We show the claim by mathematical induction. First, we note that ω0 = τ
−α satisfies (4.4) with n = 0.
Next, assuming (4.4) holds up to n− 1, we find
n∑
j=0
ωj =
n−1∑
j=0
ωj + ωn = τ
−αn(−1)n−1
α
(
α
n
)
+ τ−α(−1)n
(
α
n
)
= τ−α
(n+ 1)(−1)n
α
(
α
n+ 1
)
.
Thus the relation (4.4) holds for all n ≥ 0, which completes the proof of the lemma. 
Lemma 4.2. Let E1,τ = ω0 (ω0 I +H)−1 ≥ 0, where ω0 = P (τ−1). Then En,τ ≥ 0 for n ≥ 1.
Proof. Let U0 = V ≥ 0 and let Un be defined by (4.2) for n ≥ 1. For a proof by induction, assume
that U j ≥ 0 for j ≤ n− 1. By assumption, (ω0 I +H)−1 ≥ 0, and by Lemma 4.1 we have
∑n−1
j=0 ωjV −∑n−1
j=1 ωn−jU
j ≥ 0. Hence Un = En,τV ≥ 0, which completes the proof. 
Next we state the following fully discrete analogue of Theorem 3.1.
Theorem 4.1. Assume that the triangulation Th is normal and the mass matrix M is nondiagonal.
Then the solution matrix E1,τ cannot be nonnegative for small τ > 0.
Proof. From the proof of Lemma 2.3 we find as τ → 0
ω−10 = P (τ
−1)−1 = β˜0(τ)(1 + o(1)) where β˜0(τ) =
{
τα1 , in case I,
µ(1)−1τ log(τ−1), in case II,
and hence
(4.5) E1,τ = (I + ω−10 H)−1 = I − β˜0(τ)H (1 + o(1)).
Since β˜0(τ) > 0, the argument in the proof of Theorem 3.1 then completes the proof. 
We now show some results concerning positivity thresholds for the fully discrete method.
Theorem 4.2. The following statements hold.
(i) If H−1 > 0, then there exists a τ0 > 0 such that En,τ ≥ 0 for τ ≥ τ0, n ≥ 1.
(ii) If E1,τ0 ≥ 0, then En,τ ≥ 0 for τ ≥ τ0, n ≥ 1, and H−1 ≥ 0.
Proof. If H−1 > 0, then by continuity, (ω0I+H)−1 ≥ 0 for ω0 small, i.e., for τ large. In particular, there
exists τ0 ≥ 0 such that E1,τ ≥ 0 for τ ≥ τ0, and hence En,τ ≥ 0 for τ ≥ τ0, n ≥ 1, by Lemma 4.2.
For part (ii), we note that if E1,τ0 ≥ 0, then (ω˜0I +H)−1 ≥ 0, with ω˜0 = P (τ−10 ). We show that then
(ω0I +H)−1 ≥ 0 for ω0 ∈ [0, ω˜0]. In fact, with δ = ω˜0 − ω0 > 0, we may write
(ω0 I +H)−1 = (ω˜0I +H− δI)−1 = (ω˜0I +H)−1(I − K)−1, with K = δ(ω˜0 I +H)−1.
Note that K ≥ 0 by assumption, and if δ is so small that for some matrix norm |·|, |K| = δ|(ω˜0 I+H)−1| <
1, then (I − K)−1 = ∑∞j=0Kj ≥ 0, and therefore, (ω0 I + H)−1 ≥ 0. But if (ω0 I + H)−1 ≥ 0 for
ω0 ∈ (˜˜ω0, ω˜0], with ˜˜ω0 ≥ 0, then (˜˜ω0 I + H)−1 ≥ 0. Hence, by repeating the argument, we deduce
(ω0I+H)−1 ≥ 0 for some ω0 < ˜˜ω0, and thus the smallest such ˜˜ω0 has to be 0. Since P (τ−1) is monotone,
this means that E1,τ ≥ 0 for τ ≥ τ0, and thus shows the first part of (ii), by Lemma 4.2. The last part of
(ii) now follows from H−1 = limω0→0(ω0I +H)−1. 
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We note that if H−1 > 0 and ω0 is the largest number such that (ω0I + H)−1 ≥ 0, then in the
single-term case the positivity threshold equals ω
−1/α
0 . For ω0 > 1, this number increases with α ∈ (0, 1],
with its largest value for α = 1, i.e., for the heat equation, and tends to zero as α→ 0.
The following result gives a somewhat more precise estimate for the positivity threshold ω0, in the
case of “strictly” Delaunay triangulations.
Theorem 4.3. If sij < 0 for all neighbors Pi, Pj and M is nondiagonal, then En,τ ≥ 0 for all n ≥ 1 if
ω0 ≤ maxN |sij |/mij , where N = {(i, j) : Pi, Pj neighbors}.
Proof. If the assumptions hold, we have ω0mij + sij < 0 for j 6= i, so that ω0M+S is a Stieltjes matrix.
Hence (ω0 I +H)−1 = (ω0M+ S)−1M≥ 0, and thus En,τ ≥ 0 for n ≥ 1, by Lemma 4.2. 
In particular, for the single-term model, in the case of a quasiuniform family of triangulation Th, with
ψ1 + ψ2 ≤ γ < pi for all edges PiPj , we have En,τ ≥ 0 for n ≥ 1, if τ ≥ cαh2/α, with cα > 0.
We finally show the following fully discrete analogue of Theorem 3.3 for the LM method.
Theorem 4.4. Let En,τ be the solution matrix of the LM method. Then En,τ ≥ 0 for all τ > 0, n ≥ 1, if
Th is Delaunay, and, conversely, if E1,τ ≥ 0 for all τ > 0, then Th is Delaunay.
Proof. If Th is Delaunay, then the stiffness matrix S is Stieltjes, and so is ω0M + S, for any ω0 ≥ 0.
Hence (ω0I+H)−1 = (ω0M+S)−1M≥ 0. and, by Lemma 4.2, En,τ ≥ 0 for all τ > 0, n ≥ 1. Conversely,
if E1,τ ≥ 0 for all τ > 0, then (4.5) holds for τ small. Hence hij ≤ 0 and thus sij ≤ 0 for Pi.Pj neighbors,
so that S is Stieltjes and Th is Delaunay. 
5. Numerical experiments and discussions
In this section we present numerical experiments to illustrate and to complement our theoretical
findings. We consider the following five domains with different triangulations, cf. Fig 1:
(a) The unit square Ω = (0, 1)2, partitioned by uniform Delaunay triangulations;
(b) The unit square Ω = (0, 1)2, partitioned into a structured family of non-Delaunay triangulations;
(c) The L-shaped domain Ω = (0, 1)2\([1/2, 1)× (0, 1/2]), partitioned by unstructured Delaunay
triangulations;
(d) The unit disk Ω = {(x, y) : x2 + y2 < 1}, partitioned by unstructured Delaunay triangulations;
(e) The unit square Ω = (0, 1)2, partitioned into non-Delaunay triangulations, obtained from the
uniform triangulations in Example (a) with an additional subdivision of one boundary triangle.
Our numerical experiments cover single-term (m = 1, α1 = α ∈ (0, 1)), multi-term (with m = 2,
1 > α1 > α2 > 0), and distributed order cases of problem (1.5), to be made specific below. For each
example, we investigate the preservation of nonnegativity for the spatially semidiscrete and the fully
discrete SG, FVE and LM methods. In the third case, of course, calculations are only needed for the
non-Delaunay triangulations in (b) and (e). For our numerical calculations of the solution matrices E(t)
we use the eigenvalue decomposition (3.2), where the uλj (t) are defined as inverse Laplace transforms in
(2.3). For the latter we employ a numerical algorithm from [30], deforming the contour Γσ to the left
branch of a hyperbola in the complex plane with the parametric representation z(ξ) := λ(1+sin(iξ−ψ)),
λ > 0, ψ ∈ (0, pi/2) and ξ ∈ R. The resulting integral is then approximated by a truncated trapezoidal
rule, which, for an appropriate choice of the parameters λ and ψ, is exponentially convergent.
Example (a). As in [1] we begin by studying a family of uniform triangulations Th, constructed as
follows. For given M > 0 we divide the sides of Ω into M equal subintervals of length h0 = 1/M , thus
dividing Ω into M2 small squares. By means of parallel diagonals in the small squares we then obtain a
uniform triangulation, with h =
√
2h0. Note that for such triangulations, the stiffness matrix S = (sij)
has sii = 4 and sij = −1 if PiPj are vertical or horizontal neighbors, with sij = 0 otherwise. In particular
S is Stieltjes, with S−1 > 0, and hence H−1 = S−1M > 0 for the SG, LM and FVE methods. Thus the
results in Sections 3 and 4 concerning nonnegativity preservation for large t and τ apply.
In Fig. 2, we plot the smallest entry of the solution matrix E(t) for the semidiscrete SG, LM and
FVE methods with h0 = 0.100. The LM method preserves nonnegativity, and in Table 1 we present
threshold values tˆ0 and t˜0 for the semidiscrete SG and FVE methods, respectively, for M = 10, 20 and
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(a) uniform mesh (b) nonDelaunay mesh (c) L-shape domain (d) unit disk (e) nonDelaunay mesh
Figure 1. The domains with triangulations of Examples (a), (b), (c), (d) and (e).
40. Their behavior is in agreement with Theorems 3.1, 3.2 and 3.3. Like in [1] the thresholds are smaller
for the FVE methods than for the SG methods and decrease with the fractional order α in the single-term
case. We also observe that the thresholds decrease with h. For the fully discrete method, the positivity
thresholds τˆ0 and τ˜0 of E1,τ are also given in Table 1. Note that the triangulations do not satisfy the
condition in Theorem 4.3. Nevertheless, following the argument in [1, Section 5.1], lower bounds for
the positivity thresholds may be derived in the fully discrete case. By Table 1 it appears that, for the
single-term model, this is of order O(h2/α), and the multi-term model shows a similar behavior.
t
10-4 10-3 10-2
×10-5
-1.5
-1
-0.5
0
0.5
1
1.5
SG method
LM method
FVE method
(a) single-term, α = 0.5
t
10-4 10-3 10-2
×10-5
-1.5
-1
-0.5
0
0.5
1
1.5
SG method
LM method
FVE method
(b) multi-term, α1 = 0.5, α2 = 0.2
t
10-2 10-1 100
×10-5
-3
-2
-1
0
1
2
3
SG method
LM method
FVE method
(c) distributed order, µ(α) = eα
Figure 2. The evolution of the smallest entry of E(t) for the semidiscrete SG, LM and
FVE methods for Example (a), with h0 = 0.100.
Table 1. Positivity thresholds for Example (a), for the semidiscrete and fully discrete
SG and FVE methods.
single-term (α) multi-term (α1, α2) distributed (µ(α))
h0 h 0.5 0.75 (0.5, 0.2) (0.75, 0.2) e
α
tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0
0.100 0.141 1.96e-4 1.46e-4 7.42e-3 6.41e-3 2.11e-4 1.56e-4 7.56e-3 6.51e-3 1.64e-2 1.48e-2
SD 0.050 0.071 3.74e-5 2.74e-5 3.54e-3 2.98e-3 3.86e-5 2.82e-5 3.57e-3 3.00e-3 1.03e-2 9.12e-3
0.025 0.035 1.36e-5 1.29e-5 1.44e-3 1.19e-3 1.41e-5 1.16e-5 1.43e-3 1.23e-3 5.42e-3 4.64e-3
0.100 0.141 2.85e-5 1.98e-5 9.33e-4 7.32e-4 3.11e-5 2.14e-5 9.61e-4 7.50e-4 2.01e-3 1.63e-3
FD 0.050 0.071 1.81e-6 1.26e-6 1.49e-4 1.17e-4 1.88e-6 1.30e-6 1.50e-4 1.18e-4 4.17e-4 3.39e-4
0.025 0.035 1.37e-7 8.24e-8 2.65e-5 1.89e-5 1.39e-7 8.36e-8 2.67e-5 1.90e-5 9.80e-5 7.42e-5
Example (b). We next consider a family of non-Delaunay triangulations Th from [1, Section 5.2],
constructed as follows. Let M be a positive integer, h0 = 1/(2M), and set xi = ih0, i = 0, . . . , 2M , and
yj = 2jh0 for j = 0, . . . ,M . This divides the domain Ω into small rectangles (xi, xi+1)× (yj , yj+1), and
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we now connect the nodes (xi, yj) with (xi+1, yj+1), and (xi+1, yj) with (xi, yj+1). For this triangulation,
h = 2h0, and all vertical edges are non-Delaunay, cf., Fig. 1(b). The stiffness and mass matrices are
given analytically in [1].
Since Th is non-Delaunay, the LM solution matrices E(t) and E1,τ cannot be nonnegative for small
t > 0 and τ > 0, by Theorems 3.3 and 4.4, respectively. However, even though the stiffness matrix S is
not Stieltjes, in our computations S−1 > 0, and hence by Theorems 3.2 and 4.2, there exist positivity
thresholds for all three methods, cf. Table 2. For all three subdiffusion models, the positivity thresholds
are still smallest for the LM method and largest for the SG method, and the thresholds decrease with h.
Table 2. Positivity thresholds for Example (b) for the semidiscrete and fully discrete
SG, LM and FVE methods.
single-term (α) multi-term (α1, α2) distributed (µ(α))
h0 h 0.5 (0.5, 0.2) e
α
tˆ0\τˆ0 t¯0\τ¯0 t˜0\τ˜0 tˆ0\τˆ0 t¯0\τ¯0 t˜0\τ˜0 tˆ0\τˆ0 t¯0\τ¯0 t˜0\τ˜0
0.100 0.200 2.59e-4 1.17e-4 2.26e-4 2.99e-4 1.30e-4 2.58e-4 1.09e-2 7.02e-3 1.03e-2
SD 0.050 0.100 3.97e-5 1.15e-5 3.14e-5 4.13e-5 1.20e-5 3.27e-5 7.85e-3 3.52e-3 7.13e-3
0.025 0.050 1.77e-5 1.27e-5 1.68e-5 1.78e-5 1.38e-5 1.74e-5 4.70e-3 3.55e-3 4.41e-3
0.100 0.200 6.20e-4 2.21e-4 5.21e-4 7.73e-4 2.60e-4 6.42e-4 1.25e-2 6.71e-2 1.13e-2
FD 0.050 0.100 3.88e-5 1.38e-5 3.26e-5 4.26e-5 1.48e-5 3.57e-5 2.41e-3 1.32e-3 2.17e-3
0.025 0.050 2.42e-6 8.64e-7 2.03e-6 2.52e-5 8.90e-7 2.12e-6 4.91e-4 2.74e-4 4.44e-4
Examples (c) and (d). In these examples unstructured Delaunay triangulations are generated using
the public domain mesh generators Triangle [26] and DistMesh [22] for (c) and (d), respectively. The
LM method preserves nonnegativity for t ≥ 0, and the positivity thresholds for the SG and FVE methods,
in Tables 3 and 4, exhibit a behavior similar to that for the uniform triangulations in Example (a). For
example, in the single-term subdiffusion, the positivity threshold for the fully discrete schemes shows a
O(h2/α) dependence on h.
Table 3. Positivity thresholds for Example (c) for the semidiscrete and fully discrete
SG and FVE methods.
single-term (α) multi-term (α1, α2) distributed (µ(α))
h 0.5 0.75 (0.5, 0.2) (0.75, 0.2) eα
tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0
0.198 1.17e-4 8.52e-5 5.04e-3 4.17e-3 1.25e-4 8.72e-5 5.13e-3 4.23e-3 1.17e-2 1.02e-2
SD 0.101 2.05e-5 1.47e-5 2.28e-3 1.83e-3 2.12e-5 1.51e-5 2.29e-3 1.83e-3 7.38e-3 6.12e-3
0.051 1.21e-5 1.05e-5 1.26e-3 1.09e-3 1.23e-5 1.12e-5 1.27e-3 1.11e-3 4.11e-3 3.63e-3
0.198 4.36e-5 3.03e-5 1.24e-3 9.72e-4 4.81e-5 3.31e-5 1.28e-3 1.00e-3 2.57e-3 2.08e-3
FD 0.101 3.07e-6 2.09e-6 2.11e-4 1.64e-4 3.21e-6 2.18e-6 2.14e-4 1.65e-4 5.61e-4 4.52e-5
0.051 2.50e-7 1.73e-7 3.97e-5 3.10e-5 2.55e-7 1.76e-7 3.99e-5 3.12e-5 1.38e-4 1.12e-4
Example (e). We finally consider a family of non-Delaunay triangulations Th of the unit square,
studied in Dra˘ga˘nescu et al. [5]. Using the uniform triangulation of Ω in Example (a) with h0 = 1/M , we
further subdivide one triangle at the boundary by introducing three extra nodes, Q = (1/2 + h0/4, h0),
R = (1/2 + 3h0/4, h0) with  = 10
−3, and P = (h0/2, 0), cf. Fig. 1(e).
Since Th is non-Delaunay, by Theorems 3.3 and 4.4 the LM methods do not preserve nonnegativity
for small positive t and τ . It was shown in [5] that S−1  0, and hence H−1  0 for the LM methods.
In particular, by Theorem 4.2, the fully discrete method cannot preserve positivity for large τ . It can
be seen that H−3 > 0, i.e., that H−1 is eventually positive, which is sufficient to ensure the existence
of a positivity threshold for E(t) in the case of the heat equation (see [1]). In contrast, in the fractional
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Table 4. Positivity thresholds for Example (d) for the semidiscrete and fully discrete
SG and FVE methods.
single-term (α) multi-term (α1, α2) distributed (µ(α))
h 0.5 0.75 (0.5, 0.2) (0.75, 0.2) eα
tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0
0.20 6.68e-4 4.29e-4 1.78e-2 1.38e-2 7.38e-4 4.67e-4 1.83e-2 1.41e-2 3.66e-2 2.99e-2
SD 0.10 9.11e-5 6.12e-5 7.12e-3 5.42e-3 9.46e-5 6.42e-5 7.18e-3 5.46e-3 1.95e-2 1.58e-2
0.05 5.68e-5 5.24e-5 3.58e-3 3.29e-3 6.00e-5 5.53e-5 3.59e-3 3.34e-3 1.02e-2 9.36e-3
0.20 9.39e-5 5.95e-5 2.07e-3 1.53e-3 1.06e-4 6.64e-5 2.16e-3 1.58e-3 4.04e-3 3.09e-3
FD 0.10 6.06e-6 3.88e-6 3.32e-4 2.47e-4 6.40e-6 4.07e-6 3.38e-4 2.50e-4 8.25e-4 6.40e-4
0.05 4.03e-7 2.50e-7 5.45e-5 3.96e-5 4.12e-7 2.55e-7 5.46e-5 3.98e-5 1.80e-4 1.37e-4
case, no positivity threshold appears to exist for the semidiscrete LM method for the single-term model,
which shows a drastic difference between anomalous and normal diffusion. The evolution of the smallest
entry of E(t) for the single-term case with α = 0.5 and e−Ht (corresponding to the heat equation) for the
semidiscrete methods is shown in Fig. 3.
However, even for this somewhat pathological triangulation, in our computations the matrix H−1
turns out to be positive for the SG and FVE methods, and hence, by Theorems 3.2 and 4.2, both the
semidiscrete and the fully discrete methods preserve nonnegativity for large t and τ . Table 5 shows
positivity thresholds for the FVE and SG methods, and we note that again they are smaller for the FVE
method than for the SG method and decrease with h.
t
10-4 10-3 10-2 10-1
×10-9
-3
-2
-1
0
1
2
SD LM method
(a) E(t) = e−Ht
t
10-2 10-1 100
×10-6
-5
-4
-3
-2
-1
0
SD LM method
(b) E(t) = Eα(−Htα), α = 0.5
τ
10-4 10-3 10-2 10-1
×10-7
-8
-7.8
-7.6
-7.4
-7.2
-7
-6.8
FD LM method
(c) (ταI +H)−1, α = 0.5
Figure 3. Evolution of the smallest entry of E(t) for the semidiscrete and fully discrete
LM methods for Example (e), with h = 0.141.
Table 5. Positivity thresholds for Example (e) for the semidiscrete and fully discrete
SG and FVE methods.
single-term (α) multi-term (α1, α2) distributed (µ(α))
h0 h 0.5 (0.5, 0.2) e
α
tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0 tˆ0\τˆ0 t˜0\τ˜0
0.100 0.141 1.96e-4 1.47e-4 2.11e-4 1.56e-4 1.64e-2 1.49e-2
SD 0.050 0.071 3.75e-5 2.75e-5 3.87e-5 2.83e-5 1.04e-2 9.12e-3
0.025 0.035 1.58e-5 1.20e-5 1.66e-5 1.24e-5 5.43e-3 4.72e-3
0.100 0.141 2.86e-5 1.98e-5 3.11e-5 2.14e-5 2.02e-3 1.63e-3
FD 0.050 0.071 1.82e-6 1.26e-6 1.89e-6 1.31e-6 4.17e-4 3.40e-4
0.025 0.035 1.36e-7 8.21e-8 1.41e-7 8.31e-8 9.80e-5 7.42e-5
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Appendix A. Convergence of the time stepping scheme
In the proof of Theorem 3.3 and also in Appendix B we need the convergence of the fully discrete
solution matrix to the semidiscrete one as the time step tends to zero, as shown in the following lemma.
Lemma A.1. Let E(t) and En,τ be the semidiscrete and fully discrete solution matrices, defined by (3.1)
and (4.2), respectively. Then, with the norm defined by the inner product MV ·W , we have
‖E(t)− En,t/n‖ ≤ Cn−1, for n ≥ 1.
Proof. By eigenvector expansion, cf. (3.2) and (4.3), and Parseval’s formula we have
‖E(t)− En,t/n‖ = max
j
|uλj − rn,t/n(λj)|,
where rn,τ (λ), n ≥ 1, with τ = t/n, are the rational functions for which En,τ = rn,τ (H), and the λj are
the eigenvalues of H. So it remains to show the inequality
|uλ(t)− rn,t/n(λ)| ≤ Cn−1, for λ > 0, n ≥ 1.
We recall from (2.3) that
(A.1) uλ(t) =
1
2pii
∫
Γσ
Jλ(z)e
zt dz with Jλ(z) = z
−1 P (z)(P (z) + λ)−1.
To determine a corresponding representation of rn,τ (λ) we consider the fully discrete solution u
n =
rn,τ (λ), n ≥ 0, of the scalar problem (2.4) for uλ(t), which is given by
(A.2)
n∑
j=0
ωn−juj + λun =
n∑
j=0
ωn−j for n ≥ 1, with u0 = 1.
Multiplying both sides by ξn and summing over n from 1 to ∞, we obtain
∞∑
n=1
ξn
n∑
j=0
ωn−juj + λ
∞∑
n=1
unξn =
∞∑
n=1
ξn
n∑
j=0
ωn−j .
Upon adding ω0 to both sides, the summation in the double sums may start at n = 0, so that they are both
discrete convolutions, and hence, with u˜(ξ) the generating function of the uj (i.e., u˜(ξ) =
∑∞
j=0 u
jξj),
δτ (ξ) = (1 − ξ)/τ that of the backward Euler method, and (1 − ξ)−1 that of the sequence (1, 1, 1, . . . ),
we obtain
P (δτ (ξ))u˜(ξ) + λ(u˜(ξ)− 1) = P (δτ (ξ))(1− ξ)−1,
or
(P (δτ (ξ)) + λ)(u˜(ξ)− 1) = P (δτ (ξ))((1− ξ)−1 − 1).
Consequently, we have
u˜(ξ)− 1 = (P (δτ (ξ)) + λ)−1P (δτ (ξ))ξ(1− ξ)−1 = τ−1ξJλ(δτ (ξ)),
Hence, the nth term in u˜(ξ) is given by
un =
1
2pii
∫
|ξ|=
τ−1Jλ(δτ (ξ))ξ−n dξ, for n ≥ 1,
and changing variables with z = (1− ξ)/τ yields, with small  > 0,
(A.3) rn,τ (λ) = u
n =
1
2pii
∫
|1−zτ |=
Jλ(z)(1− zτ)−n dξ.
Since Jλ(ξ) is analytic in the complement of the negative real axis we may deform the contour of inte-
gration into Γσ and, with the change of variables z = ζ/τ, τ = t/n, we obtain the error representation
uλ(t)− rn,τ (λ) = 1
2pii
∫
Γσ
Jλ(z)
(
ezt − (1− zτ)−n) dz = 1
2τpii
∫
Γσ
Jλ(ζ/τ)
(
enζ − (1− ζ)−n) dζ.
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We now deform Γσ into Γ = Γ0 ∪ Γ1, with Γ0 = {eiϕ/(2n) : ϕ ∈ [−θ, θ]} a circular arc and Γ1 = {ρe±iθ :
ρ ≥ 1/(2n)}, a pair of rays in the left half-plane, where θ ∈ (pi/2, pi). On Γ0, we have |ζ| = 1/(2n) and
|(1− ζ)−1| ≤ ec|ζ| and hence
|enζ − (1− ζ)−n| =
∣∣∣∣ (eζ − (1− ζ)−1) n−1∑
j=0
(1− ζ)−je(n−1−j)ζ
∣∣∣∣ ≤ C|ζ|2 n ecn|ζ| ≤ Cn−1.
Next, we write Γ1 = ΓR ∪ ΓR where ΓR = {ρe±iθ : ρ ∈ [1/(2n), R]} and ΓR = {ρe±iθ : ρ ≥ R}. With
c > 0 and R large enough such that |(1 − ζ)−1| ≤ e−c on ΓR, using also |(1 − ζ)−1| ≤ |ζ|−1 on Γ1, we
have
|enζ − (1− ζ)−n| ≤ |enζ |+ |1− ζ|−n ≤ C|ζ|−1e−cn, for ζ ∈ ΓR.
Further, with R > 0 given, we have |(1− ζ)−1| ≤ e−c|ζ| for ζ ∈ ΓR and c > 0 small enough, and hence
|enζ − (1− ζ)−n| = ∣∣ (eζ − (1− ζ)−1) n−1∑
j=0
(1− ζ)−je(n−1−j)ζ∣∣ ≤ C|ζ|2 n e−cn|ζ|, for ζ ∈ ΓR.
We also note that |Jλ(z)| ≤ C/|z| for z ∈ Σθ = {z : z 6= 0, | arg z| ≤ θ} with θ < pi. In fact, if z ∈ Σθ,
with Im z ≥ 0, say, then the same holds for zα if α ∈ [0, 1] and w = P (z) = ∫ 1
0
zα dν(α), and it hence
suffices to show |w/(w + λ)| ≤ C for w ∈ Σθ. For Rew ≥ 0 we have |w/(w + λ)| ≤ 1, and for Rew < 0,
|w/(w + λ)| ≤ |w|/| Imw| ≤ 1/| cos θ|. Together these inequalities yield
|uλ(t)− rn,t/n(λ)| ≤ C
(
n−1
∫
Γ0
|ζ|−1 |dζ|+ n
∫
ΓR
|ζ|e−cn|ζ| |dζ|+ e−cn
∫
ΓR
|ζ|−2 |dζ|
)
≤ C
(
n−1
∫ θ
−θ
dψ +
∫ R
1/2n
nre−cnr dr + e−cn
∫ ∞
R
r−2 dr
)
≤ Cn−1.
This completes the proof of the lemma. 
We observe from (A.3) that by Cauchy’s integral formula, rn,τ (λ) = (−1)n−1τ−nJ (n−1)λ (1/τ).
Appendix B. Maximum-norm contractivity of the lumped mass method
The maximum principle for (1.5) ensures the maximum-norm contractivity, i.e.,
(B.1) ‖E(t)v‖L∞(Ω) ≤ ‖v‖L∞(Ω) ∀t ≥ 0.
It is natural to ask if this property remains valid for discrete methods, and in [29, 25] this problem was
discussed for the SG and LM methods for the heat equation. It turned out that, in contrast to the
continuous case, the discrete analogue of (B.1) is not equivalent to the preservation of nonnegativity.
In this appendix, we discuss maximum-norm contractivity for the LM method. In this case the desired
property holds when the stiffness matrix S is diagonally dominant.
We first show a contraction property for the fully discrete method, and write ‖V ‖∞ = maxi |Vi|.
Theorem B.1. The solution matrix En,τ of the fully discrete LM method is contractive in the maximum-
norm if the matrix S is diagonally dominant. If E1,τ is contractive in the maximum-norm, then S is
diagonally dominant.
Proof. Assume that S is diagonally dominant. Since M is positive and diagonal, H = M−1S is row
diagonally dominant. Let V ∈ RN , set U1 = E1,τV = (I + ω−10 H)−1V , and let |U1j | = ‖U1‖∞. Then
(1 + ω−10 hjj)|U1j | = |Vj − ω−10
∑
l 6=j
hjlU
1
l | ≤ ‖V ‖∞ + ω−10 hjj‖U1‖∞,
and hence ‖U1‖∞ ≤ ‖V ‖∞, i.e., ‖(I + ω−10 H)−1‖∞ ≤ 1.
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We now prove that En,τ is a contraction, by showing by induction that, for all V ∈ RN , ‖En,τV ‖∞ =
‖V n‖∞ ≤ ‖V ‖∞. To this end, assume that this holds for all j ≤ n− 1. Using Lemma 4.1, we then find
‖
n−1∑
j=0
ωj V −
n−1∑
j=1
ωn−jU j‖∞ ≤
n−1∑
j=0
ωj ‖V ‖∞ +
n−1∑
j=1
(−ωj)‖V ‖∞ = ω0‖V ‖∞,
and hence, cf. (4.2), we get
‖Un‖∞ =
∣∣∣∣∣∣(ω0I +H)−1( n−1∑
j=0
ωj V −
n−1∑
j=1
ωn−jU j
)∣∣∣∣∣∣
∞
≤ ‖(I + ω−10 H)−1‖∞‖V ‖∞ ≤ ‖V ‖∞,
which shows our claim.
Now, suppose E1,τ is a contraction. In view of (4.5), we have
‖E1,τ‖∞ = max
i
∑
j
|(E1,τ )ij | = max
i
(
1− β˜0(τ)
(
hii −
∑
j 6=i
|hij |
)
+ o(β˜0(τ))
)
, as τ → 0.
If ‖E1,τ‖∞ ≤ 1, by taking τ small we find
∑
j 6=i |hij | ≤ hii for i = 1, . . . , N . Hence H is row diagonally
dominant. Since M is a positive diagonal matrix, S =MH is also row diagonally dominant and hence,
since it is symmetric, diagonally dominant. 
The next result gives the contractivity of the semidiscrete LM method.
Theorem B.2. The semidiscrete LM solution matrix E(t) is contractive in the maximum norm if S is
diagonally dominant. If E(t) is contractive for small t then S is diagonally dominant.
Proof. By Theorem B.1, En,τ is a contraction in the maximum-norm, and, by Lemma A.1, converges to
the semidiscrete solution matrix in the sense that E(t) = limn→∞ En,t/n. Hence also E(t) is a contraction.
Conversely, if E(t) is a contraction in ‖ · ‖∞ for small t, then by (3.5) we have
‖E(t)‖∞ = max
i
(
1− β0(t)
(
hii −
∑
j 6=i
|hij |
)
+ o(β0(t))
)
as t→ 0.
The rest of the proof is then identical to that of Theorem B.1. 
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