INTRODUCTION
A mathematical program with equilibrium constraints (MPEC) is an optimization problem, where a parameter-dependent variational inequality or, more specifically, a parameter-dependent complementarity problem arises as a side constraint. If this so-called equilibrium constraint is equivalent to a (convex) "lower-level" optimization problem, we get a problem of bilevel programming. Important MPECs arise frequently in natural sciences as well as in economic modelling and so this topic attracts, especially in recent years, an increased attention of many applied mathematicians. Besides the existence and approximation of solutions, the research concentrates on optimality conditions, various numerical approaches and diverse concrete applications. If we reduce our attention just to optimality conditions for finite-dimensional MPECs, we recognize in the recent works the following approaches:
(i) in [7] and [8] the authors compute under so-called "basic constraint qualification" a tangent cone approximating the equilibrium constraint. This leads directly to a primal version of optimality conditions. Via a suitable dualization one gets then a finite family of optimality conditions in the dual, so-called Karush-Kuhn-Tucker (KKT) form.
(ii) in [21] an error bound is constructed for the equilibrium constraint in a bilevel program using the value-function of the lower-level problem. Under the assumption of so-called partial calmness KKT conditions have been obtained. This idea is further developed and extended to MPECs in [22] . (iii) the works [6, 15] deal only with the strongly regular case, cf. [18] . Then, close to the solution, the equilibrium constraint defines a Lipschitz implicit function assigning the parameters the (unique) solutions of the corresponding variational inequality (complementarity problem) . This implicit function is described by means of the generalized Jacobians, cf. [3] , and the generalized differential calculus of F. H. Clarke leads then to optimality conditions, again in the KKT form, (iv) the papers [23, 24] and [20] In all cases the resulting conditions contain some difficult terms so that their verification is not easy in general. The above list is definitely not exhaustive; further references can be found in [8] or in the collection [1] . For instance the interesting conditions from [4] are related to both approaches (i) and (iii). They are not of the KKT form, but their assumptions are weaker than those of [15] .
The main aim of the present paper is to apply the Mordukhovich's generalized differentiable calculus in a new way, close in spirit to the works [6, 15] . Further we intend to derive optimality conditions without any difficult terms so that their verification would not be too complicated. To achieve these goals, we confine ourselves to equilibria described by parameter-dependent nonlinear complementarity problems (NCPs). Such equilibria are met, however, quite frequently e. g. in mechanics, where they describe various (discretized) obstacle and contact problems ( [5, 6] ). We convert this MPEC into the minimization of a value function for which the optimality conditions are stated in terms of Mordukhovich's subdifferentials and normal cones, cf. [9] . To compute such a subdifferential of the value-function one needs, however, the so-called coderivative of the "equilibrium map" which assigns the solution sets of the considered NCP to the parameters.
The paper is organized as follows. In Section 1 we formulate the problem, give the definitions of the main objects of Mordukhovich's generalized differential calculus and state the crucial result from [10] concerning the subdifferentials of value functions. Section 2 is devoted to the computation of the above mentioned coderivative under a constraint qualification which is ensured in two different ways by verifiable assumptions. In Section 3 we confine ourselves to the strongly regular case and derive the respective optimality conditions. Moreover, we relate them to the conditions from [15] and [8] .
The following notation is employed. x % is the ith component of a vector x £ JR n , A 1 is the ith row of a matrix A> E is the unit matrix, JR+ is the nonnegative orthant of lR n and 1R :-IRU {-co, +00} is the extended real line. For an [m x n] matrix A and index sets / C {1> 2,.. •, m}, J C {1,2,..., n}, A IyJ denotes the submatrix of A with rows and columns, specified by I and J, respectively. Aj is the submatrix of A with rows specified by I. Similarly, for a vector d E M n , dj is the subvector composed from the components d\ i E I. Furthermore, convQ, denotes the convex hull of a set fi, Gph$ is the graph of a multifunction 3>, epi f is the epigraph of a function / and for a convex set Q, and a point i6 (j, Nn(x) denotes the standard normal cone to fi at x in the sense of convex analysis. If D is a cone with vertex at the origin, then D° is its negative polar cone. For x ) y E M n the inequalities x > */ > x > y mean x l > y l and x* > y l for all i, respectively. Remark. In MPECs with equilibria described by NCPs one has often to do also with "state constraints" of the form y E fi, where fi is a nonempty and closed subset of M m . In what follows, however, we assume that possible constraints of this form have been added to the objective by means of a suitable exact penalty.
Problem (1.3) possesses evidently a solution provided u> is compact and S is single-valued and continuous. Otherwise the existence proofs are more complicated and this topic goes beyond the scope of this paper. The interested reader is referred e.g. to [24] , where to this purpose an inf-compactness argument is applied.
Let us introduce the value function
With the help of it, (1.3) may be written down as a simple mathematical program
For abstract mathematical programs of the type (1.5), lst-order necessary optimal ly conditions have been derived in [9] in terms of the Mordukhovich's subdifferential of the objective and the generalized normal cone to the admissible set. To be able to apply these optimality conditions we need, however, to compute the Mor dukhovich's subdifferential of the value function 0, which involves the computation of the coderivative of S. For the readers convenience we state now the appropriate definitions (cf.
[ 9]) and also an important result from [10] which plays a crucial role in Section 3.
is called the contingent cone to A at x. The generalized normal cone to A at i, denoted A^(x), is defined by
If A is convex one has KA(X) = T%(x). The cone KA(X) is generally nonconvex, but the multifunction KA(') is upper semicontinuous at each point of clA (with respect to clA), which is essential in the calculus of Mordukhovich's subdifferentials and coderivatives introduced below. 
( 1.6) ( 1.7) Proof. The statement is a direct consequence of [10], Theorem 4.1 since / is locally Lipschitz and GphS is closed. Indeed, under our assumptions, to each pair of sequences X{ -• x ) r/,--• y such that yi £ S(x() one has y G S'(x) due to the continuity of F.
•
THE CODERIVATIVE OF THE EQUILIBRIUM MAP
As in [12], we rewrite the GE (1-2) into the form
Since F is continuously differentiable, one has and A = GphNjRrn. Let us fix a pair (x,y) wi with
. We pose now the following constraint qualification
Under (CQ) it is a direct consequence of [11], Theorem 6.10 that
for all y* G jR m . The above (CQ) as well as inclusion (2.2) will now be simplified using the specific structure of our problem. In the first step we turn our attention to the cone K N^m (y, -F(x 9 y)).
given by the following relations: With respect to equation (2.6) condition (Al) implies that Z L \JI 0 = 0 and thus the whole vector z is zero. Since w = (V y F(x, y)) T z, (CQ) is fulfilled. Let condition (A2) be satisfied. We rewrite equation (2.7) into the form (note that w L = 0)
Due to (A2) the matrix V V FL,L(X, y) is nonsingular and thus
Equation (2.9) and the second equation from (2.8) yield
~z Io = w Io , (2.10) where H is the Schur complement of (V y FL,L(^, y)) T in (I?(x, y)) T (and thus a Pmatrix). By Lemma 2.1 the index set Io(x, y) splits into three subsets: where wp = 0. The matrix -H i r3 U7)^U7 (as a principal submatrix of S) is again a P-matrix. Therefore it has the important "Sign Nonreversal Property", cf.
[14], Theorem 3.12, according to which there exists an index z' o such that
This is, however, impossible and therefore /3 U 7 = 0. As in the case of condition (Al) the whole vector z is zero and we are done.
• Remark. Condition (A1),(A2) work with the two equations (2.6), (2.7) defining the kernel of D*$(x, y) (for (w,z) G K /v JR m(y, -F(x,y))), respectively. One could naturally think about a more general condition involving both equations (2.6), (2.7) simultaneously; such a condition has been derived in the forthcoming paper [16] .
On the basis of Proposition 2.3 we get now directly the main result of this section. 
Remark. If the matrix R(x,y) is positive definite, then the assumption (A2) is satisfied (cf. [18]).
Let us analyze the structure of our estimate of D*S(x,y)(y*) under (A2). In agreement with the generalized differential calculus of Mordukhovich this set is generally nonconvex. We can embed it, however, in a bounded convex polyhedron.
Assume that ZLuI 0 is admissible with respect to the constraints on the right-hand side of (2.12). We denote 
and for i G Io(x, y) either w l z l = 0 or w l < 0 and z l > 0. As previously the index set -fo(#, y) splits into three subsets a, /? and 7 given by (2.11) . This allows to exclude completely the variable w (note that wp = 0, z a = 0) and one has
---7I/?U7 ^/3U7 < 07
2T a =0, Z 7 > 0.
Indeed, the columns of (V y Fj 0)L (x ) y)) T and H for the indices from a may be omitted since z a = 0 and the constraints created by the rows of S for the indices from a may be ignored since the right-hand sides are arbitrary.
Consider now for all subsets a of 7 the linear equations (V y F Lu p U (T}Lu p u<7 (x,y) where
Proof. Let £ be the cardinality of /3Uj. It is clear that 2^7 belongs to a convex polyhedral set C, where C := {u G -R I Ep t pu7U = 6/5, S 7) fl U7 u < 6 7 , t/ 7 > 0} .
We show that C is bounded. Let u G C and assume, by contradiction that s ^ 0 belongs to the recessive cone of C. This implies that Since H/?U7,/3U7 is a P-matrix, by the Sign Nonreversal Property there exists an index z' o such that
This is, however, impossible and so s = 0. It implies the boundedness of C.
Since each bounded convex polyhedral set is the convex hull of its extreme points, we analyze in the next step the extreme points of C. By [13], Section 3.4 a vector u G C is an extreme point of C, provided a C 7 and one has Indeed, then the number of equations and active inequalities is greater or equal £ and it remains to show that the matrix
is nonsingular. Since S/?u<7, pua is nonsingular by assumptions, however, the nonsingularity of (2.21) Corollary 2.5.1. Consider an arbitrary y* G R m and let A be the corresponding set on the right-hand side of (2.12). Then one has
By [6] , Theorem 3.1 the set on the right-hand side of (2.22) is an upper estimate of the transposed generalized Jacobian of S at x in the sense of Clarke, cf. [3] . Our estimate of D*S(x, y) (y*) (i. e. A) is thus included in the upper estimate of the transposed generalized Jacobian from [6] , which is very important for the "sharpness" of the resulting optimality conditions.
OPTIMALITY CONDITIONS
In [9] the lst-order necessary optimality conditions for problem (1.5) have been proved in the following form: Proposition 3.1. Let x be a local solution of (1.5) and O be lower semicontinuous in a neighborhood of x. Then there exist an element x* G M n and a real \ > 0, not both equal to zero, such that (x*,-\)GK 0 (i,0(£)) and -x* e K"{x). (3.1) Under the additional condition
one has A / 0 and
In what follows (£,y) denotes a local solution of the MPEC (1.3) and we will consider the case, where Theorem 3.2. Assume that the NCP (1.1) is strongly regular at (x } y), which is a local solution of (1.3) . Then there exist an index set 6 C Io(£,y), a vector ZLU6 and a pair (a?*, y*) G 9" /(£, y) such that an arbitrary real otherwise.
tir =
One easily deduces that the pair (w,z) satisfies (3.12) and for i G Io(£,y) either w* z { = 0 or w* < 0 and 2* > 0.
In [6] necessary optimality conditions have been derived for the MPEC (1.3) under the assumptions that the NCP (1.1) is strongly regular at its local solution (#,y) and / is continuously differentiate near (£,y).
In our notation the conditions of [6] read (3.13) where the vectors a p are given by (2.16), (2.18) and N u (x) is the Clarke's normal cone to u at x. By Cor. 2.5.1 it is, however, immediately clear that if / is continuously differentiate and a pair (x,y) fulfills the conditions (3.6), (3.7), then (£,y) also fulfills the relation (3.13). Therefore, the conditions of Theorem 3.2 are definitely not less selective (weaker) than the optimality conditions from [6] .
We conclude this section with a simple academic MPEC illustrating the conditions of Theorem 3.2. + N я >(y) (3.14) One easily verifies that (3.14) fulfills the assumptions of Theorem 3.2 and (£,y) = It is clear that only the point z = (^,-|) is admissible with respect to (3.15) . For (5 = 0 conditions (3.7) give only the point z = (|,0). So in this example we have to test whether either z or z fulfill relation (3.6) (which both of them do). When using the conditions from [6] , we had to look for a suitable point among all points from the line segment [z,z\. This might be generally (not in this example) much more demanding. Let us now replace the objective in (3.14) by
W-íf+W+ïf
and (jj by the interval [0, 2] . Then the corresponding MPEC has the same solution, so that relation (3.6) is satisfied. In this case the optimality conditions (3.6), (3.7) coincide with the conditions of [6] . We conclude by a brief comparison of the optimality condition in Theorem 3.2 with the corresponding conditions in [8] (Theorem 3.3.6) . In our conditions we look at a local solution of (1.3) for one KKT vector z, whereas in [8], Theorem 3.3.6 a finite family of KKT vectors has to be computed in general. The verification of stationarity is, however, not always easier when using Theorem 3.2. It is also important to note that the stationarity in the Mordukhovich sense does not necessarily means that there does not exist a first-order descent direction.
CONCLUSION
It is a consequence of [17] that in the strongly regular case the equilibrium map S is piecewise continuously differentiable (PC 1 ) in a neighborhood of (£,y). For such maps it is not difficult to get an upper estimate of the generalized Jacobian, cf.
[19], but it is, according to our opinion, a complicated task to compute the Mordukhovich's coderivative. In this paper we have computed an upper estimate of this coderivative indirectly, using [11], Theorem 6.10 and the characterization of the generalized normal cone to GphNjR™, provided by Lemma 2.1. This way suggests how one could proceed in the case of equilibria, described by variational inequalities.
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