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In collisionless plasmas, only kinetic instabilities and fluctuations are effective in reducing the free
energy and scatter plasma particles, preventing an increase of their anisotropy. Solar energetic
outflows into the interplanetary plasma give rise to important thermal anisotropies and
counterstreaming motions of plasma shells, and the resulting instabilities are expected to regulate
the expansion of the solar wind. The present paper combines quasilinear theory and kinetic
particle-in-cell simulations in order to study the weakly nonlinear saturation of the ordinary mode
in hot counter-streaming plasmas with a temperature anisotropy as a follow-up of the paper by
Seough et al. [Phys. Plasmas 22, 082122 (2015)]. This instability provides a plausible mechanism
for the origin of dominating, two-dimensional spectrum of transverse magnetic fluctuations
observed in the solar wind. Stimulated by the differential motion of electron counterstreams the O
mode instability may convert their free large-scale energy by nonlinear collisionless dissipation on
plasma particles.VC 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4929852]
I. INTRODUCTION
Interpenetrating bi-directional streams of electrons and ions
are frequently observed in space plasmas, e.g., during coronal
mass ejections (CMEs)2,3 or associated with the interplanetary
shocks, including the Earth’s bow shock4 and corotating interac-
tion regions (CIRs),5,6 as well as depletions of halo particles
around 90 pitch-angle at reverse shocks.7 Counter-streaming
plasmas may be subject to a variety of electrostatic and electro-
magnetic instabilities driven by the differential streaming and
the temperature anisotropy of these plasmas. Among them, the
ordinary mode (O mode) instability is presently receiving a
renewed increasing interest8–14,16 mainly triggered by its poten-
tial relevance in space plasma applications, e.g., as a physical
mechanism for the origin of dominating, two-dimensional trans-
verse magnetic fluctuation spectrum in the solar wind.17
In the absence of streaming plasmas, the O mode insta-
bility is driven by an excess of parallel temperature Tk > T?,
where k;? denote directions with respect to the regular mag-
netic field B0, and for perpendicular propagation (k?B0), it
is decoupled from other plasma modes,8,9,11,18 resembling
features of the aperiodic Weibel instability20 in unmagnetized
plasmas. The O-mode instability is stimulated by additional
streaming of plasma particles along B0,
21–27 making it more
effective but also more intriguing in the competition with
other instabilities.16,27,28 From linear theory, we can compare
the instability thresholds and characterize the fastest growing
modes, but from the nonlinear evolution of the resulting fluc-
tuations, their effects on plasma particles can be understood.
Growing fluctuations may effectively interact with plasma
particles, reducing their anisotropy and leading to the
instability saturation.29 These effects can be identified and
quantified by a quasilinear analysis of the growing modes and
their back-reaction on the particle distribution functions.30–32
In a companion paper,1 the quasilinear relaxation of the
classic O mode instability driven by initial bi-Maxwellian
distribution of electrons was investigated. In order to validate
the theory, the particle-in-cell simulation was also carried
out with one-dimensional (1D) spatial coordinate and three-
dimensional (3D) velocity space. To complete the quasilin-
ear analysis performed in the companion paper1 for the O
mode instability in non-streaming plasmas, in this paper, we
propose to examine the weakly nonlinear saturation of this
instability in hot counter-streaming plasmas with a tempera-
ture anisotropy. The development of the O mode streaming
instability is considered in symmetric counter-streaming
plasmas (when the O mode is decoupled from the extraordi-
nary mode) by means of the quasilinear kinetic theory as
well as the particle-in-cell (PIC) simulations.
II. LINEAR DISPERSION RELATION FOR ORDINARY
MODE INSTABILITY
The general linear dispersion relation for the O mode is
given by8,9,11,18
x2 ¼ c2k2? þ
X
a
x2pa 1þ
X1
n¼1
2n2X2a
n2X2a  x2
"

ð
dv J2n
k?v?
Xa
  v2k
v?
@fa
@v?
#
; (1)
where
Ð
dv ¼ 2p Ð11 dvk Ð10 dv?v?; subscript a stands for
particle species (a¼ e for electrons and a¼ p for protons);a)Electronic address: anne@tp4.rub.de.
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k? is the wave number perpendicular to the ambient mag-
netic field; xpa ¼ ð4pe2an0=maÞ1=2 is the plasma frequency
for species a, n0 being the ambient plasma density, ea and ma
being the unit electric charge and mass for particle species a;
Xa ¼ eaB0=mac is the cyclotron frequency for species a, B0
the ambient magnetic field intensity, and c being the speed of
light in vacuo; JnðxÞ is the Bessel function of first kind; and fa
is the particle velocity distribution function normalized to
unity,
Ð
dvfa ¼ 1. As in the companion paper1 we consider
the electron response only, but unlike Ref. 1 where we implic-
itly assumed that the parallel component of the electron veloc-
ity distribution function is Maxwellian, we now consider the
counter-streaming parallel distribution function. Note that the
formalism in Ref. 1 does not depend on the detailed form of
the parallel distribution, as long as the total velocity distribu-
tion can be expressed as a product of the reduced parallel and
perpendicular distributions
f ðvÞ ¼ Fðv?ÞGðvkÞ; (2)
where the species subscripts a¼ e have been omitted. The
parallel distribution GðvkÞ is an arbitrary smooth function
normalized according to
Ð1
1 dvkGðvkÞ ¼ 1. Since in Ref. 1
the bulk velocity is zero, V¼ 0, the effective parallel temper-
ature was defined simply as
Teffk ¼ m
ð1
1
dvk v2kGðvkÞ; (3)
which does not depend on the detailed mathematical form of
GðvkÞ. As in Ref. 1, the perpendicular distribution Fðv?Þ is
assumed to be given by the Maxwellian form
F v?ð Þ ¼ m
2pT?
exp mv
2
?
2T?
 
; (4)
where the perpendicular temperature T? is defined by the
second velocity moment, T? ¼ pm
Ð1
0
dv?v3?Fðv?Þ.
In the present paper, we are now interested in the
counter-streaming parallel distribution
G vkð Þ ¼
1
2
m
2pTk
 1=2
exp m vk þ V
 2
2Tk
 !"
þexp m vk  V
 2
2Tk
 !#
; (5)
where we define the parallel “temperature” in terms of the
Gaussian velocity spread associated with each component and
6V is the bulk velocity. This is more meaningful since space
when two or more drifting populations of plasmas are meas-
ured, the “temperature” is often defined in association with
each population. Had we simply defined the “effective” temper-
ature via Eq. (3), then we would obtain the relationship between
Teffk and Tk as well as the counter-streaming average speed
Teffk ¼ Tk þ mV2: (6)
Henceforth, we do not consider Teffk , but we treat Tk as the par-
allel temperature, and treat V as a separate input parameter.
With the model distribution (2), (4), and (5), it is straight-
forward to obtain the O mode dispersion relation11–14,16
c2k2? ¼ x2  x2pe 1
Tk þ mV2
T?
X1
n¼1
2n2X2eKn kð Þ
n2X2e  x2
 !
; (7)
with k ¼ k2?T?
mX2e
and KnðkÞ ¼ InðkÞek. In the above InðxÞ is the
nth order modified Bessel function of first kind. Note that Eq.
(7) is structurally identical to the dispersion relation for clas-
sical O-mode instability for bi-Maxwellian case,18 if we sim-
ply replace Tk þ mV2 by Teffk . However, as we argued above,
treating the total thermal plus counter-streaming beam
energy as a net effective temperature is not necessarily the
most informative way, as space observations often distin-
guish the thermal spread and beam energy separately.19 The
necessary condition for the aperiodic, that is, purely growing
unstable solution, where the real part of the frequency is
zero, xr ¼ 0, and the imaginary part is positive, c > 0, is
1 T?
Tk
>
2k
bk
þ K0 kð Þ  mV
2
Tk
1 K0 kð Þ
 
: (8)
Here, bk ¼ 8pn0=Tk is the parallel electron beta defined in
terms of the Gaussian thermal spread. Note that Eq. (8) is a
direct generalization of the similar condition discussed in
Ref. 18. In the case of classic O-mode instability without the
counter-streaming feature, the marginal stability condition
can be numerically determined by requiring that the factor
1 T?=Tk be higher than minimum value of the function
GðkÞ ¼ 2k=bk þ K0ðkÞ, treating bk as a free input parameter.
In the case of counter-streaming feature, an additional quan-
tity V becomes another free input parameter. Nevertheless,
Eq. (8) can be numerical analyzed in a similar way. Note
that Ref. 14 analytically solved the above marginal stability
condition in order to obtain the empirical closed-form
relationship between T?=Tk and bk. In the present paper,
we determine the exact threshold condition by manipulating
Eq. (8) by numerical means.
Figure 1 shows the O-mode dispersion relation for input
parameters ðxpe=XeÞ2 ¼ 50, T?=Tk ¼ 0:2; bk ¼ 3 and four
different normalized counter-streaming electron beam speeds
P  4pn0mV
2
B20
¼ 0; 0:5; 1; 1:5: (9)
The blue curves correspond to the real frequency, Reðx=XÞ,
while the red curves depict the growth rate Imðx=XÞ. The hor-
izontal axis is the normalized perpendicular wave number k in
logarithmic scale. The first case (top-left) of P¼ 0 correspond
to the classic bi-Maxwellian situation. For this case, the O-
mode is stable. The second case (top-right) with P¼ 0.5 shows
that the first harmonic cyclotron mode and the zeroth order
mode begin to move toward each other, but the instability
threshold has not been crossed yet, and the system is still sta-
ble. For P¼ 1 (bottom-left), the first harmonic mode and the
zeroth order mode have now merged to form a pair of complex
conjugate solutions (instability). Finally, the bottom-right
panel shows the case of P¼ 1.5 where the O mode instability
growth has increased and the range of unstable k has
092301-2 Stockem Novo et al. Phys. Plasmas 22, 092301 (2015)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
134.58.253.57 On: Thu, 03 Sep 2015 07:51:28
increased. Note also that the fast ordinary mode dispersion
relation, x2 ¼ x2pe þ c2k2? is intersected by ordinary-Bernstein
mode at each harmonic.15 The cutoff frequency for the fast O
mode is xO ¼ xpe. The value of the frequency ratio
ðxpe=XeÞ2, which in this case is 50, generally has very little
influence on the O mode instability. For higher ratio, the cutoff
frequency associated with the fast O mode simply moves to
higher frequency, until the fast O mode moves out of the
vertical plotting range, yet the aperiodic O-mode instability
remains the same.
Figure 2 plots the maximum growth rate for the aperiod
unstable branch (corresponding to n¼ 0 harmonic mode) over
the phase space ðbk; T?=TkÞ for ðxpe=XeÞ2 ¼ 200, together
with the contours of constant maximum growth rate cmax=X.
The red curve is the marginal stability condition computed from
Eq. (8) by numerical means, which is a direct generalization of
FIG. 1. The real frequency Reðx=XÞ
(blue) and growth rate Imðx=XÞ (red)
for the O mode versus normalized
wave number k ¼ k2?T?=ðmX2eÞ in log-
arithmic scale, for x2pe=X
2 ¼ 50;
T?=Tk ¼ 0:2, for bk ¼ 3 and for
P¼ 0, 0.5, 1, and 1.5.
FIG. 2. The plot (with colormap) of
the maximum growth rate superposed
with the constant cmax=X contours in
two-dimensional space ðbk; T?=TkÞ,
for ðxpe=XÞ2 ¼ 200.
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the threshold condition found in Ref. 18. In fact, the case of
P¼ 0 corresponds exactly the same as that of Ref. 18. For
P¼ 0.5, Figure 2 shows that the marginal stability boundary is
only moderately changed. When P increases to 1, the marginal
stability boundary is visibly modified, covering a wider region
in ðbk; T?=TkÞ space. For P¼ 1.5, the unstable region becomes
much wider and covers a significant portion of the low bk
region. Such a behavior was first noted in Refs. 11 and 12.
We next consider the nonlinear behavior of the O mode
instability. We investigate the dynamic development and sat-
uration by means of quasilinear theory and particle-in-cell
simulation.
III. QUASILINEAR THEORYOF ORDINARY MODE
STREAMING INSTABILITY
-mode streaming instability in the linear phase of expo-
nential growth is driven by the counter-streaming bi-
Maxwellian distribution of electrons, but once the system
evolves beyond the linear stage, the electron velocity distribu-
tion is expected to deviate from the strict counter-streaming bi-
Maxwellian form. However, in order to facilitate the quasilin-
ear analysis, let us make an assumption that the electron distri-
bution retains the same mathematical form as the initial
distribution, except that the temperatures and the streaming ve-
locity adiabatically evolves
f ¼ 1
2
m3=2
2pð Þ3=2T? tð ÞT1=2k tð Þ
exp  mv
2
?
2T? tð Þ
 !
 exp m vk þ V tð Þ
 2
2Tk tð Þ
 !
þ exp m vk  V tð Þ
 2
2Tk tð Þ
 !" #
:
(10)
Of course, this is an approximation, and we will check the
validity of this approximation against the particle-in-cell
simulation. In quasilinear approximation, nonlinear mode
coupling is ignored, and the wave kinetic equation (for the
magnetic perturbation) is simply given by
@dB2
@t
¼ 2c dB2; (11)
and the instantaneous dispersion relation is given by Eq. (7).
In the companion paper,1 we derived the quasilinear
evolution equation for the second velocity moments, so that
we may make use of the results found there, except that
instead of interpreting the second parallel velocity moment
as the parallel temperature, we now have
dT?
dt
¼ d
dt
m
2
ð
dvv2?f
¼ 2pe
2
mc2
ð1
0
dk?
k?
cdB2 1þ c
2k2?
x2pe
þ c
2
x2pe
 !
;
dTk
dt
þ m dV
2
dt
¼ d
dt
m
ð
dvv2kf
¼ 4pe
2
mc2
ð1
0
dk?
k?
cdB2 12 1þ c
2k2?
x2pe
þ c
2
x2pe
 !" #
:
(12)
Apparently, Tk and V
2 are coupled in the second equation of
Eq. (12). We need another equation to decouple the two
quantities. The third-order moment
Ð
dvv3kf is zero since the
distribution (10) is symmetric with respect to vk. We thus
consider the fourth momentð
dvv4kf ¼
3T2k
m2
þ 6TkV
2
m
þ V4: (13)
On the other hand, from the quasilinear velocity space diffu-
sion equation discussed in Ref. 1
@f
@t
¼ 2pie
2
m2c2
X1
n¼1
ð1
0
dk?
k?
dB2 k?ð Þ
 nXe
vk
v?
@
@v?
 icþ nXeð Þ @
@vk
 #
 J2n
k?v?
Xe
 
nXe
ic nXe
vk
v?
@f
@v?
þ @f
@vk
 !
; (14)
and the dispersion relation (7) it is possible to derive
m2
ð
dvv4k
@f
@t
¼ 8pe
2
c2
m
Tk þ mV2
ð1
0
dk?
k?
cdB2 k?ð Þ
 2
3T2k
m2
þ 6TkV
2
m
þ V4
 !"
 1þ c
2
x2pe
þ c
2k2?
x2pe
 !
 3 Tk
m
þ V2
 2#
: (15)
By combining Eqs. (13) and (15), we may now decouple the
evolution equation for Tk and V
2 in the second equation of
Eq. (12)
dV2
dt
¼  8pe
2
mc2
V2
Tk þ mV2
ð1
0
dk?
k?
cdB2 k?ð Þ
 1þ c
2
x2pe
þ c
2k2?
x2pe
 !
;
dTk
dt
¼ m dV
2
dt
þ 4pe
2
mc2
ð1
0
dk?
k?
cdB2 k?ð Þ
 1 2 1þ c
2
x2pe
þ c
2k2?
x2pe
 !" #
: (16)
We have solved the equations for T?, V2, and Tk—the
first equation in Eqs. (12) and (16)—for the initial condition
specified by x2pe=X
2
e ¼ 200, bk ¼ 5; T?=Tk ¼ 0:05, and for
two different counter-streaming beam speeds, V=c ¼ 0:05 and
0.07, which in terms of the dimensionless quantity P defined
in Eq. (9), is equivalent to P¼ 0.5 and 1. We will defer the
presentation of the quasilinear analysis until we discuss the
particle-in-cell (PIC) simulation result, where a direct compar-
ison with the quasilinear analysis will be made. In Sec. IV, we
first discuss the PIC simulation methodology and setup.
IV. PARTICLE-IN-CELL SIMULATION
In order to test the theory, we perform kinetic particle-
in-cell simulations with the fully relativistic code
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OSIRIS.33–35 We use a one-dimensional simulation box
which is oriented perpendicular to the counter-streaming
beams of electrons to exclude competing perpendicular
modes. Two populations of electrons are interpenetrating
each other with initial streaming velocities v0=c ¼ 60:05
(run 1) and v0=c ¼ 60:07 (run 2) and temperature anisotropy
A ¼ T?=Tk ¼ 0:01 with vth;jj ¼ 0:158c. The protons are
forming a neutralizing background with zero fluid velocity
and thermal velocity vth ¼ 8:2 104c. The ambient mag-
netic field is aligned with the beams and thus perpendicular
to the simulation direction with electron gyro frequency
Xe=xpe ¼ 0:0707.
We use periodic boundary conditions for the particles and
fields. The simulation box has a length of L ¼ 102:4 c=xpe
with a spatial resolution Dx ¼ 0:1 c=xpe ¼ 7:5 103c=Xe
and 100 particles per cell and species using a cubic interpola-
tion scheme. The temporal resolution is Dt ¼ 0:0752x1pe
¼ 5:3 103 Xe. We also performed tests with higher spatial
resolution in order to make sure that the resolution is
sufficient.
V. NUMERICAL ANALYSIS INCLUDING COMPARISON
BETWEEN QUASILINEAR THEORYAND PIC
SIMULATION
In this section, we now discuss the results of numerical
analysis based upon the quasilinear method in conjunction
with the PIC simulation results.
The perpendicular mode gives rise to an initially expo-
nentially growing magnetic field (Fig. 3), which is saturated
for later times. Figure 4 shows a good match between the
simulations and quasi-linear theory. The exponential growth
and the time of saturation at 5X1e are well described by
theory. The saturation field is slightly underestimated by
6–10%.
The same holds for the parallel fluid velocity shown in
Fig. 5. The drop from the initial value v0=c is well described
while the saturation value is slightly overestimated by theory
with a deviation of 10%. This is probably due to the fact that
the electron distributions in the simulations deviate from a
perfect Maxwellian. The oscillations are an effect of the 1D-
simulation and do not appear in 2D.
The evolution of the parallel and perpendicular plasma
beta matches only qualitatively; see Fig. 6 with a strong
deviation of up to 20%. The saturation value of bk  3 is the
same for both runs. Since bk and b? are defined by the
temperature, a non-Maxwellian shape of the electron distri-
bution function might sensitively affect this value.
VI. SUMMARY
Following up on Seough et al.,1 we have studied the sat-
uration of the ordinary mode instability in hot counter-
streaming plasmas with a temperature anisotropy. We have
looked at a collisionless plasma of electrons and protons,
where the latter form a neutralizing background. Two
counter-streaming electron populations were considered with
a temperature anisotropy and the direction of higher temper-
ature being aligned with an ambient magnetic field.
Starting from initially bi-Maxwellian distributions, a sta-
bility criterion has been derived, which allows for the deter-
mination of a maximum growth rate of the O-mode
instability. Furthermore, using the assumption that the modi-
fied electron distributions at later times can still be modeled
by bi-Maxwellian distributions, the temporal evolution of the
magnetic field perturbations, the parallel and perpendicular
temperatures and the particle distribution function could be
derived in a self-consistent treatment.
The analytical results have been compared against ki-
netic particle-in-cell simulations, which were performed in a
one-dimensional setup in order to exclude interfering modes.
A qualitative good agreement was found between both meth-
ods. The exponentially growing phase and time of saturation
can be well predicted by the theory, while the saturation
value differs by 10% for the magnetic field fluctuations and
FIG. 3. Perpendicular magnetic field in the simulation plane at tXe ¼ 35 for
v0=c ¼ 60:05.
FIG. 4. Normalized perturbative magnetic field energy versus time for dif-
ferent initial streaming velocities from simulations (solid) and QL theory
(dashed).
FIG. 5. Parallel velocity versus time for different initial streaming velocities
from simulations (solid) and QL theory (dashed).
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average velocity. The deviation of up to 20% for parallel and
perpendicular plasma betas is probably due to the fact that
the distribution functions are not perfect Maxwellians, which
were used in the analytical approach.
In conclusion, we found a self-consistent and robust
model to describe the non-linear saturation of the O mode
instability. This instability is found to be quite effective
in isotropizing the temperature as well as the counter-
streams, redistributing the free energy and heating plasma
particles. To improve the analysis quantitatively, a nu-
merical modeling of the actual distribution function has
to be used.
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