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EXTENSIONS OF NETWORKS WITH GIVEN DIAMETER 
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Laboratoire de Recherche en Informatique, Uriiversite Paris-Sud, B& 490, 91405 Orsay Cedex, 
France 
This article deals with combinatorial problems motivated by the design of large interconnec- 
tion networks, in particular how to extend a network by adding nodes while keeping the degree 
and diameter small. We consider D-admissible extensions in which nodes are added one by one 
while the diameter remains constant. A D-admissible extension from a graph G to a graph G’ 
is a sequence of graphs G = G,, G,, , G,, , Gk = G’, where G, is a subgraph of G,,,, 
IV(G,+,)l = IV(G,)l + 1 and all of the G, have diameter at most D. Furthermore we insist that 
some of the G, are among the largest of the known graphs with maximum degree and diameter 
constant. We show that there exist D-admissible extensions from the hypercube of degree d to 
the hypercube of degree d + 1. Then we study D-admissible extension from the de Bruijn 
graph UB(d, D) [resp. Kautz graph UK(d, D)] of maximum degree 2d and diameter D to 
UB(d + 1, D) [resp. UK(d + 1, D)], and show that such D-admissible extensions exist if 
D=2, butdonotexistifD>2andd>4. 
1. Introduction 
This article is motivated by some problems in the design of large interconnec- 
tion networks. It is well known that such a network can be modelled by a graph in 
which the vertices represent the processors and the edges the links of the 
interconnection network. Various considerations and parameters play important 
roles in the design of such networks. For example one wants a small transmission 
delay in the network, which corresponds to a small diameter. In order to keep the 
cost low and to facilitate drawing one also wants a small number of links on each 
node, corresponding to a small maximum degree. Other constraints might be 
added (see the forthcoming book of D.I. Ameter and Max de Gree [l], or the 
surveys in [2, 4, 91). 
Here we emphasize the extendability properties of the network which are 
important, for example, for local area networks or communication networks. The 
number of processors in the network is not known in advance and ideally one 
wants to be able to add a new processor at any time while maintaining the desired 
properties of the network. For example, the designer might want to keep a small 
diameter and a small maximum degree. However, a graph with given maximum 
degree and diameter has a limit on the number of vertices, namely the Moore 
bound. Therefore it is not possible to add processors indefinitely while keeping 
the maximum degree and diameter fixed. Different classes of extensions can be 
considered according to the constraints imposed by the designer (for example 
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“atomic” extensions if the processors are to be added one by one), and whether 
“relinkage” is allowed or not. “Relinkage” consists of deleting some links before 
adding vertices. This operation might be necessary; for example if one wants to 
keep the degree at most A and the original graph is A-regular. In this case it is 
impossible to add a vertex and still have a connected graph without relinkage. 
Finally let us note that the way we handle the problem will differ depending on 
the presence or absence of a bound on the size of the networks. If an upper 
bound is given for the maximum number of vertices of the network, it might be 
better to choose a “good” network having that size (the goal to be attained) and 
then to delete vertices to obtain different intermediate possible networks. This 
practical approach has been used in [5] for some graphs. 
Here we consider infinite (or unbounded) extensions, where the vertices are to 
be added one by one (atomic extensions). We do not allow relinkage (strict 
extension) and want to keep the diameter D constant. We will call such 
extensions D-admissible extensions. Other extensions have been considered by 
Bond and Konig [7] (fixed maximum degree) and by Konig [12] (fixed maximum 
degree and connectivity with or without relinkage). Before stating our results we 
present some definitions and notation. 
2. Definitions and notation 
The interconnection network will be modelled by an undirected graph 
G = (V, E) where V is the vertex set and E the edge set. The degree of a vertex is 
the number of its neighbours and we will denote by A, (A if there is no 
ambiguity) the maximum degree of G. The distance d&x, y) between two vertices 
x and y is the length of a shortest path between x and y in G. The diameter D, (or 
D) is the maximum of d&x, y) over all pairs of vertices x and y of G. G will 
always be connected so D, is finite. A (A, D)-graph will denote a graph with 
maximum degree A and diameter D. 
Let G and G’ be two connected graphs. We will say that G’ is a D-admissible 
extension of G or that there exists a D-admissible extension from G to G’ if there 
exists a sequence of graphs G = Go, G,, . . . , Gi, . . . , Gk = G’ such that 
(i) Gi is an induced subgraph of Gi+l, 
(ii) IV(G;+,)l = IV(Gi)l + 1, 
(iii) all the G, have diameter at most D. 
Property (i) corresponds to adding vertices to G without allowing relinkage. 
Property (ii) corresponds to adding the vertices one by one and property (iii) to 
keeping the diameter small during the process. 
Furthermore, we want G’ to be infinite or at least very large, and the G, to be 
“good” networks. The problem is that “good” is not well defined. One possibility 
is to insist that the G, have the smallest possible degree among all graphs with the 
same number of vertices and diameter D. However, the determination of this 
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value is an unsolved problem. Another problem is that at some point one 
extension might be better (in a local sense) than another but so constrains us that 
we are forced to construct “worse” graphs later. To avoid these difficulties we 
restrict our attention to extensions such that at some steps the graphs obtained 
are among the “best” known (at least at the present time). More precisely we 
choose a family of graphs Gd,,D such that G = G4,,o c Gdz,D c . . . c Gd,,D c . . . 
with A,<A2<...cAi<... and we require that there exist D-admissible 
extensions from Gd,,D to Gd,+,,D for every i. 
We first show that this is possible for the family of hypercubes (an interconnec- 
tion currently used in parallel computers). Then we consider the best known 
general families of (A, D)-graphs, namely the de Bruijn networks UB(d, D) or 
the Kautz networks UK(d, D), both of which have maximum degree 2d and 
diameter D. We show that for D = 2 there exist D-admissible extensions from 
UB(d, 2) to UB(d + 1, 2), and count the number of nonisomorphic D-admissible 
extensions. Then we prove that for D 2 3 and d > 4 there do not exist 
D-admissible extensions from UB(d, D) to UB(d + 1, D). Similar results are 
proved for Kautz networks. 
3. D-admissible extension of hypercubes 
The hypercube CU(d, D) has as vertices the words of length D on an alphabet 
of d letters, in other words the D-tuples (a,, u2, . . . , a,) where ai E 
1071, . . . , d - l}. Two vertices are joined if their corresponding D-tuples differ 
in exactly one coordinate. When d = 2, the hypercube CU(2, D) is the well 
known Boolean D-cube on 2O vertices. The graph CU(d, D) is a regular graph 
with dD vertices, diameter D and degree (d - l)D. Furthermore CU(d, D) is an 
induced subgraph of CU(d + 1, D). This is a family as described above. Note that 
there exist different definitions for hypercubes, but the one above gives families 
with constant diameter. 
Proposition 1. There exists a D-admissible extension from CU(d, D) to 
CU(d + 1, D). 
Proof. It suffices to add the vertices in the lexicographic order. Recall that the 
vertex (aI, u2, . . . , aD) is lexicographically before (b,, b2, . . . , b,) if for some i 
we have (a,, a2, . . . , ai) = (b,, b2, . . . , bi) and LZ,+~ < b,+l. Suppose that at some 
step we have constructed a graph Gi, let x be the first (in the lexicographic order) 
vertex of CU(d + 1, D) which is not in Gi, and let Gi+, be the spanning subgraph 
of CU(d + 1, D) generated by the vertices of G, plus the vertex X. We have only 
to show that G, is of diameter D. That follows from the fact that in CU(d + 1, D) 
between any pair of vertices there exists a monotonic path (in the lexicographic 
order). For example if (a,, u2, . . . , a,) is before (b,, b,, . . . , b,), the path (up 
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to repetitions of some vertices) is 
( 4, a2, . . . , a,), (a,, a2,. . . 9 a,-,, b,), . . . , 
(al, b2, . . . , b,), (61, bz, . . . , b). 0 
The hypercubes are interesting because they have nice properties like sym- 
metry, easy routings, and high fault tolerance, but they are not among the best of 
the known (A, D)-graphs. So it is interesting to study other families. 
4. D-admissible extension of de Bruijn graphs 
The de Bruijn digraph B(d, D) (defined in [S]) with in- and out-degree d and 
diameter D is the digraph whose vertices are the words of length D on an 
alphabet of d letters (0, 1, . . . , d - l}. There is an arc from the vertex x to a 
vertex y if and only if the last D - 1 letters of x are the same as the first D - 1 
letters of y, that is there is an arc from (a,, a2, . . . , a,) to the vertices 
(a2, . . . , aD, A), where A is any letter of the alphabet. This digraph has do 
vertices. We will denote by UB(d, 0) the associated undirected de Bruijn graph 
of maximum degree A = 2d and diameter D. That is, UB(d, D) is the graph 
whose vertices are the words of length D on an alphabet of d letters in which 
the vertex (aI, . . . , aD) is adjacent to the vertices (a2, . . . , aD, A) and 
(A, al, * . . , %-1). 
Proposition 2. UB(d, D) k an induced subgraph of UB(d + 1, D). 
Proof. It suffices to consider in UB(d + 1, D) the vertices (a,, . . . , aD) such that 
ai#dfor 1SisD. 0 
In view of the proposition above, one can try to construct a D-admissible 
extension from UB(d, D) to UB(d + 1, D). 
The case D = 1 is trivial as UB(d, D) is the complete graph on d vertices. In 
the case D = 2 we have: 
Proposition 3. There exists a D-admissible extension from UB(d, 2) to 
UB(d + 1, 2). 
Proof. Let G = UB(d, 2). The vertices are the words (a,, a2) with ai E 
@,I, * * * 3 d - l}. We must add all of the (a,, a2)‘s such that at least one ai is d. 
We can do that in the following way: add first a vertex (a, d) where 
a E (0, 1,. . . ) d - l}, then a vertex (d, b) where b E (0, 1, . . . , d - l}, then add 
all vertices containing exactly once the letter d (in any order), and finally add 
(d, 0 0 
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In fact as we show in the next proposition, there exist many D-admissible 
extensions. 
Proposition 4. The number of nonisomorphic D-admissible extensions from 
UB(d, 2) to UB(d + 1, 2) is d! N(d) where 
N(d)= (7) - (‘,“I;). 
Proof. We have to add the 2d - 1 vertices of UB(d + 1, 2) not in UB(d, 2), that 
is, the set LUR U {(d, d)}, where L= {(a, d) 1 Oca~d - l} and R = 
{(d,a)jOSaSd-1). 
Note that the vertex (d, d) can be added only if all the vertices of L or all the 
vertices of R have already been added. Indeed, suppose Gi contains the vertex 
(d, d) but not the vertices (ao, d) and (d, b,). Then the distance in Gi between 
(b,, a,J (which is in UB(d, 2)) and (d, d) is 3, and so Gi does not have diam- 
eter 2. 
Note also that the first vertex to be added can be chosen to be in L, since 
UB(d + 1, 2) admits the symmetry a(a, b) = (b, a) as an automorphism. Then the 
second vertex must be in R. Indeed, if not suppose we add first (a, d) and then 
(b, d). Then in G2 the distance between (a, d) and (b, d) is 3. 
Counting the number of nonisomorphic D-admissible extensions corresponds 
to counting the number of distinct ways of adding the vertices such that each step 
Gi is of diameter 2. Two ways are distinct if there exists no automorphism of 
UB(d + 1, 2) mapping one extension on to the other. 
Let S(d) be the set of words of length 2d + 1 on the alphabet {I, r, d} 
containing the character 1 d times, the character r d times and exactly one d, such 
that each word begins with lr and such that either all the Z’s or all the r’s (or both) 
appear to the left of character d. To each D-admissible way of adding the vertices 
is associated a word of S(d), built by putting an 1, r or d in the ith position 
depending on whether the ith added vertex is in L, R or is (d, d). Conversely, 
each sequence corresponds to d! nonisomorphic ways of adding the vertices. 
Indeed we can decide that the vertices of L are added in the order 
(0, d), (1, 4, . . . , Cd - 1, 4, since any permutation on the letters is an auto- 
morphism of UB(d + 1,2). But then there are d! choices to associate to the 
characters r vertices of R which give nonisomorphic ways of adding the vertices, 
Now it suffices to show that there are N(d) words in S(d). First let us count the 
number of words where the character d appears after all the 1’s. That corresponds 
to choosing the positions of the d - 1 occurrences r among the last 2d - 1 
characters of the word. There are (?rrr) such choices. Similarly there are (y::) 
words in which the character d appears after all the 8s. Furthermore there are 
(7:;) words ending in d, thus 
N(d)=2(;1;) - (“,“I;) = (7) - (“,“I;). Cl 
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The case D > 2 
In view of the propositions above we thought that there were also many 
D-admissible extension from UB(d, D) to UB(d + 1, D) for D > 2. We tried 
different strategies to add vertices: for example, to add to Gj a new vertex having 
the maximum number of neighbours in Gi. If there are many such vertices, add 
the one which is the smallest in the lexicographic order. Unfortunately none of 
the strategies worked. By using a branch and bound method we found a 
D-admissible extension from UB(2, 3) to UB(3,3 ). 
We give below an order in which to add the 19 new vertices containing the 
letter 2. 
(t-4 0,2), (270, O), (0, 172) (270, l), (132, (0, (t&2, O), (1,0,2), (1,1,2), 
(2,1, O), (231, l), (072, l), (132, l), (2,0,2), (0,2,2), (222, O), (1,2,2), 
(2,1,2), (232, l), (2,2,2) 
Then we proved that at most 6 vertices can be added to UB(d, 3) without 
increasing the diameter if d > 2. The proof can be found in [5]. Finally we proved 
the following. 
Theorem 5. There does not exist a D-admissible extension from UB(d, D) to 
UB(d + 1, D), where D 2 3 and d > 4. 
Proof. Let G,, = UB(d, D) and suppose that there exists a D-admissible exten- 
sion from UB(d, D) to UB(d + 1, D), where D 2 3 and d > 4. 
We will denote by R(x) = {(A, a,, . . . , aD_l)} the neighbours of x = 
( al, a2,. . . , aD) obtained by a right shift and by L(X) = {(az, . . . , a,, p)} the 
neighbours of (aI, a2, . . . , aD) obtained by a left shift. L(x) corresponds to the 
successors of x in the digraph B(d, D) and R(x) to its predecessors. 
The proof will be split into two cases according to the parity of D. 
Cusel. Dodd, D=2k+l (kal). 
We will use the following proposition from [3, 61: 
Proposition 6. Let a = (ala2 - * . a,) be a vertex of UB(d, D). Let the sets Z,(a) be 
defined for I = 1, . . . , D as follows: 
i 
bi #a D+l--ir a,+ fori< 
Z,(a) = (blb2. . . bD): bl Z a,+I-l 
bi # a D+2-j,aD+1-j I forj>l ’ 
Let Z(a) = UEI Z,(a). Th en, for every b E Z(a), the distance between a and b 
is D. 
We will use the following corollary. 
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Corollary 7. Let S be a subset of the neighbours of a vertex s in UB(d + 1, D), 
such that ISnR(s)l6d -3 and 1Sr-1 L(s)1 cd -3. Then there exists a vertex 
t=(t1,. . . , tD) such that ti # d and d(x, t) = D for every x in S. 
PrOOf. Let ri = (Ai, S1, . . . , s~_~) be the 
(sz, . . . > sD, pi) be the vertices of S n L(s) 
Z = (nfz: Zi(rJ) n (f-f:: Z,(li)) contains a 
ti #k. Note that 
vertices of S n R(s) and li = 
(i= 1,. . . , d - 3). We show that 
vertex t = (tl, . . . , tD) such that 
bl# Pi, SD, SD-I for lcisd-3 
* * bD): biZs D+2--j, SD+I-~I SD-j for2Gj<D-1 
bD fS2, $1, Ai forl<i<d-3 
Thus we have at most d - 1 constraints on the entries of the vertices in Z, so if we 
add the additional constraint ti #d the set is still not empty (we are in 
UB(d + 1, D). Cl 
This proposition implies that before adding s we must have already added 
either d - 2 elements of R(s) or of L(s). 
Now let us choose s to be the first vertex added with a letter d in the middle: 
s = (ai, . . . , &, d, bl, . . . , bk). 
Without loss of generality suppose that when we add s at least d - 2 vertices of 
R(s) have been added (the case L(s) is identical) and let us denote these vertices 
Si = (ai, ~1, . . . j ak, d* bl, . . . > bk-1)) with 1 c i s d - 2. Let G, be the graph just 
before the adjunction of s. We will show that in G, there are two vertices Si and si 
at distance greater than D. First of all, note that the distance between Si and any 
vertex of GO is at least k. Indeed, to reach a vertex of GO from si we have to do at 
least k right-shifts, as’there does not exist in G, any vertex having d in the middle. 
Now consider a shortest path in G, between si and Si. As q # ai and uk # d 
and there is no vertex with d in the middle, this path is of the form 
Si . . . q . . . ti . . . si, where z, and Zi are in G,, and Zi = (*, . . . , *, q, a,, . . . , uk), 
Zj=(*y . . . ) *j O$yi, al,. . . ) ak). As d - 2>2 we can find ffi and IX~ such that 
(Yi#Ul, UifUi, and therefore the distance between Zi and Zj is at least 2. So the 
distance in G, between Si and si is at least 2k + 2, a contradiction. 
Case 2. D even D = 2k + 2 (k 3 1). 
The proof is similar to case 1, but we use the following corollary of Proposi- 
tion 6. 
Corollary 8. Let S be a subset of the neighbours of a vertex s in UB(d + 1, D), 
such that (SI <d - 2. Zf there exist a vertex s such that S c R(s) or S c L(s) then 
there exists a vertex t such that ti # d and d(x, t) = D for every x in S. 
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Proof. Without loss of generality let us suppose S c R(s). Let ri = 
(47 817 . . . , s~_~) be the vertices of S (i = 1, . . . , d - 2). We show that Z = 
nf:f Z,(ri) contains a vertex t = (tl, . . . , tD) such that ti #k. Note that 
bi Z SD-~, SD-j-1 forl<jCD-2 
Z= (blb2. 
{ 
* * b,): bD_l# Ai, A’1 forl<i<d-2 . 
bD #A, forlsisd-2 1 
This way we have at most d - 1 constraints on the entries of the vertices in Z, so 
if we add the additional constraint ti # d, the set is still not empty (we are in 
UB(d + 1, D)). El 
This proposition implies that before adding s we must have added already 
either d - 1 elements of R(s) or L(s). 
Now let us choose s to be the first vertex added with a letter d in one of the two 
middle positions: 
s = (al,. . . , ak, x, d, bl, . . . , bk) or s = (a,, . . . , ak, d, x, bl, . . . , bk), with x #d. 
Without loss of generality suppose that s = (a,, . . . , ak, x, d, bl, . . . , bk), so 
that when we add s at least d - 1 vertices of R(s) have been added (the case L(s) 
is identical). Let these vertices be si = ((Ui, a,, . . . , ak, x, d, bl, . . . , bk--l), with 
1 s i c d - 2. Let G, be the graph just before the adjunction of s. We will show 
that in G, there are two vertices si and si at distance greater than D. First of all 
the distance between Si and any vertex of GO is at least k. Indeed to reach a vertex 
of GO from si we have to do at least k right-shifts, as there does not exist in G, any 
vertex having d in the middle. Now consider a shortest path in G, between si and 
sj. As a; # aj and ak # d and there is no vertex with d in the middle, this path is of 
the form Si * . * zi * * * zi . * * si, where zi and zi are in GO and 
zj=(*, . . . 9 *, (Yi, al,.. . 2 Uk, x), Zj=(*, . . . f *, aj, U,, . . . ) Uk, X). 
Asd-1>3wecanfindffiand(yisuchthat&i#fa,, aj#Ui, ai#U,, cuj#U,,and 
therefore the distance between z, and Zj is greater than 2. So the distance in G, 
between si and Sj is greater than 2k + 2, a contradiction. 0 
Remarks 
(1) The proof does not give information on the number of vertices which can be 
added to UB(d, D) without increasing the diameter. It can be proved that this 
number is at least 2dDp3 + 4(d - l)dtD’*j + 2d. 
(2) An interesting problem is to give an extension from UB(d, D) to 
UB(d + 1, D) such that all the Gi have the smallest possible diameter, that is, to 
determine the smallest D’ such that there exists a sequence UB(d, D), 
Gr, . . . , Gj, . . . , UB(d + 1, D), with Gi an induced subgraph of Gi+,, IVG,+,l = 
IV&J + 1 and all the Gi having diameter at most D’. It is easy to prove that 
D’ s 3012, but perhaps even D’ c D + c holds for some constant c. 
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5. D-admissible extension of Kautz graphs 
Since the results are very similar for the other family of networks introduced by 
Kautz [ll], we will not give proofs. 
The undirected Kautz network UK(d, D) is the induced subgraph of the de 
Bruijn network UB(d + 1, D) spanned by the vertices without two consecutive 
identical letters. So the vertices are labelled with words (a,, a2, . . . , aD), where 
ai belongs to an alphabet of d + 1 letters and ai #U~+~ for 1 G i G D - 1. The 
vertex (aI, u2,. . . , a,) is joined to the 2d vertices (A, a,, . . . , uD_J with A #a, 
and (uz, . . . , uD, ,u) with ,u #uD. 
Thus UK(d, D) has dD + do-’ vertices, maximum degree 2d and diameter D. 
Proposition 9. UK(d, D) is an induced subgruph of UK(d + 1, 0). 
Therefore the UK(d, D) also form a good family of graphs to be considered for 
D-admissible extensions. They give rise to the following results, which are 
analogous to those for de Bruijn graphs. 
Proposition 10. There exists a D-admissible extension from UK(d, 2) to 
UK(d + 1, 2). 
In fact a proof similar to the one of Proposition 4 shows that there are 
(d + l)! (7) such extensions. 
Theorem 11. There does not exist a D-admissible extension from UK(d, D) to 
UK(d + 1, D), where D > 2 and d > 4. 
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