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Chapter 1
Introduction and motivation
The mathematical modeling of solutes absorption processes is of paramount interest in
the understanding of the relationships between a fluid and its environment. It can be
applied to several real life situations in order to study the filtration that is produced in
the neighborhood of a certain domain and explain some interactions between the fluid and
its boundary.
In the models that we want to propose and study, we are dealing with a fluid that flows
in a certain domain surrounded by a region formed by a porous medium and a substance
dissolved in the fluid. We want to study its velocity, pressure and the concentration of the
substance which diffuses into and its transported by the fluid.
In this project, we essentially consider the articles in [1], [2], [3] and [4] where the authors
deal with some real life situations and propose different mathematical models in order
to study them theoretically and then numerically. But we are not only interested in the
understanding of a specific situation, we are interested in proposing different models for
the motion and the concentration under different situations in a mathematical context, so
we will try to understand it theoretically and qualitatively and then try to find a weak
formulation of this models in order to find an approximation of this problem that allows
us to solve it numerically.
This kind of models can be applied in different real life situations:
• Biomedical applications. We can use it to study the transfer of substances from
blood to body tissues in order to understand the motion of this solute and try to
explain the dynamics of chemicals in arteries and vessels.
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Figure 1.1: Biomedical applications
• Geophysical applications. We can use it to study the soil remediation or the
water pollution, more precisely, the hydrological systems in which surface water
percolates through rocks and also to study the contamination resulting from human
activities on the surface water and groundwater.
Figure 1.2: Geophysical applications
• Chemical engineering applications. We can use this models to study membrane
filtration in industrial processes, for example, in crossflow filtration, a specific type
of filtration commonly used in industry to purify a solute that passes across a filter
membrane.
Figure 1.3: Chemical engineering applications
We are especially interested in the interface between the fluid region and the porous
medium. In particular, we distinguish:
• An active interface, when the interface takes part into the selection process.
3• A passive interface, when the interface has no impact in the selection of the
particles that go through it.
Therefore, we will focus our study on three different situations that can be determined by
the type of interface, the fluid motion and the concentration of a solute inside the domain
and into the porous region:
• Situation 1. We have a passive interface and we consider that the fluid dynamics
is not influenced by the concentrations inside the domain and the porous region.
• Situation 2. We have active interface and we consider that the fluid dynamics
is not influenced by the concentrations inside the domain and the porous region.
• Situation 3. We have an active interface and we consider that the fluid dynamics
is influenced by the concentrations inside the domain and the porous region.
For instance, let us consider that we want to model the dynamics of some chemical com-
ponent in the arteries and the vessels.
• If we are interested in studying the concentrations of the solute inside the artery and
inside the artery wall but we neglect the blood motion inside the wall, we are in the
situation 1.
• If we consider that the artery wall is a porous medium and we want to describe
the chemical transport inside the artery and also at the arterial wall, we are in the
situation 2.
• If we consider that the arterial wall is a porous thin membrane that allows the flux
of both blood and chemical component from one region to another, we are in the
situation 3.
To start with, we will define the setting of the problem and we introduce some mathemat-
ical models (Chapter 2). Therefore, we obtain the weak formulation of the problems and
develop the finite element approximation of the problems in each case (Chapter 3).
Chapter 2
Mathematical models
Let Ω ⊂ Rd (d=2,3) be a domain composed by a fluid region denoted by Ω1 ⊂ Rd (d=2,3)
and another region Ω2 ⊂ Rd representing a porous medium. The common interface be-
tween them is denoted by Γ ⊂ Rd−1, Γ = Ω¯1 ∩ Ω¯2.
In what follows, for x ∈ Ω and t > 0, u(x, t) denotes the velocity of the fluid and p(x, t)
its pressure. Moreover, c(x, t) will denote the concentration of some chemical component
inside the domain Ω. In particular, c1(x, t) and c2(x, t) denote the concentrations of the
solute in Ω1 and Ω2, respectively. Also, when we will be interested in considering differ-
ent dynamics for each subdomain, we will denote the velocity field by u1:=u|Ω1 and by
u2:=u|Ω2 and the pressure by p1:=p|Ω1 and by p2:=p|Ω2 .
In this section, some different models are proposed for the dynamics of the fluid. In partic-
ular, for the models in section 2.1, we assume that we have an incompressible Newtonian
fluid in Ω1 that does not flow in the porous domain Ω2, and consequently the Navier-Stokes
equations are adopted to describe the fluid motion in the subdomain Ω1, which provide
the velocity and pressure of the fluid, and then advection-diffusion equations are used to
describe the dynamics of solutes in both subdomains Ω1 and Ω2. In this case, the solute
only diffuses in Ω2. The following diagram describes this procedure:
Step 1: Ω1
u, p
Step 2: Ω1
c1
Ω2
c2
Figure 2.1: Diagram 1
On the other hand, models in section 2.2 consider two different solutions of the fluid mo-
tion, one in each subdomain. In particular, in Ω1 the Navier-Stokes-Darcy equations are
used in the same way as in the models above, but now the domain Ω2 is considered as a
porous medium where we apply the Darcy equations. Thus, this model studies the cou-
pling of the Navier-Stokes-Darcy flow system with an advection-diffusion equation that
models the transport of solutes. In the diagrams below we illustrate the procedure de-
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scribed above. Remark that we can have two different situations depending on the relation
that we want to consider between the dynamics of the fluid and its concentrations.
For instance, if u and p are independent of c we will have:
Step 1: Ω1
u1, p1
Ω2
u2, p2
Step 2: Ω1
c1
Ω2
c2
Figure 2.2: Diagram 2
On the other hand, if u and p depend on c we will have:
Step 1: Ω1
u1, p1, c1
Ω2
u2, p2, c2
Figure 2.3: Diagram 3
2.1 Coupling Navier-Stokes with Advection-Diffusion
In the two models proposed in this section, we consider the computational domain il-
lustrated below, where the boundary ∂Ω1 is split into the interface Γ, the upstream or
proximal part Γ1,up and the downstream or distal one Γ1,dw. We have denoted by Γ2,up
the part of ∂Ω2 corresponding to the proximal section of the domain Ω2 and by Γ2,dw the
distal one.
Ω1
Ω2
Ω2
ΓΓ1, up Γ1, dw
Γ2, up
Γ2, up
Γ2, dw
Γ2, dw
Figure 2.1.1: Computational domain 1
Moreover, the boundary Γ is supposed to be a rigid wall and in the boundary ∂Ω1 \ Γ
we prescribe the velocity field. Let n1, n2 be the unit outward normal vectors on Γ
with respect to Ω1 and Ω2, respectively. The following model given by the Navier-Stokes
equations describes the dynamics of the fluid.
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Problem 2.1 Find the velocity u and the pressure p, such that
∂tu + (u · ∇)u− ν 4 u +∇p = f, x ∈ Ω1, t > 0,
∇ · u = 0, x ∈ Ω1, t > 0,
u = uup, on Γ1, up
u = 0, on Γ
pn1 − ν∇u · n1 = pext n1 on Γ1, dw
u = u0 with ∇ · u0 = 0, x ∈ Ω1, t = 0.
(2.1)
where f represents a possible forcing term and ν denotes the constant kinematic viscosity
of the fluid. As regards the boundary conditions, at the upstream section we prescribe a
velocity profile given by the known value uup. A homogeneus Dirichlet boundary condition
is given on Γ.On the other hand, the adoption of a Neumann boundary condition at the
outflow interface Γ1, dw, implicitly assumes that the force locally applied on the fluid is
equilibrated by the outer pressure pext. Moreover, we impose the initial condition u0 in
order to make the problem well-posed.
The dynamics of solutes is described by an advection-diffusion process. More precisely,
because of the very low velocity of the solvent inside the porous domain, we neglect the
advection phenomena therein, so that c2(x, t) satisfies a pure diffusion equation in Ω2.
Precisely, we consider the following problem:
Problem 2.2 Find the concentrations c1 and c2, such that
∂tc1 −∇ · (µ1∇c1) + u · ∇c1 = s1 in Ω1, t > 0,
c1 = c1, up on Γ1, up, t > 0,
µ1∇c1 · n1 = 0 on Γ1, dw, t > 0,
c1 = c1, 0 x ∈ Ω1, t = 0.
(2.2)

∂tc2 −∇ · (µ2∇c2) = s2 in Ω2, t > 0,
c2 = c2, up on Γ2, up, t > 0,
µ2∇c2 · n2 = 0 on Γ2, dw, t > 0,
c2 = c2, 0 x ∈ Ω2, t = 0.
(2.3)
where µ1, s1 and µ2, s2 represent the solute diffusivities and possible forcing terms for
the solute dynamics in Ω1 and Ω2, respectively. More precisely, s1 and s2 could represent
the effect of chemical reaction of the solute with other substances dissolved in the fluid.
The boundary conditions in Γ1,up and Γ2,up prescribe given concentration profiles at the
inflow, while the boundary conditions in Γ1,dw and Γ2,dw enforce a null diffusive flux on
the outflow boundary. Furthermore, the model is completed by the initial conditions c1,0
and c2,0 in Ω1 and Ω2, respectively.
To complete the problem 2.2, we need to give matching conditions at the interface Γ. In
particular, we propose the Model A and the Model B.
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Model A. In this model, we consider the following matching conditions at the interface:
µ2∇c2 · n2 + µ1∇c1 · n1 = 0 on Γ, (2.4)
µ1∇c1 · n1 + ζ(c1 − c2) = 0 on Γ. (2.5)
Equation (2.4) states the equality of the solute fluxes across Γ and thus it ensures the
conservation of solute in the whole domain Ω. Equation (2.5) states that the flux of solute
entering or leaving the fluid domain Ω1 through Γ is related to the difference of concen-
tration across the boundary by the permeability ζ. Both equations provide a coupling
between the two values of the concentration c1 and c2.
Let us assume that the permeability ζ is ζ > 0 on a subset of Γ with nonzero measure.
This hypothesis is obviously necessary in order to have a non-null outgoing solute flux
through the interface Γ.
Model B. In this model, we consider the following matching conditions at the interface:
µ1∇c1 · n1 + ζ(c1 − c2) = 0 on Γ, (2.6)
µ2∇c2 · n2 + ζ(c2 − c1) = 0 on Γ. (2.7)
The pair of conditions (2.6) and (2.7) is equivalent to the pair (2.4) and (2.5). In particular,
by virtue of (2.5), the interface condition (2.4) can be equivalent substituted by (2.7).
However, when the problem is split into two subproblems in view of its numerical study,
the choice of one set of matching conditions at the interface will lead to different algorithms.
2.2 Coupling Navier-Stokes-Darcy with Advection-Diffusion
In this models, we consider the fluid region Ω1 in which the flow is governed by the Navier-
Stokes equations and the porous medium Ω2 in which Darcy’s law holds. These regions
are separated by an interface Γ through which the fluid can flow in both directions. The
computational domain considered for the velocity field is illustrated in the figure below,
while for the concentrations we consider the same partition of the boundary ∂Ω that we
have considered before.
Ω1
Ω2
Ω2
Γ
Γ2:= ∂Ω2 \ Γ
Γ2:= ∂Ω2 \ Γ
Γ1:= ∂Ω1 \ ΓΓ1:= ∂Ω1 \ Γ
Figure 2.2.1: Computational domain 2
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The fluid dynamics is given by the following problem:
Problem 2.3 Find the velocities u1, u2 and the pressures p1, p2, such that
∂tu1 + (u1 · ∇)u1 − ν 4 u1 +∇p1 = f1 x ∈ Ω1, t > 0,
∇ · u1 = 0, x ∈ Ω1, t > 0,
u1 = u1,c, on Γ1, t > 0,
u1 = u1,0 with ∇ · u1,0 = 0, x ∈ Ω1, t = 0
(2.8)

νK−1u2 +∇p2 = f2 x ∈ Ω2, t > 0,
∇ · u2 = 0 x ∈ Ω2, t > 0,
u2 · n2 = u2,c on Γ2, t > 0,
u2 = u2,0 with ∇ · u2,0 = 0, x ∈ Ω2, t = 0
(2.9)
where f1 and f2 represent possible forcing terms in Ω1 and Ω2, respectively, the constant
ν denotes the kinematic viscosity of the fluid and K denotes a symmetric and positive
definite permeability tensor. As regards the boundary conditions in (2.8), at the section
Γ1 we prescribe velocity profile given by the known value u1,c, while in (2.9), we prescribe
at Γ2 a normal boundary velocity given by the known value u2,c. The model is completed
by the initial conditions given by u1,0 and u2,0 in Ω1 and Ω2, respectively.
To complete this problem, we propose two different sets of matching conditions at the
interface Γ:
Set 1 of conditions (S1): u, p are independent of c. The matching conditions are
given by:
u1 · n1 + u2 · n2 = 0 on Γ, (2.10)
−n1 · (ν∇u1 · n1) + p1 = p2 on Γ, (2.11)
−C n1 · (ν∇u1 · τ) = u1 · τ on Γ, (2.12)
where τ is the tangential vector on Γ and C = −
√
K
να , where K = τ ·K · τ and α > 0 is an
experimentally determined dimensionless constant. Conditions (2.10) and (2.11) impose
continuity of flux and normal stress, and condition (2.12) is known as the Beavers-Joseph-
Saffman law (for more information see references in [3]), that addresses the important
issue of how the porous media affects the flow at the interface.
Set 2 of conditions (S2): u, p could depend on c. The matching conditions are
given by:
u1 · n1 + u2 · n2 = 0 on Γ, (2.13)
u1 · τ = 0 on Γ, (2.14)
u2 · n2 = γ1(p1 − p2)− γ2(c1 − c2) on Γ, (2.15)
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where γ1 and γ2 are given constants. With the condition (2.14) we neglect the tangential
component of the stress tensor on the interface Γ. Both conditions (2.13) and (2.14) state
that Γ is a no-slip boundary that allows for filtration in the normal direction. As regards
the condition (2.15), it determines the value of the filtration velocity through the inter-
face Γ according to the Kedem-Katchalsky equations, proposed in [4]. In particular, this
condition establishes that the filtration velocity across Γ is proportional to the difference
between the pressures, but at the same time to the difference between the concentrations.
This condition, that involves the concentrations in finding velocities and pressures, needs
an special treatment. At the end of this section, we will specify more about the choice of
the matching conditions in problem 2.3.
Let us assume that γ1 is the hydraulic conductivity of the membrane Γ, and γ2 is defined
as:
γ2 := γ1σRT
where R, T are the gas constant and the absolute temperature, respectively, while σ
denotes the reflection coefficient of the membrane, σ = 1−θ, and θ is the sieving coefficient
of Γ, that determines the ratio of molecules that can sieve across the membrane.
The Navier-Stokes-Darcy flow system is coupled with the transport equation in Ω =
Ω1 ∪ Ω2:
Φ ∂tc+∇ · (cu− µ∇c) = Φs
where Φ:=φ(x) is the porosity of the medium in Ω2, which is Φ=1 in Ω1. The value µ
represents the diffusion/dispersion tensor, that is assumed to be constant in each domain
µ1:=µ|Ω1 and µ2:=µ|Ω2 , and s is a source term that is given by the functions s1:=s|Ω1 and
s2:=s|Ω2 . In particular, we have the model below for the solute concentrations:
Problem 2.4 Find the concentrations c1 and c2, such that
∂tc1 +∇ · (c1 u1 − µ1∇c1) = s1 in Ω1, t > 0,
(c1u1 − µ1 · ∇c1) · n1 = (cupu1) · n1 on Γ1,up, t > 0
(µ1∇c1) · n1 = 0 on Γ1,dw, t > 0
c1 = c1,0 x ∈ Ω1, t = 0.
(2.16)

φ∂tc2 +∇ · (c2 u2 − µ2∇c2) = φ s2 in Ω2, t > 0,
(c2u2 − µ2 · ∇c2) · n2 = (cupu2) · n2 on Γ2,up, t > 0
(µ2∇c2) · n2 = 0 on Γ2,dw, t > 0
c2 = c2,0 x ∈ Ω2, t = 0.
(2.17)
where φ = φ(x) denotes the porosity in Ω2, µ1 and µ2 represent the solute diffusivities, s1
and s2 are possible forcing terms for the solute dynamics. As regards the sections Γ1,up
and Γ2,up, we adopt Neumann boundary conditions (cup is a known value), while on Γ1,dw
and Γ2,dw we enforce a null diffusive flux. Moreover, the model is completed by the initial
CHAPTER 2. MATHEMATICAL MODELS 10
conditions c1,0 and c2,0.
To complete the model, we need coupling conditions on Γ. We propose the following sets
of conditions.
Set 3 of conditions (S3). These equations impose the continuity of the concentrations
and of the mass fluxes at the interface Γ and are given by:
µ1∇c1 · n1 + µ2∇c2 · n2 = 0 on Γ, (2.18)
c2 − c1 = 0 on Γ. (2.19)
Set 4 of conditions (S4). The matching conditions are:
u1 · n1c1 − µ1∇c1 · n1 = J1,2 on Γ, (2.20)
u2 · n2c2 − µ2∇c2 · n2 = −J1,2 on Γ, (2.21)
where J1,2 is a function proposed in [4], and it is obtained according to Kedem-Katchalsky
equations. In this specific case, considering a general mean concentration within the
interface Γ, denoted by g(·, ·), we define:
J1,2 = λ0(c1 − c2) + λ1(p1 − p2)g(c1, c2)− λ2(c1 − c2)g(c1, c2),
where λ0, λ1 and λ2 are given constants.
Let us define the value λ0 as the permeability of Γ, whereas the other values are defined
as:
λ1 := γ1(1− σ) and λ2 := γ2(1− σ).
Coupling models. In the section 2.2, we have proposed problems 2.3 and 2.4 with
different sets of interface conditions for each problem and now we want to couple these
conditions in order to give them a physical meaning.
• As regards (S1), the matching conditions given by (2.10)-(2.12) in the problem 2.3,
we are solving the fluid dynamics independently of the concentrations.
• As regards (S2), the matching conditions (2.13)-(2.15) in the problem 2.3, we notice
that the equation (2.15) strongly characterizes our problem, in fact, the value of γ2
implies whether if the fluid dynamics depends on the concentrations or not. Let us
make an observation:
γ2 = 0 ⇔ γ1σRT = 0 ⇔ σ = 1− θ = 0 ⇔ θ = 1 ⇔ c1 = c2 on Γ.
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We consider two different situations depending on the value of γ2:
– If γ2 6= 0, according to the observation above, c1 6= c2 on the membrane Γ. This
implies that for the problem 2.4, we have to choose the matching conditions
(S4) given by (2.20)-(2.21). Therefore, we need to solve the problems 2.3 and
2.4 at the same time.
– On the other hand, if γ2 = 0, we are assuming an equilibrium of the concentra-
tions at the interface Γ. Therefore, we can choose the matching conditions for
the concentrations according to our requirements. We notice that if we choose
(2.20)-(2.21), thus J1,2 = 0.
After this observations, we propose the Model C, the Model D and the Model E:
Model C. In this model, we consider that u and p are independent of c with the condi-
tions in (S1) for the problem 2.3 and for the problem 2.4 we impose the continuity of the
concentrations with the conditions in (S3).
Model D. In this model, we consider that u and p are independent of c with the
conditions in (S1) for the problem 2.3 and the conditions in (S4) for the problem in 2.4.
Model E. In this model, we choose the matching conditions in (S2) for the problem 2.3
and for the problem 2.4 we impose the conditions in (S4). Therefore, if we choose γ2 6= 0
we have that u, p depend on c.
Let us remark that in the Model C we are dealing with a passive interface where the
fluid dynamics is not influenced by the concentrations, while in the other models we are
considering an active interface where the fluid dynamics is either not influenced (Model
D) or influenced (Model E) by the concentrations.
Chapter 3
Weak formulation and finite
element approximation
In this chapter, we develop weak formulations and finite element approximations of the
problems proposed in chapter 2. First, we deal with the fluid dynamics models and then we
do the same with the advection-diffusion models. Finally, we explain the relations between
these models and the three situations that we have considered at the introduction of this
project.
Given Ω ⊂ Rn. Let us remember the definition of the space of square-integrable functions
on Ω, denoted by L2(Ω), and the definition of the Sobolev spaces of order k on Ω, denoted
by Hk(Ω).
The definition of the space L2(Ω):
L2(Ω) = {f : Ω 7−→ R s.t.
∫
Ω
(f(x))2 dΩ < +∞}
The scalar product and the norm in L2(Ω):
(f, g)L2(Ω) =
∫
Ω
f(x)g(x) dΩ and ||f ||L2(Ω) =
√
(f, f)L2(Ω).
The definition of the space Hk(Ω):
Hk = { f ∈ L2(Ω) : Dαf ∈ L2(Ω) ∀α : |α| ≤ k}
The scalar product and the norm in Hk(Ω):
(f, g)k =
∑
|α|≤k
∫
Ω
(Dαf)(Dαg) dΩ and ||f ||Hk(Ω) =
√
(f, f)k.
(For more details see the sections 2.3 and 2.4 in [5]).
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The space discretization of the different models leads to the algebraic linear systems that
will be obtained in this chapter. Notice, that they can be cast in the same abstract
formulation for the unknown vector X:
d
dt
MX +AX + IX = F
where M , A, I are known matrices and F is an known vector.
Then, we have to apply temporal discretization to the problem above. So that, different
time-advancing methods can be used either explicit or implicit (see more information in
section 13.1 [5]). For instance, using the backward Euler method (BE) or the forward
Euler method (FE) the resulting discrete problem becomes:
M
Xk+1 −Xk
∆t
+AXk+1 + IXk+1 = F k+1 for the BE.
M
Xk+1 −Xk
∆t
+AXk + IXk = F k for the FE.
where ∆t = tk + 1− tk, k = 0, 1, ..., denotes the discretization step and the super-index k
indicates that the quantity under consideration refers to the time tk.
3.1 Weak formulations of the fluid dynamics models
In this section, we develop the weak formulation and the finite element approximation for
the problems 2.1 and 2.3.
3.1.1 The Navier-Stokes Model
In order to write the weak form of the problem 2.1 we take a test function v in a space
V, so making some computations, integrating over Ω1 and applying Green’s formula, for
all v ∈ V we have:∫
Ω1
∂tu·v+
∫
Ω1
[(u·∇)u]·v+
∫
Ω1
ν∇u : ∇v−
∫
Ω1
p div(v)+
∫
∂Ω1
(pn1 − ν∇u · n1)·v =
∫
Ω1
f·v,
For simplicity of notation, we will consider an homogeneous boundary condition on Γ1,up
when writing the weak form of the problem, thus we take uup = ~0. As regards the space
V, we choose it such that the test functions are zero on the interface Γ ∪ Γ1,up, that is:
V = [H1Γ∪Γ1,up(Ω1)]
d = {v ∈ [H1(Ω1)]d : v = ~0 on Γ ∪ Γ1,up}
Then, we obtain that for all v ∈ V :∫
Ω1
∂tu·v+
∫
Ω1
[(u·∇)u]·v+
∫
Ω1
ν∇u : ∇v−
∫
Ω1
p div(v) =
∫
Ω1
f·v−
∫
∂Ω1
pextn1 ·v (3.1)
In an analogous way, we multiply the continuity equation by a test function q in a space
Q and we integrate over Ω1: ∫
Ω1
q div(u) = 0 ∀q ∈ Q. (3.2)
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In this case, we choose Q = L2(Ω1).
We define the linear forms a : V×V→ R, b : V×Q→ R and c : V×V×Q→ R such that
for all u, v, w ∈ [H1(Ω1)]d and q ∈ Q:
a(u,v) =
∫
Ω1
ν∇u : ∇v, b(v, q) = −
∫
Ω1
q div(v), c(u; v,w) =
∫
Ω1
[(u · ∇)u] ·w
Let us assume that f ∈ L2(R+; [L2(Ω1)]d). Moreover, in order to simplify the notation let
us take pext = 0 on ∂Ω1. Then, the weak form of the problem 2.1 reads as follows.
Problem 3.1 Find u ∈ L2(R+; [H1(Ω1)]d) ∩ C0(R+; [L2(Ω1)]d) and p ∈ L2(R+;Q) such
that ∫
Ω1
∂tu · v + a(u,v) + c(u; u,v) + b(v, p) =
∫
Ω1
f · v ∀v ∈ V, (3.3)
b(u, q) = 0 ∀ q ∈ Q. (3.4)
with u(x,0)=u0 for all x∈ Ω1.
For the space discretization, let us consider {Vh ⊂ V} and {Qh ⊂ Q} two families of finite
dimensional subspaces depending on the discretization parameter h. Then, the problem
3.1 becomes:
Problem 3.2 Find (uh, ph) ∈ Vh ×Qh such that:∫
Ω1
∂tuh · vh + a(uh,vh) + c(uh; uh,vh) + b(vh, ph) =
∫
Ω1
f · vh ∀vh ∈ Vh, (3.5)
b(uh, qh) = 0 ∀ qh ∈ Qh. (3.6)
The test functions vh and qh depend only on the space variable x, thus uh and ph can be
written as follows
uh =
N∑
j=1
uj(t)~ψj(x) and ph =
M∑
k=1
pk(t)φk(x),
where N=dim(Vh), M=dim(Qh) and ~ψj(x), φk(x) are the basis functions of Vh and Qh,
respectively, while uj(t), pk(t) : (0,+∞) → R are scalar real functions depending on the
time t >0.
Now, we can write (3.5)-(3.6) as follows:
N∑
j=1
dtuj(t)
∫
Ω1
~ψj · ~ψi +
N∑
j=1
uj(t)a(~ψj , ~ψi) +
N∑
j=1
uj(t)c
(
N∑
l=1
ul(t)~ψl; ~ψj , ~ψi
)
+
+
M∑
k=1
pk(t)b(~ψi, φk) =
∫
Ω1
f(t) · ~ψi, ∀i = 1, ..., N,
(3.7)
N∑
j=1
uj(t)b(~ψj , φm) = 0 ∀m = 1, ...,M. (3.8)
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Let us introduce some notation in order to reformulate the (3.7)-(3.8) as a system of
algebraic differential equations. From now on, we denote the vectors of unknowns as
U(t) = (u1(t), ..., uN (t))
T and P(t) = (p1(t), ..., pM (t), )
T .
We define the matrices A ∈ RN×N and B ∈ RM×N such that
Aij = a(~ψj , ~ψi), and Bkj = a(~ψj , φk), ∀i, j = 1, ..., N k = 1, ...,M,
and we denote
M = {Mij}Ni,j=1 with Mij =
∫
Ω1
~ψj · ~ψi,
C(U(t)) = {Cij(U(t))}Ni,j=1 with Cij(U(t)) = c
(
N∑
l=1
ul(t)~ψl; ~ψj , ~ψi
)
,
F(t) =
∫
Ω1
f(t) · ~ψi, ∀i = 1, ..., N.
Finally, we rewrite (3.7)-(3.8) as:
MdtU(t) +AU(t) + C(U(t))U(t) +B
TP(t) = F(t),
BU(t) = 0.
(3.9)
3.1.2 The Navier-Stokes-Darcy Model
In the problem 2.3, we have to find the velocity u1 and the pressure p1 in the subdomain
Ω1 governed by the Navier-Stokes model in (2.8) and, at the same time, we have to find
the velocity u2 and the pressure p2 in the subdomain Ω2 where the Darcy model in (2.9)
holds. In order to find the weak forms according to the two sets of matching conditions
proposed before, we will proceed as follows.
In Ω1, we have a Navier-Stokes model and then proceeding in a similar way as we did
in the section 3.1.1 we define the linear forms a1 : V1×V1 → R, b1 : V1 × Q1 → R and
c1 : V1×V1 ×Q1 → R such that for all u1, v1, w1 ∈ [H1(Ω1)]d and q ∈ Q1:
a1(u1,v1) =
∫
Ω1
ν∇u1 : ∇v1, b1(v1, q1) = −
∫
Ω1
q1 div(v1), c1(u1; v1,w1) =
∫
Ω1
[(u1·∇)u1]·w1
Then, we obtain for all v1 ∈ V1 and for all q1 ∈ Q1:∫
Ω1
∂tu1 ·v1 +a1(u1,v1)+c1(u1; u1,v1)+b1(v1, p1)+
∫
Γ
(p1n1−ν∇u1 ·n1) ·v1 =
∫
Ω1
f1 ·v1
b1(u1, q1) = 0 (3.10)
Now, considering the problem in Ω2 we make an observation:
u2 = ν
−1K(f2 −∇p2) =⇒ ∇ · u2 = ∇ · [ν−1K (f2 −∇p2)] = 0. (3.11)
This implies that we only need to solve the equation on the right to find p2 and therefore
we can solve the one on the left to find the velocity u2. With this aim, we proceed to find
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the weak formulation of the problem (2.9). As always, we consider a test function q2 in a
space Q2, we multiply our equation by q2 and we integer over Ω2:∫
Ω2
∇ · [ν−1K (f2 −∇p2)] · q2 = 0, ∀q2 ∈ Q2.
Using Green formula:
−
∫
Ω2
[ν−1K (f2 −∇p2)] · ∇q2 +
∫
∂Ω2
[ν−1K (f2 −∇p2)] · n2q2 = 0, ∀q2 ∈ Q2.
In order to simplify the notation, we set u2,c=0, that implies u2·n2=0. Now, using (3.11)
above, we can simplify the terms in the boundary ∂Ω2:∫
∂Ω2
[ν−1K (f2 −∇p2)] · n2q2 =
∫
∂Ω2
u2 · n2q2 =
∫
Γ
u2 · n2q2 = 0
Therefore, for all q2 ∈ Q2 we obtain:∫
Ω2
ν−1K∇p2 · ∇q2 +
∫
Γ
u2 · n2q2 =
∫
Ω2
ν−1K f2 · ∇q2 . (3.12)
We define the linear form a2 : Q2 ×Q2 → R as:
a2(p2, q2) =
∫
Ω2
ν−1K∇p2 · ∇q2, ∀ p2, q2 ∈ Q2.
Then, in Ω2 we have:
a2(p2, q2) +
∫
Γ
u2 · n2q2 =
∫
Ω2
ν−1K f2 · ∇q2 . (3.13)
Let us consider the first set of matching conditions given above for the Navier-Stokes-Darcy
problem given by (2.10)-(2.12). To apply them, we have to make some computations:
(p1n1 − ν∇u1 · n1) · v1 = [(p1n1 − ν∇u1 · n1) · n1]n1 · v1 + [(p1n1 − ν∇u1 · n1) · τ ]τ · v1
= [p1 − n1 · (ν∇u1 · n1)]n1 · v1 − [n1 · (ν∇u1) · τ ]τ · v1.
Using (2.11)-(2.12) on the integral over Γ at the first equation in (3.10), we obtain for all
v1 ∈V1: ∫
Γ
(p1n1 − ν∇u1 · n1) · v1 =
∫
Γ
p2n1 · v1 +
∫
Γ
(u1 · τ)τ · v1
and using (2.10) in the integral over Γ in (3.12), we obtain for all q2 ∈ Q2:∫
Γ
u2 · n2q2 = −
∫
Γ
u1n1q2.
Finally, we give the definitions of the spaces V1, Q1 and Q2 for our problem:
V1 = {v1 ∈ [H1(Ω1)]d : v1 = 0 on Γ1}, Q1 = L20(Ω1), Q2 = H1(Ω2).
Now, we can fomulate the weak form for the problem 2.3 with the first set of matching
conditions:
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Problem 3.3 Find the u1 ∈ L2(R+;V1), p1 ∈ L2(R+;Q1) and p2 ∈ L2(R+;Q2) such
that:∫
Ω1
∂tu1 · v1 + a1(u1,v1) + c1(u1; u1,v1) + b1(v1, p1) +
∫
Γ
p2n1 · v1 +
∫
Γ
(u1 · τ)τ · v1 =
∫
Ω1
f1 · v1
∀v1 ∈ V1, (3.14)
b1(u1, q1) = 0, ∀q1 ∈ Q1, (3.15)
a2(p2, q2)−
∫
Γ
u1 · n1q2 =
∫
Ω2
ν−1K f2 · ∇q2, ∀q2 ∈ Q2 (3.16)
while u2 is obtained by substitution in u2 = ν
−1K(f2−∇p2) and where u1(x, 0) = u1,0 ∈
V1 with ∇ · u1,0 = 0 and u2(x, 0) = u2,0 ∈ H1(Ω2) with ∇ · u2,0 = 0.
For the space discretizations, we consider {Vh ⊂ V } the space discretization of V = V1∪V2
and let Vih = Vh|Ω1 be the restriction of Vh on Ωi for i = 1, 2. Proceeding similarly as we
did in the previous section, we obtain:
Problem 3.4 Find the (u1h, p1h) ∈ V1h ×Q1h and (u2h, p2h) ∈ V2h ×Q2h such that:∫
Ω1
∂tu1h·v1h+a1(u1h,v1h)+c1(u1h; u1h,v1h)+b1(v1h, p1h)+
∫
Γ
p2hn1·v1h+
∫
Γ
(u1h·τ)τ ·v1h =
∫
Ω1
f1·v1h
∀v1h ∈ V1h, (3.17)
b1(u1h, q1h) = 0, ∀q1h ∈ Q1h, (3.18)
a2(p2h, q2h)−
∫
Γ
u1h · n1q2h =
∫
Ω2
ν−1K f2 · ∇q2h, ∀q2h ∈ Q2h (3.19)
We denote the basis of Vh as {~ψi(x)}Nhi=1 where Nh is the dimension of Vh and the basis
of Qh as {φk(x)}Mhk=1 where Mh is the dimension of Qh.
We will use the following notation for the node partition for Vh :
• {x(1)i , 1 ≤ i ≤ N1} nodes in subdomain Ω1,
• {x(2)i , 1 ≤ i ≤ N2} nodes in subdomain Ω2,
• {x(Γ)i , 1 ≤ i ≤ NΓ} nodes on the interface Γ.
According to this partition we split the basis functions of Vh as:
• ~ψ(1)i function associated to x(1)i ,
• ~ψ(2)i function associated to x(2)i ,
• ~ψ(Γ)i function associated to x(Γ)i .
We will use the following notation for the node partition for Vh :
• {x(1)k , 1 ≤ k ≤M1} nodes in subdomain Ω1,
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• {x(2)k , 1 ≤ k ≤M2} nodes in subdomain Ω2,
• {x(Γ)k , 1 ≤ k ≤MΓ} nodes on the interface Γ.
According to this partition we split the basis functions of Qh as:
• φ(1)k function associated to x(1)k ,
• φ(2)k function associated to x(2)k ,
• φ(Γ)k function associated to x(Γ)k .
Therefore, we can rewrite u1h, u2h and uΓh as:
u1h(x) =
N1∑
j=1
u
(1)
1j
~ψ
(1)
j (x) +
NΓ∑
j=1
u
(Γ)
1j
~ψ
(Γ)
j (x) (3.20)
u2h(x) =
N2∑
j=1
u
(2)
2j
~ψ
(2)
j (x) +
NΓ∑
j=1
u
(Γ)
2j
~ψ
(Γ)
j (x) (3.21)
uΓh(x) =
NΓ∑
j=1
u
(Γ)
1j
~ψ
(Γ)
j (x) +
NΓ∑
j=1
u
(Γ)
2j
~ψ
(Γ)
j (x) (3.22)
Doing the same with p1h, p2h and pΓh, we obtain:
p1h(x) =
N1∑
j=1
p
(1)
1j φ
(1)
j (x) +
NΓ∑
j=1
p
(Γ)
1j φ
(Γ)
j (x) (3.23)
p2h(x) =
N2∑
j=1
p
(2)
2j φ
(2)
j (x) +
NΓ∑
j=1
p
(Γ)
2j φ
(Γ)
j (x) (3.24)
pΓh(x) =
NΓ∑
j=1
p
(Γ)
1j φ
(Γ)
j (x) +
NΓ∑
j=1
p
(Γ)
2j φ
(Γ)
j (x) (3.25)
Following the notations in (3.20)-(3.25), we rewrite (3.17) as follows:
N1∑
j=1
dtu
(1)
1j
∫
Ω1
~ψ
(1)
j · ~ψ(1)i +
NΓ∑
j=1
dtu
(Γ)
1j
∫
Ω1
~ψ
(Γ)
j · ~ψ(1)i +
+
N1∑
j=1
u
(1)
1j a1(
~ψ
(1)
j ,
~ψ
(1)
i ) +
NΓ∑
j=1
u
(Γ)
1j a1(
~ψ
(Γ)
j ,
~ψ
(1)
i ) +
+
N1∑
j=1
u
(1)
1j c1(u1h;
~ψ
(1)
j ,
~ψ
(1)
i ) +
NΓ∑
j=1
u
(Γ)
1j c1(u1h;
~ψ
(Γ)
j ,
~ψ
(1)
i ) +
+
M1∑
k=1
p
(1)
1k b1(
~ψ
(1)
i , φ
(1)
k ) +
MΓ∑
k=1
p
(Γ)
1k b1(
~ψ
(1)
i , φ
(Γ)
k ) +
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+
M2∑
k=1
p
(2)
2k
∫
Γ
φ
(2)
k n · ~ψ(1)i +
MΓ∑
k=1
p
(Γ)
2k
∫
Γ
φ
(Γ)
k n · ~ψ(1)i +
+
N1∑
j=1
u
(1)
1j
∫
Γ
(~ψ
(1)
j · τ)τ · ~ψ(1)i +
NΓ∑
j=1
u
(Γ)
1j
∫
Γ
(~ψ
(Γ)
j · τ)τ · ~ψ(1)i =
=
∫
Ω1
f1 · ~ψ(1)i , ∀i = 1, ..., N1.
Analogously, we rewrite (3.18):
N1∑
j=1
u
(1)
1j b1(
~ψ
(1)
j , φ
(1)
k ) +
NΓ∑
j=1
u
(Γ)
1j b1(
~ψ
(Γ)
j , φ
(1)
k ) = 0, ∀k = 1, ..., M1.
Finally, we rewrite (3.19):
M2∑
j=1
p
(2)
2j a2(φ
(2)
j , φ
(2)
k ) +
MΓ∑
j=1
p
(Γ)
2j a2(φ
(Γ)
j , φ
(2)
k ) +
+
N1∑
j=1
u
(1)
1j
∫
Γ
~ψ
(1)
j · n1φ(2)k +
NΓ∑
j=1
u
(Γ)
1j
∫
Γ
~ψ
(Γ)
j · n1φ(2)k =
=
∫
Ω2
ν−1Kf2 · ∇φ(2)k , ∀k = 1, ...M2
Terms in Γ:
N1∑
j=1
dtu
(1)
1j
∫
Ω1
~ψ
(1)
j · ~ψ(Γ)i +
NΓ∑
j=1
dtu
(Γ)
1j
∫
Ω1
~ψ
(Γ)
j · ~ψ(Γ)i +
+
N1∑
j=1
u
(1)
1j a1(
~ψ
(1)
j ,
~ψ
(Γ)
i ) +
NΓ∑
j=1
u
(Γ)
1j a1(
~ψ
(Γ)
j ,
~ψ
(Γ)
i ) +
+
N1∑
j=1
u
(1)
1j c1(u1h;
~ψ
(1)
j ,
~ψ
(Γ)
i ) +
NΓ∑
j=1
u
(Γ)
1j c1(u1h;
~ψ
(Γ)
j ,
~ψ
(Γ)
i ) +
+
M1∑
k=1
p
(1)
1k b1(
~ψ
(Γ)
i , φ
(1)
k ) +
MΓ∑
k=1
p
(Γ)
1k b1(
~ψ
(Γ)
i , φ
(Γ)
k ) +
+
M2∑
k=1
p
(2)
2k
∫
Γ
φ
(2)
k n · ~ψ(Γ)i +
MΓ∑
k=1
p
(Γ)
2k
∫
Γ
φ
(Γ)
k n · ~ψ(Γ)i +
+
N1∑
j=1
u
(1)
1j
∫
Γ
(~ψ
(1)
j · τ)τ · ~ψ(Γ)i +
NΓ∑
j=1
u
(Γ)
1j
∫
Γ
(~ψ
(Γ)
j · τ)τ · ~ψ(Γ)i +
+
M2∑
j=1
p
(2)
2j a2(φ
(2)
j , φ
(Γ)
k ) +
MΓ∑
j=1
p
(Γ)
2j a2(φ
(Γ)
j , φ
(Γ)
k ) +
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+
N1∑
j=1
u
(1)
1j
∫
Γ
~ψ
(1)
j · n1φ(Γ)k +
NΓ∑
j=1
u
(Γ)
1j
∫
Γ
~ψ
(Γ)
j · n1φ(Γ)k =
=
∫
Ω1
f1 · ~ψ(Γ)i +
∫
Ω2
ν−1Kf2 · ∇φ(Γ)k , ∀i = 1, ..., NΓ, k = 1, ...,MΓ.
and:
N1∑
j=1
u
(1)
1j b1(
~ψ
(1)
j , φ
(Γ)
k ) +
NΓ∑
j=1
u
(Γ)
1j b1(
~ψ
(Γ)
j , φ
(Γ)
k ) = 0, ∀k = 1, ..., MΓ.
Let us define some new notation for the matrices:
U11 = (u
(1)
11 , ..., u
(1)
N1
), UΓ1 = (u
(Γ)
11 , ..., u
(Γ)
1NΓ
)
U22 = (u
(2)
22 , ..., u
(2)
N2
), UΓ2 = (u
(Γ)
22 , ..., u
(Γ)
2NΓ
)
P11 = (p
(1)
11 , ..., p
(1)
M1
), PΓ1 = (p
(Γ)
11 , ..., p
(Γ)
1MΓ
)
P22 = (p
(2)
22 , ..., p
(2)
M2
), PΓ2 = (p
(Γ)
22 , ..., p
(Γ)
2MΓ
)
(A11)ij = a1(~ψ
(1)
j ,
~ψ
(1)
i ), (A1Γ)ij = a1(
~ψ
(Γ)
j ,
~ψ
(1)
i )
(AΓ1)ij = a1(~ψ
(1)
j ,
~ψ
(Γ)
i ), (AΓΓ)ij = a1(
~ψ
(Γ)
j ,
~ψ
(Γ)
i )
(A22)ij = a2(φ
(2)
j , φ
(2)
i ), (A2Γ)ij = a2(φ
(Γ)
j , φ
(2)
i )
(AΓ2)ij = a2(φ
(2)
j , φ
(Γ)
i ), (AΓΓ)ij = a2(φ
(Γ)
j , φ
(Γ)
i )
(B11)kj = b1(~ψ
(1)
j , φ
(1)
k ), (B1Γ)kj = b1(
~ψ
(1)
j , φ
(Γ)
k )
(BΓ1)kj = b1(~ψ
(Γ)
j , φ
(1)
k ), (BΓΓ)kj = b1(
~ψ
(Γ)
j , φ
(Γ)
k )
C11 (U1) = {C11ij(U1)} with C11ij(U1) = c1
(
N1∑
l=1
u
(1)
1l
~ψ
(1)
l +
NΓ∑
l=1
u
(Γ)
1l
~ψ
(Γ)
l ;
~ψ
(1)
j ,
~ψ
(1)
i
)
CΓ1 (U1) = {CΓ1ij(U1)} with CΓ1ij(U1) = c1
(
N1∑
l=1
u
(1)
1l
~ψ
(1)
l +
NΓ∑
l=1
u
(Γ)
1l
~ψ
(Γ)
l ;
~ψ
(Γ)
j ,
~ψ
(1)
i
)
C1Γ(U1) = {C1Γij(U1)} with C1Γij(U1) = c1
(
N1∑
l=1
u
(1)
1l
~ψ
(1)
l +
NΓ∑
l=1
u
(Γ)
1l
~ψ
(Γ)
l ;
~ψ
(1)
j ,
~ψ
(Γ)
i
)
CΓΓ (U1) = {CΓΓij(U1)} with CΓΓij(U1) = c1
(
N1∑
l=1
u
(1)
1l
~ψ
(1)
l +
NΓ∑
l=1
u
(Γ)
1l
~ψ
(Γ)
l ;
~ψ
(Γ)
j ,
~ψ
(Γ)
i
)
M
(1)
11 where [M
(1)
11 ]ij =
∫
Ω1
~ψ
(1)
j · ~ψ(1)i , i = 1, ..., N1, j = 1, ..., N1.
M
(1)
1Γ where [M
(1)
1Γ ]ij =
∫
Ω1
~ψ
(Γ)
j · ~ψ(1)i , i = 1, ..., N1, j = 1, ..., NΓ.
M
(1)
Γ1 where [M
(1)
Γ1 ]ij =
∫
Ω1
~ψ
(1)
j · ~ψ(Γ)i , i = 1, ..., NΓ, j = 1, ..., N1.
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M
(1)
ΓΓ where [M
(1)
1Γ ]ij =
∫
Ω1
~ψ
(Γ)
j · ~ψ(Γ)i , i = 1, ..., NΓ, j = 1, ..., NΓ.
N
(Γ)
12 where [N
(Γ)
12 ]ik =
∫
Γ
φ
(2)
k n1 · ~ψ(1)i , k = 1, ...,M2, i = 1, ..., N1.
N
(Γ)
Γ2 where [N
(Γ)
Γ2 ]ik =
∫
Γ
φ
(2)
k n1 · ~ψ(Γ)i , k = 1, ...,M2, i = 1, ..., NΓ.
N
(Γ)
1Γ where [N
(Γ)
1Γ ]ik =
∫
Γ
φ
(Γ)
k n1 · ~ψ(1)i , k = 1, ...,MΓ, i = 1, ..., N1.
N
(Γ)
21 where [N
(Γ)
21 ]ik =
∫
Γ
~ψ
(1)
i n1 · φ(2)k , k = 1, ...,M2, i = 1, ..., N1.
N
(Γ)
Γ1 where [N
(Γ)
Γ1 ]ik =
∫
Γ
~ψ
(1)
i n1 · φ(Γ)k , k = 1, ...,MΓ, i = 1, ..., N1.
N
(Γ)
ΓΓ where [N
(Γ)
21 ]ik =
∫
Γ
~ψ
(Γ)
i n1 · φ(Γ)k , k = 1, ...,MΓ, i = 1, ..., NΓ.
T
(Γ)
11 where [T
(Γ)
11 ]ij =
∫
Γ
(~ψ
(1)
j · τ)τ · ~ψ(1)i , i = 1, ..., N1, j = 1, ..., N1.
T
(Γ)
1Γ where [T
(Γ)
1Γ ]ij =
∫
Γ
(~ψ
(Γ)
j · τ)τ · ~ψ(1)i , i = 1, ..., N1, j = 1, ..., NΓ.
T
(Γ)
Γ1 where [T
(Γ)
Γ1 ]ij =
∫
Γ
(~ψ
(1)
j · τ)τ · ~ψ(Γ)i , i = 1, ..., NΓ, j = 1, ..., N1.
T
(Γ)
ΓΓ where [T
(Γ)
ΓΓ ]ij =
∫
Γ
(~ψ
(Γ)
j · τ)τ · ~ψ(Γ)i , i = 1, ..., NΓ, j = 1, ..., NΓ.
F
(1)
1 =
∫
Ω1
f1 · ~ψ(1)i , F(2)2 =
∫
Ω2
ν−1Kf2 · ∇φ(2)k .
F
(Γ)
1 =
∫
Ω1
f1 · ~ψ(Γ)i , F(Γ)2 =
∫
Ω2
ν−1Kf2 · ∇φ(Γ)k .
Reformulation of (3.17)-(3.19) in a system of algebraic differential equations:
M11dtU
1
1 + M1ΓdtU
Γ
1 +A11U
1
1 +A1ΓU
Γ
1 + C
1
1 (U1)U
1
1 + C
Γ
1 (U1)U
Γ
1 +
+BT11P11 +B
T
1ΓP1Γ +N12P
2
2 +N1ΓP
Γ
2 + T
(Γ)
11 U
1
1 + T
(Γ)
1Γ U
1
1 = F
(1)
1
B11U
1
1 +B1ΓU
Γ
1 = 0
A22P
2
2 +A2ΓP
Γ
2 +N21U
1
1 +NΓ1U
Γ
1 = F
(2)
2
MΓ1dtU
1
1 + MΓΓdtU
Γ
1 +AΓ1U
1
1 +AΓΓU
Γ
1 + C
1
Γ(U1)U
1
1 + C
Γ
Γ (U1)U
Γ
1 +
+BTΓ1P
1
1 +B
T
ΓΓP
Γ
1 +NΓ2P
2
2 +NΓΓP
Γ
2 + TΓ1U
1
1 + TΓΓU
Γ
1 +AΓ2P
2
2+
+AΓΓP
Γ
2 + +NΓ1U
1
1 +NΓΓU
Γ
1 = F
(Γ)
1 + F
(Γ)
2
BΓ1U
Γ
1 +BΓΓU
Γ
1 = 0
(3.26)
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In the other case, when we consider the second set of matching conditions (S2) we should
introduce a more involved mathematical treatment (we need to use Lagrange multipliers
to impose the continuity of fluxes in (2.13)) and we do not consider it here.
3.2 Weak formulations of the Advection-Diffusion models
In our derivation of the algebraic system we consider the classical Garlekin method for
simplicity of notation. Of course, since we are studying convection-diffusion problems, nu-
merical instabilities may arise in the convection-dominating region. In that case, suitable
stabilization techniques such as SUPG (Streamline Upwind/Petrov-Garlekin method) or
GLS (Garlekin/Least-Squares method) should be included. However, the additional terms
due to stabilization will add contributions to the bilinear forms defined in Ω1 and Ω2 but
they will not have any impact on the coupling terms on the interface.
3.2.1 The Pure Diffusion Model
Now, supposing that we already know u and p, we want to write the weak form of the
problem 2.2. In this case we have a coupled problem for the concentrations, in fact,
depending on the matching conditions at the interface Γ that we choose, we have the
model A or the model B.
First, let us consider the problem 2.2 in Ω1. We take a test function v1 in a space V1 that
will be specified later and, multiplying by v1 the advection-diffusion equation in (2.2),
integrating over Ω1 and applying Green formula, we obtain for all v1 ∈ V1:∫
Ω1
∂tc1 · v1 +
∫
Ω1
(µ1∇c1) · ∇v1 +
∫
Ω1
(u · ∇c1) · v1 −
∫
∂Ω1
(µ1∇c1) · n1v1 =
∫
Ω1
s1 · v1
In order to simplify the notation of the weak formulation, we will consider an homogeneus
boundary condition on Γ1,up, then c1,up=0, and we choose the space V1 such that:
V1 = [H
1
Γ1,up(Ω1)]
d = {v1 ∈ [H1(Ω1)]d : v1 = 0 on Γ1,up}.
In such space, all the terms in the boundary ∂Ω1 \ Γ become zero and we find for all
v1 ∈ V1:∫
Ω1
∂tc1 · v1 +
∫
Ω1
(µ1∇c1) · ∇v1 +
∫
Ω1
(u · ∇c1) · v1−
∫
Γ
(µ1∇c1) ·n1v1 =
∫
Ω1
s1 · v1 (3.27)
Now, we consider the problem in Ω2 given by (2.3) and we take a test function v2 in a
space V2 defined as:
V2 = [H
1
Γ2,up(Ω2)]
d = {v2 ∈ [H1(Ω2)]d : v2 = 0 on Γ2,up}
and proceeding exactly as for the concentration c1, we consider c2,up=0 in Γ2,up, and we
find for all v2 ∈ V2:∫
Ω2
∂tc2 · v2 +
∫
Ω2
(µ2∇c2) · ∇v2 −
∫
Γ
(µ2∇c2) · n2v2 =
∫
Ω2
s2 · v2. (3.28)
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Let us define the bilinear forms ai : Vi × Vi → R such that for all ci, vi ∈ Vi with i=1,2,
we denote:
a1(c1, v1) =
∫
Ω1
(µ1∇c1) · ∇v1 +
∫
Ω1
(u · ∇c1) · v1, a2(c2, v2) =
∫
Ω2
(µ2∇c2) · ∇v2.
Model A. If we consider the matching conditions (2.4)-(2.5) at the interface Γ we have:
−
∫
Γ
(µ1∇c1) · n1v1 =
∫
Γ
ζ(c1 − c2)v1, −
∫
Γ
(µ2∇c2) · n2v2 =
∫
Γ
(µ1∇c1) · n1v2.
The weak form of the model A reads as follows:
Problem 3.5 Find c1 ∈ L2(R+;V1) and c2 ∈ L2(R+;V2) such that:
∫
Ω1
∂tc1 · v1 + a1(c1, v1) +
∫
Γ
ζ(c1 − c2)v1 =
∫
Ω1
s1 · v1, ∀v1 ∈ V1 (3.29)∫
Ω2
∂tc2 · v2 + a2(c2, v2) +
∫
Γ
(µ1∇c1) · n1v2 =
∫
Ω2
s2 · v2, ∀v2 ∈ V2. (3.30)
where c1(x, 0) = c1,0 ∈ V1 and c2(x, 0) = c2,0 ∈ V2.
Model B. If we consider the matching conditions (2.6)-(2.7) at the interface Γ we obtain:
−
∫
Γ
(µ1∇c1) · n1v1 =
∫
Γ
ζ(c1 − c2)v1, −
∫
Γ
(µ2∇c2) · n2v2 =
∫
Γ
ζ(c2 − c1)v2.
The weak form of the model B is given by:
Problem 3.6 Find c1 ∈ L2(R+;V1) and c2 ∈ L2(R+;V2) such that:
∫
Ω1
∂tc1 · v1 + a1(c1, v1) +
∫
Γ
ζ(c1 − c2)v1 =
∫
Ω1
s1 · v1, ∀v1 ∈ V1 (3.31)∫
Ω2
∂tc2 · v2 + a2(c2, v2) +
∫
Γ
ζ(c2 − c1)v2 =
∫
Ω2
s2 · v2, ∀v2 ∈ V2. (3.32)
where c1(x, 0) = c1,0 ∈ V1 and c2(x, 0) = c2,0 ∈ V2.
The interface conditions (2.4)-(2.5) are equivalent to (2.6)-(2.7), but they are lead to
different weak formulations. Remark that if we made the additional assumption that
v1=v2 on Γ then, both these formulations would reduce to the same following form:
Problem 3.7 Find c1 ∈ L2(R+;V1) and c2 ∈ L2(R+;V2) such that:
∫
Ω1
∂tc1 · v1 + a1(c1, v1) =
∫
Ω1
s1 · v1, ∀v1 ∈ V1 (3.33)∫
Ω2
∂tc2 · v2 + a2(c2, v2) =
∫
Ω2
s2 · v2, ∀v2 ∈ V2. (3.34)
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where c1(x, 0) = c1,0 ∈ V1 and c2(x, 0) = c2,0 ∈ V2.
Following [2] and noticing that model B leads to a more symmetric contributions on the
interface Γ, we will consider such formulation rather than the one associated to model A
in the rest of this work. Thus, considering the weak formulation in problem 3.6 we proceed
to reformulate it as a system of algebraic differential equations.
For the space discretization, let us consider {V1h ⊂ V1} and {V2h ⊂ V2} two families
of finite dimensional subspaces depending on the discretization parameter h, then the
problem 3.6 becomes:
Problem 3.8 Find c1h ∈ L2(R+;V1h) and c2h ∈ L2(R+;V2h) such that:∫
Ω1
∂tc1h · v1h + a1(c1h , v1h) +
∫
Γ
ζ(c1h − c2h)v1h =
∫
Ω1
s1 · v1h , ∀v1h ∈ V1h (3.35)∫
Ω2
∂tc2h · v2h + a2(c2h , v2h) +
∫
Γ
ζ(c2h − c1h)v2h =
∫
Ω2
s2 · v2h , ∀v2h ∈ V2h . (3.36)
Let us denote a basis of Vh as {ϕi}Nhi=1. Then, from now on, we will use the following
notation for the node partition:
• {x(1)j , 1 ≤ j ≤ N1} nodes in subdomain Ω1.
• {x(2)j , 1 ≤ j ≤ N2} nodes in subdomain Ω2.
• {x(Γ)j , 1 ≤ j ≤ NΓ} nodes on the interface Γ.
According to this partition, the basis function splits as follows:
• ϕ(1)j function associated to x(1)j .
• ϕ(2)j function associated to x(2)j .
• ϕ(Γ)j function associated to x(Γ)j .
Now, we can rewrite c1h and c2h as:
c1h(x) =
N1∑
j=1
c
(1)
1j ϕ
(1)
j (x) +
NΓ∑
j=1
c
(Γ)
1j ϕ
(Γ)
j (x)
c2h(x) =
N2∑
j=1
c
(2)
2j ϕ
(2)
j (x) +
NΓ∑
j=1
c
(Γ)
2j ϕ
(Γ)
j (x)
cΓh(x) =
NΓ∑
j=1
c
(Γ)
1j ϕ
(Γ)
j (x) +
NΓ∑
j=1
c
(Γ)
2j ϕ
(Γ)
j (x)
Using notation defined above, we rewrite (3.35) as follows:
N1∑
j=1
dtc
(1)
1j
∫
Ω1
ϕ
(1)
j · ϕ(1)i +
NΓ∑
j=1
dtc
(Γ)
1j
∫
Ω1
ϕ
(Γ)
j · ϕ(1)i +
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+
N1∑
j=1
c
(1)
1j a1(ϕ
(1)
j , ϕ
(1)
i ) +
NΓ∑
j=1
c
(Γ)
1j a1(ϕ
(Γ)
j , ϕ
(1)
i ) +
+ ζ
N1∑
j=1
c
(1)
1j
∫
Γ
ϕ
(1)
j ϕ
(1)
i + ζ
NΓ∑
j=1
c
(Γ)
1j
∫
Γ
ϕ
(Γ)
j ϕ
(1)
i −
− ζ
N2∑
j=1
c
(2)
2j
∫
Γ
ϕ
(2)
j ϕ
(1)
i − ζ
NΓ∑
j=1
c
(Γ)
2j
∫
Γ
ϕ
(Γ)
j ϕ
(1)
i =
=
∫
Ω1
s1 · ϕ(1)i , ∀i = 1, ..., N1.
Proceeding in the same way as before, we obtain (3.36):
N2∑
j=1
dtc
(2)
2j
∫
Ω2
ϕ
(2)
j · ϕ(2)i +
NΓ∑
j=1
dtc
(Γ)
2j
∫
Ω2
ϕ
(Γ)
j · ϕ(2)i +
+
N2∑
j=1
c
(2)
2j a2(ϕ
(2)
j , ϕ
(2)
i ) +
NΓ∑
j=1
c
(Γ)
2j a2(ϕ
(Γ)
j , ϕ
(2)
i ) +
+ ζ
N2∑
j=1
c
(2)
2j
∫
Γ
ϕ
(2)
j ϕ
(2)
i + ζ
NΓ∑
j=1
c
(Γ)
2j
∫
Γ
ϕ
(Γ)
j ϕ
(2)
i −
− ζ
N1∑
j=1
c
(1)
1j
∫
Γ
ϕ
(1)
j ϕ
(2)
i − ζ
NΓ∑
j=1
c
(Γ)
1j
∫
Γ
ϕ
(Γ)
j ϕ
(2)
i =
=
∫
Ω2
s2 · ϕ(2)i , ∀i = 1, ..., N2.
Now, proceeding in a similar way for the terms in Γ we obtain:
N1∑
j=1
dtc
(1)
1j
∫
Ω1
ϕ
(1)
j · ϕ(Γ)i +
NΓ∑
j=1
dtc
(Γ)
1j
∫
Ω1
ϕ
(Γ)
j · ϕ(Γ)i +
N2∑
j=1
dtc
(2)
2j
∫
Ω2
ϕ
(2)
j · ϕ(Γ)i +
NΓ∑
j=1
dtc
(Γ)
2j
∫
Ω2
ϕ
(Γ)
j · ϕ(Γ)i +
+
N1∑
j=1
c
(1)
1j a1(ϕ
(1)
j , ϕ
(Γ)
i ) +
NΓ∑
j=1
c
(Γ)
1j a1(ϕ
(Γ)
j , ϕ
(Γ)
i ) +
+
N2∑
j=1
c
(2)
2j a2(ϕ
(2)
j , ϕ
(Γ)
i ) +
NΓ∑
j=1
c
(Γ)
2j a2(ϕ
(Γ)
j , ϕ
(Γ)
i )
=
∫
Ω1
s1 · ϕ(Γ)i +
∫
Ω2
s2 · ϕ(Γ)i , ∀i = 1, ..., NΓ.
Let us define some new notation for the matrices:
(A11)ij = a1(ϕ
(1)
j , ϕ
(1)
i ), (A1Γ)ij = a1(ϕ
(Γ)
j , ϕ
(1)
i )
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(A22)ij = a2(ϕ
(2)
j , ϕ
(2)
i ), (A2Γ)ij = a2(ϕ
(Γ)
j , ϕ
(2)
i )
(A
(1)
ΓΓ)ij = a1(ϕ
(Γ)
j , ϕ
(Γ)
i ), (A
(2)
ΓΓ)ij = a2(ϕ
(Γ)
j , ϕ
(Γ)
i )
(AΓ1)ij = a1(ϕ
(1)
j , ϕ
(Γ)
i ), (AΓ2)ij = a2(ϕ
(2)
j , ϕ
(Γ)
i )
C11 = (c
(1)
11 , ..., c
(1)
1N1
), CΓ1 = (c
(Γ)
11 , ..., c
(Γ)
1NΓ
)
C22 = (c
(2)
21 , ..., c
(2)
2N2
), CΓ2 = (c
(Γ)
21 , ..., c
(Γ)
1NΓ
)
M
(1)
11 where [M
(1)
11 ]ij =
∫
Ω1
ϕ
(1)
j · ϕ(1)i , i = 1, ..., N1, j = 1, ..., N1.
M
(1)
1Γ where [M
(1)
1Γ ]ij =
∫
Ω1
ϕ
(Γ)
j · ϕ(1)i , i = 1, ..., N1, j = 1, ..., NΓ.
M
(2)
22 where [M
(2)
22 ]ij =
∫
Ω2
ϕ
(2)
j · ϕ(2)i , i = 1, ..., N2, j = 1, ..., N2.
M
(2)
2Γ where [M
(2)
2Γ ]ij =
∫
Ω2
ϕ
(Γ)
j · ϕ(2)i , i = 1, ..., NΓ, j = 1, ..., N2.
M
(Γ)
11 where [M
(Γ)
11 ]ij =
∫
Γ
ϕ
(1)
j · ϕ(1)i , i = 1, ..., N1, j = 1, ..., N1.
M
(Γ)
1Γ where [M
(Γ)
1Γ ]ij =
∫
Γ
ϕ
(Γ)
j · ϕ(1)i , i = 1, ..., N1, j = 1, ..., NΓ.
M
(Γ)
22 where [M
(Γ)
22 ]ij =
∫
Γ
ϕ
(2)
j · ϕ(2)i , i = 1, ..., N2, j = 1, ..., N2.
M
(Γ)
2Γ where [M
(Γ)
2Γ ]ij =
∫
Γ
ϕ
(Γ)
j · ϕ(2)i , i = 1, ..., N2, j = 1, ..., NΓ.
M
(Γ)
12 where [M
(Γ)
12 ]ij =
∫
Γ
ϕ
(2)
j · ϕ(1)i , i = 1, ..., N1, j = 1, ..., N2.
M
(Γ)
21 where [M
(Γ)
21 ]ij =
∫
Γ
ϕ
(1)
j · ϕ(2)i , i = 1, ..., N2, j = 1, ..., N1.
Remark: M
(Γ)
21 =[M
(Γ)
12 ]
T.
M
(1)
ΓΓ where [M
(1)
ΓΓ ]ij =
∫
Ω1
ϕ
(Γ)
j · ϕ(Γ)i , i = 1, ..., NΓ, j = 1, ..., NΓ.
M
(2)
ΓΓ where [M
(2)
ΓΓ ]ij =
∫
Ω2
ϕ
(Γ)
j · ϕ(Γ)i , i = 1, ..., NΓ, j = 1, ..., NΓ.
M
(1)
Γ1 where [M
(1)
Γ1 ]ij =
∫
Ω1
ϕ
(1)
j · ϕ(Γ)i , i = 1, ..., NΓ, j = 1, ..., N1.
Remark: M
(1)
Γ1 =[M
(1)
1Γ ]
T.
M
(2)
Γ2 where [M
(2)
Γ2 ]ij =
∫
Ω2
ϕ
(2)
j · ϕ(Γ)i , i = 1, ..., NΓ, j = 1, ..., N2.
Remark: M
(2)
Γ2 =[M
(2)
2Γ ]
T.
F
(1)
1 =
∫
Ω1
s1 · ϕ(1)i , F(2)2 =
∫
Ω1
s2 · ϕ(2)i .
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F
(1)
Γ =
∫
Ω1
s1 · ϕ(Γ)i , F(2)Γ =
∫
Ω2
s2 · ϕ(Γ)i .
Reformulation in a system of algebraic differential equations:
M
(1)
11 dtC
1
1 +M
(1)
1Γ dtC
Γ
1 +A11C
1
1 +A1ΓC
Γ
1 + ζ
(
M
(Γ)
11 C
1
1 −M (Γ)12 C22 +M (Γ)1Γ (CΓ1 − CΓ2 )
)
= F
(1)
1
M
(2)
22 dtC
2
2 +M
(2)
2Γ dtC
Γ
2 +A22C
2
2 +A2ΓC
Γ
2 + ζ
(
M
(Γ)
22 C
2
2 −M (Γ)21 C11 +M (Γ)2Γ (CΓ2 − CΓ1 )
)
= F
(2)
2
M
(1)
Γ1 dtC
1
1 +M
(1)
ΓΓ dtC
Γ
1 +M
(2)
Γ2 dtC
2
2 +M
(2)
ΓΓ dtC
Γ
2 +AΓ1C
1
1 +A
(1)
ΓΓC
Γ
1 +AΓ2C
2
2 +A
(2)
ΓΓC
Γ
2 = F
(1)
Γ + F
(2)
Γ
(3.37)
3.2.2 The Passive Interface Model
Similarly as we did above, in this section, we want to find the weak form of the problem
2.9, but in this case we cannot suppose that we already know the fluid dynamics because
depending on the matching conditions we could not know them.
First, we consider the problem in the subdomain Ω1. Proceeding similarly as we did in the
previous section and using the boundary conditions in (2.16) the terms in the boundary
are simplified as follows:∫
Γ1,up
(µ1∇c1 − u1 · c1) · n1︸ ︷︷ ︸
=(cupu1)·n1
v1 +
∫
Γ1,dw
(µ1∇c1 − u1 · c1) · n1︸ ︷︷ ︸
=(u1·c1)·n1
v1 +
∫
Γ
(µ1∇c1−u1 · c1) ·n1v1
Remember that we choose u1=0 on Γ1, then all the terms in Γ1,up and Γ1,dw become zero.
Thus, we find for all v1 ∈ V1.:∫
Ω1
∂tc1 · v1 +
∫
Ω1
(µ1∇c1 − u1 · c1) · ∇v1 −
∫
Γ
(µ1∇c1 − u1 · c1) · n1v1 =
∫
Ω1
s1 · v1. (3.38)
In particular, we choose the space V1 = [H
1(Ω1)]
d.
Now, we consider the problem in the subdomain Ω2 and using the boundary conditions in
(2.17) the terms in the interface are simplified:∫
Γ2,up
(µ2∇c2 − u2 · c2) · n2︸ ︷︷ ︸
=(cupu2)·n2
v2 +
∫
Γ2,dw
(µ2∇c2 − u2 · c2) · n2︸ ︷︷ ︸
=(u2·c2)·n2
v2 +
∫
Γ
(µ2∇c2−u2 · c2) ·n2v2
Finally, as we have chosen u2·n2=0 on Γ2, for all v2 ∈ V2 we obtain:∫
Ω2
φ∂tc2 ·v2 +
∫
Ω2
(µ2∇c2−u2 ·c2) ·∇v2−
∫
Γ
(µ2∇c2−u2 ·c2) ·n2v2 =
∫
Ω1
φs2 ·v2. (3.39)
In particular, we choose the space V2 = [H
1(Ω2)]
d.
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Let us define the bilinear forms ai : Vi × Vi → R such that for all ci, vi ∈ Vi with i=1,2,
we denote:
a1(c1, v1) =
∫
Ω1
(µ1∇c1 − u1 · c1) · ∇v1, a2(c2, v2) =
∫
Ω2
(µ2∇c2 − u2 · c2) · ∇v2,
Now if we consider the set of matching conditions S3 given by (2.18)-(2.19) at the interface
Γ and we set v:=v1=v2 on Γ for vi ∈ Vi (i=1,2), we have:∫
Γ
(µ1∇c1 − u1 · c1) · n1v1 +
∫
Γ
(µ2∇c2 − u2 · c2) · n2v2 =
=
∫
Γ
(µ1∇c1 · n1 + µ2∇c2 · n2)︸ ︷︷ ︸
=0
v−
∫
Γ
([u1·c1]·n1+[u2· c2︸︷︷︸
=c1
]·n2)v = −
∫
Γ
(c1·(u1 · n1 + u2 · n2)︸ ︷︷ ︸
=0
v = 0.
Now, we can formulate the weak form of the problem 2.4 with (S3) as follows:
Problem 3.9 Find c1 ∈ L2(R+;V1) and c2 ∈ L2(R+;V2) such that:∫
Ω1
∂tc1 · v1 + a1(c1, v1) =
∫
Ω1
s1 · v1, ∀v1 ∈ V1. (3.40)∫
Ω2
φ∂tc2 · v2 + a2(c2, v2) =
∫
Ω2
φs2 · v2, ∀v2 ∈ V2. (3.41)
where c1(x, 0) = c1,0 ∈ V1 and c2(x, 0) = c2,0 ∈ V2.
Making some computation an using the notation above we obtain the weak form of (3.40):∫
Ω1
∂tc1h · v1h + a1(c1h, v1h) =
∫
Ω1
s1 · v1h
Using the step (g) in the notation defined at the beginning of this section, we rewrite:
N1∑
j=1
dtc
(1)
1j
∫
Ω1
ϕ
(1)
j · ϕ(1)i +
NΓ∑
j=1
dtc
(Γ)
1j
∫
Ω1
ϕ
(Γ)
j · ϕ(1)i +
+
N1∑
j=1
c
(1)
1j a1(ϕ
(1)
j , ϕ
(1)
i ) +
NΓ∑
j=1
c
(Γ)
1j a1(ϕ
(Γ)
j , ϕ
(1)
i )
=
∫
Ω1
s1 · ϕ(1)i , ∀i = 1, ..., N1.
In a similar way, we develop (3.41) and we have:∫
Ω2
φ∂tc2h · v2h + a2(c2h, v2h) =
∫
Ω2
φ s2 · v2h
Using again the step (g) we obtain:
φ
N2∑
j=1
dtc
(2)
2j
∫
Ω2
ϕ
(2)
j · ϕ(2)i + φ
NΓ∑
j=1
dtc
(Γ)
2j
∫
Ω2
ϕ
(Γ)
j · ϕ(2)i +
29 3.2. WEAK FORMULATIONS OF THE ADVECTION-DIFFUSION MODELS
+
N2∑
j=1
c
(2)
2j a2(ϕ
(2)
j , ϕ
(2)
i ) +
NΓ∑
j=1
c
(Γ)
2j a2(ϕ
(Γ)
j , ϕ
(2)
i )
=
∫
Ω2
φ s2 · ϕ(2)i , ∀i = 1, ..., N2.
We set v1 = v2 in Γ and so we obtain:
N1∑
j=1
dtc
(1)
1j
∫
Ω1
ϕ
(1)
j · ϕ(Γ)i +
NΓ∑
j=1
dtc
(Γ)
1j
∫
Ω1
ϕ
(Γ)
j · ϕ(Γ)i +
+ φ
N2∑
j=1
dtc
(1)
2j
∫
Ω2
ϕ
(2)
j · ϕ(Γ)i + φ
NΓ∑
j=1
dtc
(Γ)
2j
∫
Ω2
ϕ
(Γ)
j · ϕ(Γ)i +
+
N1∑
j=1
c
(1)
1j a1(ϕ
(1)
j , ϕ
(Γ)
i ) +
NΓ∑
j=1
c
(Γ)
1j a1(ϕ
(Γ)
j , ϕ
(Γ)
i ) +
+
N2∑
j=1
c
(2)
2j a2(ϕ
(2)
j , ϕ
(Γ)
i ) +
NΓ∑
j=1
c
(Γ)
2j a2(ϕ
(Γ)
j , ϕ
(Γ)
i ) =
=
∫
Ω1
s1 · ϕ(Γ)i +
∫
Ω2
s2 · ϕ(Γ)i , ∀i = 1, ..., NΓ.
Reformulation in a system of algebraic differential equations:
M
(1)
11 dtC
1
1 +M
(1)
1Γ dtC
Γ
1 +A11C
1
1 +A1ΓC
Γ
1 = F
(1)
1
M
(2)
22 φdtC
2
2 +M
(2)
2Γ φdtC
Γ
2 +A22C
2
2 +A2ΓC
Γ
2 = F
(2)
2
dtC
1
1M
(1)
Γ1 + dtC
Γ
1M
(1)
ΓΓ + C
1
1AΓ1 + C
Γ
1A
(1)
ΓΓ + φdtC
2
2M
(2)
Γ2 + φdtC
Γ
2M
(2)
ΓΓ + C
2
2AΓ2 + C
Γ
2A
(2)
ΓΓ = F
(1)
Γ + F
(2)
Γ .
(3.42)
Remark: In this case, the matrices F
(2)
2 and F
(2)
Γ are given by:
F
(2)
2 =
∫
Ω2
φ s2 · ϕ(2)i and F (2)Γ =
∫
Ω2
φ s2 · ϕ(Γ)i
3.2.3 The Active Interface Model
Now, we are considering the boundary conditions in (S4) for the problem 2.9, so we are
dealing with an interface that plays an active role in the filtration process. Proceeding in
a similar way as we did above, we obtain:∫
Ω1
∂tc1 · v1 + a1(c1, v1) +
∫
Γ
(u1c1 − µ1∇c1) · n1︸ ︷︷ ︸
J1,2
v1 =
∫
Ω1
s1 · v1, ∀v1 ∈ V1.
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In a similar way, we obtain∫
Ω2
φ∂tc2 · v2 + a2(c2, v2) +
∫
Γ
(u2c2 − µ2∇c2) · n2︸ ︷︷ ︸
−J1,2
v2 =
∫
Ω2
φ s2 · v2, ∀v2 ∈ V2.
Remark: As we have explained in section 2.2, when we are assuming the equilibrium of
the concentrations at the interface, we have J1,2 = 0. Therefore, in this case we do not
consider v1 = v2 in Γ because we are interested in taking into account what happens inside
the interface which has infinitesimal thickness.
Using the step (g) in the notation defined at the beginning, we rewrite the first equation
as follows:
N1∑
j=1
dtc
(1)
1j
∫
Ω1
ϕ
(1)
j · ϕ(1)i +
NΓ∑
j=1
dtc
(Γ)
1j
∫
Ω1
ϕ
(Γ)
j · ϕ(1)i +
+
N1∑
j=1
c
(1)
1j a1(ϕ
(1)
j , ϕ
(1)
i ) +
NΓ∑
j=1
c
(Γ)
1j a1(ϕ
(Γ)
j , ϕ
(1)
i ) +
+
∫
Γ
J1,2 ϕ
(1)
i =
∫
Ω1
s1 · ϕ(1)i , i = 1, ..., N1.
Proceeding in a similar way for the second equation:
N2∑
j=1
φdtc
(2)
2j
∫
Ω2
ϕ
(2)
j · ϕ(2)i +
NΓ∑
j=1
φdtc
(Γ)
2j
∫
Ω2
ϕ
(Γ)
j · ϕ(2)i +
+
N2∑
j=1
c
(2)
2j a2(ϕ
(2)
j , ϕ
(2)
i ) +
NΓ∑
j=1
c
(Γ)
2j a2(ϕ
(Γ)
j , ϕ
(2)
i ) +
−
∫
Γ
J1,2 ϕ
(2)
i =
∫
Ω2
φ s2 · ϕ(2)i , i = 1, ..., N2.
And for the terms in Γ:
N1∑
j=1
dtc
(1)
1j
∫
Ω1
ϕ
(1)
j · ϕ(Γ)i +
NΓ∑
j=1
dtc
(Γ)
1j
∫
Ω1
ϕ
(Γ)
j · ϕ(Γ)i +
N2∑
j=1
φdtc
(2)
2j
∫
Ω2
ϕ
(2)
j · ϕ(Γ)i +
NΓ∑
j=1
φdtc
(Γ)
2j
∫
Ω2
ϕ
(Γ)
j · ϕ(Γ)i +
+
N1∑
j=1
c
(1)
1j a1(ϕ
(1)
j , ϕ
(Γ)
i ) +
NΓ∑
j=1
c
(Γ)
1j a1(ϕ
(Γ)
j , ϕ
(Γ)
i ) +
+
N2∑
j=1
c
(2)
2j a2(ϕ
(2)
j , ϕ
(Γ)
i ) +
NΓ∑
j=1
c
(Γ)
2j a2(ϕ
(Γ)
j , ϕ
(Γ)
i ) +
+
∫
Γ
J1,2
(
ϕ
(Γ)
i |Ω1 − ϕΓi |Ω2
)
=
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=
∫
Ω1
s1 · ϕ(Γ)i +
∫
Ω2
s2 · ϕ(Γ)i , ∀i = 1, ..., NΓ.
Let us introduce some new notation:
J
(1)
12 where [J
(1)
12 ]ij =
∫
Γ
J1,2 j ϕ
(1)
i
J
(2)
12 where [J
(2)
12 ]ij = −
∫
Γ
J1,2 j ϕ
(2)
i
J
(Γ)
12 where [J
(Γ)
12 ]ij =
∫
Γ
J1,2 j
(
ϕ
(Γ)
i |Ω1 − ϕ(Γ)i |Ω2
)
We obtain the reformulation in a system of algebraic differential equations:
M
(1)
11 dtC
1
1 +M
(1)
1Γ dtC
Γ
1 +A11C
1
1 +A1ΓC
Γ
1 + J
(1)
12 = F
(1)
1 .
M
(2)
22 φdtC
2
2 +M
(2)
2Γ φdtC
Γ
2 +A22C
2
2 +A2ΓC
Γ
2 + J
(2)
12 = F
(2)
2 .
M
(1)
Γ1 dtC
1
1 +M
(1)
ΓΓ dtC
Γ
1 +AΓ1C
1
1 +A
(1)
ΓΓC
Γ
1 +M
(2)
Γ2 φdtC
2
2 +M
(2)
ΓΓφdtC
Γ
2 +
AΓ2C
2
2 +A
(2)
ΓΓC
Γ
2 + J
(Γ)
12 = F
(1)
Γ + F
(2)
Γ .
(3.43)
3.3 Conclusions
Finally, we will couple the models for the fluid dynamics and the concentrations devel-
oped in the previous sections according to the situations that we have proposed in the
introduction of the project.
• Situation 1
We have a passive interface and we consider that the fluid dynamics is not influenced
by the concentrations inside the domain and the porous region. So, we consider two
different cases:
– If we consider that the fluid does not flow on the porous domain, we solve the
system (3.9) for the fluid dynamics and the system (3.37) for the concentrations
(Model A and Model B).
– If we consider two different solutions of the fluid motion (one in each subdo-
main), we solve the system (3.26) for the fluid dynamics and the system (3.42)
for the concentrations (Model C). Remember that in this model we consider
(S1) for the problem 2.3 and (S3) for the problem 2.4.
• Situation 2
In this case, we have a active interface and we consider that the fluid dynamics
is not influenced by the concentrations inside the domain and the porous region.
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Therefore, we solve the system (3.26) for the fluid dynamics and the system (3.43)
for the concentrations (Model D). Remember that in this model we consider (S1) for
the problem 2.3 and for the problem 2.4 we impose (S4).
• Situation 3
In this case, have a active interface and we consider that the fluid dynamics is
influenced by the concentrations inside the domain and the porous region. As we
have an active interface, we solve the system (3.43) for the concentrations, by the
way, for the fluid dynamics we need to consider the matching conditions (S2) for the
fluid dynamics (Model E).
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