This paper constructs adaptive sparse grid collocation method onto arbitrary order piecewise polynomial space. The sparse grid method is a popular technique for high dimensional problems, and the associated collocation method has been well studied in the literature. The contribution of this work is the introduction of a systematic framework for collocation onto high-order piecewise polynomial space that is allowed to be discontinuous. We consider both Lagrange and Hermite interpolation methods on nested collocation points. Our construction includes a wide range of function space, including those used in sparse grid continuous finite element method. Error estimates are provided, and the numerical results in function interpolation, integration and some benchmark problems in uncertainty quantification are used to compare different collocation schemes.
grid continuous finite element space. We consider Lagrange and also Hermite interpolation as in [26, 29] . Our construction is systematic, and works for arbitrary high order accuracy. In particular, we follow the following steps: (1) locating nested interpolation points, (2) finding associated multiwavelet bases in 1D, (3) using Smolyak's idea to gain sparsity in high dimensions, (4) achieving adaptivity by measuring hierarchical surplus. Fast transforms between point values and coefficients are introduced with operation counts of O(d · DoF). Theoretical justification will be provided, and applications in stochastic differential equations are considered. We note that many recent work in UQ has considered more efficient collocation schemes in higher dimensions and for functions with singularities [27, 9, 8, 20, 3] . Those techniques are not explored in this work. Rather, our main motivation is the design of adaptive multiresolution DG methods, which is considered separately in another work [17] .
The rest of the paper is organized as follows: in Section 2, we introduce one-dimensional MRA on piecewise polynomial space. Section 3 contains the discussion of multi-dimensional sparse grid and adaptive sparse grid collocation schemes. The methods are validated numerically in Section 4. We conclude the paper in Section 5.
2. One-dimensional interpolatory MRA. In this section, we introduce the nested grids and collocation points, and the corresponding hierarchical bases in one dimension. Without loss of generality, we consider the interval I = [0, 1]. A multi-resolution interpolation method will be introduced.
Nested collocation points.
To begin, we define a set of nested grids, where the n-th level grid Ω n consists of 2 n uniform cells I j n = (2 −n j, 2 −n (j + 1)), j = 0, . . . , 2 n − 1, for any n ≥ 0 with cell size h n = 2 −n . We can define P + 1 distinct points within each cell of Ω n with the same relative locations, 1] , i = 0, . . . , P, and i numbers the relative location of the points within the cell. In this paper, we consider general functions that are supported on the grid Ω N and are allowed to be discontinuous at the interface of Ω N , where N is a prescribed integer. This is particularly needed for the implementation of multiresolution DG scheme [17] . In definition (2.1), if the point x j i,n lands on the interface of Ω N , it should be defined either as the left or right limit point. In particular, the collection of those points X P n = {x j i,n , i = 0, . . . , P, j = 0, . . . , 2 n − 1} (2.2)
is called nested points, if
This means, for any point x j i,n−1 ∈ X P n−1 , we can always find an integer r ∈ {0, . . . , P }, such that
x j i,n−1 = x 2j r,n or x j i,n−1 = x 2j+1 r,n .
(2.4)
The choice of {x 0 i,0 } always exists so that (2.3) can be satisfied. We have the following lemma to quantify the total number of possible choices for each P. Proof. The proof is given in Appendix A. We should note that when {X P n } are nested, the points can be rearranged in such a way that X P n = X P 0 ∪ X P 1 ∪ · · · ∪ X P n , with X P n = X P n /X P n−1 .
(2.5)
We can denote the points in X P 1 = X P 1 /X P 0 = {x 0 0,1 , . . . ,x 0 P,1 }, then the points in X P n for n ≥ 1 can be represented by X P n = {x j i,n := 2 −(n−1) (j +x 0 i,1 ), i = 0, . . . , P, j = 0, . . . , 2 n−1 − 1}. (2.6) Note thatx j i,n ∈ I j n−1 . For notational convenience, we extend the definition of X P n andx j i,n to all n ≥ 0 by defining X P n = X P 0 , n = 0, X P n , n ≥ 1,x j i,n =
x j i,0 , n = 0, x j i,n , n ≥ 1, j = 0, . . . , max(2 n−1 − 1, 0). (2.7)
In Appendix B, we provide some examples of nested collocation point sets. Finally, we would like to introduce the special level "-1". This technique has been used in [10] to further reduce DoFs for high dimensional problems. We define X P −1 = {x 0 0,−1 = x 0 i * ,0 } consists of a single point. Here, x 0 i * ,0 is a point chosen from X P 0 arbitrarily. It would be specified in this work later. 2.2. MRA. In this subsection, we will introduce MRA of piecewise polynomial spaces associated with the nested collocation points. We define the space of piecewise polynomial functions of degree at most K on Ω n by V K n = {v : v ∈ P K (I j n ), j = 0, . . . , 2 n − 1}. (2.8) We consider using the Lagrange (M = 0) or Hermite (M ≥ 1) interpolating polynomials on point set X P n with respect to the first M derivatives as basis functions, denoted as φ j i,l,n (x):
∂ l x φ j i,l,n (x j i ,n ) = δ ll δ ii , i, i = 0, . . . , P, and l, l = 0, . . . , M, (2.9) where ∂ l x denotes the l -th derivative operator and the Kronecker delta is defined by δ ii = 1, i = i , 0, i = i . We can see that the degree of φ j i,l,n is K = (P + 1)(M + 1) − 1. Those bases can be obtained by a rescaling of {φ i,l , i = 0, . . . , P, l = 0, . . . , M }, which are the Lagrange or Hermite interpolating polynomials defined on I = [0, 1], satisfying
Then we have the relation φ j i,l,n (x) = 2 −nl φ i,l (2 n x − j), (2.10) and V K n = span{φ j i,l,n , i = 0, . . . P, l = 0, . . . M, j = 0, . . . 2 n − 1}. (2.11) Moreover, we can now define the subspace W K n , n ≥ 1, as the complement of V K n−1 in V K n , in which the piecewise polynomials and their derivatives vanish at all points in X P n−1 ,
We now provide the details of the multiwavelet bases of W K n . This can be achieved by specifying the bases of W K 1 , which are defined by {ϕ i,l , i = 0, . . . , P, l = 0, . . . , M } as
where r is an integer from {0, . . . , P }. Clearly, ϕ i,l satisfies
As a result, for n ≥ 1, we have that W K n = span{ϕ j i,l,n : ϕ j i,l,n = 2 −l(n−1) ϕ i,l (2 (n−1) x − j), i = 0, . . . , P, l = 0, . . . , M, j = 0, . . . , 2 n−1 − 1}. (2.13) We can now extend the definition to the 0-th level by defining
(2.14)
Thus, we have
which shows a hierarchical representation of the standard piecewise polynomial space V K N . Finally, we incorporate the "-1" level by further decomposing the space on the 0-th level. We set W K c,−1 as the space of constant function on [0, 1], and the basis function is denoted by ϕ 0 c,0,0,−1 = 1. Consequently, the "corrected" space at level 0 is denoted by W K c,0 = W K 0 /W K −1 , with the basis functions {ϕ 0 i,l,0 , i = i * or l = 0}. For convenience, we define ϕ 0 c,i,l,0 = 0, if i = i * and l = 0, ϕ 0 i,l,0 , otherwise, i = 0, · · · , P, l = 0, · · · , M.
(2.15) and for n ≥ 1, we let ϕ j c,i,l,n = ϕ j i,l,n , W K c,n = W K n . Therefore, now we have
Multiresolution interpolation.
In this subsection, we define the multiresolution interpolation operator and the fast transform between function and derivative values with the hierarchical coefficients. For a given function f (x) ∈ C M (Ω N ), which is the piecewise C M function space on grid Ω N , we can define I P,M n [f ] as the standard Lagrange or Hermite interpolation on V K n :
Here, f (l) is the l-th derivative ∂ l x f . Note that when the points x j i,n contains the left or right limit, the function and derivative values should be read accordingly.
We can define the increment interpolation operator 
The transform between the function and derivative values and the hierarchical coefficients can be computed fast using the pyramid scheme, which is illustrated in detail below. First, we compute the hierarchical coefficients given the function and derivative values. Note that an important property of the hierarchical bases is that for any basis function ϕ j i,l,n , its derivatives and itself will vanish on all point in X P m , m ≤ n except forx j i,n . Hence, it is straightforward that
While for n ≥ 1 andx j i,n ∈ X P n , we have
In summary, we can define an operator
(2.20)
For any given function f (x), the interpolation coefficients b j i,l,n in (2.19) can be obtained by (2.20) , with the pyramid scheme
where we only need to pre-store the coefficients ∂ l x φ i ,l (x 0 i,1 ), and the computational cost scales as O(2 N (K + 1) 2 ).
On the other hand, suppose we have the piecewise polynomial
with given coefficients b j i,l,n , we can obtain the point values with incrementing level n by using similar argument, so that for ∀i, l, j,
This procedure can be carried out by the following pyramid scheme with total computational cost O(2 N (K + 1) 2 ).
In addition, if the level "-1" is taken into account, we will split I P,M And we define I P,M c,n = I P,M n , n ≥ 1, for notation convenience. Then the interpolation I P,M N can be rewritten as
Using the definition, we know that b 0 c,i * ,0,0 = 0 and b j c,i,l,n = b j i,l,n for n ≥ 1 always holds. We denote the corrected mapping between the hierarchical coefficients and point values as F c /F −1 c . Moreover, they are the same as F (2.22) or F −1 (2.20) for n ≥ 1, and the corresponding parts for n = −1, 0 are replaced by
c,0,0,−1 , n = −1, l = 0, and i = 0, b 0 c,0,0,−1 + b 0 c,i,0,0 , n = 0, l = 0, and i = i * , b 0 c,i,l,0 , n = 0, l = 0,
f (x 0 0,−1 ), n = −1, l = 0, and i = 0, f (x 0 i,0 ) − f (x 0 0,−1 ), n = 0, l = 0, and i = i * , f (l) (x 0 i,0 ), n = 0, l = 0.
(2.26) Remark 1. We want to remark that for simplicity, we have defined the Hermite interpolation (2.16) based on a fixed value of M for all points. In general, some points may have more known derivatives than others. In this case, in order for the nested structure to hold, we require
Then, the hierarchical basis and fast transforms can be obtained similarly. Here, the quadrature weights ω j i,l,n = 1 0 ϕ j i,l,n (x)dx and ω j c,i,l,n = 1 0 ϕ j c,i,l,n (x)dx can be pre-computed and stored.
2.4. Some special cases for interpolation of continuous functions. We have discussed interpolation for functions in piecewise polynomial space C M (Ω N ). For f (x) with continuity on the whole domain, some simplification can be made, which results in fewer DoFs of W K n . We will give a few such examples. If f (x) ∈ C M [0, 1] and X 1 0 = {0 + , 1 − }, then we can merge the basis and reduce the DoFs from 2(M + 1) to M + 1. For example, this is illustrated in Figure 2 .1 for the case when P = 1, M = 0, 1. The case of P = 1, M = 0 actually corresponds to the most widely used hierarchical bases for piecewise linear continuous finite element.
Another example is when f (x) ∈ C 0 [0, 1], P = 2, M = 0 as shown in Appendix B.3.1. It is easy to check that the hierarchical coefficient for the basis ϕ 1,0 will always be zero because of continuity, so we can simply remove this basis from W K 1 and hence reduce the DoFs from 3 to 2. 3.1. Multiresolution interpolation method. Now, we consider multi-dimensional case based on the tensor product of the one-dimensional bases introduced previously. For a d-dimensional problem, we consider the domain
First, we recall some notations in N d and N d 0 , where N (N 0 ) denotes the set of (nonnegative) integers.
For a multi-index α = (α 1 , . . . , α d ) ∈ N d , the l 1 and l ∞ indices are defined as
The component-wise arithmetic operators and the relational operators are defined as
In multi-dimensional sense, we define the tensor-product mesh grid Ω n = Ω n1 ⊗ · · · ⊗ Ω n d and mesh size h n = (h n1 , . . . , h n d ) with mesh level n = (n 1 , . . . , n d ) ∈ N d 0 . Then the tensor product piecewise polynomial space can be obtained as
where, I j n = {x : x = (x 1 , . . . , x d ) ∈ R d , x m ∈ I jm nm , m = 1, . . . , d} denotes the elementary cell on Ω n , P K (I j n ) denotes the collection of the polynomial of degree up to K in each dimension on cell I j n and V K nm,xm corresponds to the space V K nm defined in the m-th dimension. If we use equal mesh refinement of size h N = 2 −N in each coordinate direction, the grid and space will be denoted by Ω N and V K N , respectively. Basis functions of V K n can be obtained by tensor product,
which are the Lagrange interpolation (M = 0) or Hermite interpolation (M ≥ 1) polynomials corresponding to the point
and K = (P + 1)(M + 1) − 1. We want to remark that the interpolation can use different P and M in each direction. However, this aspect is not explored in this paper. Similar to the 1D case, the space V K n are be represented hierarchically.
For the multi-dimensional increment space W K n , basis functions are defined by tensor products as well,
Then, we introduce the interpolation operator in multi-dimension I P,M n :
with the set of interpolation points as X P n . Here, f (l) denotes the mixed derivative ∂ l1 x1 · · · ∂ l d x d f . Consequently, for each point x j i,n ∈ X P n = X P n1 × · · · × X P n d ⊂ X P n , we have
Note that in each direction, the formula is the same as one-dimensional case. Thus, the multi-dimension problem can be splitted into d one-dimensional problems. For example, when d = 2, (3.6) can be computed by
In a compact notation in arbitrary d dimensions, this means
where F xm denotes the operator (2.22) working on x m -direction. Conversely,
Here, the directions x 1 , · · · , x d in (3.7) and (3.8) can be reordered arbitrarily. The computational complexity of (3.7) and (3.8) scales as O(d2 N d (K + 1) d+1 ). Now we consider the multiresolution interpolation starting from level "-1", that is
and
Then, similarly 3.2. Multiresolution interpolation method on sparse grid. In this subsection, we introduce sparse grid interpolation method. Again, we begin the discussion with all levels starting from 0. We define the sparse grid space as
, we can prove that the dimension of V K N is given by
which is significantly less than that of
with the set of interpolation points as
and b j i,l,n are the corresponding hierarchical coefficients.
To transform between the function (and derivative) values at collocation points and the hierarchical coefficients, we will perform the fast methods similar to [24] . In particular, for 2D cases, (3.12) implies that for any x j i,n ∈ X P N with n 1 + n 2 ≤ N ,
where we have used the property of the hierarchical bases in the second equality. This formulation is now the same as (3.6). Hence, the algorithm (3.7) can be applied for sparse approximation space as well, and we can split the problem to two 1D problems.
Then, the total computational complexity of the transforms for a d-dimension problem would be O(dN d (K + 1)) with N d is the DoF in V K N . The exact procedures are described in Algorithms 1 and 2 below.
Algorithm 1: Fast transform from hierarchical coefficients b j i,l,n to point (and derivative) values
Algorithm 2: Fast transform from point (and derivative) values f (l) ( x j i,n ) to hierarchical coefficients b j i,l,n on sparse approximation space in d dimensions Input: N , d, P, M , X P N and the point values
Next, we consider the sparse grid space starting from level "-1", which is given as
with
Following the proof in [28] , we can obtain the dimension
Suppose there is an upper bound on the dimension d ≤ d 0 , then there exist constants c d0 and C d0 depending only on d 0 , such that
Then, we can construct the interpolation operator I P,M c,N :
Similarly, we can use the fast algorithm 1 and 2 by replacing F
In this subsection, we study the approximation error of the interpolation operator on the sparse approximation space. Similar analysis has been performed in [6, 23, 12] , and the key is to gather one-dimensional approximation results and then work on multi-dimensional case.
We first review some approximation results in 1D. Suppose f ∈ W r+1,p (0, 1). Then based on the Bramble-Hilbert lemma, there exists a constant C 1 which is independent of n, such that for any integer
, with h n = 2 −n . Therefore, we can obtain the bound of the increment interpolation operator I P,M n , n ≥ 1,
When n = 0, using the definition of I P,M 0 , we can obtain that
where the constant C 2 that depends on K. We denoteC = max(C 1 , C 2 ), and similarly
Next, we introduce some notations for error estimates in multi-dimensions. Consider a set L = {d 1 , · · · , d r } ⊂ {1, . . . , d} with |L| = r, we define L c to be the complement set of L in {1, . . . , d}, denoted as L c = {d 1 , . . . , d d−r }. Then, we define a semi-norm on domain Ω = Ω x1 × · · · × Ω x d as
Then, we have the following theorem, quantifying the interpolation error in multi-dimensions. Many discussions and notations below are similar to Lemma 3.2 in [12] .
whereC is a constant that depends on p, q, s, but not on N .
Proof. The proof can be found in Appendix C.
3.4. The adaptive sparse grid collocation scheme. In this subsection, we describe the adaptive sparse grid collocation method. For solutions with less smoothness, adaptive methods are necessary to capture the fine local structures. The main idea of the algorithm is not to use V K c,N in a pre-determined fashion, but rather to choose a subspace of V K N adaptively. The setup of the algorithm is very similar to [13] for adaptive projection method, including the data structures. Given a maximum mesh level N and an accuracy threshold ε > 0, we use the adaptive multiresolution interpolation algorithm to get the numerical solution f h (x) for the exact function f (x). The details of the method are listed below in Algorithm 3.
In the algorithm, the formulas in (3.27), (3.28), and (3.29) correspond to L 1 , L 2 and L ∞ norm based refinement criteria in [13] , respectively. When the adaptive interpolation algorithm completes, it will generate a hash table H, leaf table L and f h (x) = ϕ j c,i,l,n ∈H b j c,i,l,n ϕ j c,i,l,n (x). We denote the approximation space V K N,H = span{ϕ j c,i,l,n ∈ H} and it is a subspace of V K N . In practice, η is chosen to be smaller than ε for safety. In the simulations presented in this paper, we use η = ε/10.
If the solution are evolved in time, refinement step will be done according to f n h at each time level t n . We traverse the hash table H and if an element V j n = {ϕ j c,i,l,n , 0 ≤ i ≤ P n , 0 ≤ l ≤ M n } satisfies the refinement criteria (3.27), (3.28), or (3.29) , indicating that such an element becomes significant, then we need to add its children elements to H and L provided they are not added yet, and compute the numerical solutions of the associated points. We also need to make sure that all the parent elements of the newly added element are in H (i.e., no "hole" is allowed in the hash table) and increase the number of children for all its parent elements by one. This step generates the updated hash table H and leaf table L.
In this adaptive approach, algorithm 1 or 2 is also applied to the fast transform between point values and hierarchical coefficients. The computational cost for transformation is O(dn(K + 1)), where n is the total degree of freedom.
Remark 2.
Step 5 is optional and employed for function interpolations. In particular, since step 5 will coarsen the points within some elements, this may result in some "holes" in these elements, i.e. the space is no longer downward closed, so it should not be used with time evolution problems. Instead, an element-wise coarsening procedure as in [13] should be used.
Remark 3. The reason we introduce level -1 is based on the simulation to high dimensional case. Suppose we start with level 0 with d = 10, K = 3, there will be (K + 1) d = 1048576 degrees of freedom in the coarsest element at level 0, and the number will increase dramatically along with the dimension d. To reduce is satisfied, where η is a prescribed error constant, then we remove the point from the element in H, and set the associated coefficients b j c,i,l,n = 0. If this element is in the leaf table L, we also remove the point from the element in L.
the number of degrees of freedom, we therefore consider -1 level and we just put one degree of freedom at level -1 in each direction. Then, the degree of freedom in the coarsest element at level -1 is 1. This technique has been used before in [10] . 
Function interpolation and integration.
In this subsection, we demonstrate the performance of the (adaptive) sparse grid method in function interpolation and integration. The error has been calculated using randomly generated 100000 sample points. We will use the following five functions which have been considered in previous work [18, 19, 3] .
where d is the dimension. Functions f 0 (x) and f 2 (x) are smooth. Functions f 1 (x) and f 3 (x) have jump discontinuities in the derivatives while f 4 (x) is discontinuous. We first verify the accuracy of the sparse grid collocation method by interpolating function f 0 (x). The L 1 , L 2 , L ∞ and H 1 errors and orders of various interpolations are presented in Table 4 .1. The orders are calculated with respect to h N . We can see all interpolations achieve L 1 , L 2 and L ∞ accuracy order slightly less than K + 1, and H 1 accuracy of K−th order as predicted by Theorem 1.
Then we consider the adaptive sparse grid method. Function f 1 (x) has a 1D singularity that is not along the grid directions. It is well known that the standard sparse grid method without adaptivity cannot resolve such singular or discontinuous profiles. Here, we fix N = 11, ε = 10 −4 and compare the performance of the scheme with L 1 , L 2 , and L ∞ norm based criteria. We present the surface and adaptive grids based on different criteria with P = 2 for function f 1 (x) in Figure 4 .1. The grid with L 1 norm criteria is the most sparse, but the surface profile is slightly worse than the other two criteria. The L ∞ norm based criteria use the most DoFs but do not provide the significantly better resolution than L 2 norm based criteria. Based on the performance and cost of the three criteria, we will use L 2 norm based criteria in all simulations.
In Figure 4 .1(d) and Figure 4 .2(a)-(c), we plot the adaptive grids by Lagrange P 1 , P 2 , P 3 and Hermite P 3 bases for function f 1 (x). In all cases, we can observe that adaptive methods can capture the right positions of the singularities. Compared with linear interpolation, quadratic and cubic interpolations are more concentrated near the singularity. Comparing Hermite P 3 with Lagrange P 3 interpolation, the Hermite methods have more compact representation near the singularity, although with larger DoFs. We also compare the efficiency of the methods by plotting the L 2 error vs DoFs for all four methods. Here the error parameter ε varies from 1.0E − 2 to 1.0E − 6 for Lagrange P 1 bases and 1.0E − 1 to 1.0E − 5 for Lagrange P 2 , P 3 and Hermite P 3 bases. We consider the L 2 error on the whole domain and the L 2 error in smooth region excluding the part of the domain that is within 0.1 distance to the singularity. The results are shown in Figure 4 .2(d). For regular L 2 error, Lagrange P 2 , P 3 seem more efficient than Lagrange P 1 and Hermite P 3 interpolations. When we remove the singular regions and when ε is small, the performance of Hermite P 3 method is similar to Lagrange P 2 , P 3 methods. Based on the least square linear curve fitting function "lsqcurvefit" in Matlab, we obtain the slopes of the curves in Figure 4.2(d) . The slopes are -1.33, -1.59, -1.51, -1.85 for Lagrange P 1 , P 2 , P 3 and Hermite P 3 bases, respectively, with the whole domain, while the slopes are -1.58, -1.82, -1.83, -2.26 for Lagrange P 1 , P 2 , P 3 and Hermite P 3 bases, respectively, without singular regions. This example shows that for low dimensional functions in C 0 space, the higher order methods are preferred compared to P 1 collocation methods. Now we consider functions f 2 (x), f 3 (x), f 4 (x) in higher dimensions d = 10. Here c i is taken as 1 2 i+2 and the maximum level is set to be very large N = 30 for all functions, which implies that the adaptive space is thresholded by the error parameter ε. For function f 2 (x), the error parameter ε varies from 1.0E − 3 to 1.0E − 11 for Lagrange P 1 bases and 1.0E − 3 to 1.0E − 13 for Lagrange P 2 , P 3 and Hermite P 3 bases. For function f 3 (x), the error parameter ε varies from 1.0E − 3 to 1.0E − 9 for Lagrange P 1 bases and 1.0E − 2 to 1.0E − 8 for Lagrange P 2 , P 3 and Hermite P 3 bases. For function f 4 (x), the error parameter ε varies from 1.0E − 2 to 1.0E − 8 for Lagrange P 1 , P 2 , P 3 and Hermite P 3 bases. In Figure 4 .3, we show the L 2 errors and the quadrature errors of various interpolations vs DoFs. For continuous function f 2 (x), higher order interpolations outperform lower order ones. P 2 and P 3 interpolations provide drastic improvement over P 1 interpolation, though the difference between P 2 and P 3 interpolations is rather small. When the mesh is more refined, the P 3 interpolations (both Lagrange and Hermite) are slightly better than P 2 interpolation. For C 0 function f 3 (x) or discontinuous function f 4 (x), the performance of all methods are qualitatively similar.
Applications. Now we consider several examples in UQ.
Note that another application area is in the design of adaptive multiresolution DG methods, which has been considered in [17] .
Stochastic elliptic equations.
We consider the following problem in one spatial dimension and d > 1 random dimensions [30] : where (0, 1) is the one-dimensional physical space and Γ is the random space. We assume that the random diffusivity has the form a(y,
where Y k (ω) ∈ [−1, 1], k = 1, · · · , d, are the independent uniformly distributed random variables. The series in (4.2) is convergent and strictly positive as d → ∞. We have E(a(y, x)) = 1, 1 − σ 6 < a(y, x) < 1 + σ 6 .
A spectral method based on Chebyshev polynomial is used for the spatial discretization. We use 31 Chebyshev points such that the error in random space is dominant. Then the sparse grid collocation method is used to approximate the random space. In Figures 4.4 and 4 .5, we present the errors in mean and variance with respect to maximum mesh levels with Lagrange P K , K = 1, 2, 3 bases for d = 2, 6. To compute the errors in mean and variance, we use the numerical solution with maximum mesh level 8 (d = 2) and 5 (d = 6) as the reference solution. We observe that the errors with P 2 and P 3 bases are much better than those with P 1 bases. It is noted that higher order interpolations can achieve round-off errors even when the mesh is very coarse. In Figure 4 .6, we show the mean and variance solutions of (4.1) with maximum mesh level N = 3 for d = 6 random inputs. We observe that the mean and variance solutions are almost the same for different order bases. with initial condition
This problem presents a bifurcation on the parameter y 1 (0) and y 2 (0). The deterministic solutions of the problem are periodic and the period goes to infinity if the initial conditions are located at the planes y 1 = 0 and y 2 = 0, which means that discontinuity occurs when the initial conditions cross these two planes. The random initial conditions are chosen as the uniform distribution Y ∼ U (−1, 1) . In this setting, the initial conditions cross the discontinuity plane and therefore adaptive sparse grid method is necessary for this problem. This problem has been studied by many researchers [19, 27, 9] . In our experiments, a third order Runge-Kutta method with time step ∆t = 0.01 is used for the time integration. Since the location of discontinuity is fixed in this example, we just apply the refinement step and skip the coarsening step.
First, we consider the simplified case of one-dimensional random input as follows y 1 (0) = 1.0, y 2 (0) = 0.1Y (0; ω), y 3 (0) = 0.
In the Hermite bases, we also need the evolving equations for the derivatives
In the left part of Figure 4 .7, we present the time evolution of the variance of the solution (y 1 , y 2 , y 3 ) during the time interval [0,30] (short time behavior) with Lagrange and Hermite bases. ε is taken as 10 −4 and the maximum mesh level is set to be 10. We observe that all the solutions by our adaptive methods are convergent and they are consistent with those in [19] . In this 1D case, the results are almost the same. The realization of solutions (y 1 , y 2 , y 3 ) at t = 1 and t = 60 are shown in Figure 4 .8 with Lagrange P 2 bases. At earlier time, no discontinuity has been developed. When time increases, the discontinuity becomes stronger and the oscillations are generated in the solutions. For two-dimensional case, the random initial conditions are chosen as y 1 (0) = 1.0, y 2 (0) = 0.1Y 1 (0; ω), y 3 (0) = Y 2 (0; ω).
In the right part of Figure 4 .7, we present the evolution of the variance of the solutions (y 1 , y 2 , y 3 ) over time interval [0, 10] for Lagrange and Hermite bases. The adaptive grids at t = 10 with various bases are shown in Figure 4 .9. ε is taken as 10 −4 and the maximum mesh level is set to be 10. In this 2D case, the results of variance are almost the same. The variances by our adaptive method converge and are consistent with those in [19] . In this case, the discontinuity region is a line. It is noted that more points are placed around the line Y 1 = 0 which the discontinuity crosses. From Figure 4 .9, it is concluded that the Hermite method has the DOF most concentrated towards singularity, and the Lagrange P 3 method is the most efficient. This is consistent with the function interpolation result.
For three-dimensional case, the following random initial conditions are used
Because of strong discontinuity (which consists of the planes Y 1 = 0 and Y 2 = 0) and higher dimension, this case is more difficult than previous low dimensional case. In Figure 4 .10, we show the evolution of the variance of the solution (y 1 , y 3 ) because of the symmetry of y 1 and y 2 (the figures of them are the same). When the dimension increases, more and more derivatives are involved which makes the Hermite schemes much more complicated than the Lagrange counterparts, so we only show the results obtained by the Lagrange bases. ε is taken as 10 −5 for P 1 and 10 −4 for P 2 and P 3 . The maximum mesh level is set to be 7. From results of this 3D case, we can observe that the variance with P 2 or P 3 coincide, while P 1 results demonstrate some discrepancy when t ≥ 4. This demonstrates that high order bases outperform lower order ones in this 3D case. The results we have are comparable with [19] .
5.
Conclusions and future work. This work introduces a systematic framework of (adaptive) sparse grid collocation schemes for high-order piecewise polynomial space. We consider both Lagrange and Hermite interpolation methods on nested collocation points. For function interpolation, it was verified that higher order methods perform better for smooth functions, and the Hermite interpolation methods provide a solution representation more concentrated towards singularities. In a separate work [17] , we apply the collocation scheme to facilitate the computation of adaptive multiresolution DG scheme for nonlinear hyperbolic equations. It was found in [17] that the Hermite interpolation provides more stable numerical solution than Lagrange interpolation. Another possible application of this work is to construct adaptive semi-Lagrangian schemes, which will be explored in the future. This implies X 0 n = {2 −n j} 2 n −1 j=0 or X 0 n = {2 −n j} 2 n j=1 . However, for P ≥ 1, there will be some redundant counts causing points to overlap. This includes Therefore, we need to exclude those 2 2P P − 1 cases. The intersect of those two cases consists of 2P − 2 P − 3 choices. Consequently, there exists 2P + 2 P + 1 − 2 2P P − 1 + 2P − 2 P − 3 types of the nested points for P ≥ 0, and the lemma is proved.
Appendix B. Interpolation basis functions in 1D .
Here, we list some choices of interpolation points and corresponding basis functions {φ i,l } and {ϕ i,l }. Note that the basis functions in W K 1 are piecewise polynomials, and they are all supported on either interval I l := (0, 1 2 ) or I r := ( 1 2 , 1) and vanish on the other half. Therefore, for simplicity of notation, we only declare the function on its support. B.1. All interpolation basis functions with K = 0. When K = 0, we can only take P = M = 0. In this case, there are 2 types of nested points.
• type 1: The interpolation points are
The basis functions are φ 0,0 (x) = 1, ϕ 0,0 (x)| Ir = 1.
• type 2: The interpolation points are
The basis functions are
This is mirror-symmetric to type 1 with respect to the point 1/2. • type 1: The interpolation points are
The basis functions are φ 0,0 (x) = 1, φ 0,1 (x) = x, ϕ 0,0 (x)| Ir = 1, ϕ 0,1 (x)| Ir = x − 1 2 . • type 2: The interpolation points are
Actually, type 2 is mirror-symmetric to type 1 with respect to the point 1/2. • type 1: The interpolation points are
The basis functions are φ 0,0 (x) = −x + 1, φ 1,0 (x) = x, ϕ 0,0 (x)| I l = 2x, ϕ 1,0 (x)| Ir = −2x + 2.
B.3.3. Hermite interpolation P = 1 and M = 1. The interpolation points are
Appendix C. Proof of Theorem 1. We prove (3.23) and (3.24) first. We split the error into two parts By the property of multi-dimensional interpolation, we have that there is a constantC independent of N , such that
Therefore, we only need to bound
In what follows, we will estimate the term I P,M n1,x1 • · · · • I P,M n d ,x d [f ]. For a multi-index n, let L = supp(n) := {β 1 , · · · , β γ } ⊂ {1, . . . , d}, i.e., n β ≥ 1 if β ∈ L. And correspondingly, we define the multi-indexes j L and n L ∈ N d 0 as
Then
The last equality holds because when i / ∈ {β 1 , · · · , β γ }, we have n i = 0. On the other hand, where the last two inequalities follow from (A.11) in [12] . Therefore, (3.23) is proved. For the H 1 broken semi-norm, similarly we have where the last inequality is proved in [12] as well. (3.24) can be obtained. Next, we will prove (3.25) and (3.26) . Similarly, the error is splitted into two parts Here, we denote L 2 = supp(n) = {β 1 , · · · , β γ }, and L 1 = {α 1 , · · · , α θ } ⊂ {1, · · · , d} that n α = −1 if α ∈ L 1 . Hence, we can prove that I P,M c,n1,x1 • · · · • I P,M c,n d ,x d [f ] L p (I j n ) ≤C d (1 + 2 q+1 ) γ 2 −n β 1 (q+1) · · · 2 −n βγ (q+1) |f | W q+1,M,p,L (I j L n L ) Note that
Therefore, I P,M ≤d 3/2 2 d−1 2 −q(N −d+1) 1 + 2 −(q+1) d .
The fourth line is based on the formula |n|1=s,n∈N d 0 2 |n|∞ ≤ d 2 d−1+s given in [23] . This tells us that 
