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Keeping in view the ordering ambiguity that arises due to the presence of position-
dependent effective mass in the kinetic energy term of the Hamiltonian, a gen-
eral scheme for obtaining algebraic solutions of quantum mechanical systems with
position-dependent effective mass is discussed. We quantize the Hamiltonian of the
pertaining system by using symmetric ordering of the operators concerning momen-
tum and the spatially varying mass, initially proposed by von Roos and Le´vy-Leblond.
The algebraic method, used to obtain the solutions, is based on the concepts of
supersymmetric quantum mechanics and shape invariance. In order to exemplify
the general formalism a class of non-linear oscillators has been considered. This
class includes the particular example of a one-dimensional oscillator with different
position-dependent effective mass profiles. Explicit expressions for the eigenenergies
and eigenfunctions in terms of generalized Hermite polynomials are presented. More-
over, properties of these modified Hermite polynomials, like existence of generating
function and recurrence relations among the polynomials have also been studied.
Furthermore, it has been shown that in the harmonic limit, all the results for the
linear harmonic oscillator are recovered.
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I. INTRODUCTION
From last few decades quantum mechanical systems with a position-dependent effective
mass (PDEM) have received considerable attention of researchers1–12. This is due to the
fact that such systems are relevant in describing many physical situations of interest. In
non-relativistic scenarios PDEM appears in many microstructures, such as composition-
ally graded crystals1, quantum dots2, semiconductor heterostructure3, metal clusters4 and
Helium clusters5 etc. The concept of PDEM arises from the effective-mass approximation
which is useful in studying the motion of electrons in crystals13,14. Recent interest in this
field arose from remarkable developments in crystal-growth techniques such as molecular
beam epitaxy, which allows the fabrication of non-uniform semiconductor specimens with
abrupt heterojunctions15, where the effective mass of the charge carriers may depend on
position.
To study the transport of charge carriers through such heterostructures, the Schro¨dinger
equation can be solved either analytically or numerically by using different computational
techniques. However, over the last few years a relativistic treatment has been proposed for
evaluating the transport properties in condensed matter, such as the relativistic effects in the
case of electron tunnelling through a multi-barrier system16, even if the relativistic effects
are very small. Furthermore, this concept has been generalized to PDEM systems17–19. For
example, in order to avoid some difficulties of the non-relativistic theory, the Dirac equation
has been used to describe quantum mechanical systems with PDEM17 and a relativistic
transfer matrix has been derived for a Dirac electron moving in a fixed direction through
rectangular barriers of arbitrary shape18. Most recently, the PDEM systems have been used
to describe the transport, Aharonov-Bohm, and topological effects in graphene molecular
junctions and graphene nanorings19.
Due to the above mentioned and abundant other applications, interest has been developed
in finding exact solutions to PDEM systems8,10,20–26. However, the study of systems with
position-dependent mass distribution involves some conceptual and mathematical problems
of fundamental nature. An important issue that arises in this context is to deal with the
incompatible nature of the operators concerning mass and momentum in the kinetic energy
term, that arises due to dependence of mass on position. The most general form of the
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Hamiltonian of a PDEM system, proposed by Oldwig von Roos27, is given as
Hˆ =
−1
4
[
ma(x)
d
dx
mb(x)
d
dx
mc(x) +mc(x)
d
dx
mb(x)
d
dx
ma(x)
]
+ V (x), (1)
where V (x) represents the potential energy term of the given system and a, b, c are the am-
biguity parameters related by the constraint a+ b+ c = −1. It is important to remark that
different choices of the ambiguity parameters, a, b and c, lead to distinct non-equivalent
quantum Hamiltonians28,29. However, a particular set of values, a = c = 0 and b = −1, ini-
tially suggested by Lvy-Leblond.28, leads to symmetric ordering of the operators concerning
the momentum and the position-dependent effective mass. This technique provides us with
a self-adjoint quantum Hamiltonian8–10,28
Hˆ = −
(
1
2m(x)
)
d2
dx2
−
(
1
2m(x)
)′
d
dx
+ V (x), (2)
in the Hilbert space L2(R), where prime denotes the differentiation with respect to the po-
sition variable x.
After quantizing the classical Hamiltonian one can proceed for finding the exact solutions
of the given system. The traditional way of obtaining exact solutions is to solve the cor-
responding Schro¨dinger equation for the underlying PDEM systems. However, there exist
various other methods that can be more advantageous over the traditional way of solv-
ing this second order differential equation with spatially varying mass. These methods
include supersymmetric quantum mechanics (SUSY QM) along with the property of shape
invariance10,30–35, method of point canonical transformations36–38, potential algebras10,39,40
and path integration which relates the constant mass Green’s function to that of position-
dependent mass41,42.
The factorization method for the PDEM systems not only provides us with a powerful tool
for obtaining solutions but it also enables us to determine the appropriate ladder operators
for the system under consideration10. This in turn allows us to obtain the underlying alge-
braic structure of a given system with spatially varying mass. The exact solutions and the
underlying algebra of a PDEM system has vast applications in different areas of mathematics
and physics, such as they play an important role in the theory of coherent states7,9,11,12,43.
Coherent states are extremely useful in various areas such as quantum mechanics44,45, quan-
tum optics46,47, quantum information48 and group theory49 and have attracted attention of
many researchers. In the PDEM scenario authors have made several contributions7,9,43,50,51.
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In our work we follow an algebraic technique to solve the quantum mechanical systems with
PDEM. The history of algebraic methods goes back to the seminal work of Schro¨dinger52–54
and Infeld and Hull55. Later on these algebraic approaches were extended by using the
concepts of supersymmetry56,57 and shape invariance58, which have been extensively used
to solve many quantum mechanical systems with constant mass59–62. The application of
supersymmetry to the non-relativistic quantum mechanics provides us with a deeper under-
standing of the analytically solvable Hamiltonians as well as a set of powerful approximation
techniques for dealing with the systems admitting no exact solutions59,60. A fundamental
role has been played by the concept of shape invariance in these developments61–63.
Later on, this algebraic technique has been extended to incorporate position dependence of
mass10,31–34. However, in the case of PDEM systems, this algebraic approach needs to be
modified in order to incorporate the position dependence of mass in the kinetic energy term
and related mathematical and physical difficulties. For instance, the intertwining operators
are defined differently which leads to a modified shape invariance condition31,38. It is impor-
tant to note that the earlier work in this regard is mainly focused on either the construction
of the shape invariant potentials34 or the factorization of PDEM Hamiltonians and obtaining
corresponding solutions which are restricted to harmonic or Morse like spectra32. Moreover,
the problem of finding the wavefunctions has been restricted either to a few lower excited
states or to the eigenfunctions obtained formally by the solutions of the corresponding con-
stant mass Schro¨dinger equation.
The present work provides a generalized formalism, based on SUSY QM and shape invari-
ance, for obtaining the algebraic solutions of quantum mechanical systems with spatially
varying mass. This algebraic formalism enable us to determine the complete energy spec-
trum of a given PDEM system. For the sake of illustration a class of non-linear oscillators
with spatially varying mass has been considered. The speciality of this particular choice is
that the exact solutions for all the non-linear oscillators can be obtained by applying various
approaches discussed above and the results are in complete agreement with each other8,10. In
each case, it is shown that as the variable mass approaches a constant mass, all the obtained
results reduce to the well known results of the linear harmonic oscillator with constant mass.
The organization of the paper is as follows: Section 2 is dedicated to a self-contained study
of the algebraic technique for the PDEM quantum mechanical systems. In section 3, this
formalism has been applied to a class of non-linear oscillators with spatially varying mass.
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Explicit expression for the energy spectrum and the corresponding wave functions are ob-
tained in terms of λ−dependent modified Hermite polynomials. Properties of the family
of orthogonal polynomials are also discussed. Appropriate generating functions have been
introduced and recurrence relations among different orders of these modified polynomials
are also provided. Finally in section 4, we close our work by some concluding remarks.
II. FACTORIZATION METHOD FOR QUANTUM SYSTEMS WITH
POSITION-DEPENDENT EFFECTIVE MASS
In this section, we present a self-contained introduction to the factorization method, based on
the idea of supersymmetry and shape invariance and discuss how to determine the spectrum
and the corresponding eigensates for the quantum systems with position-dependent effective
mass.
A. Supersymmetric quantum mechanics
In order to apply the SUSY QM formalism, we introduce a pair of intertwining operators
Aˆ =
1√
2m(x)
d
dx
+W (x),
Aˆ† =
−d
dx
(
1√
2m(x)
)
+W (x), (3)
in such a way that
Hˆ− =
−1
2m(x)
d2
dx2
−
(
1
2m(x)
)′
d
dx
+ V−(x), (4)
admits the factorization
Hˆ− = Aˆ
†Aˆ,
=
−1
2m(x)
d2
dx2
−
(
1
2m(x)
)′
d
dx
−
(
W√
2m(x)
)′
+W 2, (5)
which leads to the following relation
Hˆ− = Hˆ − E0, (6)
where E0 is the ground-state energy. This is possible if and only if the super-potentialW (x),
for the confining PDEM system, satisfies the following Riccati equation
V−(x) =W
2(x)−
(
W (x)√
2m(x)
)′
, (7)
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where V−(x) is related to the potential of the original Hamilton Hˆ as
V−(x) = V (x)−E0. (8)
It is important to note that the construction of the intertwining operators (3) is based on
the fact that they satisfy the following relation
Aˆ|ϕ0〉 = 0, (9)
where |ϕ0〉 is the ground-state of the system and the corresponding wave function is defined
as
ϕ0(x) = exp
(
−
∫ √
2m(x) W (x)dx
)
. (10)
Hence, the relation between the super-potential and the ground state wave function, is given
as
W (x) =
−ϕ′0(x)√
2m(x)ϕ0(x)
.
Moreover, from (6), it is clear that
Hˆ−|ϕ0〉 = 0. (11)
Thus, we may say that |ϕ0〉 = |ϕ(−)0 〉 acts as the ground state of Hˆ− with E(−)0 = 0. The
supersymmetric partner hamiltonian of Hˆ− is defined as
Hˆ+ = AˆAˆ
†,
=
−1
2m(x)
d2
dx2
−
(
1
2m(x)
)′
d
dx
+ V+(x), (12)
where V+(x) is associated partner potential, given as
V+(x) =W
2 −
(
W√
2m(x)
)′
+
2W
′
√
2m(x)
−
(
1√
2m(x)
)(
1√
2m(x)
)′′
. (13)
The above equation may be rewritten as
V+(x) = V−(x) +
2W
′
√
2m(x)
−
(
1√
2m(x)
)(
1√
2m(x)
)′′
.
Note that the potential V+(x) depends not only on the form of the variable mass m(x) but
also on its supersymmetric partner potential V−(x). In order to examine the underlying
supersymmetry of this formalism, we introduce the super charges
Qˆ =

 0 0
Aˆ 0

 , Qˆ† =

 0 Aˆ†
0 0

 , (14)
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that satisfy the SUSY QM superalgebra
{Qˆ, Qˆ} = 0, {Qˆ†, Qˆ†} = 0, {Qˆ, Qˆ†} = Hˆ, (15)
where Hˆ =

 Hˆ− 0
0 Hˆ+

. Moreover, the partner Hamiltonians Hˆ− and Hˆ+ are intertwined
i.e., AˆHˆ− = Hˆ+Aˆ and Aˆ
†Hˆ+ = Hˆ−Aˆ
†. This indicates that there exist a relationship among
their eigenenergies and eigenstates as
E(+)n = E
(−)
n+1,
|ϕ(+)n 〉 = [E(+)n ]−1/2Aˆ|ϕ(−)n+1〉, (16)
|ϕ(−)n+1〉 = [E(+)n ]−1/2Aˆ†|ϕ(+)n 〉, n = 0, 1, 2, ....
If the eigenvalues and the eigenfunctions of Hˆ− are known, one can immediately solve for the
eigenvalues and the eigenfunctions of Hamiltonian Hˆ+. These relationships, however, do not
guarantee the solvability of either of the partner potentials V±(x). In principle, one would
need to have found the solutions of one of the partner Hamiltonians by some standard
method, in order to obtain the solutions for the other. However, if these Hamiltonians
have the additional property of shape invariance, one can determine all eigenvalues and
eigenfunctions of both partners without solving their Schro¨dinger equations, as traditional
methods requires.
B. Shape invariance
If both of the partner Hamiltonians depend on a parameter α and are related to each other
in such a way that their associated potentials have the same functional form but for different
value of the parameter α, then the isospectral Hamiltonians are said to be shape invariant.
This means that there exist a function f such that αn+1 = f(αn) and
Hˆ+(αn) = Hˆ−(αn+1) +R(αn). (17)
Here R(αn) is the remainder term independent of the dynamical variables. The replacement
of the set of parameters αn with the αn+1 in Eq. (17), is achieved by means of a similarity
transformation
T (αn)Oˆ(αn)T
−1(αn) = Oˆ(αn+1),
7
where T (αn) is an operator denoting the reparametrization,
Tϕ(x, αn) = ϕ(x, αn+1).
The most commonly discussed classes of shape invariant potentials are:
1. Translational shape invariance: αn+1 = f(αn) = αn + η.
2. Scaling shape invariance: αn+1 = f(αn) = ηαn, 0 < η < 1.
3. Cyclic shape invariance: αn+k = f
k(αn) = αn.
However, in the present work we will restrict ourselves to the first class only, i.e., we are only
interested in translational shape invariant systems with position-dependent effective mass
which are known to be exactly solvable.
C. Determination of eigenenergies and eigenfunctions
The significance of the shape invariance condition is that it allows us to determine the
complete spectrum of the underlying system without even referring to its Schro¨dinger
equation58,61,67. Since the partner Hamiltonians Hˆ+(αn) and Hˆ−(αn+1), differ only by a
constant, they share common eigenfunctions, and their eigenvalues are related by the same
additive constants as the Hamiltonians themselves, i.e.,
|ϕ(+)n (αn)〉 = |ϕ(−)n (αn+1)〉,
E(+)n (αn) = E
(−)
n (αn+1) +R(αn). (18)
As already mentioned that |ϕ(−)0 (αn)〉 = |ϕ0(αn)〉 is the ground state energy of Hˆ−(αn) with
zero energy. First relation of (18) suggests that
|ϕ(+)0 (α1)〉 = |ϕ(−)0 (α2)〉 = |ϕ0(α2)〉.
Let us now determine the excited states and corresponding eigenenergies of Hˆ−. Using the
intertwining relation Hˆ−(α1)Aˆ
†(α1) = Aˆ
†(α1)Hˆ+(α1), together with integrability (17), we
get
Hˆ−(α1)[Aˆ
†(α1)|ϕ0(α2)〉] = Aˆ†(α1)Hˆ+(α1)|ϕ0(α2)〉,
= Aˆ†(α1)[Hˆ−(α2) +R(α1)]|ϕ0(α2)〉,
= R(α1)[Aˆ
†(α1)|ϕ0(α2)〉],
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suggesting that Aˆ†(α1)|ϕ0(α2)〉 is an excited state of Hˆ−, with eigenenergy E(−)1 = R(α1).
Moreover,
Hˆ+(α1)|ϕ0(α2)〉, = Hˆ−(α2)|ϕ0(α2)〉+ R(α1)|ϕ0(α2)〉
= R(α1)|ϕ0(α2)〉.
This means that |ϕ0(α2)〉 is an eigenstate of Hˆ+ with energy E(+)0 = R(α1). Iteration of
above process, provides us with the eigenenergies of Hˆ−, as
E(−)n =
n∑
i=1
R(αi), E
(−)
0 = 0. (19)
By using the last relation the energy spectrum of the Hamiltonian Hˆ defined in Eq. (2),
come out to be
En = E
(−)
n + E0, (20)
where E
(−)
n are the eigenenergies of the Hˆ− and E0 is the ground state energy of Hˆ. The
corresponding eigenstates of the Hamiltonian Hˆ are given as
|ϕn(α1)〉 ∝ Aˆ†(α1)Aˆ†(α2)...Aˆ†(αn)|ϕ0(αn+1)〉. (21)
Note that the above relation for the wave functions is a generalization of the algebraic method
of obtaining the energy eigenstates for the standard one-dimensional harmonic oscillator with
constant mass. For the sake of convenience, it is often better to have an explicit expression
for these eigenstates, so instead of using the above relation (21), the following simplified
form can be used61
|ϕn(α1)〉 = Aˆ†(α1)|ϕn−1(α2)〉. (22)
Thus, we conclude that SUSY QM along with the property of shape invariance provides
us with an excellent tool to determine the entire spectrum of solvable quantum systems
through a step-by-step algebraic procedure, without going into the details of solving the
corresponding Schro¨dinger equation. Also, it is important to note that the shape invariance
condition does not always help one in determining the spectrum. Another important ingre-
dient required in this regard is the unbroken supersymmetry57,60. In the ongoing analysis,
we will assume that the supersymmetry is unbroken.
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III. CLASS OF NON-LINEAR HARMONIC OSCILLATORS WITH PDEM
Many realistic phenomena in nature exhibit nonlinear oscillations which have motivated
researchers to explore non-linear oscillators. In order to exemplify the general procedure
discussed in the previous sections we consider a class of non-linear oscillators with PDEM.
All these systems are exactly solvable possessing translational shape-invariant potentials. We
discuss the first example in detail and remaining can be solved following the same procedure
as adopted for the first one.
Here it is important to emphasize that in all of the examples considered below we have used
symmetric ordering approach27,28 in order to quantize the corresponding Hamiltonians, as
mentioned before in the general construction.
A. Case 1: m(x) = (1 + λx2)−1
As a first example, let us examine the non-linear harmonic oscillator with PDEM20,21, which
was initially considered by Mathews and Lakshmanan64,65. They studied a non-linear dif-
ferential equation of the form
(1 + λx2)x¨− (λx)x˙2 + α2x = 0. (23)
It was proved that solution of this equation represents non-linear oscillations with quasi-
harmonic form. Also it was shown that such system is described by the Lagrangian
L =
1
2
[
1
1 + λx2
]
(x˙− α2x2). (24)
Thus, the non-linear system can be considered as an harmonic oscillator with PDEM given
by
m(x) =
1
1 + λx2
. (25)
The Lagrangian introduced in Eq. (24) and the spatially varying mass given in Eq. (25),
give rise to the momentum of the non-linear harmonic oscillator that can be written as
p =
∂L
∂x˙
=
x˙
1 + λx2
, (26)
which enables us to write the classical Hamiltonian of the given system as
H =
1
2
(1 + λx2)p2 +
1
2
(
α2x2
1 + λx2
)
, (27)
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where λ represents the non-linearity parameter which can be positive as well as negative.
Note that, for negative values of λ, there exists a singularity for the given mass function and
associated dynamics, at 1− |λ|x2 = 0. Therefore, for λ < 0, our analysis is restricted to the
interior of the interval x2 ≤ 1/|λ|. For the sake of quantization of the classical Hamiltonian
defined in Eq. (27), we make use of Eq. (2), and get the a quantum Hamiltonian of the
form
Hˆ =
1
2
[
−(1 + λx2) d2
dx2
− 2λx d
dx
+ α
2x2
1+λx2
]
, (28)
which is manifestly Hermitian in the space L2(R) for λ > 0 and L2[−1/√|λ|, 1/√|λ|] for
negative values of λ.
As a general exposition, we mention here that the non-linear oscillator (27) has been consid-
ered by various authors20,66–68. In order to obtain the quantum Hamiltonian, these authors
have used a different quantization scheme, based on the theory of symmetries that make use
of the existence of Killing vectors and invariant measure, which suggests that, the quantum
Hamiltonian is self adjoint in the space L2(R, dµ), where dµ = (1+λx2)
−1
2 dx, instead of the
standard space L2(R).
In order to apply the SUSY QM formalism, we introduce a pair of intertwining operators
given in Eq. (3), as
Aˆ =
1√
2
[√
1 + λx2
d
dx
+
αx√
1 + λx2
]
,
Aˆ† =
1√
2
[
− d
dx
(
√
1 + λx2) +
αx√
1 + λx2
]
=
1√
2
[
−
√
1 + λx2
d
dx
+
(α− λ)x√
1 + λx2
]
, (29)
such that the condition introduced in Eq. (9), is satisfied. Note that this is just a first order
differential equation whose solutions provides us with
ϕ0(x) = N0(1 + λx2)−α2λ , (30)
where N0 is the normalization constant. By means of the intertwining operators introduced
in Eq. (29), we obtain the supersymmetric Hamiltonian Hˆ− given in Eq. (4), as
Hˆ− = Aˆ
†Aˆ =
1
2
[
−(1 + λx2) d2
dx2
− 2λx d
dx
]
+ V−(x), (31)
where the corresponding potential V−(x) defined in Eq. (7), as
V−(x) =
1
2
α2x2
1 + λx2
− α
2
. (32)
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Comparison of Eqs. (28) and (31), yields
Hˆ = Hˆ− +
α
2
, (33)
where E0 = α/2 acts as the ground state energy for the Hamiltonian Hˆ .
The supersymmetric partner Hamiltonian Hˆ+ defined in Eq. (12), can be written as
Hˆ+ = AˆAˆ
† =
1
2
[
−(1 + λx2) d2
dx2
− 2λx d
dx
]
+ V+(x), (34)
where
V+(x) =
1
2
(α− λ)2x2
1 + λx2
+
1
2
(α− λ). (35)
Note that the partner Hamiltonians Hˆ− and Hˆ+ are related to each other by means of the
following integrability condition
Hˆ+(α1) = Hˆ−(α2) +R(α1), (36)
where α1 = α, α2 = f(α) = α − λ and R(α1) = α − λ. In order to find the spectrum
and the associated wave functions of the position-dependent oscillator, we follow the same
procedure that we discussed in the previous section. As suggested in Eq. (19), the energy
eigenvalues for the shape invariant systems are given by
E(−)n =
n∑
i=1
R(αi), E
(−)
0 = 0.
By inserting the values of R(αi) in last equation we arrive at
E(−)n =
n∑
i=1
(αi − λ),
= nα− λ
[
n(n + 1)
2
]
, n = 0, 1, 2, .... (37)
Note that E
(−)
n are the eigenenergies for the Hamiltonians Hˆ− given in Eq. (31). Now
consider Eq. (33) and observe that Hˆ = Hˆ−+
α
2
. So, in order to get the energy spectrum for
the hamiltonian Hˆ given in Eq. (28), we will just incorporate the additional term “α
2
” to the
spectrum of Hˆ−, due to which all the energy levels will get shifted. Thus, the eigenvalues
for Hˆ turns out to be
En = α
(
n +
1
2
)
− λ
(
n(n+ 1)
2
)
, n = 0, 1, 2, .... (38)
12
Note that for λ = 0, we get back the energy eigenvalues of the usual harmonic oscillator.
Our next target is to obtain all the excited states explicitly. For this we make use of Eq.
(22) and obtain the first excited state of non-linear harmonic oscillator as
|ϕ1(α1)〉 = Aˆ†(α1)|ϕ0(α2)〉.
Substitution of Eqs. (29) and (30) in the last equation yields
|ϕ1(α1)〉 = N0√
2
[
αx√
1 + λx2
− d
dx
(
√
1 + λx2)
]
(1 + λx2)
−α
2λ
+ 1
2 . (39)
By making use of the following identity[
αx√
1 + λx2
− d
dx
(
√
1 + λx2)
]
h1(x) = (−1)
[
(1 + λx2)
α
2λ
d
dx
(1 + λx2)
−α
2λ
+ 1
2
]
h1(x), (40)
where h1(x) is any arbitrary differential function, (39) may be rewritten in a simplified form
as
|ϕ1(α1)〉 = (−1)N1
[
(1 + λx2)
α
2λ
d
dx
(1 + λx2)
−α
λ
+1
]
. (41)
Note that, if we look at equation (40) carefully, we notice that left hand side of this expression
is of the same form as Aˆ†. Therefore, we may rewrite Eq. (40) as
Aˆ† =
−1√
2
[
(1 + λx2)
α
2λ
d
dx
(1 + λx2)
−α
2λ
+ 1
2
]
. (42)
Using (30) and (42) in equation (22), the energy eigenstates turn out to be
ϕn = Nn(−1)n(1 + λx2)−α2λ
[
(1 + λx2)
α
λ
dn
dxn
(1 + λx2)n(1 + λx2)
−α
λ
]
, (43)
where Nn are the normalization constants.
By introducing the dimensionless parameters ζ =
√
αx and λ = αλ˜, the closed form relation
for eigenenergies and the corresponding wave functions, obtained in Eq. (38) and Eq. (43)
respectively, may be rewritten as
En = α
[(
n +
1
2
)
− λ˜
(
n(n+ 1)
2
)]
, n = 0, 1, 2, .... (44)
and
ϕn = Nn(−1)n(1 + λ˜ζ2)
−1
2λ˜
[
(1 + λ˜ζ2)
1
λ˜
dn
dζn
(1 + λ˜ζ2)n(1 + λ˜ζ2)
−1
λ˜
]
, (45)
respectively. Note that
lim
λ˜→0
[
(−1)n(1 + λ˜ζ2) 1λ˜ d
n
dzn
(1 + λ˜ζ2)n−
1
λ˜
]
= (−1)neζ2 d
n
dzn
e−ζ
2
= Hn(ζ).
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FIG. 1. Comparison between standard Hermite polynomials (dotted line) and λ˜-dependent Hermite
polynomials (solid line) for different values of λ˜.
Thus it is clear from above that
Hn(ζ, λ˜) = (−1)n
[
(1 + λ˜ζ2)
1
λ˜
dn
dzn
(1 + λ˜ζ2)n−
1
λ˜
]
, n = 0, 1, 2, .... (46)
must be considered as the Rodrigues formula for the modified Hermite polynomials anal-
ogous to the standard ones. Substitution of last expression in (45) yields
ϕn = NnHn(ζ, λ˜)(1 + λ˜ζ2)
−1
2λ˜ , n = 0, 1, 2, ..... (47)
The wave functions obtained are expressed in terms of the modified Hermite polynomials.
So it is natural to expect that for λ˜ = 0 all the properties the standard Hermite polynomial
are retained. The effect of the non-linearity parameter λ˜, that differentiates our modified
Hermite polynomial from the standard Hermite polynomials is evident from Fig. (1) which
shows a comparison between standard Hermite polynomials and λ˜−dependent Hermite poly-
nomials.
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FIG. 2. Comparison between standard harmonic oscillator and non-linear oscillator with PDEM
for λ˜ = 0.1.
Furthermore, comparison of linear harmonic oscillator and non-linear oscillator with PDEM
can be seen easily from Fig. (2), which shows that the potential well in both cases is differ-
ent. Moreover, it is clear from Fig. (2) that energy spectrum is not equispaced in the case of
non-linear oscillator with PDEM in comparison with the harmonic oscillator with constant
mass.
We now determine an appropriate generating function g(ζ, λ˜, t) for these λ˜−dependent
Hermite polynomials such that
lim
λ˜→0
g(ζ, λ˜, t) = g(ζ, t),
where g(ζ, t) = e2tζ−t
2
is the generating function for the standard Hermite polynomial. Let
us choose the following form of the generating function for the representation of the modified
Hermite polynomials
g(ζ, λ˜, t) = [1 + λ˜(2tζ − t2)] 1λ˜− 12 . (48)
Note that this choice of generating function satisfies the correct limit defined above. Due to
the existence of this generating function we can obtain the recurrence relations for the mod-
ified Hermite polynomials in parallel to the standard Hermite polynomials. The generating
function defined in (87), in terms of power series is expressed as
[1 + λ˜(2tζ − t2)] 1λ˜− 12 =
∞∑
m=0
Hm(ζ, λ˜) t
m
m!
. (49)
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Expanding the L.H.S of the above expression and equating the coefficients of powers of t,
we obtain explicit expressions for first few modified Hermite polynomials as
H0 = 1,
H1 = (2− λ˜)ζ,
H2 = (−1)(2− λ˜)[1 + (3λ˜− 2)ζ2],
H3 = (−3)(2− λ˜)(2− 3λ˜)
[
ζ +
1
3
(5λ˜− 2)ζ3
]
,
H4 = (3)(2− λ˜)(2− 3λ˜)
[
1 + 2(5λ˜− 2)ζ2 + 1
3
(5λ˜− 2)(7λ˜− 2)ζ4
]
,
H5 = (15)(2− λ˜)(2− 3λ˜)(2− 5λ˜)
[
ζ +
2
3
(7λ˜− 2)ζ3 + 1
15
(7λ˜− 2)(9λ˜− 2)ζ5
]
.
Note that for λ˜ = 0, these expressions are exactly the same that we have in case of standard
Hermite polynomials. Also it is important to remark that these relations coincides with
those that we obtained by solving the system analytically8.
By taking derivative of the equation (88) with respect to “ζ” and simplifying we arrive at
(2− λ˜)
∞∑
m=0
Hm(ζ, λ˜)t
m+1
m!
=
∞∑
m=0
H′m(ζ, λ˜)
tm
m!
+ 2ζλ˜
∞∑
m=0
H′m(ζ, λ˜)
tm+1
m!
− λ˜
∞∑
m=0
H′m(ζ, λ˜)
tm+2
m!
,
which leads to the following recursion relation
m(2− λ˜)Hm−1 = H′m + 2ζλ˜mH
′
m−1 − λ˜m(m− 1)H
′
m−2, m = 0, 1, 2, ..... (50)
Note that for λ˜→ 0 the above relation coincides with the recursion relation for the standard
Hermite polynomial i.e., we get H′m = 2mHm−1.
Let us now take the derivative of (88) with respect to “t” and simply, we finally arrive at
ζ(2− λ˜)
∞∑
m=0
Hm(ζ, λ˜) t
m
m!
− (2− λ˜)
∞∑
m=0
Hm(ζ, λ˜)t
m+1
m!
=
∞∑
m=0
Hm+1(ζ, λ˜) t
m
m!
+ 2ζλ˜
∞∑
m=0
Hm+1(ζ, λ˜)t
m+1
m!
− λ˜
∞∑
m=0
Hm+1(ζ, λ˜)t
m+2
m!
.
This leads to the following expression
Hm+1 − ζ [(2− λ˜)− 2λ˜m]Hm +m[(2− λ˜)− λ˜(m− 1)]Hm−1 = 0, m = 0, 1, 2, ..., (51)
and for λ˜ → o, we obtain the well known recurrence relation for the standard Hermite
polynomial give as
Hm+1 − 2ζHm + 2mHm−1 = 0, m = 0, 1, 2, ...
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We have obtained the exact solutions to the non-linear harmonic oscillator with position-
dependent effective mass by using supersymmetric formalism along with the property of
shape invariance. It is important to remark here that these solutions are in complete agree-
ment with the results that we have already obtained by the solving the PDEM Schro¨dinger
analytically8. Also, same solutions can be obtained by using appropriate ladder operators
for the given system10. Furthermore, these results also coincide with the ones that have been
obtained by applying a perturbative approach to solve the system under consideration9. It
is worth mentioning over here that same analysis is valid for the remaining examples.
B. Case 2: m(x) =
(
1 + x
2
λ
)−1
Let us consider the non-linear harmonic oscillator with spatially varying mass of the form
m(x) =
(
1 +
x2
λ
)−1
, (52)
where m(x) → 1 as the non-linearity parameter λ → ∞. For this particular choice of
PDEM, the quantum Hamiltonian is of the form
Hˆ =
1
2
−
(
1 +
x2
λ
)
d2
dx2
− x
λ
d
dx
+ V (x), (53)
where
V (x) =
1
2
m(x)α2x2 =
1
2
α2x2(
1 + x
2
λ
) .
Similar to the previous example, here again λ can take both positive and negative values
and for the present case our analysis is restricted to the interval −√|λ| < x <√|λ|. Thus
for positive values of the non-linearity λ, the quantum Hamiltonian (53), is self-adjoint in
the space L2(R) and for λ < 0, the space reduces to L2[−√|λ|,√|λ|].
In order to determine the isospectral Hamiltonians Hˆ− and Hˆ+, we consider the super
potential W (x) as
W (x) =
1√
2
αx√
1 + x
2
λ
, (54)
so that the pair of intertwining operators defined in Eq. (3), are obtained as
Aˆ =
1√
2
[√
1 +
x2
λ
+
αx√
1 + x
2
λ
]
, (55)
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and
Aˆ† =
1√
2
[
−
√
1 +
x2
λ
+
(
α− 1
λ
)
x√
1 + x
2
λ
]
, (56)
respectively. The operator Aˆ defined in Eq. (55), satisfies the condition given in Eq. (9),
and provides us with the ground state function of Hˆ as
ϕ0(x) = N0
(
1 +
x2
λ
)−αλ
2
, (57)
where N0 is the normalization constant. Note that limλ→∞ ϕ0(x) = e−αx
2
2 , i.e., the ground
state of the non-linear harmonic oscillator reduces to the ground state of the linear oscillator
when the PDEM no longer remains variable.
The isospectral Hamiltonian Hˆ− defined in Eq. (4), becomes
Hˆ− =
1
2
[
−
(
1 +
x2
λ
)
d2
dx2
− 2x
λ
d
dx
+
α2x2
1 + x
2
λ
]
− α
2
. (58)
Substitution of Eqs. (53) and (54) in Eq. (6), provides us with the ground state energy of
the Hamiltonian Hˆ, as
E0 =
α
2
.
For the present case, the partner Hamiltonian Hˆ+ defined in Eq. (12), is given as
Hˆ+ =
1
2
[
−
(
1 +
x2
λ
)
d2
dx2
− 2x
λ
d
dx
+
(
α− 1
λ
)2
x2
1 + x
2
λ
]
− α
2
. (59)
Note that these partner Hamiltonians are related to each other by means of the integrability
condition (17), as
R(α1) = Hˆ+(α1)− Hˆ−(α2) = α1 − 1
λ
, (60)
where α1 = α and α2 = α − 1λ . By making use of the above information in Eq. (20), we
obtain the energy spectrum of the given system as
En = α
(
n+
1
2
)
− 1
2λ
n(n+ 1). (61)
Note that when λ → ∞, the last relation reduces to the energy spectrum of the standard
harmonic oscillator with constant mass.
In order to obtain the excited states of the given system we make use of Eqs. (56) and (57)
in Eq. (22). The first wave function for the system under consideration can be written as
ϕ1(x) =
1√
2
[
−
√
1 +
x2
λ
+
(
α− 1
λ
)
x√
1 + x
2
λ
]
ϕ0(x). (62)
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Let us consider the following identity
1√
2
[
−
√
1 +
x2
λ
+
(
α− 1
λ
)
x√
1 + x
2
λ
]
h2(x) =
−1√
2
[(
1 +
x2
λ
)αλ
2 d
dx
(
1 +
x2
λ
)−αλ
2
+ 1
2
]
h2(x),
where h2(x) is any arbitrary function. By making use of the above relation in Eq. (62), we
may rewrite the first wave function in a more simplified form as
ϕ1(x) = (−1)N1
(
1 +
x2
λ
)−αλ
2
(
1 +
x2
λ
)αλ
d
dx
(
1 +
x2
λ
)−αλ+1
. (63)
Similarly we get the next eigenfunction as
ϕ2(x) = (−1)2N2
(
1 +
x2
λ
)−αλ
2
(
1 +
x2
λ
)αλ
d2
dx2
(
1 +
x2
λ
)−αλ+2
. (64)
Repeated application of the above process enables us to obtain the nth wave function of the
pertaining systems as
ϕn(x) = Nn
(
1 +
x2
λ
)−αλ
2
[
(−1)n
(
1 +
x2
λ
)αλ
dn
dxn
(
1 +
x2
λ
)−αλ+n]
, (65)
where Nn is the normalization constant.
For the sake of simplicity we introduce the dimensionless parameters as
x =
ς√
α
and λ =
µ
α
,
so that the eigenenergies (61) and the corresponding wave functions (65), are respectively
given as
En = α
[(
n +
1
2
)
− 1
2µ
n(n+ 1)
]
, n = 0, 1, 2, .... (66)
and
ϕn = Nn(−1)n
(
1 +
ς2
µ
)−µ
2
[(
1 +
ς2
µ
)µ
dn
dςn
(
1 +
ς2
µ
)n−µ]
. (67)
Note that the term within the parenthesis represents the Rodrigues formula for the
µ−dependent Hermite polynomials, since,
lim
µ→∞
[
(−1)n
(
1 +
ς2
µ
)µ
dn
dςn
(
1 +
ς2
µ
)n−µ]
= (−1)neς2 d
n
dςn
e−ς
2
.
Substitution of last expression in (67) yields
ϕn = Nn
(
1 +
ς2
µ
)−µ
2
Hn(ς, µ), n = 0, 1, 2, ....., (68)
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where limµ→∞Hn(ς, µ) = Hn(ς).
Now we investigate certain properties of this class of Hermite polynomials. An appropriate
generating function for these µ−dependent Hermite polynomials is given as
g(ς, µ, t) =
(
1 +
2tς − t2
µ
)µ− 1
2
. (69)
such that
lim
µ→∞
g(ς, µ, t) = e2tς−t
2
,
which is the generating function for the well Hermite polynomials. The generating function
defined in Eq. (69), can b expressed in terms of the power series as
(
1 +
2tς − t2
µ
)µ− 1
2
=
∞∑
k=0
Hk(ς, µ) t
k
k!
. (70)
Explicit expression for the first few polynomials are given as
H0 = 1,
H1 =
(
2− 1
µ
)
ς,
H2 = (−1)
(
2− 1
µ
)
[1−
(
2− 3
µ
)
ς2],
H3 = (−3)
(
2− 1
µ
)(
2− 3
µ
)[
ς − 1
3
(2− 5
µ
)ς3
]
,
H4 = (3)
(
2− 1
µ
)(
2− 3
µ
)[
1− 2
(
2− 5
µ
)
ς2 +
1
3
(
2− 5
µ
)(
2− 7
µ
)
ς4
]
,
Note that when the non-linearity parameter µ → ∞, all the expressions obtained above,
reduce to the well known expressions for the standard Hermite polynomials. Also it is
important to remark that similar results can be obtained by solving the system analytically.
Let us take the derivative of Eq. (70) with respect to “t” and simplify. We finally arrive at
ς
(
2− 1
µ
) ∞∑
m=0
Hm(ς, µ) t
m
m!
−
(
2− 1
µ
) ∞∑
m=0
Hm(ς, µ)t
m+1
m!
=
∞∑
m=0
Hm+1(ς, µ) t
m
m!
+
2ς
µ
∞∑
m=0
Hm+1(ς, µ)t
m+1
m!
− 1
µ
∞∑
m=0
Hm+1(ς, µ)t
m+2
m!
.
This leads to the following expression
Hm+1− ς
[(
2− 1
µ
)
− 2m
µ
]
Hm+m
[(
2− 1
µ
)
− (m− 1)
µ
]
Hm−1 = 0, m = 0, 1, 2, .... (71)
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Now by differentiating Eq. (70) with respect to “ς” and simplifying, we get
(2− 1
µ
)
∞∑
m=0
Hm(ς, µ)t
m+1
m!
=
∞∑
m=0
H′m(ς, µ)
tm
m!
+
2ς
µ
∞∑
m=0
H′m(ς, µ)
tm+1
m!
− 1
µ
∞∑
m=0
H′m(ς, µ)
tm+2
m!
,
which leads to the following recursion relation
m
(
2− 1
µ
)
Hm−1 = H′m + 2
ς
µ
mH′m−1 −
1
µ
m(m− 1)H′m−2, m = 0, 1, 2, ..... (72)
Note that when µ→∞, the expressions obtained in Eqs. (71) and (72), become
Hm+1 − 2ςHm + 2mHm−1 = 0,
and
H′m − 2mHm−1 = 0,
for m = 0, 1, 2, ..., respectively, i.e., we get back the well known recursion relation for the
standard Hermite polynomial.
C. Case 3: m(x) = 2
1−(λx)2
As another example we consider the PDEM of the form
m(x) =
2
1− (λx)2 , (73)
such that the Hamiltonian Hˆ defined in Eq. (2), of the non-linear oscillator takes the form
Hˆ =
1
4
[
−
(
1− (λx)2
)
d2
dx2
+ 2λ2x
d
dx
+ 4
α2x2
1− (λx)2
]
. (74)
For the present case, the mass profile encounters a singularity for both positive and negative
values of λ and our study of dynamics is restricted to the interior of the interval x2 ≤ 1/λ2.
Thus, the quantum Hamiltonian given in Eq. (74), is explicitly Hermitian in the space
L2[−1/λ, 1/λ].
In order to apply the SUSY QM we consider the super potential of the form
W (x) =
αx√
1− (λx)2 , (75)
and the pair of intertwining operators are respectively given as
Aˆ =
1
2
[√
1− (λx)2 d
dx
+
2αx√
1− (λx)2
]
, (76)
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and
Aˆ† =
1
2
[
−
√
1− (λx)2 d
dx
+
(2α+ λ2)x√
1− (λx)2
]
. (77)
Note that Aˆ defined in Eq. (76), satisfies the constraint (9), and yields the ground state
function of the given system as
ϕ0(x) = N0(1− (λx)2)
α
λ2 . (78)
Also for any differentiable function h3(x), it can be easily shown that[
−
√
1− (λx)2 d
dx
+
(2α + λ2)x√
1− (λx)2
]
h3(x) =
(−1)
[
(1− (λx)2)− αλ2 d
dx
(1− (λx)2) αλ2+ 12
]
h3(x).
Thus, the operator given in Eq. (77), can be rewritten as
Aˆ† =
−1
2
[
(1− (λx)2)− αλ2 d
dx
(1− (λx)2) αλ2+ 12
]
. (79)
For the present case the isospectral Hamiltonians Hˆ− and Hˆ+ are respectively given as
Hˆ− =
1
4
[
−
(
1− (λx)2
)
d2
dx2
+ 2λ2x
d
dx
+
4α2x2
1− (λx)2
]
− α
2
, (80)
and
Hˆ+ =
1
4
[
−
(
1− (λx)2
)
d2
dx2
+ 2λ2x
d
dx
+
4
(
α + λ
2
2
)2
x2
1− (λx)2
]
+
α
2
+
λ2
4
. (81)
In order to determine the ground state energy of the given system we make use of Eqs. (74)
and (80), in Eq. (6), and get
E0 =
α
2
. (82)
In order to specify the shape invariance condition defined in Eq. (17), we consider the
relations for the partner Hamiltonians Hˆ− given in Eq. (80) and Hˆ+ introduced in Eq. (81),
such that
Hˆ+(α1)− Hˆ−(α2) = α1 + λ
2
2
, (83)
where the parameters concerning SI are related as
α1 = α, α2 = f(α1) = α1 +
λ2
2
and R(α1) = α1 +
λ2
2
. (84)
In order to determine the energy eigenvalues of the system under consideration we make use
of Eqs. (84) and (82) in Eq. (20), and get
En = α
(
n +
1
2
)
+
λ2
4
n(n + 1). (85)
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By using Eqs. (79) and (78) in recurrence relation given in Eq. (22), we can obtain the
corresponding wave functions as
ϕn(̺) = Nn[1− (υ̺)2]
1
2υ2
[
(−1)n[1− (υ̺)2]− 1υ2 d
n
d̺n
[1− (υ̺)2] 1υ2 +n
]
, (86)
where ̺ = x
√
2α and υ = λ/
√
2α, are the dimensionless variables and Nn is the normaliza-
tion constant. Note that the term within the parenthesis represents the Rodrigues formula
of the modified Hermite polynomials.
The appropriate generating function for the system under consideration is given as
g(̺, υ, t) = [1− υ2(2t̺− t2)]−1υ2 − 12 . (87)
Note that this choice of generating function satisfies the correct limit defined above. Due to
the existence of this generating function we can obtain the recurrence relations for the mod-
ified Hermite polynomials in parallel to the standard Hermite polynomials. The generating
function defined in Eq. (87), in terms of power series is expressed as
[1− υ2(2t̺− t2)]−1υ2 − 12 =
∞∑
k=0
Hk(̺, υ) t
k
k!
. (88)
Expanding the L.H.S of the above expression and equating the coefficients of powers of t,
we obtain explicit expressions for first few modified Hermite polynomials as
H0 = 1,
H1 = (2 + υ2)̺,
H2 = (−1)(2 + υ2)[1− (2 + 3υ2)̺2],
H3 = (−3)(2 + υ2)(2 + 3υ2)
[
̺− 1
3
(2 + 5υ2)̺3
]
,
H4 = (3)(2 + υ2)(2 + 3υ2)
[
1− 2(2 + 5υ2)̺2 + 1
3
(2 + υ2)(7λ˜− 2)̺4
]
,
H5 = (15)(2 + υ2)(2 + υ2)(2 + υ2)
[
̺− 2
3
(2 + υ2)̺3 +
1
15
(2 + υ2)(2 + υ2)̺5
]
.
Note that in the harmonic limit υ → 0, all the results obtained for the system under
consideration reduce to the well known results of the celebrated harmonic oscillator. The
recurrence relations for this family of Hermite polynomials can be determined in the similar
way as done for the last two cases.
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IV. CONCLUSION
In the present work we have first discussed the problem of ordering ambiguity in the kinetic
energy term that arises due to the variable mass and then quantized our system by following
the recipe given by Le´vy-Leblond28, originally proposed by Von Roos27. It is important to
remark that the quantum Hamiltonian, obtained is manifestly Hermitian. Furthermore, we
have provided a general recipe for obtaining the algebraic solutions of the quantum systems
with PDEM. This formalism is based on the integrated concepts of SUSY QM and the beau-
tiful property of shape invariance. It is worth mentioning over here that we have restricted
ourselves to the study of the PDEM quantum systems with shape invariant potentials that
belong to the translation class.
For the sake of illustration we have chosen a class of non-linear oscillators with spatially
varying mass. In each case, explicit expressions for the energy spectrum and the corre-
sponding wave functions in terms of the modified Hermite polynomials has been obtained.
The wave functions belongs to the family of the orthogonal polynomials that can be con-
sidered as the modification of the standard Hermite polynomials. It has been shown that
under the harmonic limit, the results obtained for PDEM quantum systems reduce to the
corresponding results for the harmonic oscillator with constant mass.
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