ABSTRACT To improve the efficiency of surgical trajectory segmentation for surgical assessment and robot learning in robot-assisted minimally invasive surgery, this paper presents a fast unsupervised method using video and kinematic data, followed by a promoting procedure to address the over-segmentation issue. An unsupervised deep learning network called dense convolutional encoder-decoder network (DCED-Net) is first proposed to extract more discriminative features from videos in an effective way. DCED-Net has several advantages. It compresses the encoding-decoding structure, strengthens the feature propagation, and avoids the manual annotation. To further improve the accuracy of segmentation, on one hand, a modified transition state clustering model is employed with a strategy of reducing the redundancy of transition points. On the other hand, the segmentation results are promoted by identifying the over-segmented trajectories based on predefined similarity measurements. Extensive experiments on the public data set JIGSAWS show that with our method, the percentage increase in accuracy is 20.3% and the percentage decrease in time cost is 92.6%.
I. INTRODUCTION
Surgical trajectory is recorded with a series of synchronized kinematic and video data in robot-assisted minimally invasive surgery (RMIS) [1] . It can be decomposed into several meaningful sub-trajectories. Since the segments are atomic with less complexity, they may be used to improve the surgical workflow [2] , [3] , surgical training [4] and assessment [5] , [6] . What's more, by learning from these subtrajectories, medical robots can realize some autonomous operation of simple tasks [7] , [8] , thus the automation of surgical robot can be improved. However, considering the complexity of the surgical environment and skill difference among surgeons, even an identical surgical procedure can vary remarkably in spatial and temporal domains. Therefore, it is a challenging task to segment surgical trajectory accurately and rapidly.
Traditional solutions usually transfer the surgical trajectory segmentation to a clustering problem. They are mainly classified into two categories: supervised and unsupervised methods. As the supervised methods, Linear Discriminate Analysis (LDA) [9] , Hidden Markov Models (HMMs) [10] , Descriptive Curve Coding (DCC) [11] , and Conditional Random Field (CRF) [12] are proposed to solve the problem of low trajectory segmentation accuracy to some extent. However, the supervised method is time-consuming because of the manual annotations of experts for training dataset. Thus, unsupervised methods have drawn more attention in recent years. Some unsupervised methods based on Gaussian Mixture Model (GMM) [13] and Dirichlet Processes Gaussian Mixture Model (DPGMM) [14] are proposed. Although GMM and DPGMM based methods can get rid of the manual annotations, the room to improve the accuracy of surgical trajectory segmentation remains since only the kinematic data are taken into account. Recently, Transition State Clustering with Deep Learning (TSC-VGG) is presented using video and kinematic data for task-level segmentation [15] . The involvement of video source provides a new solution for surgical trajectory segmentation.
However, there are still some drawbacks in existing unsupervised methods with the video source involved. The major problem affecting the efficiency is the high computational overhead on video feature extraction. If supervised methods are used for the feature extraction, the workload of manual annotations will be extremely large, adaptive ability of model for new data is weak as well. Moreover, traditional unsupervised feature extraction networks cannot extract video features effectively. Taking the TSC-VGG as an example, the time cost of video feature extraction accounts for more than 95% of the overall running time. In addition, the extracted video features are less discriminative. The quality of video features extracted by the existing methods is poor, and the stability of segmentation is low as well. Meanwhile, unsupervised trajectory segmentation methods easily lead to over-segmentation. Segments of the same atomic operation are divided into multiple sections, and as a consequence, some fragments of segment appear. To cope with above problems, this paper proposes a fast unsupervised approach for multi-modality surgical trajectory segmentation as shown in Fig. 1 . Firstly, prominent features are extracted from video source through Dense Convolutional Encoder-Decoder Network (DCED-Net), and wavelet transform is then used to filter kinematic data for the further clustering based on a modified TSC model. We refer the proposed segmentation method as TSC-DCED-Net for abbreviation. Finally, the segmentation result is promoted by merging the segments according to four similarity measurements. The primary contributions are summarized as follows:
1) To the best of our knowledge, DCED-Net is the first unsupervised deep learning network for surgical trajectory segmentation in RMIS. It is compact yet effective to accelerate the more discriminative feature extraction from video.
The network compresses the encoding-decoding structure so that the image information can transmit backwards as much as possible, reducing the information loss caused by dimensionality reduction.
2) A modified Majority Vote Algorithm is presented to recognize and merge the redundant transition points in the over-segmentation issue.
3) A promoting procedure is presented to alleviate the oversegmentation issue. The promoting algorithm is based on four indicators: Principal Component Analysis (PCA), Mutual Information (MI), Distance between the Center of Segments (DCS) and Dynamic Time Warping (DTW). Through the calculation of similarity measurement according to the four indicators, segments with high similarity will be merged in order to reduce segmentation fragments and improve segmentation accuracy.
The rest of this paper is organized as follows. The structure of Dense Convolutional Encoder-Decoder Network (DCED-Net) for video feature extraction is presented in Section II. In Section III, we modify Transition State Clustering (TSC) nonparametric mixture model. The whole procedure of segmentation promoting based on PCA, MI, DCS, DTW (PMDD) is presented in Section IV. Next, experimental results are demonstrated and discussed in Section V. Finally, the paper is concluded in Section VI.
II. DCED-NET NETWORK FOR VIDEO FEATURE EXTRACTION

A. DESIGN OF NETWORK STRUCTURE
Traditional unsupervised feature extraction networks often suffer from the gradient vanishing and cannot extract visual features effectively due to the image information loss in the networks. To facilitate the image information flow between network layers, we propose a Dense Convolutional EncoderDecoder Network. As shown in Fig. 2 , DCED-Net is an unsupervised network with structure of dense connection. The first half of the network is an encoder, which mainly performs operations of feature extraction; the output of middle part is the visual feature for surgical trajectory segmentation, that can preserve the original information as complete as possible in low dimensions; the second half of the network is a decoder with the task of image reconstruction. The network is trained by reducing the difference between input image and reconstructed image. Dense Block, transition layer and up-sampling layer are three vital parts of DCED-Net. Dense Block consists of several densely connected convolution layers [16] , which are designed for feature extraction or reconstruction. The transition layer is responsible for feature compression as well as reduction of the feature map size, and up-sampling layer is used for image reconstruction and size recovery.
1) DENSE BLOCK
In previous work [17] , we have found that the better quality of video feature is, the higher accuracy of trajectory segmentation would be. The primary reason of the poor feature 56412 VOLUME 6, 2018 quality of traditional unsupervised methods is that too much image information is lost during dimensionality reduction. As proved by Zhang et al. [18] , a better training effect will yield if the neural network can obtain more complete information. Thus, to further improve the effectiveness of information flow between network layers, we adopt dense connection in Dense Block. That is, any layer is directly connected to all subsequent layers. Suppose that there is a network layer L i , the input of L i is the concatenation of the feature maps produced by all other layers preceding. The procedure of layer L i can be formulated by:
where
is a composite function consisting of batch normalization, activation function and so on. By this way, if layer L i produces n feature maps and all preceding layers produce m feature maps totally, the input of layer L i+1 will consists of m + n feature maps totally. The parameter n is the growth rate of Dense Block.
With the growth of layer number, the number of feature maps to be processed is typically more. Therefore, we put a 1 × 1 convolutional layer as bottleneck [19] , [20] before each 3 × 3 convolutional layer, to reduce the number of input feature maps as well as improve computational efficiency. In a Dense Block, the size of each feature map is consistent, and its fundamental structure can be described as BN-SigmoidConv(1 × 1)-BN-Sigmoid-Conv(3 × 3) (i.e. bottleneck structure in Fig. 2(b) ), where BN is batch normalization [21] and Conv represents convolutional layer.
2) TRANSITION LAYER
To match the difference of feature map size between Dense Blocks, we add a transition layer after each Dense Block in encoder part. The layer is composed of a 1 × 1 convolutional layer and a 4 × 4 pooling layer [22] , compressing the convolved feature map and extracting visual features in low dimensions for trajectory segmentation.
3) UP-SAMPLING LAYER
The up-sampling layer in the decoder part is used to reconstruct image from the extracted feature map during the training of DCED-Net. It is incorporated with Dense Block accordingly, as shown in Fig. 2 . To prevent the chessboard effect [23] caused by the traditional deconvolution method [24] , we adopt Bilinear Interpolation [25] in up-sampling layer to recover the input image information as accurately as possible.
B. IMPLEMENTATION DETAILS
The encoder is composed of 3 transition layers and 2 Dense Blocks in series, while the decoder is comprised of 3 up-sampling layers and 2 Dense Blocks. In a Dense Block, there exist 4 fundamental bottleneck structures, which have the same size of feature maps and the growth rate is set to 6. The specific configuration parameters of network layers are shown in Table 1 . Adam [26] is adopted to minimize the mean square error between original image and reconstruction image. In this paper, Sigmoid is selected as the activation function of neural network. Although Sigmoid function easily leads to the gradient vanishing, the Dense Block structure adopted in this paper can transfer more gradient information to subsequent networks to figure out such problem. The experiments also show that Sigmoid has better performance among many activation functions. Fig. 3 shows the reconstruction results of the proposed DCED-Net and conventional stacked convolutional autoencoder (SCAE) [27] , by comparing with the original image, it can be seen that DCED-Net achieves better result.
III. MODIFIED TRANSITION STATE CLUSTERING (TSC) NONPARAMETRIC MIXTURE MODEL
Transition State Clustering (TSC) [14] is a clustering based trajectory segmentation method that consists of two phases. TSC identifies transition points firstly, then clusters and prunes the similar transition points in kinematics and visual VOLUME 6, 2018 TABLE 1. Implementation details for DCED-Net.
FIGURE 3. Comparison of feature extraction:
The left is original image, the reconstructed image of the traditional SCAE network is in the middle, and the right is the reconstructed image using the proposed DCED-Net.
domains to generate the segmentation result. However, TSC is often suffer from the over-segmentation issue due to some transition points misidentified. To address this problem, a modified clustering-pruning process is proposed, as shown in Fig. 4 .
A set of demonstrations D of the same surgical operation are fed into TSC model. Each of the demonstrations D i (i ∈ 1, 2, . . . , n) consists of synchronized kinematic features k i (t) and corresponding extracted visual features v i (t) with respect to the time t. As in [14] , three groups of data are fed to TSC, including the kinematic features K (t), visual features V (t), and augmented data X (t) = (K (t), V (t)) from all demonstrations. It is different from TSC that a splicing weight ψ between visual features and kinematic features is introduced to generate the augmented data X (t). The parameter ψ allows us to find an appropriate importance level of visual features and kinematic features for different surgical task, and we will further discuss its performance in the experimental part. Then, three groups of data K (t), V (t) and X (t) are clustered by DPGMM [28] . After that, three sets of clustering results Q are generated. We traverse Q i (i ∈ K , V , X ) along the time axis to find the points with cluster switching and record them. Then, three sets of transition points P i (i ∈ K , V , X ) can be obtained. It needs to be pointed out that they are frame-aligned in time series.
To further correct misidentified transition points, a modified majority vote strategy based on three sets of transition points P i (i ∈ K , V , X ) is introduced to generate the corrected transition points T . This voting strategy is similar to the majority vote strategy, but the visual feature is been see as an auxiliary in the voting. According to the voting strategy in Table 2 , we read the value of each P i then judge the value of T in turn. After that, the corrected transition points T can be got. In experiments, we find that the identification of transition points is often duplicated, as one transition point in ground trues may be identified multiple times in consecutive frames. To further reduce the over-segmentation, it is necessary to cut down redundant transition points. Therefore, we present a merging strategy, traversing T in step λ along the time series. If there are more than one transition point with λ, only the first transition point will be retained, and the others are merged. Among all parameters, splicing weight ψ is the most important since it optimizes the weight of kinematic and video data in clustering, λ also plays an important role in the elimination of redundancy. We will further discuss their performance in the experimental part.
As shown in Fig. 4 , the DPGMM based clustering is then carried out successively in visual and kinematics domains followed by a pruning process. To improve the robustness of surgical trajectory segmentation, n kinds of combinations of surgical trajectory demonstrations are fed to the proposed modified TSC model by leave-one-out method as suggested in [14] , as shown in Fig. 5 . Take D n as an example, DPGMM is implemented in the time domain onto the results of D n from all the combinations to obtain the final segmentation of surgical trajectory.
IV. SEGMENTATION PROMOTING BASED ON PMDD
Most unsupervised trajectory segmentation methods usually have the problem of over-segmentation. To correct the wrongly segmented sub-trajectories that belong to the same cluster, a criterion is required to evaluate the similarity between segments. Taking a deep insight into the same subtrajectory, they have a few implicit and explicit associations. Besides the similarity in spatial and temporal space, inner structure, variation node and moving trend are also the important factors. Taking these factors into consideration, we propose a promoting algorithm based on PMDD consisted of four similarity measurements based on Principal Component Analysis (PCA), Mutual Information (MI), Distance between the Center of Segments (DCS) and Dynamic Time Warping (DTW). According to the four indicators above, a strategy is made to determine which segments should be merged.
A. PCA
Principal Component Analysis (PCA) [29] is an important method for the reduction of data redundancy. Pang and Ye [30] have shown that PCA can be used to measure the similarity between segments. PCA mainly determines the internal link and structure between the segments. Considering two segments S a and S b , PCA could find several principle components of S a and S b which make up a subspace representing the main information of S a and S b . Smaller subspace angle means greater internal consistency between them. Thus, the similarity measurement based on PCA is defined by the angles between their subspaces, which is comprised of principle components:
where q is the number of principle components, it is 10 in this paper.
B. MI
The surgery is a continuous process, while the data change of the segments in the same surgery sub-process is similar. Entropy can be interpreted as a measurement of the uncertainty for particular variables [31] . In this paper, we adopt Mutual Information (MI) [32] to measure the similarity of changing between trajectory segments. The essence of MI is a kind of relative entropy, characterizing the mutual dependence between the two variables. Therefore, MI is a good similarity measurement for variation trend between two segments, which is obtained by subtracting the joint entropy H (S a , S b ) from the entropy H (S a ) and H (S b ) of two segments.
FIGURE 6. Illustration of distance between the center of segments.
C. DCS
Each time slice of surgery trajectory is composed with several dimensions of kinematic data, and a segment can be seen as a collection of data in a certain length of time. These data reflect the spatial characteristics of segments (including location, acceleration, angular speed et al.). DCS mainly reflects the spatial characteristic. During a sub-process of surgery, the trajectory in a short time interval is similar in the spatial space. Therefore, the distance between the centers of segments in spatial space is taken into account, as shown in Fig. 6 . The similarity based on DCS is formulated as follows:
where µ a and µ b are mean vectors of segments S a and S b . Each element in the vector represents an average in the time domain.
D. DTW
Due to the difference on doctors' surgical skills, the same surgical task yield different trajectories. One typical case is the same action in spatial domain with different performance in temporal domain. To identify the segments with this characteristic, we introduce Dynamic Time Warping (DTW) [33] . The length of two sequences to be compared may not be equal in temporal domain. In this case, traditional Euclidean distance cannot effectively measure the similarity VOLUME 6, 2018 between two sequences. DTW evaluates the similarity of two sequences by extending or compressing the sequences in time domain. Finding the warping path with the least expense is the key point to calculate the DTW similarity of two sequences. Therefore, the DTW similarity between S a and S b is given by
where w k is the k-th element of warping path, and K is the compensation parameter determined by the number of steps in the minimum cost path, which can be detected by minimizing cumulative distance γ (i, j).
where d(q i , c j ) denotes Euclidean distance between q i and c j .
E. MERGING RULE
All four similarity indicators above are defined in diverse ways even in different dimensions. Thus, the normalization is required in order to obtain the final measurement. For SM PCA , SM DCS and SM DTW , the smaller the values are, the more similar the two segments are. Specially, the similarity between both segments is higher, when MI is larger. In particular, SM PCA , SM DCS and SM DTW are normalized using Eq. (7), and Eq. (8) is applied to SM MI . Based on the four factors, the final similarity indicator O (a,b) is calculated as Eq. (9).
According to final similarity measurement, segments with high similarity should be merged iteratively. First, considering the segmentation results S, the final similarity of each pair of two adjacent segments is calculated by Eq. (9) in each iteration. Then we obtain a set of results O{O (1, 2) , O (2,3) , . . . , O (n−1,n) }. Next, we merge the pairs with the highest O (a,b) , and update comprehensive similarity, Finally, this process is repeated until there is no O (a,b) upper than threshold τ . The segmentation promoting algorithm is summarized in Algorithm 1.
V. EXPERIMENTAL RESULTS AND DISCUSSIONS
In this section, two sets of experiments are conducted to test the performance of proposed unsupervised segmentation approach for surgical trajectory. In the first experiment, Algorithm 1 Segmentation Promoting Based on PMDD Input: Segments S, Threshold τ . 2: for i = 1 : length(S) − 1 do 3: Calculate O (a,b) by Eq. (9). 
1: while max(O) > τ do
remove (S index+1 ) 8: end while Output: Post processed segments S * .
TSC-DCED-Net is evaluated with three indicators: normalize mutual information (NMI), segmentation accuracy (Seg-acc) and overall running time, in comparison to the stateof-the-art methods, including GMM [13] , TSC-K [14] , TSC-VGG [15] and TSC-SIFT [15] . In the second set of experiments, we apply the post promoting algorithm to the pre-segmentation results of various methods. The algorithm performance is tested by comparing the segmentation accuracy before and after merging.
The dataset JIGSAWS [1] from Johns Hopkins University is used in the experiments, including data recordings and manual annotations. Data recordings consist of surgical video and kinematic data collected from Da Vinci Surgical System. The sampling frequencies for both video and kinematics sources are 30Hz. The dataset contains three surgical tasks: Suturing (ST), Knot-Tying (KT) and Needle-Passing (NP), which are performed and annotated by 8 surgeons with different skill levels.
In this paper, we adopt 2 surgical tasks NP and ST from JIGSAWS. The NP task contains 28 demonstrations, including the videos and kinematic data from 9 experts (E), 8 intermediates (I) and 11 novices (N). The ST task has 39 demonstrations from 10 experts (E), 10 intermediates (I) and 19 novices (N). The kinematic data are in 76 dimensions, including position, angle velocity, angle of grasper and etc. The resolution of video data is 640×480. The computer configuration used in the experiments is summarized in TABLE 3. 
A. QUANTITATIVE ANALYSIS OF TSC-DCED-NET
In this section, we will discuss three evaluation indexes, normalize mutual information (NMI), segmentation accuracy (Seg-acc) and overall running time to verify the performance of our proposed TSC-DCED-Net.
Normalize mutual information (NMI) indicates the transition points similarity between a predictive clustering result A and the ground truth B (manual annotations), transition points are the basis for trajectory segmentation, as a consequence, the comparison of NMI is necessary. The range of NMI is [0,1], where 0 means that there is no correlation between two clustering results, while 1 represents the results are completely related. NMI can be calculated by
where H (A) and H (B) are the information entropies of A and B respectively. I (A, B) is mutual information. We compare the proposed method TSC-DCED-Net with state-of-the-art methods, including TSC, GMM, TSC-VGG, TSC-SIFT and GMM-DCED-Net on the dataset. According to the data source used in different methods, the experiments are divided into two categories: one using kinematics data only and the other using both video and kinematic data. TABLE 4 shows NMI measurements of segmentation. We can see that our method TSC-DCED-Net achieves the best NMI among all trajectory segmentation tasks. Overall, methods using both video and kinematic data are generally better than the ones using kinematics data only. It is consistent with the results reported in literatures. The NMI of methods using kinematics data only shows a decreasing trend with the growing proportion of non-expert (I&N) demonstrations. This phenomenon is very significant in the suturing task, mainly because of the complexity and non-regularity of suturing task. What's more, demonstrations from experts are usually smoother and faster than ones from non-experts. Nonexperts' demonstrations have the problem of poor consistency which makes the transition points difficult to identify. However, when considering both kinematics and video data, the phenomenon is obviously weakened. It proves that video data can help eliminate the influence of irregular trajectory from intermediates and novices. It is an effective compensation to surgical trajectory segmentation. It should be pointed out that NMI is indeed an intermediate result. Excellent NMI is the foundation for good segmentation results, but they are not the same. The quality of the clustering model also plays a key role.
2) SEGMENTATION ACCURACY (Seg-Acc)
Segmentation accuracy can measure the similarity between segmentation result and ground truth intuitively and accurately, which is the most universal evaluation index. The process of Seg-acc calculation is shown in Fig. 7 . The procedure can be divided in two steps. First, we align resultant segments with the ground truth by maximizing the number of overlap frames [34] . Second, it is true positive if the IOU (Intersection over Union) between the groundtruth G i and its corresponding resultant segment S i is more than a default threshold 40%. We calculate the accuracy of each segment separately and then sum them up. Compared with the evaluation methods which directly figure up the overlap segments, our method is stricter and more practical. Seg-acc can be obtained with
where S s i and S e i represent the start and end frame of segment S i , while G s i and G e i belong to the corresponding ground truth. L is the number of frames in total for a demonstration.
First, we discuss the performance of TSC-DCED-Net with different parameters. Splicing weight ψ and merging step length λ are two crucial parameters in the proposed method, ψ is the weight ratio of video data and kinematics data in the clustering process, and λ is the merging step length when redundant transition points are merged. We record the Seg-acc with different parameters in Table 5. For needle passing task, Seg-acc reaches maximum with ψ = 1:8 and λ = 4. From the perspective of overall trend, Seg-acc rises gradually as the proportion of kinematic data increases. This is mainly because needle passing is a generally regular task with less randomness and small movement range. For tasks with such characteristics, the clustering model shows better adaptability to kinematic data. Kinematic data can reflect the details of the manipulator movement. Compared to video data, the stability and anti-jam capability of kinematic data are better, and consequently, kinematic data are more suitable for regular tasks. Similarly, the clustering results of expert demonstration are worse than non-expert's in the case of low weight for kinematic data, but expert data reach the optimal result when ψ = 1:8. This is also because expert demonstrations are more regular and smoother than non-expert ones. So kinematic data are more important in clustering. At the same weight ratio, the clustering result seems better as λ becomes larger, and this phenomenon is more evident in non-expert demonstrations. This is because a VOLUME 6, 2018 lot of redundant transition points are generated in clustering process, and a real transition point in ground truth may be identified twice or more. So the larger λ is, the more redundant points will be merged. For non-expert demonstration, there will be much more redundant transition points. Reducing redundant transition points can make the final segmentation result more accurate. However, the Seg-acc is not always improved when λ increases. In experiments, we find that if we set λ over 4, non-redundant transition points will also be merged, which leads a negative effect.
The condition changes a lot for suturing task, and ψ = 1:3, λ = 3 are the best parameters. Suturing task is characterized by poor regularity and randomness, and the differences between demonstrations are distinct. What's more, the movement range of suturing task is much larger in comparison to that of the needle passing task. In this case, TSC model's dependency on video data increases significantly. Video is a kind of data with less stability and unclear detail. However, it can better reflect the trend of changes between various demonstrations. Therefore video data can help suturing task get a better results. When ψ = 1:5 and ψ = 1:8, it can be noticed that the segmentation results of expert demonstration do not deteriorated compared to ψ = 1:3. Seg-acc even has an improvement when ψ = 1:5. However, the accuracy of nonexpert demonstration is significantly reduced. This indicates that the necessity of video data for non-expert demonstration is much greater than for expert. This is because non-expert demonstration in suturing task is various and prentice, so it needs video data to assist in transition points identification. While the more skilled and rapid expert demonstrations do not have this problem. The operating principle of λ is the same as needle passing task, but for suturing task, the distribution of redundant transition points is not very concentrated. Therefore, the optimal merging step λ is slightly smaller than that of needle passing task .  TABLE 6 shows Seg-acc of different methods on JIGSAWS. It can be seen that our method TSC-DCED-Net achieves the best segmentation accuracy, Seg-acc is improved by 6.5%-20.3% comparing to other methods. The improvement is mainly caused from two parts. On one hand, DCED-Net improves the quality of visual features, providing a more accurate basis for surgical trajectory segmentation; On the other hand, the optimization on TSC model makes the identification of transition points more accurate. An explanation is needed for TSC-VGG, this method has better performance for the comparison of NMI, but is worse on Seg-acc. This is because that the TSC-VGG easily leads to over-segmentation. So Seg-acc of TSC-VGG has not been significantly improved.
3) OVERALL RUNNING TIME
We also compare the overall running time. Although surgical segmentation is not required in real time, the task also needs to be implemented as fast as possible. For methods based on kinematics data only, the running time is the cost of clustering and segmentation (TSC-K, GMM-K), while the time cost of video feature extraction should be taken into account when using visual and kinematic data (TSC-VGG, TSC-SIFT, TSC-DCED-Net).
The running time in different steps is summarized in TABLE 7 and Fig. 8 is the magnitude comparison. As we can see, the segmentation methods based on both visual and kinematic features are much slower than the ones using kinematic data only. It is mainly because of the time-consuming visual feature extraction.
For the cost of feature extraction, our TSC-DCED-Net is almost 44 times faster than TSC-VGG and is 25 times faster than TSC-SIFT. The improvement is due to the high-efficiency unsupervised feature extraction network DCED-Net we employed. Compared to traditional networks for feature extraction, DCED-Net requires fewer parameters and less computation. About the time cost of clustering and segmentation, GMM costs far less than other methods. The reason is that, GMM does not need to detect the best number of mixture components. It is an advantage as well as weakness. As the time cost significantly reduces while the segmentation accuracy is not desirable.
In general, apart from GMM and TSC-K, the proposed TSC-DCED-Net reaches the least amount of time cost. There are two main reasons: DCED-Net reduces the dimension of visual features from 640×480 to 10×7 and the improved TSC model dramatically cuts down the number of redundant transition points. Because of the two factors, the time cost of clustering is effectively decreased.
B. EVALUATION OF SEGMENTATION PROMOTING BASED ON PMDD
Over-segmentation is a common problem of clustering segmentation methods. To prove the validity of the proposed promoting approach as the post-processing step, we apply it to the mainstream clustering segmentation algorithms, including GMM, TSC based methods. The universality and validity of our approach are verified by comparing the Seg-acc before and after promoting.
As shown in TABLE 8, the Seg-acc of each method has been improved obviously for most cases. We notice that the improvement of non-expert demonstration is more salient than that of the expert, because the non-expert demonstration always produces more over-segmentation fragments.
Among all methods, TSC-K is the biggest beneficiary with the improvement of Seg-acc by 7.85% on average. The main reason is that TSC-K only considers kinematics data during clustering. As a result, a plenty of fragments are emerged, while our algorithm can merge those fragments to their correct positions. The Seg-acc improvement of TSC-SIFT and TSC-VGG is also satisfactory with 7% on average. As can be seen, over-segmentation of TSC based methods has been significantly reduced after our post promoting algorithm. In the experiment, we also notice that it is difficult to refine the segmentation if the result is far away from the ground truth. So our promoting method can be used to improve oversegmentation but can do little about wrong-segmentation.
The improvement of GMM and GMM-DCED-Net is not salient. This is because the number of clusters is pre-specified in GMM based methods. As a result, not over-segmentation but wrong segmentation is a common problem. Compared with GMM, the promoting effect of GMM-DCED-Net is much more inconspicuous. Excessive clusters concentrate in a adjacent area, which is the reason for oversegmentation of GMM based methods. Kinematic data with details is more likely to cause the clustering aggregation. GMM-DCED-Net uses both video data and kinematic data. Unlike detailed kinematic data, video data are continuous and sketchy. Due to the involvement of video data, the distribution of GMM-DCED-Net clustering results is much more dispersed compared to GMM. The over-segmentation of GMM-DCED-Net is therefore be less.
Although improvement is not salient, the promoting method is still valid for TSC-DCED-Net. This is because our modified TSC model has effectively reduced redundant transition points. Therefore, over-segmentation of TSC-DCEDNet is not so common, and our pre-segmentation result is also much better than those of other methods.
We visualize the segmentation results before and after promoting for each methods. From the view of Fig. 9 , most methods get the desired effect after post-promoting, and over-segmentation (with dotted box in Fig. 9 ) has also been significantly reduced. It is proved that the proposed promoting method is very effective for the surgical trajectory segmentation. In general, it can be extended to most clustering-segmentation algorithms. 
C. COMPARISON OF OVERALL PERFORMANCE
Considering the above experiment results, it can be seen that the proposed TSC-DCED-Net achieves excellent results on JIGSAWS dataset. At the same time, it is proved that the promoting algorithm based on PMDD has a strong versatility on existing clustering-based segmentation methods. Fig. 10 shows the comparison of Seg-acc for each method. Our proposed method improves Seg-acc by 8.6%-20.5%.
Synthetically, taking segmentation accuracy and overall running time into account. Although TSC-DCED-Net is slower than the methods using kinematic data only, the Seg-acc of TSC-DCED-Net is much higher. And, TSC-DCED-Net is at least 20 times faster than the methods using both kinematic data and video data, Seg-acc has also improved for over 8.6%. In general, it can be seen that our TSC-DCED-Net is of high cost performance.
VI. CONCLUSION
This paper proposed a fast unsupervised method for surgical trajectory segmentation. The improvement with respect to the efficiency of segmentation is three-fold. First, brannew involved DCED-Net can generate more discriminative visual features faster. Second, modified TSC model makes identification of transfer point more accurate. Last but not least, a promoting approach is proposed to handle the oversegmentation problem. Compared with the state-of-the-art methods, experimental results demonstrate that the proposed method can improve the accuracy of segmentation in a more efficient way. 
