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HIGHER LEVEL QUADRATICALLY TWISTED GAUSS
SUMS AND TOTALLY ISOTROPIC SUBSPACES
LYNNE WALLING
Abstract. We consider a generalized Gauss sum supported on matri-
ces over a number field. We evaluate this Gauss sum and relate it to
the number of totally isotropic subspaces of related quadratic spaces.
Then we consider a further generalization of such a Gauss sum, realiz-
ing its value in terms of numbers of totally isotropic subspaces of related
quadratic spaces.
1. Introduction
Gauss sums and their numerous generalizations are ubiquitous in number
theory. When studying the action of Hecke operators on half-integral weight
Hilbert-Siegel modular forms, the generalized Gauss sum we encounter is
defined as follows. Let K be a number field with O its ring of integers, P
a nondyadic prime ideal in O, and F = O/P; we fix ρ ∈ ∂−1P−1 so that
ρOP = ∂
−1P−1OP (where ∂ is the different of K). Then for T ∈ F
n,n
sym
(meaning that T is a symmetric n× n matrix over F), we set
G∗T (P) =
∑
S∈Fn,nsym
(
detS
P
)
e{2TSρ}
where σ denotes the matrix trace map, e{∗} = exp(πiTrKQ(σ(∗))), and(
∗
P
)
is the Legendre symbol. One sees that for M,N ∈ On,nsym with M ≡
N (mod P), we have e{2Mρ} = e{2Nρ}; consequently, G∗T (P) is well-
defined, although it is dependent on the choice of ρ.
For our application to half-integral weight Hecke operators, we need to
relate these Gauss sums to R∗(T ⊥
〈
1
〉
, 0a), which is the number of a-
dimensional totally isotropic subspaces of the dimension n + 1 F-space V
whose quadratic form is given by T ⊥
〈
1
〉
. (A subspace W of V is totally
isotropic if the quadratic form restricted to W is 0, and A ⊥ B denotes the
block-diagonal matrix diag(A,B).) In Theorem 1.1 we evaluate G∗T (P), and
in Corollary 1.2 we give G∗T (P) in terms of R
∗(T ⊥
〈
1
〉
, 0a).
To state the theorem, set ε =
(
−1
P
)
, and fix ω ∈ F so that ω is not a
square in F; set Jn = In−1 ⊥
〈
ω
〉
. For T, S ∈ Fn,nsym, write T ∼ S if there is
some G ∈ GLn(F) so that T =
tGSG. Note that with d = rankT , either
T ∼ Id ⊥ 0n−d or T ∼ Jd ⊥ 0n−d. With this notation, we have the following.
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Theorem 1.1. Take T ∈ Fn,nsym where n ∈ Z+. Suppose that 0 ≤ d ≤ n and
T ∼ Id ⊥ 0n−d or T ∼ Jd ⊥ 0n−d. Take c so that d = 2c or d = 2c+ 1.
(a) Suppose that n = 2m. Then with N(P) the norm of P,
G∗T (P) = (−1)
cεmN(P)m
2
·
m−c∏
i=1
(N(P)2i−1 − 1).
(b) Suppose that n = 2m + 1. When d = 2c, G∗T (P) = 0. When d =
2c+ 1,
G∗T (P) = (−1)
cεm+cN(P)m
2+2m−c G∗1(P) ·
m−c∏
i=1
(N(P)2i−1 − 1)
if T ∼ Id ⊥ 0n−d, and G
∗
T (P) = −G
∗
Id⊥0n−d
(P) if T ∼ Jd ⊥ 0n−d.
Corollary 1.2. Take T ∈ Fn,nsym where n ∈ Z+. Let V be the dimension n+1
space over F with quadratic form given by T ⊥
〈
1
〉
, and let R∗(T ⊥
〈
1
〉
, 0a)
be the number of a-dimensional totally isotropic subspaces of V . We have
(G∗1(P))
n G∗T (P) =
n∑
a=0
(−1)n+aN(P)n(n+1)/2+a(a−n)R∗(T ⊥
〈
1
〉
, 0a).
To prove Theorem 1.1, we perform a deconstruction to reduce G∗T (P) to
a sum in terms of Gauss sums G∗Y (P) where the Y are smaller than T . For
this we repeatedly use the elementary fact that σ(AB) = σ(BA), knowledge
of representation numbers over finite fields, and elementary combinatorial
methods. Then using induction, we prove Theorem 1.1; Corollary 1.2 then
follows from Lemma 3.1 of [3].
In Proposition 4.1, we consider the following generalized Gauss sum: with
T ∈ Fn,nsym and 0 ≤ r ≤ n, set
G∗T (P; r) =
∑
S∼Ir⊥0n−r
e{2TSρ} −
∑
S∼Jr⊥0n−r
e{2TSρ}
(so for r = n, this is G∗T (P)). We again deconstruct G
∗
T (P; r) as a sum
in terms of Gauss sums G∗Y (P) with the Y smaller than T , and then from
this and Theorem 1.1, we describe G∗T (P; r) in terms of numbers of totally
isotropic subspaces of spaces of quadratic spaces related to T .
It is important for us to note that in [2], Saito studies analogues of these
Gauss sums over finite fields, with an interest to applications to twists of
Siegel modular forms. Although his main interest is in twists by the qua-
dratic and the trivial characters, he considers twists by all characters, mak-
ing his arguments more complicated than ours. We note that Theorem 1.3
[2] includes the results of our Theorem 1.1. Saito also considers finite field
analogues of the Gauss sums G∗T (P; r). He develops relations between these
Gauss sums, some of which are quite complicated. In Proposition 4.1 (a),
we present a simple relation very similar to his relation in Proposition 1.12
[2]; then in Proposition 4.1 (b) we present formulas for these Gauss sums
in terms of numbers of totally isotropic subspaces. The value of this paper
is to present an approach simpler than that of [2], demonstrating our de-
construction technique, and to relate these Gauss sums to representations
of zeros.
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Note that it is quite easy to modify our techniques to generalized Gauss
sums twisted by the trivial character, and to Gauss sums over a finite field Fq
with odd characteristic p where e{∗} is replaced by exp(πiTr
Fq
Fp
(σ(∗))/p)).
2. Notation
Besides the notation given in the introduction, we define the following.
For t, s ∈ Z+ with s ≤ t, and X ∈ F
t,t
sym, Y ∈ F
s,s
sym, define the representa-
tion number r(X,Y ) to be
r(X,Y ) = #{C ∈ Ft,s : tCXC = Y },
and define the primitive representation number r∗(X,Y ) to be
r∗(X,Y ) = #{C ∈ Ft,s : tCXC = Y, rankC = s }.
Let o(X) denote the order of the orthogonal group ofX; so o(X) = r∗(X,X).
We make great use of the following elementary functions, that help us encode
formulas involving representation numbers.
µ(t, s) =
s−1∏
i=0
(N(P)t−i − 1), δ(t, s) =
s−1∏
i=0
(N(P)t−i + 1),
β(t, s) =
µ(t, s)
µ(s, s)
, ν(t, s) =
t−1∏
i=s
(N(P)t −N(P)i), γ(t, s) =
µδ(t, s)
µδ(s, s)
.
We agree that when s = 0, the value of any of these functions is 1; when
s < 0, we agree that β(t, s) = 0. Note that β(t, s) is the number of s-
dimensional subspaces of a t-dimensional space over F, and ν(t, 0) is the
number of bases for a t-dimensional space. Finally, for d ∈ Z+ and i ∈ Z
with 0 ≤ i ≤ d, we set Ud,i = Ii ⊥ 0d−i and Ud,i = Ji ⊥ 0d−i.
3. Proofs of Theorem 1.1 and Corollary 1.2
We begin by proving Theorem 1.1. As P is fixed, in this section we write
G∗T for G
∗
T (P).
First notice that
G∗0n =
∑
Y∼In
1−
∑
Y∼Jn
1 =
|GLn(F)|
o(In)
−
|GLn(F)|
o(Jn)
;
so using Lemma 5.1, when n is odd we get G∗0n = 0, and when n = 2m we
get
G∗0n = ε
mN(P)m
2 µ(2m, 2m)
µδ(m,m)
.
For the rest of this section, take d so that 0 < d < n. With G ∈ GLn(F),
we have
e{2 tGInGUn,d · ρ} = e{2Y
′ρ}, e{2 tGInGUn,d · ρ} = e{2Y
′Jdρ}
where Y ′ is the upper left block of tGInG; similarly,
e{2 tGJnGUn,d · ρ} = e{2Y
′ρ}, e{2 tGJnGUn,d · ρ} = e{2Y
′Jdρ}
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where Y ′ is the upper left block of tGJnG. The number of Y ∼ In with
upper left d × d block Y ′ is ν(n, d)r∗(In, Y
′)/o(In), as for C ∈ F
n,d with
rankC = d, the number of ways to extend C to an element of GLn(F) is
ν(n, d). Similarly, the number of Y ∼ Jn with upper left d × d block Y
′ is
ν(n, d)r∗(Jn, Y
′)/o(Jn). Hence we have
G∗Un,d =
∑
Y∼In
e{2Y Un,d · ρ} −
∑
Y∼Jn
e{2Y Un,d · ρ}
=
∑
G∈GLn(F)
(
e{2 tGInGUn,d · ρ}
o(In)
−
e{2 tGJnGUn,d · ρ}
o(Jn)
)
= ν(n, d)
∑
Y ′∈Fd,dsym
(
r∗(In, Y
′)
o(In)
−
r∗(Jn, Y
′)
o(Jn)
)
e{2Y ′ρ}.
Note that we can partition Fd,dsym into GLd(F)-orbits, and in Lemma 5.1, we
compute representation numbers r∗(·, ·). We find that when n is odd, we
have o(In) = o(Jn), r
∗(In, Ud,2k)− r
∗(Jn, Ud,2k) = 0, and
r∗(In, Ud,2k+1)− r
∗(Jn, Ud,2k+1) = r
∗(Jn, Ud,2k+1)− r
∗(In, U d,2k+1).
Hence with n = 2m+ 1, using Lemma 5.1 and then Lemma 5.3, we get
G∗Un,d =
ν(n, d)
o(In)
d/2∑
k=0
2εm−kN(P)2mk−k
2+m−k+(d−2k−1)(d−2k−2)/2
· µδ(m,d− k − 1)

 ∑
Y∼Ud,2k+1
e{2Y ρ} −
∑
Y∼Ud,2k+1
e{2Y ρ}


=
ν(n, d)
o(In)
d/2∑
k=0
2εm−kN(P)2mk−k
2+m−k+(d−2k−1)(d−2k−2)/2
· µδ(m,d− k − 1) ·
∑
clsY ∈F2k+1,2k+1sym
r∗(Id, Y )
o(Y )
G∗Y
(where cls Y is the isometry class of Y , or equivalently, the GLd(F)-orbit of
Y ). With n = 2m+ 1, similar reasoning gives us
G∗
Un,d
= ν(n, d)
∑
Y ′∈Fd,dsym
(
r∗(In, Y
′)
o(In)
−
r∗(Jn, Y
′)
o(Jn)
)
e{2Y ′Jdρ}
=
ν(n, d)
o(In)
d/2∑
k=0
2εm−kN(P)2mk−k
2+m−k+(d−2k−1)(d−2k−2)/2
· µδ(m,d− k − 1) ·
∑
clsY ∈F2k+1,2k+1sym
r∗(Jd, Y )
o(Y )
G∗Y .
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Now suppose that n = 2m. Then using Lemma 5.1 we have
r∗(In, Y )
o(In)
−
r∗(Jn, Y )
o(Jn)
=
1
o(In+1)
(r∗(I2m+1,
〈
1
〉
⊥ Y )− r∗(J2m+1,
〈
1
〉
⊥ Y )).
So following the above reasoning, for n = 2m we have
G∗Un,d =
ν(n, d)
o(In+1)
d/2∑
k=0
2εm−kN(P)2mk−k
2+m−k+(d−2k)(d−2k−1)/2
· µδ(m,d − k) ·
∑
clsY ∈F2k,2ksym
r∗(Id, Y )
o(Y )
G∗Y ,
G∗
Un,d
=
ν(n, d)
o(In+1)
d/2∑
k=0
2εm−kN(P)2mk−k
2+m−k+(d−2k)(d−2k−1)/2
· µδ(m,d − k) ·
∑
clsY ∈F2k,2ksym
r∗(Jd, Y )
o(Y )
G∗Y .
To evaluate G∗In and G
∗
Jn
, we make use of the (non-twisted) Gauss sums
GIn =
∑
U∈Fn,n
e{2In[U ]ρ}, GJn =
∑
U∈Fn,n
e{2Jn[U ]ρ},
GIn =
∑
U∈Fn,n
e{2In[U ]Jnρ}, GJn =
∑
U∈Fn,n
e{2Jn[U ]Jnρ}.
For Y ∈ Fn,n, by looking at the trace of the matrix tY Y , it is easy to check
that GIn = (G
∗
1 )
n2 . Similarly, we have
GJn = (G
∗
1)
n(n−1) · (G∗ω)
n = GIn , GJn = (G
∗
1)
(n−1)2 · (G∗ω)
2n−1.
Classical techniques give us G∗ω = −G
∗
1 and (G
∗
1)
2 = εN(P).
On the other hand, we have
GIn =
∑
Y ∈Fn,nsym
r(In, Y ) e{2Y ρ}, GJn =
∑
Y ∈Fn,nsym
r(Jn, Y ) e{2Y ρ},
GIn =
∑
Y ∈Fn,nsym
r(In, Y ) e{2Y Jnρ}, GJn =
∑
Y ∈Fn,nsym
r(Jn, Y ) e{2Y Jnρ}.
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Partitioning Fn,nsym into GLn(F)-orbits, we get
1
o(In)
GIn −
1
o(Jn)
GJn
=
r(In, 0n)
o(In)
−
r(Jn, 0n)
o(Jn)
+
∑
0<ℓ≤n
∑
Y∼Un,ℓ
(
r(In, Un,ℓ)
o(In)
−
r(Jn, Un,ℓ)
o(Jn)
)
e{2Y ρ}
+
∑
0<ℓ≤n
∑
Y∼Un,ℓ
(
r(In, Un,ℓ)
o(In)
−
r(Jn, Un,ℓ)
o(Jn)
)
e{2Y ρ}.
Notice that r(In, Iℓ ⊥ 0d−ℓ) = r
∗(In, Iℓ)r(In−ℓ, 0d−ℓ). So using Lemmas 5.1
and 5.2, and then Lemma 5.3, when n is odd we get
GIn − GJn =
∑
0≤ℓ≤n
ℓ odd
(r(In, Un,ℓ)− r(Jn, Un,ℓ))
·

 ∑
Y∼Un,ℓ
e{2Y ρ} −
∑
Y∼Un,ℓ
e{2Y ρ}


=
∑
0≤ℓ≤n
ℓ odd
(r(In, Un,ℓ)− r(Jn, Un,ℓ))
∑
clsY ∈Fℓ,ℓsym
r∗(In, Y )
o(Y )
G∗Y .
Similarly, with n odd,
GI2m+1 − GJ2m+1 =
∑
0≤ℓ≤n
ℓ odd
(r(In, Un,ℓ)− r(Jn, Un,ℓ))
∑
clsY ∈Fℓ,ℓsym
r∗(Jn, Y )
o(Y )
G∗Y .
When n is even, similar arguments give us
r∗(In+1, 1)GIn − r
∗(Jn+1, 1)GJn
=
∑
0≤ℓ≤n
ℓ even
(r(In+1,
〈
1
〉
⊥ Un,ℓ)− r(Jn+1,
〈
1
〉
⊥ Un,ℓ))
∑
clsY ∈Fℓ,ℓsym
r∗(In, Y )
o(Y )
G∗Y ,
r∗(In+1, 1)GIn − r
∗(Jn+1, 1)GJn
=
∑
0≤ℓ≤n
ℓ even
(r(In+1,
〈
1
〉
⊥ Un,ℓ)− r(Jn+1,
〈
1
〉
⊥ Un,ℓ))
∑
clsY ∈Fℓ,ℓsym
r∗(Jn, Y )
o(Y )
G∗Y .
Now we argue by induction on m to prove the theorem in the case that
n = 2m + 1. For m = 0, we have G∗U1,1 = G
∗
1 (by definition of G
∗
1), and
as we have already noted, G∗
U1,1
= −G∗1 . So suppose that m ≥ 1 and that
the theorem holds for all G∗Y where Y ∈ F
2r+1,2r+1
sym and 0 ≤ r < m. With
0 < d < n, we begin with the expression for G∗Un,d that we derived above.
By the induction hypothesis, for 2k + 1 ≤ d and Y ∈ F2k+1,2k+1sym , we have
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G∗Y = ε
kN(P)k
2+2k · hY where hY is defined in Lemma 5.4. So by Lemma
5.4 we have G∗Un,d = 0 when d is even, and
G∗Un,d =
ν(n, d)
o(In)
d/2∑
k=0
2εm−kN(P)2mk−k
2+m−k+(d−2k−1)(d−2k−2)/2
· µδ(m,d− k − 1) · (−1)kεk+cN(P)k
2+c γ(c, k)
when d is odd with d = 2c+ 1.
So assume now that d = 2c+ 1; then we have
G∗Un,d =
ν(n, d)
o(In)
2εm+cN(P)m+2c
2
G∗1 · A(c, 0) where
A(t, q) =
t∑
k=0
(−1)kN(P)2k(m+k−2t−q)µδ(m, 2t+ q − k)γ(t, k).
Since γ(t, k) = N(P)2kγ(t− 1, k) + γ(t− 1, k − 1), we have
A(t, q) =
t−1∑
k=0
(−1)kN(P)2k(m+k+1−2t−q)µδ(m, 2t+ q − k − 1))γ(t− 1, k)
· (µδ(m, 2t+ q − k)−N(P)2(m−2t−q+k+1))
= −A(t− 1, q + 1) = (−1)tA(0, t) = (−1)tµδ(m, t+ q).
Therefore, using that ν(n, d) = N(P)(n−d)(n+d−1)/2µ(n− d, n − d),
G∗Un,d = (−1)
cεm+cN(P)m
2+2m−c ·
µ(2(m− c), 2(m − c))
µδ(m− c,m− c)
G∗1 ,
as claimed in the statement of the theorem. A virtually identical argument
gives us G∗
Un,d
= −G∗Un,d .
Now, still taking n = 2m + 1 and beginning with our earlier expression
for GIn − GJn , we use Lemmas 5.1 and 5.2 to give us
GIn − GJn = 2
m∑
k=0
m−k∑
s=0
(−1)m−k−sεm−kN(P)2mk−k
2+m−k+(m−k)2+s2
· µδ(m,k)βδ(m− k, s) ·
∑
clsY ∈F2k+1,2k+1sym
r∗(I2m+1, Y )
o(Y )
G∗Y .
Using that o(In) = 2N(P)
m2µδ(m,m), and the induction hypothesis for
Y ∈ F2k+1,2k+1sym with k < m, we have
GIn − GJn = o(I2m+1)G
∗
I2m+1 − o(I2m+1)ε
mN(P)m
2+2mG∗1 hI2m+1 + 2G
∗
1B
where
B =
m∑
k=0
m−k∑
s=0
(−1)m−k−sεm−kN(P)m
2+m−k+s2µδ(m,k)βδ(m− k, s)
· εkN(P)k
2+2k
∑
clsY ∈F2k+1,2k+1sym
r∗(I2m+1, Y )
o(Y )
hY .
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By Lemma 5.4, we get
B =
m∑
k=0
m−k∑
s=0
(−1)m−sN(P)m
2+2m+k(k−1)+s2µδ(m,k)βδ(m− k, s)γ(m,k).
Since γ(m,k)βδ(m−k, s) = βδ(m, s)γ(m−s, k), we can sum on 0 ≤ s ≤ m,
0 ≤ k ≤ m − s. Then replacing s by m − s and using that β(m,m − s) =
β(m, s), we get
B =
m∑
s=0
(−1)sN(P)2m
2+2m−2ms+s2δ(m,m− s)β(m, s) · C(s) where
C(t) =
t∑
k=0
N(P)k(k−1)µδ(m,k)γ(t, k).
Since γ(t, k) = N(P)2kγ(t− 1, k) + γ(t− 1, k − 1), we have
C(t) = N(P)2mC(t− 1) = N(P)2mtC(0) = N(P)2mt.
Therefore
B = N(P)2m
2+2mD(m, 0) where
D(t, q) =
t∑
s=0
(−1)sN(P)s(s+q)δ(t+ q, t− s)β(t, s).
Since β(t, s) = N(P)sβ(t− 1, s) + β(t− 1, s − 1), we have
D(t, q) = D(t− 1, q + 1) = D(0, t+ q) = 1.
Therefore B = N(P)2m
2+2m. Our earlier computations show that GIn −
GJn = 2N(P)
2m2+2mG∗1 ; so
G∗I2m+1 = ε
mN(P)m
2+2m · hI2m+1G
∗
1 = (−1)
mN(P)m
2+m G∗1 .
A virtually identical argument gives us G∗Jn = −G
∗
In
.
Now we argue by induction on m to prove the theorem in the case that
n = 2m. Since the computation for m = 1 is essentially identical to the
induction step for m > 1, we formally define G∗I0 = G
∗
J0
= 1 (which is
consistent with the formula claimed in the theorem). So now suppose that
m ≥ 1 and that the theorem holds for all G∗Y where Y ∈ F
2r,2r
sym and 0 ≤ r <
m. With 0 < d < n, we begin with the expression for G∗Un,d that we derived
above. Take c so that d = 2c or d = 2c+1. Using the induction hypothesis,
Lemma 5.4, and arguing as we did when n was odd, we get
G∗Un,d =
ν(n, d)
o(In+1)
2εmN(P)m+d(d−1)/2A(c, d − 2c)
where A(t, q) is as defined earlier in this proof; recall that
A(t, q) = (−1)tµδ(m, t+ q).
Since µ(2(m− c), 1) = µδ(m− c, 1), for d = 2c or 2c+ 1 we get
G∗Un,d = (−1)
cεmN(P)m
2 µ(2(m − c), 2(m− c))
µδ(m− c,m− c)
.
A virtually identical argument gives us G∗
Un,d
= G∗Un,d .
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Still assuming that n = 2m and beginning with our earlier expression for
r∗(In+1, 1)GIn−r
∗(Jn+1, 1)GJn , we use Lemmas 5.1 and 5.2 and the induction
hypothesis to get
r∗(In+1, 1)GIn − r
∗(Jn+1, 1)GJn
= o(In+1)G
∗
In − o(In+1)ε
mN(P)m
2
· hIn + 2ε
mN(P)−mB
where B is as in the case of n odd. We saw that B = N(P)2m
2+2m, and
r∗(In+1, 1)GIn − r
∗(Jn+1, 1)GJn = 2ε
mN(P)2m+m;
so we get
G∗I2m = ε
mN(P)m
2
· hI2m = (−1)
mεmN(P)m
2
.
The argument to evaluate G∗J2m is essentially identical to that of evaluating
G∗J2m+1 , where for this we begin with the identity
r∗(J2m+1, 1)GI2m − r
∗(I2m+1, 1)GJ2m = 2ε
mN(P)2m
2+m.
This proves the theorem.
To prove Corollary 1.2, we first note that by Theorem 1.1, (G∗1)
m G∗T has no
dependence on our choice of ρ. Thus we can follow the argument of Lemma
3.1 [3], as the techniques are local. In [3], all quadratic forms were assumed to
be even; since 2 is a unit in F, we have R∗(T ⊥
〈
1
〉
, 0a) = R
∗(2T ⊥
〈
2
〉
, 0a),
and hence Corollary 1.2 follows.
4. Variations on quadratically twisted Gauss sums
For T ∈ Fn,nsym and 0 ≤ r ≤ n, here we consider G∗T (P; r), as defined in the
introduction. For T = 0n, we have G
∗
0n(P; r) = G
∗
0d
(P), so we only need to
consider T 6= 0n.
Proposition 4.1. Take n ∈ Z+, T ∈ F
n,n
sym and let d = rankT .
(a) Suppose that 0 ≤ 2t+1 ≤ n. When d is even we have G∗T (P; 2t+1) =
0. When d is odd with d = 2c + 1, we have G∗
Un,d
(P; 2t + 1) =
−G∗Un,d(P; 2t+ 1), and
G∗Un,d(P; 2t + 1) =
ν(n, 2c + 1)
ν(n− 1, 2c)
εcN(P)cG∗1(P)G
∗
Un−1,2c(P; 2t).
(b) Suppose that 0 ≤ 2t ≤ n; set s = n− 2t. Then with c so that d = 2c
or 2c+ 1, we have
G∗T (P; 2t) =
ν(n, d)
o(I2t+1 ⊥ 0s)
c∑
k=0
(−1)kεkN(P)s(2k+1)+2tk+t−kµδ(t, k)
· γ(c, k)As(t− k, c − k)
where
As(x, y) = (N(P)
x + εx)r∗(I2x ⊥ 0s, 02y)− (N(P)
x − εx)r∗(J2x ⊥ 0s, 02y).
Remark: As ν(2y, 0) is the number of bases for any 2y-dimensional space,
r∗(T ′, 02y) = ν(2y, 0) · R
∗(T ′, 02y) for any symmetric T
′.
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Proof. Throughout this proof, we follow the lines of argument used in Sec-
tion 3. In this way we get
G∗Un,d(P; r) = ν(n, d)
∑
Y ∈Fd,dsym
(
r∗(Un,r, Y )
o(Un,r, Y )
−
r∗(Un,r)
o(Un,r, Y )
)
e{2Y/p},
G∗
Un,d
(P; r) = ν(n, d)
∑
Y ∈Fd,dsym
(
r∗(Un,r, Y )
o(Un,r, Y )
−
r∗(Un,r)
o(Un,r, Y )
)
e{2Y Jd/p}.
We have o(0n−r) = ν(n− r, n − r), and
o(Un,r) = o(Ir)N(P)
r(n−r)o(0n−r), o(Un,r) = o(Jr)N(P)
r(n−r)ν(n−r, n−r).
First consider the case that r = 2t+ 1. Then for even ℓ (ℓ ≤ d), we have
r∗(Un,r, Ud,ℓ)− r
∗(Un,r, Ud,ℓ) = 0 = r
∗(Un,rUd,ℓ)− r
∗(Un,r, Ud,ℓ),
and for odd ℓ we have
r∗(Un,r, Ud,ℓ) = r
∗(Un,r, Ud,ℓ), r
∗(Un,r, Ud,ℓ) = r
∗(Un,r, Ud,ℓ).
Hence using Lemma 5.3, we have
G∗Un,d(P; 2t+ 1) =
ν(n, d)
o(Un,2t+1)
∑
0≤2k+1≤d

 ∑
clsY ∈F2k+1,2k+1sym
r∗(Id, Y )
o(Y )
G∗Y


· (r∗(Un,2t+1, Ud,2k+1)− r
∗(Un,2t+1, Ud,2k+1)).
So by Theorem 1.1 and Lemmas 5.1 and 5.4, when d is even we get G∗Un,d(P; 2t+
1) = 0, and when d is odd with d = 2c+ 1, we get
G∗Un,d(P; 2t+ 1) =
ν(n, d)
o(Un,2t+1)
c∑
k=0
(−1)kεk+cN(P)k
2+cγ(c, k)G∗1
· (r∗(Un,2t+1, Ud,2k+1)− r
∗(Un,2t+1, Ud,2k+1)).
An almost identical argument gives us G∗
Un,d
(P; 2t+1) = −G∗Un,d(P; 2t+1).
Now consider the case that r = 2t. With d = 2c or 2c + 1, reasoning as
in Section 3 gives us
G∗Un,d(P; 2t) =
ν(n, d)
o(Un+1,2t+1)
c∑
k=0
(−1)kεkN(P)k
2
γ(c, k)
·
(
r∗(Un+1,2t+1, Ud+1,2k+1)− r
∗(Un+1,2t+1, Ud+1,2k+1)
)
= G∗
Un,d
(P; 2t).
This gives us (a) and part of (b).
To finish proving (b), we begin with the above equation, taking d = 2c.
It is easily seen that r∗(Ir ⊥ 0s, 1) = N(P)
sr∗(Ir, 1), and consequently from
Lemma 5.1 we get
r∗(Un+1,2t+1, Ud+1,2k+1)− r
∗(Un+1,2t+1, Ud+1,2k+1)
= N(P)(n−2t)(2k+1)+2tk−k
2+t−kµδ(t, k)An−2t(t− k, c − k)
with As(x, y) as in the statement of the proposition. 
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5. Lemmas and their proofs
Lemma 5.1. Take t, d ∈ Z+. We have:
r∗(I2t, 1) = N(P)
t−1(N(P)t − εt) = r∗(I2t, ω),
r∗(J2t, 1) = N(P)
t−1(N(P)t + εt) = r∗(J2t, 1),
r∗(I2t+1, 1) = N(P)
t(N(P)t + εt) = r∗(J2t+1, ω),
r∗(I2t+1, ω) = N(P)
t(N(P)t − εt) = r∗(J2t+1, 1);
also,
r∗(I2t, 0d) = N(P)
d(d−1)/2(N(P)t − εt)µδ(t− 1, d− 1)(N(P)t−d + εt),
r∗(J2t, 0d) = N(P)
d(d−1)/2(N(P)t + εt)µδ(t− 1, d− 1)(N(P)t−d − εt),
r∗(I2t+1, 0d) = N(P)
d(d−1)/2µδ(t, d) = r∗(J2t+1, 0d).
Proof. The first collection of formulas are from Theorems 2.59 and 2.60 of [1].
For the second collection of formulas, we begin with Theorems 2.59 and 2.60
of [1], giving us formulas for r(It, 0) = r
∗(It, 0)+1 and r(Jt, 0) = r
∗(Jt, 0)+1.
Now consider the case that V is a 2t-dimensional space over F equipped
with a quadratic form QV given by I2t relative to some basis for V . So
r∗(I2t, 0d) is the number of all (ordered) bases for d-dimensional, totally
isotropic subspaces of V . (Recall that a subspaceW of V is totally isotropic
if QV restricts to 0 on W .) Suppose that d > 1; we construct all bases
for d-dimensional, totally isotropic subspaces of V as follows. Choose an
isotropic vector x from V (so x 6= 0 and QV (x) = 0; note that this is not
possible if t = 1 and ε = −1). Then as V is a regular space, there is some
y ∈ V so that y is not orthogonal to x; hence (by Theorem 2.23 [1]) x, y
span a hyperbolic plane, and (by Theorem 2.17 [1]), this hyperbolic plane
splits V , giving us V = (Fx ⊕ Fy) ⊥ V ′ where V ′ is hyperbolic if and only
if V is. We have discV = εdiscV ′ and so the quadratic form on V ′ is
given by I2(t−1) if ε = 1, and by J2(t−1) if ε = −1. The number of all bases
for d-dimensional, totally isotropic subspaces of V with x as the first basis
element is N(P)d−1r∗(I2(t−1), 0d−1) if ε = 1, and N(P)
d−1r∗(J2(t−1), 0d−1)
otherwise. The formula claimed now follows by induction on d.
Virtually identical arguments yield the formulas when I2t is replaced by
J2t or I2t+1 or J2t+1. 
Lemma 5.2. Suppose that m ≥ 0. We have
m∑
s=0
(−1)sN(P)(2m+1)(m−s)+s
2
βδ(m,m− s)
= r(I2m+1, 02m+1) = r(J2m+1, 02m+1),
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m∑
s=0
(−1)sN(P)2m(m−s)+s(s−1)β(m,m− s)δ(m− 1,m− s)
=
{
r(I2m, 02m) if ε
m = 1,
r(J2m, 02m) if ε
m = −1,
m∑
s=1
(−1)s+1N(P)2m(m−s)+s(s−1)β(m− 1,m− s)δ(m,m− s)
=
{
r(J2m, 02m) if ε
m = 1,
r(I2m, 02m) if ε
m = −1.
Proof. Suppose that V is an n-dimensional vector space over F equipped
with a quadratic form given byQV = In or Jn. Then r(QV , 0n) is the number
of (ordered) x1, . . . , xn ∈ V so that span{x1, . . . , xn} is totally isotropic. As
ν(d, 0) is the number of bases for any given dimension d space over F, the
number of dimension d totally isotropic subspaces of V is
ϕd(V ) = r
∗(QV , 0d)/ν(d, 0).
We treat the case that V ≃ Hm, meaning that dimV = 2m and the
quadratic form on V is given by I2m if ε
m = 1, and by J2m otherwise
(analogous arguments treat the other cases). Slightly abusing notation, we
write (x1, . . . , x2m) ⊆ V to mean that (x1, . . . , x2m) is an ordered 2m-tuple
of vectors from V . We set
Wm−s = {dimension m− s totally isotropic subspaces W of V },
and we let
1W (x1, . . . , x2m) =
{
1 if x1, . . . , x2m ∈W ,
0 otherwise.
Thus for (x1, . . . , x2m) ⊆ V ,
∑
W∈Wm−s
1W (x1, . . . , x2m) is the number of
elements of Wm−s containing x1, . . . , x2m, and, noting that N(P)
2m(m−s) is
the number of (ordered) 2m-tuples of vectors in each W ∈ Wm−s, we have
∑
(x1,...,x2m)⊆V

 ∑
W∈Wm−s
1W (x1, . . . , x2m)

 = N(P)2m(m−s)ϕm−s(V ).
So
ψ(V ) :=
m∑
s=0
(−1)sN(P)s(s−1)+2m(m−s)ϕm−s(V )
=
∑
(x1,...,x2m)⊆V

 m∑
s=0
(−1)sN(P)s(s−1)
∑
W∈Wm−s
1W (x1, . . . , x2m)

 .
Fix (x′1, . . . , x
′
2m) ⊆ V ; let W
′ be the subspace spanned by x′1, . . . , x
′
2m,
and set ℓ = dimW ′. If W ′ is not totally isotropic then 1W (x
′
1, . . . , x
′
2m) = 0
for all totally isotropic W . So suppose that W ′ is totally isotropic. Then
repeatedly using Theorems 2.19, 2.23, 2.52 of [1] and the assumption that V
is regular, we find that there is a dimension ℓ subspaceW ′′ so thatW ′⊕W ′′ ≃
H
ℓ and V = (W ′ ⊕ W ′′) ⊥ V ′ where V ′ ≃ Hm−ℓ. Hence the number of
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W ∈ Wm−s that contain W
′ is ϕm−s−ℓ(V
′). Therefore, using Lemma 5.1
and the above formula for ϕm−s−ℓ(V
′), we have
m−ℓ∑
s=0
(−1)sN(P)s(s−1)
∑
W∈Wm−s
1(x′1, . . . , x
′
2m) = A(m− ℓ,m− ℓ− 1)
where
A(t, k) =
t∑
s=0
(−1)sN(P)s(s+k−t)δ(k, t− s)β(t, t− s).
We argue by induction on t to show that for any k and t ≥ 0, we have
A(t, k) = 1. Clearly A(0, k) = 1 for all k. So fix t ≥ 0 and suppose that
A(t, k) = 1 for all k. Hence we have
1 = (N(P)k + 1)
t∑
s=0
(−1)sN(P)s(s+k−1−t)δ(k − 1, t− s)β(t, t− s)
−N(P)k
t∑
s=0
(−1)sN(P)s(s+k−t)δ(k, t− s)β(t, t− s).
Notice that in the first sum in the above equality, we can allow s to vary
from 0 to t+ 1 (since β(t,−1) = 0), and in the second sum we can allow s
to vary from −1 to t (since β(t, t+ 1) = 0). Also, we know that
(N(P)k + 1)δ(k − 1, t− s) = δ(k, t− s+ 1);
so replacing s by s− 1 in the second sum and using that
β(t, t− s) +N(P)t+1−sβ(t, t+ 1− s) = β(t+ 1, t+ 1− s),
we find that A(t + 1, k) = 1 for all k. Hence ψ counts (x1, . . . , x2m) ⊆ V
zero times if span{x1, . . . , x2m} is not totally isotropic, and once otherwise.
Thus ψ = r(QV , 02m). 
Lemma 5.3. Fix d ∈ Z+ and ℓ ∈ Z so that 0 ≤ ℓ < d. Then∑
Y∼Ud,ℓ
e{2Y ρ} −
∑
Y∼Ud,ℓ
e{2Y ρ} =
∑
clsY ′∈Fℓ,ℓsym
r∗(Id, Y
′)
o(Y ′)
G∗Y ′(PIℓ)
and ∑
Y∼Ud,ℓ
e{2Y Jdρ} −
∑
Y∼Ud,ℓ
e{2Y Jdρ} =
∑
clsY ′∈Fℓ,ℓsym
r∗(Jd, Y
′)
o(Y ′)
G∗Y ′(PIℓ),
where clsY ′ varies over a set of representatives for the GLℓ(F)-orbits in
F
ℓ,ℓ
sym.
Proof. We first consider the sum over Y ∼ Ud,ℓ. We know that for G ∈
GLd(F) and G
′ in the orthogonal group of Ud,ℓ, we have
t(G′G)U d,ℓ(G
′G) =
tGUd,ℓG, so when we let G vary over GLd(F), each element in the or-
bit of Ud,ℓ appears exactly o(U d,ℓ) times. Also, recall that with σ de-
noting the matrix trace map, we have σ(tGU d,ℓG) = σ(Ud,ℓGId
tG) and
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σ(Ud,ℓGId
tG) = σ(JℓY
′) where Y ′ is the upper left ℓ × ℓ block of GId
tG.
So we have ∑
Y∼Ud,ℓ
e{2Y ρ} =
1
o(Ud,ℓ)
∑
G∈GLd(F)
e{2 tGU d,ℓGρ}
=
ν(d, ℓ)
o(Ud,ℓ)
∑
Y ′∈Fℓ,ℓsym
r∗(Id, Y
′) e{2JℓY
′ρ}
since
r∗(Id, Y
′) = #{C ∈ Fd,ℓ : tCC = Y ′, rankC = ℓ },
and the number of ways to extend C to an element of GLd(F) is ν(d, ℓ).
Now, as G varies over GLℓ(F),
tGY ′G varies o(Y ′) times over the elements
in cls Y ′. Also, by Lemma 5.1, we have o(Ud,ℓ) = o(Jℓ)ν(d, ℓ). Hence∑
Y∼Ud,ℓ
e{2Y ρ} =
1
o(Jℓ)
∑
G∈GLd(F)
∑
clsY ′∈Fℓ,ℓsym
r∗(Id, Y
′)
o(Y ′)
e{2GJℓ
tGY ′ρ}
=
∑
clsY ′∈Fℓ,ℓsym
r∗(Id, Y
′)
o(Y ′)
∑
X∼Jℓ
e{2XY ′ρ}
where for the last equality we used that as G varies over GLℓ(F), GJℓ
tG
varies o(Jℓ) times over the elements in the orbit of Jℓ.
The analysis of∑
Y∼Ud,ℓ
e{2Y ρ},
∑
Y∼Ud,ℓ
e{2Y Jdρ}, and
∑
Y∼Ud,ℓ
e{2Y Jdρ}
follow in a virtually identical manner. Then we note that∑
X∼Iℓ
e{2XY ′ρ} −
∑
X∼Jℓ
e{2XY ′ρ} = G∗Y ′ ,
completing the proof. 
Lemma 5.4. Suppose that 0 < ℓ ≤ d; take c so that d is 2c or 2c+1. Take
Y ∈ Fℓ,ℓsym, and take b so that rankY is 2b or 2b+ 1.
(a) Suppose that ℓ = 2k; set
hY = (−1)
b ·
µ(2(k − b), 2(k − b))
µδ(k − b, k − b)
.
Then∑
clsY ∈Fℓ,ℓsym
r∗(Id, Y )
o(Y )
hY =
∑
clsY ∈Fℓ,ℓsym
r∗(Jd, Y )
o(Y )
hY = (−1)
kγ(c, k).
(b) Suppose that ℓ = 2k + 1; set
hY =


(−1)bεbN(P)−b · µ(2(k−b),2(k−b))
µδ(k−b,k−b) if Y ∼ I2b+1 ⊥ 02(k−b),
(−1)b+1εbN(P)−b · µ(2(k−b),2(k−b))
µδ(k−b,k−b) if Y ∼ J2b+1 ⊥ 02(k−b),
0 if rankY = 2b.
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Then when d = 2c,∑
clsY ∈Fℓ,ℓsym
r∗(Id, Y )
o(Y )
hY =
∑
clsY ∈Fℓ,ℓsym
r∗(Jd, Y )
o(Y )
hY = 0,
and when d = 2c+ 1,∑
clsY ∈Fℓ,ℓsym
r∗(Id, Y )
o(Y )
hY = −
∑
clsY ∈Fℓ,ℓsym
r∗(Jd, Y )
o(Y )
hY
= (−1)kεcN(P)c−2kγ(c, k).
Proof. We have∑
clsY ∈Fℓ,ℓsym
r∗(Id, Y )
o(Y )
hY =
r∗(Id, 0ℓ)
o(0ℓ)
+
ℓ∑
a=1
(
r∗(Id, Ia ⊥ 0ℓ−a)
o(Ia ⊥ 0ℓ−a)
hIa⊥0ℓ−a +
r∗(Id, Ja ⊥ 0ℓ−a)
o(Ja ⊥ 0ℓ−a)
hJa⊥0ℓ−a
)
.
o(I2b+1)N(P)
2bsν(s, 0) = N(P)2bµ(s, 1)o(I2b+1 ⊥ 0s−1)
= r∗(I2b+1, 1)o(I2b ⊥ 0s) = r
∗(J2b+1, 1)o(J2b ⊥ 0s).
(a) Suppose that ℓ = 2k. Then using Lemma 5.1, when d = 2c we get
r∗(I2b+1, 1)r
∗(Id, I2b ⊥ 02(k−b)) + r
∗(J2b+1, 1)r
∗(Id, J2b ⊥ 02(k−b))
= 2N(P)(k−b)(2k−2b−1)+2cb−b
2
· µδ(c− 1, 2k − b− 1)(N(P)c − εc)(N(P)c−2(k−b) + εc)
and
N(P)2b(N(P)2(k−b) − 1)
·
(
r∗(Id, I2b+1 ⊥ 02(k−b)−1) + r
∗(Id, J2b+1 ⊥ 02(k−b)−1)
)
= 2N(P)(k−b)(2k−2b−1)+2cb−b
2+c−2(k−b)
· µδ(c− 1, 2k − b− 1)(N(P)c − εc)(N(P)2(k−b) − 1).
So using that µδ(t, s + s′) = µδ(t, s)µδ(t − s, s′), we have
∑
clsY ∈Fℓ,ℓsym
r∗(I2c, Y )
o(Y )
hY =
k∑
b=0
(−1)b
N(P)2b(b+c−2k)µδ(c, 2k − b)µδ(k, b)
µδ(b, b)µδ(k − b, k − b)µδ(k, b)
= γ(k, c) · S(k, c)
where
S(k, c) =
k∑
b=0
(−1)bN(P)2b(b+c−2k)µδ(c− k, k − b)γ(k, b).
Since γ(k, b) = N(P)2bγ(k − 1, b) + γ(k − 1, b− 1), we find that
S(k, c) = −S(k − 1, c− 1) = (−1)kS(0, c− k) = (−1)k,
proving one case of (a). We follow this same line of argument when replacing
I2c by J2c, and when replacing 2c by 2c+ 1.
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(b) Suppose that ℓ = 2k + 1. Using the definition of hY , we have
∑
clsY ∈Fℓ,ℓsym
r∗(Id, Y )
o(Y )
hY =
k∑
b=0
(
r∗(Id, I2b+1 ⊥ 02(k−b))− r
∗(Id, J2b+1 ⊥ 02(k−b))
)
·
hI2b+1⊥02(k−b)
o(I2b+1 ⊥ 02(k−b))
.
When d is even, r∗(Id, I2b+1 ⊥ 02(k−b)) = r
∗(Id, J2b+1 ⊥ 02(k−b)), so when d
is even the above sum on cls Y is 0. So suppose that d = 2c+1. Then with
S(k, c) as in case (a), we have∑
clsY ∈Fℓ,ℓsym
r∗(Id, Y )
o(Y )
hY = ε
cN(P)c−2kγ(c, k)S(c, k)
= (−1)kεcN(P)c−2kγ(c, k).
To evaluate the sum on cls Y when Id is replaced by Jd, we first note that
for any s ≥ 0, when d is even we have r∗(Jd, I2b+1 ⊥ 0s) = r
∗(Jd, J2b+1 ⊥ 0s),
and when d is odd we have r∗(Jd, I2b+1 ⊥ 0s) = r
∗(Id, J2b+1 ⊥ 0s) . So
mimicking our above analysis, we find that when d is even, the sum on
cls Y = 0, and when d is odd with d = 2c+ 1, we have∑
clsY ∈Fℓ,ℓsym
r∗(Jd, Y )
o(Y )
hY = −
∑
clsY ∈Fℓ,ℓsym
r∗(Id, Y )
o(Y )
hY .

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