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Abstract
The paper deals with the existence of positive continuous solutions to systems of nonlinear Ham-
merstein integral equations. The main tool used in the proofs is fixed point index theory in a cone.
The results obtained here are essentially different from existing ones in the literature.
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1. Introduction
Consider a system of nonlinear Hammerstein integral equations:
{
u(x) = ∫
G
k(x, y)f (y,u(y), v(y)) dy,
v(x) = ∫
G
k(x, y)g(y,u(y), v(y)) dy,
(1)
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Z. Yang, D. O’Regan / J. Math. Anal. Appl. 311 (2005) 600–614 601where G ⊂ Rn is a bounded closed domain, k ∈ C(G × G,R+), f ∈ C(G × R+ ×
R
+,R+), and g ∈ C(G×R+ ×R+,R+). We shall study the existence of positive solutions
of (1).
The study of nonlinear Hammerstein integral equations was initiated by Hammerstein
[1] in 1929. Subsequently a great number of papers dealing with the existence of nontriv-
ial solutions of Hammerstein integral equations have been published. The authors refer
the reader to the monographs [2,3] and references therein. To the best of our knowledge
the papers dealing with (1) are few. Sun and Liu [4], Zhang [5], and Wang [6] studied
using topological methods the existence of nontrivial solutions for systems of nonlinear
Hammerstein integral equations more general than (1) but the nonlinearities f and g were
weakly coupled.
In this paper we shall study, using topological methods and cone theory, the existence
of positive solutions of systems of nonlinear Hammerstein integral equations under the
very conditions which characterize systems of nonlinear Hammerstein integral equations.
Furthermore we shall establish some multiplicity results. Thus the results presented here
are essentially different from existing ones in the literature. Finally we use our main results
to establish positive solutions to the Dirichlet problem for systems of nonlinear second-
order ordinary differential equations.
2. Main results
Let |G| = mesG> 0, K = max(x,y)∈G×G k(x, y) > 0. Define the linear integral opera-
tor B by
(Bu)(x) =
∫
G
k(x, y)u(y) dy, u ∈ C(G). (2)
Then B : C(G) → C(G) is a completely continuous (i.e., continuous and takes bounded
sets into relatively compact sets) positive linear operator. We suppose throughout this paper
that the spectral radius, denoted by r(B), of B , is positive. We now list our hypotheses.
(H1) There exists h ∈ C(G) such that h is almost everywhere positive in G and satisfies
k(x, y) h(x)k(z, y), ∀x, y, z ∈ G.
(H2) There exist p ∈ C(R+,R+) and q ∈ C(R+,R+) such that
(1) p is concave and strictly increasing on R+;
(2) lim infv→+∞ f (x,u,v)p(v) > 0, lim infu→+∞ g(x,u,v)q(u) > 0 uniformly with respect to
(x,u) ∈ G×R+ and (x, v) ∈ G×R+, respectively;
(3) limu→+∞ p(Cq(u))u = +∞, ∀C > 0.
(H3) There exist a  0 and b 0 such that a + b < 1r(B) and
lim sup
u+v→0+
f (x,u, v)
u+ v  a, lim supu+v→0+
g(x,u, v)
u+ v  b
uniformly with respect to x ∈ G.
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(1) s is concave and strictly increasing on R+;
(2) lim infv→0+ f (x,u,v)s(v) > 0 and lim infu→0+ g(x,u,v)t (u) > 0 uniformly with respect to
(x,u) ∈ G×R+ and (x, v) ∈ G×R+, respectively;
(3) limu→0+ s(Ct (u))u = +∞, ∀C > 0.
(H5) There exist c 0 and d  0 such that c + d < 1r(B) and
lim sup
u+v→+∞
f (x,u, v)
u+ v  c, lim supu+v→+∞
g(x,u, v)
u+ v  d
uniformly with respect to x ∈ G.
(H6) f (x,u, v) and g(x,u, v) are nondecreasing in u and v, and there exists N > 0 such
that
f (x,N,N) <
N
κ
, g(x,N,N) <
N
κ
, a.e. x ∈ G,
where κ = maxx∈G
∫
G
k(x, y) dy > 0.
In the following lemmas we suppose E is a real Banach space and P is a total cone [8]
of E. Let Bρ = {u ∈ E: ‖u‖ < ρ} for ρ > 0.
Lemma 1 [7]. Suppose Ω ⊂ E is a bounded open set, A : Ω¯ ∩ P → P is continuous and
compact. If there exists w0 ∈ P \ {0} such that
w −Aw 	= λw0, ∀λ 0, w ∈ Ω ∩ P,
then i(A,Ω ∩ P,P ) = 0 where i indicates the fixed point index on P [7,8].
Lemma 2 [7]. Let Ω ⊂ E be a bounded open set with 0 ∈ Ω . Suppose A : Ω¯ ∩ P → P
is continuous and compact and has no fixed points on ∂Ω ∩ P . If ‖Aw‖  ‖w‖, ∀w ∈
∂Ω ∩ P , then i(A,Ω ∩ P,P ) = 1.
Lemma 3. Suppose B : P → P is a bounded linear operator (therefore B can be uniquely
extended to a bounded linear operator on P − P = E → E, and the extended operator
is denoted by B again) with r(B) < 1. If w0 ∈ E and w ∈ E satisfy w  w0 + Bw, then
w  (I −B)−1w0, where (I −B)−1 is the inverse operator of I −B .
Proof. The condition r(B) < 1 implies the existence of the inverse operator, (I − B)−1,
of I −B , and
(I −B)−1 = I +B +B2 + · · · +Bn + · · · .
Therefore (I − B)−1 is increasing in E. Now w  w0 + Bw can be written as
(I −B)w w0, from which w  (I −B)−1w0, as is desired.
Let E = C(G) be equipped with norm ‖u‖ = maxx∈G |u(x)|, and P = {u ∈ E: u(x) 0,
x ∈ G}. Then (E,‖ · ‖) becomes a real Banach space and P is a cone of E. The norm of
E ×E is defined by∥∥(u, v)∥∥= max{‖u‖,‖v‖}, (u, v) ∈ E ×E.
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E ×E. Our work will be carried out in E, E ×E, P and P × P . Define
A1(u, v)(x) =
∫
G
k(x, y)f
(
y,u(y), v(y)
)
dy,
A2(u, v)(x) =
∫
G
k(x, y)g
(
y,u(y), v(y)
)
dy
and
A(u,v)(x) = (A1(u, v)(x),A2(u, v)(x)).
Now Ai : P × P → P (i = 1,2) and A : P × P → P × P are completely continuous
operators. Notice (u, v) ∈ P ×P is called a positive solution of (1) provided (u, v) ∈ P ×P
solves (1) and (u, v) 	= 0. Clearly (u, v) ∈ P × P is a positive solution of (1) if and only if
(u, v) ∈ (P × P) \ {0} is a fixed point of A.
Notice we have supposed r(B) > 0. Then the well-known Krein–Rutman [9] theorem
asserts that there exist ϕ ∈ P \ {0} and ψ ∈ P \ {0} such that∫
G
k(x, y)ϕ(y) dy = r(B)ϕ(x),
∫
G
k(x, y)ψ(x)dx = r(B)ψ(y),
∫
G
ψ(x)dx = 1. (3)
Put
P0 =
{
u ∈ P :
∫
G
ψ(x)u(x) dx  ω‖u‖
}
,
where ψ(x) is determined by (3) and ω = ∫
G
ψ(x)h(x) dx > 0. Clearly, P0 is a positive
cone of E. 
Lemma 4. If (H1) is satisfied, then B(P ) ⊂ P0.
Proof. From (3) and (H1) we have
r(B)ψ(y) =
∫
G
k(z, y)ψ(z) dz
∫
G
h(z)k(x, y)ψ(z) dz = ωk(x, y),
∀(x, y) ∈ G×G.
Consequently,∫
G
ψ(x)(Bu)(x) dx =
∫
G
ψ(x)dx
∫
G
k(x, y)u(y) dy =
∫
G
u(y)dy
∫
G
k(x, y)ψ(x)dx
=
∫
G
r(B)ψ(y)u(y) dy 
∫
G
ωk(x, y)u(y) dy = ω(Bu)(x),
∀u ∈ P, x ∈ G.
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∫
G
ψ(x)(Bu)(x) dx  ω‖Bu‖, which completes the proof. 
Lemma 5. If p : R+ → R+ is concave, then p(a + b)  p(a) + p(b), for a ∈ R+ and
b ∈R+.
Proof. It suffices to prove the inequality for a > 0 and b > 0. Indeed, the concavity of p
implies that
p(a) = p
[
a
a + b (a + b)+
b
a + b · 0
]
 a
a + bp(a + b)+
b
a + bp(0)
a
a + bp(a + b)
and
p(b) = p
[
b
a + b (a + b)+
a
a + b · 0
]
 b
a + bp(a + b)+
a
a + bp(0)
b
a + bp(a + b).
The desired inequality follows from the above inequalities. 
The main results in this paper are as follows:
Theorem 1. Suppose (H1)–(H3) are satisfied. Then (1) has at least one positive solution
(u, v) ∈ (P × P) \ {0}.
Theorem 2. Suppose (H1), (H3) and (H4) are satisfied. Then (1) has at least one positive
solution (u, v) ∈ (P × P) \ {0}.
Theorem 3. Suppose (H1), (H2), (H4) and (H6) are satisfied. Then (1) has at least two
positive solutions (u1, v1) ∈ (P × P) \ {0} and (u2, v2) ∈ (P × P) \ {0}.
We adopt the convention in the sequel that C1,C2, . . . stand for different positive con-
stants. Let Ωρ = {(u, v) ∈ E ×E: ‖(u, v)‖ < ρ} for ρ > 0.
3. Proof of Theorem 1
By (H2), there exist α > 0, β > 0 and C1 > 0 such that
f (x,u, v) αp(v)−C1, g(x,u, v) βq(u)−C1.
Consequently,
A1(u, v)(x) α
∫
k(x, y)p
(
v(y)
)
dy −C2, ∀(x,u, v) ∈ G× P × P, (4)G
Z. Yang, D. O’Regan / J. Math. Anal. Appl. 311 (2005) 600–614 605and
A2(u, v)(x) β
∫
G
k(x, y)q
(
u(y)
)
dy −C2, ∀(x,u, v) ∈ G× P × P. (5)
We claim that the set
M = {(u, v) ∈ P × P : (u, v) = A(u,v)+ λ(ϕ,ϕ), λ 0}
is bounded in P × P , where ϕ is determined by (3). Indeed, (u, v) ∈ M implies that
u = B(F1(u, v) + λr(B)ϕ) and v = B(F2(u, v) + λr(B)ϕ) for some λ  0, where F1 and
F2 : P × P → P are the Nemytskii operators defined by F1(u, v)(x) = f (x,u(x), v(x))
and F2(u, v)(x) = g(x,u(x), v(x)). Applying Lemma 4 we obtain u ∈ P0 and v ∈ P0.
Equivalently, we have
‖u‖ 1
ω
∫
G
ψ(x)u(x) dx, ‖v‖ 1
ω
∫
G
ψ(x)v(x) dx, ∀(u, v) ∈ M. (6)
In view of (4) and (5) we obtain
u(x) α
∫
G
k(x, y)p
(
v(y)
)
dy −C2, (u, v) ∈ M, x ∈ G, (7)
and
v(x) β
∫
G
k(x, y)q
(
u(y)
)
dy −C2, (u, v) ∈ M, x ∈ G. (8)
The monotonicity and concavity of p, together with Jensen’s inequality, imply
p
(
v(x)+C2
)
 p
(
β
∫
G
k(x, y)q
(
u(y)
)
dy
)
= p
(
1
|G|
∫
G
β|G|k(x, y)q(u(y))dy)
 1|G|
∫
G
p
(
β|G|k(x, y)q(u(y)))dy
= 1|G|
∫
G
p
(
k(x, y)
K
β|G|Kq(u(y)))dy
 1
K|G|
∫
G
k(x, y)p
(
β|G|Kq(u(y)))dy (9)
and so Lemma 5 implies
p
(
v(x)
)
 p
(
v(x)+C2
)− p(C2)
 1
K|G|
∫
k(x, y)p
(
β|G|Kq(u(y)))dy − p(C2), x ∈ G. (10)G
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u(x) α
∫
G
k(x, y)
[
1
K|G|
∫
G
k(y, z)p
(
β|G|q(u(z)))−C2
]
dy −C2
 α
K|G|
∫
G
∫
G
k(x, y)k(y, z)p
(
βK|G|q(u(z)))dzdy −C3. (11)
In view of (H2), there exists C4 > 0 such that
p
(
β|G|Kq(u)) 2K|G|
αr2(B)
u−C4, ∀u ∈R+. (12)
This with (11) implies
u(x) 2
r2(B)
∫
G
∫
G
k(x, y)k(y, z)u(z) dz dy −C5.
Multiply by ψ(x) and integrate over G and use (3) to obtain∫
G
ψ(x)u(x) dx  2
∫
G
ψ(x)u(x) dx −C5.
Therefore∫
G
ψ(x)u(x) dx  C5.
From (6), we obtain
‖u‖ C5
ω
. (13)
It follows from (10), (12) and (7) that
p
(
v(x)
)
 2
αr2(B)
∫
G
k(x, y)u(y) dy −C6
 2
r2(B)
∫
G
∫
G
k(x, y)k(y, z)p
(
v(z)
)
dy dz −C7.
Multiply by ψ(x) and integrate over G to get∫
G
p
(
v(x)
)
ψ(x)dx  C7.
We may assume v(x) 	≡ 0, ∀(u, v) ∈ M . Thus the strict monotonicity of p gives
p(‖v‖) > 0, ∀(u, v) ∈ M . From (6), we have
‖v‖ 1
ω
∫
ψ(x)v(x) dxG
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ωp(‖v‖)
∫
G
ψ(x)
v(x)
‖v‖ p
(‖v‖)dx
 ‖v‖
ωp(‖v‖)
∫
G
ψ(x)p
(
v(x)
‖v‖ ‖v‖
)
dx
= ‖v‖
ωp(‖v‖)
∫
G
ψ(x)p
(
v(x)
)
dx
 C7‖v‖
ωp(‖v‖) , ∀(u, v) ∈ M.
Consequently,
p
(‖v‖) C7
ω
.
By (1) and (3) of (H2) we have limv→+∞ p(v) = +∞, and thus there exists C8 > 0 such
that
‖v‖ C8. (14)
We find from (13) and (14) that M is a bounded set in P ×P . Thus there exists a sufficiently
large R > 0 such that
(u, v) 	= A(u,v)+ λ(ϕ,ϕ), ∀(u, v) ∈ ∂ΩR ∩ (P × P), λ 0.
Invoking Lemma 1 yields
i
(
A,ΩR ∩ (P × P),P × P
)= 0. (15)
On the other hand, by (H3), we may take sufficiently small ε2 > 0 and r1 > 0 such that
a + b + 2ε2 < 1r(B) , and
f (x,u, v) (a + ε2)(u+ v), g(x,u, v) (b + ε2)(u + v),
∀x ∈ G, 0 u,v  r1.
Note we may also choose R in (15) so that R > 2r1. Consequently,
A1(u, v)(x) (a + ε2)
∫
G
k(x, y)
(
u(y)+ v(y))dy,
∀u ∈ B¯r1 ∩ P, v ∈ B¯r1 ∩ P, x ∈ G, (16)
and
A2(u, v)(x) (b + ε2)
∫
G
k(x, y)
(
u(y)+ v(y))dy,
∀u ∈ B¯r1 ∩ P, v ∈ B¯r1 ∩ P, x ∈ G. (17)
We claim that I −A and I are homotopic on ∂Ω2r1 ∩ (P × P). It suffices to prove
(u, v)− λA(u, v) 	= 0, ∀(u, v) ∈ ∂Ω2r ∩ (P × P), λ ∈ [0,1]. (18)1
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that
u = λA1(u, v), v = λA2(u, v).
It follows from (16) and (17) that
u(x) (a + ε2)
∫
G
k(x, y)
(
u(y)+ v(y))dy = (a + ε2)B(u + v)(x)
and
v(x) (b + ε2)
∫
G
k(x, y)
(
u(y)+ v(y))dy = (b + ε2)B(u + v)(x).
Consequently
u+ v  (a + b + 2ε2)B(u + v).
Now since (a + b + 2ε2)r(B) < 1, Lemma 3 implies u + v  0, and thus u(x) ≡ 0 and
v(x) ≡ 0. That is a contradiction with the hypothesis (u, v) ∈ ∂Ω2r1 ∩ (P ×P). As a result
I − A and I are homotopic on ∂Ω2r1 ∩ (P × P). The homotopy invariance of fixed point
index implies
i
(
A,Ω2r1 ∩ (P × P),P × P
)= 1. (19)
By (15) and (19), we have
i
(
A, (ΩR \ Ω¯2r1)∩ (P × P),P × P
)
= i(A,ΩR ∩ (P × P),P × P )− i(A,Ω2r1 ∩ (P × P),P × P )= −1.
Therefore the operator A has at least one fixed point on (ΩR \ Ω¯2r1) ∩ (P × P). Equiva-
lently, (1) has at least one positive solution.
4. Proof of Theorem 2
By (H4), there exist α > 0, β > 0 and r2 > 0 such that
f (x,u, v) αs(v), ∀v ∈ [0, r2], (x,u) ∈ G×R+,
g(x,u, v) βt(u), ∀u ∈ [0, r2], (x, v) ∈ G×R+,
and
s
(
βK|G|t (u)) 2
α|G|Kr2(B)u, ∀u ∈ [0, r2].
Therefore
A1(u, v)(x) α
∫
k(x, y)s
(
v(y)
)
dy, ∀x ∈ G, (u, v) ∈ Ω¯r2 ∩ (P × P), (20)G
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A2(u, v)(x) β
∫
G
k(x, y)t
(
u(y)
)
dy, ∀x ∈ G, (u, v) ∈ Ω¯r2 ∩ (P × P). (21)
We claim
A(u,v) 	= A(u,v)+ λ(ϕ,ϕ), ∀(u, v) ∈ ∂Ωr2 ∩ (P × P), λ 0. (22)
If the claim is false, there would exist (u, v) ∈ ∂Ωr2 ∩ (P × P) and λ  0 such that
A(u,v) = A(u,v)+ λ(ϕ,ϕ). Then u ∈ P0, v ∈ P0, and uA1(u, v), v A2(u, v).
The monotonicity and concavity of s, together with (20) and (21), imply
u(x) α
∫
G
k(x, y)s
(∫
G
βk(y, z)t
(
u(z)
)
dz
)
dy
 α|G|
∫
G
k(x, y) dy
∫
G
s
(|G|βk(y, z)t(u(z)))dz
 α|G|K
∫
G
k(x, y)dy
∫
G
k(y, z)s
(
Kβ|G|t(u(z)))dz
 2
r2(B)
∫
G
∫
G
k(x, y)k(y, z)u(z) dz dy.
Multiply by ψ(x) and use (3) to obtain ∫
G
ψ(x)u(x) dx = 0. Now (6) implies u(x) ≡ 0.
We have also
s
(
v(x)
)
 s
(∫
G
k(x, y)βt
(
u(y)
)
dy
)
 1|G|
∫
G
s
(|G|βk(x, y)t(u(y)))dy
 1|G|K
∫
G
s
(
K|G|βt(u(y)))dy
 2
r2(B)α
∫
G
k(x, y)u(y) dy
 2
r2(B)
∫
G
∫
G
k(x, y)k(y, z)s
(
v(z)
)
dzdy.
Multiply by ψ(x) and use (3) to obtain ∫
G
ψ(x)s(v(x)) dx = 0. Now (u, v) ∈ ∂Ωr2 ∩
(P ×P) and u(x) ≡ 0, so v(x) 	≡ 0. The monotonicity of s gives s(‖v‖) > 0. We have also
‖v‖ 1
ω
∫
ψ(x)v(x) dxG
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ωs(‖v‖)
∫
G
ψ(x)
v(x)
‖v‖ s
(‖v‖)dx
 ‖v‖
ωs(‖v‖)
∫
G
ψ(x)s
(
v(x)
)
dx = 0.
Thus v(x) ≡ 0. That is a contradiction. As a result (22) is true. From Lemma 1, we have
i
(
A,Ωr2 ∩ (P × P),P × P
)= 0. (23)
On the other hand, by (H5), we may take sufficiently small ε4 > 0 such that c + d +
2ε4 < 1r(B) , and there exists C1 > 0 such that
f (x,u, v) (c + ε4)(u+ v)+C1, ∀(x,u, v) ∈ G×R+ ×R+,
and
g(x,u, v) (d + ε4)(u + v)+C1, ∀(x,u, v) ∈ G×R+ ×R+.
Therefore
A1(u, v)(x) (c + ε4)
∫
G
k(x, y)
(
u(y)+ v(y))dy +C2, x ∈ G, (24)
and
A2(u, v)(x) (d + ε4)
∫
G
k(x, y)
(
u(y)+ v(y))dy +C2, x ∈ G. (25)
We claim that
M = {(u, v) ∈ P × P : (u, v) = λA(u, v), 0 λ 1}
is a bounded set of P × P . Indeed, for any (u, v) ∈ M there exists λ ∈ [0,1] such that
u = λA1(u, v), v = λA2(u, v). By (24) and (25), we obtain
u(x) (c + ε4)
∫
G
k(x, y)
(
u(y)+ v(y))dy +C2, x ∈ G,
and
v(x) (d + ε4)
∫
G
k(x, y)
(
u(y)+ v(y))dy +C2, x ∈ G.
Consequently,
u(x)+ v(x) (c + d + 2ε4)
∫
G
k(x, y)
(
u(y)+ v(y))dy + 2C2
= (c + d + 2ε4)B(u + v)(x)+ 2C2, x ∈ G.
Now since (c + d + 2ε4)r(B) < 1, Lemma 3 implies
u(x)+ v(x) (I − (c + d + 2ε3)B)−12C2.
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R > r2), we have
(u, v) 	= λA(u, v), ∀(u, v) ∈ ∂ΩR ∩ (P × P), λ ∈ [0,1].
Thus I − A and I are homotopic on ∂ΩR ∩ (P × P). The homotopy invariance of fixed
point index implies
i
(
A,ΩR ∩ (P × P),P × P
)= 1. (26)
Combining (23) with (26) yields
i
(
A, (ΩR \ Ω¯r2)∩ (P × P),P × P
)
= i(A,ΩR ∩ (P × P),P × P )− i(A,Ωr2 ∩ (P × P),P × P )= 1.
Consequently, A has at least one fixed point on (ΩR \ Ω¯r2) ∩ (P × P). Equivalently, (1)
has at least one positive solution.
5. Proof of Theorem 3
From (H6) we have
f (x,u, v) f (x,N,N) < N
κ
, a.e. x ∈ G, (u, v) ∈ [0,N] × [0,N ],
and
g(x,u, v) f (x,N,N) < N
κ
, a.e. x ∈ G, (u, v) ∈ [0,N] × [0,N].
Consequently,
A1(u, v)(x) <
∫
G
N
κ
k(x, y) dy N, ∀(x,u, v) ∈ G× ∂ΩN.
Similarly
A2(u, v)(x) < N, ∀(x,u, v) ∈ G× ∂ΩN,
so ∥∥A(u,v)∥∥< ∥∥(u, v)∥∥, ∀(u, v) ∈ ∂ΩN ∩ (P × P).
Now Lemma 2 implies
i
(
A,ΩN ∩ (P × P),P × P
)= 1. (27)
On the other hand, in view of (H2) and (H4) (see the proofs of Theorems 1 and 2), we may
take sufficiently large R > N and sufficiently small r2 ∈ (0,N) such that (15) and (23)
hold. According to (15), (27) and (23), we have
i
(
A,ΩR \ Ω¯N ∩ (P × P),P × P
)
= i(A,ΩR ∩ (P × P),P × P )− i(A,ΩN ∩ (P × P),P × P )= −1
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,and
i
(
A,ΩN \ Ω¯r2 ∩ (P × P),P × P
)
= i(A,ΩN ∩ (P × P),P × P )− i(A,Ωr2 ∩ (P × P),P × P )= 1.
Consequently, A has at least one fixed point in ΩR \Ω¯N ∩(P ×P) and ΩN \ Ω¯r2 ∩ (P × P)
respectively. Equivalently, (1) has at least two positive solutions (u1, v1) ∈ P × P ,
(u2, v2) ∈ P × P .
6. Applications
In this section we apply the main results in this paper to study the existence of positive
solutions of boundary problems for systems of second-order nonlinear ordinary differential
equations.
Let us consider the problem:

−u′′ = f (x,u, v),
−v′′ = g(x,u, v),
u(0) = u(1) = 0,
v(0) = v(1) = 0
where f ∈ C([0,1]×R+×R+,R+), g ∈ C([0,1]×R+×R+,R+). We have the following
hypotheses on f (x,u, v) and g(x,u, v):
(H7) There exist p ∈ C(R+,R+) and q ∈ C(R+,R+) such that
(1) p is strictly increasing and concave on R+;
(2) lim infv→+∞ f (x,u,v)p(v) > 0, lim infu→+∞ g(x,u,v)q(u) > 0 uniformly with respect to
(x,u) ∈ [0,1] ×R+ and (x, v) ∈ [0,1] ×R+, respectively;
(3) limu→+∞ p(Cq(u))u = +∞, ∀C > 0.
(H8) There exist a  0 and b 0 such that a + b < π2, and
lim sup
u+v→0+
f (x,u, v)
u+ v  a, lim supu+v→0+
g(x,u, v)
u+ v  b
uniformly with respect to x ∈ [0,1].
(H9) There exist s ∈ C(R+,R+) and t ∈ C(R+,R+) such that
(1) s is strictly increasing and concave on R+;
(2) lim infv→0+ f (x,u,v)s(v) > 0, lim infu→0+ g(x,u,v)t (u) > 0 uniformly with respect to
(x,u) ∈ [0,1] ×R+ and (x, v) ∈ [0,1] ×R+, respectively;
(3) limu→0+ s(Ct (u))u = +∞, ∀C > 0.
(H10) There exist c 0 and d  0 such that c + d < π2 and
lim sup
u+v→+∞
f (x,u, v)
u+ v  c, lim supu+v→+∞
g(x,u, v)
u+ v  d
uniformly with respect to x ∈ [0,1].
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that
f (x,N,N) < 8N, g(x,N,N) < 8N, a.e. x ∈ [0,1].
Problem (28) is equivalent to the system of nonlinear Hammerstein integral equations:{
u(x) = ∫ 10 k(x, y)f (y,u(y), v(y)) dy,
v(x) = ∫ 10 k(x, y)g(y,u(y), v(y)) dy,
where k(x, y) is the Green function
k(x, y) =
{
x(1 − y), 0 x  y  1,
y(1 − x), 0 y  x  1.
It is readily seen that max0x,y1 k(x, y) = 14 , k(x, y) x(1 − x)k(z, y), ∀x, y, z ∈ [0,1].
Define the completely continuous linear operator B : E → E by
(Bu)(x) =
1∫
0
k(x, y)u(y) dy.
We have r(B) = 1
π2
. Therefore (H1) holds with G = [0,1]. In this section we let E =
C[0,1], P = {u ∈ E: u(x) 0, ∀x ∈ [0,1]}. Applying Theorems 1–3, we obtain the fol-
lowing results.
Theorem 4. Suppose (H7) and (H8) are satisfied. Then problem (28) has at least one
positive solution (u, v) ∈ (P × P) \ {0}.
Theorem 5. Suppose (H9) and (H10) are satisfied. Then problem (28) has at least one
positive solution (u, v) ∈ (P × P) \ {0}.
Theorem 6. Suppose (H7), (H9) and (H11) are satisfied. Then problem (28) has at least
two positive solutions (u1, v1) and (u2, v2) ∈ (P × P) \ {0}.
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