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Let X ,Y be a pair of vector spaces over a ﬁeld F associated with a
bilinear form ( , ) such that (x, y) = 0 for all y in Y , implies that x = 0.
Let (X ⊗ Y)0 be the subspace of X ⊗ Y spanned by all decomposable
elements x ⊗ ywith (x, y) = 0. LetU,V beany twovector spaces over
F . In this note,we study linearmappings from (X ⊗ Y)0 toU ⊗ V that
send nonzero decomposable elements to nonzero decomposable
elements and some of its consequences.
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1. Introduction
Let F be a ﬁeld. Let Mm,n(F) denote the vector space of all m × n matrices over F and we write
Mn,n(F) as Mn(F). Let sln(F) be the subspace of Mn(F) consisting of matrices of zero trace. A mapping
from a space of matrices or operators or tensors to another is called a rank one preserver if it sends
rank one elements to rank one elements. In [3], Botta et al. obtained the structure of invertible linear
mappings on sln(F) that send nilpotentmatrices to nilpotentmatriceswhere |F | n + 1 by using some
tools from algebraic geometry and by characterizing invertible rank one preservers on sln(F) where
n 3. Using a different approach, Semrl [12] characterized invertible linear operators on the linear
span of all bounded nilpotent linear operators on a Banach space that preserve nilpotent operators in
both directions. To obtain this structural result, he ﬁrst gave a characterization of rank one nilpotent
operators and then classiﬁed invertible linear mappings that preserve rank one nilpotent operators
in both directions. Semrl’s result was generalized to the additive analogue in [2,7,18]. Very recently,
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Semrl [13] characterized bijective linearmappings on B(H), the algebra of bounded linear operators on
an inﬁnite dimensional separable Hilbert space H, that preserve pairs of similar operators by applying
the structure of injective linear preservers of nilpotent rank one operators.
Let K be an algebraically closed ﬁeld. Li and Pierce [9] obtained the structure of linear mappings
on sln(K) that send the set of all nonzero nilpotent matrices of rank less than or equal to k into itself
where k is a ﬁxedpositive integer and char K = 0.Watkins [14] characterized linear rankonepreservers
from sln(K) to Mn(K) where n 4 and char K /= 2. This result is then used to characterize quadratic
transformations and bilinear mappings on Mn(K) that preserve certain rank conditions in [14,15],
respectively.
Let X and Y be vector spaces over F and suppose ( , ) is a bilinear form from X × Y to F . We call
(X ,Y): (i) a right dual system with respect to the bilinear form ( , ) if (x, y) = 0 for all y in Y , implies
that x = 0, (ii) a left dual system if (x, y) = 0 for all x ∈ X , implies that y = 0, (iii) a dual pair if it is both
a left and a right dual system.
Let (X ,Y) be a right dual system. Then the linear mapping tr : X ⊗ Y → F such that tr(x ⊗ y) = (x, y)
for any x in X and y in Y is called the trace map. Let (X ⊗ Y)0 be the subspace of all elements in X ⊗ Y
with zero trace. Note that (X ⊗ Y)0 is linearly spanned by decomposable tensors x ⊗ y with (x, y) = 0.
Suppose that X and Y are of ﬁnite dimension m and n, respectively. Let {x1, x2, . . . , xm} be a basis of X .
Then there exists a basis {y1, y2, . . . , yn} of Y such that
(xi, yj) = δij
for all i = 1, . . . ,m and j = 1, . . . ,n. Hence every element A ∈ (X ⊗ Y)0 is of the form
m∑
i=1
n∑
j=1
aijxi ⊗ yj ,
where aij , i = 1, . . . , m, j = 1, . . . ,n, are scalars such that
∑m
i=1 aii = 0. Thus (X ⊗ Y)0 can be identiﬁed
with Zm,n(F), the space of allm × nmatrices (aij) with
∑m
i=1 aii = 0.
Let U,V be two vector spaces over F . In this note, we characterize linear rank one preservers from
(X ⊗ Y)0 to U ⊗ V where we assume |F | 4 when dimY  3, and discuss some consequences of this
characterization. When dimY  4, the proof made use of Westwick’s result concerning the structure
of linear rank one preservers fromone tensor product of two vector spaces to another [16].When (X ,Y)
is a pair of dual spaces with dimY  4, this result was obtained by Wong [17]. We remark that Wong
[17], Botta et al. [3] and Watkins [14] all used the fundamental theorem of projective geometry as a
tool for obtaining their results for linear rank one preservers.
In their book [19], Zhang et al. gave a direct proof characterizing invertible linear rank one preserv-
ers on sln(F) without using the fundamental theorem of projective geometry. This characterization
theorem was used to classify invertible preservers of involutory matrices over an arbitrary ﬁeld (see
[Chapter 9, 19]).
2. Linear preservers of rank one traceless tensors of order two
Throughout this note, Fn denotes the space of all n-dimensional row vectors over the ﬁeld F , andwe
assume X ,Y ,U and V are vector spaces over F each of dimension at least two. A nonzero decomposable
element of X ⊗ Y is also called a rank one element. A subspace of X ⊗ Y is called a rank one subspace if
eachof its nonzero elements is of rankone. Such a subspace is contained in x ⊗ Y for some x ∈ X orX ⊗ y
for some y ∈ Y . LetW be a subspace of X ⊗ Y which is spanned by its decomposable elements. A linear
mapping T fromW to U ⊗ V is said to be induced by two linear mappings if one of the following holds:
(i) There exist linear mappings f : X → U and g : Y → V such that T(x ⊗ y) = f (x) ⊗ g(y) for any
x ⊗ y inW;
(ii) There exist linear mappings f : X → V and g : Y → U such that T(x ⊗ y) = g(y) ⊗ f (x) for any
x ⊗ y inW .
A rank one preserver from a space of matrices or operators or tensors to another is said to be
degenerate if every nonzero element of its image is of rank one.
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Lemma 1. Suppose that |F | 4 and T : sl2(F) → U ⊗ V is a linear rank one preserver. Then either T is
degenerate or T is induced by two injective linear mappings.
Proof. Let T
(
1 1
−1 −1
)
= z ⊗ w. For each nonzero scalar λ, let Aλ =
(
1 1
λ−λ −1
)
. LetM = 〈E12, E21〉. Sup-
pose that T(M) is not a rank one subspace. Then
T(E12) = x ⊗ y and T(E21) = u ⊗ v
for some linearly independent vectors x,u in U and some linearly independent vectors y, v in V . Then
T(Aλ) = z ⊗ w + x ⊗
(
−1+ 1
λ
)
y + u ⊗ (1− λ)v (1)
and T(Aλ) is of rank one. We have z ∈ 〈x,u〉 and w ∈ 〈y, v〉. Hence
T(E11 − E22) = ax ⊗ v + bx ⊗ y + cu ⊗ v + du ⊗ y
for some a, b, c, d ∈ F . From (1),
T(Aλ) = ax ⊗ v +
(
b + 1
λ
)
x ⊗ y + (c − λ)u ⊗ v + du ⊗ y.
Hence∣∣∣∣ a b + 1λc − λ d
∣∣∣∣ = ad − bc + 1− cλ + bλ = 0
for any nonzero scalar λ. Since |F | 4, it follows that b = 0, c = 0 and ad = −1. This shows that
T(E11 − E22) = ax ⊗ v − 1
a
u ⊗ y.
Let {e1, e2} be the standard basis ofM2,1(F) and {f1, f2} be the standard basis of F2. Let f : M2,1(F) → U
and g : F2 → V be linear mappings such that
f (e1) = ax, f (e2) = u,
g(f1) = v, g(f2) = 1
a
y.
Then T(ut
1
u2) = f (u1) ⊗ g(u2) for any u1,u2 ∈ F2 such that u1ut2 = 0.
Now suppose that T(M) is a rank one subspace. Without loss of generality, we may assume that
T(E12) = x ⊗ y and T(E21) = x ⊗ v
for some nonzero vectors x ∈ Uand y, v ∈ V . Then
T(Aλ) = z ⊗ w + x ⊗
(
(1− λ)v +
(
1
λ
− 1
)
y
)
.
If z ∈ 〈x〉, then we have Im T ⊆ x ⊗ V . Suppose that z /∈ 〈x〉. Since T(Aλ) is of rank one and |F | 4, it
follows that v, y are linearly dependent and w ∈ 〈y〉. In this case, Im T ⊆ U ⊗ y. This completes the
proof. 
Remark 2. When F is the real or complex ﬁeld, the structure of linear rank one preservers from sl2(F)
into itself was obtained in [2].
Remark 3. The above result is not true for |F | = 2or |F | = 3.When |F | = 2, there are only three rank one
matrices in sl2(F). These three rank one matrices are linearly independent. Hence the linear mapping
φ such that
φ(E12) = φ(E21) = x ⊗ y, φ(E11 − E22) = u ⊗ v,
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where x,uaswell asy, v are linearly independent, is a rankonepreserver. Clearly this rankonepreserver
is neither degenerate nor induced by two linear mappings.
When |F | = 3, there are other types of linear rank one preservers φ from sl2(F) to U ⊗ V described
as follows:
(a) φ(E12) = x ⊗ y, φ(E21) = u ⊗ v, φ(E11 − E22) = x ⊗ (av + by) + bu ⊗ v, where x,u as well as y, v
are linearly independent and a, b are ﬁxed scalars with b /= 0.
(b) φ(E12) = x ⊗ y, φ(E21) = u ⊗ v, φ(E11 − E22) = (bx + du) ⊗ y + bu ⊗ v, where x,u as well as y, v
are linearly independent and d, b are ﬁxed scalars with b /= 0.
(c) φ(E12) = φ(E21) = x ⊗ y and φ(E11 − E22) = u ⊗ v, where x,u and y, v are linearly independent
pairs.
(d) φ(E12) = x ⊗ y1,φ(E21) = x ⊗ y2 and φ(E11 − E22) = u ⊗ (y1 − y2), where x,u and y1, y2 are line-
arly independent pairs.
Lemma 4. Suppose that |F | 4 and T : sl3(F) → U ⊗ V is a linear rank one preserver. Then either T is
degenerate or T is induced by two injective linear mappings.
Proof. Since 〈E12, E13〉 is a2-dimensional rankonesubspace, it follows that 〈T(E12), T(E13)〉 is a2-dimen-
sional rank one subspace of U ⊗ V . Applying the canonical linear isomorphism θ : U ⊗ V → V ⊗ U
where θ(u ⊗ v) = v ⊗ u, if necessary, we may assume that
T(E12) = x ⊗ y1 and T(E13) = x ⊗ y2
for some linearly independent vectors y1, y2 in V and some nonzero vector x ∈ U.
Since 〈T(E13), T(E23)〉 is a 2-dimensional rank one subspace of U ⊗ V , we have the following two
cases:
1. T(E23) = x ⊗ y3 for some y3 in V such that y2, y3 are linearly independent.
2. T(E23) = u ⊗ y2 for some u in U such that x,u are linearly independent.
LetM denote the subspace spanned by E12, E21, E11 − E22. For each nonzero scalar λ, let
Aλ =
⎛
⎝ 1 λ λ−λ−1 −1 −1
0 0 0
⎞
⎠ .
Case 1. T(E23) = x ⊗ y3 for some y3 in V such that y2, y3 are linearly independent. By Lemma 1, either
(a) T |M is induced by two injective linear mappings or (b) T(M) is a rank one subspace. Suppose that
case (a) is true. Then T(E21) /∈ x ⊗ V . Hence T(E21) = u ⊗ y3 for some u in U such that x,u are linearly
independent since 〈T(E21), T(E23)〉 is a 2-dimensional rank one subspace.
From the proof of Lemma 1, we see that T(E11 − E22) = ηx ⊗ y3 − η−1u ⊗ y1 for some nonzero scalar
η. Then
T(A1) = (ηx − u) ⊗
(
y3 + 1
η
y1
)
+ x ⊗ (y2 − y3)
is of rank one and hence y1, y2, y3 are linearly dependent. Note that y1, y3 are linearly independent.We
thus have y2 = ay1 + by3 for some nonzero scalars a, b. Since
T(Aλ) =
(
(η − 1)x − 1
λ
u + λbx
)
⊗ y3 +
(
−1
η
u − λx + λax
)
⊗ y1
is of rank one for each nonzero λ in F , it follows that∣∣∣∣∣(η − 1) + λb −
1
λ
λ(−1+ a) − 1
η
∣∣∣∣∣ = 0
for eachλ ∈ F \ {0}. Since |F | 4,wehaveλ b
η
= 0andhenceb = 0. This is a contradiction sincey2, y1 are
linearly independent. Hence case (b) holds. We shall show that T(E21) ∈ x ⊗ V . Suppose the contrary.
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Then T(E21) = z ⊗ y1 for some nonzero vector z in U \ 〈x〉 and some nonzero y1 ∈ V . Since T(〈E21, E23〉)
is a rank one subspace, it follows that y1, y3 are linearly dependent. Let y3 = cy1 where c ∈ F \ {0}. Note
that T(E11 − E22) = w ⊗ y1 for some vector w in U. Note that
T(Aλ) =
(
w + λx − 1
λ
z − cx
)
⊗ y1 + λx ⊗ y2
and it is of rank one, so it follows that w, x, z are linearly dependent.
Let w = gx + hz where g,h ∈ F . Then
T(Aλ) =
[
(g + λ − c)x +
(
h − 1
λ
)
z
]
⊗ y1 + λx ⊗ y2.
Since T(Aλ) is of rank one, it follows that h − 1λ = 0 for any nonzero λ in F , a contradiction. This shows
that T(E21) = x ⊗ y for some y in V .We shall now show that T(E11 − E22) ∈ x ⊗ V . Suppose the contrary.
Then
T(E11 − E22) = e ⊗ y1
for some e ∈ U \ 〈x〉. Note that y = ky1 for some k ∈ F \ {0} and hence
T(Aλ) = e ⊗ y1 +
(
λx ⊗ y1 − 1
λ
x ⊗ ky1 + λx ⊗ y2 − x ⊗ y3
)
.
Clearly y1, y2, y3 are linearly dependent since T(Aλ) is of rank one.Hence y3 = sy1 + ty2 for some s, t ∈ F .
Note that
T(Aλ) =
(
e +
(
λ − k
λ
)
x
)
⊗ y1 + x ⊗ ((λ − t)y2 − sy1)
is not of rank one for λ /= t, a contradiction. Hence
T(E11 − E22) ∈ x ⊗ V .
This shows that T(M) ⊆ x ⊗ V . Hence
T(〈E12, E13, E21, E23, E22 − E11〉) ⊆ x ⊗ V .
Nowweconsider the actionof T on the subspace 〈E12, E13, E23, E22 − E33, E32〉 anduse arguments similar
to the previous case where T acts on 〈E12, E13, E21, E23, E22 − E11〉. We see that
T(〈E12, E13, E23, E32, E22 − E33〉) ⊆ x ⊗ V
since T(〈E12, E13, E23〉) ⊆ x ⊗ V . Similarly, we can show that
T(〈E13, E23, E21, E31, E11 − E33〉) ⊆ x ⊗ V
since T(〈E21, E13, E23〉) ⊆ x ⊗ V . Hence
Im T ⊆ x ⊗ V .
Case 2. T(E23) = u ⊗ y2 for some u in U such that x,u are linearly independent. We shall show that
T is induced by two injective linear mappings. By Lemma 1, we have either T |M is induced by two
non-singular linear mappings or T(M) is a rank one subspace. Suppose that the latter case holds. We
have either (i) T(E21) = u ⊗ cy1 or (ii) T(E21) = x ⊗ cy2 for some nonzero scalar c. For case (ii),
T(E11 − E22) = x ⊗ z
for some nonzero vector z in V . Since y1, y2 as well as x,u are linearly independent, it is easy to see that
T(Aλ) = x ⊗
(
λy1 + z +
(
− c
λ
+ λ
)
y2
)
− u ⊗ y2
is of rank two for some λ, a contradiction. For case (i),
T(E11 − E22) = w ⊗ y1
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for some w ∈ U. Hence
T(Aλ) =
(
w + λx − c
λ
u
)
⊗ y1 + (λx − u) ⊗ y2
is of rank one. This implies that w = ax + bu for some scalars a, b and hence
T(Aλ) =
[
(a + λ)x +
(
b − c
λ
)
u
]
⊗ y1 + (λx − u) ⊗ y2.
This implies that
−a − λ + c − bλ = 0
for any λ ∈ F \ {0}. Hence a = c and b = −1. This implies that
T
⎛
⎝−1 c 0− 1c 1 0
0 0 0
⎞
⎠ = 0,
a contradiction since T is a rank one preserver.
Finally T |M must be induced by two injective linearmappings. Therefore one of the following holds:
(i) T(E21) = z ⊗ y2 for some z ∈ U \ 〈x〉;
(ii) T(E21) = u ⊗ y3 for some y3 ∈ V \ 〈y2〉.
Consider case (i). Since T(E12) = x ⊗ y1, it follows from the proof of Lemma 1 that
T(E11 − E22) = ηx ⊗ y2 − 1
η
z ⊗ y1
for some nonzero scalar η. Note that
T(Aλ) =
(
λx − 1
η
z
)
⊗ y1 +
(
ηx + λx − 1
λ
z − u
)
⊗ y2
is of rank one and hence u, x, z are linearly dependent.We thus have u = ax + bz for some a, b ∈ F . Since
T(Aλ) is of rank one, it follows that∣∣∣∣∣ λ −
1
η
η + λ − a − 1
λ
− b
∣∣∣∣∣ = 0
for any nonzero λ in F and hence a = 0. This contradicts the fact that u, z are linearly independent.
Hence case (ii) is true. From the proof of Lemma 1,
T(E11 − E22) = δx ⊗ y3 − 1
δ
u ⊗ y1
for some nonzero scalar δ. We shall show that y1, y2, y3 are linearly independent. Suppose not, then
y3 = ay1 + by2 for some nonzero scalars a, b. We compute that
T(Aλ) = x ⊗ ((δa + λ)y1 + (δb + λ)y2) − u ⊗
((
a
λ
+ 1
δ
)
y1 +
(
1+ b
λ
)
y2
)
.
Since ∣∣∣∣∣
δa + λ δb + λ
−
(
a
λ
+ 1
δ
)
−
(
1+ b
λ
)∣∣∣∣∣ = (1− δ)a +
(
1
δ
− 1
)
λ = 0
for any nonzero λ, it follows that δ = 1. Hence T
(
a −a2 −ab
1 −a −b
0 0 0
)
= 0, a contradiction. This proves that
y1, y2, y3 are linearly independent. Note that
T
⎛
⎝ 1 1 1−1 −1 −1
0 0 0
⎞
⎠ = x ⊗ (δy3 + y1 + y2) + u ⊗
(
−1
δ
y1 − y2 − y3
)
is of rank one, so we must have δ = 1. Hence T(E11 − E22) = x ⊗ y3 − u ⊗ y1.
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Now we consider the action of T on 〈E12, E13, E23, E22 − E33, E32〉 and use arguments similar to the
previous case where T acts on 〈E12, E21,E11 − E22, E13, E23〉. We see that
T(E32) = z ⊗ y1, T(E22 − E33) = u ⊗ y1 − z ⊗ y2
for some z inUwhere z,u, xare linearly independent.Consider theactionofT onN :=〈E11 − E33, E13, E31〉.
Since T(E11 − E33) = x ⊗ y3 − z ⊗ y2, it follows that T(N) is not a rank one subspace. Hence fromLemma
1we have that T |N is induced by two injective linear mappings. Since T(〈E21, E31〉) and T(〈E32, E31〉) are
2-dimensional rank one subspaces, we have
T(E31) = εz ⊗ y3 or εu ⊗ y1
for some scalar ε. The latter case is not possible since T |N is induced by two injective linear mappings.
Hence
T(E31) = εz ⊗ y3.
Note that T(E11 − E33 + E13 − E31) is of rank one, so it follows that ε = 1. Hence T(E31) = z ⊗ y3. Let
f : M3,1(F) → U, g : F3 → V be the linear mappings such that
f (e1) = x, f (e2) = u, f (e3) = z,
g(f1) = y3, g(f2) = y1, g(f3) = y2,
where {e1, e2, e3} is the usual basis of M3,1(F) and {f1, f2, f3} is the usual basis of F3. Then T is induced
by f and g. This completes our proof. 
Remark 5. Let (X ,Y) be a right dual system over F where |F | 4, dimX = 2 and dimY = 3. Let T :
(X ⊗ Y)0 → U ⊗ V be a linear rank one preserver. From the proof of Lemma 4, we see that either T is
degenerate or T is induced by two injective linear mappings.
Let (X ,Y) be a right dual systemover F . Two vectors x ∈ X and y ∈ Y are called orthogonal if (x, y) = 0.
In this case we write x ⊥ y. LetM be a non-empty subset of Y , then we deﬁne
M⊥ :={x ∈ X : x ⊥ y for all y ∈ M}.
Similarly we deﬁne N⊥ for any non-empty subset N of X .
Let A and B be two nonzero decomposable elements in X ⊗ Y . We write A ∼ B if A − B is decompos-
able.
We shall prove the following result byusing the structure of linear rankonepreservers between ten-
sor products of two vector spaces obtained byWestwick [16]. When (X ,Y) is a pair of dual spaces with
dimY  4, this result was obtained by Wong [17] by applying the fundamental theorem of projective
geometry.
Theorem 6. Let (X ,Y) be a right dual system over F where we assume that |F | 4 if dimY  3. Let U,V
be two vector spaces over F . Then T : (X ⊗ Y)0 → U ⊗ V is a linear rank one preserver if and only if one of
the following is true:
(i) there exist a linear mapping ϕ : (X ⊗ Y)0 → U and a nonzero vector v in V such that T(x ⊗ y) =
ϕ(x ⊗ y) ⊗ v where ϕ(x ⊗ y) /= 0 for any nonzero x ⊗ y in (X ⊗ Y)0,
(ii) there exist a linear mapping ϕ : (X ⊗ Y)0 → V and a nonzero vector u in U such that T(x ⊗ y) =
u ⊗ ϕ(x ⊗ y) where ϕ(x ⊗ y) /= 0 for any nonzero x ⊗ y in (X ⊗ Y)0,
(iii) there exist injective linear mappings f : X → U and g : Y → V such that T(x ⊗ y) = f (x) ⊗ g(y) for
any x ⊗ y in (X ⊗ Y)0,
(iv) there exist injective linear mappings f : X → V and g : Y → U such that T(x ⊗ y) = g(y) ⊗ f (x) for
any x ⊗ y in (X ⊗ Y)0.
Proof. The sufﬁciency is clear. We now prove the necessity. By Lemmas 1 and 4 and Remark 5, we
see that the result is true for dimY  3. We now assume that dimY  4. Let x1, x2 be two linearly
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independent vectors in X andM = 〈x1, x2〉. Consider S = T |M⊗M⊥ . Then S is a linear rank one preserver
fromM ⊗ M⊥ to U ⊗ V . Hence by Theorem3.4 in [16] one of the following is true:
(i) Im S is a rank one subspace of U ⊗ V ,
(ii) there exist injective linear mappings f : M → U and g : M⊥ → V such that S(x ⊗ y) = f (x) ⊗ g(y)
for any x ∈ M and y ∈ M⊥,
(iii) there exist injective linear mappings f : M → V and g : M⊥ → U such that S(x ⊗ y) = g(y) ⊗ f (x)
for any x ∈ M and y ∈ M⊥.
Consider case (i).Without loss of generality, wemay assume that Im S ⊆ u ⊗ V for some ﬁxed nonzero
vector u in U. Let x ∈ M \ {0}. Since T(x ⊗ x⊥) ⊇ T(〈x〉 ⊗ M⊥) and dimM⊥  2, it follows that T(x ⊗ x⊥)
contains a 2-dimensional rank one subspace of U ⊗ V . Hence
T(x ⊗ x⊥) ⊆ u ⊗ V .
Let y ∈ M⊥ \ {0}. Then T(y⊥ ⊗ y) ⊇ T(M ⊗ y). Since T(M ⊗ y) is a 2-dimensional subspace contained in
u ⊗ V and T(y⊥ ⊗ y) is a rank one subspace, it follows that
T(y⊥ ⊗ y) ⊆ u ⊗ V .
Now let e ∈ X \ M and f ∈ Y \ M⊥ such that e ⊥ f . Note that there exist a nonzero vector k ∈ M⊥ ∩ e⊥
and a nonzero vector l ∈ M ∩ f⊥. We have
T(e ⊗ k) = u ⊗ k′ for some k′ ∈ V ,
T(l ⊗ f ) = u ⊗ l′ for some l′ ∈ V ,
T(l ⊗ k) = u ⊗ v for some v ∈ V .
Note thatvandk′mustbe linearly independent. Suppose thatT(e ⊗ f ) /∈ u ⊗ V . SinceT(e ⊗ f ) ∼ T(e ⊗ k)
and T(e ⊗ f ) ∼ T(l ⊗ f ), it follows that 〈k′〉 = 〈l′〉 and T(e ⊗ f ) = s ⊗ k′ for some nonzero s ∈ U. Note that
s and umust be linearly independent. Since
T((e + l) ⊗ (k + f )) = u ⊗ (k′ + l′ + v) + s ⊗ k′
and k′ + l′ + v, k′ are linearly independent, it follows that T((e + l) ⊗ (k + f )) is of rank2, a contradiction.
Hence
T(e ⊗ f ) ∈ u ⊗ V
and we have
Im T ⊆ u ⊗ V .
This implies that there exists a linear mapping ϕ : (X ⊗ Y)0 → V such that T(x ⊗ y) = u ⊗ ϕ(x ⊗ y)
where ϕ(x ⊗ y) /= 0 for any nonzero x ⊗ y in (X ⊗ Y)0.
Case (ii). There exist injective linear mappings f : M → U and g : M⊥ → V such that S(x ⊗ y) = f (x) ⊗
g(y) for any x ∈ M and y ∈ M⊥.
Suppose that dimX  3. For any y ∈ Y \ M⊥,M ∩ y⊥ is 1-dimensional. Choose a nonzero x ∈ M ∩ y⊥
and two linearly independent vectors y1, y2 ∈ M⊥. Since
T(x ⊗ y) ∼ T(x ⊗ yi), i = 1, 2
and g(y1), g(y2) are linearly independent, it follows that
T(x ⊗ y) = f (x) ⊗ v
for some nonzero v in V . We extend our mapping g to Y by deﬁning g(λy) = λv for any λ ∈ F \ {0}.This
extension is well-deﬁned since T is linear andM ∩ y⊥ is 1-dimensional.
Let x ∈ X \ M. Choose a nonzero z1 ∈ x⊥ ∩ M⊥. Since
T(x ⊗ z1) ∼ T(xi ⊗ z1), i = 1, 2
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and f (x1), f (x2) are linearly independent, it follows that
T(x ⊗ z1) = x′ ⊗ g(z1)
for some nonzero x′ in U. We extend our mapping f to X by deﬁning f (λx) = λx′ for any λ ∈ F \ {0}.
Suppose z2 is any vector in x
⊥ ∩ M⊥ linearly independent to z1. By our previous argument,
T(x ⊗ z2) = x˜ ⊗ g(z2) for some x˜ in U.
Since g(z1), g(z2) are linearly independent, we have x˜ = cx′ for some nonzero scalar c. We are able to
choose s ∈ M such that f (s), x′ are linearly independent. Then
T((x + s) ⊗ (z1 + z2)) = (x′ + f (s)) ⊗ g(z1) + (cx′ + f (s)) ⊗ g(z2).
This image is of rank one and hence c = 1. Hence x˜ = x′. This shows that the extension of f to X is
well-deﬁned and
T(x ⊗ y) = f (x) ⊗ g(y) for any x ∈ X \ M and y ∈ M⊥ where x ⊥ y.
Now let x ∈ X \ M and y ∈ Y \ M⊥ where x ⊥ y. Choose a nonzero vector h ∈ M ∩ y⊥ and a nonzero
vector k ∈ M⊥ ∩ x⊥. Then
T(h ⊗ k) = f (h) ⊗ g(k),
T(h ⊗ y) = f (h) ⊗ g(y),
T(x ⊗ k) = f (x) ⊗ g(k).
Note that f (x), f (h) as well as g(y), g(k) are linearly independent. Since T(x ⊗ y) ∼ T(x ⊗ k) and
T(x ⊗ y) ∼ T(h ⊗ y), it follows that either T(x ⊗ y) = δf (h) ⊗ g(k) or εf (x) ⊗ g(y) for some nonzero
scalars δ and ε. For the ﬁrst case, T((x + h) ⊗ (y + k)) is not decomposable, a contradiction. For the
second case, T((x + h) ⊗ (y + k)) is decomposable implies that ε = 1. Since T is linear and dimX  3,
we see that both f and g are linear. Hence
T(x ⊗ y) = f (x) ⊗ g(y) for any x ⊗ y ∈ (X ⊗ Y)0.
Now suppose that X is two dimensional. Then X = M. We are able to choose w1 ∈ x⊥2 \ X⊥ and
w2 ∈ x⊥1 \ X⊥ such that
(xi,wi) = 1, i = 1, 2.
LetW = 〈w1,w2〉. Clearly Y = W ⊕ X⊥. Let y1, y2 be two linearly independent vectors in X⊥. Let
Yi = W + 〈yi〉, i = 1, 2.
Since
T(x1 ⊗ w2) ∼ T(x1 ⊗ yi), i = 1, 2
and g(y1), g(y2) are linearly independent, it follows that
T(x1 ⊗ w2) = f (x1) ⊗ v1
for some nonzero vector v1 ∈ V . Similarly
T(x2 ⊗ w1) = f (x2) ⊗ v2
for somenonzero vector v2 ∈ V . Let Ti be the restriction of T to (X ⊗ Yi)0, i = 1, 2 andK be the restriction
of T to (X ⊗ W)0. By Lemma 1 and Remark 5 we see that each of the linear mappings K , T1, and T2 is
either degenerate or induced by two injective linear mappings. Suppose that T1 is degenerate. Then
we see that
Im T1 ⊆ U ⊗ 〈g(y1)〉.
Hence
ImK ⊆ U ⊗ 〈g(y1)〉.
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Since f (x1), f (x2) and g(y1), g(y2) are linearly independent pairs, we see that T2 is neither degenerate
nor induced by two injective linear mappings, a contradiction. This shows that T1 must be induced by
two injective linear mappings and hence K is induced by the linear mappings f : X → U and l : W → V
where l(w2) = v1 and l(w1) = v2. Since
(X ⊗ Y)0 = (X ⊗ W)0 ⊕ (X ⊗ X⊥)
and T |X⊗X⊥ is induced by f : X → U and g : X⊥ → V , it follows that T is induced by two injective linear
mappings.
Case (iii). Let σ : U ⊗ V → V ⊗ U be the canonical isomorphism where σ(u ⊗ v) = v ⊗ u for any u ∈
Uand v ∈ V . By considering the linear mapping σ ◦ T : (X ⊗ Y)0 → V ⊗ U and using the result of case
(ii), we obtain the result. 
Fromnowonward,we assume thatm,n, p, q are integers2. Form n, let Zm,n(F)denote the vector
space of allm × nmatrices (aij) over F with
∑m
i=1 aii = 0.
Corollary 7. Let F be an algebraically closed ﬁeld. Suppose that T : Zm,n(F) → Mp,q(F) is a linear rank one
preserver andmax{p, q} < m + n − 2. Then one of the following holds:
(i) there exist a rank m matrix P ∈ Mp,m(F) and a rank n matrix Q ∈ Mn,q(F) such that
T(A) = PAQ for any A in Zm,n(F),
(ii) there exist a rank n matrix P ∈ Mp,n(F) and a rank m matrix Q ∈ Mm,q(F) such that
T(A) = PAtQ for any A in Zm,n(F).
Proof. Suppose that Im T is a rank one subspace ofMp,q(F). Then one of the following holds:
(i) Im T = {xy : y ∈ J} for some ﬁxed nonzero vector x inMp,1(F) and some subspace J of Fq.
(ii) Im T = {xy : x ∈ I} for some ﬁxed nonzero vector y in Fq and some subspace I ofMp,1(F).
Consider case (i). Let L : Mm,n(F) → Mp,q+1(F) be the linear mapping deﬁned by
L(cE11 + A) = (cx|T(A)),
where c is a scalar and A is in Zm,n(F). Then L is a rank one preserver with image contained in a (q + 1)-
dimensional rank one subspace. This implies that m + n − 1 q + 1 [5,10] and hence q m + n − 2,
a contradiction.
Similarly, case (ii) leads to a contradiction. The result now follows from Theorem 6. 
Remark 8. Corollary 7 was proved in [14] under the assumption that m = n = p = q 4 and char
F /= 2.
Example 9. Let m and n be integers such that n m 2. Let Pn denote the vector space of all poly-
nomials over F of degree less than n. Then (Pm, Pn) is a right dual system with respect to the bilinear
form deﬁned as follows:⎛
⎝m−1∑
i=0
aix
i,
n−1∑
i=0
bix
i
⎞
⎠ = m−1∑
i=0
aibm−1−i.
Themultiplication of polynomials is a bilinearmapping from Pm × Pn to Pm+n−1 and hence it induces a
linear mapping T from Pm ⊗ Pn to Pm+n−1. Since T sends nonzero decomposable elements to nonzero
vectors and the dimension of T((Pm ⊗ Pn)0) is less than n + m − 1,we see that there exists a degenerate
linear rank one preserver from Zm,n(F) toMp,q(F) if max{p, q} m + n − 2.
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Let k be a positive integer. A vector space of matrices all of whose nonzero elements are of rank k
is called a rank k space.
Corollary 10. Let T be a linear rank one preserver from sln() to Mn() where  is the real ﬁeld. If n /∈
{2, 3, 4, 7, 8}, then there exist invertible real matrices P and Q such that one of the following holds:
(i) T(A) = PAQ for any A in sln();
(ii) T(A) = PAtQ for any A in sln().
Proof. Suppose that Im T is a rank one subspace of Mn(). From the proof of Corollary 7, we see that
there exists a linear rank one preserver L fromMn() toMn,n+1() such that Im L is a rank one subspace.
By slightly modifying the proof of Theorem 3.7 in [16] we obtain that there exists a rank n subspace of
Mn,n+1() of dimensionn. Let ρ(n) be the Hurwitz–Radon function. It is known [8] that the maximal
dimension of rank n subspaces inMn,n+1() is equal to max{ρ(n), ρ(n + 1)}. Hence we have
nmax{ρ(n), ρ(n + 1)}.
If n = ρ(n), we have n = 2, 4 or 8, a contradiction. If n > ρ(n), we have ρ(n + 1) = n + 1 and hence n = 3
or 7, a contradiction. The result now follows from Theorem 6. 
Remark 11. We do not know whether there exists a degenerate rank one preserver from sln() to
Mn() when n = 3 or 7.
Remark 12. Suppose that there exists a degenerate rank one preserver from sln() to sln(). Using an
argument similar to that of the proof of Corollary 7, we can show that there exists a degenerate linear
rank one preserver fromMn() toMn(). This implies that n = 2, 4, or 8 (see [4]).
Example 13. Let D denote the complex numbers, the algebra of quaternions, or the algebra of Cayley
numbers, respectively. ThenD is of dimension 2, 4, or 8 over. The linear map T : D ⊗ D → D ⊗ D such
that T(x ⊗ y) = 1⊗ xy¯ is a degenerate rank one preserver. Let x · y denote the scalar part of xy¯. Then
x · y = 0 ⇒ 1 · xy¯ = 0. Let Z = 〈x ⊗ y : x · y = 0〉. Then T(Z) ⊆ Z and T |Z is a degenerate linear rank one
preserver on Z .
Example 14. Let f (x) be a monic irreducible polynomial over F of degree n. Let A be an n × n matrix
with minimal polynomial f (x). It is known that [6] the set of commutators
Z(A) = {AB − BA : B ∈ Mn(F)}
has dimension equal to n2 − n and has no matrix of rank 1. Thus
sln(F) = Z(A) ⊕ Y ,
where Y = 〈E12, . . . , E1n〉. The projection map from sln(F) onto Y is a degenerate linear rank one pre-
server and the projection map from sln(F) onto Z(A) is a singular linear map preserving matrices of
rank2.
Lemma 15. Let (X ,Y) and (U,V) be two right dual systems. Let f : X → U and g : Y → V be two linear
mappings such that f (x) ⊥ g(y) whenever x ⊥ y for any x ∈ X and y ∈ Y . Then there exists a ﬁxed scalar
c ∈ F such that
(f (z), g(w)) = c(z,w)
for any z ∈ X and w ∈ Y .
Proof. Let x, z ∈ X and y,w ∈ Y such that (x, y) = (z,w) = 1. Suppose that either x, z or y,w are linearly
dependent. Then we may assume that z = λx for some scalar λ. Then x ⊥ (y − λw) and hence
(f (x), g(y − λw)) = 0.
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This shows that (f (x), g(y)) = (f (z), g(w)).
Suppose that x, z as well as y,w are linearly independent.
Case 1. x ⊥ w and z ⊥ y. Then (x − z) ⊥ (y + w) and hence
(f (x − z), g(y + w)) = 0.
This shows that (f (x), g(y)) = (f (z), g(w)).
Case 2. (x,w) /= 0 or (y, z) /= 0. Without loss of generality, assume that (x,w) /= 0. Then there exists
a scalar d such that (x, dw) = 1. From our previous arguments, we have
(f (x), g(y)) = (f (x), g(dw)) = (f (z), g(w)).
This proves that there exists a scalar c such that (f (k), g(l)) = c(k, l) for any k ∈ X and l ∈ Y where
(k, l) = 1. By the linearity of f , it follows that
(f (x), g(y)) = c(x, y)
for any x ∈ X and y ∈ Y . 
The following result follows from Lemma 15 and Theorem 6.
Theorem 16. Let (X ,Y) and (U,V) be two right dual systems over the ﬁeld F where we assume that |F | 4
if dimY  3. Then T : (X ⊗ Y)0 → (U ⊗ V)0 is a linear rank one preserver if and only if one of the following
holds:
(i) there exist a nonzero v ∈ V and a linear mapping ϕ : (X ⊗ Y)0 → v⊥ such that
T(x ⊗ y) = ϕ(x ⊗ y) ⊗ v,
where ϕ(x ⊗ y) /= 0 for any nonzero orthogonal vectors x, y,
(ii) there exist a nonzero u ∈ U and a linear mapping τ : (X ⊗ Y)0 → u⊥ such that
T(x ⊗ y) = u ⊗ τ(x ⊗ y),
where τ(x ⊗ y) /= 0 for any nonzero orthogonal vectors x, y,
(iii) there exist injective linear mappings f : X → U and g : Y → V such that
T(x ⊗ y) = f (x) ⊗ g(y)
for any orthogonal vectors x, y and
(f (x), g(y)) = c(x, y)
for any x ∈ X , y ∈ Y and a ﬁxed scalar c,
(iv) there exist injective linear mappings f : X → V and g : Y → U such that
T(x ⊗ y) = g(y) ⊗ f (x)
for any orthogonal vectors x, y and
(g(y), f (x)) = c(x, y)
for any x ∈ X , y ∈ Y and a ﬁxed scalar c.
Example 17. LetN be the set of all positive integers. Let (X ,Y)be adual systemwhereX ,Y are countably
inﬁnite dimensional. Then there exist bases {xi : i ∈ N} for X and {yi : i ∈ N} for Y such that
(xi, yj) = δij , i, j ∈ N.
Let Z1 = 〈xi : i is odd〉 and Z2 = 〈yi : i is even〉. Let ω : X → Z1 and θ : Y → Z2 be any injective linear
mappings. Then ω ⊗ θ |(X⊗Y)0 is an injective linear rank one preserver on (X ⊗ Y)0.
The following two corollaries follow from Theorem16.
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Corollary 18. Let T be a linear rank one preserver from slm(F) to sln(F). Assume that |F | 4 if m < 4. Then
one of the following holds:
(i) there exist an n × mmatrix P and an m × n matrix Q , both of rank m, and a scalar c with QP = cIm
such that either
T(A) = PAQ for any A in slm(F)
or
T(A) = PAtQ for any A in slm(F),
(ii) there exist invertible n × n matrices P and Q with (QP)i1 = 0, i = 2, . . . ,n, such that
Im L ⊆
⎧⎨
⎩P
⎛
⎝ n∑
j=2
cjE1j
⎞
⎠Q : cj ∈ F , j = 2, . . . ,n
⎫⎬
⎭ ,
(iii) there exist invertible n × n matrices P and Q with (QP)1j = 0, j = 2, . . . ,n, such that
Im L ⊆
⎧⎨
⎩P
⎛
⎝ n∑
i=2
ciEi1
⎞
⎠Q : ci ∈ F , i = 2, . . . ,n
⎫⎬
⎭ .
Corollary 19. Let (X ,Y), (U,V) be two right dual systems over the same ﬁeld F where we assume that
|F | 4 if dimY  3. Then T : (X ⊗ Y)0 → (U ⊗ V)0 is a surjective linear rank one preserver if and only if
one of the following holds:
(i) there exist bijective linear mappings f : X → U and g : Y → V such that
T(x ⊗ y) = f (x) ⊗ g(y)
for any orthogonal vectors x, y and
(f (x), g(y)) = c(x, y)
for any x ∈ X , y ∈ Y and a ﬁxed nonzero scalar c,
(ii) there exist bijective linear mappings f : X → V and g : Y → U such that
T(x ⊗ y) = g(y) ⊗ f (x)
for any orthogonal vectors x, y and
(g(y), f (x)) = c(x, y)
for any x ∈ X , y ∈ Y and a ﬁxed nonzero scalar c. In this case, (U,V) is a dual system.
Let X and Y be Banach spaces over K where K is either the real or complex ﬁeld. Let F(X) denote
the algebra of all bounded linear operators of ﬁnite rank on X . Let X∗ be the continuous dual space
of X . Then every operator of rank one in F(X) is of the form x ⊗ f (x ∈ X \ {0} and f ∈ X∗ \ {0}) where
(x ⊗ f )(u) = f (u)x for any u ∈ X . Since X∗ is a total subspace of the algebraic dual of X , we see that
F(X) can be identiﬁed with the tensor product space X ⊗ X∗. Let F0(X) denote the subspace of F(X)
consisting of operators of zero trace. Then F0(X) can be identiﬁed as (X ⊗ X∗)0. A nilpotent operator of
rank less than or equal to one in F(X) is of the form x ⊗ f where f (x) = 0.
The following result follows from Theorem 6.
Corollary 20. Let T : F0(X) → F(Y) be a linear operator. Then T sends rank one nilpotent operators to
operators of rank one if and only if one of the following is true:
(i) there exist a linear operator ϕ : F0(X) → Y and a nonzero linear functional g in Y∗ such that T(x ⊗
f ) = ϕ(x ⊗ f ) ⊗ g where ϕ(x ⊗ f ) /= 0 for any x ∈ X and f ∈ X∗ such that f (x) = 0,
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(ii) there exist a linear operator θ : F0(X) → Y∗ and a nonzero element z in Y such that T(x ⊗ f ) =
z ⊗ θ(x ⊗ f ) where θ(x ⊗ f ) /= 0 for any x ∈ X and f ∈ X∗ such that f (x) = 0,
(iii) there exist injective linear operators π : X → Y and ω : X∗ → Y∗ such that T(x ⊗ f ) = π(x) ⊗ ω(f )
for any x ⊗ f ∈ F0(X),
(iv) there exist injective linear operators π : X → Y∗ and ω : X∗ → Y such that T(x ⊗ f ) = ω(f ) ⊗ π(x)
for any x ⊗ f ∈ F0(X).
Watkins [14] characterized linear rank one preservers from sln(F) to Mn(F), where F is an alge-
braically closed ﬁeld of characteristic not two and n 4. Using this characterization, he proved the
following result:
Theorem 21 [15]. Let F be an algebraically closed ﬁeld and let λ ∈ F . If λ = −1, assume n 5 and the
characteristic of F is not 2; if λ /= −1, assume n 4. Suppose θ : Mn(F) × Mn(F) → Mn(F) is a bilinear
function that satisﬁes the conditions
AB + λBA = 0 ⇒ θ(A,B) = 0 (2)
and
rank(AB + λBA) = 1 ⇒ rank θ(A,B) = 1 (3)
for all matrices A,B ∈ Mn(F). Then there exist invertible n × n matrices P,Q over F such that either
θ(X ,Y) = P(XY + λYX)Q
or
θ(X ,Y) = P(XY + λYX)tQ .
The main step of the proof of the above theorem is the following lemma.
Lemma 22 [15]. Let F be any ﬁeld and let λ ∈ F . Let θ : Mn(F) × Mn(F) → F be a bilinear functional that
satisﬁes the condition
AB + λBA = 0 ⇒ θ(A,B) = 0
for all A,B ∈ Mn(F). Then there exists a linear functional k on Mn(F) such that
θ(X ,Y) = k(XY + λYX).
Let θ : Mn(F) × Mn(F) → Mn(F) be a bilinear mapping satisfying (2) and (3). Let λ ∈ F and V−1 =
sln(F) and Vλ = Mn(F) if λ /= −1. By Lemma 22, there exists a linear mapping S onMn(F) such that
θ(X ,Y) = S(XY + λYX).
Since every matrix in sln(F) is of the form XY − YX for some X ,Y ∈ Mn(F) [1] and
Mn(F) = {XY + λYX : X ,Y ∈ Mn(F)}, where λ /= −1,
it follows that S is a linear rank one preserver fromVλ toMn(F).Using Theorem6 if λ = −1 and applying
the structure of rank one preservers onMn(F) byWestwick [16] if λ /= −1, Watkins’s result [15] could
be extended as follows:
Theorem 23. Let θ : Mn(F) × Mn(F) → Mn(F) be a bilinear mapping. Let λ ∈ F and V−1 = sln(F) and Vλ =
Mn(F) if λ /= −1. If λ = −1 and n 3, assume that |F | 4. Then θ satisﬁes conditions (2) and (3) men-
tioned in Theorem 21 if and only if one of the following holds:
(i) there exist a nonzero vector v ∈ Fn and a linear mapping φ : Vλ → Mn,1(F) whose kernel does not
contain any rank one matrix such that
θ(X ,Y) = φ(XY + λYX)v
for any X ,Y ∈ Mn(F),
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(ii) there exist a nonzero vector u ∈ Mn,1(F) and a linear mapping η : Vλ → Fn whose kernel does not
contain any rank one matrix such that
θ(X ,Y) = uη(XY + λYX)
for any X ,Y ∈ Mn(F),
(iii) there exist invertible n × n matrices P,Q over F such that either
θ(X ,Y) = P(XY + λYX)Q
or
θ(X ,Y) = P(XY + λYX)tQ
for any X ,Y ∈ Mn(F).
Remark 24. When λ = −1, it follows from Corollaries 7 and 10 that cases (i) and (ii) of Theorem 23
will not occur if one of the following holds:
(a) F is algebraically closed and n 3,
(b) F is the real ﬁeld and n /∈ {2, 3, 4, 7, 8}.
Remark 25. Suppose that λ /= −1. If F is algebraically closed, then cases (i) and (ii) of Theorem 23
will not occur since every linear rank one preserver onMn(F) is non-degenerate [11,16]. If F is the real
ﬁeld and n /∈ {2, 4, 8}, then cases (i) and (ii) of Theorem 23 will not occur since every linear rank one
preserver onMn(F) is non-degenerate [4].
Acknowledgments
Theauthor is grateful to the referee forhis valuable commentsandcareful readingof themanuscript.
References
[1] A.A. Albert, B. Muckenhoupt, On matrices of trace zero, Michigan Math. J., 4 (1957) 1–3.
[2] Z.F. Bai, J.C. Hou, Additive maps preserving nilpotent operators or spectral radius, Acta Math. Sinica 21 (2005) 1167–1182.
[3] P. Botta, S. Pierce, W. Watkins, Linear transformations that preserve the nilpotent matrices, Paciﬁc J. Math. 104 (1983)
39–46.
[4] G.H. Chan, M.H. Lim, Linear transformations on tensor spaces, Linear and Multilinear Algebra 14 (1983) 3–9.
[5] W.L. Chooi, M.H. Lim, Coherence invariant mappings on block triangular matrix spaces, Linear Algebra Appl. 346 (2002)
199–238.
[6] R. Guralnick, C. Lanski, The rank of a commutator, Linear and Multilinear Algebra 13 (1983) 167–175.
[7] J.C. Hou, J.L. Cui, A note on nilpotency preserving additive maps and applications, J. Math. Study (2005) 1–9.
[8] K.Y. Lam, P. Yiu, Linear subspaces of real matrices of constant rank, Linear Algebra Appl. 195 (1993) 69–79.
[9] C.K. Li, S. Pierce, Linear operators preserving similarity classes and related results, Canad. Math. Bull. 37 (1994) 374–383.
[10] C.K. Li, L. Rodman, P. Semrl, Linear transformations between matrix spaces that map one rank speciﬁc set into another,
Linear Algebra Appl. 357 (2002) 197–208.
[11] M. Marcus, B.N. Moyls, Transformations on tensor spaces, Paciﬁc J. Math. 9 (1959) 1215–1221.
[12] P. Semrl, Linear maps that preserve the nilpotent operators, Acta Sci. Math. (Szeged) 61 (1995) 523–534.
[13] [13] P. Semrl, Similarity preserving linear maps, J. Operator Theory 60 (2008) 71–83.
[14] W. Watkins, Quadratic transformations on matrices: rank preservers, J. Algebra 179 (1996) 549–569.
[15] W. Watkins, Bilinear transformations on matrices: rank preservers, Linear Algebra Appl. 250 (1997) 31–38.
[16] R. Westwick, Transformations on tensor spaces, Paciﬁc J. Math. 23 (1967) 613–620.
[17] W.J. Wong, Maps on simple algebras preserving zero products II: lie algebras of linear type, Paciﬁc J. Math. 92 (1981)
469–488.
[18] J.Wu, P.T. Li, S.J. Lu, Additivemappings that preserve rank onenilpotent operators,Linear AlgebraAppl. 367 (2003) 213–224.
[19] X. Zhang, X.M. Tang, C.G. Cao, Preserver Problems on Spaces of Matrices, Science Press, Beijing, 2007.
