Recently the first (1 + ǫ)-approximate strong coresets for subspace approximation and k-median of size poly(k/ǫ) were obtained in [SW18]. Importantly, given n points in R d , the size of these coresets was the first that was independent of both n and d. Unfortunately their construction had a running time which was exponential in poly(k/ǫ). Here we give the first polynomial time, and in fact nearly linear time, algorithms for constructing such coresets. Our first algorithm runs in nnz(A)/ǫ + (n + d)poly(k/ǫ) time and our second runs in nd log 2 (nd) + (n + d)poly(k/ǫ) time. Our proposed method can potentially be extended to give coresets for other problems where the query centers fit in a low-dimensional space.
Introduction
Modern computer science tasks are facing enormous data set sizes. For example, modern machine learning models may require millions of data examples in order to train. It is crucial that we can decrease the size of the data to save on computational power. A coreset is one such data structure for this task. Given a set of n points X = {x 1 , . . . .x n }, a coreset P is a data structure consuming a much smaller amount of memory than P , which can be used as a substitute for X, for any query Y on X. For example, in the k-median problem, the query Y = {y 1 , . . . , y m } can be a set of m points, and we want to find a coreset P to obtain a (1 + ǫ)-approximation to n i=1 x i − y xi 2 , where y xi is the closest point to x i in Y . Often, we want to construct a strong coreset, meaning with high probability, P can be used in place of X simultaneously for all possible queries Q. If this is the case, then we can throw away the original dataset X, which save us not only computational power, but also on storage.
There is a long line of work which has focused on constructing coresets for subspace approximation and k-means, see, e.g., [DRVW06, DV07, FL11, FMSW10, FSS13, VX12, SV07, BHPI02, Che09, FS12, FS05, FS08, HPK07, HPM04, LS10] . The work of [FSS13] gave the first coreset of size independent of d. For subspace approximation, they gave strong coresets of size O(k/ǫ), and O(k/ǫ 2 ) for k-means. Later [CEM + 15] improved the O(k/ǫ 2 ) result and provided an nnz(A) time algorithm, where nnz(A) is the number of non-zero entries in A. Later, [SW18] provided a strong coreset of size poly(k/ǫ) for the k-median problem, and also subspace approximation with sum of distances loss, building upon a long line of earlier work on k-median. Their algorithm runs inÕ(nnz(A) + (n + d)poly(k/ǫ) + exp(poly(k/ǫ))) time. Recent work [MMR19] provided an oblivious dimensionality reduction for k-Median to a O( log(k/ǫ) ǫ 2 )-dimensional space while preserving the cost of every clustering. This dimension reduction result can be used to construct a strong coreset of size poly(k/ǫ). We remark that our method works not only for k-Medians but also for the subspace approximation problem. The method we propose can potentially be modified to provide coresets for other shape-fitting problems where the query centers have low-dimensional nature.
Despite obtaining the first coreset for the fundamental problems of k-median and subspace approximation of size independent of n and d, a glaring drawback of the work of [SW18] is that the running time to build the coreset is exponential in k/ǫ. This is due to the requirement that their algorithm needs to solve a (1 + ǫ)-approximate subspace approximation in order to build their coreset. This does not seem ideal, as one motivation for building a coreset in the first place might be to use it for solving subspace approximation. Moreover, for the k-means problem, the strong coreset construction of [FSS13] runs in fully polynomial time. We thus consider the main open question of this line of work whether we can get a poly(k/ǫ) size strong coreset for k-median and subspace approximation in polynomial time.
Our Results
Our main contribution is that when considering the sum of p th power of Euclidean distances with p ∈ [1, 2), we provide the first nearly linear time algorithm for constructing poly(k/ǫ)-sized strong coresets for the subspace approximation problems. Previously the best algorithm that found strong coresets with size independent of n and d ran inÕ(nnz(A) + (n + d)poly(k/ǫ) + exp(poly(k/ǫ))). In this paper we get remove the exponential term.
Theorem 1 (Informal version of Theorem 15 and 16). For any ǫ ∈ (0, 1), p ∈ [1, 2), and k ≥ 1, there is aÕ(nnz(A)/ǫ + (n + d)poly(k/ǫ)) time algorithm that finds poly(k/ǫ)-sized strong coresets for the subspace approximation and k-median problems.
When A is dense, i.e., nnz(A) ≈ nd, the quantity nd ǫ may be too large to afford. In this case, we also provide a fast coreset construction algorithm which runs inÕ(nd log 2 (nd) + (n + d)poly(k/ǫ)) time when p = 1.
Theorem 2 (Informal version of Theorem 26). For any ǫ ∈ (0, 1), p = 1, and k ≥ 1, there is añ O(nd log 2 (nd) + (n + d)poly(k/ǫ)) time algorithm that finds poly(k/ǫ)-sized strong coresets for the subspace approximation and k-median problems.
For p > 2, since there is no oblivious subspace embedding, the non-adaptive sampling in [CW15] is no longer valid, which is a key tool that we build upon for p ≤ 2. For p > 2, we instead provide añ O(ndpoly(k/ǫ)) adaptive sampling algorithm for our coreset construction.
Theorem 3 (Informal version of Theorem 30 and 31). For any ǫ ∈ (0, 1), p > 2, and k ≥ 1, there is aÕ(ndpoly(k/ǫ)) time algorithm that finds a poly(k/ǫ)-sized strong coreset for the subspace approximation and k-median problems.
Technical Overview
When the input matrix A ∈ R n×d is sparse, we first find a poly(k/ǫ)-approximation subspaceX such that for any projection matrix P ∈ R d×d with rank poly(k/ǫ), the following inequality holds:
To achieve this, we first right multiply a so-called lopsided embedding to get that the matrix A(I − P )R is of much smaller dimensions, and then we sample its rows by left multiplying by a sampling matrix S based on the ℓ p leverage scores of A(I − P )R. Finally we find an orthonormal basis of the rowspace of SA(I − P ) which gives a poly(k/ǫ) approximation to the problem.
Based on the poly(k/ǫ)-approximation we obtain, we do residual sampling. This is shown to give a (1 + ǫ)-approximate subspace in [CW15] . We obtain a subspace S such that
Starting with P = 0, we obtain a (1 + ǫ, poly(k/ǫ)) approximate subspace S. But the coreset construction requires another condition on S such that adding any d dimensional subspace B to S does not decrease the cost by a lot. To obtain this guarantee, we run this approximation algorithm adaptively Θ(1/ǫ max(2/p,1) ) times. In each iteration we store all the previously found subspaces S, and run the next iteration on A(I −P S ). The final subspace S has the property that we cannot expand S by any k−dimensional subspace to get a much better performance. More precisely,
We can then project A onto S and use a canonical coreset construction in a much smaller dimension.
For dense inputs A, the first algorithm gives a running time of O(nd/ǫ + (n + d)poly(k/ǫ)). We observe that for p = 1 most of the computing time is taken by the computation of leverage scores for sampling. We propose a novel alternate sampling schema which computes leverage scores of n/poly(k/ǫ) rows in each iteration compared to n which is done by naive algorithm. We achieve this by dividing the matrix A(I − P )R into nearly equal sized partitions and computing the sum of probabilities of rows in the partition without computing the individual probabilities. We also show that we need not look inside many partitions and hence can save on the computation time of computing those leverage scores. We show that a similar sampling scheme works for the Algorithm DimReduce too. This lets us shave the factor of ǫ from the running time.
For the sum of p th powers of Euclidean distances with p > 2, we run the adaptive sampling algorithm O(1/ǫ) times, and each time we store all the rows in A picked so far, and sample new subspace on top.
Outline
In Section 2 we discuss the preliminaries and notations for our paper. In Section 3 we discuss how to find a poly(k/ǫ)-approximate subspace. In Section 4 we show how to build a (1 + ǫ)-approximate subspace based on the poly(k/ǫ)-approximation. In Section 5 we present how to iteratively run the algorithm in Section 4 to get a coreset for subspace approximation and k-Median. In Section 6 we make our algorithm efficient when the input matrix A is dense and p = 1. Lastly, in Section 7 we give an algorithm for p > 2.
Preliminaries and Notation
We use A ∈ R n×d as our input matrix. It can be interpreted as a set n points in R d . Throughout the paper, we write A i * as the i th row of A, and A * i as the i th column.
Let S ∈ R m×n be a sampling matrix. We can write S = D · Ω T where D ∈ R m×m and Ω T ∈ R m×n . For each column j ∈ [m] in D and Ω, we sample with replacement independently a row index i ∈ [n] with probability q i , and set Ω ij = 1 and D jj = 1/q 1/p i . In expectation m = q i . Given a vector a and a subspace V , we let d(a, V ) denote the ℓ 2 distance between a and V . Given a subspace B, we denote P B as the projection onto B, and B ⊥ the orthogonal complement of B.
For any matrix B ∈ R m×n , we write BI ∈ R m×(n+1) to represent the matrix where we attach an all-zeros column to B. We write B − as its pseudo inverse (B T B) −1 B T Definition 2.1. Define · v as the following: for any p
where p should be clear from the context.
For a matrix A with n rows and a subset P ⊆ [n], we define A[P ] as the sub-matrix obtained by taking the rows of a with indices in P . Throughout the paper, we consider only contiguous submatrices.
Finding a poly(k/ǫ)-approximation
Let A ∈ R n×d . To get a coreset of size independent of n or d, we want to construct a subspace S with rank poly(k/ǫ) and project A onto S to reduce the dimension, and then construct a coreset. An important property we need for S is that we cannot expand S by any other k-dimensional subspace and get a much better approximation. Given an algorithm that finds a good approximation S of A, intuitively we can run this algorithm iteratively. In each iteration we project A away from the S we have found so far and run the same algorithm again to expand S. Our first step is to find a poly(k/ǫ)-approximation to min rank−k X A(I − P ) − X v , for any projection matrix P of appropriate dimension.
To achieve this, we first perform a dimension reduction by a "lopsided embedding" to get A(I − P )R. Then we construct a sampling matrix S using the ℓ p leverage score of A(I − P )R. The rowspace of SA(I − P ) is then a poly(k)-approximation.
Definition 3.1 (lopsided embedding). S is a lopsided ǫ-embedding for (A, B) with respect to matrix norm · and constraint set C if:
1.
∀X of appropriate dimension:
2. Let B * = min x∈C AX − B , we have:
Many sparse embedding matrices, including the CountSketch matrix, are lopsided ǫ-embeddings, and they satisfy the following property:
] with sparsity parameter s, there is s = O(p 3 /ǫ) and m = poly(k/ǫ) such that with constant probability: min
Lemma 5. Given a subspace B, for any V ∈ B ⊥ , let a be a vector, and a B ⊥ be a's projection onto B ⊥ , we have:
Proof. Let a B be a's projection onto B. Then we can write a = a B + a B ⊥ , hence:
The sampling matrix S based on the ℓ p leverage score of AR can also be computed efficiently:
Definition 3.2 (Definition 13 in [CW15] , well-conditioned basis for the p-norm). An n × d matrix U is an (α, β, p)-well-conditioned basis for the column space of A if:
Theorem 6 (Theorem 14 in [CW15] ). Suppose H ∈ R d×m . Suppose Π ∈ R s×n is an ℓ p subspace embedding for the column space of AH, i.e., for all x ∈ R m , ΠAHx p p = (1 ± 1/2) AHx p p . Suppose we compute a QR-factorization of ΠAH = QR, where Q has orthonormal columns. Then AHR −1 is a (poly(m), 2, p)-well-conditioned basis for the column space of AH. There are ℓ p subspace embeddings Π with s = poly(m) for p ∈ [1, 2) that can be applied in O(nnz(A)) time, so that R −1 can be computed in O(nnz(A) + poly(m/ǫ)) time.
Algorithm 1 ConstructSamplingMatrix
Input: A(I − P B )R Output: Sampling matrix S 1: Compute a well-conditioned basis A(I − P B )RW −1 of A(I − P B )R as in Theorem 6. 2: Compute leverage score q ′ i = A i * (I − P B )RW −1 G p , where G ∈ R poly(k/ǫ) has independent Gaussian entries with mean 0 and variance 1 3: Let r be a large enough value in order of poly(k/ǫ) i q ′ i 4: Let S be the sampling matrix of AR using probability:
. 1: Let R ∈ R d×poly(k/ǫ) be a sparse lopsided ǫ-embedding matrix as in Theorem 13 2: Compute sampling matrix S as in Algorithm 1 3: returnX = U U T , where U T is an orthonomal basis for the rowspace of SA.
Lemma 7. Given matrix A ∈ R n×d and a matrix P B ∈ R d×d which is a projection onto a poly(k/ǫ) dimension subspace B, In O(nnz(A) + (n + d)poly(k/ǫ)) time Algorithm 2 ConstApprox returns a matrix X = U U T which is a projection matrix onto a poly(k)-dimensional subspace S orthogonal to B such that
Proof. The correctness of ConstApprox is given by the following theorem from [CW15]:
Theorem 8 (Theorem 47 in [CW15] ). With constant probability, the matrix U output by ConstApprox(A, ∅, k, ǫ) has:
We apply this theorem with A = A(I − P B ), and the approximation follows. As proven in [CW15] , S has poly(k/ǫ) rows with high probability.
We now turn to show that this algorithm runs in O(nnz(A) + (n + d)poly(k/ǫ)) time. For computing S, we need to estimate the row ℓ p norm of A(I − P B )R. As mentioned in Theorem 6, we can compute a well-conditioned base for A(I − P B )R by doing a QR factorization of ΠA(I − P B )R = QW , using a subspace embedding Π ∈ R poly(k/ǫ)×n . We can calculate W −1 in time O(nnz(A) + poly(k/ǫ)). For the leverage score estimation, we also right multiply by a Gaussian vector G ∈ R poly(k/ǫ)×1 and compute A(I − P B )RW −1 G. This multiplication can be done from right to left in time O(nnz(A)dpoly(k/ǫ)).
Calculating SA(I −P B ) takes O((n+d)poly(k/ǫ)) time since S is a sampling matrix and P B is a projection matrix with rank poly(k/ǫ). The row span of SA(I − P B ) can be computed in time O(dpoly(k/ǫ)). Finally the projection matrixX is given by U U T (we do not compute this matrix multiplication).
Combining everything, the total running time is O(nnz(A) + (n + d)poly(k/ǫ)).
(1 + ǫ)-approximation
Based on the poly(k/ǫ)-approximation constructed in Section 3, in this section we show how to construct a (1 + ǫ)-approximation.
Theorem 9. Given matrix A ∈ R n×d , projection matrix P B ∈ R d×d given as
Projection matrix X ∈ R d×d given as W W T with W ∈ R d×dW for some d W , K ≥ 1 be the apporimxation bound forX. Output: U ∈ R d×rM with orthonormal columns, for a parameter r M = poly(k/ǫ) and colspan(U ) ⊆ B ⊥ 1: Let t M ← 1; 2: Let G ∈ R d×tM have independent Gaussian entries with mean 0 and variance 1/t M ;
, for a large enough constant K 2 ; 7: Let S be a sampling matrix for q; 8: Compute U ′ such that U ′T is an orthogonal basis for the linear span of the rows of SA combined with those ofX; 9: Return U such that U T is an orthonormal basis for rowspan(
then DimReduce(A, P B , k,X, ǫ, K) returns a projection matrix P S given as U U T with U having poly(K, k, 1/ǫ) columns in expectation which projects onto a subspace S ⊆ B ⊥ such that
From Theorem 46 of [CW15] , we obtain that
We also have
We also have that U computed in step 9 of DimReduce is an orthonormal basis for S ′ ∩ B ⊥ and hence satisfies the conditions of the theorem. In step 5 of DimReduce, q ′ i for all i ∈ [n] such that A i has at least 1 non-zero entry can be computed in O(nnz(A) + poly(k/ǫ) · d) time and hence, q i for all such i can be computed in O(nnz(A)) time. The sampling matrix S can now be computed in time nnz(A). In expectation, S samples poly(K, k, 1/ǫ) rows and hence an orthonormal basis for rowspan of SA can be computed in d · poly(K, k, 1/ǫ) time using any standard orthogonalization techniques and U can be then computed in d · poly(K, k, 1/ǫ) time. Thus, the total time required for DimReduce is O(nnz(A) + d · poly(K, k, 1/ǫ)).
Theorem 10. For a matrix A ∈ R n×d , for any projection matrix P B ∈ R d×d given as W 1 W T 1 with W 1 ∈ R d×poly(k/ǫ) corresponding to a subspace B, we get a projection matrix P S given as U U T with U ∈ R d×poly(k/ǫ) corresponding to a subspace S ⊆ B ⊥ such that
We have d(a i , B ∪ S) = d(a i (I − P B ), S) for any S ⊆ B ⊥ , and an optimal H * k would be in B ⊥ . Hence, we obtain a subspace S with poly(k/ǫ) dimensions in expectation and its projection matrix P S = U U T such that
and such U can be obtained in time O(nnz(A) + n · poly(k/ǫ))
Proof. From Lemma 7, we obtain a projection matrixX = W W T such that
Hence, DimReduce(A, P B , k,X, ǫ, poly(k/ǫ)) returns a projection matrix P S which projects onto a subspace
We note that A(I − P B ) is never explicitly computed. We have the following
(11) and hence we obtain
Coresets for Subspace Approximation and k-Median
Now we show how to construct coresets for subspace approximation and k-Median using DimReduce. The key property we need from the approximated subspace S is that for any k-dimentional subspace W , attaching W to S will not increase the performance too much. To achieve this, we run DimReduce O(1/ǫ 2/p ) times, where each iteration we keep expanding S. The details of our algorithm are described in Algorithm 4 DimensionReduction.
Algorithm 4 DimensionReduction
With probability at least 4/5, DimensionReduction finds a poly(k/ǫ)-dimensional subspace S for which all k-dimensional spaces W, we have
Proof. With probability at least 9/10, after i * k iterations of the for-loop in Algorithm 4 DimensionReduction, by the guarantee of Algorithm 3 DimReduce, S contains a k-dimensional subspace that is (1 + ǫ)approximation of OPT. For each j ∈ {1, 2, . . . , 10/τ + 1}, let S j be the jk ′ -dimensional subspace that DimensionReduction produces, where k ′ = O((k/ǫ) p · k 2 /ǫ · log(k/ǫ)). Consider the telescoping sum:
We can see that 9/10 fraction of the summands must be at most (1 + ǫ)τ OPT. Let i * be the index sampled by the algorithm, with probability at least 9/10, we have:
By Theorem 10, let W be any k-dimensional subspace, we have with vanishing probability that
So for any k−dim W :
By Bernoulli's inequality ≤O(τ )OPT Given S with the property in Lemma 11, we adopt the technique in [SW18] for constructing coresets by attaching A i * (I − P S ) 2 to every row of B ≡ AP S .
Algorithm 5 CoresetsConstruction(A, P B , k,X, ǫ, K)
Using the algorithm in [CW17] , each regression problem succeeds with probability at least 1 − 1 n 2 . 4: end for
We cannot afford calculating B = AP S directly, but we could use the following lemma as a fast estimation:
Lemma 12 (Lemma 14 in [SW18] ). Given S the subspace guaranteed by Lemma 5, we can compute in time O(nnz(A) log n + (n + d)poly(k/ǫ)) a matrixB or rank poly(k/ǫ) such that with probability at least 9/10 we have for every set C contained in a k-dimensional subspace:
Here B ′ andB ′ are the matrices that contain in the i-th row in the first d coordinates the point from (the closure of ) C that is closest to the i-th row of BI andBI respectively and have the d + 1 coordinate 0.
Proof. We correct a minor error in the proof of this lemma in [SW18] . Proof can be found in the Appendix.
We remark that CoresetConstruction satisfies:
be the rank poly(k/ǫ) matrix output by CoresetConstruction. Let c ∈ R d be any non-empty set that is contained in a k-dimensional subspace. Let A ′ and B ′ be the matrices whose rows are the closest points in the closure of C with respect to the rows of A and BI respectively, then we have:
We can now present our coreset construction result:
Lemma 14 (Lemma 16 in [SW18] ). Given S, in n · poly(k log n/ǫ) time it is possible to find a sampling and rescaling matrix T with O(rank(S) log(rank(S)/ǫ 2 )) rows for which for all rank-k orthogonal project matrix P :
Let S be the output of Algorithm 5, T would have O(poly(k/ǫ)) rows.
Theorem 15 (Strong coresets for subspace approximation, modified Theorem 17 in [SW18] ,
such that for any rank − k orthogonal projection P , we have:
We can find such T B inÕ(nnz(A)/ǫ + (n + d)poly(k/ǫ)) time.
Proof. Let B be the output of Algorithm 5. We represent B = [A P v], where P S is the projection onto S and it is given in the form
. By Lemma 11, we obtain (see Remark 7 in [SW18] for detail)
By Lemma 14, we can find a sampling and rescaling matrix T that for all rank-k orthogonal projection P , ) and non-negative weights w 1 , . . . , w s such that with probability at least 3/5 for every set C of k centers, we have:
Proof. This proof is essentially the same as the proof in [SW18] , except we need to change the running time and coreset size carefully.
With ǫ/10, S returned by DimensionReduction satisfies Lemma 11 with probability at least 9/10. S has rank poly(k/ǫ) and can be computed in O(nnz(A)/ǫ + (n + d)poly(k/ǫ)). By Lemma 12, with probability at least 9/10, we computeB of rank poly(k/ǫ) in time O(nnz(A) log n + (n + d)poly(k/ǫ)).
Using coreset construction in [BFL16, FL11] , in timeÕ npoly k log(1/δ) ǫ we get a coreset S * of size O( poly(k/ǫ)k 2 log k ǫ 2 ) = poly(k/ǫ). For each point in S * , we calculate its coordinate in the original space, which takes O(dpoly(k/ǫ)) time.
Theorem 13 and Lemma 12 guarantee the following:
By the definition of coresets we also have:
These three inequalities imply:
6 Faster Algorithm for Dense Matrices When p = 1 The algorithm we have seen so far has a running time of O(nnz(A)/ǫ + (n + d)poly(k/ǫ)) and hence we have a O(nd/ǫ + (n + d)poly(k/ǫ)) algorithm for any matrix A ∈ R n×d . We show that it is possible to obtain a running time of O(nd + (n + d)poly(k/ǫ)) by using fast matrix multiplication and some sampling tricks. The main speedup in this part comes from the fact that we do not have to compute leverage scores of all the where l is the sum over all light partitions of the approximate sum of the leverage scores of the rows in the partition and compute the leverage scores of all rows in the partitions in which the random points lie. 8: Take the rows corresponding to the bins containing the sampled points. 0 and variance 1 9: Let S j be the sampling matrix corresponding to all the rows we have sampled with appropriate scaling when j rows are sampled in Step 6. 10: Return the best S j Algorithm 8 DenseDimReduce(A, P B , k,X, ǫ, K) 
where K 2 is a large enough constant. 8: For k = 1 . . . poly(k/ǫ), sample j random points in the interval [0, light partitions Pi app(i)]. For partitions containing sampled points, find the exact leverage scores of all the rows in those partitions and sample the rows whose interval contains sampled points. Let S j be the sampling matrix thus found. 9: S be the best S j 10: Compute U ′ such that U ′T is an orthogonal basis for the linear span of the rows of SA combined with those ofX; 11: Return U such that U T is an orthonormal basis for rowspan(U ′T ) ∩ B ⊥ ; rows in each iteration which itself takes O(nd) time but we just need to be able to sample from a distribution with a small Total Variation distance.
In the algorithm ConstApprox, given matrices A, P B and a sparse embedding matrix R we would like to compute the ℓ 1 leverage scores of rows of the matrix A(I − P B )R and then form a sampling matrix with probabilities proportional to ℓ 1 leverage scores. A crucial observation is that in expectation the sampling matrix S formed selects only O(poly(k/ǫ)) rows. Hence, computing ℓ 1 leverage scores of all n rows seems wasteful. Here we use the fact that pre-multiplying a matrix by a Cauchy matrix preserves the ℓ 1 norms of the rows. Concretely, if C is a Cauchy matrix, then sum of medians of columns of the matrix CA is approximately equal to sum of ℓ 1 norms of rows of matrix A. We partition rows of the well-conditioned basis. Multiply each partition by a Cauchy matrix and then estimate the sum of ℓ 1 norms of the rows of each partition. Roughly, we sample a few partitions and compute the actual leverage scores of each of the rows in those partitions and then sample the rows. We show that all the necessary computation can be done in time O(nd + (n + d)poly(k/ǫ)).
Lemma 17. Given A ∈ R n×d , a projection matrix P given as W W T where W ∈ R d×poly(k/ǫ) and ΠA ∈ R poly(k/ǫ)×d already computed, where Π is an ℓ 1 subspace embedding, we can compute the matrix W −1 1 such that A(I − P )RW −1 1 is a well conditioned basis of A(I − P )R in time O(d · poly(k/ǫ)).
Proof. To compute a well-conditioned basis for the matrix A(I−P )R, we first compute QW 1 decomposition of the matrix ΠA(I −P )R for a Π which is an ℓ 1 subspace embedding. Then, A(I −P )RW −1 1 is the required well conditioned basis. Given that ΠA is already computed, ΠA(I − P )R = ΠAR − ΠAP R = ΠAR − ΠAW W T R can be computed in O(d · poly(k/ǫ)). Now, ΠA(I − P )R is a small matrix and hence its QW 1 and therefore decomposition W −1 1 can be computed in time poly(k/ǫ). Hence, the total time required to compute W −1 1 is O(d · poly(k/ǫ)).
Lemma 18. Given a partition P 1 , P 2 , . . . , P poly(k/ǫ) of [n] and products C i A[P i ] where C i is a random Cauchy Matrix with poly(k/ǫ) rows, we can compute approximate sum of leverage scores of rows of matrix A(I − P B )R in each partition in time O(d log(n) · poly(k/ǫ)).
Proof. Sum of ℓ 1 leverage scores of rows of A(I − P )R in a partition P i is given by
where A(I − P )RW −1 is a well conditioned basis for the matrix A(I − P B )R. We can re-write this as
Now, a 1+ǫ approximation to ℓ 1 norm of a column can be computed by pre-multiplying it by a Cauchy Matrix and then taking the median absolute value of the product. Using a Cauchy matrix with poly(k/ǫ) log(n) rows, the norms are preserved upto 1 ± 1/poly(k/ǫ) with probability ≥ 1 − poly(k/ǫ). So, we can use same C matrix for all the poly(k/ǫ) columns and union bound on the error probability over all the poly(k/ǫ) columns of the matrix A[P i ](I − P B )RW −1 to get that the estimates of ℓ 1 norms are within 1 ± 1/poly(k/ǫ) the actual values with a probability at least ≥ 1 − 1/poly(k/ǫ). Given that C i A[P i ] has been computed, 1 ± ǫ approximations for the leverage scores of all columns of A[P i ](I − P B )RW −1 can be computed in O(d · poly(k/ǫ)).
Thus, we approximate (A[P i ](I − P B )RW −1 ) * k by median(abs((C i A[P i ](I − P B )RW −1 ) * k )) for all the columns and hence can compute sum of ℓ 1 leverage scores of rows in a parition.
Thus, we can compute sum of leverage scores of rows in each of the partitions very fast. In expectation, the algorithm samples i poly(k/ǫ)ℓ 1 (i) = O(poly(k/ǫ)) rows where each row is independently sampled with a probability proportional to its ℓ 1 leverage score. And sampling additional rows never makes it worse. Hence, by Markov Property the algorithm which always samples exactly poly(k/ǫ) rows succeeds with a probability ≥ 1 − 1/poly(k/ǫ). We use this property of the sampling to show that we can get away with computing leverage scores of rows in few number of partitions.
We show that probability of sampling a row from a partition is small when sum of the probabilities of sampling of rows in that partition is small. Hence, we need not compute the exact leverage scores of rows of that partition and just ignore the partition.
A row in a heavy subset is called a heavy row. If a subset of rows is not heavy, it is light and any row in a light subset is called light row. As the sum of all leverage scores is poly(k/ǫ), we have at most poly 6 (k/ǫ) heavy partitions. In all the results below, we always partition [n] into more than poly 6 (k/ǫ) subsets.
Lemma 19. Suppose that ℓ 1 leverage score sampling algorithm succeeds with probability ≥ 1−c (c < 1/2) and suppose that the algorithm in expectation over randomness used by the algorithm samples at most poly 1 (k/ǫ) light rows. Now, Pr[Succeeds|Sampled Light Rows ≤ poly 1 (k/ǫ) · poly 2 (k/ǫ)] ≥ (1 − 2/poly 2 (k/ǫ)) · (1 − c) .
Proof. Let S be the random variable denoting the number of light rows sampled in ℓ 1 leverage score sampling. Let Succeeds be the event that leverage score sampling works. We have the following 
From above theorem, we conclude that we can sample each heavy row independently with its probability and i = 1, . . . , poly 1 (k/ǫ)poly 2 (k/ǫ) thin rows from the distribution and we can take the best solution among them and obtain the poly(k/ǫ) approximation guarantee.
Lemma 20 (Sampling light rows). Given a partition of rows P and r = O(poly(k/ǫ)), let P l denote the set of light subsets in the partition P. We can, with high probability, sample r light rows from a joint distribution having total variation distance ≤ O(1/poly(k/ǫ)) compared to ℓ 1 leverage score sampling of the light rows conditioned on sampling r rows. The sampling can be done in O(nd/poly(k/ǫ) + (n + d)poly(k/ǫ)).
Proof. For a subset P i ∈ P, let app(i) be the approximate sum of probabilities of rows in the subset P i and act(i) be the actual sum of probabilities of rows in subset P i . As the subset P i is light, we have that app(i) ≤ 1/poly 5 (k/ǫ). Now consider the interval [0, i∈P l app(i)] divided into |P l | intervals where each interval has length equal to app(i).
Sample r points uniformly at random in the interval [0, i∈P l app(i)]. Consider only the intervals which have sampled points. We have at most r such intervals and corresponding subsets in the partition P l . Now, compute exact leverage scores, and hence sampling probability, for each row in such partitions. There are at most poly(k/ǫ) intervals and hence exact leverage scores are computed for at most O(n/poly(k/ǫ)) rows and takes at most O(nd/poly(k/ǫ) + (n + d)poly(k/ǫ)). Each interval corresponding to a light partitions is sub divided into intervals where each interval length is proportional to the sampling probability of the rows in the partition. We finally select the rows corresponding to the sub-intervals in which the r sampled points lie. With high probability, no two sampled points lie in the sub-interval corresponding to a row as each interval has size ≤ O(1/poly 5 (k/ǫ)). Let part(i) denote the subset P j in which the row r i is in. Conditioned on the event that r distinct rows are sampled, probability of sampling a set of r light rows R is
) Since, we have that our estimates are 1 + 1/poly(k/ǫ) approximate
Conditioning on the event that ℓ 1 leverage score sampling samples r rows, probability of it sampling the the set R is
As all the rows R are thin, we have p i ≤ 1 poly 5 (k/ǫ) . Hence, 1 − p i ≈ exp(−p i ) which implies the probability that the set R is sampled is proportional to (Π i∈R p i )(exp(− i p i )) ≈ (Π i∈R p i )(1 − 1 poly(k/ǫ) ). So, the variation distance is of the order O(1/poly(k/ǫ)).
Lemma 21 (Picking the best S j ). Given candidate sampling matrices S j for j = 1 . . . poly(k/ǫ), we can find the best sampling matrix in O(d log(d) log(n)poly(k/ǫ)).
Proof. Let S be a Cauchy matrix with log(n)/ǫ rows and G be a random R d×log(npoly(k/ǫ))/ǫ 2 random gaussian matrix which implies with high probability xG 2 = d(1 ± ǫ) xG 1 for some constant d for any O(n · poly(k/ǫ)) vectors (Lemma 5.3 of [PV13] ). Also note that G preserves 2-norm of any O(n · poly(k/ǫ)) with some scaling factor with high probability. We condition on the event that both the properties hold. Let X j be the solution for the problem with the sampling matrix S j . Given that SA is already computed, we can compute SA(I − P B )RX j G − SA(I − P B )G in time O(d · poly(k/ǫ)). Thus we can compute the approximate cost of a solution given that SA has already been computed in time O(d log n log dpoly(k/ǫ)) and hence can find the best sampling matrix S j in time O(d log n log dpoly(k/ǫ)).
Theorem 22. Given a partition P of [n] having large enough poly 3 (k/ǫ) subsets and the product matrices C i A[P i ] for i = 1, . . . , poly(k/ǫ) where C i is a Cauchy Matrix with poly(k/ǫ) rows, projection matrix P B given as W W T where W ∈ R d×poly(k/ǫ) , and a sketch matrix R ∈ R d×poly(k/ǫ) we can sample a subset of rows of A such that, with high probability, the solution to
This can be done in time O(nd/poly(k/ǫ) + (n + d)poly(k/ǫ))
Proof. Theorem 47 of [CW15] shows that ℓ 1 leverage score sampling and forming the corresponding sampling matrix S with poly(k/ǫ) rows, in expectation, satisfies the above with high probability. Let poly 2 (k/ǫ) be the expected number of light rows sampled by the ℓ 1 leverage score sampling. From 19, we have that with high probability when the number of sampled rows is less than poly 2 (k/ǫ) · poly(k/ǫ), the ℓ 1 leverage score sampling works. So, we first sample heavy rows using their exact probabilities and r light rows using the sampling method in Lemma 20 for all r in 1 . . . poly 2 (k/ǫ) · poly(k/ǫ) and take the best solution. This can be done in O(nd/poly(k/ǫ) + (n + d)poly(k/ǫ)) (When the number of partitions is greater than poly(k/ǫ) · poly 2 (k/ǫ) · poly 3 (k/ǫ)). As the Total Variation between the conditional distribution of light rows in ℓ 1 leverage score sampling when r rows are sampled and the sampling in Lemma 20 is at most O(1/poly(k/ǫ)), this works with probability at least (1 − c) · (1 − 1/poly 2 (k/ǫ)) · (1 − 1/poly(k/ǫ)), where 1 − c is the probability that ℓ 1 leverage score sampling works. This can be boosted to arbitrarily small failure probability δ by doing log(1/δ) repetitions and picking the best S (Lemma 21).
Theorem 23. Given a partition P of [n] having poly(k/ǫ) subsets and the product matrices T i A[P i ] where T i is a Cauchy matrix with poly(k/ǫ) rows, and a poly(k) approximation projection matrixX, we can compute a sampling matrix S which gives a (1 + ǫ) approximation.
Proof. Here we are just sampling based on the absolute value of the entry in the vector A(I − P B )(I −X)G. So partitioning the rows of A and multiplying each partition by a Cauchy Matrix and proceeding like in the proof of 22 still works and the time required to form the sampling matrix is same as before and is equal to O(nd/poly(k/ǫ) + (n + d)poly(k/ǫ)) and works with constant probability that can be boosted to arbitrarily small failure probability δ with O(log(1/δ)) repetitions and choosing the best.
Theorem 24 (Computing All Essential Matrices). In the algorithm, we used ΠA,
SA for poly(k/ǫ) values of i and for 1/ǫ different iterations. All of these can be computed in O(nd log 2 (d) + poly((k + log(n))/ǫ))
Proof. All the matrices which are premultiplied to A have poly(k/ǫ) or log(n)/ǫ rows. So, we can form a big matrix having at most O(poly((k + log(n))/ǫ)) rows and n columns. Let this matrix be called P. Divide P into n/d block matrices each of having d columns and divide A into n/d block matrices each having d rows. Now, P · A is sum of n/d product matrices P i A i where P i is poly((k + log(n))/ǫ) × d matrix and A i is d × d matrix. We can assume that poly((k + log(n))/ǫ) ≤ d 0.1 . Otherwise, we can just do the computation in poly((k + log(n))/ǫ) for some polynomial and the results still hold. Now, we can use fast multiplication algorithm for rectangular matrices from [Cop82] in time O(d 2 log 2 (d))). So, all the n/d products can be computed in O(nd log(d)) + n · poly((k + log(n))/ǫ) time.
Theorem 25. Given a matrix A ∈ R n×d , with probability 9/10, we find a subspace S of poly(k/ǫ) dimensions such that
and has the property
This can be computed in timeÕ(nd + (n + d)poly(k/ǫ)) ignoring log(n) and log(d) terms.
Proof. Algorithm 4 with ConstApprox replaced by DenseConstApprox and DimReduce replaced by DenseDimReduce achieves the above guarantee. Proof follows directly from Theorems 22, 23 and Lemma 11. Total time required is O(nd log 2 (d) + 1/ǫ(nd/poly(k/ǫ) + (n + d) log(n) log(d)poly((k + log(n))/ǫ))) = O(nd log 2 (d) + (n + d) log(n) log(d)poly((k + log(n))/ǫ)).
Theorem 26. Let p = 1. Let ǫ ∈ (0, 1]. Given a matrix A ∈ R n×d , we can compute in timeÕ(nd log 2 (nd) + (n + d)poly(k/ǫ)) a matrix B ∈ R s×(d+1) where s = O( poly(k/ǫ)k 2 log k ǫ 2
) and non-negative weights w 1 , . . . , w s such that with probability at least 3/5 for every set C of k centers, we have:
There exists T B ∈ R poly(k/ǫ)×d+1 such that for any rank − k orthogonal projection P , we have:
We can find such T B inÕ(nd log 2 (nd) + (n + d)poly(k/ǫ)) time.
Proof. The correctness and running time follow from Theorem 25, 16, and 15.
Sum of p th Powers of Euclidean Distances When p > 2
For clustering using p < 2 we can use the non-adaptive algorithm in [CW15] because we can compute ℓ p leverage scores efficiently. However, for p > 2, there is no oblivious subspace embedding so this technique cannot be adopted. In this section, we provide an adaptive algorithm that runs in time O( 1 ǫ 2/p ndpoly(k/ǫ)), based on the adaptive sampling technique in [DV07] .
Algorithm 9 SamplingDimReduce
Input: A ∈ R n×d with row vectors a 1 , . . . , a n , k > 0, a "base" approximation subspace B we have found so far Output: Subspace approximation S ⊆ [n] of O((poly(k)/ǫ) p · k 2 /ǫ · log(poly(k)/ǫ)) 1: Find subspace V of dimension at least k using ConstApprox such that
Pick a i according to:
The proof of the correctness of SamplingDimReduce is essentially the same to the proof in the original paper, except we start with a poly(k/ǫ)-approximation instead of a O(1)-approximation. We also need to carefully check that we can union the "base" subspace B without affecting the result. For completeness, we include the modified theorems and proofs here.
Lemma 27 (Lemma 12 in [DV07] , proven in [SV07] ). Let F be a k−dim subspace in R n for some k > 0, l ′ be any line, α(l ′ ) the sine of the angle that l ′ makes with F , l the projection of l ′ onto F (if α(l ′ ) = 1 then take l to be any line in F ), E the orthogonal complement of l in F , andF the subspace spanned by E and l ′ . Suppose that a ∈ R n is such that d(a,F ) > (1 + δ/2)d(a, F ). Then there is a line l ′′ in the subspace spanned by l ′ and a such that α(l ′′ ), the sine of the angle made by l ′′ with F , is at most (1 − δ/4)α(l ′ ).
Lemma 28 (Modified Lemma 10 in [DV07] ). Suppose that the our algorithm is in phase j < k. Then with probability at least (δ/10poly(k)) p , the point a i sampled in the step has the property that d(a
Proof. We must have
other wise we won't be in phase j. We call a point a i "witness" if
corresponds to the set of all "witness" points. We claim:
for current sample S. That is, with probability at least (δ/10) p out algorithm picks a "witness" point a i in the next step. Suppose this is not the case. Then let h i be the projection of a i onto span(V ∪ H S ∪ B).
We have d(a i ,F ) ≤ (1 + δ/2)d(a i , F j ) for i ∈ [n]\W , and for i ∈ W , we have:
By Minkowski's inequality, we have:
which is a contradiction to our assumption that this is in phase j.
Hence with probability at least (δ/10poly(k)) p , the point a i picked in the next step is a "witness" point. This means:
Lemma 29 (Modified Theorem 9 in [DV07] ). Define:
Using a subspace V of dimension at least k such that:
Proof. Let δ = ǫ 2k . Let phase j for some 0 ≤ j ≤ k be such that for the current sample S, there is k-dimensional subspace F j , such that dim(F j ∩ span(V ∪ H S )) ≥ j and
Once we step in phase j, all the following step will be in phase at least j. Reaching phase k means we are done since we find F k ⊆ span(V ∪ H S ) and:
At the beginning we start with dim(V ∪ H * k ) = j and F j = H * k . When we are about to execute the first step in phase j.
j and V • be the orthogonal complements of G in F j ∪ B and span(V ∪ B ∪ H S ) respectively. Note that B ⊆ G, so our notations make sense here. Let l be a line in F • j that makes the smallest angle with V • and l • a line in V • that makes this angle with l. This angle must be bigger than 0 since otherwise we will be executing in phase j ′ > j. LetF • be the rotation of F • j to contain l • , and letF be the k-dimensional subspace given by span(
Otherwise we execute after more than one step in phase j and we added a few dimensions to get a new span(V ∪ H S ). Let l be a line in F • j that's closest to the new V • , i.e., the orthogonal complement of the old G in the new span(V ∪ H S ). Let l • be a line in C • that makes the smallest angle with l, and let α ′ j be the sine between l and l • . There are several cases: 1. α ′ j = 0. Then dim(F j ∩ span(V ∪ H S )) = j ′ > j and we will execute in phase j ′ with F j ′ = F j .
2. α ′ j > 0. LetF • be the rotation of F • j that contains l • , and hatF be the k−dim subspace given by span(F • ∪ G − B).
(a) If it is the case that
(b) Otherwise we execute next step in phase j.
Once we attempt to execute a step in phase k, then all subsequent steps will simply execute in phase k. Thus we have completely classified all the steps of our algorithm into (k + 1) phases. Now we will show that the algorithm succeeds, i.e., it executes some step in phase k, with high probability. To do this, we need to show that each phase contains few steps. Let us call a step of the algorithm good if (i) either the step executes in phase k, or (ii) the step executes in some phase j < k and the point a i sampled in the step has the property that d(a
, where for any point a i , a • i is the projection of a i into the orthogonal complement of G.
Consider some phase j < k in which we execute one or more steps. We bound the number of good steps in phase j. Let us use α j to denote the sine of the angle between l and l • before the execution of the first step in the phase, and α ′ j to denote the same quantity at any subsequent point in the phase. We first bound α j . Letā i denote the projection of a i onto F j ∪ B, andā • i denote the projection ofā i onto the orthogonal complement of G. Focussing on the beginning of phase j, we have
where the second to last inequality was because δ < 1/2k and our initial assumption about V .
If a step in phase j is good, then by Lemma 27, these is a line in span(a • i , l • ) for which the sine of its angle with F • j is at most (1 − δ/4) times the value of α ′ j before the step. Take O(1/δ log poly(k)/δ) good steps in phase j, then after these steps we have α ′ j ≤ (δ/8poly(k))α j . Hence: where the last step is from equation 21. This is saying that we have reached phase j ′ > j. SamplingDimReduce runs N = O((poly(k)/δ) p · k/δ · log(poly(k)/δ)) steps. Failing to reach phase k means it encounters less than O(k/δ log poly(k)/δ) good steps. From Lemma 28, we know that a step is good with probability at least (δ/10poly(k)) p . Thus the probability that the algorithm fail to reach phase k in N steps is bounded by δ k/δ . Thus with probability at least 1 − δ k/δ , in the end the span(V ∪ H S ) contains a subspace H ′ of dimension k such that:
We can substitute DimReduce in DimensionReduction with SamplingDimReduce. Then we can construct coresets the same way as in Section 5.
Algorithm 10 SamplingDimensionReduction
Input: A, k, ǫ > 0, Output: Projection Matrix P S = W W T with W ∈ R d×dW where E[d W ] = poly(k/ǫ) τ ← Θ(ǫ 2/p ) i * ← uniformly random integer from [10/τ ] Initialize W 1 ← ∅, P S ← 0 for i = 0; i < i * ; i = i + 1 dô X(= W W T ) ← ConstApprox(A, P S , k, ǫ) P S ′ (= U U T ) ← SamplingDimReduce(A, P S , k,X, ǫ, poly(k/ǫ)) W 1 ← [W 1 |U ] P S (= W 1 W T 1 ) ← P S + P S ′ end for Output P S (= W 1 W T 1 )
Algorithm 11 SamplingCoresetsConstruction(A, P B , k,X, ǫ, K)
Input: A ∈ R n×d , Projection matrix P B ∈ R d×d given as W 1 W T 1 with W 1 ∈ R d×poly(k/ǫ) , Projection matrix X ∈ R d×d given as W W T with W ∈ R d×dW for some d W , K ≥ 1 be the approximation bound forX. Output: poly(k/ǫ)-dimensional subspace S and n (1 + ǫ)-approximations to A i (I − P S ) 2 1: Let P S = SamplingDimensionReduction(A, P B , k,X, ǫ, K). 2: for i = 1, . . . , n do 3:
Output (1 + ǫ)-approximation to A i (I − P S ) 2 . Using the algorithm in [CW17] , each regression problem succeeds with probability at least 1 − 1 n 2 . 4: end for
Using SamplingCoresetConstruction, we obtain the following strong coresets for subspace approximation and k-Median.
Theorem 30 (Strong coresets for subspace approximation, modified Theorem 17 in [SW18] , p > 2). For p > 2, there exists T B ∈ R poly(k/ǫ)×d+1 such that for any rank − k orthogonal projection P , we have:
We can find such T B inÕ(ndpoly(k/ǫ)) time.
Proof. The correctness of the statement is proven in Theorem 15 and [SW18] . The time complexity follows from the original proof and the time complexity of SamplingCoresetConstruction.
Theorem 31 (Strong coresets for k-median, modified Theorem 18 in [SW18] ). Let ǫ ∈ (0, 1]. Given a matrix A ∈ R n×d , SamplingCoresetConstruction compute in timeÕ(ndpoly(k/ǫ)) a matrix B ∈ R s×(d+1) where s = O( poly(k/ǫ)k 2 log k ǫ 2
Proof. As proven in [DV07] , one iteration of SamplingDimReduce runs in time O(ndpoly(k/ǫ)). Since we run Θ(1/ǫ max(2/p,1) ) times, in total it results in O(ndpoly(k/ǫ)) time. The subspace S returned by SamplingDimensionReduction satisfies Lemma 11, so the correctness of the statement follows from Theorem 16.
Let P = V V T be the orthogonal projection onto S. Instead of computing the product AP , we solve the regression problems min
and then obtainÃ i = X i V T where X T i is an approximate solution to the above regression problem for all values of i. We run the algorithm of [ANW14] (see also Section 2.3 of [Woo14] ) which gives us X i for all values of i given by
in time O(nnz(A) log(n)+(n+d) log(n)poly(k/ǫ)) where R is a Count-Sketch matrix with O(poly(k/ǫ)·log(n)) rows (R maybe different for different values of i. But there are only O(log n) distinct R ′ s used by the algorithm) such that with probability 9/10, for all values of i, R obtained for that particular i is a subspace embedding for [V A T i ] and
and
See [Sar06] which gives the above guarantee for any subspace embedding. Hence, we obtain
From here, the proof proceeds as is in proof of Lemma 14 in [SW18] .
