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Chapter 0. NOTATION, DEFINITIONS AND SOME 
PRELIMINARY RESULTS 
0.1 Some Facts from Functional Analysis 
In the discussion below we use K to denote 1R or C. 
Here we list definitions and theorems used in Chapter 1 to Chapter 4. The 
letters X, Y and Z will stand for Banach spaces over Kand F, G, H will stand for 
mappings between these spaces. 
Definition 0.1.1. Let X, Y be two Banach spaces. Then a mapping F: X-+ Y is 
called a linear operator of X into Y if 
(i) F(x + y) = Fx + Fy, for all x,y EX 
(ii) F(ax) = aFx, for all a EK and x EX. 
Definition 0.1.2. Let F: X-+ Y be a linear operator. Fis said to be bounded if 
there is a real number k > 0 such that llFxll :5 k llxll, for all x EX. 
Definition 0.1.3. The norm of a bounded linear operator Fis defined to be llFll = 
sup llFxlly· 
llzllx~l 
Theorem 0.1.4. (cf.[19],p.144) A linear operator F : X -+ Y is bounded if and 
only if it is continuous. By continuity we mean that lim Xn = x in X implies 
n-+oo 
lim Fxn = Fx in Y. 
n-+oo 
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Definition 0.1.5. Let U and V be subspaces of X. Xis said to be the direct sum 
of U and V, written X = U EB V, if and only if 
(i) x = u + v 
(ii) Un V = {O}. 
In this case V is called a direct complement of U in X and written U'. If X = U EB V 
then any element x in X can be written in the form x = u + v, u E U, v E V, where 
u = Uz EU and v = Vz EV are uniquely determined in X. 
Definition 0.1.6. Let X have the direct sum decomposition X = U EB V and let 
P : X -+ X be a linear operator satisfying 
(i) Pu = u, for all u E U 
(ii) Pv = 0, for all v E V. 
Then Pis called the projection of X onto U along V. Since every x E X can be 
written uniquely as x = u + v we see that x = Px + v so that v = (I - P)x implying 
that I-Pis the projection of X onto V along U. Clearly (I-P)P = P(I-P) = 0. 
Hence P = P 2 • 
Theorem 0.1.7. (cf.[19],p.43) If a bounded linear operator P: X-+ Xis idempotent 
( P 2 = P), then there exists subspaces U and V such that X = U EB V and P is the 
projection of X onto U along V. 
Definition 0.1.8. A linear operator F: X -+ K is said to be a linear functional on 
x. 
Let C(X, Y) be a set of bounded linear operators from X to Y. 
Theorem 0.1.9. (cf.[24],p.43) If Y is a Banach space, so is £(X, Y). 
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Adjoint Operator: 
Let X, Y be Banach spaces and F E C(X, Y). Let X* denote the space of 
bounded linear functionals on X. 
Theorem 0.1.10. (cf.[24],p.39) X* is a Banach space. 
Now for each y* E Y*, the expression y*(Fx) assigns to each x EX a scalar. 
Thus by definition 0.1.8 it is a functional G(x). Clearly G is linear. Moreover it is 
bounded, since IG(x)I = ly*(Fx)I :5 llY*ll llFxll :5 llY*ll llFll llxll. There is ax* Ex· 
such that y*(Fx) = x*(x), x EX. x*, a functional, is unique. Thus to each y* E Y* 
there is assigned a unique x* E X*. The map making this assignment is denoted 
by F* and is a linear operator from Y* to X*. Hence y*(Fx) = F*y*(x). F* is 
called the adjoint operator of F. 
Theorem 0.1.11. (cf.[24],p.59) F* E £(Y*,X*) and llF*ll = llFll. 
Denote by N(F) the nullspace of F and by R(F) the range of F. Note that if 
F is a linear operator from X to Y w_ith finite dimensional range and nullspace, 
then the rank of Fis the dimension of the range of F and the nullity of Fis the 
dimension of the nullspace of F. Clearly N(F) and R(F) are subspaces of X and 
Y respectively since Fis linear. Suppose Fx = y where x E X, y E Y. For any 
y* E Y*, y*(Fx) = y*(y). Taking adjoints we get F*y*(x) = y*(y). If y* E N(F*) 
then y*(y) = 0. We have: A necessary condition that y E R(F) is that y*(y) = 0 
for ally* E N(F*). 
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Annihilators: 
Let S be a subset of X. A functional x• E x• is called an annihilator of S if 
x•(x) = O, x E S. We denote by Sl. the set of annihilators of S. Also if Tis a 
subset of X*, we call an x E X an annihilator of T if x•(x) = 0, x• E T. We denote 
by Tl. the set of annihilators of T. It follows from the previous paragraph that in 
terms of annihilators a necessary condition that y E R(F) is that R(F) ~ N(F*)l.. 
Theorem 0.1.12. ( cf.[24],p.61) Sl. and Tl. are closed subspaces. 
Theorem 0.1.13. cf.[19],p.54) If V and Ware subspaces of X and Vl. and Wl. are 
their annihilators, then 
(i) (V + W)l. = Vl. n Wl.; 
(ii) (V n W)l. = Vl. + Wl.; 
(iii) if wl. is of finite dimension k then w is of codimension k. 
Theorem 0.1.14. (cf.[24],p.62,p.74) R(F) = N(F*)l. if and only if R(F) is closed 
in Y. If R(F) is closed in Y then R(F*) = N(F)l. and hence closed in X*. 
Furthermore R(F)l. = N(F*) and R(F*)l. = N(F). 
Inverse Operator: 
Suppose Fx = y where F E .C(X, Y). 
Theorem 0.1.15. (cf.[24],p.63) If X, Y are Banach spaces, and F E .C(X, Y) with 
R(F) = Y, N(F) = {O}, then F-1 E .C(Y,X). 
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Fredholm Operator: 
Let X, Y be Banach spaces. An operator FE .C(X, Y) is said to be a Fredhohn 
operator from X to Y if 
(i) dimN(F) is finite 
(ii) codimR(F) is finite 
(iii) R(F) is closed. 
The index of a Fredholm operator is defined by i(F) = dimN(F) - codim R(F). 
Theorem 0.1.16. (cf.[6],p.322) Let N be a finite dimensional linear subspace of a 
normed space X. Then there is a closed linear subspace M of X with X = N ffiM. 
Theorem 0.1.17. (cf.[24],p.108) Let X be a normed space and let N be a closed 
subspace such that N .l. is of finite dimension n. Then, there is an n-dimensional 
subspace M of X such that X = N ffi M. 
Theorem 0.1.18. (cf.Theorem 0.1.20) Let X, Y be Banach spaces ,and LE .C(X, Y) 
be a Fredhohn operator. Then there exists closed complementary subspaces Mand 
N of X and Y respectively such that 
X=N(L)ffiM 
Y = N ffi R(L). 
Theorem 0.1.19. (cf.[6],p331) Suppose that Lis a Fredholm operator. Then there 
exists 8 > 0 such that, if K E .C(X, Y) and llKll < 8, then L + K is a Fredhohn 
operator, dimN(L + K) < dimN(L), codim(R(L + K)) ~ codim(R(L)) and index 
(L + K) =index (L). 
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Note: Let Lbe a Fredholm operator. Look back at Theorem 0.1.18 and note that 
Lis one to one on M. Now let L be th,e restriction of L to M. Then LE .C(M,R(L)). 
Moreover R(L) = R(L): y E R(L) implies there is x E X such that Lx = y. But 
x = xo + x1, where xo E M, x1 E N(L). Lxo = Lx - Lx1 = y showing that 
y E R(L). Thus L has an inverse L-1 E .C(R(L),M). 
Theorem 0.1.20. (cf.[24],p.108) If L is a Fredholm operator from X to Y (Banach 
spaces), there is a closed subspace Xo of X such that X = XoffiN(L) and a subspace 
Yo of Y of dimension f3(L) = dimN(L*) such that Y = R(L) ffi Yo. Moreover there 
is an operator Lo E .C(Y, X) such that 
In addition 
N(Lo) =Yo 
R(Lo) = Xo 
LoL =I on Xo 
LLo =I on R(L). 
LoL = I - F1 on X 
LLo = I - F2 on Y 
where F1 E .C(X,X) with R(F1) = N(L) and F2 E .C(Y, Y) with R(F2) = Y0 • 
Consequently the operators F1 and F2 are of finite rank. 
Theorem 0.1.21. Let X be a Banach space and let S, T, N be subspaces such that 
(i) X = T ffi N 
(ii) dimS = dimT = m < oo 
(iii) Sn N = {O}. 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 7 
Then X = S EB N. 
Proof. Let { t1, ... , tm} be a basis of T and let { s1, ... , Sm} be a basis of S. Then 
there exist n1, ... , nm E N and ( ai; )1::;i,j:S;m such that 
or in matrix form 
CJ=ACJ+CJ· (0.1.1) 
We show that A is non-singular: 




c*A = 0. 
Multiplying (0.1.1) by c* gives 
That is 
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But c1s1 + · · · + CmSm E S, so by (iii), c1n1 + · · · + cmnm = 0 (since both sides 
belong to S n N). Thus 
C1 S1 + · · · + Cm Sm = 0 





ti E span{si, ... , sm} + span{n1, ... , nm}= S + N (1 ~ i ~ m) 
and therefore T C S + N. Since N C S + N we have X = T + N C S + N. Also 
S +NC X. By (iii) we have X = S E9 N. 
Theorem 0.1.22. (cf.[6],p.323) If Lis a Fredholm operator from X to Y, then L* is 
a Fredholm operator from Y* to X* with index i(L*) = -i(L). 
Note: 
X* = R(L*) E9 W 
Y* = N(L*) E9 Z 
W, Z closed in X*, Y* respectively. 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 9 
0.2 Differentiability in Banach Spaces 
Let X, Y be Banach spaces and M C X be an open nonempty subset. A function 
F : M -+ Y is said to be Frechet differentiable at a point x 0 E M if and only if a 
continuous linear mapping l : X -+ Y exists, such that 
F(xo + h) = F(xo) + lh + o(xo, h) 
holds for all h E X, x0 + h E M, where o( x0 , h) satisfies 




. llo(xo, h)lly _ 
0 11 h~ llhllx - · 
(0.2.1) 
The following can be shown: There is at most one such mapping land if it 
exists it is called the Frechet derivative of Fat a point x0 denoted by l = DF(x0 ). If 
F is differentiable at all points in M, then F is said to be differentiable in M, in this 
case, the mapping DF: M-+ C(X, Y) which associates with every point x EM 
the derivative of Fat x, is called the derivative of Fon M. Jf DF: M-+ C(X, Y) 
is a continuous mapping, then F is said to be continuously differentiable in M or 
Fis of class C1 (or that FE C1(M, Y). 
Suppose Fis Frechet differentiable at x EM. If the Frechet derivative of DF: 
M -+ C(X, Y) at x exists it is called the second Frechet derivative of F at x 
and is written D2 F(x) 6 D(DF(x)). Note C(X, Y) is a Banach space therefore 
D2 F(x) = D(DF(x)) E C(X,C(X,Y)) since now C(X,Y) plays the role of Yin 
the derivative. 
C(X, C(X, Y)) is isomorphic to C(X2 , Y)', the Banach space of the continuous 
bilinear mappings of the Banach space X 2 into the Banach space Y. Here we 
define X 1 6 X and xn 6 Xx xn-1. Likewise the nth derivative is defined as the 
derivative of the ( n - 1 )th derivative: 
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nn F 6 D(Dn-l F) E C(X, C(xn-1, Y)) where nn-1 F : M -+ C(xn-1, Y) and 
C(X,C(xn-1 , Y)) is isomorphic to C(Xn, Y). 
Partial derivatives are defined as derivatives of the corresponding partial maps. 
For example, suppose that F: MC Xx Z-+ Y is given. Then F has a partial 
derivative D1F(xo, zo) E C(X, Y) if the partial map F(·, zo) is differentiable at x0 
with derivative D1F(xo, zo). Likewise D2F(xo, zo) E C(Z, Y) if the partial map 
F( x0 , ·) is differentiable at zo with derivative D2 F( xo, zo ). 
The Frechet derivative has the usual properties of derivatives: 
(i) The Frechet derivative is a linear function: That is, if Fi : M -+ Y, 
i, = 1, 2 where M C X is an open subset, are two continuously differentiable 
functions on M and if Y is K then for any Ai E K, .A1F1 + .A2F2 is a 
continuously differentiable function on Mand D(.A1F1 + .A2F2) = .A1DF1 + 
.A2DF2. 
(ii) The Frechet derivative satisfies the chain rule: That is, if X, Y, Z are 
Banach spaces and M C X, N C Y, 0 C Z are open nonempty sets such 
that F : M -+ N any G : N -+ 0, then Go F : M -+ 0 is also continuously 
differentiable for all x EM and D(G o F)(x) = DG(F(x)) o DF(x). 
Let X,Y be Banach spaces and let Uc X. Then by a er-map in U, J: U-+ Y, 
r > 1, we mean that f has r derivatives which are continuous at each point of U; C 0 
means that Fis continuous at each point of U. Given a er-map J: X1 x X2 x 
• • • X Xs -+ Y, D~ J(xi, x2, ... , x8 ), 0 ~ k ~ r, 1 ~ i ~ s, will denote the (partial) 
kth derivative off with respect to the ith argument. Where there is ambiguity we 
will use the notation D(x;)/(x1, x2, ... , x 8 ) to denote differentiation with respect to 
We will need the following. 
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Definition 0.2.1. Let M C X be a finite dimensional manifold of X. We define 
d 
TbM = {YIY = dt x(t)lt=O for some x : [-1, 1] -+ M such that x E C1 and x(O) = b} 
so that TbM is the tangent space of M at b. 
Theorem 0.2.2. (cf.[12],p.148) Let X, Y, Z be Banach spaces, U C X and V C Y 
neighbourhoods of xo and Yo respectively, F : U x V -+ Z, a C 2-function. Suppose 
also that F(xo,yo) = 0 and (D2F(xo,yo))-1 E £(Z,Y). Then there exists balls 
Br(xo) CU, B6(Yo) CV, r,6 > 0 and exactly one map T: Br(xo)-+ B6(Yo) such 
that T(xo) =Yo and F(x, T(x )) = 0 on Br(xo). The map Tis a C 2-function. 
Theorem 0.2.3. ( cf.[18],p.113) Let F be a Banach space and let E = E1 x · · · x En, be 
a product of Banach spaces. Let Ui be open subsets such that U = U1 x · · · x Un c 
Ei x · · · x En. Let J: U-+ F be a map. This map is er if and only if each partial 
derivative Dd: U1 x · · · x Un-+ £(Ei, F) is of class cr-1 • ff this is the case, and 
n 
v =(vi, ... ,vn) E Ei X • • • X En, then D1(x)v = °L,Dd(x)vi. 
i=l 
Remark. 
With r = 2, assuming that J is C 2 in U implies that D1 f : U -+ £( E, F) is C 1 
in U and hence is continuous on U. So if x(µ) E E where µ E ( -µ 0 , µ0 ) C JR and 
if x(µ) -+ x(O) = 0 asµ -+ 0 then D1f(x(µ), µ) -+ D1f(O, 0) in operator norm as 
µ-+ 0. 
Theorem 0.2.4. ( cf.[18],p.103) Let E, F be Banach spaces. Let U be an open subset 
of E. Let y E E. Let f : U -+ F be a C 1-map. Assume that the line segment 
x + ty with 0 < t < 1 is contained in U. Then 
f(x + y) - f(x) = 11 Df(x + ty)ydt = 11 Df(x + ty)dt · y. 
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Theorem 0.2.5. ( cf.[18],p.110) Let E, F be Banach spaces and let U be an open 
subset of E. Let J : U -+ F be of class er. Let x E U and let y E Ebe such 
that the segment x + ty, 0 ~ t ~ 1, is contained in U. Denote by y(k) the k-tuple 
(y, y, ... , y). Then 
D J(x )y DP-1 J(x )y<P-1) -
J(x + y) = J(x) + 1! . + ... + (p- 1)! + Rp(y)y(P) 
where 
- r1 (1 - t)p-l 
Rp(Y) =Jo (p- l)! DP J(x + ty)dt, and 
- 1 
lim Rp(Y) = 1 DP f(x). y-+0 p. 
Remark. (i) Theorem 0.2.5 has been adapted from Lang [18] p.110 but we have 
modified it slightly in the last statement so that it can be used in this form in the 
following chapters. 
(ii) It is not difficult to show that lim Rp(Y) = ~DP J(x) since J is continuous. 
y-+O p. 
0.3 Some Definitions and Results Relating to Ordinary Diff'erential 
Equations (ODE) 
Here we list a few definitions and results from the theory of ordinary differential 
equations and dynamical systems as they pertain to the discussion in the chapters 
that follow. 
We regard an ODE as a system of equations having the following form 
x=f(t,x), (t,x) E 1R X 1Rn (0.3.1) 
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where f : U ~ JR.n with U an open set in R. x R.n and x 6 ddx. The space of . t 
dependent variables is often referred to as the phase space of the system (0.3.1). By 
a solution of (0.3.1) we will mean a map 
</>: 1 ~ JR.n (0.3.2) 
where 1 is some open interval in 1R such that 
</i(t) = f(t, </>(t)) (t E 1). (0.3.3) 
Existence and Uniqueness of Solutions: 
Suppose that f is er in u' and for 6' 6 > 0 let 11 = { t E .JR. I to -6 < t < to+ 6} 
and 12 = { t E JR. I to - 6 < t < to + 6}; then we have the following theorem. 
Theorem 0.3.1. (cf.[1],p.57) Let (t 0 ,x0 ) be a point in U. Then for 6 sufficiently 
small there exists a solution of (0.3.1), </>1 : 11 ~ JR.n, satisfying </>1(to) = xo. 
Moreover, if f is C 1 in U, and </>2 : 12 ~ JR.n is also a solution of (0.3.1) satisfying 
</>2(to) = x0 , then </>1(t) = </>2(t) for ally Ela= {t E JR. I to-6 < t <to +6} where 
6 = min{6,6}. 
Remarks. 
(1) For a solution of (0.3.1) to exist, only continuity off is required; however, in 
this case the solution passing through a given point in U may not be unique. If 
f is at least C 1 in U, then there is a unique solution passing through any given 
point of U. 
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(2) In denoting the solutions of (0.3.1) it may be useful to note the dependence on 
initial conditions explicitly. For</>, a solution of (0.3.1) passing through the point 
x = x0 at t = t 0 , the notation would be 
</>(t, to, xo) with </>(to, to, xo) = xo 
or 
</>(t, xo) with </>(to, xo) = xo. 
Theorem 0.3.2. (cf.Theorem 0.3.3) If f(t,x) is er in U, then the solution of (0.3.1) 
</>(t,to,xo), (to,xo) Eu, is a er function oft, to and Xo. 
Now suppose (0.3.1) depends on parameters 
X = f(t, x, e), (t, x, e) E lR X ]Rn X ]RN (0.3.4) 
where f: U-+ lRn with U an open set in lR x lRn x lRN. We denote by </>(t,t0 ,x0 ,e) 
the solution x(t) satisfying x(t0 ) = x0 • We have the following theorem. 
Theorem 0.3.3. (cf.[1],p.58) Suppose J(t, x, e), is er in U. Then the solution of 
(0.3.4), </>(t,to,xo,e), (to,xo,e) EU, is a er-function of e. 
Some Terminology: 
(1) A solution </>(t, t0 , x0 ) of (0.3.1) is also called a trajectory through the point xo. 
(2) Suppose we have a solution </>(t,t0 ,xo); we define an orbit through xo to be 
rxo = {x E ]Rn Ix= </>(t,to,xo),t E J} so that rxo is the set of points in ]Rn 
through which this solution passes as t varies through J. 
Autonomous Systems: 
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An autonomous system of ODE has the following form 
x = J(x), XE Rn (0.3.5) 
where f : u --+ )RR with u an open set in Rn. We assume f is er, r > 1 and let 
</>(t) be a solution of (0.3.5). 
Theorem 0.3.4. (cf.[11],p.116) ff </>(t) is a solution of (0.3.5), then so is </>(t + t0 ) for 
any t E JR. 
Special Solutions: 
(1) Fixed Points: A point p in the phase space of an ODE :i; = f ( x) which 
satisfies f(p) = 0 is called a fixed point. An equilibrium solution of (0.3.5) is a 
function x(t) = p E Rn such that f(p) = 0, i.e. a solution which does not change 
in time. An equilibrium solution is also called a fixed point. Fixed points· of vector 
fields which have .the property that the eigenvalues of the matrix associated with 
the linearization of the vector field about the fixed point have nonzero real parts 
are called hyperbolic fixed points. 
(2) Homoclinic and Heteroclinic Solutions: Before we give a definition to 
this kind we digress slightly to discuss invariant· manifolds. 
Invariant Manifolds: 
A manifold Mis invariant if for all t E JR, </>t(M) CM. </>twill be defined below. 
The most important invariant manifolds for autonomous ODE are the stable and 
unstable manifolds which we shall define below. 
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To motivate the concept of invariant manifolds consider a nonlinear autonomous 
ODE 
x = J(x), x(O) = xo, x E Rn (0.3.6) 
where f : Rn --+ R is at least C1 • 
Definition 0.3.1. Let </>(t, x0 ) be a solution of (0.3.6). The mapping </>t : Rn -+Rn 
defined by </>1(xo) = </>(t, xo) is called the flow of (0.3.5); </>tis also referred to as the 
flow of the vector field J ( x ). 
Properties 
For all x E Rn </>t satisfies 
(i) </> 0 (x)=x 
(ii) </>a(</>i(x)) = </>a+t(x) for all s,t ER. 
(iii) </>-t(</>1(x)) = </>t(</>-i(x)) = x for all s,t ER. 
Assume that 
(1) x = 0 is a fixed point. 
(2) D J(O) has n - k eigenvalues having positive real parts and k eigenvalues having 
negative real parts. 
Denote the linearization of (0.3.6) by 
z = DJ(O)z, z E Rn (0.3.7) 
and note that z = 0 is a fixed point. Let v1, ... , vn-k denote generalized eigenvectors 
corresponding to the eigenvalues having positive real parts, and vn-k+l, ... 'vn 
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denote generalized eigenvectors corresponding to eigenvalues having negative real 
parts. Then the linear subspaces of R.n defined as 
E u { 1 n-k} =span v , ... ,v 
Es =span{ vn-k+l, ... 'vn} 
(0.3.8) 
are invariant manifolds for (0.3.7) which are known as the unstable and stable 
subspaces of (0.3. 7) respectively. 
The stable manifold theorem for fixed points tells us that in a neighbourhood N 
of the fixed point x = 0 for (0.3.6), there exists a differentiable (as differentiable as 
f ( x)) n - k dimensional surface Wioc ( 0), tangent to Eu at x = 0 and a differentiable 
k dimensional surface Vioc(O), tangent to E 8 at x = 0 with the properties that orbits 
of points on Wioc(O) approach x = 0 as t -+ -oo, and orbits of points on Vioc(O) 
approach x = 0 as t -+ +oo. Wioc(O) and Vloc(O) are known as the local unstable 
and stable manifolds, respectively, of x = 0. Denote the flow generated by (0.3.6) 
by </>t(· ), then we define the global stable and unstable manifolds of x = 0 by 
W = U tPt(Wioc(O)) 
t~O 
V = LJ tPt(Vloc(O)), (0.3.9) 
t$0 
respectively. We call W and V the unstable and stable manifolds, respectively. 
Suppose we add a small autonomous perturbation cg(x) to (0.3.6) where g(x) is 
as differentiable as f ( x) and £ E I C R. where I = { £ E R. I 0 < £ < co}, we denote 
the perturbed system by 
x = J(x) + £g(x), x(O) = xo, x ER.". (0.3.10) 
Since a fixed point of the unperturbed system is known we can under certain con-
ditions find a fixed point of (0.3.10) in a neighbourhood of the fixed point of the 
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unperturbed system by using the Implicit Function Theorem. Let us set up the 
problem for application of this theorem by considering the functions 
(x,e:) .....+ f(x) + e:g(x). 
(0.3.11) 
Then G(O, 0) = 0, and we wish to determine if there exists a solution of G( x, c;) = 0 
for ( x, c;) close to (0, 0). Now D1 G(O, 0) = D f (0) and by assumption det[D1 G(O, O)] = 
det[D f(O)] =f. 0, so that by the Implicit Function Theorem there exists a function 
of c:, x(c:), such that G(x(c:),c:) = 0 for c; sufficiently small in I. The persistance 
theory [cf. [26], Theorem 1.3.6] tells us that in some neighbourhood N containing 
x = 0 and x = x(c:) there exists differentiable manifolds 'Wioc(x(c:)) and Vtoc(x(c:)) 
passing through x(e:) with the properties that orbits of points in 'Wioc(x(c:)) under 
the perturbed flow approach x = x(e:) as t--+ -oo and orbits of points in Vtoc(x(e:)) 
under the perturbed flow approach x = x(e:) as t--+ +oo. 'Wioc(x(c:)) and Vtoc(x(e:)) 
have the same dimensions and differentiability as Wioc(O) and Vioc(O), respectively. 
The global stable and unstable manifolds of x = x( e:) are defined similarly to the 
way they are defined for the unperturbed system. 
We are now ready to define homoclinic and heteroclinic motions. 
Definition 0.3.2. Let p be a hyperbolic fixed point of the nonlinear system x = 
f ( x) and let ef>t be the flow of this system. The stable and unstable manifolds 
of the system at p are defined by V = Ut~o <f>t(Vioc(P)) and W = Ut2:0 (W1oc(P)) 
respectively. 
Definition 0.3.3. Let xo, x1 be hyperbolic fixed points of x = f(x). If plies in the 
phase space of x = f ( x) and if p lies in both the stable and unstable manifolds of 
XQ and r p' the orbit of p, approaches Xo as ltl --+ 00 We say that r p is a homoclinic 
orbit. If plies in the unstable manifold of x 0 and the stable manifold of x1 and r P 
;l 
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approaches Xo as t ~ -00 and X1 as t ~ oo, then rp is a heteroclinic orbit. The 
point pis referred to as a ho~oclinic (resp. heteroclinic) point and, if the stable and 
unstable manifolds intersect transversally at x 0 it is called a transverse homoclinic 
(resp. heteroclinic) point. 
Chapter 1. INTRODUCTION 
1.1 Introduction 
This thesis is concerned with the study of small perturbation problems of the 
form 
i = g(z) + µh(t,z,µe 0 ) (1.1.1) 
where z E JRR, µ E Jc JR, e0 E ]RN and g and hare er-functions and bounded 
on bounded sets. We wish to develop a perturbation technique which will allow us 
to find bounded solutions for (1.1.1). As with most perturbation theories, we will 
begin with some assumptions on the unperturbed system 
i = g(z). (1.1.2) 
Let x 0 and x1 be hyperbolic fixed points of (1.1.2). That is, the real parts 
of eigenvalues of Dg( x 0 ) and Dg( x1) are nonzero. Then we need the following 
assumptions on (1.1.2). 
Al. The equation (1.1.2) has a bounded solution 1(t) such that lim 1(t) = xo and 
t->-00 
lim ")'(t) = X1. 
t->oo 
A2. The corresponding variational system along 1( t) has an exponential dichotomy 
on both 1R+ and JR_ [cf. Section 2.2 of Chapter 2]. 
Melnikov was the first person to give a criterion to determine the existance of 
bounded solutions for system (1.1.1). Since his paper in 1963 several authors have 
considered systems of the form (1.1.1), originally in the case where n = 2, N = 1 and 
system (1.1.2) has a homoclinic orbit. We will extend the results of these authors to 
the case where n ~ 2, N ~ 1 and (1.1.2) has either a homoclinic or heteroclinic orbit. 
Typeset by AM5-'fEX 
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Below we will give a short overview of Melnikov's original perturbative method. 
The Melnikov technique is geometric. In this thesis the Melnikov-type technique is 
developed for n-dimensional systems possessing hyperbolic fixed points connected 
to one another by orbits. Our method is not geometric but functional analytic in 
nature and it makes use of the concept of exponential dichotomies. 
The thesis is based on several papers by different authors, namely, Chow, Hale 
and Mallet-Paret [7], Palmer (20], Hale [16] and Battelli and Lazzari [4]. We do 
not present any new results but rather give a connected account of the papers 
mentioned above. A direct proof of Theorem 2 in [4] is also given here [cf. Theorem 
32 of this thisis]. At this point let us also mention that the bounded solution 1( t) of 
(1.1.2) and the solution 1(t, µ) we wish to find for (1.1.1) are in fact homoclinic or 
heteroclinic solutions, or 1( t, µ) approaches periodic solutions 'Yo( t, µ) and 'Yl ( t, µ) 
in the neighbourhoods of hyperbolic fixed points x0 and x1 as t -+ -oo and t -+ oo, 
respectively. That is, there exists a E JR such that lim lf(t,µ)-10 (t + a,µ)I = 0 
t--oo 
and lim lf(t, µ) - 11(t +a, µ)I = 0. If the latter case occurs we will say 1(t, µ) is 
t-oo 
a general homoclinic or heteroclinic solution, respectively. 
1.2 Motivation 
Heteroclinic and homoclinic orbits were defined in Chapter 0 [cf. Definition 
0.3.3]. As in Definition 0.3.3 let xo, x1 be hyperbolic fixed points of (1.1.2). Since 
x0 ,x1 are hyperbolic, there are solutions x0 (t,µ), x1(t,µ) of (1.1.1), bounded for 
t E JR and existing forµ small such that xo(t,O) = x0 , x1(t,O) = x1 [cf. [15], 
p.164, Theorem 4.1]. Let V0 µ(Viµ) be the stable manifold of xo(·,µ)(x1(·,µ)) and 
Woµ(W1µ) be the unstable manifold of xo(·,µ)(x1(·,µ)). By hypothesis Al there is 
an orbit r connecting xo and x1 (this follows from lim 1(t) =xi, lim 1(t) = x0 ). 
t-oo t-+-oo 
In turn the latter statement implies that for µ = 0, V00 n W10 ':f 0. From this 
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it follows therefore that finding conditions for the existance of bounded solutions 
z(t, µ) of (1.1.1) is equivalent to determining conditions such that Vo" n W1µ f:. 0. 
There are many problems that motivate this kind of investigation. If the pertur-
bative term his independent oft then xo(·,µ) = xo(µ),x1(·,µ) = x1(µ) and x0 (µ) 
and x 1 (µ) are constant. One then will want conditions which ensure that there 
is an orbit connecting xo(µ) and x1(µ), that is, a solution z(t,µ) of (1.1.1) such 
that z(t,µ)-+ xo(µ)(x1(µ)) as t-+ -00,(00). An example of this problem is that 
of travelling waves in parabolic equations. Another example is that of a buckled 
beam which can be described mathematically by a normalized Duffing's equation 
x - x + x3 = 0, or as a system 
x=y 
• 3 y=x-x, (x,y) ER. x R.. 
This system has an unstable fixed point at (0, 0). This unstable fixed point is 
connected to itself by two homoclinic orbits which are characterized by the (non-
transverse) intersection of the stable and unstable manifolds of (0, 0). If we force 
the system by a periodic force µcos 8 the system becomes x - x + x3 = µcos (J, or 
equivalently 
x=y 
iJ = x - x 3 + µ cos 8 
iJ = 1, (x,y,8) ER. x R. x S1• 
The unstable fixed point of the unforced system now becomes an unstable periodic 
orbit of period 27r. Again the stable and unstable manifolds of this periodic orbit 
intersect nontransversally. For the forced system the stable and unstable manifolds 
of the periodic orbit may intersect transversally in the phase space R. x R. x S 1 and 
as is well known transversal intersection results in chaotic behaviour[cf.[14],section 
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2.2). For this reason it is important to study systems of the form (1.1.1 ). The two 
examples above provide motivation for the study of weakly perturbed systems like 
(1.1.1). 
1.3 Melnikov Method 
In this section we give a short overview of Melnikov's original technique for 
perturbed systems of the form (1.1.1 ). As mentioned above the study of homoclinic 
and heteroclinic orbits is extremely important if one wants to determine, among 
other things, chaotic behaviour for perturbed systems (1.1.1). The method goes as 
follows: 
Method 
Melnikov considered system (1.1.1) for the case where n = 2, N = 1 with g and 
h er-functions (r > 2) which are bounded·on bounded sets and with h periodic 
int with period 27r, i.e., h(t, z, µe0 ) = h(t + 27r, z, µe0 ). Following Arrowsmith and 
Place [cf. [2), pp 170-180), Perko [[22), pp 378-392), Wiggins [[25), pp 484-509), we 
assume the following conditions. 
(Cl) Forµ= 0 the system (1.1.2) has a homoclinic orbit qo(t), to a hyperbolic fixed 
point Po· 
(C2) Let 
{po = {qo(t) It E JR} U {po} 
= V(po) n W(po), 
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where W(po) and V(po) are the unstable and stable manifolds of Po, respectively. 
The interior of r Po is filled with a continuous family of periodic orbits qa(t) with 
period Ta, a E (-1, 0). Assume that lim qa(t) = qo(t), lim Ta= oo . 
a-o a-o 
Consider the suspended system equivalent to (1.1.1), namely 
z = g(z) + µh(t, z, µe0 , 8) 
8=1 (1.3.1) 
where (z, 8) E R.2 x S 1 • Then the hyperbolic fixed point Po of the z-component of 
the unperturbed system 
z = g(z) 
8=1 (1.3.2) 
becomes a periodic orbit 'Yo(t). Denote by W('Yo(t)) and V('Yo(t)) the unstable 
and stable manifolds of 'Yo(t),.respectively. In Wiggins [[25], Proposition 4.5.1] it 
is stated that for e sufficiently small, the periodic orbit 'Yo(t) of the unperturbed 
system (1.3.2) persists as a periodic orbit 'Y£(t) = -y0(t) + O(e), of the perturbed 
system (1.3.1) having the same stability type as -y0 (t) with -yf(t) depending one in 
a er manner. Moreover, W1oc('Yf(t)) and Vioc('Yf(t)) are er e-close to W1oc('Yo(t)) 
and Vioc('Yo ( t)) respectively. 
The global stabe and unstable manifolds of 'Y£(t) are obtained from the local 
stable and unstable manifolds of 'Y£(t). If <Pt(·) is a flow generated by (1.3.1) then 
the global stable and unstable manifolds are defined as 
W('Yf(t)) = LJ <Pt(W1oc('Y£(t)), respectively [cf. Definition 0.3.2]. 
t~O 
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By (Cl) W(-ro(t)) n V(-ro(t)) =I 0. We wish to find conditions on the perturbative 
term h to guarantee the non-empty intersection of V(-yE(t)) and W('YE(t)). The 
question is dependent on the Melnikov function which is related to the "distance" 
between these two manifolds. Melnikov had the following geometric approach: Let 
E8o be a plane such that xE,8 = ,'YE(t) n E8o is near Xo,8 = ;o(t) n E8o. Note that this 
is guaranteed by [25] Proposition 4.5.1 mentioned above. Let L be a perpendicular 
section such that L intersects r Po x {Bo} at Xo and W( TE( t)) n E8o = W( xE,8) at Pu' 
and W(;E(t)) n E8o = V(xE,8) at p 8 • Note that E8o = 1R2 x {Bo}. 
With the description above the Melnikov function is defined to be 
M( 80) "' 1: exp (- J.: Dg( 1'o( s) )ds]g('l'o( t)) A h( t + 80 >Yo( t), µe") 
where the wedge product is defined by a/\ b = a1 bi - a2 b1 with a, b E JR2 such that 
a= (ai,a2), b = (bi,b2 ). The right hand side of the above equation is the measure 
of the distance between V(xE,o) and W(xE,8) along L. 
An important result in the Melnikov theory is the following. 
Theorem 1.3.1. If M(Bo) has a simple zero, then, for sufficiently small € > 0, 
W( xE,8) and V( xE,8) intersect transversally for some Bo E [O, 271']. On the other hand 
if M(Bo) is bounded away from zero, then W(xE,8) and V(xE,8) do not intersect for 
all Bo. 
Since then a great deal of work has been done on the subject. Without giving 
any full details we will comment on some other perturbative techniques that have 
been employed. 
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1.4 Generalizations of the Melnikov Method and Equivalent Techniques. 
As mentioned above many authors have considered systems of the form (1.1.1). 
Alternative methods have been used to obtain a similar result to that of Melnikov. 
Among other mthods is that of Chow et al. [7]. Chow et al consider system 
(1.1.1) for the case where n = 2, N = 1 and (1.1.2) has a homoclinic orbit r. 
First they obtain conditions for the existance of solutions bounded on R. for the 
nonhomogeneous linear variational equation around r. They prove a version of 
the Fredholm alternative for solutions bounded on R. [cf. [7], Lemma 2.1]. They 
then use the Liapunov-Schmidt Reduction Method to obtain two equations that 
are equivalent to (1.1.1) and these equations are analysed using the application of 
the Implicit Function Theorem. In short they look at z(t) = r(t) + x(t), x(t) some 
variation, as a perturbation of a solution r(t) of (1.1.2). They substitute r(t) + x(t) 
for z(t) in (1.1.1) to get 
x + Du(r(t)) = F(t,x,x,µe 0 ), (1.4.1) 
where F(t, x, x, µe0 ) = µh(t, x(t)+r(t), x(t)+..Y(t), µe0 )+Dg( r(t))-g(x(t)+r(t))+ 
g(r(t)). In Lemma 2 they show that (1.4.1) has bounded solutions on R. if and only 
if 1: ..Y(t)F(t, x, x, µe0 )dt = 0, i.e. if and only if PF - 0 where P is a projection 
defined by PF = .!...y 100 ..y F, TJ = 100 ..y2 • 
TJ -oo -oo 
From the above result they apply the Liapunov-Schmidt Reduction Method to 




x = K(I-P)F. (1.4.2) 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 27 
They use the Implicit Function Theorem to find x*(µ) as a solution of 1.4.2 (b). 
They then conclude that (1.1.1) has a solution z(t,µ) if and only if 
.!_ f
00 
.Y(t)F(t, x*(µ)(t), x*(µ)(t), µe0 )dt = 0. 
Tl 1-oo 
The above result has been extended by Palmer [20] to the case where h(t,z,µe0 ) 
is bounded and the system (1.1.2) has a bounded solution "Y(t) whose corresponding 
variational system has an exponential dichotomy on both JR+ and JR_. This concept 
says that bounded solutions of the variational system tend to zero as ltl -+ oo and 
unbounded solutions tend to +oo in absolute value as ltl -+ oo. Note that this is 
not the requirement in [7], i.e. bounded solutions do not necessarily have to tend 
to 0 as ltl-+ oo. F\irthermore he considers the case where n;:::: 2, N = 1. A further 
extension of Palmer's method is that of Hale [16]. He considers a more general 
case n ;:::: 2, N;:::: 1 and the variational system along -y(t) may have more than one 
bounded solution [cf. Example 2 in Chapter 5]. Like Palmer he showed that the 
existance of bounded solutions of (1.1.1) depends on the solvability of an algebraic 
system whose coefficients depend also on the solution to a suitable system of ODE 
[cf. [16],p.129]. 
Battelli and Lazzari [4] have considered this general case and gave conditions 
on the perturbative term h to guarantee the existance of bounded solutions of 
(1.1.1). Even though Battelli and Lazzari consider Hale's general case, the method 
of approach is slightly different. Hale's method is an extension of Chow, Hale and 
Mallet-Paret's method. Hale proves Lemma 5.4 [cf. [16], p.128] and uses this lemma 
to apply the Liapunov-Schmidt Reduction Method to obtain bifurcation equations 
for bounded solutions of (1.1.1) [cf. [16], p.129]. He defines the Melnikov-type 
function to be G(a,µ) = J~00 t/J*(t)F(t,x(a,µ)(t),µe0 )dt, whereµ E (-µo,µo) C JR, 
a E JRq-l such that b = (O,a) and x(a,0)(0) = </>(O)b where</>= (.Y,</>i, ... ,</>2 ) is the 
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basis of N(L) [cf. section 2.3 for the definition of N(L)], and tf;(t) is a bounded solu-
tion of the adjoint equation x(t)-A*(t)x(t), A(t) 1.1. Dg("Y(t)) [cf. section 2.3 for de-
tails]. Note that G(a, µ) above reduces to ! J.:0 i'(t)F(t, x*(µ)(t), x•(µ)(t), µe0 )dt 
T/ . 
defined in [7] if equations of the form x + g(x) = µf(t,x,x,µe 0 ) are considered as 
in [7]. In the Melnikov-type functions in [7] and [16] we have suppressed the depen-
dence on a. G( a,µ) defined above differs from the Melnikov-type function defined 
in [4] where it is defined to be J~00 tf;*(t)h(t,-y(t),O), the difference being that in 
[16] the function involves F where F takes the form in equation (1.4.1) whereas in 
[4] the Melnikov-type function involves h evaluated at (t, 1(t), 0). The condition on 
h in order to have bounded solutions for (1, 1, 1) are G(a,µ) = 0 in [16] and in [4] 
they are J~00 tf;*(t)h(t,1(t),O)dt = 0 and J~00 tf;*(t)D1h(t,1(t),O) f- 0. 
Battelli and Lazzari's method is an extension of Palmer's method. They prove 
results analogous to Theorem 4.1 in [20] but the index of the Fredholm operator L 
is greater than or equal to zero [cf. Theorems 2 and 3 in [4]]. These results say that 
there is an implicit solution to (1.1.1). The results are proved using the Liapunov-
Schmidt Reduction Method and the usual Implicit Function Theorem [cf. Chapter 
3 of this thesis]. They then use these results and Lemma 4.2 of [20] to show that 
under certain conditions on the perturbative term h (1.1.1) has a bounded solution 
[cf. Chapter 4 of this thesis]. Another extension to Palmer's paper is that their 
method includes the case where 1(t) is a heteroclinic orbit. Battelli and Lazzari's 
paper also includes Gruendler's results [cf. [4], p.363]. 
Gruendler [13] has a different approach to the methods mentioned above. He 
constructs the Melnikov-type function from special solutions for the corresponding 
variational equation x = Dg('Y(t))x. The properties that these solutions must have 
are summarized in [13] p.912 or in [4] p.363. In Theorem 2.1. [cf. [13], p.913] he 
states that there are such solutions for x = Dg("Y(t))x. We do not go int~ details of 
this author's method but we do mention that the Melnikov-type functions he gets 
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a.re the same as the ones in Battelli and Lazza.ri's paper where it is also shown that 
the formulas Gruendler obtains hold even if -y(t) is a heteroclinic orbit provided that 
I= ni +m1 -n;::::: 0, where n1 and m1 a.re the dimensions of the stable and unstable 
subspaces for x = Dg( -y( t) )x, respectively. Furthermore the same formulas obtained 
by Gruendler hold even in a case where -y( t) is a bounded solution satisfying the -
hypothesis of Proposition 1 in [4] or Theorem 4.2 of this thesis. 
Lastly as we see above recent authors have generalized the Melnikov function 
using different methods. They have come up with what some call Generalized 
Melnikov Functions. 
Note also that our theory does not include Cherry's Example [cf. Palmer [21]) 
where the problem is not put in a Banach space setting but rather a modification 
of standard integral manifold theory and a finite dimensional version of Theorem 
4.1 in [20] (Theorem 3.1 in this thesis) a.re used to prove the Melnikov-type result 
(Corollary 4.3) in (20] (Theorem 4.1 in this thesis). 
1.5 Contents 
In Chapter 2 we state the problem precisely. We then discuss the concept of ex-
ponential dichotomies [cf. [9] or section 2.2 of this thesis]. We reformulate equation 
(1.1.1) to the form 
(1.4.1) 
We wish to solve this equation using the standard Implicit Function Theorem on 
Banach spaces. However, it turns out that the linear operator D1 f(O, 0) 
6 Lis not 
invertible. We end Chapter 2 by characterizing the nullspace and range of L. 
As mentioned above L is not invertible and therefore the Implicit Function The-
orem cannot be applied in its standard form. In order to use the theorem we 
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derive bifurcation equations from (1.1.1) by using the Liapunov:_Schmidt Reduc-
tion Method suggested by Chow, Hale and Mallet-Pa.ret [7]. In Chapter 3 we state 
and prove the Generalized Implicit Function Theorems. In order to give a better 
understanding and easy reading of Chapter 3 we first give a summary of the proofs 
of these theorems. Our contribution has been to give a direCt proof of Theorem 3.2 
[cf. [4], Theorem 2]. 
In Chapter 4 the results of the previous chapters a.re used to show the existance 
of bounded solutions of (1.1.1) [cf. [20], Corollary 4.3 and [4], Proposition 1]. The 
theorems give conditions on the perturbative term h in order to have bounded 
solutions. Also note that Theorem 4.2 includes a case where -y(t) (solution of the 
unperturbed system) is a heteroclinic orbit joining hyperbolic z1 , z2 fixed points of 
the unperturbed system, such that the number of nonzero eigenvalues of Dg(z1 ) 
and Dg(z2) is not necessarily' the same. 
In Chapter 5 we give two examples [cf. [4], p.360 and [20], p.253] to show the 
applicability of the theory developed in the previous chapters. We give an example 
for the case where the index I of the Fredholm operator is zero and an example 
where I> 0. 
Chapter 2. FUNCTIONAL FORMULATION OF THE 
SOLUTION OF NON-LINEAR ODE 
In this chapter we will state the problem to be solved precisely. The perturbation 
method to be used makes use of the concept of exponential dichotomies and so we 
will have a short overview of this concept and state some known results. We then 
reformulate the perturbed system 
z = g(z) + µh(t, z, µe0 ) 
in the form f ( x, µe) = 0 which, under certain circumstances, can be solved using the 
standard Implicit Function Theorem. However, as we will see, it turns out that the 
linear operator L A D1 /(0, 0) is not invertible. In the following chapter we will prove 
theorems whose proofs rely on the use of the Implicit Function Theorem and then 
use these theorems to solve f ( x, µe0 ) = 0. We end this chapter by characterizing 
the nullspace and range of L. 
2.1 Description of the problem 
Problem. Given the perturbed system i = g(z) + µh(t, z, µe0 ) and the fact that 
the unperturbed system z = g(z) has a bounded solution -y(t), the problem we wish 
to solve is that of finding conditions on the perturbative term h to guarantee the 
existence of bounded solutions for the perturbed system. Let us be more precise. 
We consider an n-dimensional system of ODE of the form 
z = g(z) + µh(t, z, µe 0 ) (2.1.1) 
where t E JR, z E lRn, µ E JC JR, Jan open interval such that 0 E J, e0 E UC JRN, 
U an open subset such that 0 EU. Let SC lRm (m > 0) be an open set. Denote by 
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Ck(S,Rn) the space of continuous Rn-valued functions whose Frechet derivatives up 
to order k exist and are continuous on S, and by Ct(R, Rn) a subspace of Ck(R, Rn) 
with bounded continuous Rn-valued functions whose Frechet derivatives up to order 
k exist and are bounded and continuous on R. In this chapter X 6 Cl(R,Rn) and 
Y 6 cg(R,Rn). 
Note that we may write 
On the space Ct(R, Rn) we use the norm 
ll<Pll = sup ID; <P(t)I. 
tell\ 
05,j5,k 
With this norm Ct(R,Rn) is a Banach space. Let n C Rn be an open subset. We 
assume: 
(Hl) 
2.2 Exponential Dichotomies 
Let X ( t) be the fundamental matrix for the linear differential equation 
x = A(t)x, (2.2.1) 
which is normalized by X(O) = I, where I is the identity matrix. Here A(t) is an 
n x n matrix that is continuous on an interval J. The equation (2.2.1) is said to 
possess an exponential dichotomy on J if there exists a projection P and positive 
constants k, a such that 
(i) llX(t)PX-1(s)ll ~ ke-a(t-s), for any s,t E J, s ~ t 
(ii) llX(t)(I - P)X-1(s )II ~ ke-a(s-t), for any s, t E J, s > t. 
(2.2.2) 
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The most interesting cases for the interval J in an exponential dichotomy are 
lR+ 6 [O, oo ), lR_ 6 ( -oo, OJ and lR. 
The inequalities in (2.2.2) are equivalent to the existence of a projection P and 
constants k, a > 0 such that for all e E lR R we have 
(i) IX(t)Pel ~ ke-a(t-a) IX(s)Pel, for any s, t E J, s ~ t 
(ii) IX(t)(I - P)el < ke-a(a-t) IX(s)(I - P)el, for any s, t E J, s ~ t 
(iii) llX(t)PX-1(t)ll ~ k for any t E J. (2.2.3) 
Interpretation: Let J = R+. Suppose that P has rank m, then (2.2.3)(i), says 
there is an m-dimensional subspace of solutions of (2.2.1) given by R(P), called 
the stable subspace, such that solutions with initial values in R(P) tend to zero as 
t-. +oo. 
The second condition, (2.2.3)(ii), says there is an (n - m)-dimensional subspace 
of solutions of (2.2.1) given by R(I - P), such that solutions with initial values in 
R( I - P) tend to infinity as s -. +oo. 
The projection P appearing in the definition of an exponential dichotomy is 
not unique when J = lR+ or ]R_ [cf. [9], pp. 16-19). If one has such a P, then 
any other projection P which has R(P) = R(P), but which may have a different 
nullspace from that of P will satisfy the definition. Therefore when J = lR+, R(P) 
is the stable subspace of JRR given by R(P) = {e E ]RR : sup IX(t)el < oo} but 
t~O 
the nullspace may be any complementary subspace. When J = lR_, N(P) is the 
unstable subspace of ]RR given by N(P) = {e E ]RR : sup IX(t)el < oo} but the 
t::;o 
range may be any complementary subspace. Coppel [[10], Theorem 3, p.134] shows 
that the definition of R(P) and N(P) above is equivalent to the inequalitie.s (2.2.2) 
and (2.2.3). 
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Remarks. 
(i) In the case of an exponetial dichotomy on the whole line R. the projection P is 
uniquely determined. If X(t) is the fundamental matrix of (2.2.1) with X(O) =I, 
the range of Pis the subspace pf initial values of solutions bounded on the positive 
half-line R.+ and the nullspace of Pis the subspace of initial values of solutions 
bounded on the negative half-line R._. 
(ii) If the equation (2.2.1) has an exponential dichotomy (2.2.2) on each of the half-
lines R.+, R._ with the same projection P then it has an exponential dichotomy 
on the whole line R. with projection P. 
The following are some known results about exponential dichotomies: 
Proposition 2.2.1. (cf. [9), p.19) Let A(t) be an n x n matrix function defined and 
continuous on R.. Then the equation (2.2.1) has an exponential d~chotomy on R. if 
and only if it has an exponential dichotomy on both R.+ and R._, and R.n is the 
direct sum of the stable and unstable subspaces. 
Remark. When A(t) =A is constant, system (2.2.1) has an exponential dichotomy 
on an infinite interval if and only if all the eigenvalues of A have nonzero real parts. 
For example if 
(
1 0 0) 
A(t) =A= 0 0 0 , 
0 0 -1 
· then the system x = Ax does not have an exponential dichotomy. The important 
fact about exponential dichotomies is that, if equation (2.2.1) has bounded solutions, 
then all bounded solutions must tend to zero exponentially as ltl -+ oo, and all non-
bounded solutions tend to +oo in absolute value as ltl -+ oo. 
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Proposition 2.2.2. (cf. [16], p.126) Let J be either JR+, JR_ or JR. Let equation 
(2.2.1) have an exponential dichotomy on J and let B(t) be a continuous n x n 
matrix function on J. Then for all 8 sufficiently small, llB(t)ll < 8 implies that 
x = (A(t) + B(t))x (2.2.4) 
has an exponential dichotomy on J . 
Proposition 2.2.3. (cf. [9], p.13) If the equation (2.2.1) has an exponential dichotomy 
(2.2.2) on a subinterval [to, oo) then it has an exponential dichotomy on the half-line 
JR+ with the same projection, say P, and the same exponent a. 
Proposition 2.2.4. (cf. [9], p.22) Let J be either JR+, JR_ or JR and let A( t) be 
continuous. Then the equation 
x = A(t)x + B(t) (2.2.5) 
has at least one bounded solution on J for every 8 E Cf(JR, JRn) if and only if 
equation (2.2.1) has an exponential dichotomy on J. 
2.3 Functional Formulation 
Consider equation (2.1.1) and look for a solution of the form z(t) = x(t) + 'i'(t), 
where 'i'(t) is a solution of the unperturbed system 
ii =g(y) (2.3.1) 
and x(t) is some variation of this solution. The strategy is to treat equation (2.1.1) 
as a pertubation of equation (2.3.1), so we regard solutions of equation (2.1.1) 
as perturbations of solutions of equation (2.3.1). Now z(t) = x(t) + i'(t) and since 
)'(t) = g(')'(t)) and z(t) = g(z)+ µh(t, z, µ~O) we get x(t) = g(x(t) +'i'(t))-g( ')'(t))+ 
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µh(t,x(t) + -y(t),µe 0 ). Since g has continuous derivatives with respect to z we can 
write 
:i:(t) = Dg( -y(t))x(t)+ g(x(t)+1(t))-g( 1(t))-Dg( 1(t))x(t)+ µh(t, x(t) +1(t), µe0 ). 
This gives the following equation for the variation x. 
:i:(t) = A(t)x(t) + H(t, x(t), µe0 ) 
A(t) 6 Dg(l(t)) 
H(t, x(t), µe0 ) 6 g(x(t) + -y(t)) - g(l(t)) - Dg(l(t))x(t) 
+ µh(t, x(t) + 1(t), µe0 ). 
We asswne: 
(2.3.2) 
(H2) the unperturbed autonomous system (2.3.1) has a bounded solution I whose 
values 1( t) are confined to some compact subset V of n for any t E JR and the 
corresponding variational system 
:i: = Dg(l(t))x (2.3.3) 
has an exponential dichotomy on both JR+ and JR_ with constants k, a> 0 and 
projections P and Q, respectively. 
Remarks. 
(i) R(P) is the stable subspace of (2.3.3) and N( Q) is the unstable subspace of 
(2.3.3). 
(ii) Note that in equation (2.2.2) when J = JR+ the equation stays the same and 
when J =JR_, Pis replaced by Q. 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 37 
(iii) 'Y(t) is a non-trivial bounded solution of (2.3.3) and is in the intersection of the 
stable and unstable subspaces so that JRR (n ~ 2) is not the direct sum of these 
spaces and hence we cannot have an exponential dichotomy on lR by Proposition 
2.2.1. 
Let us write equation (2.3.2) in the form 
x(t) - A(t)x(t) - H(t, x(t), µe0 ) = 0, t E JR. (2.3.4) 
We are looking for a global bounded solution x(t) of equation (2.3._4). We decide to 
use the following strategy to solve this equation. The left hand side of (2.3.4) is just 
the value f ( x, µe0 ) of a map f from the Banach space X x lR N, into the Banach 
space Y defined for x EX andµ E lR as the function f(x, µe0 ): lR--+ JRR. 
J(x,µe 0 )(t) = x(t) -A(t)x(t) - H(t,x(t),µe 0 ) for all t E JR. 
Since by assumption H : lR x JRR x JRN --+ JRR and Dg : JRR --+ JRR are bounded 
on bounded sets and continuous, J(x, µe0 ) indeed is an element of Y, thus f : 
Xx ]RN--+ Y accordingly. To solve equation (2.3.4) one has to solve the equation 
J(x,µe 0 ) = o E Y (2.3.5) 
for x EX,µ E JR, e0 E JRN. We now show that f is a C2-function. 
Let e = µe0 , then J(x, µe0 ) = J(x, e). Using the definition of the Frechet deriv-
ative we have 
J(x + y,e) - J(x,e) =±+'fl- [g('Y + x + y)- g('Y)] - µh(·,1 + x + y,e) 
- x + [g('Y + x) - g(1)] + µh(·,1 + x,e) 
='fl - [g(1 + x + y) - g(1 + x)J - µ[h(·,1 + x + y, e) - h(·,1 + x, OJ 
= y - Dg('Y + x)y + 0(1 + x,y) - µD2h(·,1+x,e)y+0(1 + x, y) 
= y- [Dg(1 + x)y + µD2h(·,1+x,e)]y+0(1 + x,y) 
= i1y + 0(1 + x,y) 
£1 A D1f(x,e)= !-[Dg('Y+x)+µD2h(·,1+x,e)J. 
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This shows that f is C 1 since by definition of Banach spaces X and Y, dd is a 
. t 
bounded linear operator from X = Cl(JR,R.n) into Y = Cf(R.,R.n) and by (Hl) g 
and h are c; functions. 
Now 
d 
D1f(x + w,e) - D1f(x,e) = dt - Dg(; + x + w) + µD2h(·,-y + x + w,e) 
d 
- [dt - Dg("Y + x) + µD2h(·, "Y + x, e)] 
= -[Dg(; + x + w) - Dg(x + -y)] 
+ µ[D2h(·,-y + x + w) - D2h(·,; + x, e)] 
= -D2g( "Y + x)w + o(-y + x, w) + µD~h(·, "Y + x, e)w 
+ o(-y + x, w) 
= -[D2g("Y + x) - µD~h(·, "Y + x, µ)]w + o("Y + x, w) 
= i2w + o("Y + x, w) 
i2 6 D~f(x,e) = -[D2g(-y + x)- µD~h(·,-y + x,e)] 
and. this shows that j is C2 by (Hl ). 
From the equation above we have for any y E X 
[D1J(x,e)y](t) = y(t) - [Dg(-y(t) + x(t)) 
+ µD2h(t,-y(t) + x(t),e)]y(t). 
Evaluate (2.3.6) at (x, e) = (0, 0) EX x JRN to get 
(Ly)(t) 6 [D1f(O,O)y](t) = y(t) -A(t)y(t), where A(t) 6 Dg(-y(t)). 
(2.3.6) 
The equation of the form J(x,e) = 0 can under certain circumstances be solved 
locally using the Implicit Function Theorem. The theorem can be applied in its 
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standard form if there is a point (xo,eo) such that J(xo,eo) = 0 and D 1 f(xo,eo), 
the Frechet derivative with respect to x, is an invertible operator from X to Y. In 
our situation we know that f(O, 0) = 0 so we need to study L = D1 f(O, 0). 
H L were an invertible oper~tor from X to Y, the standard version of the Implicit 
Function Theorem [cf. Theorem 0.2.2] would allow us to solve J(x, e) = O locally. 
However, typically the operator L is not invertible since (2.3.3) has a nontrivial 
solution 'Y(t), that is, N(L) is non-trivial. In order to be able to reduce the above 
problem to a standard application of the Implicit Function Theorem we need some 
information about N(L) and R(L). Let V = R(P), the stable subspace, and W = 
N(Q) the unstable subspace, for the fundamental solution X(t) of y(t) = A(t)y(t), 
A(t) 6 Dg('Y(t)). 
We now characterize N(L) and R(L), the nullspace and range of L, respectively. 
We have the following : 
Lemma 2.3.1. Let A(t) be an n x n matrix function bounded and continuous on 
JR such that (2.3.3) has an exponential dichotomy on JR+ and JR_. Then the linear 
operator L : X -+ Y defined by ( Lx )( t) = x( t )-A( t )x( t) is Fredholm and a function 
p E Y is in the range R( L) of L if and only if 
1: 1/J*(t)p(t)dt = 0 (2.3.7) 
for all bounded solutions ?jJ(t) of the adjoint system 
x = -A*(t)x. (2.3.8) 
L is a Fredholm operator from X to Y and the index of L is dim V + dim W - n, 
where V and W are the stable and unstable subspaces for the fundamental solution 
X(t) of (2.3.3). 
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Proof. Let (2.3.3) have an exponential dichotomy on 1R+ and on JR_ with projec-
tions P and Q, respectively, and suppose that the associated fundamental matrix 
X(t) satisfies X(O) = I. Then the adjoint system has the fundamental matrix 
x·-1.(t). Note that for any matrix B we have llBll = llB*ll [cf. Theorem 0.1.11]. 
By exchanging t ands in inequalities (2.2.2) and using the observation above one 
gets 
(i) llX*-1(t)P*X*(s)ll < ke-0t(a-t>,t =5 s, for all s,t E 1R+ 
(ii) llX*-1(t)(J -P*)X*(s)ll ~ ke-0t(t-a>,s ~ t, for all s,t E 1R+ 
(2.3.9) 
and the same with Q* and JR_ replacing P* and 1R+ respectively. Then (2.3.8) has 
an exponential dichotomy on 1R+ with projection I -P* and on JR_ with projection 
I - Q*. Let V = R(P) (stable subspace) and let W = N(Q) (unstable subspace), 
then tJ;ie subspace of initial values (at t = 0) of bounded global solutions of (2.3.3) is 
V n W since solutions with initial values in V tend to zero as t-+ oo, and solutions 
with initial values in W tend to zero as t-+ -oo. For (2.3.8) the subspace of initial 
values (at t = 0) of bounded global solutions is y.L n w.L, where y.L and w.L are 
the orthogonal complements of V and W respectively. [V.L = R(P).L = N(P*) = 
R(I - P*) and W.L = N(Q).L = R(Q*) = N(I - Q*) cf. Theorem 0.1.14). y.L is 
the stable subspace and W .L is the unstable subspace of the adjoint equation. 
By definition N(L) = {x E X : x(t) - A(t)x(t) = O}. Note that if K is a 
subspace of N(L) then dimK = dim{x(O) Ix E K}. Let s = {e E )RR : e = x(O) 
for some x E N(L)}. Then since x(O) EV n W for x E N(L), we have S = V n W 
and hence dimN(L) = dimS = dim(V n W). Since i'(t) is a nontrivial bounded 
solution of (2.3.3) it follows that dimN(L) ~ 1. By the same argument above 
one can show that N(L*) = {x E Y* : L*x = 0, x(O) E y.L n W.L} so that 
dimN(L*) = dim(V.L n W.L). 
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Let p E R(L). We will show that equation (2.3.7) holds. Since p E R(L) there 
is an x in X satisfying p(t) = x(t) - A(t)x(t), for all t E JR. If tjJ(t) is a bounded 
solution of (2.3.8) we have 
j_: t/J*(t)p(t)dt = j_: t/J*(t)[x(t) - A(t)x(t)]dt 
= j_: [t/J*(t)x(t) - t/J*(t)A(t)x(t)]dt 
= j_: [tfJ*(t)x(t) + ti>*(t)x(t)]dt 
[since ti>(t) = -A*(t)tjJ(t) ===> ti>*(t) = -t/J*(t)A(t)] 
1
00 d 
= -d (t/J*(t)x(t))dt -oo t 
= t/J*(t)x(t) l~oo 
=0 
[since tjJ(t) -+ 0 exponentially as !ti -+ oo]. So if p E R(L), (2.3.7) holds for all 
bounded solutions tjJ(t) of (2.3.8). 
This completes one direction. 
Remark. The existence of integrals above is guaranteed by the fact that the adjoint 
system has an exponential dichotomy on both JR+ and JR_. p is bounded (p E Y A 
cg(JR,JRR)) and tjJ(t)-+ 0 exponentially as ltl-+ 00 Since the adjoint system has an 
exponential dichotomy on both JR+ and JR_. 
Conversely, suppose that p E Y and that (2.3. 7) holds for all bounded solutions 
tjJ(t) of the adjoint system (2.3.8). We will show that p E R(L). From linear algebra 
the equation Be = b has a solution e if and only if 77* b = 0 for all vectors 77 such 
that 77* B = 0. Now choose a vector 77 satisfying 
77*[P - (I - Q)] = 0 (2.3.10) 
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and let 
We will show that .,P(t) defined above is a bounded solution of (2.3.8). We have for 
t ER 
~(t) = ! (X*-1(t))(I - P*)71 
= -A*(t)X*-1(t)(I - P*)'T/ (since x•-1(t) is a matrix solution) 
= -A*(t).,P(t). 
Since A(t) and .,P(t) are continuous ~(t) is continuous so that indeed .,P is a 
solution of (2.3.8) in C 1• Also with 'T/ E Rn, (I - P*)'T/ is in y.L = R(I - P*) and 
'lf;(t) = x•-1(t)(I -P*)'T/ is a solution of (2.3.8) with initial values in y.L and hence 
by estimate (2.3.9) tends to zero as t-... +oo. Hence the function 'l/J is bounded on 
[O,oo). Also with 'T/ E Rn, Q*'T/ is in W.L = R(Q*) and .,P(t) = x•-1 (t)Q*'T/ is a 
solution of (2.3.8) with initial values in w.l and hence by estimate (2.3.9) tends to 
zero as t-... -oo. Hence the function 'l/J is bounded on (-oo, OJ. Therefore 'lf;(t) is a 
bounded solution of (2.3.8). 
Since we have assumed that p satisfies (2.3.7) we get 











(I - P)x-1 (t)p(t)dt]. 
We thus have 




(I - P)X-1(t)p(t)dt]. (2.3.11) 
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If we take B = P-(I - Q) and b = J~00 QX-1(t)p(t)dt + J0
00(I - P)X-1(t)p(t)dt 
then from (2.3.10) and the argument above it, it follows that (2.3.11) has a solution 
e satisfying 




(I - P)X-1(t)p(t)dt (2.3.12) 
Now define a function x: JR-+ ]Rn by 
x(t) = { 
X(t)Pe + J; X(t)P x-1(s)p(s)ds - ft00 X(t)(I - P)X-:1(s)p(s )ds if t 2:: 0 
X(t)(I - Q)e + J~00 X(t)Qx- 1(s)p(s)ds -ft
0 X(t)(I - Q)X-1(s)p(s)ds if t ~ 0. 
(2.3.13) 
We will show that (i) x E X (ii) Lx = p. 
Note that x(t) in (2.3.13) is well defined since p is bounded on JR and (J -
P)X-1(s) and QX-1(s) are bounded by a decaying exponential and hence (I -
P)X-1(s)p(s) and QX ... 1(s)p(s) are bounded by a constant times a decaying expo-
nential so that the integrals in (2.3.13) exist. 
(i) We now show that x(t) is a solution of x(t) = A(t)x(t) + p(t) 
In (2.3.13) for t 2:: 0 we have 
x(t) = X(t)Pe + 1t X(t)PX- 1(s)p(s)ds -100 X(t)(I - P)X-1(s)p(s)ds 
= X(t)[Pe + 1t PX-1(s)p(s)ds -100(1 - P)X-1(s)p(s)ds] 
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so that 
x(t) = X(t)[Pe + 1t x-1(s)p(s)ds -1CXJ X(t)(I - P)X-1(s)p(s)ds] 
+ X(t)[PX- 1(t)p(t) +(I - P)X-1(t)p(t)] 
= A(t)X(t)[Pe + 1t PX-1(s)p(s)ds -1CXJ(I-P)X1 (s)p(s)ds] 
+ X(t)[P +I - P]X-1(t)p(t) 
= A(t)x(t) + p(t) 
and for t :::; 0 we have 
x(t) = X(t)[(I - Q)e + 1-tCXJ QX-1(s)p(s)ds -1°(1- Q)X-1 (s)p(s)ds] 
so that 
x(t) = X(t)[(I - Q)e + LtCXJ QX-1(s)p(s)ds -1° (I - Q)X-1 (s)p(s)ds] 
+ X(t)[Qx- 1(t)p(t) +(I - Q)x-1 (t)p(t)] 
= A(t)X(t)[(I - Q)e + LtCXJ QX-1(s)p(s)ds -1° (I - Q)X-1 (s)p(s)ds] 
+ X(t)[Q +I - Q]X-1(t)p(t) 
= A(t)x(t) + p(t). 
Also from (2.3.13) we get 
and by (2.3.12) 
x(o+) =Pe -1CXJ (I - P)X-1(t)p(t)dt 
x(o-) =(I - Q)( + {~ X-1(t)p(t)dt 
[P - (I - Q)]e = 1°CXJ x-1(t)dt + 1CXJ (I - P)x-1(t)p(t)dt 
==> Pe- foCXJc1 - P)x-1(t)p(t)dt =(I - Q)e + [
0
CXJ x-1(t)p(t)dt. 
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Thus (2.3.12) implies x(O+) = x(o-). Since A(t), x(t) and p(t) are continuous 
and x(t) = A(t)x(t) +p(t), it follows that x(t) is' continuous so that indeed x E C1• 
We now show that the solution defined in (2.3~13) is bounded and tends to zero 
as ltl-+ oo. That is, x(t) is bounded and hence x EX. 
For t > 0 we have 
x(t) = X(t)Pe + lt X(t)PX- 1(s)p(s)ds -100 X(t)(I -P)X-1(s)p(s)ds. 
By definition of R(P) (see Section 2.2) IX(t)P(I = IX(t)el :'5 N, N some positive 
constant. Also p E Y so that pis bounded, say by M, that is lp(t)I < M for all 
t E JR. 
Then we have 
f3(t) = If.' X(t)PX-'(s)p(s)ds - !.~ X(t)(I - P)X-1(s)p(s)dsl 
< 11' X(t)PX- 1(s)p(s)dsl + 1100 X(t)(I - P)X-1(s)p(s)dsl 
< l' IX(t)PX-1(s)p(s)I ds + l,00 IX(t)(I - P)X-1(s)p(s)I ds 
< l' llX(t)PX-1 (s)ll 1P(s)I ds + l,00 llX(t)(I - P)X-1 (s)ll 1P(s)I ds 
:'5M1' llX(t)PX-1 (s)ll ds + M l,00 llX(t)(J - P)X-1 (s)ll ds 
< kM [lt e-01(t-s)ds +loo eOl(t-s)ds] 
[since IPI < M, llX(t)PX-1 (s)ll :'5 ke-Ol(t-s), t ~sand llX(t)(J - P)X-1 (s)ll :'5 
ke-01(s-t), s > t] 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 46 
< kM[e-at Lt easds +eat loo e-asds] 
< kM[e-at..!:_eas It +eat lim {..,-..!:..e-as IB}] 
a 0 B-+oo a t 
:::; kM [1 - e-at - lim (e-aB - e-at)eat] 
a B-+oo 
< kM [1 - e-at - (0 - 1)) 
a 






Hence lx(t)I < IX(t)Pel + f3(t) :::; N + -- on [to, oo) for some t0 E 1R+. a 
For t < 0 we have 
x(t) = X(t)(I - Q)e + j_t
00 
X(t)QX- 1(s)p(s)ds -1° X(t)(I - Q)X-1(s)p(s)ds 
By definition of N(Q) in Section 2 IX(t)(I - Q)el :::; IX(t)el :::; N, N > 0. Also 
p E Y so that pis bounded, say by M, that is, jp(t)l :::; M, for all t E JR. 
{J(t) =IL~ X(t)QX-'(s)p(s)ds - [ X(t)(I - Q)X-1(s)p(s)dsl 
<II~ X(t)QX-'(s)p(s)dsl +I[ X(t)(I -Q)X-1 (s)p(s)dsl 
< [~ IX(t)QX-'(s)p(s)i ds + [ IX(t)(I - Q)X-'(s)p(s)i ds 
:::; j_t
00 
llX(t)QX-1(s)ll 1P(s)I ds + 1° llX(t)(J - Q)X-1 (s)ll lp(s)I ds 
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- 2kM 
Hence lx(t)I < IX(t)(I - Q)~I + (3(t) :5 N + -- on (-oo, to] for some t0 E JR_. a 
We have shown that x(t) remains bounded as ltl--+ oo. 
Therefore x EX and x(t) = A(t)x(t) + p(t) and xis bounded, A(t) is bounded 
and p(t) is bounded so that x(t) is bounded. 
(ii) Above we have shown that x EX satisfies x(t) = A(t)x(t) + p(t), that is, 
(Lx)(t) = p(t) and hence p E R(L). 
This completes the first part of the proof. 
That R( L) is closed is obvious since we have shown that 
R(L) = {p E Y: 1: .,P*(t)p(t)dt = 0, for all .,P(t) satisfying L*x = O} = N(L*).l.. 
[.,P(t) E N(L*) and so p(t) E N(L*).l.]. 
Since N(L*).l. is always closed the equality R(L) = N(L*).l. proves that R(L) is 
closed. Also we showed that 
N(L*) = {x E Y*: L*x = 0, x(O) E VJ. n WJ.}. 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 48 
Thus 
dimN(L*) = dim(V.L n W.L) < oo and N(L*) = R(L).L [cf. Theorem 0.1.14] 
and hence 
dimN(L*) = dimR(L).L = codimR(L) < oo. [cf. Theorem 0.1.17] 
So L is Fredholm. 
Index L = dimN(L) - dimR(L).L 
= dim(V n W) - dim(V.L n W.L) 
= dim(V n W) - dim(V + W).L since y.L n W.L = (W + V).L [cf. Theorem 0.1.13) 
= dim(V n W) - [n - dim(V + W)] since n = dim(V + W) + dim(V + W).L 
= dim(V n W) -[n - {dim V +dim W -dim(V n W)}] since V n W-::/:- 0 
= dim V +dim W - n. 
This completes the proof of the lemma. D 
Chapter 3. THE GENERALIZED IMPLICIT 
FUNCTION THEOREMS 
In Chapter 2 we reformulated equation (2.1.1) to the form of equation (2.3.5), 
that is the equation f(x, µeo) = 0. We can find bounded solutions of equation 
(2.1.1) by solving the equation 
(3.1) 
in a neighbourhood of (0, 0) in Ex JRN according to the strategy explained at the 
beginning of Chapter 2. In this chapter we will prove two theorems concerning the 
existence of an implicit solution to the equation f(x,µeo) = 0, f: Ex JRN-+ F 
being a C2-map and E, F Banach spaces. 
In our first theorem we wish to solve f(x, µ) = 0 near (0, 0) EE x JR. Note that 
in (3.1) we have 1 = eo E JR.1• 
( 
Theorem 3.1. Let E, F be Banach spaces and f : E x JR -+ F be a C 2-mapping 
on a neighbourhood of (0, 0) in Ex JR such that /(0, 0) = 0 and L 6 D1 f(O, 0) 
is a Fredholm operator with index I= 0. Let P and Q be continuous projections 
on E and F, respectively, such that R(P) = N(L) and R(Q) = R(L), respectively. 
Moreover assume: 
(i) there is a C2-manifold M = {x = e + </>(e) : e E N(L), llell < 8}, where 
</> : {e E N(L) I llell < 8} -+ N(P) is a C2-function satisfying </>(O) = 0, 
D</>(O) = 0, such that f(x,O) = 0 for all x E M and such that N(L) is the 
tangent space of M at 0, 
(ii) Lx = -D2 f(O, 0) has a solution p, 
Typeset by AAfS-TEX 
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(iii) If y E N(L) and {..Drf(O,O)p+..D1..D2f(O,O)}y E R(L) then y = 0. 
Then there is a neighbourhood U of 0 in E and a subinterval J = ( -µ 0 , µ0 ) of 0 
in 1R such that forµ E J the equation (3.1) has a solution x(µ) EU,µ E J, which is 
unique whenµ -:/:- 0. Moreover x(O) = 0, x(µ) is C1 and whenµ -:/:- 0, ..D1f(x(µ), µ) 
is invertible. 
We shall not prove the theorem above since it is a Corollary of Theorem 3.2 
which we shall formulate and prove below. 
Remark. By hypothesis (i) f(x,O) = 0 (a constant) for all x in M so that all higher 
order derivatives with respect toxin the direction of N(L) = T0 M are zero in M 
and therefore 
{..Dif(O,O)y}z = 0 (3.2) 
for ally, z E N(L ). It follows that if (iii) holds for one solution p of Lx = -..D2f(O, 0) 
then it holds for all such p. To see this suppose p is another solution of Lx = 
-..D2f(O, 0). Then 
Lp- Lp = -..D2f(O,O) + ..D2f(O,O) - 0 ==> p- p E N(L). Let p- p = z E N(L), 
so that p = p + z. Now 
{..Dif(O, O)p + ..D1..D2/(0, O)}y 
= {..Dif(O, O)(p + z) + ..D1..D2f(O, O)}y 
= {..Dif(O, O)p + ..D1..D2f(O, O)}y + {..Dif(O, O)z }y 
by (3.2) above . 
So if (iii) holds for one solution p of Lx = -..D2f(O, 0) then it holds for all such p. 
We now state a more general version of Theorem 3.1. We wish to solve f ( x, µe0 ) = 
0 near (0, 0) EE x JRN. 
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Theorem 3.2. Let E, F be Banach spaces and f : E x JR.N __,.. F be a C 2-mapping 
on a neighbourhood of (0,0) in E·x JR.N such that f(O,O) = 0 and L I!!. D1f(O,O) 
is a Fredholm opera.tor with index I ;::: 0. Let d I!!. dimN(L) and let S be an [-
_....._ 
dimensional subspace of E such that N(L) =Mo EB S. Let N(L) C E such that ----E = N(L) EB N(L). Moreover assume: 
(i) There is a C2-manifold M = {x = e + c/>1(e) + c/>2(e) : e E Mo, llell < 8}, where ----4>1 : {e E Mo I 11e11 < 8} __,.. sand c/>2 : {e E Mo I 11e11 < 8} __,.. N(L) are C2-
functions satisfying c/>1 (0) = 0, Dc/>1 (0) = 0, c/>2(0) = 0, Dc/>2(0) = 0, such that 
dimM = d- I and f(x,O) = 0 for all x EM. 
(ii) There is e0 E JR.N such that the equation Lx = -D2f(O, O)e0 has a solution p(e0 ). 
(iii) If w E Mo and {D~f(O,O)p(e0 ) + D1D2f(O,o)e0 }w E R(L), then w = 0. 
Then there is a neighbourhood U of 0 in E and a subinterval J = ( -µo, µo) of 0 
in JR. such that forµ E J the equation f(x,µe 0 ) = 0 (equation (3.1)) has a solution 
x = x('Y, µ) E U, IE S, µ E J which is unique whenµ =f:. 0. Moreover x('Y, 0) = 0, 
x(1,µ) is C1 and whenµ =f:. 0, D1f(x('Y,µ),µe 0 ) is Fredholm with index I. 
Before we give a detailed proof of Theorem 3.2 we shall have some remarks and 
then a motivation for the proof. 
Remarks. 
(1) T0 M = Mo C N(L). This is seen from the following observation: TbM = 
d 
{YIY = dtx(t) lt=O for some x : [-1, 1] __,.. M such that x E C1 and x(O) = b} 
[cf. definition 0.2.l]. Let x be a curve satisfying the properties of the latter 
definition. Then by hypothesis (i) of Theorem 3.2, we can write 
t E [-1, 1], 
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where e(t) E Mo. Moreover e(t) = PMox(t) where PMo is the projection on Mo. 
Since PMo is bounded, it follows that e(t) E C1. Hence 
±(o) = ~; (o) + D<P1(e(o)) ~; (o) + D<P2(e(o)) ~; (o) 
= ~; (O) since D<P;(e(o)) = D<P;(O) = o, j = 1, 2. 
Since e(t) E Mo for all t E [-1, 1] and since Mo is a subspace it follows that 
de 
dt (0) E Mo. Hence ToM ~Mo. To show that Mo~ ToM, suppose that m E M0 • 
de 
Choose a C1 curve e(t) E Mo such that e(o) = b and dt (0) = m. An argument 
similar to the one above then shows that if x(t) = e(t) + <P1(e(t)) + <P2(e(t)) then 
x(O) = b and ±(0) = ~; (0) = m. Since x(t) is a C1 curve on M, it follows that 
m E ToM. Hence Mo ~ ToM. 
From now on we shall write N(L) = T0 M EDS. 
(2) Theorem 3.1 can be deduced from Theorem 3.2 by simply taking S = 0. Note 
then that N(L) = ToM in Theorem 3.1. 
(3) d- I is the maximum possible dimension of Min order to have hypothesis (iii). 
To see this write Hw = {Dif(O, O)p(e0 ) + D1D2f(O, o)e0 }w, H: ToM-+ F and 
suppose v 6 dimM > d-1. Then dimToM = dimN(H) + dimR(H) and since 
dimM = dimT0M we have v = dimN(H) +dimR(H) and dimR(H) ~ v. Now 
if dimR(H) < v then dimN(H) > 0 implying that N(H) is non-trivial and so 
there is w E N(H), w =f. 0 and then hypothesis (iii) is contradicted. Therefore 
dimR(H) = v > d - I. I = dimN(L) - codimR(L) =:::} codimR(L) = 
dimN(L) - I. That is codimR(L) = d - I so that dimR(H) = v > d - I= 
codimR(L). This implies that R(H) either contains a complementary subspace 
of R( L) and if so R( L) n R( H) =f. { 0} or R( H) is entirely contained in R( L) and 
again R(L)nR(H) =f. {O} since dimR(H) = v > 0. Thus the equation Hw0 = z0 
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has a solution w0 E T0 M, w0 =f. 0 and again this contradicts hypothesis (iii). So 
d- I must be the maximum possible dimension of M. 
(4) If d = I then dimM = d - I·= I - I = 0. So we can take M = {O} and 
hence hypothesis (i) is satisfied trivially since f(O, 0) = 0. Furthermore if d =I 
then since codim R( L) = d - I we have codim R( L) = 0 , and hence R( L) = F 
and so hypothesis (ii) is satisfied since for x E E, Lx E R(L) = F. R(L) = F 
implies that L : E --+ F is onto so that for each y E F there is x E E such 
that Lx = y. Now take y = -D2 f(O, o)e0 • Also hypothesis (iii) is satisfied 
since dimM = dimToM = dim Mo = d - I = I - I = 0, so that Mo = {O}. 
(w E Mo ===} w = O] 
Motivation for the proof of Theorem 3.2 
We give an outline of the proof for the case e0 = 1, S = 0, index (L) = 0. This 
will also motivate the proof in the general case. In this motivation the function f 
equals the function f defined in Chapter 2. 
For a C2-map f : Ex JR--+ F we wish to solve f ( x, µ) = 0 in some neighbourhood 
of (0, 0) in Ex JR. We are given that f(O, 0) = 0. In Chapter 2 we have shown 
that L A D1/(0, 0) is Fredholm. Note that (Lx)(t) = x(t) -A(t)x(t) where A(t) A 
Dg('y(t)), has a non-trivial solution i'(t) so that N(L) is not trivial and hence Lis 
not invertible. We then need to use an extended version of the Implicit Function 
Theorem. This is achieved by the Liapunov-Schmidt Reduction Method. Since L 
is Fredholm we have L : E --+ F such that 
E = N(L) EB M (Ma closed complementary subspace of E), 
F =NEB R(L) (N a closed complementary subspace of F). 
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Associated with these splittings are projections. So let 
P: E-+ E such that R(P) = N(L), 
Q: F-+ F such that R(Q) = R(L). 
Since E = N(P) Ea R(P) and F = N(Q) EB R(Q) it follows that 
E = N(L) EB N(P), 
F = N(Q) EB R(L). 
L is Fredhohn of index zero and hence dimN(L) = dimN(Q) < oo. One then 
finds a map D1D2H(O,O) : N(L) -+ N(Q) that is one to one and another map 
LIN(P) : N(P)-+ R(L) that is one to one. The easy way of finding D1D2H(O, 0) and 
LIN(P) is to make use of the Liapunov-Schmidt Reduction Method since f(x,µ) = 0 
gets transformed into an equivalent system of equations 
(i) 
(ii) 
T/ = KQh(e + T/, µ) 
0 =(I - Q)h(e + T/,µ), (3.3) 
where h is a function to be defined in the proof of Theorem 3.2 and K is the 
inverse of LIN(P)i and from (3.3) we find out that the maps D1D2H(O, 0) and 
LIN(P) are in fact bijections and hence invertible. The first equation defines the 
map LIN(P) : N(P) -+ R(Q) = R(L) and is a bijection so that one can apply the 
usual Implicit Function Theorem to conclude that T/ = T/(e, µ)is a solution of (3.3)(i) 
in a neighbourhood of (0, 0) in E x lR. The second equation defines an invertible 
map, D1D2H(O,O) : N(L)-+ N(Q) so that under the conditions of the theorem, 
one can apply the usual Implicit Function Theorem to conclude that e = e(µ) is a 
solution of (3.3)(ii) in a neighbourhood of 0 in R.. Thus for µ =f. 0, µ E (-µo, µo), 
x(µ) = e(µ) + T/(e(µ), µ) is a solution of (3.1) in a neighbourhood of 0 in E. 
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In Theorem 3.2 f is a C 2-map f: Ex JR.N ~ F and the spaces are split such 
that E = N(P) EB S where S c N(L) = ToM EB S and F = N(Q) EB R(L) where 
L = LIN(P)- Of course F = N(Q) EB R(L). As mentioned in the remarks above we 
. -: ------- A 
now find that the maps D1D2H(O,O): ToM ~ N(Q) and L: N(L) ~ R(L) = R(L) 
are bijections so that eventually we get that x( 'Y, µ) is a solution of f ( x, µe0 ) = 0. 
Here 'Y is a fixed element of SC N(L). 
We now prove Theorem 3.2. 
Proof of Theorem 3.2: 
The first part of the proof consists of seeking maps that satisfy the conditions 
stipulated in the summary above. To accomplish this we need to split our spaces 
accordingly. 
So let P: E ~Ebe the continuous projection such that R(P) =Sand N(P) = 
..-.-
ToM EB N(L). That is 
..-.-
E = N(L) EB N(L) 
..-.-
= N(L) EB ToM EB S 
= N(P) EB S. [cf. definition 0.1.6) 
[Note that T0 M = N(L) n N(P). In the remarks above we showed that T0 M C 
N(L).] 
Let T: N(P) ~ N(P) be the continuous projection such that R(T) = T0 M and 
..-.-
N(T) = N(L). 
Fix 'YES and let g: N(P) x JR~ F be defined by 
g(xo,µ) 6 f(xo + W'f + <Pi(Txo),µe0 ). 
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g also depends on the "Y E S chosen, but we will not emphasize this. 
Then 
g(O,O) = !(~ + o, + <P1(TO),oe0 ) = f(O,O) = 0. 
Further, 
so that 
D1g(O, 0) = D1f(O, O)IN(P)· 
Let L ~ LIN(P), the restriction of L to N(P). Then 
N(D1g(O,O) = N(L) = ToM = N(L) n N(P) 
and R(L) = R(LIN(P>),= R(L), dimN(L) = dimToM = d- I. I= dimN(L) -
codimR(L) so that codimR(L) = d - I. Therefore dimN(L) = codimR(L) = 
codimR(L) = d- I. Thus Lis Fredholm of index zero. 
Also 
D2g(xo,µ) = D1f(xo + µ( + <P1(Txo),µe0 )D(µ)(xo + µ( + <P1(Txo)) 
+ D2f(xo + µ, + <P1(Txo),µe0 )D(µ)(µe 0 ). 
Therefore 
D2g(O, 0) = D1f(O, O)T + D2f(O, o)e0 
= D2f(o, o)e0 
since L = D1f(O,O) and "YES C N(L). 
By the definition off and g it suffices to solve the equation 
g(xo,µ) = 0. (3.4) 
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Write (3.4) as 
(3.5) 
where 
h(xo,µ) = D1g(O,O)xo - g(xo,µ) 
A 0 
= Lxo - f(xo +WY+ </>1(Txo), µe ) 
so that h(x0 , µ) = Lx0 if and only if g(x0 , µ) = 0. 
Let Q : F-+ F be the continuous projection such that R(Q) = R(L) = R(L). 
Any xo E N(P) can be written as e + T/ = Txo + (I - T)x0 • Now (3.5) can be 
written as 
t( e + T/) = h( e + T/, µ) 
te + tT/ = h( e + T/, µ) 
LTJ = h(e + TJ, µ) [e = Txo e R(T) = ToM = N(L)] 
QLTJ = Qh(e + TJ, µ) 
LTJ = Qh(e + TJ,µ) [R(Q) = R(L)]. 
Let L = Ll:N(L)· Now L : N{i) -+ R(L) = R(L) is a bijection and so has a 
A ----- A 
bounded inverse K from R(L) to N(L) since R(L) is closed [cf. Theorem 0.1.20]. 
A-1 
Thus TJ = t Qh(e + TJ,µ) = KQh(e + TJ,µ). 
Further, 
(I - Q)LTJ =(I - Q)h(e + TJ,µ) 
so that 
0--: (I - Q)h(e + TJ, µ) [LTJ E R(L)_ = R(Q) = N(I - Q)]. 
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So (3.5) implies the system of two equations 
TJ = KQh(e + 77, µ) 
0 =(I - Q)h(e + TJ, µ). 
(3.6) 
(3.7) 
Conversely, if e' T/ are any solutions of these equations then Xo = e + T/ is a solution 
of (3.5), as is easily seen. 
Let h(e, 71, µ) = 77 - KQh(e + 77, µ). Then h is a C2-function since h is. [This 
follows from KQh(e + TJ, µ) = KQ(L71-g(e + 77, µ) = 71-KQg(e + 77, µ)and g E C2 
since f E C2 .] 
h(O, 0, 0) = 0 - KQh(O + 0, 0) = -KQh(O, 0) 
= -KQ[LO - g(O, O)] 
=0 
since L, K, Q are linear and g(O, 0) = 0. 
D2h(O,O,O) = D(,,)[T/ -KQh(e + 77,µ)]l(o,o,o) 
= INW :.._ KQD<,,>h(e + 77, µ)]l(o,o,o) 
= INW - KQDc,,>[t(e + 77)- J(e +.,, + wr + </>1(T(e + 77)),µe 0 )llco,o,o> 
= INW -KQDc,,>[LTJ - J(e + TJ + wr + </>1(e),µe 0 )llco,o,o> 
= INW - KQ[t - D1J(e +.,, + wY + </>1(e),µe0 )Dc,,>(e +.,, + wY + </>1(e))]lco,o,o) 




- ------Therefore D2 h(O, 0, 0) is invertible in N(L ). The hypothesis of the Implicit Function 
Theorem on Banach spaces [cf. Theorem 0.2.2] then is satisfied and so we deduce 
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that there is a neighbourhood U of zero in ToM x Janda neighbourhood V of zero ---in N(L) and a unique map 77: U-+ V such that 77(0, 0) = 0 and h(e, 77(e, µ), µ) = 0 
on U. The map 77 is a C2-function. Thus {3.6) has a unique solution 11(e,µ) in V. 
Substitute 11( e, µ) in (3. 7) to get 
H(e,µ) ~ (1 - Q)h(e + TJ(e,µ),µ). . (3.8) 
Let Xo E Mi = {xo I Xo = e + </>2(e) for some e E v c ToM}. Note that 
Mi c M. Since e, </>2(e) E N(P), Mi is a local C 2-manifold of N(P) and for any 
xo E Mi we have 
g(xo,o) = J(e + </>2(e) + </>i(T(e + </>2{e))),o) 
= J<e + <1>2(e) + </>i(e),o) 
=0. 
[T(e + </>2(e)) =Te+ T</>2(e) =Te= e and by {i) f(x, 0) = 0 for x E Mi CM.] 
Thus forµ= 0, x0 E Mi satisfies {3.4) and hence (3.5). It follows then that {3.6) 
and (3. 7) must also be satisfied for µ = 0 with T/ = </>2( e). If h is sufficiently small, 
it follows from the uniqueness of TJ(e,µ) that for Hell< h, 11(e,o) = </>2(e) and 
H(e, o) = (1 - Q)h(e + 11(e, o), o) 
= (1 - Q)h(e + <1>2(e), o) 
= (1 - Q)[.t<e + <1>2<en - J(e + <1>1(e) + <1>2{e),o)J 
=(I - Q)[L(e + </>2(e))] since f(x, 0) = O for x E M 
= O since L(e + </>2(e)) E R(L) = R(Q) = N(I - Q). 
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Hence H(O, 0) = 0. 
DiH(e, µ)=(I - Q)Dcoh(e + .,,(e, µ), µ) 
=(I - Q)Dce> [t<e + 11(e, µ)) - f(e + .,,(e, µ) + wY + 4>1(e), µe0 )] 
=(I - Q)[t + tD111(e, µ) - DiJ(e + 11(e, µ) + wr + <1>1(e), µe0 ) 
Dco<e + 11(e, µ) + wY + 4>1(e))J 
=(I - Q) [t + tD111(e, µ) - DiJ(e + ,,(e, µ) + wr + <1>1(e), µe0 ) 
(IToM + Di11(e,µ) + D</>1(e))]. 
DiH(O,O) =(I - Q)[L + LD171(0,0)- L(IT0M + D177(0,0)] 
=(I - Q)[L + LD171(0,0) -L- LD111(0,0)] 
= (I - Q)(O) 
=0. 
This shows that D1H(O, 0) is not invertible and so we cannot apply the Implicit 
Function Theorem. We shall introduce an auxilliary function such that this function 
vanishes for (e, µ), µ f. 0 if and only if the function H vanishes. This function will 
have a derivative with respect to e that is invertible. Finding the zeros of this new 
function then will be equivalent to finding the zeros of H. 
Let 
forµ f. 0 
forµ= 0 
iI(e,µ) is C 1 with respect to the second variableµ. 
This is clear forµ f. 0. Forµ= 0: 
1 - - 1 1 
-(H(e,·µ) - H(e, 0)) = -(-H(e, µ) - D2H(e, 0)). 
µ µ µ 
By Theorems 0.2.4 and 0.2.5, since H(e, µ) E C2 , 
H(e, µ) = H(e, 0) + µD2H(e, 0) + fo1 (1 - o:)D~H(e, o:µ)do:. 
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Hence, since H(e, 0) = 0, 
- . 1 - -
D2H(e,µ)lµ=O = hm -(H(e,µ) - H(e,0)) 
p.-+O µ 
= lim f1 (1 - a)D~H(c, a1.t)da 
µ.-+O lo 
1 2 ( = 2n2H e,o). (3.9) 
Hence iI(e,µ) is differentiable atµ= 0. To show that the derivative is continuous: 
For µ =I 0 we have 
But since D 2 H(e, µ) is C 1 inµ, 
Hence, 
Hence D 2 H(e,µ) is continuous atµ= 0. 
Solving H(e,µ) = 0 is equivalent to solving 
iI(e,µ) = o. (3.10) 
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We now show that H(O,O) = 0 and D1H(e,o) is invertible. 
Also 
nee, o) = D2H(e,o) 
=er - Q)D<µ>h(e + ,,ce, o), o) 
=er - Q)D<µ> [tee+ ,,ce, o)) - ice+ ,,ce, o) + <1>1Ce), 0)1 
=(I -Q) [tn2,,ce,o) -D1JCe + ,,ce,o) +4>1Ce),o)n2,,ce,o) 
-D2J(e + ,,ce,o) + <1>1Ce),o)D<µ>(µe 0 )] 
= c1 - Q) [tn2,,(e,o) -D1JCe + ,,ce,o) + <1>1Ce),o)n2,,ce,'o) 
-D2J(e + ,,ce,o) + <1>1Ce),o)e0]. (3.11) 
.H(o,o) = D2H(o,o) =(I - Q) [tn2,,(o,o) -D1f(o,o)n2,,(e,o) 
-D2f(o, o)e0 ] 
=-(I - Q)D2f(O, o)e0 
=0. 
[The second equality holds by (3.11). The last equality holds since by hypothesis 
(ii) Lx = -D2f(O,o)e0 has a solution and so D2f(O,o)e0 E R(L) = R(Q) = 
N(I - Q).] 
Differentiate equation (3.11) with respect to e to get 
D1H(e,o) = D1D2H(e,o) 
= c1 - Q) [ tn1n2,,ce, o) - cni ice+ ,,ce, o) + <1>1 ce), o) 
Dco<e + ,,ce, o) + <1>1(0)D277(e, o) 
- n11ce + 77(e, o) + <1>1Ce), o)n1n2,,ce, o) 
- D1D2J(e + 77(e, o) + <1>1Ce), o)Dce>Ce + ,,ce, o) + <1>1Ce))e0 ] 
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so that 
D1D2H(O,O) =(I -Q) [iD1D217(0,0)-" Dif(O,O){Ir0 M + D177(0,0) 
+ D<P1(0)}D217(0, 0)--: D1f(O, O)D1D217(0, 0) 
·That is, 
- D1D2f(O, O){IroM + D177(0, 0) + D<P1(o)}e0]. 
D1D2H(O, 0) =(I - Q)[LD1D217(0, 0) - D~f(O, O)D217(0, 0) 
- iD1D211(0, o) - D1D2f(o, o)e0 ] 
= -(I - Q)[Di f(O, O)D217(0, 0) - D1D2f(O,o)e0 ] 
For w E ToM we obtain 
Differentiate (3.6) with respect to µ to get 
D211(e, µ) = KQDc">h<e + 11(e, µ), µ) 
so that 
= KQDc">[i(e + 11(e, µ) - J(e + 11(e, µ) + µ; + <P1(e), µe0 )1 
= KQ[iD211(e, µ) - D1J(e + 11(e, µ) + µ; + <P1(e), µe0 ) 
Dc">ce + 11(e,µ) + µ; + <P1Ce)) - D2J(e + 11(e,µ) + µ; + <P1(e),µe 0 )D(µ)(µe 0 )J 
= KQ[iD211(e, µ) - D1JCe + 11(e, µ) + µ; + <P1Ce), µe0 ) 
{D211(e, µ) +;} - D2J(e + 11(e, µ) + µ; + <P1Ce), µe 0 )e0l 
D211(0, 0) = KQ[LD217(0, 0) - D1f(O, O)D217(0, 0) - D2f(O, o)e0 ] 
= -KQD2f(o, o)e0 
= -KD2f(o,o)e0 
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since L'"'f = 0 and D2f(O,o)e0 E R(L) = R(Q) by (ii). 
~ -1 
Remember K = L so that we have 
(3.13) 
since R(L) = R(L). 
Now we see that D211(0, 0) is a solution of Lp = -D2f(O, o)e0 • By (3.12), (3.13), 
remark after Theorem 3.1 and hypothesis (iii) D1D2H(O,O)w = 0 only if w = 0. 
Now use the following observations: 
F = R(L) ffi N(Q), 
dim To M = dim N ( Q) < oo since L is Fredholm of index zero. Further D 1 D2 H ( 0, 0) : 
T0 M --+ N(Q), and dimT0M = d - I = dimN(Q) < oo. So that the range 
and domain of D1D2 H(O, 0) are both finite dimensional, with the same dimension. 
N(D1D2H(O, 0)) = {O} and so D1D2H(O, 0) is invertible. 
We then use the Implicit Function Theorem [cf. Theorem 0.2.2] to deduce that 
there is a neighbourhood U of zero in Janda neighbourhood V of zero in T0 M and 
a unique map e: U--+ V such that e(o) = 0 and iI(e(µ),µ) = D2H(e(µ),O) = 0 on 
U. The map e is a C 1-function. Thus (3.10) has a unique solution e(µ) in V. Let 
----= e(µ) + 11(e(µ),µ) + µ'"'( + </>1(Te(µ)) since 1/ E N(L) = N(T) 
= e(µ) + TJ( e(µ ), µ) + µ'"'( + </>1 ( e(µ)) since e E ToM = R(T) 
A x('Y,µ). 
Then x( '"'(, µ) is a solution of (3.1) and is unique in a neighbourhood of 0 in E when 
µ-:/= 0. Moveover x('Y, 0) = 0, and x('Y, µ) is C 1 . 
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This completes the proof of the first part. 
The proof of the second part of this theorem will consist of showing that the 
function K to be obtained below satisfies the hypothesis of this theorem. Before we 
do this we have the following remark. 
Remark. ff we do not assume that f is C2 with respect to µ the above proof still 
goes through except that we can only conclude that x( 1, µ) is continuous. This 
follows from the following observation: 
ff f is C1 with respect to µ, then so is H. Therefore by definition of iI one can 
show that H is c0 • The application of the Implicit Function Theorem thus yields 
the fact that e is a c0-function ofµ and hence by the definition of x we get that 
x(1,µ) E C0• 
We now show that when µ '# 0, D1 f ( x( 1, µ), µe0 ) A L µ. is an invertible Fredholm 
operator. 
Consider 
D1g(xo,µ) = D1f(xo + µ1 + </>1(Txo),µe0 )D(x0 )(xo + µ1 + </>1(Txo)) 
= D1f(xo + µ1 + </>1(Txo),µe0 ){IN(P) + D</>1(Txo)T}. 
Substitute xo(1,µ) for Xo where xo('Y,µ) = e(µ) + TJ(e,µ). Then we have 
D1g(xo(1, µ), µ) = D1f(xo('Y, µ) + µ1 + </>1(Txo('Y, µ)), µe0 ) 
{JN(P) + D.</>1Txo('Y,µ)T} 
= D1f(x( 1, µ), µe 0 )1N(P)[IN(P) + D</>1Txo('Y, µ)T]. 
AlsonotethatD</>1(Txo(1,µ))T-+ D</>1(Txo(t,O))T =Oasµ-+ OandD1f(x(1,µ), 
0 A ~ ~ A 
µe )IN(P) = Lµ.-+ L = D1f(O, 0) in norm by the remark following Theorem 0.2.3 as 
µ-+ 0 so that there exist 6 > 0 such that 11£µ. - £11 < 6. Let Lµ. = L + (Lµ. - L) = 
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L + K. Since K C C(N(P), F), i.e., K belongs to the Banach space of bounded 
linear operators that map N(P) to F, perturbation theory says i(Lµ) = i(L), that 
is, Lµ and L have the same index and if Lis Fredholm then so is Lµ [cf. Theorem 
0.1.19]. Forµ E J = (-µo,µo), µ =F 0, Lµ is invertible if it has a trivial nullspace 
in N(P). We need to show that 
Lµy = D1g(xo(T, µ), µ)y 
= D1f(x(;,µ),µe 0 )1N(P)Y = 0 
(3.14) 
has a unique solution y = 0 in N(P) forµ E J, µ =F 0. x(T, µ) is a solution of (3.1) 
so that f(x(;,µ),µe 0 ) = 0. Differentiate f(x(;,µ),µe 0 ) = 0 with respect toµ E J 
to obtain 
At µ = 0 we obtain 
and x(;,O) = 0 so that 
Hence D2x(;,O) is a solution of Lx = -D2f(O,o)e0 since L = D1f(O,O). 
Let K(y,µe 0 ) 6 D1f(x(;,µ),µe 0 )y. Note that DiK may not exist. 
Now if f is C2 , D~K will involve derivatives off of order higher than two. However, 
owing to the remark above we will still be able to show that (3.14) has a unique 
continuous solution. Let y EM= T0 M then 
K(y,0) = D1f(x(;,O),O)y = D1f(O,O)y =Ly= 0 
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and so K satisfies hypothesis (i). 
so that the equation Lx = -D2 K(O,o)e0 = 0 has a solution p E T0 M and so K 
satisfies hypothesis (ii). 
If Lp = 0 and w E T0 M we have 
D1K(y, µe0 ) = D1f(x( ,, µ), µe0 )1N<P> = Lµ 
DiK(y,µe 0 ) = o 
D1D2K(y, µe0 )e° = Dif(x('Y, µ), µe0 )D2x( ,, µ) + D1D2f(x( ,, µ), µe°)e0 • 
Therefore D~ K(O, 0) = 0 and 
so that 
and so K satisfies hypothesis (iii). 
The conditions of Theorem 3.2 are satisfied and so we conclude that there is 
a neighbourhood of 0 in N(P) C E such that for µ E J, µ /:- 0 the equation 
D1f(x('Y, µ), µe0 )y = 0 has a solution jj( {,µ)that is unique in this neighbourhood. 
This equation is linear in y and so the unique solution must be y = 0 for µ /:- 0, 
µ E J. Thus D1f(x({,µ),µe 0 ) is invertible. This completes the proof of Theorem 
3.2. D 
In order to apply Theorem 3.2 to a system of ODE's one has to find a suitable 
submanifold M with the correct dimension. However, when autonomous systems 
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are considered, one usually gets dim M = 1 and d - I may be greater than one. To 
get the correct dimension we can sometimes, in a multiparameter case, use some of 
the parameters to obtain M and then apply Theorem 3.2. We have the following 
theorem. 
Theorem 3.3. Let E, F be Banach spaces, and f : E x JRN -+ F be a C2-mapping 
on a neighbourhood of (0, 0) in Ex JRN such that /(0, 0) = 0 and the linear operator 
L A D1f(O,O) is a Fredholm operator with index I~ 0. Let 4 = dimN(L). Let 
Soc E, dim So= d-I and S1 c E, dimS1 =I be such that N(L) = S0 ffi S1. Let ---- ----N(L) CE be such that E = N(L) ffi N(L). Moreover assume: 
(i) There exists a linear subspace WC JRN, dim W = d - I, such that e E W 
and D2f(O,o)e E R(L) ~ e = 0. 
(ii) There exists e0 E JRN such that D2/(0, O)e0 -::f. 0 and the equation Lx = 
-D2f(O,o)e0 has a solution p(e0 ) EE. 
(iii) H w E So and {D~f(O, O)p(e0 ) + D1D2f(O, O)}w E R(L) then w = 0. 
Then there exists µ0 > 0, a neighbourhood U of zero in S1 , and maps x : U x 
J -+ E, e : U x J -+ JRN such that e(-y,0) = 0, D2e('Y,O) = e0, x('Y,O) = 0, 
f(x('Y, µ), e( -y, µ)) = 0, for any ( -y, µ) E U x J where J = (-µo, µo). Moreover 
D1f(x(-y,µ),e('Y,µ)): E-+ Fis an invertible Fredholm operator with index I, for 
anyµ I- 0, lµI < µo. 
Remark. From the assumptions of the Theorem, it follows that 
-(1) F = R(L) ffi R(L): From (i) e E Wand D2f(O,O)e = 0 ~ e = 0. 
Hence since W is finite dimensional D2f(O, O)lw is one to one. Hence 
dim(D2/(0,0)lw) =dim W = d-I = codimR(L). Also from (i) R(D2/(0,0)lw)n - -R( L) = { 0}. Let R( L) = R( D2 f ( 0, 0) I w ). Then F = R( L) ffi R( L) by The-
orem 0.1.21. 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 69 
(2) N > d - /: This is seen from the following observation. Since D2 f(O, 0) : - - -JRN-+ R(L) E9 R(L) we have R(D2f(O,O)) c R(L) E9 R(L). But R(L) = -R(D2f(O,O)lw) so that R(L) c R(D2f(O,O)) andhencedimR(D2/(0,0)) > -d - I. Also 0 ::F D2f(O, o)e0 E R(D2f(O, 0)), D2f(O, O)e0 fl. R(L) since 
(i) and (ii) ===} e0 fl. W. Hence dimR(D2f(O, 0)) > d - I, and N = 
dimR(D2f(O,O)) + dimN(D2f(O,O)) > d - I+ dimN(D2f(O,O)). Thus 
N > d-1. 
Proof. We can suppose that W = lR.d-I x {O} and D2f(O,o)e E R(L) ===} e E 
{0} X lR.N-d+I, so that e = (0, e") where e" E lRN-d+I. 
Let us introduce a function <P. This function will have properties that we will ----need later in the proof of this theorem. So let T = N(L) x ]Rd-I and <P : Sox T-+ F 
be defined by <P(eo, (17, e')) = J(eo + 17, (e', 0)). Observe that eo E So, (17, e') E T = ----N(L) x ]Rd-I. 
Since f is C2 so is <P and <P(O, 0) = f(O+O, (0, 0)) = f(O, 0) = 0 and D2<P(eo, (17, e'))(7J1, eD = 
Dlf(eo + .,,,ce,0))7]1 + D2f(eo + .,,,ce,one~. 
Therefore D2<P(0,0)(7Ji,eD = Dlf(0,0)111 + D2f(O,o)e~. Since (7Ji,eD is arbi-
trary and D1f(O,O) = L we have 
D2<P(O, 0)(17, e') = L7J + D2f(O, O)e' 
= L7] since e' E Wand thus D2f(O,O)e' = 0 
------ ----7] E N(L) and L7J E R(L). LNW: N(L)-+ R(L) is a bijection [cf. Theorem 0.1.20] 
and hence D2<P(O, 0) is invertible. The Implicit Function Theorem [cf. Theorem ----0.2.2] says there exist unique maps 7J: So-+ N(L) and e': S0 -+ JRd-I defined in a 
neighbourhood Uo of zero in So such that 
(3.15) 
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Also 
Therefore 
D1~(eo,(11,e')) = D1J(eo + 11,(e',o)Dceo>Ceo + 11)) 
= D1J(eo +11,(e',O))Iso· 
(3.16) 
since eo E So c N(L). Also x(eo) A ~(eo, (11(eo), e'(eo))) = 0 for all eo in So such 
that leol < o. 
Dx(eo) = D1 ~(eo, (11(eo), e' (eo))) + D2~(eo, (11(eo), e'(eo )))Dce0 >(11(eo), e'(eo )). 
At eo = 0 in the direction of any eo in So we have 
0 = Dx(o)eo = [D1~(O,0) + D2~(0, O)(D11(0), De'(O)]eo. (3.17) 
By (3.16) and (3.17) we have 
Now D2~(0, 0) is a bijection as proved above and hence we must have (D77(0), De'(O)) = 
(0, 0), that is, 
D17(0) = 0, De' (0) = 0. (3.18) 
----Let P: E-+ Ebe the projection such that R(P) =So and N(P) = S1 EB N(L) 
and define G : E x RN-d+I -+ F by G(x, e") = f(x, (e'(Px ), e")). We will show 
that G satisfies the hypothesis of Theorem 3.2. 
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G(O, 0) = f(O,(e'(PO), 0)) = f(O, (e'(O), 0)) = f(O, (0, 0)) = f(O, 0) = 0 since 
PO = 0, e'(O) = 0 and f(O, 0) = 0. 
Di G(x, e")x' = [D1f(x, (((Px ), e")) + D2f(x, (((Px ), e"))Dcx>(e'(Px ), e'')]x' 
= [D1f(x, (((Px ), e")) + D2f(x, (( (Px ), e"))(De' (Px )P, e")]x'. 
DiG(O,O)x' = Dif(O,O)x' + D2f(O,O)(D((O)P,O)x' 
= Dif(O,O)x' + D2f(O,O)(D((O)Px',O) 
and since De'(O) = 0 by (3.18) and D2f(O, 0) is linear we get after replacing x' by 
x 
Di G(O, O)x = Dif(O, O)x = Lx. 
Now D1G(O,O) = L is Fredholm with index I, and N(D1G(O,O)) = N(L), 
R(D1G(O,O)) = R(L). 
Let M = {x = eo + 11(eo) : eo E So}. Then M is a C 2-submanifold of So EB ----N(L) CE. The tangent space at 0 is ToM = So. [To see this note that Ta.M = 
{y I y = ~~ lt=O such that x : [-1, 1] -+ Mis of class C 1 ' x(O) =a} [cf. Definition 
0.2.1]. Here a= 0. We have 
dx(t) d 
dtlt=o = dt (eo(t) + 11(eo(t))lt=o 
= ~0 (0) + D11(eo(O)) dJt0 (0) 
= deo (O) + D (O) deo (O) 
dt 7J dt 
= deo (o) 
dt 
since D77(0) = 0 by (3.18). So is a finite dimensional space so that ~to (0) E S0 and 
hence ToM C So and since ToM and So have the same dimension we get ToM = S0 .] 
Also 
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G(x, O)IM = J(eo + TJ(eo), (e'(P(eo + 11(eo)), O)) 
= J(eo + TJ(eo), (e'(Peo), 0)) since PTJ(eo) = 0 
= J(eo + TJ(eo), (e'(eo), 0)) since Peo = eo E R(P) =So 
= <I>(eo, TJ(eo), e'(eo)) by definition of <I> 
= 0 by (3.15). 
Therefore the function G satisfies hypothesis (i) of Theorem 3.2. 
FromLp(e0 ) = -D2f(O,o)e0 we get D2f(O,o)e0 E R(L). Let e0 = (O,e"0 ) where 
e110 E JRN-d+I. As we saw above e0 <f. W can always be written in this form so that 
e"o E JRN-d+I. 
We now get D2G(x, e"0 )p = D2f(x, (e'(Px), e"0 ))Dce"o>(e'(Px), e"0 )p where p E 
JRN-d+I so that 
" 
Since ·p is arbitrary we replace it by e"0 to get 
D2G(O, O)e"0 = D2f(O, 0)(0, e"0 ) = D2f(O, O)e0 = -Lx =-Di G(O, O)x. 
Therefore D1 G(O, O)x = -D2G(O, o)e"0 is the same as Lx = -D2f(O, o)e0 and 
has solution p(e0 ). Therefore the function G satisfies hypothesis (ii) of Theorem 
3.2. 
Let w E T0 M = S0 and consider 
[D~G(O, O)p(e0 ) + D1D2G(O, O)e''0 )w E R(D1G(O,0)) = R(L). (3.19) 
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By definition G(x,e") = f(x,(e'(Px),e")) 
so that D1 G(x, (')p(e0 ) = {D1f(x, (((Px), e")) + D2f(x, (e'(Px), e")) 
(D((Px)P,O)} p(e0 ) 
and {D~G(x, e")p(e0 )}w = {[D~f(x, (((Px), e"))+ 
D1D2f(x, (((Px), e"))(De'(Px)P, 0)+ 
[D1D2f(x, ((Px), e")+ 
D~f(x, ((Px), e"))(D((Px)P, O)] 
(D((Px)P, 0) + D2f(x, (e'(Px), e")) 
(D2e'(Px)P2, o)]p(e0 )} w. 
Therefore {DiG(O,O)p(e0 )}w = {Dif(O,O)p(e0 )}w since 
D((PO) = D((O) = 0 by (3.18) 
-----and Pp(e0 ) = O since p(e0 ) E N(L). 
And 
D2G(x, e")('0 = D2f(x, (((Px), e"))(O, lmN -d+I )e"0 
= D2f(x, (e'(Px ), e"))(O, e"0 ) 
{D1D2G(x, e'')e"0 }w = {[D1D2f(x, (e'(Px), e'')) 
+ D~f(x, (((Px), e"))(D((Px)P, e")](O, e"0 )}w 
{D1D2G(O,o)e"0 }w = {D1D2f(O,o)e0 }w since e0 = (o,e"0 ) 
and D((O) = 0. 
We now see that (3.19) is equivalent to 
As a result of hypothesis (iii) of this theorem w = 0 so that G satisfies hypothesis 
(iii) of Theorem 3.2 
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We have now shown that G satisfies hypothesis (i), (ii) and (iii) of Theorem 3.2. 
The first part of the conclusion of Theorem 3.3 now follows from the conclusion 
of the first part of Theorem 3.2. 
Note that e: U x J-+ R.N is defined by e("Y,µ) = (e'(Px(-y,µ)),µe 110 ) so that 
e("Y,O) = (e'(PO),O) = (e'(O),O) = (0,0) = 0. 
D2e("Y, µ) = (De'(Px("Y, µ))P D2x( -y, µ), Dµe" 0 ) 
= (De' ( Px("Y, µ) )P D2x( "Y, µ ), e"0 ). 
D2e(-y,O) = (De'(Px(-y,O))PDx(-y,O),e"0 ). 
(3.20) 
Since x( -y, 0) = 0 by the conclusion of Theorem 3.2 and De'(O) = 0 by (3.18) we 
have ne'(Px("Y, 0) = 0 so that 
(3.21) 
We now show that D1f(x("Y, µ), e("Y, µ)) : E -+ F in an invertible Fredholm 
operator of index I. 
D1 f(x( -y, µ), e( -y, µ))is Fredholm of index I by perturbation theory [cf. Theorem 
-......-
0.1.19]. Recall J = (-µo, µo). Let g: (So@N(L))x J-+ F be defined by g(x, -y, µ) 6 
D1f(x(-y,µ),e("Y,µ))x. Theng(x,-y,O) = D1f(x(-y,O), e(-y,O))x = D1f(O,O)x = Lx. 
The second equality follows from x("Y, 0) = 0 by the conclusion of Theorem 3.2 and 
eC"Y, o) = o by (3.20). 
D1g(O,-y,O) = L so that N(D1g(O,-y,O)) =So, R(D1g(O,-y,O)) = R(L). There-
fore D1g(O,-y,O) is Fredholm; index of 
D 1 g(O, -y, 0) = dimN(D1g(O, -y, 0) - codimR(D1g(O, -y, 0)) 
= dimN(D1g(O,-y,O)- codimR(L) 
=dim So - codimR(L). 
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Now dim So= d- I and codimR(L) = dimN(L) - I= d- I. 
Thus i(D1g(O, ")', 0)) = (d - I) - (d - I) = 0 so that D1g(O, ")', 0) is Fredhohn 
with index zero. Let x E So = ToM = M. Then g(x,")',O)lso = Lisa = 0 since 
Soc N(L). 
Therefore g satisfies hypothesis (i) of Theorem 3.2. 
D3g(x, ")', µ) = [Dif(x('Y, µ), e('Y, µ))D2x(1', µ) + D1D2f(x(1', µ), e( ")', µ))D2e(1', µ)]x. 
D3g(O,")',O) = [Dif(O,O)D2x(")',O) + D1D2f(O,O)D2e(1',0)] * 0 
=0. 
D1g(O, O, O)x = Lx = 0 = -D3g(O, 0, 0) has a solution p E So so fix p E So to be a 
solution of D1g(O, 0, O)x = -D3g(O, 0, 0). 
Therefore g satisfies hypothesis (ii) of Theorem 3.2. 
Observe that from J(x( ")', µ), e(x, µ)) we get 
D(µ)f(x('Y, µ), e(x, µ)) = D1f(x(1', µ), e( ")', µ))D2x(1', µ) 
+ D2f(x(1,µ),e(1,µ))D2e(1',µ). 
By the conclusion of Theorem 3.2, equations (3.20) and (3.21) we have 
Therefore D2x(1', 0) satisfies the equation Lx = -D2f(O, o)e0 and hence so does 
D2x(O,O). 
If w E So and D1g(x,")',O)p = Lp = 0 we have 
{Dig(x,")',O)p}w = {Lp}w =Ow= 0. 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 76 
That is {Dfo(O, 0, O)p}w = 0. 
D1g(x, 1, µ) = D1f(x('Y, µ), e( 1, µ)) and 
{D1Dag(x, /, µ)}w = [Dif(x( /, µ), e( /, µ))D2x('Y, µ) + D1D2f(x(1, µ), e('Y, µ))D2e( /, µ)]w. 
Therefore {D1Dag(O, O, O)}w = [Di/(O, O)D2x(O, 0) + D1D2f(O, O)e0 ]w so that 
{Dig(O, 0, O)p + D1Dag(O, 0, O)} = {Dif(O, O)D2x(O, 0) + D1D2f(O, o)e0 }w. 
As a result of hypothesis (iii) of this theorem w = 0 so that g satisfies hypothesis 
(iii) of Theorem 3.2. 
Therefore all the hypotheses of Theorem 3.2 are satisfied and hence the equation 
D1f(x(1,µ),e('Y,µ))x = 0 has a unique solution x(1,µ) in E. Since this equation 
is linear in x the unique solution must be x = 0 for µ 'f:. 0, µ E J. 
This completes the proof of Theorem 3.3. 0 
Chapter 4. EXISTENCE OF BOUNDED SOLUTIONS 
In this chapter we will use the theorems in Chapter 3 to show the existence 
of bounded solutions for systems of the form of equation (2.1.1). We state two 
theorems; 
(i) for the case where I= 0, 
(ii) and for the case where I~ 0. 
We will prove the theorem for the case where I 2:: 0. As we will show below the 
results in this chapter make use of Lemma 2.3.1 in Chapter 2 and the three theorems 
in Chapter 3. We intend to show that under certain conditions on the perturbative 
term h, equation (2.1.1) has a bounded solution z(t, µ) near 'Y(t), where 'Y(t) is 
a bounded solution of the unperturbed system z = g(z). Again in this chapter 
X 6 Cl(R.,R.n), Y 6 cg(R.,R.n), V = R(P) and W = N(Q) are the stable and 
unstable subspaces of (2.3.3), respectively. The first main result is the following: 
Theorem 4.1. Let (Hl) and (H2) in Chapter 2 hold and let 1 = e0 ER. in equation 
(2.1.1). Let I= dim V +dim W - n. Suppose, furthermore, that 
(i) the dimension of the stable and unstable subspaces has sum n, 
(ii) ..Y(t) is the unique (up to a scalar multiple) bounded solution of 
x(t) = A(t)x(t), A(t) 6 Dg( 'Y(t)), 
(iii) 
(4.1) 
l: 1/J*(t)h(t,"((t),O)dt = 0, l: ?jJ*(t)D1 h(t,"((t),O)dt # 0, (4.2) 
Typeset by A.,MS-'!EX 
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where ,,P(t) is the unique (up to a scalar multiple) bounded solution of the system 
adjoint to (4.1). Then there exists positive constants A, u, 0 < jµj < u such that the 
perturbed system (2.1.1) has a unique solution z(t,µ) satisfying lz(t,µ) --y(t)I <A 
for all t. Moreover asµ-+ O, sup lz(t, µ) - -y(t)I = O(µ). 
tEI!l 
We do not prove Theorem 4.1 since it is a special case of Theorem 4.2. However 
we have the following remarks. -
Remarks. (1) Note that (4.1) is the same as (2.3.3). 
(2) ,,P(t) is the unique bounded solution of the system adjoint to (4.1): To see 
this note that by Lemma 2.3.1 and hypothesis (i). L = D1f(O, 0) is Fredholm of 
index I= 0. By hypothesis (ii) N(L) is spanned by i'(t) and dimN(L) = 1. In the 
proof of Lemma 2.3.1 we showed that I= dim(V n W) - dim(V.i. n w.i.) so that 
dim(V.i.nw.i.) = 1. Let X(t) bethefundamentalmatrixof(4.l). ThenX-h(t) is 
the fundamental matrix of the system adjoint to ( 4.1 ). Choose T/ E V 1. n W 1.. Then 
,,P(t) = x-h(t)TJ is the unique bounded solution of the system adjoint to (4.1). 
(3) Consider the condition 
l: ,,P*(t)h(t, -y(t), O)dt = 0, 
l: ,,P*(t)D1h(t,-y(t)O)dt # 0. (4.4) 
For any t0 E JR, -y( t - t 0 ) is also a solution of z = g( z) to which we can apply the 
Theorem. In this case 4.4 becomes 
A(to) A l: t/J*(t - to)h(t, -y(t - to), O)dt = 0, 
A'(to) A l: t/J*(t - to)D1h(t, -y(t - to), O)dt # 0. (4.5) 
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If we let s = t - t0 then t = s + to and realizing that s is a dummy variable, then 
lettings= t-to is equivalent to replacing t-to by t and hence replacing t by t+t0• 
Therefore the condition ( 4.5) implies 
A(to) = l: .,P*(t)h(t +to, 1(t), O)dt = O, 
A'(to) = l: .,P*(t)D1h(t+to,1(t),O)dt-# 0. (4.6) 
The condition then reduces to A(to) = 0, A'(to) "I 0 where A(to), A'(to) can take 
any one of the forms in equation (4.4), (4.5) and (4.6). In the case of (4.4) we take 
to= 0. 
We now extend the result above to the case where the index of L is greater than 
or equal to zero. In the following theorem we will make use of Lemma 2.3.1 and 
Theorem 3.2 of the previous chapter. 
Theorem 4.2. Let d = dimN(L) and let (Hl) and (H2) hold true. Let JR-)'= Mo C 
X, SC X, dimS = d-1 be such that N(L) =Mo EBS. Let I= dim V +dim W -n 
as in Chapter 2, and assume that N > d - I. Let M = { x 0 E X : a E JR, where 
Xa(t) = 1(t +a) - 1(t), for all t E JR}. Furthermore, suppose that one of the 
following conditions are satisfied: 
(i) I= d 
(ii) I= d-1 and f~00 .,P*(t)h(t,1(t),O)dt = 0, f~00 .,P*(t)D1h(t,1(t),O)dt -:f 0, .,P(t) 
being the unique (up to a multiplicative constant) bounded solution of the system 
adjoint to (4.1). Then there exists a positive constant u, 0 < lµI < u, and a 
compact neighbourhood U of 0 in S such that the perturbed system (2.1.1) has 
a bounded solution z(t, h, µ) satisfying lz(t, h, µ) - 1(t)I E U for all t. Moreover 
asµ-+ 0, sup lz(t, h, µ) - 1(t)I = O(µ). 
tEJ! 
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Remarks. (1) ToM = Mo C N(L). This is seen from the following observation: 
ToM = {y I y = ftx(t)lt=o, for some C1-function x : [-1, 1] -+ M, x(O) =a} [cf. 
Definition 0.2.1]. 
Let a E C1[-1, 1], a(O) = 0, then in this case we haves 1-+ z(s) EM, z(O) = x(O), 
s E [-1, 1] where z(s) = Xa(a)· Therefore 
d d 
ds z(s)la=O = ds {1(· + a(s)) -"}'(·)}la=O 
= 1(· + a(s))a(s)la=O 
= 1(· + a(O))a(O) 
= 1(·)a(O). 
Since a(s) E lR for alls E [-1, 1] it follows that a(O) E JR. Hence T:z:(o)M = T0 M = 
1R1. Thus ToM =Mo C N(L). 
From now on we shall write N(L) = T0 M E9 S. 
• 
(2) Theorem 4.1 can be deduced from Theorem 4.2 by simply taking S = 0. 
Note then that N(L) =Mo= T0 M in Theorem 4.1. 
Proof. Introducing a new variable x through z(t) = 'Y(t)+x(t) equation (2.1.1) can 
be written in the form x(t) = g('Y(t) + x(t)) - g('Y(t)) + µh(t, -y(t) + x(t), µe0 ). Let 
[f(x, µe0 )](t) 6 x(t) - {g('Y(t) + x(t)) - g('Y(t)) + µh(t, -y(t) + x(t), µe0 )} 
so that f: xx ]RN-+ y is C2 in a neighbourhood of (0, 0) Ex x ]RN and for all 
y EX we have 
[D1f(x, µe 0 )y](t) = y(t) - {Dg('Y(t) + x(t)) + µD2h(t, -y(t) + x(t), µe0 )}y(t) ( 4.7) 
so that (Ly)(t) = [D1f(O,O)y](t) = y(t)-Dg('Y(t))y(t). The calculations are similar 
to those in section 2.3 of Chapter 2. 
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We will show that the function f defined above satisfies the hypothesis of Theo-
rem 3.2. 
Case I= d. With I= d hypothesis (i) of Theorem 3.2 is not needed since we 
can take M = {O} and f(O, 0) = 0. We also do not need hypothesis (ii) since 
codimR(L) =I - dimN(L) = d-d = 0 so that R(L) = Y. Therefore L: X ~ Y 
is onto so that for each y E Y there is x E X such that Lx = y. Now take y = 
-D2f(O, o)e0 so that (ii) is satisfied with x = p(e0 ). We also do not need hypothesis 
(iii) since 0 = w E ToM so that {Dif(O,O)p(e0 ) + D1D2f(O,O)e0 }0 = 0 E R(L). 
Case I= d - 1. By hypothesis dimN(L*) = 1 since .,P(t) is the unique (up to a 
scalar multiple) bounded solution of the system adjoint to ( 4.1 ). 
0 EM since if a= 0 we get 1(t) -1(t) = 0 so that x(O) = 0. x EM if and only 
if x = x 0 , so that 
f(x,O)(t) = -)'(t +a) - 'Y(t) - [g(1(t +a) -1(t) + 1(t))- g(l(t))] 
= ['Y(t +a) - 'Y(t) - [g(l(t +a)) - g(1(t)J 
= [i'(t +a) - g(l(t +a))] - [i'(t) - g(1(t))]. 
Now i = g(z) is autonomous so that if 1(t) is a solution of this equation, then so is 
1(t+a) for any a E JR and thus f(x, O)(t) = 0-0 = 0 for all t ~ f(x, 0) = 0 E Y. 
Therefore for any x E M, f(x, 0) = 0. Also dimM = 1 since M = <P(JR) where 
<P: JR~ Xis defined by <P(a) = x 0 • Since 1(t) and 1(t+a) are continuous together 
with their derivatives. M is a C1-manifold and since I = d - 1 and dim M = 1 we 
get dimM = d - I. These facts together with the fact that f(x, 0) = 0 for x EM 
imply that f satisfies hypothesis (i) of Theorem 3.2. 
[D2f(x,µe 0 )(t)]e° = -{h(t,1(t) + x(t),µe0 ) + µ[Dah(t,1(t) + x(t),µe 0 )e0 ]} 
so that D2f(O,o)e0 = -h(t,1(t),o). 
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That is, h(t, 1(t), 0) = ""'""D2f(O, O)e0 E R(L) since by hypothesis f~00 ,,P*(t)h(t,1(t), O)dt = 
0 and Lemma 2.3.1 says this holds if and only if h(t,1(t),O) E R(L). 
Now -D2f(O, o)e0 E R(L) implies that the equation Lx = -D2f(O, o)e0 has a 
solution p EX. That is, p(t) is a bounded solution of 
f> = Dg(t(t))p + h(t, 1(t), 0) (4.8) 
or (Lp)(t) = h(t, 1(t), 0) = -(D2f(O, O)e0 )(t). 
Therefore f satisfies hypothesis (ii) of Theorem 3.2. 
Differentiate ( 4. 7) with respect to x and µ to get 
DiD2f(x,µe0 )e0 = - {D2h(t,1(t) + x(t),µe 0 ) + µ [D2Dah(t,1(t) + x(t),µe 0 )] e0 } 
= -{D2h(t, 1(t) + x(t), µe0 ) + µD2Dah(t, 1(t) + x(t), µe0 )e0 } 
DiD2f(O,o)e0 = -D2h(t,1(t),O) 
Let 
Dif(x, µe0 ) = - { D2g(1(t) + x(t))D(x)(1(t) + x(t)) 
+ µD2h(t, 1(t) + x(t), µe0 )D(x)C'Y(t) + x(t))} 
so that Dif(O, 0) = -D2g(t(t)). 
w(t) = [{Dif(O, O)p + DiD2f(O, O)e0 }-)'](t) 
= -{D2g(t(t))-)'(t)}p(t) + D2h(t,1(t),O)-)'(t). 
Differentiate ( 4.8) with respect to t 
dt = Dg(t(t))f>(t) + [{D2g(t(t))1(t)}p(t) + D2h(t, 1(t), 0)-)'(t) + Dih(t, 1(t), O)] 
= Dg(t(t))f>(t) + [-w(t) + Dih(t, 1(t), O)] 
GENERALIZED IMPLICIT FUNCTION THEOREMS AND APPLICATIONS 83 
so that p(t) is a solution of 
x(t) = Dg('y(t))x + [-w(t) + D1h(t, 1(t), O)] 
and hence -w(t) + D1h(t,1(t),O) E R(L) by Lemma 2.3.1. 
By hypothesis of this theorem J~00 tji*(t)D1h(t,1(t), 0) ;6 0 implying that D1h(t, 1(t), 0) ~ 
R(L) by Lemma 2.3.1 and hence w(t) ft R(L). 
Note that in this case we have y = -)'(t) E ToM and -)'(t) ;6 0. We have shown 
the negation of hypothesis (iii) of Theorem 3.2 since y = -)'(t) ;6 0 implies w(t) = 
[{D~J(O, O)p + D1D2f(O, o)e0 }-)'](t) ft R(L). 
Therefore f satisfies hypothesis (iii) of Theorem 3.2. 
The conditions of Theorem 3.2 are satisfied. The conclusion of that theorem 
quarantees the existence of a unique solution x(t, 6, µ) = z(t, 6, µ) -1(t) in a neigh-
bourhood of (0, 0) E U x J C S x JR, 6 E U, µ E J = (-µo, µo) of the equation 
J(x, µe0 ) = 0. Now x(t, 6, µ) EX is bounded in U so that z(t, 6, µ)is also bounded. 
We know that x(t,6,0) = 0 and since x(t,6,µ) is C1 inµ, we have 
x( t, 6, µ) = x( t, 6, 0) + µ fo1 (1 - s )Dax( t, 6, sµ )ds [cf. Theorems 0.2.4 and 0.2.5] 
= µ fo\1 - s)D3 x(t,6,sµ)ds 
= O(µ). 
Thus 
sup lx(t, 6, µ)I = O(µ). 
tel! 
This completes the proof of Theorem 4.2. D 
Chapter 5: APPLICATIONS 
In this chapter we give two examples that are worked out in detail to show where 
and how the theory in the previous chapters can be applied. 
Examples 1. (The case where I= 0) 
In this example we will apply Theorem 4.1. 
Consider the forced pendulum equation 
x + sinx = µsint. 
This equation can be written as a system of two first order equations 
x=y 
ii = - sin x + µ sin t. 
Equation (5.1) has the form 
x = Hy(x, y) + µHy(t, x, y, µ) 
ii= -:--Hx(x, y) - µHx(t, x, y, µ) 
1 - ' 
where H(x,y) = 2y
2 - cosx, H(t,x,y,µ) = -µxsint. 
If we let 
z = (x) ,g(z) = (g1(z)) = ( Hy(x, y) ) 
y 92(z) -Hx(x, y) 
h(t,z,µ) = (h 1(t,z,µ)) = ( il1(t,x,y,µ) ) 
h2(t, z, µ) -Hx(t, x, y, µ) 
then we see that (5.3) has the form 
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Now (5.4) is an equation of the form (2.1.1) with i = e0 E JR. 
Consider the unperturbed equation 
x + sinx = 0, x(O) = 0, x(O) = 2, (5.5) 
or equivalently, 
x=y 
iJ = - sinx, x(O) = 0, y(O) = 2. 
We wish to find a solution for (5.5), so multiply by x and integrate to obtain 
1 ·2 
2x - cosx = 1. (5.6) 
From (5.6) we obtain 
x = ±v'2 ./cosx + 1 
= ±v'2 J2 cos2 ~· 
We can therefore consider x = 2cos ~· Let x = 11"-4z. With this change of variables 
it is not difficult to show that x(t) = 11" - 4tan-1 (e-t) is a solution of (5.5). Also 
d 
y(t) = x(t) = dt[11" -4tan-1 (e-t)] 
= -4 [1 +(~-t)2(-e-t)l 




Therefore 1(t) = 2 sech t is a solution of (5.5). To find fixed points 
let x = 0 to get y = 0 and iJ = 0 to get sinx = 0 so that x = ±n11", n E Z. Thus, 
the fixed points of system (5.5) are (-~11"), (~), (no11")· We shall consider only 
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n = -1, 1. Note that at (~) we have Dg (~) = ( ~l ~) so that the eigenvalues 
are ..\1 = -i and A2 = i and hence the point (~) is a stable fixed point [cf. [23], 
p. 77]. Dg ( ~7r) = ( ~ ~) so that the eigenvalues are ,\1 = -1 < 0 and ,\2 = 1 > O 
so that ( ~7r) is a hyperbolic fixed point. Since there is one negative eigenvalue and 
one positive eigenvalue it follows also that at ( ~7r) we have dim (stable subspace) 
= dim (unstable subspace) = 1. Also Dg ( ~) = ( ~ ~) so that ,\1 = -1 < 0, 
A2 = 1 > 0 and hence the hyperbolic fixed point ( ~) has dim (stable subspace) 
= dim (unstable subspace) = 1. 
Observe that 
. . (7r-4tan-
1(e-t)) (-7r) hm "Y( t) = hm 2 ht = 0 , t--oo t-+-oo sec 
[since as t-+ -oo, -4tan-1(e-t)-+ 27r] and that 
. . (7r-4tan-
1(e-t)) (7r) hm "Y( t) = hm 2 ht = 0 , t-+oo t-+oo sec 
[since as t -+ oo, -4tan-1(e-') -+ -4(0) =OJ. And r(t) is a bounded solution of 
(5.5) since the inverse of a tangent function is bounded above by ; and below by 
-;'Ir and the hyperbolic secant is bounded above by 1 and below by 0. 
So the solution r(t) is a bounded solution of (5.5) and is a heteroclinic trajectory 
joining the two hyperbolic fixed points, viz. ( ~7r) and ( ~). Let x 0 = ( ~7r) and 
X1=(~)· 
Note that (5.5) has the form i = g(z) so that the variational system along "Y(t) is 
iJ = Dg("Y(t))y. This variational system has at least one bounded solution, namely 
'Y(t) = ( _2 s!:~~~!.nht )· Now observe that 
lim Dg("Y(t)) = Dg(xo) 
t-+-00 
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and 
lim Dg('Y(t)) = Dg(x1). 
t-+oo 
Since the stable and unstable subspaces for the variational equation corresponding 
to ;(t) must have dimension one, ..Y(t) must be the unique (up to a scalar multiple) 
bounded solution of it. Any other solution of y = Dg(;(t))y is unbounded. A 
bounded solution of the system adjoint toy= Dg(;(t))y is 
,,P(t) = (2sechttanht) .. 
2secht 
It follows from Lemma 2.3.1 (see also Remark 2 after Theorem 4.1) and its proof 
that (up to a scalar multiple) the bounded solution ,,P(t) is unique. 
The conditions on the perturbative term µh(t, x, y, µ) in order to continue the 
heteroclinic orbit ;(t) to ;(t, µ) are 
and 
~(O) = l: (2 sech t tanh t, 2 sech t) ( si~ t) dt 
= l: 2 sech t sin t dt = 0 
~'(O) = l: (2sechttanht,2secht) ( c~t) dt 
= l: 2 sech t cost dt =/= 0. 
We now show that equation (5.1) satisfies the hypothesis of Theorem 4.1 in 
Chapter 4. 
(i) It satisfies (Hl) with g( z) = ( 91 ((z )) ) = ( ~ ) where z = (x) is a function 
92 z -smx y 
oft, that is, z(t) = ( :~:~). The sine function is a bounded continuous f~nction 
and has derivatives of all orders that are bounded and continuous so that it is in 
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Cc. The same is true for y since y = x = 2cos~. With h(t,z,µ) = ( ? t) 
2 µ Slll 
we have that his C00 and also bounded since II sin tll < 1, so that it is in c;. 
(ii) z = g(z) has a solution ;(t) = ( 7r - 42t:~
1
/e-t)) and as we showed above this 
solution is bounded. The variational system y = Dg(;(t))y, that is, 
( Y1 ) ( 0 1 ) ( Y1 ) iJ2 = - cos(7r - 4tan-1(e-t)) 0 Y2 ' 
has an exponential dichotomy on both R+ and JR_. To see this note that 
.(t) _ ( 2secht ) 
1 - -2 tanh t sech t 
is bounded as observed previously and as t --+ ±oo, i'(t) --+ (~). Now since 
sech t = t 2 t and tanh t = e: - e-: it is obvious that i'(t) --+ ( 0) expo-
e + e- e + e- 0 
nentially as ltl--+ oo. As observed in the second paragraph of the previous page 
'Y(t) is the unique bounded solution of the variational system iJ = Dg(;(t))y. 
Also iJ = Dg( ;(t))y can be written in the form iJ = (A(t) + B(t))y where 
A(t) =A= (~ ~) and B(t) = ( cos(4 tan-~(e-t)- l ~)· By the remark 
following Propostion 2.2.1, y = A(t)y has an exponential dichotomy on both lR+ 
n 
and JR_. Let llB(t)ll = m~ L lak;I and 8 = 1. Then applying Proposition 2.2.2 
J k=l 
we have lcos(tan-1(e-t)) - 11 ~ 1 so that iJ = (A(t) + B(t))y has an exponential 
dichotomy on both JR+ and JR_. Therefore any other solution is unbounded and 
thus tends to +oo in absolute value as ltl --+ oo. 
(iii) In this case we have a 2-dimensional system, that is, n = 2. We have shown above 
that dim (stable subspace) = dim (unstable subspace) = 1 for the variational 
equation along ;(t) and hence the sum of the dimensioI?- of these subspaces is 2. 
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Therefore this example satisfies all the hypothesis of Theorem 4.1 and we also 
have 1-: sechtsint dt = 0 
since we have a product of an odd and even function in the integrand, and 
l: sech t cost dt =f 0 
since from the table of integrals we have 
1
00 
sech t cost dt = 2100 sech t cost dt 
-oo 0 
(





= 7r ( .!'.. 2 -.!'..) =f 0. 
e2 + e 2 
Thus we conclude that there exists constants K, u > 0 such that for 0 < lµI < u 
equation (5.1) has a unique solution "Y(t,µ) satisfying l""f(t,µ) -""((t)I < K for all 
t. Since l: sech t sin t dt = 0 and l: sech t cost dt =f 0 the condition on the 
perturbative term h in order to continue the heteroclinic orbit "Y( t) to "Y( t, µ) is 
satisfied. Moreover 
sup h(t, µ) - "Y(t)I = O(µ). 
tEll 
As noted above Dg( x 0 ) and Dg( x 1 ) have the same number of eigenvalues with 
negative real parts and lim "Y(t) = x 0 and lim "Y(t) = x1. Also the perturbative 
t-+-oo t-+oo 
term h has period 27r in t. The conditions therefore of Corollary 4.4 in [20] are 
satisfied and h(t,z,µe 0 ) = µsint is 27r-periodic so (5.1) has unique 27r-periodic 
solutions "Yo(t, µ), "Yi(t, µ) such that for i = O, 1 
sup hi(t, µ) - ""((t)I --+ 0 as µ--+ 0. 
tEll 
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Moreover, 1( t, µ) is such that 
lf(t,µ)-1o(t,µ)l-+O as t-+-oo 
l1(t,µ)-11(t,µ)l-+O as t-+oo. 
Therefore 1(t, µ) is a general heteroclinic solution [cf. end of section 1.1]. 
Example 2. (The case where I > 0). 
In this example we will apply Theorem 4.2. 
Consider i = g(z) where z = (~~), g(z) = (!~~;~) -
X3 g3(z) 
Xi, i = 1, 2, 3 are functions oft. That is, consider the system 
i:1 = x1(x1 - 1) 
x2 = x2(2x1 - 1) 
X3 = x3(l - 2xi). 
(5.7) 
Look for the fixed points of this system. So let i:1 = 0, x2 = 0, X3 = 0, that is, 
x1(x1 - 1) = 0 
x2(2x1 - 1) = 0 
X3(l - 2x1) = 0. 
(5.8) 
From the first equation in (5.8) we have x 1 = 0 or 1, from the second equation we 
::ea) ::nr the tfilrd equation we have X3 = 0 SO that the fixed pofilts 




= J dt and by the method of partial fractions we obtain x1 = ~ t and Ao < 0 
1- oe 
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in order to have global solutions, otherwise for Ao > 1, x 1 approaches infinity in 
finite time to = In ~o. So choose Ao = -a, a > 0. 
1 




lim 1. 1 1 X1 = Im = . 
t-+-oo t-+-oo 1 + aet 
Also 
1. 1· 1 Im X1 = Im = 0. 
t-+oo t-+oo 1 + aet 




+et = (1 + e')-1 . In order to have such a curve, clearly x 2 = x 3 = 0. Thus 
(
(1 + e')-1 ) 
the heteroclinic trajectory joining the two fixed points is -y( t) == ~ . It 
is easy to see that 
as reqWred. For z = G~ ) we have 
(
2x1 -1 
Dg(z) = 2x2 
-2xa 
so that 








2(1 + e')-1 - 1 
Dg('y(t)) = ~ 2(1 + e')-1 - 1 
0 
0 )  . 
1 - 2(1 + et)-1 
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A (6) . 1-et That is x = A(t)x, A(t) = Dg("Y(t)), x = 6 . ei = t6 so that 6 = 
6 . l+e 
c1 et . . c2et (1 + et)2 
(1 t)2 • S1m1la.rly 6 = (l t)2 and 6 = t or 6 = 0. +e +e ~e 
Therefore the fundamental matrix X(t) satisfying X(O) =Im.a is 
( 
4et(l + et)-2 0 
X(t) = 0 4et(l + et)-2 
0 0 (5.11) 
6 (X1 (t), X2(t), Xa(t)). 
Note that 
( 




4e' ) (0) (l+e')2 lim X1 (t) = lim O = 0 . 
t-+oo t-+oo O O 
The same holds for X2(t). 
lim X 3 ( t) = lim ( ~ ) = oo 
t-+-oo t-+-oo (l+e') 2 
4e' 
lim X 3 (t) = lim ( ~ ) = oo. 
t-+oo t-+oo (l+e')2 
4e' 
Since the bounded solutions X 1(t) and X 2 (t) tend to 0 as t tends to ±oo and the 
unbounded solution Xa(t) tends to +oo in absolute value as t tends to ±oo, we have 
an exponential dichotomy for the variational equation on both lR+ and JR_. Let V 
be the stable subspace of (5.10) and W be the unstable subspace of (5.10). Then 
from the observation above we see that dim V =dim W = 2, since X 1 (t) and X 2(t) 
tend to zero as t --+ oo and so must have initial values in the stable subspace V and, 
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X 1 (t) and X2(t) also tend to zero as t-+ -oo and so must have initial values in the 
unstable subspace W by the discussion in section 2.3 of Chapter 2. Also we have 
N(L) = V n W so that dimN(L) = dim(V n W). Now 




Since d = dimN(L) = dim(V n W) = 2 we have I= d-1. 
We now digress from the application of Theorem 4.2 to show that the intersection 
of the stable and unstable manifolds of (5.7) in a neighbourhood of 1(0) must have 
a particular form. 
Let V and W be the sable and unstable manifolds of (5.7). We now show that 
in a neighbourhood of 1(0) = (!,O,O)* we have V n W = {(a,b,O)* : 0 <a< 1}. 
This is done by showing that bounded solutions with initial values in V n W and 
such that they tend to zero as ltl-+ oo are such that 0 <a< 1. 
Let 1(t, a, b) = (11 (t, a, b), 12(t, a, b), /3(t, a, b)). We wish 1(t, a, b) to be a bounded 
solution of (5. 7) satisfying 1(0, a, b) = (a, b, 0), that is, a solution with initial con-
dition in V n W. Then recall that 11(t,a,b) = ~ t so that 11 (0,a,b) = 
1- oe 
1 . a-1 a 
l -Ao =a. That is, Ao = -a-. Therefore 11(t,a,b) = a+ (l - a)e'. Also in 
(5.7) we have x2 = x2(2x1 - 1) so that x2 = ~ + ~oe: x2. Solving this equation 
- oe 
t 
. Id c2e h y1e s x2 = (l _ Aoe')2 sot at one gets 
c2e' 
12(t,a,b) = (1-(";let)2 
C2 b 
12(0,a,b) = (1- ";1)2 ===} c2 = a2· 
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Thus ;2(t, a, b) = bet[a + (1 - a)et]-2. Also x3 = x3 (1 - 2xI) so that 
(1 -Aoet)2 [a+ (1 - a)et]2 
X3 = -
c3et a2c3et 
= ;a(t, a, b) 
;( 0, a, b) = 0 = +- and this is not possible and so we must have ;( t, a, b) = O by 
a C3 
the previous solution. Hence 
'YI(t,a,b) = a[a+(l-a)et]-I 
;2(t,a,b) = bet[a+(l-a)et]-2 
;a(t,a,b) = 0. 
Note that in order to have bounded global solutions it is necessary that 0 <a< 1. 
If a > 1, 'YI and ;2 get arbitrarily large in finite time, that is, we can always find 
t0 E JR such ·that for t = t0 the denominator is zero. If a = 1, we get a global 
unbounded solution since 'YI = 1, ; 2 = bet, ; 3 = 0. If a = 0, we get a global 
unbounded solution since 'YI = 0, ;2 = be-t, ;a = 0. If a < 0, 'YI and ; 2 get 
arbirarily large in finite time, that is, we can find t0 E JR such that for t = t0 the 
denominator is zero. 
Therefore in order to have bounded global solutions we must have 0 < a < 1 since 
;(t, a, b) -+ 0 as ltl -+ oo for 0 < a< 1. Also if 0 <a < 1, l;(t, a, b) - ;(t)I -+ 0 as 
ltl-+ 00. 
The above argument therefore shows that V n W ={(a, b, O)* : 0 <a< 1}. 
We now turn back to the. application of Theorem 4.2. 
The system adjoint to (5.10) is x = -A*(t)x, that is, 
({I) - ( ~+:: ~2 - - 0 ea 0 
0 
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and as we saw above a matrix solution is 
or 
Also as noted above the only bounded solution (up to a multiplicative constant) 
IS 
et 
t/Ja(t) = (0, 0, (1 + et)2 ')*. 
Now all the conditions of Th~rem 4.2 are satisfied and the conditions on the 




1_: ,,P*(t)h(t, -y(t), O)dt = 0, 
1_: ,,P*(t)D1h(t,1(t), O)dt =f= 0. 
1CX> (h1(t,1(t),O)) (0, 0, et(l + et)-2) h2(t, 1(t), 0) dt = 0 
-CX> ha(t,1(t),O) 
1_: et(l + et)-2 ha(t, 1(t), O)dt = 0 
1_: et(l + et)-2 D1ha(t,1(t), O)dt =f= 0. 
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The conclusion of Theorem 4.2 then says for µ f:. 0, µ E ( -µ 0 , µ0 ) C JR, 8 E V C 
JR1 (in this case I = 1) where V is a compact neighbourhood of 0 E JR1 , that is, 
8 E V C JR, we get bounded solutions 'Y(t, 8, µ)of the system 
x1 = x1(x1 -1) + µh1(t,z,µe 0) 
x2 = x2(2x1 - 1) + µh2(t, z, µe0) 
x3 = x3(l - 2x1) + µh3(t, z, µe0). 
Now one can take µh(t, z, µe0 ) = ( 1 L) so that the system above is 
µ1 +et 
X1 = x1(x1 -1) 
x2 = x2(2x1 - 1) 
Using integration by parts the condition above then reads 
and 
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