Abstract-Image classification, a complex perceptual task with many real life important applications, faces a major challenge in presence of noise. Noise degrades the performance of the classifiers and makes them less suitable in real life scenarios. To solve this issue, several researches have been conducted utilizing denoising autoencoder (DAE) to restore original images from noisy images and then Convolutional Neural Network (CNN) is used for classification. The existing models perform well only when the noise level present in the training set and test set are same or differs only a little. To fit a model in real life applications, it should be independent to level of noise. The aim of this study is to develop a robust image classification system which performs well at regular to massive noise levels. The proposed method first trains a DAE with low-level noise-injected images and a CNN with noiseless native images independently. Then it arranges these two trained models in three different combinational structures: CNN, DAE-CNN, and DAE-DAE-CNN to classify images corrupted with zero, regular and massive noises, accordingly. Final system outcome is chosen by applying the winner-takes-all combination on individual outcomes of the three structures. Although proposed system consists of three DAEs and three CNNs in different structure layers, the DAEs and CNNs are the copy of same DAE and CNN trained initially which makes it computationally efficient as well. In DAE-DAE-CNN, two identical DAEs are arranged in a cascaded structure to make the structure well suited for classifying massive noisy data while the DAE is trained with low noisy image data. The proposed method is tested with MNIST handwritten numeral dataset with different noise levels. Experimental results revealed the effectiveness of the proposed method showing better results than individual structures as well as the other related methods.
I. INTRODUCTION
Categorization of objects from images is a complex perceptual task and is termed as image classification. Classification of images utilizes multispectral data. The underlying multispectral pattern of the data of each individual pixel is utilized as the quantitative basis for classification [1] . In the past decade, image classification has shown major advances in terms of classification accuracy. In recent times, image classification models are rapidly being used in various application fields, such as handwritten numeral recognition [2] , recognition of traffic signs from roadside boards [3] - [5] , segmentation of Magnetic Resonance Image (MRI) [6] , identification of chest pathology [7] , face detection from images [8] and so on. Existing models are categorized into unsupervised and supervised modes.
Unsupervised classification based models try to find out the underlying representation in the input images without considering whether the images are labeled or not. One conventional model of this genre is stacked autoencoders (SAE) [9] - [11] . With an intention to learn features, SAE stacks shallow autoencoders which at first encodes the original input image to a vector of lower dimension and then decodes this vector to the original representation of the image. Shin et al. [12] showed the application of stacked sparse autoencoders (SSAEs) to classify medical images which made a noteworthy promotion in terms of classification accuracy. Norouzi et al. [13] inaugurated stacked convolutional restricted Boltzmann machine (SCRBM) where they applied a modified training process rather than the conventional one for individual restricted Boltzmann machine (RBM) and finally combined them in a stacked manner to implement the deep architecture. Later, Lee et al. [14] instigated another variant of deep belief network (DBN) called convolutional DBN (CDBN) by placing convolutional RBMs (CRBM) instead of traditional RBMs at each layer and then joined the layers in a convolutional structure to ensure the construction of a hierarchical model and it produced better feature representation [15] . With the practically identical considerations, Zeiler et al. [16] , [17] modified traditional sparse coding technique [18] to build deconvolutional model that decomposes the input data in a convolutional way, at the same time, maintains a sparsity constraint. In contrast to conventional sparse coding technique, this approach produces mid-level delineations of data with more affluent learned features.
Unlike unsupervised classifiers, supervised classification based models require labeled data to complete their training process. In this category, deep neural network (DNN) does the task efficiently implementing the idea of human visual system. www.ijacsa.thesai.org Layer-wise pre-training and fine-tuning makes DNN successful in image processing tasks such as classification, feature extraction etc. Convolutional neural network (CNN) [19] - [22] is the most successful hierarchical deep neural network structure. Shared weights, three-dimensionally arranged and locally connected neurons make the architecture of CNN distinctive to ordinary neural networks and contribute to its superior performance to most of the image classification algorithms [23] . The unique characteristics of CNN such as weight sharing and preservation of the corresponding locality, which make the deep architecture the most suitable for 2D images to conserve a better epitome, are the outcome of using convolution and following subsampling layer. Right now, CNN based models are being used vastly in 2D material identification and various cases [3] - [8] .
One major challenge in image classification tasks is the presence of noise that corrupts the original shape of the objects in the image and makes it difficult for the classifiers to be used in real life scenarios. Unlike human visual system, which is capable of classifying objects ignoring a certain amount of perturbation present in the image, these classifiers suffer in quality if the test image contains noise. Although DNN based methods outperformed others in image classification, their performances are deteriorated during classification of noisy images. However, it is quite impossible to work with noiseless images in practical cases. During acquisition and transition phases, corruption of digital images due to noise is common. As DNN based models are trained to work with noiseless images, their accuracy noticeably drops when they are applied in real life applications. The main reason that works behind the occurrence of this incident is the affection of the DNN based models to the training data. Because of this sensitive behavior towards the training data, often these models perform misclassification if the test data is subject to a significant amount of noise and distortion [24] .
It is an open challenge to develop image classification systems for the real-life noisy environment. Lu and Weng [25] investigated different image classification models and finally came to a conclusion that denoising images prior classification is the best possible way to make the DNN based models more compatible with practical cases. Their survey gives the evidence of the fact that training classifiers with noisy images may enhance the precision a tad; however, it is not satisfiable. So, applying image denoising techniques before feeding the image to the classifier has become a compulsory to fit the DNN based classifiers in real life scenario.
A number of researches have been conducted to recover the true image from the noisy form by applying both spatial and transform domain [26] . Several pioneer image denoising researches used wavelet transformation techniques [27] , partial differential equation based approaches [28] - [30] , and conveyed scant coding approaches [18] , [31] , [32] . Singh et al. [33] introduced a multi-class classifier for images which are adulterated with Gaussian noise. To accomplish image denoising they utilized NeighShrink thresholding over the wavelet coefficients to wipe out wavelet coefficients which are responsible for the noise present in the image and find out just the useful ones. However, these denoising approaches face problems in case of heavily noised image and are computationally complex. In the process of image denoising using spatial filtering techniques images gets blurred, where transfer domain filtering models are time-consuming as well as computationally complex.
Recently, artificial neural network (ANN) based models are being adopted in image denoising tasks. A variant of autoencoder (AE) named denoising autoencoder (DAE) [34] , [35] has been introduced to serve the purpose of image denoising and shows a better performance compared to the traditional ones. In DAE the initial input gets corrupted by arbitrary noise then it is trained to restore the original image from its" corrupted version. In [36] Vincent et al. stacked a number of denoising autoencoders and established a deep network named stacked denoising autoencoder (SDAE) which is widely implemented for unsupervised learning. Agostinelli et al. [37] developed an adaptive multi-column DNN combining multiple stacked sparse DAEs (SSDAE), where the multi-column architecture empowers the model to deal with images corrupted by not one type but three different types of noises. Utilizing non-linear optimization technique, they figured out the most favorable column weights at first and then individual models were trained to make them anticipate those optimal weights. Incorporating the idea of AEs and convolutional operation Masci et al. [38] introduced convolutional autoencoder (CAE) which can preserve better spatial locality. CAE is based on CNN and it learns to reconstruct the images at the output end from the input image set applying convolutional approach so that the kernels convolve over the 2D images and at each layer generates more abstract feature maps. In order to use this convolutional structure of AEs for image denoising task, Gondara [39] deployed DAEs along with CAEs. She utilized the DAE, at first, to denoise medical images and then CAEs to generate a better representation of the images. Xu et al. [40] implemented a deep CNN architecture that can find out the features of blur degradation present in an image.
Du et al. [41] introduced stacked convolutional denoising autoencoder (SCDAE). To maintain a hierarchical structure, they arranged a stack of DAEs in a convolutional manner. Additionally, they embedded a whitening layer in front of each and every convolutional layer to enclose the input feature maps. Most recently, Roy et al. [42] applied convolutional denoising autoencoder (CDAE) followed by a DAE and arranged them in a cascaded manner, rather than in a stacked way to deal with data subject to massive noise. They showed that if two AE based models are individually trained to denoise images subject to regular level of noise, the cascaded architecture of them can show a great performance in case of denoising massive noisy images. Still, these models suffer from one limitation: their performances require the presence of a quite same proportion of noise in both training and testing dataset. To fit the DNN based image classifiers in real life scenario, models should be able to work with variable level of noise i.e., regular to massive level of noise.
The aim of this study is to develop a robust image classification system which performs well in any noise level with a minimized computational cost, at the same time, omits the requirement of arranging multiple training of the system with images containing variable proportion of noise separately www.ijacsa.thesai.org to deal with images subject to variable level of noise. The proposed method first trains a DAE with low-level noise injected images and a CNN with noiseless native images independently. Then it arranges the two trained models in three different combinational ways: CNN, DAE-CNN, and DAE-DAE-CNN. Finally, it combines the outcomes of these three combinations for system outcome. The motivation of such arrangement is the adaptation of noise in DAE and image classification ability of CNN. Since CNN is trained with native images without noise it is well for noiseless image classification. On the other hand, DAE-CNN and DAE-DAE-CNN structures perform well for low-level and high-level noisy cases, respectively [42] . In DAE-CNN, DAE first removes noises from noisy input images and then CNN is fed with these restored images for classification purpose. In DAE-DAE-CNN, two pre-trained DAEs are cascaded together and followed by a CNN. First DAE denoises the input images which are further filtered by the next DAE and therefore CNN gets the restored images, which is better suited to classify the test images in case they are adulterated with massive noise even though both DAEs are same and trained with the low noise level. The winner-take-all combination gives system output emphasizing confidence of individual structure and thus the proposed model performs well to classify images for noiseless to high-level noise cases. In this study, the proposed method is tested with MNIST handwritten numeral dataset and its performances are compared with other related methods.
The rest of the paper is designed as follows. Section II describes the proposed robust system for noisy image classification along with some preliminaries for better understanding. Section III shows the result of the proposed method as well as performance comparison with some other existing related research works. Finally, a brief conclusion of this work is presented in Section IV.
II. ROBUST SYSTEM FOR NOISY IMAGE CLASSIFICATION
In practical life, image classification models suffer from noise, injected in the image while acquiring and transmitting, as well as other imperfections existing in the image. Exiting systems are found to be effective for a fixed level of noise on which they are trained. On the other hand, this study investigated a robust system which performs well in classification of images in spite of the varying level of noise present in the image. The proposed method first trains a DAE with low noise level and a CNN independently. The main novelty of the proposed system is the innovative combinational arrangements of the trained DAE and CNN for three different structures. This section first describes the training of individual DAE and CNN briefly; and then explains the proposed system.
A. Review of DAE and CNN
The main computational components of the proposed system are DAE and CNN. Well studied standard DAE and CNN architectures are considered in this study. For a better understanding as well as to make the paper self-contained, DAE and CNN are presented briefly.
1) Denoising Autoencoder (DAE):
Autoencoder (AE) is a three-layered neural network, which is unsupervised and deterministic in nature. It maps the input into a hidden representation through encoder and then decoder maps it back to a reconstruction, which is of the same shape of the input. DAE, unlike basic AE, forces the hidden layer to capture the information about how the inputs are statistically dependent on each other instead of learning trivial features [14] . This is done by the corruption of input dataset x into stochastically (q D ‫|‬x)) which is mapped into a hidden representation y.
where W is the weight of the input-hidden layer and q D represents the type of distribution with a certain probability . q D depends on two parameters: one, the distribution of the original input and two, the type of noise corrupting the images. Clinched alongside practical scenarios, binomial noise is utilized while working with black and white pictures whereas, to color pictures uncorrelated Gaussian noise is superior suiting. At that point, is mapped to a low dimensional hidden depiction y using nonlinear deterministic function µ. Finally, this hidden representation gets mapped into a reconstruction z which has as close as possible resemblance to input x. This process also passes through another nonlinear deterministic function .
z= (W´y+b´)
( 2) where W' is the weight of the hidden-output layer. Thus, DAE is capable to generate representations of features, which is suitable for the classification task. The architecture of DAE is shown in Fig. 1 . The training of DAE requires it to be fed with noisy images putting the corresponding native images at the output layer. During backpropagation, this model learns to filter out the underlying noise from the input image and reconstruct a noiseless one. The detailed description, as well as training of DAE, is available in the previous studies [42] . [19] is a variant of neural network popular for object detection and segmentation task. Regular neural network or multi-layer perceptron has some limitations: it suffers from overfitting; it ignores the fact that there is a strong correlation among neighborhood pixels and it is sensitive to any kind of transformation of the image. CNN overcomes these problems by ensuring spatial local connection, weight sharing, and subsampling. The operation of a CNN is done on the premises of two basic operations: convolution and subsequent subsampling. Convolution operation forces a kernel, which is an organization of weights and bias, to convolve over input feature map (IFM) which in the end results in a convolved feature map (CFM). Throughout the convolution operation, the same kernel is applied to each and every small segment of each IFM, which is called the local receptive field (LRF), to acquire every specific point of the CFM. Throughout this process, both weights sharing among each and every position as well as the preservation of special locality are done simultaneously. From an IFM the CFM can be calculated by.
2) Convolutional Neural Network (CNN): CNN
where and * symbolize the activation function and the 2-D convolution operation accordingly. The bias of the applied kernel is symbolized by . To conduct the experiment here, relu is used as the activation function, whereas for every latent map single bias is used.
The feature map, obtained from convolution operation, is processed by applying the following subsampling layer in order to gain a simplified form. This procedure of simplification is accomplished by choosing important features from a locale and discarding whatever is left of the ones [41] . Having different sub-sampling methods available, throughout the experiments here, max-pooling [21] has been utilized. Max-pooling operation picks the most important feature over non-covering sub-regions and this process can be defined as:
where symbolizes the max-pooling operation over the pooling locale and the size of the pooling area is represented as matrix. Fig. 2 shows the most studied CNN architecture which is considered in this study. The CNN has two convolutional layers of filter size of 5×5 and the subsampling layer with a pool size of 2×2. A subsampling layer follows each convolutional layer. The convolutional and pooling layers together extract the features of the image. There is a fully connected layer and the input of which is the output of the second subsampling layer. This layer uses the extracted feature to classify the image depending upon the training dataset. The parameters of the network, as well as the kernel, get updated during the training process until the desired accuracy is achieved. The detail description of CNN training is also available in the previous studies [2] , [42] . 228 | P a g e www.ijacsa.thesai.org Fig. 3 is the topological structure of the proposed Robust System based on DAE and CNN (RSDAECNN). Proposed RSDAECNN has three different functional phases. It trains a single DAE and a single CNN in Phase 1. In Phase 2, three different structures are arranged by copying the same DAE and CNN from Phase 1. In Phase 3, system outcome is prepared by combining outcomes of individual structures. Although proposed system consists of three DAEs and three CNNs in different structure layers, the DAEs and CNNs are the copy of same DAE and CNN trained in Phase 1. Thus, trainings of the DAE and the CNN in Phase 1 are the main computational elements in the proposed system.
B. Proposed Robust System Combining Different Structures with DAE and CNN
Training of a single DAE and a single CNN only in Phase 1 makes the proposed system computationally efficient. The CNN is trained with native images and is used for classification purpose. The DAE is trained to restore the native image from the noisy image. In this study, the DAE is trained for regular level noise. Classification with CNN after restoring images through DAE might be helpful for noisy image classification. Since DAE is trained with regular level noise, different structures with different organizations of this DAE are managed to make the system adaptable to real-life environment where the noise level is not defined.
The main novelty of the proposed model is the innovative arrangements of pre-trained DAE and CNN to produce three different structures where each of the structures is responsible for dealing with images corrupted by a specific noise level. Each individual structure shown in Phase 2 has significant motivation to use in the proposed system. The CNN, common in all three structures, is used for classification purpose as CNN outperforms all other models in case of image classification [23] . To classify noiseless images CNN alone is good enough as CNN is trained with native images. This is the motivation of first structure with a CNN only in the system as seen in Phase 2 of Fig. 3 . However, images corrupted by noise require a prior denoising step to improve the classification accuracy of the image classifier. For this purpose in the proposed system, DAE is used as the image denoiser. This DAE is trained only once with images corrupted by regular level noise (such as 20%). So, only a single DAE is sufficient enough to reconstruct the corresponding noiseless native form by filtering the images subject to regular level of noise. From this point of view, a DAE-CNN is placed as the second structure to emphasize the classification of images which are corrupted by regular level of noise. As the DAE and CNN are already trained separately, the DAE-CNN needs no further training. In DAE-CNN, DAE filters images subject to noise and then CNN classify the restored images.
A different structure DAE-DAE-CNN is developed to emphasize classification of images with massive noise because DAE-CNN structure is not sufficient enough to classify images in case of massive noise present in them. The DAE is trained with regular noise only and can"t reconstruct native images which are corrupted with massive level of noises, such as if the percentage of noise in the images are around 50%. Roy et al. [42] showed that cascaded architectures of DAEs, where each of the DAEs is trained with 20% noisy images, can reconstruct images of good quality even if the noise level present in the images is 50%. Following this idea, a cascaded DAE-DAE is arranged as the image denoiser in the third structure DAE-DAE-CNN. In DAE-DAE-CNN, both the DAEs are the same in terms of architecture as well as all the corresponding parameters as they are copies of trained DAE in Phase 1. CNN is also the duplicate of the trained CNN in Phase 1 as like other two structures. Therefore, no additional training is required for this structure. In DAE-DAE-CNN operation, at first the image is filtered by the first DAE, then the intermediate image is further filtered by the following DAE. So, the pre-trained CNN is sufficient enough to classify the reconstructed image from massive noisy images after they are filtered by DAE-DAE. However, this model doesn"t suit in case the level of noise in the image is not that much because restoration through DAE-DAE might overshoot to different images.
The proposed robust system combines the outcomes of the three structures, which are specialized to different noise levels while classifying an image subject to unknown level of noise. Among the three structures, structure with CNN alone is best suited for noiseless image classification. With DAE, DAE-CNN and DAE-DAE-CNN structures are suitable for images with comparatively less and heavier noise levels, respectively. An image with unknown level of noise is fed to all three structures at the same time and generates different outcomes. In Phase 3, winner-take-all combination is employed to generate outcome of proposed RSDAECNN system. Combination of outcomes from several individual systems is generally used in ensemble of classifiers and winner-take-all combination emphasizes the individual best confident system [43] - [44] . Therefore, the outcome of the proposed system will be correct classification selecting the outcome of the most confident structure. As an example, if the input image is noiseless, system outcome might come from the structure with CNN alone. On the other hand, system outcome might come from DAE-CNN and DAE-DAE-CNN for input image with less and heavier noise levels, respectively. As an example, if an image of "3" with massive noise is placed to the system, DAE-DAE will restore the original image as shown in Fig. 3 and CNN will classify it correctly.
C. Significance of the Proposed Model
There are several notable differences between the existing models and the proposed one on the premises of noisy image classification. Existing noisy image classification methods are found suitable for defined noise level. To work with less noisy data these models need to be trained with less noisy data whereas to classify massive noisy data the training data set should be corrupted by similar proportionate of noise. However, the proposed model can work with zero to massive level of noise due to the innovative arrangement of trained DAE and CNN for three different structures.
This model also omits the necessity of the system to be trained for images with different noise levels. It requires a single DAE to be trained with images containing regular level of noise and a CNN with noiseless images. Instead of using multiple training it places different arrangements of this trained DAE and CNN to deal with images carrying different www.ijacsa.thesai.org proportion of noise. Thus, it reduces the pre-processing time for preparing the training dataset.
One more significant contribution of this work is the computational efficiency. To develop the proposed model with three DAEs and three CNNs, only one DAE and one CNN are trained independently. The cascaded DAEs in DAE-DAE-CNN also contains same trained DAE. Innovative arrangements of a trained DAE and a trained CNN makes the system computationally efficient.
III. PERFORMANCE EVALUATION
This section investigates the performances of proposed RSDAECNN on the benchmark image dataset MNIST numeral images [19] . This section first gives the description of the dataset and the experimental setup used to work over this dataset and afterward the results of the experiments conducted on images of different noise levels and lastly looks at the capability of the proposed model against existing ones. This model is implemented in Matlab R2017a. The performance analysis has been conducted on MacBook Pro Laptop (CPU: Intel Core i5 @ 2.70 GHz and RAM: 8.00 GB) in OS-X Yosemite environment.
A. Dataset Description and Experimental Setup
MNIST database [19] consists of 70000 sample gray-scaled images of handwritten digits collected from individuals having different writing styles. There are two sets of data: training set, which consists of 60000 images, and testing set of 10000 images. For each of 10 digits there are 6000 training samples and 1000 testing samples. Images in this dataset are of size 28×28.
In order to conduct a fair analysis of the proposed model"s performance against the existing ones, a uniform experimental environment is required. The DAE used here has 784 input nodes as the images in the MNIST dataset are of 28×28 size and DAE can be fed with linearized data only. DAE includes 784 input neurons, 500 hidden neurons and 784 output neurons. The input of DAE is a linearly oriented noisy image of size of 28×28 whereas the output is the linearly oriented raw image of size 28×28. CNN, the only classifier used here, is trained with clean images of 28×28 size. The CNN used here is two layered where each layer contains a convolution layer and a following subsampling layer. The kernels and other parameters are initialized randomly. The filter used for the convolution task in both layer is a 5×5 matrix. This filter slides over the original image and for every position the dot product is calculated which results in the feature map. The size of the feature map is 24×24 and the depth is 6 as the number of filters used is 6. Afterwards, max pooling is applied separately on each feature map with a spatial neighborhood of 2×2 window and the size of the feature map becomes 12×12. It is followed by another convolution and pooling operation with the same sized kernels and pooling region as before, which further reduces the size of the feature map to 192 as the depth of convolution layer used here is 12. The output of the second pooling layer acts as the input of the fully connected layer, which calculates the output probabilities for each class. So, there would be 192 nodes in the hidden layer. The data in this benchmark dataset is distributed among 10 classes. That"s why the CNN used here contains 10 nodes in the output layer.
In order to deal with noises in the images, all the images in the training set are corrupted with 20% random noise. For, the testing purpose, the test dataset is used once as it is, then corrupted with 10% noise, afterward, they are adulterated with 20% noise and finally to check the performance of our model with massive noisy images, we increased the level of noise included in the images to 50%. To add noise in the training and testing image samples zero masking noise has been used where a random matrix is initialized with the same size of training data with some of the pixels within the data being randomly OFF having probability of 20%. For testing purpose, another three random matrices of same size are initialized where 10%, 20% and 50% data are randomly turned OFF. These matrices are multiplied with the raw images to generate the noisy images.
B. Experimental Result and Analysis
This section evaluates the classification performance of the proposed system against MNIST dataset on the premises of various proportionate of noise present in the image to validate its performance in case of dealing with variable level of noise. To simulate the performance of the proposed system for real world scenario where images can be noisy but prior knowledge about the level of noises is not possible, different level of noises has been added to the dataset because MNIST does not carry noises.
In this study, we implemented masking noise where fraction of the pixels of input image is forced to be zero having probability of 0%, 10%, 20% and 50%. At first a detailed presentation has been given for a sample image containing different noise levels as well as the reconstructed ones from DAE and DAE-DAE and finally the classification results. Experimental results for the dataset are collected for individual structures as well as proposed RSDAECNN system and are compared with other prominent methods. The performance of the system is analyzed on the basis of image reconstruction as well as classification accuracies represented by both confusion matrices and accuracy graphs. Table I delicates the outputs of image denoising step applying DAE and DAE-DAE architectures as well as the obtained classification results from three different structures (i.e., CNN, DAE-CNN, DAE-DAE-CNN) as well as the classification result of the proposed PSDAECNN. Images of "3" with different noise levels are considered as inputs of the proposed system those are classified with individual structures and generate system outcome. In case of noiseless image, it is seen that first structure (i.e., only CNN) correctly classified the image as "3". However, the reconstructed image obtained from a DAE seems more like numeral "8" and whenever it is filtered by DAE-DAE the image turned into the image of numeral "8". There remain two reasons behind the occurrence. Firstly, the DAEs being used here is the pre-trained DAE which is learned to reconstruct noiseless image from a noisy version of it. In case it is fed with a noiseless image it is not possible for it to know whether the image contains no noise and tries to reconstruct an image taking the input image as a noisy image. Secondly, the structures of numeral "3" and "8" are quite same. www.ijacsa.thesai.org So, DAE takes the input image and reconstruct an image like the numeral "8". The DAE-DAE architecture is a two-layered cascaded form of the same DAE. The same scenario happens with it also. So, both the DAE-CNN and DAE-DAE-CNN misclassify the image as numeral "8". Still, the proposed model classifies this image accurately as "3" because single CNN classified it correctly with more confident level. In case of both 10% and 20% noisy form of the very same image, only DAE-DAE-CNN misclassifies it as numeral "8". In case of DAE-DAE-CNN structure, the image is first filtered by the frontier DAE. As the proportion of noise present in the image is less, this frontier DAE is sufficient enough to output the noiseless and good quality image. This reconstructed image is then again fed to the following DAE which also takes it as noisy image and tries to denoise it which in the end outputs a disordered image which looks like numeral "8". The scenario is different in case of 50% noisy images. This time without any additional denoising technique CNN classifies it as numeral "5" whereas, both the DAE-CNN and the DAE-DAE-CNN classify it correctly. Though DAE-CNN classifies it correctly, from the figure it is clearly observable that the quality of the image reconstructed by DAE-DAE is far better and more like the original one as it is in case of the reconstructed one from the single DAE. Finally, the proposed RSDAECNN classified correctly all four cases although individual structures generate different outcomes. Fig. 4 shows test set image classification accuracy of the proposed RSDAECNN system along with individual structures (i.e., CNN, DAE-CNN and DAE-DAE-CNN) for 0%, 10%, 20% and 50% noisy images up to 400 epochs. For 0% noise (Fig. 4(a) ), structure with CNN alone achieved the highest classification accuracy among three individual structures and showed classification accuracy of 99.31%. On the other hand, classification accuracies of DAE-CNN and DAE-DAE-CNN are 97.83% and 95.99% accordingly. The reason behind these two models poor performance compared to single CNN is that CNN is trained with noiseless native images. Whenever any noiseless image is fed to a DAE trained with 20% noisy images, the DAE tries to convert the shape of the image to some other form assuming that the image is corrupted by 20% noise and results in producing a deformed image. The scenario is worse in case cascaded DAE is used. So, logically DAE-CNN and DAE-DAE-CNN perform worse compared to single CNN. However, because of using winner-takes-all model for final class label selection, the proposed model shows a better classification accuracy than these two models and same as the single CNN. For 10% noise (Fig. 4(b) ) DAE-CNN is shown best suited individual structure because DAE is trained with 20% noise level. For this case performance of the proposed method is same as DAE-CNN. DAE-CNN is showed as best individual structure for 20% noise (Fig. 4(c) ), but interestingly proposed model performed better than DAE-CNN for this case. On the other hand, for 50% noise case, DAE-DAE-CNN outperformed CNN and DAE-CNN. The reason behind is already explained that cascaded DAEs perform well than single DAE in case of image with massive noise as they are both trained at 20% noise level; after the first DAE works on a noisy image the second one gets an image with relatively less noise which gets further denoised. In such heavy noise case, proposed method showed the similar performance of DAE-DAE-CNN. Finally, considering all the scenarios the proposed model performs the best for noiseless to heavy noise cases. 231 | P a g e www.ijacsa.thesai.org 5 shows the confusion matrixes of test set with 0% noise for the proposed RSDAECNN system along with individual structures after 400 epochs. It clearly observed from the figure for the noiseless case that single CNN (Fig. 5(b) ) and proposed model (Fig. 5(a) ) performs batter than DAE-CNN and DAE-DAE-CNN achieving a fair accuracy. It is also visible from the figure that all the individual structures (i.e., CNN, DAE-CNN and DAE-DAE-CNN) and the proposed system performed worst for the numeral "5". Among them DAE-DAE-CNN performs worst misclassifying this numeral 57 times out of 1000 samples. Single CNN, DAE-CNN and the proposed model classifies it correctly for 987, 963 and 987 times accordingly. In case of DAE-DAE-CNN it is noticeable that most of the digits are misclassified as numeral "8"; 179 samples out of 1000 samples are misclassified as numeral "8". This incident is more frequent for numeral "9", "6", "5", "3" and "2". The reason behind this incident is that the two layered cascaded DAE is fed with the noiseless images this time, where both the DAEs are trained with 20% noisy data. So, this denoiser deforms the shape of the images even if the images contain no noise which in the end misled the CNN classifier. The scenario is almost same for the DAE-CNN also. Still, proposed model performs well because of using winner-takesall in the end for final selection process. As this method chooses the one, based on maximum node value, misclassification by two models doesn"t affect the overall performance of the proposed model. The best classification accuracy is found for numeral "0". The proposed model, CNN, DAE-CNN, DAE-DAE-CNN classify it 998, 998, 988, 970 times accordingly. Fig. 6 shows the confusion matrixes of test set with 20% noise for the proposed RSDAECNN system along with individual structures (i.e., CNN, DAE-CNN, DAE-DAE-CNN) after 400 epochs. In such noisy case, all four models performed best for digit "0" and worst for digit "5". The proposed model, CNN, DAE-CNN, and DAE-DAE-CNN classify numeral "0" correctly in 995, 988, 990 and 986 cases out of 1000 cases, respectively. On the other hand, for "5" the true classifications by the methods are 970, 963, 966 and 959 for proposed model, CNN, DAE-CNN, and DAE-DAE-CNN, respectively. On the basis of overall performance, DAE-CNN is the best and DAE-DAE-CNN is the worst among individual structures. In this case CNN performs better than the DAE-DAE-CNN but performance degraded with respect 0% noise case (Fig. 5) architecture which is logical as explained earlier. On the other hand, proposed RSDAECNN is better than best individual structure (i.e., DAE-CNN). Fig . 7 shows the confusion matrixes of test set with 50% noise for the proposed RSDAECNN system along with individual structures (i.e., CNN, DAE-CNN, and DAE-DAE-CNN) after 400 epochs. This confusion matrix gives the evidence of the fact that proposed model is best suited even if the image is distorted by massive proportion of noise. This time CNN performs the worst; it classifies numerals "1" to "9" correctly only on 864, 860, 830, 839, 799, 857, 851, 861, 849 cases out of 1000 samples for each of them. Apart from classifying numeral "0", in each and every time its classification accuracy is below 90% and for the numeral "5" its accuracy is even below 80%. In such huge noise, DAE-DAE-CNN is the best among individual structures. On the www.ijacsa.thesai.org other hand proposed model classifies the numerals "0" to "9" on 988, 981, 974, 948, 934, 920, 978, 971, 976 and 972 cases accordingly. The performance of the proposed model is comparably better than the DAE-DAE-CNN structure in case of classifying such massive noisy image data. The confusion matrixes presented in Fig. 5 to 7 clearly revealed the effectiveness of the proposed system to work well to classify images with noise free to heavy noise scenario. Table II shows the comparative result analysis of the proposed RSDAECNN model with some other prominent noisy image classifiers. In extent, it describes the particular feature(s) of particular models while classifying noisy images. It is a highly mentionable issue that most of the existing models employ additional feature extraction techniques, whereas, proposed model overcomes the necessity of applying additional feature extraction techniques. The results presented in the table for CNN, DAE-CNN, DAE-DAE-CNN and proposed RSDAECNN are the tabular forms which have already been explained in the previous section. Results of other existing methods are collected from corresponding papers. It is notable that existing methods are tested for different individual noise levels. However, the proposed RSDAECNN has outperformed other models for any noise level. For noise-free case, as an example, Bengio et al. showed accuracy 98.50% and proposed method showed 99.31% accuracy. For 10% noise case, Vincent et al. [35] showed 97.20% accuracy and proposed method showed 97.98%. On the other hand, no existing method presented accuracy for heavy noise (i.e., 50%) and their outcome might be dramatically worse. However, for 50% noise, the performance of proposed method degraded little but outperformed other individual structures CNN, DAE-CNN, and DAE-DAE-CNN. The achieved accuracy for such heavy noisy case is 96.41%. Finally, the results presented in the table clearly revealed the effectiveness of the proposed system for classifying noisy images adulterated with variable level of noise.
IV. CONCLUSIONS
Considering real life scenario, it is usual for an image data to be noisy. Pre-processed noiseless images can be classified at ease with the help of existing classification methods. However, for a supervised classifier, it is difficult to deal with the noisy data directly fed to it and failure to classify is quite certain. In this paper, autoencoders are implemented to restore the image from its noisy version and then the reconstructed image is forwarded to a classifier. Another important consideration is that having prior knowledge about the proportion of noise carried by image data is not possible. Keeping all these facts in mind, an innovative model is investigated which includes CNN, DAE-CNN, and DAE-DAE-CNN. This model excludes the necessity to train it for different levels of noise. Being noise independent, the proposed model showed better performance on MNIST dataset compared to other models in terms of classifying images with noises ranging from zero to massive which also ensures its capability of learning hierarchical representations.
Several future research directions are opened from this study. The three-layered architecture investigated in this study is found efficient. Future researches can be conducted by stacking layers with some optimization algorithms to get better performance. Various AEs rather than DAE can also be employed to check whether the image reconstruction process improves or not. Furthermore, proposed model is noise level independent but not noise type independent. The method is tested with images corrupted by only random noise and might perform well for only one type of noise by which it is trained with. To make the system more robust and more applicable in real life scenarios it should be further upgraded so that it would be both noise level independent as well as noise type independent.
