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Further Results on Linear Nonquadratic Optimal Control
Chih-Hua Hsu and Jeff S. Shamma
Abstract—This note continues an investigation by the authors of
minimizing the transient response of a linear system as measured by
nonquadratic penalty functions, in particular, penalty functions which
have linear growth. First, this note shows that the optimal state feedback
which minimizes the transient response in the case of no exogenous inputs
also minimizes the induced norm in case exogenous inputs are present.
Second, it considers the case of constrained systems and derives bounds
which establish the stability and performance of receding horizon control
laws. Finally, this note illustrates the results for scheduling of reliable
manufacturing systems.
Index Terms—Disturbance rejection, , linear programming, optimal
control.
I. INTRODUCTION
In [19], the authors considered the so-called linear nonquadratic
(LnQ) minimization problem
JLnQ(xo)=i n f
u(￿)
1
k=0
jz(k)j1 (1)
for the discrete-time linear system
x(k +1 )= Ax(k)+Bu(k);x (0) = xo
z(k)= Cx(k)+Du(k) (2)
with dimensions x(k) 2R
n , u(k) 2R
n , z(k) 2R
n .
This optimization differs from the popular linear quadratic (LQ)
problem with cost function
JLQ(xo) = inf
u(￿)
1
k=0
jz(k)j
2
2
which has a quadratic penalty function. For some problems, a non-
quadratic penalty function better represents the performance objective,
e.g., in manufacturing systems [9]. Another advantage is the exten-
sion to more general settings, such as LPV systems, where a quadratic
penalty function presents certain computational difficulties [20].
In [19], the authors showed how to approximate the optimal infi-
nite horizon feedback by receding horizon implementations of finite
horizon optimal control laws. In the end, the optimal control, which is
not necessarily unique, takes the form of a nonlinear feedback law
u(k)=gLnQ x(k) : (3)
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This paper continues the investigation of LnQ optimal control. First,
it is shown the optimal controller which minimizes the LnQ penalty
function also minimizes an induced norm in the presence of exoge-
nous disturbances. This result complements the work of [21] which
considers induced norm optimization directly. Second, this paper con-
siders the case of LnQ optimization in the presence of state and con-
trol constraints. Bounds are derived based on finite-horizon compu-
tations which guarantee the stability and performance of a receding
horizon implementation of a finite horizon optimal control law. The
approach taken here is complementary to the prevailing point of view
in receding horizon control. Namely, exploiting prior work in control
of constrained systems allows the issues of constraint satisfaction and
finite horizon optimization to be taken separately. Finally, the methods
are illustrated on a simple control problem for reliable manufacturing
systems.
Notation: For x 2R
n, define
jxjp =
n
i=1
jxij
p
1=p
jxj1 =m a x
i=1;...;n
jxij
jxjmax =max
i
xi:
For an infinite sequence, w = fw(0);w(1);w(2);...g, with values in
R
n, define
kwkl =
1
k=0
jw(k)j1 kwkl [0;N] =
N
k=0
jw(k)j1:
Finally, define M(:;i) as the ith column of a matrix, M.
II. INDUCED NORM OPTIMALITY
In this section, we consider the following disturbance rejection
problem. Consider now the linear system (2), but with an exogenous
input w(￿)
x(k +1 )= Ax(k)+Bu(k)+Lw(k);x (0) = 0
z(k)= Cx(k)+Du(k) (4)
with dimensions as in (2) and w(k) 2R
n . Our objective is to find
state feedback u(k)=g x(k) , which achieves
Jl =i n f
g(x)
sup
w
kzk‘
kwk‘
(5)
i.e., the closed-loop induced ‘
1 norm.
The problem of induced ‘
1 norm minimization via linear dynamic
feedback is treated in the text [6], but in the context of induced ‘
1
normminimization. Inthe caseof multivariable linearsystems, thetwo
induced norms are related by a simple transpose [8]. However, there
is no similar relationship in the case of nonlinear feedback applied to
linear systems.
The problem of minimizing the induced ‘
1 norm under full state
feedback was considered in [4], [18], where it was shown that the op-
timal feedback is a nonlinear function of the states, and a constructive
procedure was presented. More recently, the problem of minimizing
the induced ‘
1 norm under full state feedback was considered in [21],
where a generalization of the bounded real lemma was used to derive
the optimal state feedback.
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In this section, we will show that the optimal LnQ state feedback for
transient response minimization is also the optimal state feedback for
induced norm minimization. We also comment that the LnQ objective
has been shown to be equivalent to certain classes of stochastic distur-
bance rejection problems [14].
Assumption 2.1:
1) The pair [A;B] is stabilizable.
2) The matrix (CD ) has full-column rank.
These assumptions assure the existence of an optimal LnQ state feed-
back law [19]. Assumption 2.1.2 simply states that all states and con-
trols are penalized.
Theorem 2.1: The optimal induced ‘
1 norm satisfies
Jl =m a x
i=1;...;n
JLnQ L(:;i)
and is achieved by the optimal LnQ feedback u(k)=gLnQ x(k) .
Theremainderofthis sectionisdevoted tothe proofofTheorem2.1.
The main idea of the proof is to show that the worst case disturbance is
an impulse. This is a standard result in the case of linear systems. We
willshowthatthisisstillthecaseinthepresenceofnonlinearfeedback.
The equivalent effect of an impulse is to set an initial condition for the
unforced system (2), and the optimal control action is to minimize the
resulting transient response.
First, consider the case where nw =1 , i.e., a scalar disturbance. For
any feedback law, the induced ‘
1 norm is bounded below by JLnQ(L).
This can be seen by inspecting the response to the impulse
w
￿(k)=
1;k =0
0; otherwise
(6)
Now assume that the feedback gLnQ(￿) does not achieve an induced
‘
1 norm of J(L). Then there exists a disturbance
w = fw(0);w(1);...;w(N);0;...g
for some time horizon, N, such that
kzk‘
kwk‘
>J LnQ(L): (7)
We can assume without loss of generality that w(N) 6=0 . We will
show that the alternative disturbance
~ w = fw(0);w(1);...;w(N ￿ 1);0;...g
which leads to the alternative response ~ z also satisfies
k~ zk‘
k ~ wk‘
>J LnQ(L):
Since JLnQ(￿) defines a norm on R
n [19], we have (8) shown at
the bottom of the page, where ￿ = kzk‘ [0;N] + JLnQ Ax(N)+
Bu(N) ;￿= JLnQ(L), and ￿ = kwk‘ [0;N￿1].
Define the function f(y)=( ￿ + ￿y)=(￿ + y) with y>0, then
f
0(y)=( ￿￿ ￿ ￿)=(￿ + y)
2. It follows by hypothesis (7) that
JLnQ(L) <
kzk‘
kwk‘
￿ sup
y>0
f(y):
There are two possibilities. First, if ￿￿ ￿ ￿ ￿ 0, then f is nonde-
creasing, and
JLnQ(L) < sup
y>0
f(y) ￿ lim
y!1
￿ + ￿y
￿ + y
= ￿ = JLnQ(L)
which leads to a contradiction.
Therefore, ￿￿ ￿ ￿<0 must hold, which implies that f is mono-
tonically decreasing, and
JLnQ(L) < sup
y>0
f(y) ￿
￿ + ￿y
￿ + y
y=0
=
￿
￿
:
Therefore, we have
JLnQ(L) <
kzk‘ [0;N] + JLnQ Ax(N)+Bu(N)
kwk‘ [0;N￿1]
=
k~ zk‘
k ~ wk‘
:
By repeating this procedure, one can progressively drop the
last nonzero term in the disturbance, thereby finally leading to the
conclusion that
JLnQ(L) <
kz
￿k‘
kw￿k‘
where w
￿ is the impulse defined in (6) and z
￿ is the corresponding
response. However, this cannot be the case since the feedback gLnQ(￿),
by definition, achieves
kz
￿k‘
kw￿k‘
= JLnQ(L):
Therefore, the conclusion is that
J‘ = JLnQ(L):
kzk‘
kwk‘
=
kzk‘ [0;N] + kzk‘ [N+1;1)
kwk‘ [0;N￿1] + jw(N)j
=
kzk‘ [0;N] + JLnQ x(N +1 )
kwk‘ [0;N￿1] + jw(N)j
=
kzk‘ [0;N] + JLnQ Ax(N)+Bu(N)+Lw(N)
kwk‘ [0;N￿1] + jw(N)j
￿
kzk‘ [0;N] + JLnQ Ax(N)+Bu(N) + JLnQ Lw(N)
kwk‘ [0;N￿1] + jw(N)j
=
￿ + ￿jw(N)j
￿ + jw(N)j
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Similar arguments hold for the multiple-input case nw > 1. As be-
fore
J‘ > max
i=1;...;n
JLnQ L(:;i) :
Furthermore, if the feedback gLnQ(￿) does not achieve this level of
performance, then there exists an impulsive disturbance, w
￿(k),which
is active only at k =0such that
max
i=1;...;n
JLnQ L(:;i) <
kz
￿k‘
jw￿(0)j1
where z
￿ is the response to w
￿. However
kz
￿k‘
jw￿(0)j1
=
JLnQ Lw
￿(0)
jw￿(0)j1
￿
n
i=1
jw
￿
i (0)jJLnQ L(:;i)
jw￿(0)j1
= max
i=1;...;n
JLnQ L(:;i) :
Again, this leads to a contradiction, and, therefore, the feedback
gLnQ(￿) achieves the optimal induced ‘
1 norm.
III. LNQO PTIMIZATION WITH CONSTRAINTS
In this section, we again consider transient minimization (1) for
the undisturbed linear system (2), but now with state and control
constraints
x(k);u(k) 2 ￿=f(x;u):jEx+ Fuj1 ￿ 1g: (9)
It has been shown in [12] that receding horizon control can be used
to approximate the infinite horizon optimal control law. In this note,
we will derive bounds based on finite-horizon computations which ex-
plicitly bound the infinite horizon performance of a receding horizon
control.
Aprimary motivationforrecedinghorizoncontrolpolicies forlinear
systems is the presence of constraints (cf., [17] and references therein),
and an important issue is the infinite horizon feasibility of constraints.
In this paper, we will make a departure from this viewpoint by sepa-
rating the issues of constraints and optimization. In particular, we will
assume that the constraints (9) satisfy a sort of invariance property.
Such a viewpoint does not sidestep the issue of constraints. Suppose
it is desired to maintain
jEorigx(k)+Forigu(k)j1 ￿ 1: (10)
Prior work on constrained systems (e.g., [3], [10], [11], [5], and [18])
can be used to determine whether or not this is achievable over an infi-
nite horizon. If this is achievable, then there exist new constraints
jEnewx(k)+Fnewu(k)j1 ￿ 1 (11)
which capture the infinite horizon feasibility as follows. At any time
k, there exists control inputs fu(k);u(k +1 ) ;u(k +2 ) ;...g that as-
sure that the original constraints (10) are satisfied if and only if the
current control input u(k) satisfies the new constraints (11).1 In other
words, the new constraints represent a necessary and sufficient point-
wise-in-time “translation” of the original constraints. With this view-
point, the issue of infinite horizon feasibility is addressed a priori, and
receding horizon control is only a means to the end of approximating
the infinite horizon optimal control.
1Note that an infinitesimal relaxation of the constraints (10) may be required
in order to obtain a finite collection of constraints (11)
In addition to Assumption 2.1, we will make the following assump-
tion on the constraints (9), which reflect the present viewpoint.
Assumption 3.1:
1) ￿ is compact.
2) Define the convex projection
￿=fx :( x;u) 2 ￿ for some ug:
There exist positive ￿<1 and N
￿ such that for all x(0) 2
￿, there exist control inputs fu(0);...;u(N
￿ ￿ 1)g such that
x(k);u(k) 2 ￿ for k =0 ;...;N
￿ ￿ 1 and x(N
￿) 2 ￿￿.
The property in Assumption 3.1.2 has been called N
￿-step ￿-con-
tractiveness in [5], [11]. As discussed earlier, this assumption reflects
that the issue of infinite horizon feasibility hasalready been considered
in the formulation of the constraints (9).
We now state two results in preparation for the main result. First,
define the finite-horizon optimization
JN(xo)=i n f
u(￿)
N
k=0
jz(k)j1 (12)
subject to constraints (9).
Proposition 3.1: The finite-horizon optimal costs (12) admit the
matrix representation
JN(xo)=jMNxo + mNjmax
for appropriately dimensioned matrices MN, and column vectors mN.
Proof: ThecomputationoftheMN andmN canbedoneapriori
through an implementation of standard dynamic programming recur-
sions [2].
Proposition3.2: TheJN(x)formauniformlyconvergentsequence
of continuous functions on ￿.
Proof: The N
￿-step ￿-contractiveness assumption implies auni-
form upper bound on JN(x) for all N. This implies pointwise conver-
gence of JN(x) for all x 2 ￿. Since ￿ is compact, we have uniform
convergence as well.
Now, define
￿N￿1 = minf￿ : JN(x) ￿ ￿JN￿1(x) 8x 2 ￿g:
By Proposition 3.2, we have that
lim
N!1
￿N =1 :
We now state our main result which provides an infinite horizon per-
formance bound for the receding horizon control law
￿(x;N) = argmin
fu:jEx+Fuj ￿1g
fjCx+ Duj1
+ JN￿1(Ax + Bu)g:
Theorem 3.1: Let
￿ = maxfjCx+ Duj1 :( x;u) 2 ￿g:
Define k(x;u)k￿ as the norm whose unit ball is the set ￿, and let
￿ = max
(x;u)2￿
k(x;u)k￿
jCx+ Duj1
:
The receding horizon control u(k)=￿(x(k);N) is stabilizing for all
N such that
(￿N￿1 ￿ 1)
￿￿N
￿
1 ￿ ￿
< 1:IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 46, NO. 5, MAY 2001 735
Furthermore, the infinite-horizon performance satisfies
1
k=0
jz(k)j1 ￿
JN x(0) ￿ ￿
x(0)
u(0) 1
1 ￿ ￿
for
￿ =
￿N￿1 ￿ 1
￿N ￿1
￿￿N
￿
1 ￿ ￿
< 1:
Proof: Let x(k) and u(k) be the state and control trajec-
tory, respectively, resulting from the receding horizon policy
u(k)=￿(x(k); N).
For any k
JN x(k) = jCx(k)+Du(k)j1 + JN￿1 x(k +1 ) :
Therefore, for x(k) 2 ￿
JN x(k) ￿ JN x(k +1 )
= jCx(k)+Du(k)j1 + JN￿1 x(k +1 ) ￿ JN x(k +1 )
￿j Cx(k)+Du(k)j1 ￿ (￿N￿1 ￿ 1)JN￿1 x(k +1 )
￿j Cx(k)+Du(k)j1 ￿ (￿N￿1 ￿ 1)JN x(k) :
Now, for any positive scalar ￿<1
JN(x) ￿ ￿JN
x
￿
as long as x=￿ 2 ￿. Therefore
JN x(k) ￿k x(k);u(k) k￿JN
x(k)
k x(k);u(k) k￿)
￿k x(k);u(k) k￿
￿N
￿
1 ￿ ￿
:
Combining the above inequalities leads to
JN x(k) ￿ JN x(k +1 )
￿ 1 ￿ (￿N￿1 ￿ 1)
￿￿N
￿
1 ￿ ￿
jCx(k)+Du(k)j1:
The above establishes that JN(￿) provides a Lyapunov function for
￿N sufficiently close to one. One can go on further to establish expo-
nential stability since ￿ is compact. The details are omitted here.
We will now establish the performance bound. We can bound
jCx(0) + Du(0)j1
= JN x(0) ￿ JN￿1 x(1)
= JN x(0) ￿ JN x(1) + JN x(1) ￿ JN￿1 x(1)
￿ JN x(0) ￿ JN x(1) + JN x(1) ￿
1
￿N￿1
JN x(1)
= JN x(0) ￿ JN x(1) +
￿N￿1 ￿ 1
￿N￿1
JN x(1) :
Similarly
jCx(1) + Du(1)j1 ￿JN x(1) ￿ JN x(2)
+
￿N￿1 ￿ 1
￿N￿1
JN x(2) :
Fig. 1. Four-machine transfer line.
Therefore
1
k=0
jCx(k)+Du(k)j1
￿ JN x(0) +
￿N￿1 ￿ 1
￿N￿1
1
k=1
JN x(k)
￿ JN x(0) +
￿N￿1 ￿ 1
￿N￿1
￿
1
k=1
￿￿N
￿
1 ￿ ￿
jCx(k)+Du(k)j1:
Define ￿ =( ￿N￿1 ￿ 1)=(￿N￿1)(￿￿N
￿)=(1 ￿ ￿). Note that ￿<1
for ￿N￿1 sufficiently close to one. Rearranging the above inequality
then leads to the desired result.
IV. NUMERICAL EXAMPLE:T RANSFER LINES
Consider the four machine transfer line of Fig. 1. Material is pro-
cessed by machines M1 through M4 in order to meet the demand, d.
Each buffer xi denotes the cumulative production of the ith machine
less the cumulative production of the (i+1)th machine. An exception
is buffer x4 which denotes the cumulative production of the 4th ma-
chine less the cumulative demand, i.e., total inventory or backlog.
These dynamics take the state equation form
x(k +1 )=x(k)+
1 ￿10 0
01￿10
00 1￿1
00 0 1
u(k) ￿
0
0
0
1
d (13)
where ui(k) denotes the production of the ith machine.
The objective is to minimize
1
k=0
c1x1(k)+c2x2(k)+c3x3(k)+m a x c
+
4 x4(k);c
￿
4 x4(k)
where all coefficients are positive except c
￿
4 , which is negative to pe-
nalize backlog. The constraints on states and controls are
0 ￿ x(k) ￿ xmax
and
0 ￿ u(k) ￿ ￿
for specified maximum buffer sizes, xmax, and machine capacities, ￿.
Provided that each machine capacity satisfies ￿i >d , then the above
constraints are N
￿-step ￿-contractive with N
￿ =1 . Note that the
above system does not quite fit the formulation in the previous sec-
tion in that it evolves over the positive quadrant. However, the previous
analysis can easily be adapted to this setting.
Reference [15] considered such transfer lines, and showed that the
optimal policy for each machine takes the form
u(k)=
0;k ￿ Ti
￿i;T i <k<T f
d; k ￿ Tf
wheretheTI are“deferraltimes”tobecomputed,andTf isafinaltime
after which the buffers will be cleared, i.e., x(Tf)=0 . [15] derives
calculations for the deferral times based on a decomposition of the line
into sections according to bottleneck machines.
The LnQ procedure was used to compute a feedback control law for
this system. The simulation parameters (from [15]) were as follows:
Capacities: ￿ = f1:5;3;2;3g; Demand: d =1 ; Holding costs: c =736 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 46, NO. 5, MAY 2001
f1;2;3;+3;￿4g; Initial Levels: x(0) = f6;12;24;￿24g. The final
receding horizon length was N =1 0 .
Inordertosimplifyofflinecomputations,thecost-to-goateachstage
was approximated by a simpler cost-to-go with linear growth based on
a selected level set. The domain jx(k)j￿1 was used as a “domain
of approximation.” Note that the system is expected to operate over a
larger domain than that for the cost function approximation.
The result was an explicit state feedback law u(k)=gLnQ x(k)
which led to deferral times of T0 =1 8 , T3 =6 , and T4 =0 . The
deferraltimeT2 istriggeredbytheinstantbufferx3 isempty.Theseare
the same deferral times calculated in [15], even though the calculated
approximatecostherepoorlypredictstheactualcost.Notethatdeferral
time T1 is correct even though it occurs after the optimization horizon
of N =1 0 .
V. CONCLUDING REMARKS
We conclude with some remarks regarding computations. As stated
in Proposition 3.1, the finite-horizon costs take the form
JN(x)=jMNx + mNjmax
for appropriately dimensioned matrices MN, and vectors mN.I ti s
possibletocomputethesematricesoffline,andthereforetonumerically
verify the conditions in Theorem 3.1 a priori. However, this approach
is computationally intractable for high dimension systems.
One approach toward alleviating the computational burden is
to employ real-time optimization to compute the receding horizon
control law. This significantly reduces offline computations at the cost
of real-time computations involving possibly large linear programs. In
the case of manufacturingscheduling problems, it is possible to exploit
special structures of these linear programs in order to streamline
computations [13], [16], [7].
Another possibility is to approximate the optimal cost function in
performing the dynamic programming iterations. This concept of “ap-
proximate” dynamic programming is discussed in detail in [1]. The
advantage here is a “closed-form” expression for the control law, and
a lighter real-time computational burden. The offline computational
burden, while less than that of direct dynamic programming, can still
be significant.
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FaultAccommodationofaClassofMultivariable Nonlinear
Dynamical Systems Using a Learning Approach
Marios M. Polycarpou
Abstract—This note presents a learning approach for accommodating
faults occurring in a class of nonlinear multi-input–multi-output (MIMO)
dynamicalsystems.Changesinthesystemdynamicsduetoafaultaremod-
eledasunknownnonlinearfunctionsofthemeasurablestatevariables.The
closed-loop stability of the robust fault accommodation scheme is estab-
lished using Lyapunov redesign methods. A simulation example, based on
a model of a jet engine compression system, is used to illustrate the fault
accommodation design procedure.
Index Terms—Fault accommodation, fault diagnosis, learning approach,
neural network, nonlinear systems.
I. INTRODUCTION
The demand for increased productivity leads to more challenging
operating conditions for many modern engineering systems. Such con-
ditions increase the possibility of system failures, which are character-
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