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Construction of Lupe magic squares
Kazuo Azukawa
Abstract. For any odd p = A2 + B2 with A,B ∈ N such that
(A,B) = 1, we define Lupe property of a p-square matrix with entries
0, . . . , p2 − 1; especially, if p = (B + 1)2 + B2, B ∈ N, then we
define diamond property of such matrix. For any such p, we discuss
a construction of such p-square matrices.
1. Introduction
We start with some notations. For α ∈ Z and p ∈ N, let rp(α) be the
remainder of α divided by p; therefore, rp(α) ∈ {0, . . . , p− 1}. For α, β ∈ Z
with α < β, denote
[α, β]p := {rp(γ)| γ ∈ Z, α ≤ γ ≤ β}.
Specially, [1, p]p = {0, . . . , p − 1}. A p-square matrix M with entries in
a set X is considered as a mapping from [1, p]2p into X, and written as
M = (Mij)(i,j)∈[1,p]2p = (Mij)i,j .
Definitions. For an interger p ≥ 3, a magic p-square (resp. Latin
p-square) is a p-square matrix [1, p]2p → [1, p2]p2 (resp. [1, p]2p → [1, p]p)
whose all rows and all columns have the same sum cp :=
p(p2 − 1)
2
, called
the magic sum (resp. whose restrictions to all rows and all columns are
surjection). A magic (resp. Latin ) p-square is called complete if all 2p
general diagonals also have the sum cp (resp. restrictions to all 2p general
diagonals are surjection).
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We give an example. If
N :=

0 1 2 3 4
2 3 4 0 1
4 0 1 2 3
1 2 3 4 0
3 4 0 1 2

and N ′ :=

0 1 2 3 4
3 4 0 1 2
1 2 3 4 0
4 0 1 2 3
2 3 4 0 1

,
then, N,N ′ are complete Latin 5-squares, and M := 5N + N ′ is a com-
plete magic 5-square. Furthermore, it is easily seen that M possesses the
following property: If one puts a Lupe on any 2-square L in M, then the
sum of the numbers appear on L is calculated by c5 −Mr5(i+3),r5(j+3) =
60−Mr5(i+3),r5(j+3), where
L =
[
Mr5(i),r5(j) Mr5(i),r5(j+1)
Mr5(i+1),r5(j) Mr5(i+1),r5(j+1)
]
.
This property may be called the Lupe one. Here we used the fact 5 =
22 + 12.
From now on, we assume that
(1) p = A2 +B2 : odd, A,B ∈ N, (A,B) = 1, A > B.
For examle, for every n ∈ N, the number p = (2n)2 + 12, satisfies (1).
Moreover, every diamond number, that is a number p = (B + 1)2 + B2
with B ∈ N, also satisfies assumption (1).
Definition. Let
(2) d :=
(p− (A+B))
2
=
A(A− 1)
2
+
B(B − 1)
2
∈ N.
A pair (P,Q) of an A-square P = [α, α+A− 1]p× [β, β+A− 1]p and a B-
square Q = [γ, γ+B−1]p×[δ, δ+B−1]p in [1, p]2p is called (A,B)-antipodal
if
(3) γ − α ≡ δ − β ≡ A+ d (mod p),
that is the ”distance” between P and Q is d.
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Definition. A p-square matrix M : [1, p]2p → [1, p]p (resp. M : [1, p]2p →
[1, p2]p2) is said to be of Lupe property if for any (A,B)-antipodal pair
(P,Q) in [1, p]2p, the imageM(P ∪Q) = [1, p]p (resp. the sum of all numbers
appear in the image M(P ∪ Q) is cp). The number d is called the Lupe
distance of the matrix of Lupe property.
2. The construction of a Lupe magic square and the results
Let p,A,B satisfy (1). Let
B
A
=
1
a1
+
1
a2
+ · · ·+ 1
an
be the continued fraction expansion of the rational number B/A with an ≥
2, and set the second to last convergent of the expansion by
y
x
:=
1
a1
+
1
a2
+ · · ·+ 1
an−1
with (x, y) = 1. Then it is well-known (cf. [A-Y]) that xB − yA = (−1)n.
Thus, one of (x, y) and (A−x,B−y) is the unique solution to the equation
(4) bA− aB = 1
on (a, b) ∈ {1, . . . , A− 1}× {0, . . . , B} and the other is the unique solution
to the equation
bA− aB = −1.
From now on, let (a, b) be the unique solution to the equation (4) and
set a′ := A− a, b′ := B − b, so that
(5) b′A− a′B = −1.
Let q := aA+bB, and q′ := a′A+b′B = p−q. Let s and t be permutations
of the set [1, p]p. We define the p-square matrices N := (Nij)ij and N ′ :=
(N ′ij)ij by
Nij := s(rp(iq + j)), N ′ij := t(rp(iq
′ + j))
for (i, j) ∈ [1, p]2, and set M := pN + N ′. We shall show the following
theorem which is pronounced in [A] without proof:
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Theorem 1. Let p,A,B satisfy condition (1). Then, the matrices N,N ′
defined above are complete Latin p-squares of Lupe property. Furthermore,
the matrix N ×N ′ := ((Nij , N ′ij))ij is an Euler square, that is the matrix
N ×N ′ : [1, p]2p → [1, p]2p is surjective.
As a corollary we have the following.
Corollary 2. Let p,A,B be as in Theorem 1 and M be as above. Then,
the matrix M is a complete magic p-square of Lupe property.
Corollary 2 generalizes the construction of a Lupe 5-magic square M in
Section one.
If p is a diamond number, say p = (B + 1)2 + B2 with B ∈ N, we call
a subset ∆ ⊂ [1, p]2p is called a p-diamond if there exists a subset ∆ ⊂ Z2
consisting of elements
(−B, 0)
(−B + 1,−1) (−B + 1, 0) (−B + 1, 1)
...
(−1,−B + 1) · · · (−1,−1) (−1, 0) (−1, 1) · · · (−1, B − 1)
(0,−B) (0,−B + 1) · · · (0,−1) (0, 0) (0, 1) · · · (0, B − 1) (0, B)
(1,−B + 1) · · · (1,−1) (1, 0) (1, 1) · · · (1, B − 1)
.
..
(B − 1,−1) (B − 1, 0) (B − 1, 1)
(B, 0)
and an element (u, v) ∈ Z2 such that ∆ = {(rp(i + u), rp(j + v)) ∈
[1, p]2p| (i, j) ∈ ∆}. We note that the cardinality of the elements in a p-
diamond is p = (B + 1)2 +B2.
Definition. Let p be a diamond number. A p-square matrixM : [1, p]2p →
[1, p]p (resp. M : [1, p]2p → [1, p2]p2) is said to be of diamond property
if for any diamond ∆ in [1, p]2p the image M(∆) = [1, p]p(resp. the sum of
the numbers appear on M(∆) is cp).
We also show the following.
Theorem 3. Let p = (B + 1)2 + B2, B ∈ N. Let N and N ′, and M be
as in Theorem 1 and Corollary 2, respectively, with A = B + 1. Then, the
matrices N,N ′ are of diamond property, and so is the matrix M.
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3. Proof of Theorem 1
To prove Theorem 1, it is enough to show the following special case of it,
the case where s and t are identities:
Theorem 4. Let p,A,B, a, b, q, q′ be as in Theorem 1. Let N,N ′ be the
p-square matrices defined by
(6) Nij := rp(iq + j), N ′ij := rp(iq
′ + j)
for (i, j) ∈ [1, p]2. Then, the matrices N,N ′ are Lupe and complete Latin
p-square, and the matrix N ×N ′ is an Euler square.
We first prove the following.
Proposition 5. If P = [0, A− 1]2p and Q = [0, B − 1]p × [A,A+B − 1]p,
then the image N(P ∪Q) = [1, p]p.
Proof. W consider an auxiliary matrix L = (Lij)i,j ∈ Z(A+1, a+b), that
is a Z-valued (A+ 1)× (a+ b) matrix, defined by
(7) Lij = rA+B(i(a+ b) + j)
for (i, j) ∈ [0, A]A+B × [0, a+ b− 1]A+B. Since
(8) A(a+ b)− a(A+B) = 1,
it follows that for j = 0, . . . , a+ b− 2,
(9) LAj = L0,j+1.
Because of (8), numbers of the first column of L are {rA+B(0), rA+B(a +
b), . . . , rA+B((A−1)(a+b))} ∪ {rA+B(A(a+b)), . . . , rA+B((A+B−1)(a+
b))} = {0, 1, . . . , A+B−1}, and rA+B(A(a+b)) = 1, so that t(rA+B(A(a+
b)), . . . , rA+B((A+B−1)(a+b))) = t(1, rA+B(A(a+b))+1, . . . , rA+B((B−
1)(a+ b)) + 1). We call the numbers rA+B(0), rA+B(a+ b), . . . , rA+B((A−
1)(a+b)) are of long label, and rA+B(A(a+b)), . . . , rA+B((A+B−1)(a+b))
of short label. Because of (8) and (9), we see that
(10)
{
in every row of L, except the last one, there are
a numbers of long label and b numbers of short label.
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In fact, if for j = 0, . . . , a+b−2, we glue (A, j) with (0, j+1), we then have
a(A+ B) times 1 tape with numbers of short label after of long label and
of long label after short label. We scroll the tape on a circular cylinder of
circle-length A. Then, in the tape there are a segments consists of numbers
of long label (shortly called long segments) and a segments consists of
numbers of short label (shortly called short segments). If we skip long
segments from the tape, we then cover the cylinder by only short segments,
with multiplicity b except the last number, in view of (8). Assertion (10)
follows from this.
We now distribute the numbers 0, 1, . . . , p−1 between A blocks of length
A and B blocks of length B as follows: Since the number 0 is of long label,
we set L0 = (0, 1, . . . , A−1). Inductively, we construct L1, L2, . . . , LA+B−1.
If we have constructed Lj = (. . . , u), then we set
Lj+1 :=
{
(u+ 1, u+ 2, . . . , u+B), j+1 is of short label
(u+ 1, u+ 2, . . . , u+A), j+1 is of long label
Because A2 + B2 = p, it follows that LA+B−1 = (. . . , p − 1). It follows
from (10) that among L0, L1, . . . , La+b−1, we have a long segments and
b short segments so that La+b−1 = (. . . , q − 1). Hence, La+b = (q, . . .).
Inductively, we have LrA+B(j(a+b)−1) = (. . . , jq−1), LrA+B(j(a+b)) = (jq, . . .)
for j = 1, . . . , A− 1, so that
L0 L1 . . . La+b−1
La+b La+b+1 . . . L2(a+b)−1
. . . . . .
LrA+B((A−1)(a+b)) . . . LrA+B(A(a+b)−1)
 = N |[0,A−1]p×[0,q−1]p .
It follows that N |P = t(L0, La+b, . . . , LrA+B((A−1)(a+b))) and
N |Q = t(L1, La+b+1, . . . , LrA+B((B−1)(a+b)+1)). Since {0, a+b, . . . , rA+B((A−
1)(a+b))} ∪ {1, a+b+1, . . . , rA+B((B−1)(a+b)+1)} = {0, 1, . . . , A+B−1},
it follows that
N(P ∪Q) =
A+B−1⋃
j=1
Im Lj = {0, 1, . . . , p− 1},
as desired.
Construction of Lupe magic squares 145
Lemma 6. It holds that:
(11) p(a2 + b2)− q2 = 1.
(12) qq′ ≡ 1 (mod p).
(13) Let y : [1, p]p → [1, p]p be the permutation defined by y(j) := rp(jq′).
Then, the matrix N(y) ∈ [1, p]p([1, p]p×[1, p]p) defined by N(y)ij := y(iq+j)
satisfies N ′ = tN(y).
Proof. (11): We only note that (A2 + B2)(a2 + b2) − (aA + bB)2 =
(bA− aB)2. (12): It follows from (11) that qq′ ≡ −q2 ≡ 1. (13): It follows
from (12) that
N(y)ij = rp((iq + j)q′)
= rp(iqq′ + jq′)
= rp(jp′ + i)
= N ′ji,
as desired.
Remark 7. In the proof of Lemma 6(12) above, we gave a simple direct
proof of implication (i)⇒ (ii) of the following old famous theorem (cf. [H],
[A-Z]) : Let p ∈ N be an odd number. Then, the following five statements
are equivalent:
(i) There exist A,B ∈ N such that (A,B) = 1 and p = A2 +B2.
(ii) There exists x ∈ N such that x2 ≡ −1 (mod p).
(iii) For any prime p′ with p′|p, there exists x ∈ N such that x2 ≡ −1(mod p′).
(iv) For any prime p′ with p′|p, it holds that p′ ≡ 1 (mod 4).
(v) For any prime p′ with p′|p, there exisit A,B ∈ N such that (A,B) = 1
and p′ = A2 +B2.
Proposition 8. If P = [0, A− 1]2p and Q = [A,A+B − 1]p × [0, A− 1]p,
then N ′(P ∪Q) = [1, p]p.
Proof. By Lemma 6(13) we have
N ′(P ∪Q) = tN(y)(P ∪Q)
= N(y)(tP ∪ tQ).
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Proposition 5 is valid also for N(y) as far as N , so that we have N(y)(tP ∪
tQ) = {rp(0), rp(q′), . . . , rp((p − 1)q′)}. In view of Lemma 6(11), we have
(p, q′) = 1, so that {rp(0), rp(q′), . . . , rp((p − 1)q′)} = {0, . . . , p − 1}, as
desired.
We note that
(14) qA = ap+B, qB = bp−A;
(15) q′A = a′p−B, q′B = b′p+A,
which are easily proved.
Lemma 9. Let d be the Lupe distance defined by (2). Then, (q + 1)d ≡
−B, (q′ + 1)d ≡ −A (mod p).
Proof. By (14) we have q(A + B) = (a + b)p + B − A. It follows from
d = (p− (A+B))/2 that
(q + 1)d =
1
2
{p(q + 1)− ((a+ b)p+B −A+A+B)}
= −B + 1
2
{q + 1− a− b}p
= −B + 1
2
{a(A− 1) + b(B − 1) + 1}.
If A is odd, then B is even, because A2 + B2 is odd, so that b is even,
since bA − aB = 1; therefore a(q − 1) + b(B − 1) is odd. While A is
even, then a and b are both odd; therefore a(q − 1) + b(B − 1) is odd.
Thus, (q + 1)d ≡ −B (mod p). On the other hand, by (15) we have
q′(A+B) = (a′ + b′)p−B +A. It follows that
(q′ + 1)d =
1
2
{p(q′ + 1)− ((a′ + b′)p−B +A+A−B)}
= −A+ 1
2
{q′ + 1− a′ − b′}p
= −A+ 1
2
{a′(A− 1) + b′(B − 1) + 1}.
If A is even, then B and a′ are both odd, since b′A− a′B = −1; therefore
a′(A − 1) + b′(B − 1) is odd. While A is odd, then, because A2 + B2 is
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odd, B is even and it follows from b′A− a′B = −1 that b′ is odd; therefore
a′(A− 1) + b′(B − 1) is odd. Thus, (q′ + 1)d ≡ −A (mod p), as desired.
Lemma 10. For (i, j) ∈ [1, p]2p, it holds that Nrp(i+A+d),rp(j+d) = Nij ,
N ′rp(i+d),rp(j+A+d) = N
′
ij.
Proof. By Lemma 9 and fact (14) we have
Nrp(i+A+d),rp(j+d) −Nij = rp((i+A+ d)q + j + d)− rp(iq + j)
≡ rp((A+ d)q + d)
= rp((q + 1)d+ qA)
≡ rp(−B +B) = 0.
Similarly, we have
N ′rp(i+d),rp(j+A+d) −N ′ij = rp((i+ d)q′ + j +A+ d)− rp(iq′ + j)
≡ rp(dq′ +A+ d)
= rp((q′ + 1)d+A)
≡ rp(−A+A) = 0,
as desired.
Proposition 11. Matrices N,N ′ are of Lupe property.
Proof. Let (P,Q) be any (A,B)-antipodal pair in [1, p]2p. Set P0 := [0, A−
1]2p, Q0 := [A+ d,A+ d+B − 1]2p, Q1 := [0, B − 1]p × [A,A+B − 1]p, and
Q2 := [A,A+B−1]p× [0, B−1]p. By Lemma 10, we have N(Q1) = N(Q0)
and N ′(Q2) = N ′(Q0), so that N(P0 ∪ Q0) = [1, p]p and N ′(P0 ∪ Q0) =
[1, p]p.
Moreover, there exists (u, v) ∈ Z2 such that, taking the translation
Φ : [1, p]2p 3 (i, j) 7→ (rp(i+ u), rp(j + v)) ∈ [1, p]2p,
we have P = Φ(P0) and Q = Φ(Q0). We have for every (i, j) ∈ [1, p]2p,
NΦ(i,j) −Nij = rp((i+ u)q + j + v)− rp(iq + j)
≡ rp(uq + v)
≡ uq + v,
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and similarly N ′Φ(i,j) − N ′ij ≡ uq′ + v. From N(P0 ∪ Q0) = [1, p]p and
N ′(P0 ∪Q0) = [1, p]p, it follows that N(P ∪Q) = N(Φ(P0 ∪Q0)) = [1, p]p
and N ′(P ∪Q) = N ′(Φ(P0 ∪Q0)) = [1, p]p. The proof is completed.
To complete the proof of Theorem 4, we prepare the following.
Lemma 12. It holds that:
(16) (q, p) = 1, (q′, p) = 1.
(17) (q + 1, p) = 1, (q − 1, p) = 1; (q′ + 1, p) = 1, (q′ − 1, p) = 1.
(18) (2q, p) = 1, (2q′, p) = 1.
Proof. (16): By Lemma 6(11). (17): We first show the existece of x ∈ Z
such that (q + 1)x ≡ 1 (mod p). By (14) we have (q + 1)B ≡ B − A, By
Lemma 9 we get (q + 1)d ≡ −B, so that (q + 1)(d + B) ≡ −A. Since
bA − aB = 1, we have (q + 1)(ad − b(d + B)) ≡ 1, as desierd. Next, we
show the existence of x ∈ Z such that (q′ + 1)x ≡ 1 (mod p). By (15)
we have (q′ + 1)A ≡ A − B, By Lemma 9 we get (q′ + 1)d ≡ −A, so that
(q′+1)(A+d) ≡ −B. Since b′A−a′B = 1, we have (q′+1)(−b′d+a′(A+d)) ≡
−1, as desired. Since q − 1 ≡ −(q′ + 1) and q′ − 1 ≡ −(q + 1), the other
assertions follow. (18): Since p is odd, (16) implies (18).
The remainder of the proof of Theorem 4. In view of Proposition
11, we may show the following three claims:
(19) N,N ′ are Latin squares.
(20) The Latin squares N,N ′ are complete.
(21) The matrix N ×N ′ is an Euler square.
Assertion (19) comes from (16). For every (u, v) ∈ [1, p]2p and every i ∈
[1, p]p, it holds that Nu+i,u+i = rp(uq + v + (q + 1)i), Nu+i,u−i = rp(uq +
v+ (q− 1)i), so that the completeness of N follows from the former half of
(17). Similarly, the completeness of N ′ also follows from the latter half of
(17). Thus (20) is proved. To prove assertion (21), assume that 0 = Nij =
rp(iq + j), then j ≡ −iq ≡ iq′, so that N ′i,iq′ = rp(iq′ + iq′) = rp(i2q′).
Since (p, 2q′) = 1 by (18), it follows that {N ′i,iq′ | i ∈ [1, p]p} = [1, p]p.
Now, for every v ∈ [1, p]p, we have v = Ni,iq′+v. On the other hand, since
N ′i,iq′+v ≡ N ′i,iq′ + v, we get {N ′i,iq′+v| i ∈ [1, p]p} = [1, p]p, so that (21)
holds and the proof of Theorem 4 is completed.
4. Proof of Theorem 3
Let p = (B + 1)2 + B2 = 2B(B + 1) + 1, B ∈ N. Then q = 2B + 1 and
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q′ = 2B2. Let ∆1 and ∆2 be the subsets of Z2 consisting of elements
(0, 0)
(1,−1) (1, 0) (1, 1)
.
..
(B − 1,−B + 1) · · · (B − 1,−1) (B − 1, 0) (B − 1, 1) · · · (B − 1, B − 1)
(B,−B) (B,−B + 1) · · · (B,−1) (B, 0) (B, 1) · · · (B,B − 1) (B,B)
(B + 1,−B + 1) · · · (B + 1,−1) (B + 1, 0) (B + 1, 1) · · · (B + 1, B − 1)
.
..
(2B − 1,−1) (2B − 1, 0) (2B − 1, 1)
(2B, 0)
and
(−B,B)
(−B + 1, B − 1) (−B + 1, B) (−B + 1, B + 1)
..
.
(−1, 1) · · · (−1, B − 1) (−1, B) (−1, B + 1) · · · (−1, 2B − 1)
(0, 0) (0, 1) · · · (0, B − 1) (0, B) (0, B + 1) · · · (0, 2B − 1) (0, 2B)
(1, 1) · · · (1, B − 1) (1, B) (1, B + 1) · · · (1, 2B − 1)
...
(B − 1, B − 1) (B − 1, B) (B − 1, B + 1)
(B,B),
respectively. For k = 1, 2, set ∆k := {(rp(u), rp(v)) ∈ [1, p]2p| (u, v) ∈ ∆k}.
Then, ∆k are p-diamonds in [1, p]2p. We first prove the following.
Lemma 13. It holds that N(∆1) = [1, p]p and N ′(∆2) = [1, p]p.
Proof. Let ∆3, ∆4, and ∆5, be the subsets of Z2 consisting of elements
(0, 0)
(1,−1) (1, 0) (1, 1)
.
..
(B − 1,−B + 1) · · · (B − 1,−1) (B − 1, 0) (B − 1, 1) · · · (B − 1, B − 1)
(B,−B) (B,−B + 1) · · · (B,−1) (B, 0) (B, 1) · · · (B,B − 1) (B,B),
(B + 1,−B + 1) · · · (B + 1,−1) (B + 1, 0) (B + 1, 1) · · · (B + 1, B − 1)
...
(2B − 1,−1) (2B − 1, 0) (2B − 1, 1)
(2B, 0)
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and
(0, 1) · · · (0, B − 1) (0, B) (0, B + 1) · · · (0, 2B − 1)
..
.
(B − 2, B − 1) (B − 2, B) (B − 2, B + 1)
(B − 1, B),
respectively. For k = 3, 4, 5 set ∆k := {(rp(i), rp(j)) ∈ [1, p]2p| (i, j) ∈ ∆k}.
We note that ∆1 = ∆3 ∪ ∆4. We also note that for every (i, j) ∈ [1, p]2p,
Nrp(i+B+1),rp(j−B) = Nij . In fact,
Nrp(i+B+1),rp(j−B) −Nij
= rp((i+B + 1)(2B + 1) + (j −B))− rp(i(2B + 1) + j)
= rp(2B2 + 2B + 1) = 0.
Here, we used the fact p = 2B2+2B+1. From this it follows that N(∆4) =
N(∆5); therefore N(∆1) = N(∆3∪∆5). The set ∆3∪∆5 is a parallelogram.
Since for j ∈ [1, p]p, the j-th row Rj of the parallelogram ∆3 ∪∆5 satisfy
N |Rj = (rp(2bj), rp(2bj + 1), · · · , rp(2Bj + 2B − 1)), it holds that N(∆3 ∪
∆5) = [1, p]p. This completes the proof of the former formula of Lemma
13.
To prove the latter formula, let N(y) be the p-square defined in Lemma
6(13). We then have N ′ = tN(y). Since the former part of the proof is valid
for N(y) as far as N , it follows that N ′(∆2) = tN(y)(∆2) = N(y)(t∆2) =
N(y)(∆1) = [1, p]p, as desired.
The remainder of the proof of Theorem 3. If ∆ is any p-diamond in
[1, p]p, then for k = 1, 2 there exists (uk, vk) ∈ Z2 such that, taking the the
translation
Φk : [1, p]2p 3 (i, j) 7→ (rp(i+ uk), rp(j + vk)) ∈ [1, p]2p,
we have ∆ = Φk(∆k). By the argument in the proof of Proposition 11
assertion N(∆1) = [1, p]p (resp. N ′(∆2) = [1, p]p) of Lemma 13 implies that
N(∆) = N(Φ(∆1)) = [1, p]p (resp. N ′(∆) = N(∆2) = [1, p]p); therefore,
the proof of Theorem 3 is completed.
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