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ξ-COMPLETELY CONTINUOUS OPERATORS AND ξ-SCHUR BANACH SPACES
R.M. CAUSEY AND K.V. NAVOYAN
Abstract. For each ordinal 0 6 ξ 6 ω1, we introduce the notion of a ξ-completely continuous operator and
prove that for each ordinal 0 < ξ < ω1, the class Vξ of ξ-completely continuous operators is a closed, injective
operator ideal which is not surjective, symmetric, or idempotent. We prove that for distinct 0 6 ξ, ζ 6 ω1,
the classes of ξ-completely continuous operators and ζ-completely continuous operators are distinct. We
also introduce an ordinal rank v for operators such that v(A) = ω1 if and only if A is completely continuous,
and otherwise v(A) is the minimum countable ordinal such that A fails to be ξ-completely continuous. We
show that there exists an operator A such that v(A) = ξ if and only if 1 6 ξ 6 ω1, and there exists a Banach
space X such that v(IX) = ξ if and only if there exists an ordinal γ 6 ω1 such that ξ = ω
γ . Finally, prove
that for every 0 < ξ < ω1, the class {A ∈ L : v(A) > ξ} is Π11-complete in L, the coding of all operators
between separable Banach spaces. This is in contrast to the class V ∩ L, which is Π1
2
-complete in L.
1. Introduction
The stratification of classes of operators using ordinal indices has been a very useful strategy in questions
of universality, factorization, and descriptive set theoretic complexity (see [1], [11], [5], [6], [7], [9], [14]).
Such stratification has been undertaken for the classes of strictly singular [1], Asplund [11], Rosenthal and
unconditionally converging operators [7], and weakly compact [9], [14] operators. In this work, we define
for each ξ 6 ω1 the notion of a ξ-completely continuous operator and study the classes Vξ, 0 6 ξ 6 ω1,
where Vξ denotes the class of operators which are ξ-completely continuous. For each 0 < ξ < ω1, we also
recall the definition of the ξ-Banach-Saks operators and study the relationship between the classes Wξ of
ξ-Banach-Saks operators and Vξ. We recall that W0 is defined to be the class of compact operators and
Wω1 denotes the class of weakly compact operators.
Our first theorem extends many of the classical results about completely continuous operators.
Theorem 1.1. For every 0 6 ξ 6 ω1, Vξ is a closed, injective operator ideal such that Vξ = K ◦W
−1
ξ and
Vdual = (Wdualξ )
−1 ◦ K. Furthermore, if 0 < ξ, Vξ fails to be surjective, symmetric, or idempotent.
Given an operator A : X → Y , we will show that A is completely continuous if and only if it is ξ-completely
continuous for every countable ξ. We then let v(A) = ω1 if A is completely continuous, and otherwise v(A)
denote the minimum countable ordinal ξ such that A fails to be ξ-completely continuous. Given a Banach
space X , we let v(X) = v(IX). We prove the following regarding the distinctness of the classes Vξ.
Theorem 1.2. (i) For an ordinal ξ, there exists an operator A : X → Y such that v(A) = ξ if and only
if 1 6 ξ 6 ω1.
(ii) For an ordinal ξ, there exists a Banach space X with v(X) = ξ if and only if there exists an ordinal
γ 6 ω1 such that ξ = ω
γ.
For the proof of Theorem 1.2, we discuss the notion of a probability block, generalizing the important
repeated averages hierarchy introduced in [4] and further studied in [3]. All unfamiliar terminology will be
defined later. For a countable ordinal ξ, we say the probability block (P,P), where P is a collection of
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probability measures on N and P is a collection of finite subsets of N containing the supports of the members
of P, is ξ-sufficient provided that if G is any regular family with Cantor-Bendixson index not exceeding ωξ
and if δ > 0, there exists an infinite subset M of N such that for all further, infinite subsets N of M , the
measures P ∈ P which are supported on M satisfy P(E) < δ. We say (P,P) is ξ-regulatory provided that if
f : N×MAX(P)→ R is a bounded function such which has large averages for all P coming out of a “full”
subset of P, then f must be pointwise large on a set with Cantor-Bendixson index greater than ωξ.
Furthermore, if (P,P), (Q,Q) are probability blocks, we define a convolution probability block (Q ∗
P,Q[P ]). Regarding these notions, we prove the following.
Theorem 1.3. If ξ is a countable ordinal and (P,P) is a probability block, then if (P,P) is ξ-sufficient, it
is ξ-regulatory.
If ξ, ζ are countable ordinals, (P,P) is ξ-sufficient, and (Q,Q) is ζ-sufficient, then (Q ∗ P,Q[P ]) is
ξ + ζ-sufficient.
In the final section of the paper, we recall the codings SB and L of all separable Banach spaces and all
operators between separable Banach spaces, respectively. These are Polish spaces, and as such, it is often
of interest to compute the descriptive set theoretic complexity of given subsets of these classes. Along these
lines, we prove the following.
Theorem 1.4. For every 0 < ξ < ω1, the class Vξ ∩L is coanalytic complete and therefore non-Borel in L.
Furthermore, Vξ ∩ SB is coanalytic complete and therefore non-Borel in SB.
The previous theorem is in contrast to the classV∩L of completely continuous operators between separable
Banach spaces and the class V ∩ SB of separable Schur spaces, which are Π12, and therefore not coanalytic,
in the spaces L, SB, respectively.
2. Regular families
Througout, we let 2N denote the power set of N and topologize this set with the Cantor topology. Given a
subsetM of N, we let [M ] (resp. [M ]<N) denote set of infinite (resp. finite) subsets ofM . For convenience, we
often write subsets of N as sequences, where a set E is identified with the (possibly empty) sequence obtained
by listing the members of E in strictly increasing order. Henceforth, if we assume (mi)
r
i=1 ∈ [N]
<N (resp.
(mi)
∞
i=1 ∈ [N]), it will be assumed that m1 < . . . < mr (resp. m1 < m2 < . . .). Given M = (mn)
∞
n=1 ∈ [N]
and F ⊂ [N]<N, we define
F(M) = {(mn)n∈E : E ∈ F}
and
F(M−1) = {E : (mn)n∈E ∈ F}.
Given (mi)
r
i=1, (ni)
r
i=1 ∈ [N]
<N, we say (ni)
r
i=1 is a spread of (mi)
r
i=1 if mi 6 ni for each 1 6 i 6 r. We
agree that ∅ is a spread of ∅. We write E  F if either E = ∅ or E = (mi)
r
i=1 and F = (mi)
s
i=1 for some
r 6 s. In this case, we say E is an initial segment of F . For E,F ⊂ N, we write E < F to mean that either
E = ∅, F = ∅, or maxE < minF . Given n ∈ N and E ⊂ N, we write n 6 E (resp. n < E) to mean that
n 6 minE (resp. n < minE).
We say G ⊂ [N]<N is
(i) compact if it is compact in the Cantor topology,
(ii) hereditary if E ⊂ F ∈ G implies E ∈ G,
(iii) spreading if whenever E ∈ G and F is a spread of E, F ∈ G,
(iv) regular if it is compact, hereditary, and spreading.
Let us also say that G is nice if
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(i) G is regular,
(ii) (1) ∈ G,
(iii) for any ∅ 6= E ∈ G, either E ∈MAX(G) or E ∪ (1 + maxE) ∈ G.
If M ∈ [N] and if F is nice, then there exists a unique, finite, non-empty initial segment of M which
lies in MAX(F). We let MF denote this initial segment. We now define recursively MF ,1 = MF and
MF ,n+1 = (M \∪
n
i=1MF ,i)F . An alternate description ofMF ,1,MF ,2, . . . is that the sequenceMF ,1,MF ,2, . . .
is the unique partition of M into successive sets which are maximal members of F .
If F is nice and M ∈ [N], then there exists a partition E1 < E2 < . . . of N such that MF ,n = (mi)i∈En
for all n ∈ N. We define M−1F ,n = En.
Given a topological space K and a subset L of K, L′ denotes the Cantor Bendixson derivative of L
consists of those members of L which are not relatively isolated in L. We define by transfinite induction the
higher order transfinite derivatives of L by
L0 = L,
Lξ+1 = (Lξ)′,
and if ξ is a limit ordinal,
Lξ =
⋂
ζ<ξ
Lζ .
We recall that K is said to be scattered if there exists an ordinal ξ such that Kξ = ∅. In this case, we define
the Cantor Bendixson index of K by CB(K) = min{ξ : Kξ = ∅}. If Kξ 6= ∅ for all ordinals ξ, we write
CB(K) =∞. We agree to the convention that ξ <∞ for all ordinals ξ, and therefore CB(K) <∞ simply
means that CB(K) is an ordinal, and K is scattered.
Of course, if ξ is a limit ordinal, K is a compact topological space, and Kζ 6= ∅ for all ζ < ξ, then (Kζ)ζ<ξ
is a collection of compact subsets of K with the finite intersection property, so Kξ = ∩ζ<ξK
ζ 6= ∅. From
this it follows that for a compact topological space, CB(K) cannot be a limit ordinal.
We recall the following, which is well known. The proof is standard, so we omit it.
Fact 2.1. Let G ⊂ [N]<N be hereditary. The following are equivalent.
(i) There does not exist M ∈ [N] such that [M ]<N ⊂ G.
(ii) G is compact.
(iii) CB(G) <∞.
(iv) CB(G) < ω1.
For each n ∈ N ∪ {0}, we let An = {E ∈ [N]
<N : |E| 6 n}. It is clear that An is regular. Also of
importance are the Schreier families, (Sξ)ξ<ω1 . We recall these families. We let
S0 = A1,
Sξ+1 = {∅} ∪
{ n⋃
i=1
Ei : ∅ 6= Ei ∈ Sξ, n 6 E1, E1 < . . . < En
}
,
and if ξ < ω1 is a limit ordinal, there exists a sequence ξn ↑ ξ such that
Sξ = {E ∈ [N]
<N : ∃n 6 E ∈ Sξn+1}.
We note that the sequence (ξn)
∞
n=1 has the property that for any n ∈ N, Sξn+1 ⊂ Sξn+1 . The existence of
such families with the last indicated property is discussed, for example, in [12].
Given two non-empty regular families F ,G, we let
F [G] = {∅} ∪
{ n⋃
i=1
Ei : ∅ 6= Ei ∈ G, E1 < . . . < En, (minEi)
n
i=1 ∈ F
}
.
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We let F [G] = ∅ if either F = ∅ or G = ∅.
The following facts are collected in [12].
Proposition 2.2. (i) For any non-empty regular families F ,G, F [G] is regular. Furthermore, if CB(F) =
β + 1 and CB(G) = α+ 1, then CB(F [G]) = αβ + 1.
(ii) For any n ∈ N, CB(An) = n+ 1.
(iii) For any ξ < ω1, CB(Sξ) = ω
ξ + 1.
(iv) If F is regular and M ∈ [N], then F(M−1) is regular and CB(F) = CB(F(M−1)).
(v) For regular families F ,G, there exists M ∈ [N] such that F(M) ⊂ G if and only if there exists M ∈ [N]
such that F ⊂ G(M−1) if and only if CB(F) 6 CB(G).
It is also easy to see that if F ,G are nice, F [G] is nice.
We next recall some results from Ramsey theory.
Theorem 2.3. [27] If G ⊂ [N]<N is regular and if P1, . . . , Pn ⊂MAX(G) are such that ∪
n
i=1Pi =MAX(G),
then for any M ∈ [N], there exist 1 6 i 6 n and N ∈ [M ] such that MAX(G) ∩ [N ]<N ⊂ Pi.
Theorem 2.4. [19] If F ,G ⊂ [N]<N are hereditary, then for any M ∈ [N], there exists N ∈ [M ] such that
either
F ∩ [N ]<N ⊂ G or G ∩ [N ]<N ⊂ F .
In particular, if G is regular and CB(F) < CB(G), then for any M ∈ [N], there exists N ∈ [M ] such that
F ∩ [N ]<N ⊂ G.
We now prove an easy consequence of Theorem 2.4 which will be needed later.
Proposition 2.5. If F ,G are regular families such that CB(F) 6 CB(G), then for any M ∈ [N], there
exists N ∈ [M ] such that for any ∅ 6= E ∈ F ∩ [N ]<N, E \ (minE) ∈ G(M).
Proof. If F = ∅, then this is vacuous, so assume F 6= ∅. For each n ∈ N, let F(n) = {E ∈ [N]<N : m <
E, (n) ∪ E ∈ F} and note that
CB(F(m1)) < CB(F) 6 CB(G(M)) = min{CB(G(M) ∩ [N ]
<N) : N ∈ [M ]}.
Now let m1 = minM and choose by Theorem 2.4 some N1 ∈ [M ] such that either F(m1) ∩ [N1]
<N ⊂ G(M)
or G(M) ∩ [N1]
<N ⊂ F(m1). However, since CB(F(m1)) < CB(G(M) ∩ [N1]
<N), the first inclusion must
hold.
Now assuming that m1 < . . . < mn and N1 ⊃ . . . ⊃ Nn ∈ [M ] have been chosen, fix mn+1 ∈ Nn
with mn < mn+1. Arguing as in the previous paragraph, there exists Nn+1 ∈ [Nn] such that F(mn+1) ∩
[Nn+1]
<N ⊂ G(M). This completes the recursive construction.
Let N = (mn)
∞
n=1. Then if ∅ 6= E ∈ F ∩ [N ]
<N, there exists n ∈ N such that minE = mn, and
E \ (mn) ∈ F(mn) ∩ [Nn]
<N ⊂ G(M).

We next recall a special case of the infinite Ramsey theorem, the proof of which was achieved in steps by
Nash-Williams [24], Galvin and Prikry [18], Silver [30], and Ellentuck [17].
Theorem 2.6. If V ⊂ [N] is closed, then for any M ∈ [N], there exists N ∈ [M ] such that either
[N ] ⊂ V or [N ] ∩ V = ∅.
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3. Quantified weak convergence and weak compactness
In what follows, K denotes the scalar field, either R or C, and SK = {t ∈ K : |t| = 1}. Let X be a Banach
space and let (xi)
∞
i=1 be a sequence in X . For ε > 0, we define three subsets of [N]
<N associated with (xi)
∞
i=1.
We let
Faε((xi)
∞
i=1) = {∅} ∪ {F ∈ [N]
<N : (∃x∗ ∈ BX∗)(∀n ∈ F )(|x
∗(xn)| > ε)},
Fε((xi)
∞
i=1) = {∅} ∪ {F ∈ [N]
<N : (∃x∗ ∈ BX∗)(∀n ∈ F )(Re x
∗(xn) > ε)},
Fσε ((xi)
∞
i=1) = {∅} ∪ {F ∈ [N]
<N : (∀(εn)n∈F ∈ S
F
K )(∃x
∗ ∈ BX∗)(∀n ∈ F )(Re x
∗(εnxn) > ε)}.
It is evident that
Fσε ((xi)
∞
i=1) ⊂ Fε((xi)
∞
i=1) ⊂ F
a
ε((xi)
∞
i=1).
It follows from the geometric Hahn-Banach theorem that for ∅ 6= F ∈ [N]<N,
(i) F ∈ Faε((xi)
∞
i=1) if and only if there exists (εn)n∈F ∈ S
F
K
such that
min{‖x‖ : x ∈ co(εnxn : n ∈ F )} > ε,
(ii) F ∈ Fε((xi)
∞
i=1) if and only if
min{‖x‖ : x ∈ co(xn : n ∈ F )} > ε,
and
(iii) F ∈ Fσε ((xi)
∞
i=1) if and only if for every (εn)n∈F ∈ S
F
K
,
min{‖x‖ : x ∈ co(εnxn : n ∈ F )} > ε.
We next give a partial converse to the inclusions above. For the real case, this result is found in [4]. We
discuss how to make a minor modification of their proof to deduce the complex case. The methods of proof
closely follow those in [4].
Theorem 3.1. If (xi)
∞
i=1 is a weakly null sequence and ξ < ω1 is an ordinal, the following are equivalent.
(i) There exist ε > 0 and N ∈ [N] such that Sξ(N) ⊂ F
a
ε((xi)
∞
i=1).
(ii) There exist ε > 0 and N ∈ [N] such that Sξ(N) ⊂ Fε((xi)
∞
i=1).
(iii) There exist ε > 0 and N ∈ [N] such that Sξ(N) ⊂ F
σ
ε ((xi)
∞
i=1).
The first lemma and the succeeding corollary are close modifications of the analogous results from [3], so
we give only a sketch for completeness.
Lemma 3.2. Suppose k ∈ N ∪ {0} and S, T1, . . . , Tk ⊂ C are sets. If X is a Banach space, v1, . . . , vk ∈
X, (uj)
∞
j=1 ⊂ X is a weakly null sequence, and δ > 0, then there exists M ∈ [N] such that for any
(n0, n1, n2, . . .) ∈ [M ], if there exist E,F ⊂ {1, . . . , k}, x
∗ ∈ BX∗ , and s ∈ N ∪ {0} such that x
∗(vj) ∈ S for
all j ∈ E, x∗(vj) ∈ Tj for all j ∈ F , and x
∗(unj ) ∈ S for all 1 6 j 6 s, then there exists y
∗ ∈ BX∗ such that
y∗(vj) ∈ S for all j ∈ E, y
∗(vj) ∈ Tj for all j ∈ F , y
∗(unj ) ∈ S for all 1 6 j 6 s, and |y
∗(un0)| 6 δ.
Proof. For each pair E,F of subsets of {1, . . . , k}, let VE,F denote the set of M = (mi)
∞
i=0 ∈ [N] such that
if there exist x∗ ∈ BX∗ and s ∈ N ∪ {0} such that x
∗(vi) ∈ S for each i ∈ E, x
∗(vi) ∈ Ti for each i ∈ F ,
x∗(umi) ∈ S for all 1 6 i 6 s, then there exists y
∗ ∈ BX∗ satisfying these three conditions as well as the
condition
|y∗(um0)| 6 δ. It is clear that VE,F is closed, whence for any L ∈ [N], there exists M ∈ [L] such that either
[M ] ∩ VE,F = ∅ or [M ] ⊂ VE,F . We claim that the former cannot hold. We show this by contradiction, so
assume [M ]∩VE,F = ∅ and write M = (mi)
∞
i=1. For each 1 6 i 6 j, let Mij = {mi,mj+1,mj+2, . . .}. Then
since Mij /∈ VE,F , there exist x
∗
ij ∈ BX∗ and sij ∈ N ∪ {0} such that
(1) x∗ij(vl) ∈ S for each l ∈ E,
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(2) x∗ij(vl) ∈ Tl for each l ∈ F ,
(3) x∗ij(umj+l) ∈ S for each 1 6 l 6 sij ,
but there does not exist any functional x∗ ∈ BX∗ satisfying (1)-(3) as well as
(4) |x∗(umi)| 6 δ.
Now fix 1 6 ij 6 j such that sj := sijj = max16i6j sij and note that x
∗
j := x
∗
ijj satsifies 1-3 for each
1 6 i 6 j. Therefore x∗j cannot satisfy 4 for any i, which means |x
∗
j (umi)| > δ for all 1 6 i 6 j. Then if x
∗
is any weak∗-cluster point of (x∗j )
∞
j=1, |x
∗(umi)| > δ for all i ∈ N, contradicting the weak nullity of (ui)
∞
i=1.
What the above argument shows is that for each E,F ⊂ {1, . . . , k} and any L ∈ [N], there exists M ∈ [L]
such that [M ] ⊂ VE,F . Now if (Ei, Fi)
t
i=1 is an enumeration of all pairs of subsets of {1, . . . , k}, we may
recursively select
N ⊃ L1 ⊃ . . . ⊃ Lt =:M ∈ [N]
such that for each 1 6 i 6 t, [Li] ⊂ VEi,Fi . Then this set M is the one we seek.

In what follows, for j ∈ {0, . . . , 9} and µ > 0, we let
Sj =
{
reiθ : r > 0,
jπ
5
−
π
10
< θ 6
jπ
5
+
π
10
}
and
Sµj = {z ∈ Sj : |z| > µ}.
Corollary 3.3. Suppose (xj)
∞
j=1 ⊂ X is a weakly null sequence. Fix 0 < ε and (δn)
∞
n=1 ⊂ (0,∞). Then
there exists a subsequence (yj)
∞
j=1 of (xj)
∞
j=1 such that for any non-empty set G ⊂ N and x
∗
0 ∈ BX∗ such
that x∗0(yj) ∈ S
ε
2
0 for all j ∈ G, there exists x
∗ ∈ BX∗ such that x
∗(yj) ∈ S
ε
2
0 for all j ∈ G and |x
∗(yj)| 6 δj
for all j ∈ N \G.
Proof. Let S = S
ε/2
0 and Tn = {z ∈ C : |z| 6 δn}. Let N0 = N and n0 = 0. Now if k ∈ N ∪ {0} and if
N0 ⊃ . . . ⊃ Nk ∈ [N], n0 < n1 < . . . < nk have been chosen such that ni ∈ Ni for each 1 6 i 6 k, apply
Lemma 3.2 with vi = xni for each 1 6 i 6 k, δ = δk+1, and (ui)
∞
i=1 = (xi)i∈Nk to obtain Nk+1 ∈ [Nk], and
then fix nk+1 ∈ Nk+1 ∩ (nk,∞). Let N = (ni)
∞
i=1 and let yi = xni .
Now suppose that G ⊂ N and x∗0 ∈ BX∗ are such that x
∗
0(xni) ∈ S for all i ∈ G. We will select x
∗
1, x
∗
2, . . .
in BX∗ such that for each j ∈ N∪ {0}, x
∗
j (xni) ∈ S for all i ∈ G, and |x
∗
j (xni)| 6 δi for all i ∈ {1, . . . , j} \G.
We explain how to obtain x∗k assuming x
∗
k−1 has been chosen. If k ∈ G, we let x
∗
k = x
∗
k−1. Otherwise
we note that there exist R = (ri)
∞
i=0 ∈ [{nk, nk+1, . . .}] ⊂ [Nk] and s ∈ N ∪ {0} such that r0 = nk and
G ∩ {k, k + 1, . . .} = {r1, . . . , rs}. Here we are using the fact that G is finite, since (xni )
∞
i=1 is weakly null.
Now let E = {1, . . . , k− 1}∩G, F = {1, . . . , k− 1} \G, and note that since R ∈ [Nk], there exists x
∗
k ∈ BX∗
such that x∗k(xni) ∈ S for each i ∈ E, x
∗
k(xri) ∈ S for each 1 6 i 6 s, whence x
∗
k(xni) ∈ S for all i ∈ G, and
|x∗k(xni )| 6 δi for all i ∈ {1, . . . , k} \G.
Now if x∗ is any weak∗-cluster point of (x∗k)
∞
k=1, x
∗(xni ) ∈ S for all i ∈ G and |x
∗(xni )| 6 δi for all
i ∈ N \G.

Corollary 3.4. Fix a weakly null sequence (xj)
∞
j=1 ⊂ BX and ε > 0. Then there exists a subsequence
(yj)
∞
j=1 of (xj)
∞
j=1 such that if (λj)
∞
j=1 is a scalar sequence such that
∑∞
j=1 |λj | 6 1, and ‖
∑∞
j=1 λjyj‖ > ε,
then for any (εj)
∞
j=1 ∈ S
F
K
,
‖
∞∑
j=1
εjλjyj‖ >
ε2
16000
.
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Proof. We prove only the case K = C, since the real case is proved (with a better constant) in [4]. Fix a
sequence (δi)
∞
i=1 such that
∑∞
i=1 δi < ε
2/16000 and let (yi)
∞
i=1 be the subsequence of (xi)
∞
i=1 guaranteed to
exist by Corollary 3.3. Assume (λj)
∞
j=1 is a scalar sequence with
∑∞
j=1 |λj | 6 1 such that ‖
∑∞
j=1 λjyj‖ > ε
and (εj)
∞
j=1 is a sequence of unimodular scalars. For each j ∈ N, write λj = wjσj , where wj > 0 and |σj | = 1.
Fix z∗ ∈ BX∗ such that
Re z∗
( ∞∑
j=1
λjyj
)
> ε.
Let E = {j ∈ N : |z∗(yj)| > ε/2} and note that
ε 6 Re z∗
( ∞∑
j=1
λjyj
)
6
∑
j∈E
wj +
ε
2
∞∑
j=1
wj ,
whence ε/2 6
∑
j∈E wj . Now for each j, k, l ∈ {0, . . . , 9}, let
Ejkl = {m ∈ E : σm ∈ Sj , z
∗(ym) ∈ S
ε/2
k , εm ∈ Sl}
and note that
ε/2 6
9∑
j,k,l=0
∑
m∈Ejkl
wm.
From this it follows that there exist j, k, l ∈ {0, . . . , 9} such that
ε
2000
6
∑
m∈Ejkl
wm.
Let G = Ejkl, σ
′ = e−ijπ/5, ε′ = e−ilπ/5, and x∗ = e−ikπ/5z∗. Since x∗ ∈ BX∗ and x
∗(ym) ∈ S
ε/2
0 for all
m ∈ G, there exists y∗ ∈ G such that y∗(ym) ∈ S
ε/2
0 for all m ∈ G and |y
∗(ym)| 6 δm for all m ∈ N \G. Let
Q =
{
reiθ : r > ε/2,−
π
3
< θ 6
π
3
}
and note that Re z > ε/4 for all z ∈ Q. Note also that σ′σmε
′εmy
∗(ym) ∈ Q for each m ∈ G. Therefore
‖
∞∑
m=1
λmεmym‖ = ‖
∞∑
m=1
wmσ
′σmε
′εmym‖ > Re y
∗
( ∞∑
m=1
wmσ
′σmε
′εmym
)
>
∑
m∈G
wmRe (σ
′σmε
′εmy
∗(ym))−
∞∑
m=1
δm
>
ε
4
∑
m∈G
wm −
ε2
16000
>
ε2
8000
−
ε2
16000
=
ε2
16000
.

Theorem 3.1 follows immediately from the previous result.
Definition 3.5. Fix a countable ordinal ξ. For a Banach space X and a sequence (xi)
∞
i=1 ⊂ X , we say
(xi)
∞
i=1 is ξ-weakly null if there do not exist ε > 0 and N ∈ [N] such that Sξ(N) ⊂ F
a
ε((xi)
∞
i=1).
We say (xi)
∞
i=1 is ω1-weakly null if it is weakly null.
We say (xi)
∞
i=1 is ξ-weakly convergent to x if (xi − x)
∞
i=1 is ξ-weakly null.
We say (xi)
∞
i=1 is ξ-weakly convergent if it is ξ-weakly convergent to x for some x ∈ X .
We include a brief description of basic facts concerning these notions.
Proposition 3.6. (i) Any sequence is norm null if and only if it is 0-weakly null.
(ii) Any sequence which is ξ-weakly null for some ξ < ω1 is weakly null.
(iii) Any weakly null sequence is ξ-weakly null for some ξ < ω1.
8 R.M. CAUSEY AND K.V. NAVOYAN
(iv) Any sequence which is ξ-weakly null for some ξ < ω1 is ζ-weakly null for every ξ < ζ < ω1.
Proof. (i) We note that for a sequence (xi)
∞
i=1, (n) ∈ Fε((xi)
∞
i=1) if and only if ‖xn‖ > ε. Then (xi)
∞
i=1 is
0-weakly null if and only if {n ∈ N : ‖xi‖ > ε} is finite for all ε > 0, and (xi)
∞
i=1 fails to be 0-weakly null if
and only if {n ∈ N : ‖xi‖ > ε} is infinite for some ε > 0.
(ii) By contraposition. If (xi)
∞
i=1 fails to be weakly null, there exist N ∈ [N], ε > 0, and x
∗ ∈ BX∗ such
that |x∗(xi)| > ε for all i ∈ N . Then
Sξ(N) ⊂ [N ]
<N ⊂ Faε ((xi)
∞
i=1),
and (xi)
∞
i=1 is not ξ-weakly null.
(iii) Now suppose that (xi)
∞
i=1 is not ξ-weakly null for any ξ < ω1. Then for every ξ < ω1, there exist
Nξ ∈ [N] and kξ ∈ N such that
Sξ(Nξ) ⊂ F
a
1/kξ
((xi)
∞
i=1).
There exist k ∈ N and an uncountable subset U of [0, ω1) such that kξ = k for all ξ ∈ U , and
CB(Fa1/k((xi)
∞
i=1)) > sup
ξ∈U
CB(Sξ(Nξ)) = ω1.
Since Fa1/k((xi)
∞
i=1) is hereditary, it fails to be compact, and there exists N = (ni)
∞
i=1 ∈ [N] such that
[N ]<N ⊂ Fa1/k((xi)
∞
i=1). This means that for every r ∈ N, there exists x
∗
r ∈ BX∗ such that for every
1 6 i 6 r, |x∗r(xni)| > 1/k. Then if x
∗ is a weak∗-cluster point of (x∗r)
∞
r=1, |x
∗(xn)| > 1/k for all n ∈ N , and
(xi)
∞
i=1 is not weakly null.
(iv) If ξ < ζ < ω1, there exists M = (mi)
∞
i=1 ∈ [N] such that Sξ(M) ⊂ Sζ(N). If (xi)
∞
i=1 is not ζ-weakly
null, there exist N = (ni)
∞
i=1 ∈ [N] and ε > 0 such that Sζ(N) ⊂ F
a
ε ((xi)
∞
i=1). Then if ri = nmi and
R = (ri)
∞
i=1, then Sξ(R) ⊂ Sζ(N) ⊂ F
a
ε ((xi)
∞
i=1), and (xi)
∞
i=1 is not ξ-weakly null.

We let L denote the class of all (bounded, linear) operators between Banach spaces. For Banach spaces
X,Y , we let L(X,Y ) denote the set of all members of L whose domain is X and which map into Y . Given
a class I of operators and Banach spaces X,Y , we let I(X,Y ) = I∩L(X,Y ). We say a class I has the ideal
property if for any Banach spaces W,X, Y, Z and any operators C ∈ L(W,X), B ∈ I(X,Y ), A ∈ L(Y, Z),
ABC ∈ I. We say I is an operator ideal provided that
(i) IK ∈ I,
(ii) for each pair X,Y of Banach spaces, I(X,Y ) is a linear subspace of L(X,Y ),
(iii) I has the ideal property.
Given a class J of operators, we let Space(J) denote the class of Banach spaces X such that IX ∈ J, called
the space ideal of J. We obey the established convention that for a given class denoted by a fraktur letter
(A,B, I, etc.), the same sans serif letter (A,B, I, etc.) will denote the associated space ideal.
We recall that, given a class of operators I, ∁I denotes the complement of the class I. Given an ideal I,
the symbol Isur denotes the ideal of all operators A ∈ L(X,Y ) such that there exist a Banach space W and
a quotient map q : W → X such that Aq ∈ I(W,Y ). The symbol Idual denotes the class of all operators
A ∈ L(X,Y ) such that A∗ ∈ I(Y ∗, X∗). Given two classes I, J of operators, I ◦ J denotes the class of all
operators C : X → Y such that there exist a Banach space E and operators B ∈ J(X,E), A ∈ I(E, Y ) such
that C = AB. The symbol I ◦ J−1 denotes the class of all operators A : X → Y between Banach spaces
X,Y such that for any Banach space W and any B ∈ J(W,X), AB ∈ I(W,Y ). The symbol I−1 ◦ J denotes
the class of operators B : X → Y such that for any Banach space Z and any operator A ∈ I(Y, Z), AB ∈ J.
Given an operator ideal I, we say I is
(i) closed provided that for all Banach spaces X,Y , I(X,Y ) is norm closed in L(X,Y ),
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(ii) injective if for any Banach spaces X,Y, Z, any A : X → Y , and any isometric (equivalently, isomorphic)
embedding j : Y →W such that jA ∈ I, A ∈ I,
(iii) surjective if for any Banach spaces W,X, Y , any A : X → Y , and any quotient map (equivalently,
surjection) q :W → X such that Aq ∈ I, A ∈ I,
(iv) idempotent if I = I ◦ I,
(v) symmetric if Idual = I.
We will let W, V, and K denote the classes of weakly compact, completely continuous, and compact
operators, respectively. The symbol W∞ denotes the class of all operators A : X → Y such that ABX lies
in the closed, absolutely convex hull of a weakly null sequence in Y . If A : X → Y is an operator and ξ is a
countable ordinal, we say A is ξ-weakly compact (or ξ-Banach-Saks) provided that for any bounded sequence
(xn)
∞
n=1, there exists a subsequence (xn)n∈M of (xn)
∞
n=1 such that (Axn)n∈M is ξ-weakly convergent to a
member of Y . We let Wξ denote the class of all operators which are ξ-weakly compact and Wξ the class of
all spaces which are ξ-Banach-Saks. We let Wω1 denote the class of weakly compact operators.
For any 0 6 ξ 6 ω1, we say A : X → Y is ξ-completely continuous provided that every ξ-weakly null
sequence in X is sent by A to a norm null sequence in Y . We say a Banach space X is ξ-Schur if IX is
ξ-completely continuous. Given an operator A : X → Y , we let v(A) denote the minimum countable ordinal
ξ such that A is not ξ-completely continuous if such an ordinal ξ exists, and we let v(A) = ω1 otherwise. For
a Banach space X , we let v(X) = v(IX). Given 0 6 ξ 6 ω1, we let Vξ denote the class of all operators such
that v(A) > ξ and we let Vξ denote the space ideal associated with Vξ.
We now recall the definition of an ℓξ1-spreading model. For 0 < ξ < ω1, we say (xi)
∞
i=1 is an ℓ
ξ
1-spreading
model if it is bounded and there exists ε > 0 such that Sξ ⊂ F
σ
ε ((xi)
∞
i=1).
Remark 3.7. We deduce the following from Theorem 3.1. For 0 < ξ < ω1, A : X → Y is ξ-completely
continuous if and only if for any weakly null sequence (xi)
∞
i=1 ⊂ X such that infi ‖Axi‖ > 0, (xi)
∞
i=1
(equivalently, such that (Axi)
∞
i=1 is normalized) has a subsequence which is an ℓ
ξ
1-spreading model.
Similarly, for 0 < ξ < ω1, a Banach space X is ξ-Schur if and only if any normalized, weakly null sequence
has a subsequence which is an ℓξ1-spreading model.
Proposition 3.8. (i) V = Vω1 .
(ii) L = V0.
(iii) For any 0 6 ξ 6 ζ 6 ω1, Vζ ⊂ Vξ.
(iv) For any ξ < ω1, there exists an operator A : X → Y such that v(A) = ξ, whence for any 0 6 ξ < ζ 6 ω1,
Vζ ( Vξ.
Proof. (i) Suppose A : X → Y is an operator. Since the set of weakly null sequences in X coincide with
the set of sequences which are ξ-weakly null for some ξ < ω1, then A is completely continuous if and only if
every sequence in this set is sent by A to a norm null sequence if and only if A is ξ-completely continuous
for every ξ < ω1 if and only if v(A) = ω1.
(ii) Since the 0-weakly null sequences are simply the norm null sequences, every operator is 0-completely
continuous.
(iii) For 0 6 ξ 6 ζ 6 ω1, any ξ-weakly null sequence is ζ-weakly null. Therefore if A is ζ-completely
continuous, it sends ζ-weakly null sequences to norm null sequences, and therefore sends ξ-weakly null
sequences to norm null sequences, and is therefore ξ-completely continuous.
(iv) For convenience, we postpone the proof of (iv) until the end of Section 4.

Theorem 3.9. If K is any compact, Hausdorff space, then for any Banach space F ,
W1(C(K), F ) = W(C(K), F ) = V(C(K), F ) = V1(C(K), F ).
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Proof. It is a result of Grothendieck [20] that V(C(K), F ) = W(C(K), F ). It is a result of Diestel and
Seifert [15] that W1(C(K), F ) = W(C(K), F ). Obviously V(C(K), F ) ⊂ V1(C(K), F ). Finally, Pe lczyn´ski
[26] proved that if A : C(K) → F is not weakly compact, then there exists a closed subspace E of C(K)
which is isometric to c0 such that A|E is an isomorphic embedding into F . Since the canonical c0 basis is
1-weakly null, A cannot be 1-completely continuous, whence V1(C(K), F ) ⊂ V(C(K), F ).

Proposition 3.10. Let E1 < E2 < . . . be subsets of N. Given a hereditary family F ⊂ [N]
<N, let F(E) =
{F ∈ [N]<N : ∅ 6= F ∩
∏
i∈F Ei}, where
∏
i∈∅Ei = {∅}. Then for any ordinal ξ and any hereditary family
F,
F(E)ξ ⊂ Fξ(E).
In particular, CB(F(E)) 6 CB(F).
Proof. By induction. The ξ = 0 case is clear. Suppose F(E)ξ ⊂ Fξ(E) and F ∈ F(E)ξ+1. This means
there exist F < r1 < r2 < . . . such that F ∪ (rj) ∈ F(E)
ξ ⊂ Fξ(E) for all j ∈ N. For each j, there exist
Gj ∈
∏
i∈F Ei and nj ∈ Erj such that Gj ∪ (nj) ∈ F
ξ. Since
∏
i∈F Ei is finite, there exist an infinite subset
M of N and G ∈
∏
i∈F Ei such that Gj = G for all j ∈ M . Since nj < nk for all j, k ∈ M with j < k, it
follows that G ∈ Fξ+1, and F ∈ Fξ+1(E).
Now suppose ξ is a limit ordinal and F(E)ζ ⊂ Fζ(E) for all ζ < ξ. Fix F ∈ F(E)ξ and note that for each
ζ < ξ, there exists Gζ ∈ F
ζ ∩
∏
i∈F Ei. Since
∏
i∈F Ei is finite, there exist G ∈
∏
i∈F Ei and a subset M of
[0, ξ) with supM = ξ such that Gζ = G for all ζ ∈M . From this it follows that G ∈ ∩ζ∈MF
ζ = Fξ, whence
F ∈ Fξ(E).
The last statement follows from the first.

Lemma 3.11. Fix ξ < ω1. If X is a Banach space and (xi)
∞
i=1 ⊂ X is such that
CB(Faε ((xi)
∞
i=1)) 6 ω
ξ
for every ε > 0, then the operator Φ : ℓ1 → X given by Φ
∑∞
i=1 aiei =
∑∞
i=1 aixi lies in Wξ(ℓ1, X).
Proof. If ξ = 0, then (xi)
∞
i=1 is norm null and Φ ∈ K(ℓ1, X) = W0(ℓ1, X). Now assume ξ > 0. By [7,
Proposition 4.5], if Φ does not lie in Wξ(ℓ1, X), then there exists (ui)
∞
i=1 ⊂ Bℓ1 such that (Φui)
∞
i=1 is an ℓ
ξ
1
spreading model. By passing to an appropriate difference sequence of a subsequence, scaling, and perturbing,
we may assume (ui)
∞
i=1 ⊂ Bℓ1 is a block sequence in ℓ1 and ε > 0 is such that
Sξ ⊂ F
σ
ε ((Φui)
∞
i=1).
In particular, CB(Fσε ((Φui)
∞
i=1) > ω
ξ.
Now if E1 < E2 < . . . are such that ui ∈ Bℓ1 ∩ span{ej : j ∈ Ei}, it follows that
Fσε ((Φui)
∞
i=1) ⊂ {F : ∃(ti)i∈F ∈ F
a
ε((xi)
∞
i=1) ∩
∏
i∈F
Ei},
and by Proposition 3.10,
ωξ < CB(Fσε ((Φui)
∞
i=1)) 6 CB(F
a
ε ((xi)
∞
i=1)) 6 ω
ξ,
a contradiction.

Given M = (mn)
∞
n=1 ∈ [N] and a collection F ⊂ [N]
<N, we recall F(M) = {(mn)n∈E : E ∈ F}, where we
agree to the convention that (mn)n∈∅ = ∅.
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Lemma 3.12. Fix a countable ordinal ξ and let E ⊂ [N]<N be a hereditary family. The following are
equivalent.
(i) There exists M ∈ [N] such that Sξ(M) ⊂ E.
(ii) There exists M ∈ [N] such that for every N ∈ [M ], CB(E ∩ [N ]<N) > ωξ + 1.
(iii) For every regular family G ⊂ [N]<N with CB(F) 6 ωξ + 1, there exists M ∈ [N] such that G(M) ⊂ E.
Proof. (i)⇒ (ii) Suppose Sξ(M) ⊂ E. Then for any N ∈ [M ],
CB(E ∩ [N ]<N) > CB(Sξ(M) ∩ [N ]
<N) > CB(Sξ(N)) = ω
ξ + 1.
Here we are using the facts that Sξ(N) ⊂ Sξ(M) ∩ [N ]
<N and Sξ(N) is homeomorphic to Sξ and therefore
has Cantor-Bendixson index ωξ + 1.
(ii)⇒ (iii) Suppose that M ∈ [N] is such that CB(E ∩ [N ]<N) > ωξ + 1 for all N ∈ [M ]. If ξ = 0, then
there exists N ∈ [N] such that (n) ∈ E for all n ∈ N , otherwise E is finite and CB(E) 6 1. In this case,
S0(N) ⊂ E. For any regular family G with CB(G) 6 1 + 1 = 2, G ⊂ S0, and G(N) ⊂ S0(N) ⊂ E.
Now suppose 0 < ξ. Fix a sequence Fn of regular families with CB(Fn) ↑ ω
ξ. By replacing Fi with
∪ij=1Fj , we may also assume that F1 ⊂ F2 ⊂ . . .. We now recursively choose M ⊃ N1 ⊃ N2 ⊃ . . . such that
for each i ∈ N, either Fi ∩ [Ni]
<N ⊂ E or E ∩ [Ni]
<N ⊂ Fi, which we may do by Theorem 2.4. Now for each
i ∈ N,
ωξ + 1 6 CB(E ∩ [Ni]
<N)
and CB(Fi) < ω
ξ, so the second inclusion cannot hold. From this it follows that Fi ∩ [Ni]
<N ⊂ E for all
i ∈ N. Now fix n1 < n2 < . . ., ni ∈ Ni, and let N = (ni)
∞
i=1 and F = {∅} ∪ {E : ∅ 6= E ∈ FminE}. Then
F is regular with CB(F) = ωξ + 1. We claim that F(N) ⊂ E. Indeed, fix ∅ 6= E ∈ F and let i = minE.
Then E ∈ Fi, and N(E) ∈ Fi ∩ [Ni]
<N ⊂ E.
Now for any regular G with CB(G) 6 ωξ + 1, there exists L = (li)
∞
i=1 ∈ [N] such that G(L) ⊂ F . Then if
ji = nli and J = (ji)
∞
i=1,
G(J) = G(L)(N) ⊂ F(N) ⊂ E.
(iii)⇒ (i) This follows from the fact that CB(Sξ) = ω
ξ + 1.

Corollary 3.13. For 0 < ξ 6 ω1, if A : X → Y fails to be ξ-completely continuous, then there exists a
ξ-weakly null sequence (xi)
∞
i=1 ⊂ BX such that the map Φ : ℓ1 → X given by Φ
∑∞
i=1 aiei =
∑∞
i=1 aixi lies
in Wξ(ℓ1, X) and (Bxi)
∞
i=1 is bounded away from zero.
Proof. If ξ = ω1, this is well-known. Indeed, if (xi)
∞
i=1 ⊂ BX is weakly null, the map Φ : ℓ1 → X given by
Φ
∑∞
i=1 aiei =
∑∞
i=1 aixi is weakly compact.
Suppose ξ < ω1. There exists a ξ-weakly null sequence (ui)
∞
i=1 such that (Bui)
∞
i=1 is bounded away from
zero. Now by Lemma 3.12, for every M ∈ [N] and ε > 0, there exists N ∈ [M ] such that CB(Fε((ui)
∞
i=1) ∩
[N ]<N) < ωξ. We may then recursively select N1 ⊃ N2 ⊃ . . . such that for all n ∈ N,
CB(F1/n((xi)
∞
i=1) ∩ [Nn]
<N) < ωξ.
Fix n1 < n2 < . . ., ni ∈ N, and let xi = uni . Then for all ε > 0,
CB(Fε((xi)
∞
i=1)) < ω
ξ.
We conclude by Lemma 3.11.

Theorem 3.14. Fix 1 6 ξ 6 ω1.
(i) For any 0 < ξ < ω1, W
dual dual
ξ = Wξ and W
dual
ξ 6= Wξ.
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(ii) Vξ = K ◦W
−1
ξ = W∞ ◦W
−1
ξ .
(iii) Vdualξ = (W
dual
ξ )
−1 ◦ K.
(iv) ((Wdualξ )
−1 ◦ K)dual ( Vξ.
Proof. (i) It was shown in [5] that if A ∈Wξ, then A factors through a Banach space Z such that IZ ∈Wξ.
Since this space Z is reflexive, A∗∗ also factors through Z, and A∗∗ ∈Wξ. Conversely, if A
∗∗ factors through
Z with IZ ∈ Wξ, then so does A. This yields that W
dual dual
ξ = Wξ. But for any ordinal ξ, there exists a
reflexive Banach space Tξ such that T
∗
ξ has no ℓ
1
1-spreading model and Tξ has an ℓ
ξ
1 spreading model (the
higher order Tsirelson spaces serve as such examples). Therefore ITξ /∈Wξ while I
∗
Tξ
∈W1.
(ii) It is quite clear that Vξ ⊂ K ◦W
−1
ξ . Indeed, suppose W,X, Y are Banach spaces, A ∈ Vξ(X,Y ),
and B ∈ Wξ(W,X). If (wn)
∞
n=1 is bounded, then there exists a subsequence (un)
∞
n=1 of (wn)
∞
n=1 such that
(Bun)
∞
n=1 is ξ-convergent to some x ∈ X , and (ABun)
∞
n=1 must be norm convergent to Ax. Therefore AB
is compact.
Now since K ⊂W∞, K ◦W
−1
ξ ⊂W∞ ◦W
−1
ξ .
To prove that W∞ ◦W
−1
ξ ⊂ Vξ, we modify a result of Johnson, Lillemets, and Oja from [21]. Seeking a
contradiction, suppose that there exist Banach spaces X,Y and A ∈ W∞ ◦W
−1
ξ (X,Y ) such that A ∈ ∁Vξ.
Then there exist (xn)
∞
n=1 and ε > 0 such that Φ : ℓ1 → X given by Φ
∑∞
n=1 anen =
∑∞
n=1 anxn lies in Wξ
and infn ‖Axn‖ > ε. It follows from [5] that there exists a Banach space Z with IZ ∈ Wξ such that Φ
factors through Z. Suppose that Φ1 : ℓ1 → Z, J : Z → X are such that Φ = JΦ1. Then AJ ∈ W∞(Z, Y ).
Then there exists a weakly null sequence (yn)
∞
n=1 in Y such that AJBZ ⊂ Φ2Bℓ1 , where Φ2 : ℓ1 → Y is
given by Φ2
∑∞
n=1 anen =
∑∞
n=1 anyn. Let Φ2 : ℓ2/ ker(Φ2)→ Y be the injective associate of Φ2. Then we
consider the operator Φ
−1
2 AJ : Z → ℓ1/ ker(Φ2), which is a well-defined, bounded operator. We argue as in
[21] to deduce that ℓ1/ ker(Φ2) has the Schur property, since ℓ1/ ker(Φ2) = W
∗ for a closed subspace W of
c0. Now since Z is reflexive and ℓ1/ ker(Φ2) has the Schur property, every operator from Z into ℓ1/ ker(Φ2)
is compact. Therefore Φ
−1
2 AJ is compact, and so must be AJ = Φ2Φ
−1
2 AJ . But since AJ is clearly not
compact, we reach the necessary contradiction.
(iii) First suppose that X,Y are Banach spaces and A ∈ Vdualξ (X,Y ). We wish to show that A ∈
((Wdualξ )
−1 ◦ K)(X,Y ). To that end, fix a Banach space Z and B ∈ Wdualξ (Y, Z). Then by (ii), (BA)
∗ =
A∗B∗ ∈ K(Z∗, X∗). Since by Schauder’s theorem, K = Kdual, BA ∈ K(X,Z). Since Z and B ∈ Wdualξ (Y, Z)
were arbitrary, A ∈ (Wdualξ )
−1 ◦ K.
Now suppose that A ∈ ∁Vdualξ . Then by Corollary 3.13, there exists a weakly null sequence (y
∗
n)
∞
n=1 ⊂ Y
∗
such that Φ : ℓ1 → Y
∗ given by Φ
∑∞
i=1 aiei =
∑∞
i=1 aiy
∗
i lies in Wξ(ℓ1, Y
∗) and infn ‖y
∗
n‖ > 0. Define
Φ∗ : Y → c0 by Φ∗(y) = (y
∗
n(y))
∞
n=1 and note that Φ
∗
∗ = Φ. However, Φ∗A : X → c0 is not compact. From
this it follows that A ∈ ∁((Wdualξ )
−1 ◦ K).
(iv) It is quite obvious that Vξ ⊃ V
dual dual
ξ . That is, if A
∗∗ : X∗∗ → Y ∗∗ is ξ-completely continuous, so
is A : X → Y . From this and (iii),
Vξ ⊃ V
dual dual
ξ = (W
dual
ξ ◦ K)
dual.
Thus we must show that Vξ 6⊂ V
dual dual
ξ . We will show the stronger statement that
V 6⊂ Vdual dual1 .
Indeed, this follows from the well known fact that ℓ1 is a Schur space, while ℓ
∗∗
1 contains a copy of ℓ2, and
is therefore not 1-Schur.

Corollary 3.15. For any 1 6 ξ 6 ω1, Vξ is a closed, injective operator ideal. Furthermore, Vξ is not
symmetric, surjective, or idempotent.
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In the following proof, each of our examples is a classical one. The content of the proof is not in the
novelty of the examples, but in quantifying those classical examples.
Proof. The proof that Vξ is a closed, injective ideal is nearly identical to the proof that V is an ideal,
replacing weakly null sequences in the domain spaces with ξ-weakly null sequences.
Neither c0 nor ℓ∞ lies in V1, while ℓ1 ∈ V, whence neither of the classes V
dual
ξ , Vξ is contained in the
other, and Vξ is not symmetric.
Let A : ℓ1 → c0 be a surjection, q : ℓ1 → ℓ1/ ker(Q) the quotient map, and A : ℓ1/ ker(Q) → c0 the
injective associate of A. That is, A = Aq. Then A ∈ V, while A ∈ ∁V1 ⊂ ∁Vξ, so that Vξ is not surjective.
Now let j : C[0, 1]→ L2 be the canonical inclusion. Suppose that Z is a Banach space, R : C[0, 1]→ Z,
and L : Z → L2 are operators such that j = RL, L ∈ Vξ(Z,L2) ⊂ V1(Z,L2), and R ∈ Vξ(C[0, 1], Z) =
W1(C[0, 1], Z). Then RL ∈ K, which is obviously absurd. However, since j : C[0, 1]→ L2 is weakly compact,
it is completely continuous. Thus j ∈ V and j ∈ ∁(V1 ◦V1).

Remark 3.16. Note that quantitatively, we have proved more than what is stated in Corollary 3.15, and
indeed we have proved the strongest possible quantitative statements. Indeed, we have shown that
Vsurj 6⊂ V1,
Vdual 6⊂ V1,
V 6⊂ Vdual1 ,
and
V 6⊂ V1 ◦V1.
4. Special convex combinations
Let P denote the set of all probability measures on N. We treat each member P of P as a function from
N into [0, 1], where P(n) = P({n}). We let supp(P) = {n ∈ N : P(n) > 0}. Given a nice family P and a
subset P = {PM,n :M ∈ [N], n ∈ N} of P, we say (P,P) is a probability block provided that
(i) for any M ∈ [N] and r ∈ N, if N =M \ ∪r−1i=1 supp(PM,i), then PN,1 = PM,r, and
(ii) for each M ∈ [N], supp(PM,1) =MP,1.
Remark 4.1. It follows from the definition of probability block that for any M ∈ [N], (MP,n)
∞
n=1 =
(supp(PM,n))
∞
n=1 and for any s ∈ N and M,N ∈ N, and r1 < . . . < rs such that ∪
s
i=1supp(PM,ri) is an initial
segment of N , then PN,i = PM,ri for all 1 6 i 6 s.
To see the first fact, we argue by induction that any r ∈ N, supp(PM,r) = MP,r. The r = 1 case is
item (ii) above. Now assuming that for some 1 < r ∈ N that supp(PM,i) = MP,i for all 1 6 i < r, let
N =M \ ∪r−1i=1 supp(PM,i) =M \ ∪
r−1
i=1MP,i. Then
PM,r = PN,1 = NP =MP,r.
To see the second fact, we will use the obvious fact that if M,N ∈ [N], s ∈ N, r1 < . . . < rs are such
that ∪si=1MP,ri is an initial segment of N , then MP,ri = NP,i. For 1 6 i 6 s, let K = ∪
rs−1−1
j=1 MP,j and
L = ∪s−1j=1NP,j, then by property (ii) above, PM,rs = PK,1 and PN,s = PL,1. Since
supp(PK,1) = KP =MP,rs = NP,s = LP ,
property (i) yields that PK,1 = PL,1, whence
PM,rs = PK,1 = PL,1 = PN,s.
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It follows from the previous paragraphs that if M,N ∈ [N] and r1 < r2 < . . . are such that N =
∪∞i=1supp(PM,ri), then PN,i = PM,ri for all i ∈ N. Indeed, under these hypotheses, for any i ∈ N,
∪ij=1supp(PM,rj) is an initial segment of N , so PN,i = PM,ri .
We recall the repeated averages hierarchy defined in [4]. We will recall for each ξ < ω1 a collection Sξ
such that (Sξ,Sξ) is a probability block.
For any M = (mi)
∞
i=1 ∈ [N], we let S
0
M,n = δmn , the Dirac measure such that δmn(mn) = 1.
Now assume that for every M ∈ N and n ∈ N, SξM,n ∈ P has been defined so that, with Sξ = {S
ξ
M,n :
M ∈ [N], n ∈ N}, (Sξ,Sξ) is a probability block. Now fix M ∈ [N] and let p1 = minM . Then let
S
ξ+1
M,1 =
1
p1
p1∑
i=1
S
ξ
M,i.
Now assuming that Sξ+1M,1, . . . , S
ξ+1
M,n have been defined, let
Mn+1 =M \ ∪
n
i=1supp(S
ξ+1
M,i ) =M \ ∪
n
i=1MSξ+1,i,
pn+1 = minMn+1, and
S
ξ+1
M,n+1 =
1
pn+1
pn+1∑
i=1
S
ξ
Mn,i
.
Now assume ξ is a limit ordinal and for every ζ < ξ, every M ∈ [N], and every n ∈ N, SζM,n has been
defined. Now let ξn ↑ ξ be the sequence such that
Sξ = {∅} ∪ {E : ∅ 6= E ∈ SξminE+1}.
Fix M ∈ [N]. For each n ∈ N, let Mn =M \ ∪
n−1
i=1 MSξ,i, pn = minMn, and
S
ξ
M,n = S
ξpn+1
Mn,1
.
Suppose we have probability blocks (P,P), (Q,Q). We define a collection Q ∗P such that (Q ∗P,Q[P ])
is a probability block. Fix M ∈ N and for each n ∈ N, let ln = min supp(PM,n) and L = (ln)
∞
n=1. We then
let
OM,n =
∑
i∈L−1
Q,n
QL,n(li)PM,i
and Q ∗P = {OM,n :M ∈ [N], n ∈ N}. We have already defined L
−1
Q,n, but for clarity, we give an alternative
description. Given L = (ln)
∞
n=1 = (min supp(PM,n))
∞
n=1, there exists a unique sequence 0 = p0 < p1 < . . .
such that (li)
pn
i=pn−1+1
∈MAX(Q) for all n ∈ N, and L−1Q,n = N ∩ (pn−1, pn].
Proposition 4.2. (Q ∗P,Q[P ]) is a probability block.
Proof. Throughout the proof, we will assume that L = (ln)
∞
n=1 is the sequence given by
(ln)
∞
n=1 = (min supp(PM,n))
∞
n=1
for some M ∈ [N]. We will use the fact that for any n ∈ N, ∪∞i=1L
−1
Q,i = N and (li)i∈L−1
Q,n
= LQ,n =
supp(QL,n).
Fix M ∈ [N] and n ∈ N and note that
OM,n(N) =
∑
i∈L−1
L,n
QL,n(li)PM,i(N) =
∑
i∈L−1
Q,n
QL,n((li)i∈L−1
Q,n
) = QL,n(supp(QL,n)) = 1,
so OM,n ∈ P.
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Now we will use the obvious fact that if 0 = p0 < p1 < . . . are such that (li)
pn
i=pn−1+1
= LQ,n and
supp(PM,n) =MP,n for all n ∈ N, then
supp(OM,n) =
pn⋃
i=pn−1+1
supp(PM,i) = (M \ ∪
pn−1
i=1 supp(PM,i))Q[P],n
for all n ∈ N. This yields that (Q ∗P,Q[P ]) satisfies property (ii) of a probability block
Suppose that M,N ∈ [N] and r ∈ N are such that
N =M \ ∪r−1i=1 supp(OM,i) =M \ ∪
pr−1
i=1 supp(PM,i).
Let K = (ki)
∞
i=1 = (min supp(PM,i))
∞
i=pr−1+1
. Then K−1Q,1 = [1, pr − pr−1], L
−1
Q,r = (pr−1, pr], ki = lpr−1+i,
and PM,pr−1+i = PN,i for all i ∈ N. From this it follows that
ON,1 =
∑
i∈K−1
Q,1
QK,1(ki)PN,i =
∑
i∈L−1
Q,r
QL,r(li)PM,i = OM,r,
and (Q ∗P,Q[P ]) satisfies property (i) of a probability block.

Lemma 4.3. Let (P,P) be a probability block and let ξ be a countable ordinal. The following are equivalent.
(i) For every ε > 0, q ∈ N, regular family G with CB(G) 6 ωξ +1, and L ∈ [N], there exists M ∈ [L] such
that
sup{PN,1(E) : N ∈ [M ], E ∈ G,minE 6 q} 6 ε.
(ii) For every ε > 0, regular family G with CB(G) 6 ωξ + 1, and L ∈ [N], there exists M ∈ [L] such that
sup{
∞∑
i=1
PN,i(E) : N ∈ [M ], E ∈ G} 6 1 + ε.
(iii) For any ε > 0, any regular family G with CB(G) 6 ωξ, and L ∈ [N], there exists M ∈ [L] such that
sup{PN,1(E) : N ∈ [M ], E ∈ G} 6 ε.
Proof. (i) ⇒ (ii) Fix ε > 0, a regular family G with CB(G) 6 ωξ + 1, and L ∈ [N]. Fix a sequence
0 = ε0 < ε1 < . . . with limn εn = ε. Let M1 = L and fix m1 ∈ M1. Now assume M1 ⊃ . . . ⊃ Mn,
m1 < . . . < mn, mi ∈Mi have been chosen. Now fix Mn+1 ∈ [Mn] such that
sup{PN,1(E) : N ∈ [Mn], E ∈ G,minE 6 mn} 6 εn − εn−1
and fix mn+1 ∈ Mn+1 with mn < mn+1. This completes the recursive construction. Let M = (mn)
∞
n=1.
Now fix E ∈ G and N ∈ [M ]. If E ∩ supp(PN,i) = ∅ for all i ∈ N,
∑∞
i=1 PN,i(E) = 0. Assume there exists
i ∈ N such that E ∩ supp(PN,i) 6= ∅ and let r be the minimum such i. Let Nn = N \ ∪
n−1
i=1 supp(PN,i) and
note that PN,n = PNn,1 for all n ∈ N. Let mj = max supp(PN,r). Note that for each n ∈ N, Nr+n ∈ [Mj+n]
and minE 6 mj 6 mj+n−1, so PN,r+n(E) 6 εj+n−1 − εj+n−2. From this it follows that
∞∑
i=1
PN,1(E) = PN,r(E) +
∞∑
n=1
PN,r+n(E) 6 1 +
∞∑
i=1
εi − εi−1 = 1 + ε.
(ii)⇒ (iii) Fix ε > 0, a regular family G with CB(G) 6 ωξ, and L ∈ [N]. Let V denote the set of M ∈ [N]
such that
sup{PM,1(E) : E ∈ G} 6 ε.
Note that this supremum is actually a maximum, since it suffices to take the supremum only over the finitely
many sets E ∈ G with E ⊂ supp(PM,1). Moreover, V is closed, whence there exists M ∈ [L] such that either
V ∩ [M ] = ∅ or [M ] ⊂ V . To obtain a contradiction, assume V ∩ [M ] = ∅. Fix n ∈ N such that nε > 2 and
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let H = An[G]. Note that CB(H) 6 ω
ξ. Indeed, if ξ = 0, then since CB(G) 6 1, G ⊂ {∅} and H ⊂ {∅}.
If 0 < ξ < ω1, then since CB(G) 6 ω
ξ and ωξ is a limit ordinal, there exist ζ < ξ and m ∈ N such that
CB(G) 6 ωζm+ 1, and
CB(H) 6 ωζmn+ 1 < ωξ.
Since CB(H) 6 ωξ, by replacing M with a further, infinite subset, we may assume
sup{
∞∑
i=1
PM,i(E) : E ∈ H} 6 2.
Now for each i ∈ N, let Mi = M \ ∪
i−1
j=1PM,j and note that Mi ∈ [M ] ⊂ V . Therefore for each i ∈ N,
there exists Ei ∈ G such that PMi,1(E) > ε. By replacing Ei with Ei ∩ supp(PMi,1), we may assume
Ei ⊂ supp(PMi,1). Let E = ∪
n
i=1Ei ∈ H and note that
2 >
∞∑
i=1
PM,i(E) =
n∑
i=1
PMi,1(Ei) > nε > 2,
a contradiction.
(iii)⇒ (i) Fix q ∈ N, G regular with CB(G) 6 ωξ + 1, ε > 0, and L ∈ [N]. Let
H = {E ∈ G : q < E, (q) ∪ E ∈ G}
and note that H is regular with CB(H) 6 ωξ. Let L1 = (q,∞) ∩ L and note that for each E ∈ G with
minE 6 q, (q) ∪ (E ∩ (q,∞)) is a spread of a subset of E, so E ∩ (q,∞) ∈ H and
PM,1(E) = PM,1(E ∩ (q,∞))
for any M ∈ [L1]. Now we may choose M ∈ [L1] such that
sup{PN,1(E) : N ∈ [M ], E ∈ G, E 6 q} 6 sup{PN,1(E) : N ∈ [M ], E ∈ H} 6 ε.

If (P,P) satisfies any of the three equivalent conditions from Lemma 4.3, we say (P,P) is ξ-sufficient.
Given a probability block (P,P), a function f : N×MAX(P)→ R, ε ∈ R, and M ∈ [N], we let
E(f,P,P , ε) = {M ∈ [N] :
∞∑
i=1
PM,1(i)f(i, supp(PM,1)) > ε}
and
G(f,P ,M, ε) = {E ∈ [M ]<N : (∃F ∈MAX(P) ∩ [M ]<N)(∀i ∈ E)(f(i, F ) > ε)}.
Note that G(f,P ,M, ε) is hereditary.
Let us say that a hereditary family E is ξ-full provided that there exists M ∈ [N] such that Sξ(M) ⊂ E.
For a countable ordinal ξ and a probability block (P,P), we say (P,P) is ξ-regulatory provided that for
any bounded function f : N ×MAX(P) → R and δ, ε ∈ R with δ < ε, if there exists L ∈ [N] such that
[L] ⊂ E(f,P,P , ε), then G(f,P , L, δ) is ξ-full.
The following result is a generalization of a result of Schlumprecht from [29].
Lemma 4.4. Let ξ be a countable ordinal and let (P,P) be a probability block. If (P,P) is ξ-sufficient, it
is ξ-regulatory.
Proof. To obtain a contradiction, assume L ∈ [N],M ∈ [L], δ, ε ∈ R, δ < ε, f : N×MAX(P)→ R is bounded,
[L] ⊂ E(f,P,P , ε), and CB(G(f,P , L, δ) ∩ [M ]<N) 6 ωξ. Note that G(f,P , L, δ) ∩ [M ]<N ⊃ G(f,P ,M, δ),
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so CB(G(f,P ,M, δ)) 6 ωξ. If ξ = 0, this means there exists m ∈M such that for all m < i ∈M and every
F ∈ P ∩ [M ]<N, f(i, F ) 6 δ. Then if N = (m,∞) ∩M ,
ε 6
∞∑
i=1
PN,1(i)f(i, supp(PN,1) < δ,
a contradiction. This finishes the ξ = 0 case.
Now assume 0 < ξ. Then since CB(G(f,P ,M, δ)) 6 ωξ, G(f,P ,M, δ) is hereditary and compact. Since
ωξ is a limit ordinal, it follows that CB(G(f,P ,M, δ)) < ωξ. We may fix a regular family G such that
CB(G(f,P ,M, δ)) < CB(G) < ωξ. By using Theorem 2.4 and replacing M with a further infinite subset,
we may assume G(f,P ,M, δ) ⊂ G. Now fix s > ‖f‖∞ and, by passing once more to an infinite subset of M ,
assume that
sup{PN,1(E) : E ∈ G, N ∈ [M ]} <
ε− δ
s
.
Now let E = {n ∈ supp(PM,1) : f(n, supp(PM,1)) > δ} and note that E ∈ G(f,P ,M, δ) ⊂ G, whence
ε 6
∞∑
i=1
PM,1(i)f(i, supp(PM,1))
=
∑
i∈E
PM,1(i)f(i, supp(PM,1)) +
∑
i∈N\E
PM,1(i)f(i, supp(PM,1))
6 sPM,1(E) + δPM,1(N \ E)
< ε.

Theorem 4.5. Let ξ, ζ be countable ordinals. Then if (P,P) is ξ-sufficient and (Q,Q) is ζ-sufficient,
(Q ∗P,Q[P ]) is ξ + ζ-sufficient, and therefore ξ + ζ-regulatory.
Before the proof, we isolate the following fact.
Fact 4.6. Suppose ξ, ζ are countable ordinals and ζ > 0. Then for any regular family G with CB(G) 6 ωξ+ζ ,
there exist regular families F , H with CB(H) < ωζ and CB(F) = ωξ + 1 such that G ⊂ H[F ].
Proof. If CB(G) 6 ωξ+ζ , then since CB(G) cannot be a limit ordinal and ωξ+ζ is a limit ordinal, CB(G) <
ωξ+ζ . This means there exist η < ζ and m ∈ N such that CB(G) < ωξωηm+ 1. Using Theorem 2.4, there
exists M = (mn)
∞
n=1 ∈ [N]
<N such that G ∩ [M ]<N ⊂ (Am[Sη])[Sξ]. Now let
F = {E : (mn)n∈E ∈ Sξ}
and
H = {E : (mn)n∈E ∈ Am[Sη]}.
Then F , H are regular, CB(F) = CB(Sξ) = ω
ξ + 1, and CB(H) = CB(Am[Sη]) = ω
ηm + 1 < ωζ .
Furthermore, if E ∈ G, then (mn)n∈E is a spread of E, and therefore lies in G ∩ [M ]
<N. From this it follows
that there exist F1 < . . . < Fn such that ∅ 6= Fi ∈ Sξ, (minFi)
n
i=1 ∈ Am[Sη], and (mi)i∈E = ∪
n
i=1Fi. We
may then write Fi = (mj)j∈Ei for some E1 < . . . < En with E = ∪
n
i=1Ei. Then (mn)n∈Ei ∈ Sξ, whence
Ei ∈ F , and (mminEi)
n
i=1 ∈ Am[Sη], so (minEi)
n
i=1 ∈ H. From this it follows that E ∈ H[F ].

Proof of Theorem 4.5. Let Q ∗P = {OM,n :M ∈ [N], n ∈ N}.
First suppose that ζ = 0. We must show that (Q ∗ P,Q[P ]) is ξ-sufficient. Fix ε > 0, L ∈ [N],
q ∈ N, and a regular family G with CB(G) 6 ωξ + 1. There exists M ∈ [L] such that for all N ∈ [N]
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and E ∈ G with minE 6 q, PN,1(E) 6 ε. Now fix any N ∈ [N] and E ∈ G with minE 6 q. Let
K = (ki)
∞
i=1 = (min supp(PN,i))
∞
i=1. If Nn = N \ ∪
n−1
i=1 supp(PN,i),
PN,r(E) = PNr,1(E) 6 ε,
whence
ON,1(E) =
∑
i∈K−1
Q,1
QK,1(ki)PN,i(E) 6 εQK,1(N) = ε.
This gives the ζ = 0 case.
Now suppose that ζ > 0. Fix ε > 0, L ∈ [N], and a regular family G with CB(G) < ωξ+ζ + 1. Using Fact
4.6 and replacing G with a larger family, we may assume that G = H[F ] for some regular families H, F with
CB(F) = ωξ+1 and CB(H) < ωζ . Let V denote the set of thoseN ∈ [N] such that sup{ON,1(E) : E ∈ G} 6 ε
and note that V is closed. Then we may fix M ∈ [L] such that either [M ] ⊂ V or [M ] ∩ V = ∅. Seeking
a contradiction, suppose [M ] ∩ V = ∅. Now let us recursively choose m1 ∈ M1 := M , M2 ∈ [M1],
m1 < m2 ∈M2, M3 ∈ [M2], etc., such that for all 1 < n ∈ N,
sup{PN,1(E) : N ∈ [Mn], E ∈ F ,minE 6 mn−1} 6
ε
3 · 2n
.
By replacing M with (mn)
∞
n=1 ∈ [M ], we may assume that for all N ∈ [M ], all r ∈ N, all E ∈ F such that
supp(PN,r) ∩E 6= ∅, and all n ∈ N,
PN,n+r(E) 6
ε
3 · 2r+n
,
so that
∞∑
i=r+1
PN,i(E) 6
ε
3 · 2r
.
Indeed, let j ∈ N be such that mj = max supp(PN,r) and note that j > r. Then for any n ∈ N, if
Nn = N \ ∪
r+n−1
i=1 supp(PN,i), Nn ∈ [Mj+n] and minE 6 mj 6 mj+n−1, whence
PN,n+r(E) = PNn,1(E) 6
ε
3 · 2j+n
6
ε
3 · 2r+n
.
Then
∞∑
i=r+1
PN,i(E) =
∞∑
i=1
PN,r+i(E) 6
∞∑
i=1
ε
3 · 2r+n
=
ε
3 · 2r
.
Now let rn = max supp(PM,n) and let
I = {E : (rn)n∈E ∈ H}.
Note that I is regular and CB(I) = CB(H) < ωζ . Fix S = (sn)
∞
n=1 ∈ [N] such that
sup{QT,1(E) : T ∈ [S], E ∈ I} 6
ε
3
and let
N =
⋃
n∈S
supp(PM,n) =
∞⋃
n=1
supp(PM,sn) ∈ [M ]
and note that PN,n = PM,sn for all n ∈ N. Let tn = min supp(PN,n) and T = (tn)
∞
n=1. Write
ON,1 =
∑
i∈T−1
Q,1
QT,1(ti)PN,i.
Since [M ] ∩ V = ∅,
sup{ON,1(E) : E ∈ G} > ε.
We will obtain the desired contradiction by proving that
sup{ON,1(E) : E ∈ G} 6 ε.
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For this, it is sufficient to show that for any E = ∪pj=1Ej , F = ∪
q
j=1Fj such that E1 < . . . < Ep, F1 < . . . <
Fq, ∅ 6= Ej , Fj ∈ F , and (minEj)
p
j=1, (minFj)
q
j=1 ∈ H such that for each 1 6 j 6 p, there exists at most
one i ∈ T−1Q,1 such that Ej ∩supp(PN,i) 6= 0, and for each 1 6 j 6 q, there exist at least two values of i ∈ T
−1
Q,1
such that Fj ∩ supp(PN,i) 6= 0, then
ON,1(E) 6 ε/3
and
ON,1(F ) 6 2ε/3.
This is sufficient to produce a contradiction, because any member of G = H[F ] is the union of two sets
E,F having the properties described above. Let E = ∪pj=1Ej , F = ∪
q
j=1Fj be as described above. For each
i ∈ T−1Q,1, let
Bi = {j 6 p : Ej ∩ supp(PN,i) 6= ∅}.
Then the sets (Bi)i∈T−1
Q,1
are pairwise disjoint by the properties of the sets E1, . . . , Ep. Let B = {i ∈ T
−1
Q,1 :
Bi 6= ∅}. We claim that G := (ti)i∈B ∈ I, from which it will follow that
ON,1(E) =
∑
i∈B
QT,1(ti)
∑
j∈Bi
PN,i(Ej) 6
∑
i∈B
QT,1(ti) = QT,1(G) 6 ε/3.
Let us see why G ∈ I. For each i ∈ B, fix ji ∈ Bi and note that (rti )i∈B is a spread of (minEji)i∈B ∈ H,
since
minEji 6 max supp(PN,i) = max supp(PM,si) = rsi 6 rti .
Here we are using that ti = min supp(PM,si) > si. From this it follows that (rti )i∈B ∈ H andG = (ti)i∈B ∈ I.
Now for each j 6 q, let ij = min{i ∈ T
−1
Q,1 : Fj ∩ supp(PN,i) 6= ∅}. Then by the properties of the sets
F1, . . . , Fq, the map j 7→ ij is an injection from {1, . . . , q} into T
−1
Q,1. Let C = (ij)j6q . We first claim that
H := (ti)i∈C ∈ I. Indeed, just as in the last paragraph, (rtij )
q
j=1 is a spread of (minFj)
q
j=1 ∈ H. Therefore,
using the properties of N ∈ [M ] established in the second paragraph of the proof,
ON,1(F ) =
q∑
j=1
∑
ij6i∈T
−1
Q,1
QT,1(ti)PN,i(Ej)
=
q∑
j=1
[
QT,1(tij ) +
∞∑
i=ij+1
PN,i(Ej)
]
6 QT,1(H) +
q∑
j=1
ε
3 · 2ij
6
ε
3
+
ε
3
= 2ε/3.

Lemma 4.7. [13, Lemma 6.4] Fix K = (kn)
∞
n=1 ∈ [N] and ε > 0. Then for any L = (ln)
∞
n=1 such that
kln(1 + 2ε) < ln+1ε for all n ∈ N,
sup
{ ∞∑
i=1
S
ξ
L,i(E) : (kn)n∈E ∈ Sξ
}
6 1 + ε
for any ξ < ω1.
The next corollary follows immediately from Lemmas 4.4 and 4.7.
Corollary 4.8. For every ξ < ω1, (Sξ,Sξ) is ξ-sufficient. Therefore for every ξ, ζ < ω1, (Sζ ∗Sξ,Sζ[Sξ])
is ξ + ζ-sufficient and therefore ξ + ζ-regulatory.
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Corollary 4.9. Let ξ, ζ be countable ordinals. If X,Y, Z are Banach spaces, B : X → Y has v(B) > ζ, and
A : Y → Z has v(A) > ξ, then v(AB) > ξ + ζ.
In particular, if X is a Banach space with v(X) > ξ, then v(X) > ξ + ξ.
Proof. If ζ = 0, the result is trivial, so assume ζ > 0. If either A or B is completely continuous, v(AB) =
ω1 > ξ + ζ. Assume neither A nor B is completely continuous. Let
Sζ ∗Sξ = {PM,n :M ∈ [N], n ∈ N}.
Seeking a contradiction, assume (xi)
∞
i=1 ⊂ X is weakly null, (ABxi)
∞
i=1 is seminormalized, but there do
not exist N ∈ [N] and δ > 0 such that Sξ+ζ(N) ⊂ Fδ((xi)
∞
i=1). We may assume (xi)
∞
i=1 ⊂ BX . Since
(Bxi)
∞
i=1 is weakly null and (ABxi)
∞
i=1 is seminormalized, there exist ε1 > 0 and R ∈ [N] such that Sξ(R) ⊂
Fε1((Bxi)
∞
i=1). By passing to a subsequence, we may assume R = N and Sξ ⊂ Fε1((Bxi)
∞
i=1). Now for each
n ∈ N, let
Vn = {M ∈ [N] : ‖
∞∑
i=1
PM,1(i)xi‖ > 1/n}.
We recursively select L1 ⊃ L2 ⊃ . . . such that for all n ∈ N, either [Ln] ⊂ Vn or [Ln] ∩ Vn = ∅. We first
remark that for all n ∈ N, [Ln] ∩ Vn = ∅. If it were not so, then [Ln] ⊂ Vn. For all F ∈ MAX(Sζ [Sξ]), if
M,N ∈ [N] are such that F is a common initial segment of M and N , then
xF :=
∞∑
i=1
PM,1(i)xi =
∞∑
i=1
PN,1(i)xi.
We may fix x∗F ∈ BX∗ such that Re x
∗
F (xF ) = ‖xF ‖. Define f : N ×MAX(Sζ [Sξ]) → R by f(i, F ) =
Re x∗F (xi). Then [Ln] ⊂ F(f,Sζ ∗ Sξ,Sζ [Sξ], ε1), whence for any 0 < δ < ε1 and any M ∈ [Ln],
CB(G(f,Sζ [Sξ],M, δ)) > ω
ξ+ζ + 1. From this and Lemma 3.12, there would exist some M ∈ [Ln] such
that Sξ+ζ(M) ⊂ Fδ((xi)
∞
i=1), which is a contradiction. Therefore [Ln] ∩ Vn = ∅ for all n ∈ N. Now fix
l1 < l2 < . . ., ln ∈ Ln and let L = (ln)
∞
n=1.
Now let yn =
∑∞
i=1 S
ξ
L,n(i)xi. Since Sξ ⊂ Fε1((Bxi)
∞
i=1), infn ‖Byn‖ > ε1. Since (yn)
∞
n=1 is weakly null
in X , there exist 0 < ε < 1 and M = (mn)
∞
n=1 ∈ [N] such that Sζ(M) ⊂ Fε((yn)
∞
n=1). Fix m > 3/ε and
recursively select m = t1 < t2 < . . . such that ti+1 > min supp(S
ξ
L,mti
) for all i ∈ N. Now let
N =
∞⋃
n=1
supp(SξL,mtn ) ∈ [Lm],
si = min supp(S
ξ
L,mti
),
and
S = (si)
∞
i=1.
We remark that (ti)i∈S−1
Sζ,1
\{1} ∈ Sζ , whence (mti)i∈S−1
Sζ,1
\{1} ∈ Sζ(M) ⊂ Fε((yi)
∞
i=1). In order to see that
(ti)i∈S−1
Sζ,1
\{1} ∈ Sζ , note that since ti+1 > si for all i ∈ N, (ti)i∈S−1
Sζ,1
\{1} is a spread of
(si)i∈S−1
Sζ,1
\{maxS−1
Sζ,1
} = SSζ,1 \ {maxSSζ,1} ⊂ SSζ ,1 ∈ Sζ .
Now since (mti)i∈S−1
Sζ ,1
\{1} ∈ Fε((yi)
∞
i=1),
‖
∑
i∈S−1
Sζ,1
\{1}
S
ζ
S,1(si)ymti ‖ > ε
∑
i∈S−1
Sζ,1
\{1}
S
ζ
S,1(si) > ε(1− S
ζ
S,1(s1)) > ε(1− 1/minS) > 2ε/3,
and
‖
∑
i∈S−1
Sζ,1
S
ζ
S,1(si)ymti ‖ > 2ε/3− S
ζ
S,1(s1)‖ymt1 ‖ > 2ε/3− 1/minS > ε/3.
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Here we are using the fact that for any 0 < ξ < ω1 and any J ∈ [N], supj∈N S
ξ
J,1(j) 6 1/minJ . However,
since N ∈ [Lm],
1/m > ‖
∞∑
i=1
PN,1(i)xi‖ = ‖
∑
i∈S−1
Sζ,1
S
ζ
S,1(si)
∞∑
j=1
S
ξ
N,i(j)xj‖
= ‖
∑
i∈S−1
Sζ,1
S
ζ
S,1(si)ymti ‖ > ε/3 > 1/m,
a contradiction. This contradiction yields that v(AB) > ξ + ζ.
For the last statement, apply the first part with X = Y = Z, A = B = IX , and ζ = ξ.

Remark 4.10. There are some instances in which the lower estimate provided by Corollary 4.9 does not
provide anything stronger than the ideal property. Corollary 4.9 yields that for any n ∈ N, Banach spaces
X0, . . . , Xn, and operators Ai : Xi → Xi−1,
v(A1 . . . An) > sup{ζ1 + . . .+ ζn + 1 : ζi < v(Ai)}.
However, if 0 < ξ < ω1 and ζ1, . . . , ζn < ω
ξ, ζ1+ . . .+ζn+1 6 ω
ξ. Therefore if v(Ai) 6 ω
ξ for each 1 6 i 6 n
and v(Ai) = ω
ξ for at least one value of i,
v(A1 . . . An) > sup{ζ1 + . . .+ ζn + 1 : ζi < v(Ai)} = ω
ξ = max{v(Ai) : 1 6 i 6 n},
which is the same estimate provided by the ideal property of Vωξ .
Corollary 4.11. For any Banach space X, v(X) = ωγ for some ordinal γ 6 ω1.
Proof. Suppose that ξ < v(X). Then ξ + ξ < v(X). By standard properties of ordinals, since v(X) > 0,
there exists an ordinal γ such that v(X) = ωγ . Obviously γ 6 ω1.

We also obtain the following generalization and quantitative improvement of a theorem of Argyros and
Gasparis. This is a quantitataive improvement in the sense that Argyros and Gasparis showed that if (xi)
∞
i=1
is a sequence in X such that for some L ∈ [N],
[L] ⊂ {M ∈ [N] : ‖
∞∑
i=1
S
ξ
M,1(i)xi‖ > ε},
then there exists P ∈ [L] such that
Sξ(P ) ⊂ Fε/2((xi)
∞
i=1).
Under the same hypothesis, we show that for any 0 < δ < ε, there exists P ∈ [L] such that
Sξ(P ) ⊂ Fδ((xi)
∞
i=1).
Theorem 4.12. Let (xi)
∞
i=1 be a sequence in the Banach space X. Suppose that (P,P) is ξ-regulatory and
CB(P) = ωξ + 1. Then for any ε > 0, exactly one of the following holds:
(i) There exist ε1 > ε and M ∈ [N] such that P(M) ⊂ Fε1((xi)
∞
i=1).
(ii) For every ε2 > ε and L ∈ [N], there exists M ∈ [L] such that
inf{‖
∞∑
i=1
PN,1(i)xi‖ : N ∈ [M ]} 6 ε2.
In particular, given a weakly null sequence (xi)
∞
i=1, the following are equivalent.
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(i) There exist (Q,Q) which is ξ-regulatory and L ∈ [N] such that CB(Q) = ωξ + 1 and
inf
{
‖
∞∑
i=1
QN,1(i)xi‖ : N ∈ [L]
}
> 0.
(ii) For any (Q,Q) which is ξ-regulatory and such that CB(Q) = ωξ + 1, there exists ε > 0 and M ∈ [N]
such that
inf
{
‖
∞∑
i=1
QN,1(i)xi‖ : N ∈ [M ]
}
> ε.
(iii) (xi)
∞
i=1 fails to be ξ-weakly null.
Proof. If ξ = 0, then (i) and (ii) are equivalent to the following and the negation of the following, respectively:
There exists ε1 > ε such that {n ∈ N : ‖xn‖ > ε1} is infinite.
We now prove that (i) and (ii) are exclusive and exhaustive in the case that 0 < ξ < ω1. First assume
there exist ε1 > ε and M ∈ [N] such that P(M) ⊂ Fε1((xi)
∞
i=1). By Proposition 2.5, there exists N ∈ [N]
such that for any ∅ 6= E ∈ Sξ ∩ [N ]
<N, E \ (minE) ∈ P(M). Now fix R > 0 such that supn ‖xn‖ < R
and δ > 0 such that (1 − δ)ε1 − Rδ > ε and fix ε < ε2 < (1 − δ)ε1 − Rδ. Since CB(A1) = 2 < ω
ξ, using
the definition of ξ-sufficient and by passing to a further infinite subset of N and relabeling, we may assume
sup{PQ,1(i) : i ∈ N, Q ∈ [N ]} 6 δ. Now fix Q ∈ [N ] and let E = supp(PQ,1) and m = minE. Note that
E \ (m) ∈ P(M), whence
‖
∑
i∈E\(m)
PQ,1(i)xi‖ > ε1PQ,1(E \ (m)) > (1− δ)ε1.
Now
‖
∑
i∈E
PQ,1(i)xi‖ > ‖
∑
i∈E\(m)
PQ,1xi‖ − PQ,1(m)R > (1− δ)ε1 − δR.
Thus
inf{‖
∞∑
i=1
PQ,1(i)xi‖ : Q ∈ [N ]} > ε2 > ε,
and (ii) does not hold.
Now assume that (ii) does not hold. This means there exist ε2 > ε1 > ε and L ∈ [N] such that for every
M ∈ [N],
inf{‖
∞∑
i=1
PN,1(i)xi‖ : N ∈ [M ]} > ε2.
Now for each F ∈MAX(P), fix a functional x∗F ∈ BX∗ such that
‖
∞∑
i=1
PN,1(i)xi‖ = Re x
∗
N (
∞∑
i=1
PN,1(i)xi),
whereN is any member of [N] which has F as an initial segment. Note that the vector xF :=
∑∞
i=1 PN,1(i)xi is
independent of the choice of N which extends F . Now define f : N×MAX(P)→ R by f(n, F ) = Re x∗F (xn).
Then
[M ] ⊂ E(f,P,P , ε2).
Since (P,P) is ξ-regulatory and ε1 < ε2, there exists R ∈ [N] such that
P(R) ⊂ G(f,P ,M, ε1) ⊂ Fε1((xi)
∞
i=1).
The second statement follows immediately from the first.

The next easy consequence will be a convenient characterization for us to use in the final section.
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Proposition 4.13. Let ξ be a countable ordinal and let (δn)
∞
n=1 be a positive sequence with limn δn = 0.
Then for an operator A : X → Y , A fails to be ξ-completely continuous if and only if there exist a bounded
sequence (xi)
∞
i=1 ⊂ X and M ∈ [N] such that for all N ∈ [M ] and n ∈ N, ‖
∑∞
i=1 S
ξ
N,n(i)xi‖ 6 δn and
infn ‖Axi‖ > 0.
Proof. First suppose that A fails to be ξ-completely continuous. Then there exists (xi)
∞
i=1 ⊂ X which is
ξ-weakly null and infn ‖Axn‖ > 0. For each ε > 0, let Vε denote the set of those M ∈ [N] such that
‖
∑∞
i=1 S
ξ
M,1(i)xi‖ > ε. Note that Vε is closed, and by Theorem 4.12, there do not exist ε > 0 and M ∈ [N]
such that [M ] ⊂ Vε. From this and the Ramsey theorem, for any L ∈ [N] and ε > 0, there exists M ∈ [L]
such that [M ] ∩ Vε = ∅. Now for any L ∈ [N], we may recursively select L ⊃ L1 ⊃ . . . such that for
each n ∈ N, [Ln] ∩ Vδn = ∅. Now fix m1 < m2 < . . . and M = (mn)
∞
n=1. For N ∈ [M ] and n ∈ N, let
R = ∪n−1i=1 supp(S
ξ
N,i) ∈ [Ln]. Then
‖
∞∑
i=1
S
ξ
N,n(i)xi‖ = ‖
∞∑
i=1
S
ξ
R,1(i)xi‖ 6 δn.
This gives one implication.
Now suppose that (xi)
∞
i=1, M ∈ [N] are such that for all N ∈ [M ] and n ∈ N, ‖
∑∞
i=1 S
ξ
N,n(i)xi‖ 6 δn
and infn ‖Axn‖ > 0. We claim that (xn)n∈M is ξ-weakly null, which will yield that A is not ξ-completely
continuous. Write M = (mn)
∞
n=1. If ξ = 0, then the hypothesis yields that for all n ∈ N, ‖xmn‖ 6 δn, and
(xn)n∈M is norm null, and therefore 0-weakly null. Now suppose that 0 < ξ < ω1. Suppose that ε > 0,
R ∈ [N] are such that
Sξ(R) ⊂ Fε((xmn)
∞
n=1).
Then with sn = mrn ,
Sξ(S) ⊂ Fε((xn)
∞
n=1).
Now arguing as in Theorem 4.12, we may select N ∈ [S] ⊂ [M ] such that
inf{‖
∞∑
i=1
S
ξ
Q,1(i)xi‖ : Q ∈ [N ]} > ε/2.
Now fix n ∈ N such that ε/2 > δn and let Q = N \ ∪
n−1
i=1 supp(S
ξ
N,i). Then S
ξ
Q,1 = S
ξ
N,n, and
ε/2 6 ‖
∞∑
i=1
S
ξ
Q,1(i)xi‖ = ‖
∞∑
i=1
S
ξ
N,n(i)xi‖ 6 δn,
a contradiction.

We now give the promised proof of Proposition 3.8(iv).
Proof of Proposition 3.8(iv). It is sufficient to prove that for any 0 < ξ < ω1, there exists an operator A
with v(A) = ξ. If ξ is a successor, say ξ = γ + 1, let A : Xγ → c0 be the canonical inclusion of the Schreier
space Xγ into c0. We recall that the norm of Xγ is given by
‖x‖Xγ = max{‖Ex‖ℓ1 : E ∈ Sγ}.
We will first show that A is γ-completely continuous, for which it is sufficient to show that if (xn)
∞
n=1 is
a block sequence such that infn ‖xn‖c0 > 1, then (xi)
∞
i=1 is an ℓ
γ
1 -spreading model. To that end, suppose
(xn)
∞
n=1 is such a block sequence and for each n ∈ N, fix mn ∈ supp(xn) such that |e
∗
mn(xn)| > 1. Then for
any E ∈ Sγ , (mn)n∈E is a spread of E and lies in Sγ . From this it follows that for any E ∈ Sγ and scalars
(an)n∈E ,
‖
∑
n∈E
anxn‖Xγ > ‖(mi)i∈E
∑
n∈E
anxn‖ℓ1 >
∑
n∈E
|an|.
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This yields that v(A) > γ, and v(A) > γ + 1 = ξ. Now it is well-known that the canonical Xγ basis has no
subsequence which is an ℓγ+11 spreading model (and we will prove a more general fact in the limit ordinal
case), while the canonical Xγ basis is normalized in c0. Therefore the canonical Xγ basis is γ+1 = ξ-weakly
null in Xγ and the image is not norm null in c0, yielding that v(A) 6 ξ.
Now suppose that ξ is a limit ordinal and fix any sequence (γn)
∞
n=1 ⊂ [0, ξ) with supn γn = ξ. Let X
be the completion of c00 with respect to the norm ‖ · ‖X =
∑∞
n=1 2
−n‖ · ‖Xγn and let A : X → c0 be the
canonical inclusion. For each n ∈ N, let In : X → Xγn and Jn : Xγn → c0 be the canonical inclusions. Then
since A = JnIn, the ideal property yields that
v(A) > sup
n
v(JnIn) > sup
n
v(In) = ξ.
We will show that the canonical basis of X has no subsequence which is an ℓξ1-spreading model. Since the
image of this basis under A is normalized in c0, this will yield that v(A) 6 ξ and finish the proof. Seeking a
contradiction, suppose that M ∈ [N] and m ∈ N are such that
2−m 6 inf{‖x‖X : E ∈ Sξ, x ∈ co(emi : i ∈ E)}.
Let
G =
m+1⋃
j=1
{E : (mi)i∈E ∈ Sγi}.
Note that
CB(G) = max
16i6m+1
CB(Sγi) < ω
ξ.
This means there exists N ∈ [N] such that
sup{SξN,1(E) : E ∈ G} < 2
−m−1.
Now let x =
∑∞
i=1 S
ξ
N,1(i)emi and note that, by our contradiction hypothesis, ‖x‖X > 2
−m. Now for each
n ∈ N, fix En ∈ Sγn such that ‖Enx‖ℓ1 = ‖x‖Xγn . Now for each n 6 m+ 1, let Fn = (i : mi ∈ En) ∈ G, so
‖x‖X =
∞∑
n=1
2−n‖Enx‖ℓ1 6
m+1∑
n=1
2−nSξN,1(Fn) +
∞∑
n=m+2
2−n‖x‖ℓ1
< 2−m−1
∞∑
n=1
2−n +
∞∑
n=m+2
2−n = 2−m,
a contradiction.

5. An interesting construction
In this section, we perform a contruction of a transfinite modification of spaces studied by Argyros and
Beanland [2], which were themselves modifications of a space constructed by Odell and Schlumprecht [25] of
a Banach space which admits no c0 or ℓp spreading model.
In this section, for a subset F of N, we let F denote the projection from c00 onto {ei : i ∈ F}. That is,
for x =
∑
aiei, Fx =
∑
i∈F aiei.
Throughout this section, N1, N2, . . . will be infinite, pairwise disjoint subsets of N such that ∪
∞
i=1Ni = N.
For a Banach space X with normalized, bimonotone basis (xi)
∞
i=1, we let q : c00 → X be the linear extension
of the map qen = xi for n ∈ Ni. We then define the norm ‖ · ‖EX on c00 by
‖x‖EX = sup{‖qIx‖ : I ⊂ N an interval}.
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We let EX be the completion of c00 with respect to this norm, and we let q : EX → X denote the linear
extension of q to EX . We note that for any n1 < n2 < . . ., if ni ∈ Ni, then ‖
∑∞
i=1 aieni‖EX = ‖
∑∞
i=1 aixi‖
for all (ai)
∞
i=1 ∈ c00. We recall the following properties from this construction, shown in [2].
Proposition 5.1. If (ui)
∞
i=1 is a weakly null sequence in X and (vi)
∞
i=1 is a weakly null, bounded block
sequence in EX such that qvi = ui for all i ∈ N, then (vi)
∞
i=1 is weakly null in EX . Moreover, for any
0 < ζ < ω1, if (vi)
∞
i=1 does not have a subsequence which is an ℓ
ζ
1 spreading model, then (ui)
∞
i=1 does not
have a subsequence which is an ℓζ1 spreading model.
Fix 0 < ϑ < 1 and let ϑn = ϑ/2
n. For each 0 < ξ < ω1, let ξn ↑ ω
ξ be the sequence such that
Sωξ = {∅} ∪ {E : ∃n 6 E ∈ Sξn}.
If E is a Banach space such that the canonical c00 basis is a normalized, bimonotone Schauder basis for E,
then we define the space Zξ(E) to be the completion of c00 under the unique norm satisfying
‖x‖Zξ(E) = max
{
‖x‖E ,
( ∞∑
n=1
‖x‖2n
)1/2}
,
where for each n ∈ N,
‖x‖n = sup
{
ϑn
d∑
i=1
‖Iix‖Zξ(E) : I1 < . . . < Id,∅ 6= Ii an interval, (min Ii)
d
i=1 ∈ Sξn
}
.
Proposition 5.2. Suppose E is a Banach space for which the canonical c00 basis is a normalized, bimonotone
basis. Then for a block sequence (wi)
∞
i=1 in BZξ(E),
inf{‖z‖Zξ(E) : F ∈ Sωξ , z ∈ co(wi : i ∈ F )} 6 max
{(1 + ϑ2
2
)1/2
, sup
i
‖wi‖E
}
.
Proof. Suppose that
inf{‖z‖Zξ(E) : F ∈ Sωξ , z ∈ co(wi : i ∈ F )} > θ > max
{(1 + ϑ2
2
)1/2
, sup
i
‖wi‖E
}
.
For each i, n ∈ N, let ui(n) = ‖wi‖n. Let ui = (ui(n))
∞
n=1 ∈ Bℓ2 , and, by passing to subsequence, we may
assume (ui)
∞
i=1 is weakly convergent to u = (u(n))
∞
n=1 ∈ Bℓ2 . Now note that since S1 ⊂ Sωξ ,
θ < lim
n→∞
lim inf
l1
. . . lim inf
ln
‖n−1
n∑
i=1
wli‖Zξ(E)
6 lim
n→∞
lim
l1
. . . lim
ln
‖n−1
n∑
i=1
uli‖ℓ2
= ‖u‖ℓ2.
We may fix k ∈ N such that θ2 <
∑k
i=1 u(n)
2. Note that since 2θ2 > 1 + ϑ2,
(1 + ϑ2 − θ2)1/2 < θ,
so we may fix ε > 0 such that εk + (ϑ2 + 1− θ2)1/2 < θ. By passing to a subsequence, we may assume that
for all 1 6 n 6 k, ‖wi‖n 6 u(n) + ε and
∑k
j=1 ‖wj‖
2
n > θ
2. Now let mi = max supp(wi) and let
G = {F : (mj)j∈F ∈ ∪
k
i=1Sξi}.
Fix N ∈ [N] such that
sup{Sω
ξ
N,1(G) : G ∈ G} 6 ε.
We may do this, since CB(G) = ωξk + 1 < ωω
ξ
+ 1.
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Now let F = NS
ωξ
and let w =
∑
j∈F S
ωξ
N,1(j)wj . Fix 1 6 n 6 k and non-empty intervals I1 < . . . < Id
such that (min Ii)
d
i=1 ∈ Sξn . Let G denote the set of those j ∈ F such that there exist two distinct values
s, t ∈ {1, . . . , d} such that Iswj , Itwj 6= 0. For each j ∈ G, let tj = min{s ∈ {1, . . . , d} : Iswj 6= 0}. Then
G ∈ G, since (mj)j∈G is a spread of (min suppItj )j∈G, so that
ϑn
d∑
i=1
‖Ii
∑
j∈G
Sω
ξ
N,1(j)wj‖Zξ(E) 6
∑
j∈G
Sω
ξ
N,1(j) < ε.
Moreover, for each j ∈ F \G,
ϑn
d∑
i=1
‖Iiwj‖Zξ(E) 6 ϑn.
Thus
ϑn
d∑
i=1
‖Ijw‖Zξ(E) 6 ϑn + ε.
From this it follows that for each 1 6 n 6 k, ‖w‖n 6 ϑn + ε. Now since θ
2 <
∑k
n=1 ‖wj‖
2
n for each j ∈ N, it
follows that
1− θ2 >
∞∑
n=k+1
‖wj‖
2
n
for all j ∈ N, whence by the triangle inequality,
∞∑
n=k+1
‖w‖2n 6 1− θ
2.
Then
‖w‖E 6 sup
i
‖wi‖E < θ,
( ∞∑
n=1
‖w‖2n
)1/2
=
( k∑
n=1
‖w‖2n +
∞∑
n=k+1
‖w‖2n
)1/2
< εk +
( k∑
n=1
ϑ2n + 1− θ
2
)1/2
< εk +
(
ϑ2 + 1− θ2
)1/2
< θ,
and
‖w‖Zξ(E) = max
{
‖w‖E ,
( ∞∑
n=1
‖w‖2n
)1/2}
< θ,
a contradiction.

Proposition 5.3. Suppose that (ui)
∞
i=1 ⊂ BZ is an ℓ
ωξ
1 spreading model in a Banach space Z and T : Z → Y
is a bounded linear operator such that there does not exist a subsequence of (ui)
∞
i=1 the image of which under
T is an ℓω
ξ
1 spreading model in Y . Then for any 0 < δ < 1, there exists an absolutely convex block (u
′
i)
∞
i=1
of (ui)
∞
i=1 such that
(i) ‖Tu′i‖ 6 δ for all i ∈ N,
(ii) for all F ∈ Sωξ and all scalars (ai)i∈F ,
(1− δ)
∑
i∈F
|ai| 6 ‖
∑
i∈F
aiu
′
i‖ 6
∑
i∈F
|ai|.
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Sketch. This fact is essentially contained in [8], and is a transfinite version of the James non-distortability
of ℓ1 argument. Fix ε > 0 such that for all F ∈ Sωξ and scalars (ai)i∈F ,
ε
∑
i∈F
|ai| 6 ‖
∑
i∈F
aiui‖ 6
∑
i∈F
|ai|.
Now either for every n ∈ N and M ∈ [N], there exists (ni)
∞
i=1 ∈ [M ] such that for all F ∈ Sξn and all
scalars (ai)i∈F ,
δ/ε
∑
i∈F
|ai| 6 ‖T
∑
i∈F
aiuni‖,
or there exist n ∈ N and M ∈ [N] such that for all (ni)
∞
i=1 ∈ [M ], there exist F ∈ Sξn and scalars (ai)i∈F
with
∑
i∈F |ai| = 1 and ‖T
∑
i∈F aiuni‖ < ε/δ. The first alternative cannot hold, otherwise we could extract
a subsequence of (ui)
∞
i=1 the image of which under T is an ℓ
ωξ
1 spreading model. Since the second alternative
must hold, there must exist some n ∈ N andM ∈ [N] as in the second alternative. We may then fix N ∈ [M ]
such that Sωξ [Sξn ](N) ⊂ Sωξ , F1 < F2 < . . ., Fi ∈ Sξn , and scalars (di)i∈∪∞j=1Fj such that
∑
i∈Fj
|di| = 1
and ‖T
∑
i∈Fj
diuni‖ < δ/ε. Then with u
0
j =
∑
i∈Fj
diuni , for every F ∈ Sωξ and all scalars (ai)i∈F ,
ε
∑
i∈F
|ai| 6 ‖
∑
i∈F
aiu
0
i ‖ 6
∑
i∈F
|ai|.
Now let b0 = ε and c0 = 1.
Now applying a similar dichotomy to that in the previous paragraph, we recursively select absolutely
convex blocks (uni )
∞
i=1 of (ui)
∞
i=1 and numbers bn 6 cn such that for all n ∈ N ∪ {0},
(i) bn 6 bn+1 6 cn+1 6 cn,
(ii) (un+1i )
∞
i=1 is an absolutely convex block of (u
n
i )
∞
i=1,
(iii) bn/cn 6 ε
1/2n ,
(iv) for all F ∈ Sωξ and all scalars (ai)i∈F ,
bn
∑
i∈F
|ai| 6 ‖
∑
i∈F
aiu
n
i ‖ 6 cn
∑
i∈F
|ai|.
Now we fix n ∈ N such that ε1/2
n
> 1− δ and let u′i = c
−1
n u
n
i .

Corollary 5.4. Let (vi)
∞
i=1 be a bounded block sequence in Zξ(E).
(i) inf{‖z‖Zξ(E) : z ∈ co(zi : i ∈ N)} 6 sup{‖vi‖E : i ∈ N}.
(ii) If (vi)
∞
i=1 is weakly null in E, it is weakly null in Zξ(E).
(iii) If (vi)
∞
i=1 does not have a subsequence which is an ℓ
ωξ
1 spreading model in E, then (vi)
∞
i=1 does not have
a subsequence which is an ℓω
ξ
1 spreading model in Zξ(E).
Proof. (i) Seeking a contradiction, assume
inf{‖z‖Zξ(E) : z ∈ co(vi : i ∈ N)} = a
and
sup{‖vi‖E : i ∈ N} = b < a.
For each n ∈ N, let
an = {‖z‖Zξ(E) : z ∈ co(vi : i > n)} > a > b.
We may select α > supn an and n ∈ N such that
an
α
> max
{(1 + ϑ2
2
)1/2
, b/α
}
.
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We may then select a convex block sequence (wi)
∞
i=1 of (vi)
∞
i=n such that ‖wi‖Zξ(E) 6 α and
an 6 sup{‖w‖Zξ(E) : w ∈ co(wi : i ∈ N)}.
Then (α−1wi)
∞
i=1 ⊂ BZξ(E) and
inf{‖w‖Zξ(E) : w ∈ co(α
−1wi : i ∈ N)} >
an
α
> max
{(1 + ϑ2
2
)1/2
, sup
i
‖α−1wi‖E
}
,
contradicting Proposition 5.2.
(ii) If (vi)
∞
i=1 is not weakly null in Zξ(E), then after passing to a subsequence, we may assume
inf{‖z‖Zξ(E) : z ∈ co(vi : i ∈ N)} = ε > 0.
Since (vi)
∞
i=1 is weakly null in E, there is a convex block sequence (wi)
∞
i=1 of (vi)
∞
i=1 such that supi ‖wi‖E < ε.
But since inf{‖z‖Zξ(E) : z ∈ co(wi : i ∈ N)} > ε, this contradicts (i).
(iii) Seeking a contradiction, assume that, after scaling, passing to a subsequence, and relabeling, (vi)
∞
i=1
is an ℓω
ξ
1 spreading model in BZξ(E). Fix 0 < δ < 1/2 such that 1− δ >
(
1+ϑ2
2
)1/2
. Then by Proposition 5.3
applied with Z = Zξ(E), Y = E, and T : Zξ(E)→ E the formal inclusion, there exists an absolutely convex
block sequence (wi)
∞
i=1 of (vi)
∞
i=1 such that
(i) ‖wi‖E 6 δ < 1− δ for all i ∈ N,
(ii) inf{‖w‖ : F ∈ Sωξ , w ∈ co(wi : i ∈ F )} > 1− δ >
(
1+ϑ2
2
)1/2
.
But these two things contradict Proposition 5.2.

Corollary 5.5. Let X be a Banach space with normalized, bimonotone basis (xi)
∞
i=1 and let E be a Banach
space such that the canonical c00 basis is a normalized, bimonotone basis for E.
(i) X is a quotient of Zξ(EX).
(ii) If X is not ωξ-Schur, Zξ(EX) is not ω
ξ-Schur.
(iii) v(Zξ(E)) > ω
ξ.
(iv) If v(X) 6 ωξ, then v(Zξ(EX)) = ω
ξ.
Proof. (i) Fix x =
∑d
i=1 aixi ∈ SX . Fix n11 < n12 < . . . < n1d < n21 < n22 < . . . < n2d < . . . such that
nji ∈ Ni. For each j ∈ N, let yj =
∑d
i=1 aienji . Then ‖yj‖Zξ(EX) 6 d and ‖yj‖EX = 1 for all j ∈ N.
Furthermore, if Q : Zξ(EX) → X is the continuous, linear extension of the map q sending en to xi for
n ∈ Ni, then Qyj = x for all j ∈ N. By Corollary 5.4, since Q is norm 1,
1 6 inf{‖z‖Zξ(EX) : z ∈ Zξ(EX), Qz = x} 6 inf{‖z‖Zξ(E) : z ∈ co(yj : j ∈ N)} 6 1.
Thus Q is a quotient map.
We remark that in the proof above, if n ∈ N is fixed, we could have chosen n11 > n. From this it follows
that for any x =
∑d
i=1 aixi ∈ SX and any n ∈ N, there exists z ∈ c00 ∩ 2BZξ(EX) with min supp(z) > n such
that Qz = x.
(ii) If X is not ωξ-Schur, then there exists a normalized, weakly null block sequence (ui)
∞
i=1 ⊂ SX which
has no subsequence which is an ℓω
ξ
1 spreading model. By the previous paragraph, we may fix a block sequence
(zj)
∞
j=1 ⊂ 2BZξ(EX) such that Qzj = uj for all j ∈ N. Then using Proposition 5.1 and Corollary 5.4, (zj)
∞
j=1
is weakly null in Zξ(EX) and has no subsequence which is an ℓ
ωξ
1 , so Zξ(EX) is not ω
ξ-Schur.
(iii) Fix a seminormalized, weakly null sequence (zi)
∞
i=1 in Zξ(E). By passing to a subsequence, per-
turbing, and scaling, we may assume (zi)
∞
i=1 is a normalized block sequence in Zξ(E). For each i ∈ N,
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let Ii = [min supp(zi),max supp(zi)]. Fix n ∈ N and note that for any F ∈ Sξn and any scalars (ai)i∈F ,
(min Ii)i∈F ∈ Sξn , whence
‖
∑
i∈F
aizi‖Zξ(E) >
( ∞∑
j=1
∥∥∑
i∈F
aizi‖
2
j
)1/2
> ϑn
∑
i∈F
‖Ii
∑
j∈F
ajzj‖Zξ(E) = ϑn
∑
i∈F
|ai|.
Thus every seminormalized, weakly null sequence in Zξ(E) has a subsequence which is an ℓ
ξn
1 spreading
model. From this it follows that v(Zξ(E)) > ξn. Since supn ξn = ω
ξ, v(Zξ(E)) > ω
ξ.
(iv) By (ii), v(Zξ(EX)) 6 ω
ξ, and by (iii), v(Zξ(EX)) > ω
ξ.

In what follows, let Z0(c0) = c0 and for any Banach space E, let Zω1(E) = ℓ1.
Proposition 5.6. (i) For any ξ 6 ω1, v(Zξ(c0)) = ω
ξ.
(ii) For any Banach space Z and any closed subspace Y of Z,
min{v(Y ), v(Z/Y )} 6 v(Z) 6 v(Y ).
(iii) For any Banach spaces X,Y ,
v(X ⊕ Y ) = min{v(X), v(Y )}.
Proof. (i) It is clear that v(c0) = v(Z0(c0)) = 1 = ω
0 and v(Zω1(c0)) = ω1 = ω
ω1 . For 0 < ξ < ω1,
v(Zξ(c0)) = ω
ξ by Corollary 5.5.
(ii) Fix ξ < min{v(Y ), v(Z/Y )} and a ξ-weakly null sequence (zi)
∞
i=1 in Z. Then (zi + Y )
∞
i=1 is ξ-weakly
null in Z/Y , and therefore norm null. For all i ∈ N, we may fix yi ∈ Y such that ‖zi − yi‖ 6 2‖zi + Y ‖Z/Y .
Then since limi ‖zi − yi‖ = 0, (yi)
∞
i=1 ⊂ Y is ξ-weakly null, and therefore norm null. From this it follows
that limi zi = 0, and Z is ξ-Schur.
Now if j : Y → X is the inclusion, then IXj = jIY ∈ Vξ. SinceVξ is an injective ideal, Vξ, v(IY ) > v(IX).
(iii) This follows from (ii).

We now have the converse of Corollary 4.9.
Corollary 5.7. For any ξ 6 ω1, there exists a Banach space X with v(X) = ξ if and only if there exists
γ 6 ω1 such that ξ = ω
γ .
Theorem 5.8. (i) for any ξ, ζ 6 ω1, there is a Banach space Z with closed subspace Y such that v(Z) = ω
ξ
and v(Y ) = ωζ if and only if ξ 6 ζ.
(ii) For any ξ, ζ 6 ω1, there is a Banach space Z with a closed subspace Y such that v(Z) = ω
ξ and
v(Z/Y ) = ωζ .
(iii) For any ordinals ξ, ζ, η 6 ω1, there exists a Banach space W with closed subspace X such that v(W ) =
ωξ, v(X) = ωζ, and v(W/X) = ωη if and only if either η 6 ξ 6 ζ or ξ = ζ.
Proof. (i) By Proposition 5.6, if there exist Banach spaces Y 6 Z such that v(Z) = ωξ and v(Y ) = ωζ, then
ζ > ξ. Conversely, for any 0 6 ξ 6 ζ 6 ω1, we may take Y = Zζ(c0) and Z = Zξ(c0)⊕ Y .
(ii) Fix ξ, ζ 6 ω1. If 0 6 ξ 6 ζ 6 ω1, we let Y = Zξ(c0) and Z = Zξ(c0)⊕Zζ(c0), so Z/Y = Zζ(c0). Now
suppose that 0 6 ζ < ξ 6 ω1. Then Zζ(c0) is a quotient of Zξ(Zζ(c0)). We take Y to be the kernel of any
quotient map from Zξ(Zζ(c0)) onto Zζ(c0).
(iii) Suppose W is a Banach space and X is a closed subspace such that v(W ) = ωξ, v(X) = ωζ , and
v(W/X) = ωη. Then
min{v(X), v(W/X)} 6 v(W ) 6 v(X).
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If min{v(X), v(W/X)} = v(X), then ξ = ζ. If min{v(X), v(W/X)} = v(W/X), then η 6 ξ 6 ζ.
Conversely, if η 6 ξ 6 ζ, then Zη(c0) is a quotient of Z := Zξ(Zη(c0)). We let Y be the kernel of any
quotient map from Z onto Zη(c0) and let X = Zζ(c0) and W = Z ⊕X .
If ξ = ζ and 0 6 ξ 6 η 6 ω1, we may take X = Zη(c0) and W = Zξ(c0)⊕X .
If ξ = ζ and 0 6 η < ξ, we take Z = Zξ(Zη(c0)) and let X be the kernel of any quotient map from
Zξ(Zη(c0)) onto Zη(c0).

6. A remark on descriptive set theoretic complexity
Due to the brevity of this section, we refer the reader to [16] and [7] for a more detailed presentation of
SB and L, respectively. We recall that C(2N) denotes the space of all continuous, scalar-valued functions
on the Cantor set 2N and SB denotes the set of all closed subsets of C(2N) which are linear subspaces. The
space SB can be endowed with a Polish topology, and as such, we can consider the Effros-Borel structure
of SB. This is a coding of all separable Banach spaces, and it is of interest to study the descriptive set
theoretic complexity of subsets of SB. We also recall the existence of a sequence dn : SB → C(2
N) of
Borel functions such that for each X ∈ SB, X = {dn(X) : n ∈ N} [28]. As usual, we are not concerned
with the particular Polish topology on SB, but only the Borel σ-algebra it generates, so we may select a
specific topology on SB which generates the Effros-Borel σ-algebra which is convenient for our purposes.
By standard techniques [22, Theorem 13.1, page 82], we may take a sequence (Un)
∞
n=1 of open subsets of
C(2N) which form a neighborhood basis for the norm topology on C(2N) and fix a Polish topology on SB
which generates the Effros-Borel σ-algebra and contains each of the sets d−1m (Um), m,n ∈ N. Therefore we
can, and in the sequel do, assume a fixed topology on SB such that for each n ∈ N, dn : SB → C(2
N) is
continuous.
We endow SB× SB×C(2N)N with the product topology, which is also Polish. We then let L denote the
set of all triples (X,Y, (yn)
∞
n=1) ∈ SB× SB× C(2
N)N such that there exists k ∈ N such that for any n ∈ N
and any scalars (ai)
n
i=1,
‖
n∑
i=1
aiyn‖ 6 k‖
n∑
i=1
aidi(X)‖.
Then L is a Borel (and, in fact, Fσ) subset of SB × SB × C(2
N)N, and we may endow it with a Polish
topology which generates the Effros-Borel σ-algebra (which is the product of the Borel σ-algebras) and
which is stronger than the product topology coming from SB × SB × C(2N)N. However, since we are not
concerned with the particular topology on L, only the corresponding Borel σ-algebra, we will endow L with
the product topology.
We recall that a subset T of a Polish space P is
(i) analytic (or Σ11) if there exist a Polish space Y , a Borel subset B of Y , and a continuous function
f : Y → P such that f(B) = T ,
(ii) coanalytic (or Π11) if its complement is Σ
1
1,
(iii) Σ12 if there exists a Polish space Y , a coanalytic subset A of Y , and a continuous function f : Y → P
such that f(A) = Y ,
(iv) Π12 if its complement is Σ
1
2.
We say Γ is a pointclass if Γ is a class of subsets of Polish spaces such that for every Polish space P ,
Γ(P ) ⊂ Γ is a subset of the power set of P . For example, we let Σ11 denote the class of all analytic subsets
of Polish spaces and Σ11(P ) denotes the set of analytic subsets of P . In this case, if P is a Polish space and
B ∈ Γ(P ), we say B is Γ-complete provided that for any Polish space Y and any A ∈ Γ(Y ), there exists a
Borel function f : Y → P such that f−1(B) = A.
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We let Tr denote the subset of 2N
<N
consisting of those subsets of N<N which are trees andWF the subset
of Tr consisting of well-founded trees (that is, the trees T ∈ Tr such that there do not exist (ni)
∞
i=1 ∈ N
N
such that (ni)
k
i=1 ∈ T for all k ∈ N).
Fact 6.1. [16] The set Tr is a Polish space and WF is Π11-complete in Tr.
Fact 6.2. If Γ = Π11 or Π
1
2, P, Y are Polish spaces, B ∈ Γ(P ) is Γ-complete, A ∈ Γ(Y ), and there exists a
Borel function g : P → Y such that g−1(A) = B, then A is Γ-complete.
We are now ready to prove the following.
Theorem 6.3. For 0 < ξ < ω1, the class Vξ ∩L is Π
1
1-complete in L and the class Vξ ∩SB is Π
1
1-complete
in L.
Proof. Let A,B,C, respectively, be the subsets of P := L × NN × NN × N consisting of those
((X,Y, (yn)
∞
n=1), (ri)
∞
i=1, (mi)
∞
i=1, p) ∈ P
such that
(A) m1 < m2 < . . .
(B) for all r ∈ {r1, r2, . . .}, ‖yr‖ > 1/p
(C) for all N ∈ [{m1,m2, . . .}] and t ∈ N, ‖
∞∑
i=1
S
ξ
N,t(i)dri(X)‖ 6 1/t.
Standard arguments yield that A,B are closed sets. We will prove that C is Borel, and in fact closed
with respect to our particular choice of topology. Suppose ((X,Y, (yn)
∞
n=1), (ri)
∞
i=1, (mi)
∞
i=1, p) lies in the
complement of C. This means there exist N ∈ [{m1,m2, . . .}] and t ∈ N such that
a := ‖
∞∑
i=1
S
ξ
N,t(i)dri(X)‖ > 1/t.
Let E = ∪ti=1supp(S
ξ
N,i) and note that this is a finite initial segment of N such that if L is any infinite subset
of N with E < L, then SξN,i = S
ξ
E∪L,i for each 1 6 i 6 t. Let U be a neighborhood of X in SB such that for
each i ∈ N with ri ∈ E, ‖dri(X) − dri(Z)‖ < ‖
∑∞
i=1 S
ξ
N,t(i)dri(X)‖ − 1/t for any Z ∈ U . We may choose
such a set U , since there are only finitely many such i and the selectors dri are continuous. Fix any k ∈ N
such that supp(SξN,t) ⊂ {m1, . . . ,mk} and E ⊂ {1, . . . , k}. Let
V = {L ∈ [N] : L ∩ {1, . . . ,mk} = {m1, . . . ,mk}}
and
W = {L ∈ [N] : L ∩ {1, . . . , rk} = {r1, . . . , rk}}.
These are open neighborhoods of M and R, respectively. Finally, let
H = {((Z1, Z2, (zn)
∞
n=1), (si)
∞
i=1, (ji)
∞
i=1, q) ∈ L× N
N × NN × N : Z1 ∈ U, (si)
∞
i=1 ∈ W, (ji)
∞
i=1 ∈ V }.
Then H is an open neighborhood of ((X,Y, (yn)
∞
n=1), (ri)
∞
i=1, (mi)
∞
i=1, p) and H ∩ C = ∅. This yields the
openness of the complement of C, and the closedness of C. Let us see that H ∩ C = ∅. If
((Z1, Z2, (zn)
∞
n=1), (si)
∞
i=1, (ji)
∞
i=1, p) ∈ H,
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then E is an initial segment of some infinite subset L of {s1, s2, . . .}. Furthermore, S
ξ
L,i = S
ξ
N,i for all
1 6 i 6 t, ri = ji for all i ∈ ∪
t
m=1supp(S
ξ
N,m) = ∪
t
m=1supp(S
ξ
L,m), and ‖dri(X)− dri(Z1)‖ < a− 1/t for all
such i. From this it follows that
‖
∞∑
i=1
S
ξ
L,t(i)dji (Z1)‖ > ‖
∞∑
i=1
S
ξ
N,t(i)dji(Z1)‖ −
∑
i∈supp(SξN,t)
S
ξ
N,t(i)‖dri(Z1)− dri(X)‖
> 1/t.
Now we let π : L×NN ×NN ×N→ L be the projection and note that by Proposition 4.13, π(A ∩B ∩C)
is the complement of the ξ-completely continuous operators. This yields that Vξ ∩ L is Π
1
1. Now it is easy
to see that the map Φ : SB→ L given by Φ(X) = (X,X, (dn(X))
∞
n=1) is Borel and Φ
−1(Vξ ∩L) = Vξ ∩SB,
yielding that Vξ ∩ SB is Π
1
1.
The usual examples (which are modifications of examples appearing in [10]) serve to show that Vξ ∩ SB
is Π11-complete. We define the map T 7→ J
T , where J is any fixed subspace of SB isometrically isomorphic
to the completion of c00([N]
<N \ {∅}) endowed with the norm
‖
∑
t∈[N]<N\{∅}
atet‖J = sup
{ n∑
i=1
max
t∈si
|at| : n ∈ N, s1, . . . , sn are incomparable segments
}
,
and JT is the closed span in J of [et : t ∈ T ]. Then if T is well-founded, J
T has the Schur property, and
if T is ill-founded, JT contains a copy of c0 and is not 1-Schur. Furthermore, the map τ(T ) = J
T satisfies
τ−1(Vξ) = τ
−1(V) =WF. Now we note that since Φ : SB→ L as given in the previous paragraph is Borel
and Φ−1(Vξ ∩ L) = Vξ ∩ SB, Fact 6.2 yields that Vξ ∩ L is Π
1
1-complete.

Proposition 6.4. The class V ∩ L is Π12.
Proof. Let A,B, respectively, denote the subsets of P := L× NN × N consisting of those
((X,Y, (yi)
∞
i=1), (ni)
∞
i=1, p) ∈ P
such that
(A) n1 < n1 < . . . ,
(B) for all i ∈ N, ‖yni‖ > 1/p and ‖dni(X)‖ 6 1.
Let C denote the set of all ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1, k, p) ∈ L ×N
N × N× N such that for all l ∈ N and all
positive scalars (ai)
l
i=1 summing to 1, ‖
∑l
i=1 aidni(X)‖ > 1/k. It is evident that C is a closed set. Now let
F : L × NN × N× N→ L× NN × N denote the projection
F ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1, k, p) = ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1, p)
and let D = F (C). Then D is analytic. Furthermore, ((X,Y, (yi)
∞
i=1), (ni)
∞
i=1, p) ∈ A∩B∩(P \D) if and only
if n1 < n2 < . . ., (dni(X))
∞
i=1 is weakly null, and ‖yni‖ > 1/p for all i ∈ N. Now if π : P → L is the projection
onto L, then π(A ∩ B ∩ (P \D)) = L \V. Since A,B are Borel and D is analytic, A ∩ B ∩ (P \D) ∈ Π11,
and L \V = π(A ∩B ∩ (P \D)) ∈ Σ12.

Remark 6.5. Kurka [23] showed that V ∩ SB is Π12-complete. Since V ∩ SB = Φ
−1(V ∩L) and Φ is Borel,
V ∩ L is Π12-complete by Fact 6.2. This yields that for each 0 < ξ < ω1, the classes Vξ ∩ L have strictly
lower complexity than V ∩ L. The same holds for the classes Vξ ∩ SB, 0 < ξ < ω1.
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