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LOCAL AND GLOBAL ANALYSIS OF EIGENFUNCTIONS ON
RIEMANNIAN MANIFOLDS
STEVE ZELDITCH
Abstract. This is a survey on eigenfunctions of the Laplacian on Riemannian manifolds
(mainly compact and without boundary). We discuss both local results obtained by ana-
lyzing eigenfunctions on small balls, and global results obtained by wave equation methods.
Among the main topics are nodal sets, quantum limits, and Lp norms of global eigenfunc-
tions. The emphasis is on the connection between the behavior of eigenfunctions and the
dynamics of the geodesic flow, reflecting the relation between quantum mechanics and the
underlying classical mechanics. We also discuss the analytic continuation of eigenfunctions
of real analytic Riemannian manifolds (M, g) to the complexification of M and its applica-
tions to nodal geometry. Besides eigenfunctions, we also consider quasi-modes and random
linear combinations of eigenfunctions with close eigenvalues. Many examples are discussed.
Key Words: Laplacian, eigenvalues and eigenfunctions, quasi-mode, wave equation, fre-
quency function, doubling estimate, nodal set, quantum limit, Lp norm, geodesic flow,
quantum complete integrable, ergodic, Anosov, Riemannian random wave.
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Introduction
The aim of this article is to survey both classical and recent results on the eigenfunctions
(1) ∆g ϕλj = λ
2
j ϕλj
of the (positive) Laplacian ∆g on a (mainly compact) Riemannian manifold (M, g). We con-
centrate on the boundaryless case ∂M = ∅ for simplicity; when ∂M 6= 0 we impose standard
boundary conditions. When (M, g) is compact, the spectrum is discrete and we arrange the
eigenvalues in non-decreasing order λ0 < λ1 ≤ λ2 ↑ ∞. We denote by {ϕλj} an orthonormal
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basis of eigenfunctions with respect to the inner product 〈ϕλj , ϕλk〉 =
∫
M
ϕλj(x)ϕλk(x)dVg.
The ‘topography’ of an eigenfunction ideally encompasses the the shapes of pits and peaks in
the graph of ϕλ, the geometry and connectivity of ‘excursion sets’ {x : ϕλj (x) > h(λj)}, the
Lp norms and distribution function of ϕλj , the distribution of its nodal sets and other level
sets, the number of nodal components of different sizes, the number and distribution of its
critical points, and the concentration, oscillation and vanishing order properties of ϕλj , often
encapsulated by the so-called quantum limits (or microlocal defect measures), i.e. limits of
quantum expectation values 〈Aϕλj , ϕλk〉 as the eigenvalues tend to infinity.
Eigenfunctions of Laplacians arise in physics as modes of periodic vibration of drums and
membranes. They also represent stationary states of a free quantum particle on a Riemann-
ian manifold. More generally, eigenfunctions of Schro¨dinger operators represent stationary
energy states of atoms and molecules in quantum mechanics [Sch]. The topography of modes
of vibration and stationary states began with Ernst Chladni [C, C2] , who raised the prospect
of ‘visualizing sound’ by bowing plates and observing the patterns of nodal lines (zero sets)
of these modes. Over the last thirty years, chemists and physicists have used computers
rather than bowed plates to visualize the energy states of atoms. Some computer graphics of
eigenfunctions may be found in such articles as [SHM, H]. In commemoration of the 200th
anniversary of Chladni’s diagrams, a recent volume [SS] has appeared which connects his
work with that of contemporary physicists, chemists and mathematicians.
In mathematics, studies of eigenfunctions tend to fall into two categories:
• (i) analyses of ground states, i.e. ϕλ0 and ϕλ1 ;
• (ii) analyses of high frequency (or semi-classical) limits of eigenfunctions, i.e. the
limit as λj →∞.
Behavior of ground states is very relevant to behavior of highly excited states, since an eigen-
function ϕλ is always the ground state Dirichlet eigenfunction in any of its nodal domains.
But our main emphasis in this survey is on the high frequency behavior of eigenfunctions
rather than on the ground states.
Studies of high frequency behavior eigenfunctions also fall into two categories:
• Local results, which often hold for any solution of (1) on a (small) ball Br(x), often
r = O(λ−1), irrespective of whether the eigenfunction extends to a global eigen-
function on M . Doubling estimates and vanishing order estimates in terms of the
frequency function, exponential decay bounds and nodal volume estimates often fall
into this category. These methods often apply to large classes of functions: har-
monic functions, polynomials, eigenfunctions, and more general solutions of elliptic
equations.
• Global results, which do use this global extension to M . The typical global assump-
tion is that ϕλ is an eigenfunction of the wave group Ut = e
it
√
∆. Global properties
generally reflect the relation of the wave group and geodesic flow, particularly the
long time behavior of waves and geodesics on the manifold.
We aim to cover both sides of the subject. There already exists a very well written survey
of the local aspects (the book of Q. Han and F.H. Lin [H]), so we give more details on
the global aspects. But one of our purposes in this survey is to state the main local and
global results so that the reader can compare approaches. As we have recently written a
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survey on inverse spectral problems [Z1], we concentrate on eigenfunctions and do not discuss
eigenvalue asymptotics very much.
The global behavior of eigenfunctions can only be fully understood by making a phase
space analysis, where the phase space is the co-tangent bundle T ∗M or an energy surface
S∗gM . For example, one often wishes to construct highly localized eigenfunctions or approxi-
mate eigenfunctions (quasi-modes) of ∆g or to prove that they do not exist. Zonal spherical
harmonics on the standard sphere (or any surface of revolution) are examples of eigenfunc-
tions which are most highly localized at a point p (the poles). But it is more illuminating to
observe that such modes are actually concentrating on certain Lagrangian submanifolds in
phase space (namely, the one obtained by flowing out S∗pM under the geodesic flow). With
this picture in mind, one would not expect to find modes which are highly concentrated at
a point unless there exists a gt invariant Lagrangian manifold which has a large singularity
over that point, and unless the eigenfunction concentrates in the phase space (microlocal)
sense on this Lagrangian manifold. One similarly expect modes which are extremal for lower
Lp norms to concentrate along elliptic closed geodesics. In the case of integrable systems
(see §12) one can prove that such expectations are correct. One further expects such special
modes in the integrable case to be extremals for concentration.
To obtain global phase space results relating the behavior of eigenfunctions to the behavior
of geodesics, it is necessary to use microlocal analysis, i.e. the calculus of pseudo-differential
and Fourier integral operators. Microlocal analysis is in part the mathematically precise
formulation of the semi-classical limit in quantum mechanics: Pseudo-differential operators
are ‘quantizations’ Op(a) of functions on the phase space T ∗M while Fourier integral oper-
ators are quantizations of Hamiltonian flows (and more general canonical transformations).
To motivate the phase space analysis, consider that one often studies the concentration and
oscillation properties of eigenfunctions through the linear functionals ρλj (A) = 〈Aϕλj , ϕλj〉
on the space of zeroth order pseudo-differential operators A. The possible limits of the family
{ρλj}, known as quantum limits or microlocal defect measures, are probability measures on
S∗M which are invariant under the geodesic flow. It is difficult but important to determine
or at least constrain the possible limits. This aim would not even be visible without a phase
space perspective.
We briefly review some of the basic methods and results of microlocal analysis in §6. Due
to space limitations, we cannot go over the definitions and methods in much detail. For
background in microlocal analysis, we refer to [EZ, DSj, GSj] and for systematic treatises
to [HoI-IV] (see especially Volumes III and IV) and to [SV] (in particular for boundary
problems). Other articles with expositions of the wave kernel of a Riemannian manifold
are [Be, Su, Ta2, Z4]. Since microlocal methods and results are fundamental to the global
theory, we use them in somewhat detailed arguments in the second half of this survey.
Although the ideas and methods may be unfamiliar to some geometric analysts interested in
eigenfunctions, they are quite geometric and concrete, and in a somewhat less precise form
are common-place among physicists and chemists. While writing this survey, the author
found it interesting to compare the range and power of the local and global methods, and
hopes that experts in each side of the subject will find the other side of the story stimulating.
We would like to thank H. Christianson, Q. Han, H. Hezari, D. Mangoubi, S. Nonnen-
macher, M. Sodin, J. Toth and the referee for corrections on earlier versions of this survey.
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1. Basic Definitions and Notations
The Laplacian ∆g of a Riemannian Riemannian (M, g) is the self-adjoint operator associ-
ated to the Dirichlet form Q(f) =
∫
M
|df |2gdVg where dVg is the volume form of (M, g) and
| · |g is the metric on one-forms. It is given in local coordinates by the expression,
(2) ∆ = − 1√
g
n∑
i,j=1
∂
∂xi
(
gij
√
g
∂
∂xj
)
.
It is a natural geometric operator in the sense that ∆g commutes with all isometries h of
(M, g) where h acts on functions by translation fh(x) = f(h−1x).
The eigenvalue problem (1) is a stationary version of the homogeneous wave equation
(3) 2gu(t, x) = 0, where 2g =
∂2
∂t2
+∆g.
The eigenvalue problem (1) is equivalent to finding the periodic solutions eiλjtϕλj (x) in time.
The reader should carefully note two conventions we use throughout this article:
(1) We define the Laplacian to be positive in (2). This is opposite to the convention
of many authors, but saves us from writing many minus signs in wave and heat
operators;
(2) We denote eigenvalues by λ2 in (1), so that λ is the eigenvalue of
√
∆. This again
saves many square root signs in wave operators. Physicists often denote λ by k.
1.1. Planck’s constant and eigenvalue asymptotics. The eigenvalue problem for fixed
λ is a model elliptic equation. A standard fact (elliptic regularity) is that ϕλ ∈ C∞(M) for
any C∞ metric g and that ϕλ ∈ Cω(M) (real analytic) when (M, g) is real analytic.
However, it is more illuminating to regard λ as the inverse of a semi-classical parameter
λ = ~−1,
where λ is regarded as an ‘operator’ of order 1. Often one writes
λ−2∆− 1 = h2∆− 1,
in particular when constructing approximate eigenfunctions and normal forms.
1.2. Spectral kernels. The individual eigenfunctions are very difficult to study directly.
One generally approaches them through various kernel functions, i.e. Schwartz kernels of
functions of ∆g. A basic one is the spectral projections kernel,
(4) E(λ, x, y) =
∑
j:λj≤λ
ϕj(x)ϕj(y).
Semi-classical asymptotics is the study of the λ→∞ limit of the spectral data {ϕj, λj} or of
E(λ, x, y). The (Schwartz) kernel of the wave group Ut = e
it
√
∆ can be represented in terms
of the spectral data by
Ut(x, y) = U(t, x, y) :=
∑
j
eitλjϕj(x)ϕj(y),
or equivalently as the Fourier transform
∫
R
eitλdE(λ, x, y) of the spectral projections. (Note
that we sometimes write Ut(x, y) and sometimes U(t, x, y) for the wave kernel, whichever
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notation is more convenient in its context.) Hence spectral asymptotics is often studied
through the large time behavior of the wave group. It is more or less equivalent to study the
resolvent kernel
G(λ, x, y) =
∑
j
ϕj(x)ϕj(y)
λ2j − λ2
for λ ∈ C lying on horizontal or logarithmic curves in C.
To obtain relations between geometry and eigenfunctions, it is necessary to give approx-
imate formulae for these kernel functions in terms of geometric invariants. Such formulae
originate in works of Hadamard and Riesz and are often called Hadamard-Riesz parametrices
for manifolds without boundary. Other useful parametrices have been constructed by Lax
and Ho¨rmander. The constructions are reviewed in §5, based on the exposition in [D.G, Be].
Another excellent reference is [HoI-IV].
We only discuss wave kernel parametrices for manifolds without boundary. Parametrices
for the wave kernel in the boundary case are very difficult due to ‘grazing rays’. For further
discussion we refer to [HoI-IV, SV].
1.3. Geodesic flow. The geodesic flow is the Hamiltonian flow of |ξ|g on the cotangent
bundle T ∗M of M , equipped with its canonical symplectic form
∑
i dxi ∧ dξi. By definition,
gt(x, ξ) = (xt, ξt), where (xt, ξt) is the terminal tangent vector at time t of the unit speed
geodesic starting at x in the direction ξ. Here and below, we often identify T ∗M with the
tangent bundle TM using the metric to simplify the geometric description. The geodesic
flow preserves the energy surfaces {|ξ|g = E}, i.e. the co-sphere bundles S∗EM . Due to the
homogeneity of H , the flow on any energy surface {|ξ|g = E} is equivalent to that on the
co-sphere bundle S∗M .
This definition of the geodesic flow makes gt homogeneous of degree one, and is slightly
different from the geometer’s definition as the Hamiltonian flow of |ξ|2g. The homogeneous
geodesic flow is not well-defined on the zero section of T ∗M , and so it is punctured out. The
punctured cotangent bundle is denoted T ∗M\0.
1.4. Closed geodesics. By a closed geodesic γ one means a periodic orbit of gt on S∗gM .
The period is the length Lγ of γ viewed as a curve in M (i.e. projected to M), thus
gLγ(x, ξ) = (x, ξ) for all (x, ξ) ∈ γ. The set of all periodic points (x, ξ), of all possible
periods, is often called ‘the set of closed geodesics’. A basic dichotomy in spectral theory is
as follows:
(1) Aperiodic; The Liouville measure of the closed orbits of gt is zero; or
(2) Positive measure of periodic orbits: the Liouville measure of the closed orbits is
positive.
(3) Periodic : If the entire geodesic flow is periodic, gT = id for some T > 0, the metric is
said to be Zoll. The common Morse index of the T -periodic geodesics will be denoted
by β.
In the real analytic case, (M, g) is automatically of type either (1) or (3), since a positive
measure of closed geodesics implies that all geodesics are closed. In the C∞ case, it is simple
to construct examples with a positive but not full measure of closed geodesics (e.g. a pimpled
sphere).
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1.5. Jacobi fields and linear Poincare´ map along a closed geodesic. We recall that
Jacobi’s equation for a normal vector field Y along γ is Y ′′ + R(T, Y )T = 0 where T = γ˙
and where R is the curvature tensor. We denote the space of normal Jacobi fields along a
closed geodesic γ by J ⊥γ . It is a symplectic vector space of dimension 2(dimM − 1) with
respect to the Wronskian
ω(X, Y ) = g(X,
D
ds
Y )− g(D
ds
X, Y ).
The linear Poincare map Pγ is the (real) linear symplectic monodromy map on (J ⊥γ , ω)
defined by PγY (t) = Y (t+ Lγ).
To diagonalize it, we complexify Pγ to obtain a linear complex symplectic map on the space
J ⊥γ ⊗C of complex normal Jacobi fields. Since PCγ ∈ Sp(J ⊥γ ⊗C, ω) (the symplectic group),
its spectrum σ(PCγ ) is stable under inverse and complex conjugation: thus, if ρ ∈ σ(PCγ ),
then also ρ−1, ρ¯, ρ¯−1 ∈ σ(PCγ ). The closed geodesic is non-degenerate if
ρm11 . . . ρ
mn
n = 1⇒ mi = 0 (∀i,mi ∈ N).
In particular, the eigenvalues are simple and ±1 /∈ σ(PCγ ). It is called elliptic if all eigenvalues
of Pγ are of modulus one. We then denote them by {e±iαj , j = 1, ..., n}. Thus, {α1, ..., αn},
together with π, are independent over Q. The closed geodesic is called hyperbolic if all of
the eigenvalues are real. They then come in inverse pairs and we denote them by {e±µj , j =
1, ..., n}. When dimM > 2, there are mixed hyperbolic and elliptic geodesics, and more
general ones where the eigenvalues are complex and not of modulus one. For simplicity of
exposition, we only consider elliptic and hyperbolic geodesics.
The associated normalized eigenvectors will be denoted {Yj, Yj, j = 1, ..., n},
PγYj = e
iαjYj PγY j = e
−iαjY j ω(Yj, Y k) = δjk
and relative to a fixed parallel normal frame e(s) := (e1(s), ..., en(s)) along γ they will be
written in the form Yj(s) =
∑n
k=1 yjk(s)ek(s).
1.6. Geodesic flow as a unitary operator. Since the Hamiltonian flow of |ξ|g preserves
the canonical symplectic form ω =
∑
j dxj ∧ dξj of T ∗M , it preserves the volume form ωm
where m = dimM . It also preserves the one form d|ξ| and hence it preserves the Liouville
form dµL :=
ωm
d|ξ|g on S
∗M . By definition, the quotient is the unique 2m − 1 form whose
wedge product with d|ξ|g equals ωm.
We define the unitary operator Vt on L
2(S∗M, dµL)
(5) Vt(a) := a ◦ gt.
It is sometimes called the Koopman operator associated to the geodesic flow.
1.7. Spectrum and geodesic flow. One of the principal emphases in this survey is on
the relations between the global dynamics of the geodesic flow and the eigenfunctions of the
wave group. These relations have a long tradition in quantum mechanics, and are referred
to as semi-classical analysis or study of the classical limit. There exists a large speculative
physics literature on relations between eigenfunctions and eigenvalues and the underlying
classical Hamiltonian system. Very little is understood, even conjecturally, outside of the
following model types of geodesic flow:
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• Ergodic or weak mixing geodesic flows, reviewed in §15. More quantitative results
hold if the geodesic flow is Anosov (e.g. rates of quantum ergodicity §15; entropy of
quantum limits §16).
• Integrable systems, reviewed in §12-14.
• KAM systems, i.e. small perturbations of integrable systems. There are few if any
results on eigenfunctions, but there exist results on approximate eigenfunctions or
quasi-modes [L, CV2, Pop].
• Special systems with a ‘divided phase space’ possessing an open set of periodic orbits
[MOZ].
• Special cases where group theory is available (quotients of reductive, or solvable, or
nilpotent groups by discrete subgroups).
1.8. Ergodic, weak mixing and Anosov geodesic flows. Ergodicity and weak mixing
are spectral conditions on the geodesic flow. The geodesic flow is called ergodic if the only
invariant functions, Vtf = f with f ∈ L2(S∗M, dµL) are the constant functions. Equivalently,
1 is an eigenvalue of multiplicity one. It is called weak mixing if the spectrum of Vt is
continuous on the orthogonal complement of the constant functions. Mixing systems add a
‘smoothness’ assumption on the spectral measures and is also a spectral condition.
1.8.1. Examples.
• The most familiar examples are (M, g) of strictly negative sectional curvatures. Their
geodesic flows are Anosov. Model examples are compact quotients of hyperbolic
space.
• In [BD], many embedded surfaces in R3 with ergodic geodesic flow are described.
They may have any genus. There exist real analytic metrics on S2 with ergodic
geodesic flow.
• Although we do not discuss manifolds with boundary in detail, there are many ex-
amples of domains in Rm or other Riemannian manifolds with ergodic geodesic flow.
The most famous are the Bunimovich stadium (a rectangle with semi-circular ends)
and a Sinai billiard table (a rectangle or torus with a disc removed). References to
the literature are given in [HZ, ZZw, GL], where ergodicity on the quantum level is
studied.
We recall that a geodesic flow gt is Anosov if, for each ρ ∈ S∗gM , the tangent space TρS∗gM
splits into gt invariant sub-bundles
TρS
∗
gM = E
u(ρ)⊕ Es(ρ)⊕RXH(ρ)
where Eu is the unstable subspace and Es the stable subspace and where XH is the Hamil-
tonian vector field of the function H(x, ξ) = |ξ|g on T ∗M . The unstable Jacobian Ju(ρ) at
the point ρ is defined as the Jacobian of the map g−1, restricted to the unstable subspace at
the point g1ρ: Ju(ρ) = det
(
dg−1|Eu(g1ρ)
)
(the unstable spaces at ρ and g1ρ are equipped with
the induced Riemannian metric)
1.9. Completely integrable geodesic flow. By a (classical) completely integrable system
on T ∗M with dimM = n, we mean a set of n independent, C∞ functions p1, . . . , pn, on T ∗M
satisfying:
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• {pi, pj} = 0 for all 1 ≤ i, j ≤ n;
• dp1 ∧ dp2 ∧ · · · ∧ dpn 6= 0 on an open dense subset of T ∗M.
The associated moment map is defined by
(6) P = (p1, . . . , pn) : T ∗M → B ⊂ Rn.
We refer to to the set B as the ‘image of the moment map,’ and denote the set of regular
values of P by Breg. When P is proper and b is a regular value of P,
(7) P−1(b) = Λ(1)(b) ∪ · · · ∪ Λ(mcl)(b), (b ∈ Breg)
where each Λ(l)(b) ≃ T n is an n-dimensional Lagrangian torus. The number mcl(b) =
#P−1(b) of orbits on the level set P−1(b) is constant on connected components of Breg and
the moment map (6) is a fibration over each component with fiber (7).
The Hamiltonians pj generate an action of R
n defined by
(8) Φt = exp t1Ξp1 ◦ exp t2Ξp2 · · · ◦ exp tnΞpn.
We denote the Φt-orbits by R
n · (x, ξ), and the isotropy group of (x, ξ) by I(x,ξ). When
Rn · (x, ξ) is a compact Lagrangian orbit, then I(x,ξ) is a lattice of full rank in Rn, and is
known as the ‘period lattice’, since it consists of the ‘times’ T ∈ Rn such that ΦT |Λ(ℓ)(b) = Id.
By the Liouville-Arnold theorem, the orbits of Φt are diffeomorphic to R
k × Tm for some
(k,m), k + m ≤ n. In sufficiently small neighbourhoods Ω(l)(b) of each component torus,
Λ(l)(b), the Liouville-Arnold theorem also gives the existence of local action-angle variables
(I
(l)
1 , ..., I
(l)
n , θ
(l)
1 , ..., θ
(l)
n ) in terms of which the joint flow of Ξp1, ...,Ξpn is linearized. For
convenience, we henceforth normalize the action variables I
(l)
1 , ..., I
(l)
n so that I
(l)
j = 0; j =
1, ..., n on the torus Λ(l)(b).
Some examples of integrable systems are as follows.
1.9.1. T n = Rn/Zn. In the case of a flat torus, the ξj variables are action variables and the
moment map is the projection P : T ∗T n → Rn. The joint eigenvalues of the action operators
Iˆj =
∂
∂xj
is the standard integer lattice Zn and rays are multiples of lattice points.
1.9.2. S2. The classical action variables are I1 = pθ(x, ξ) = 〈ξ, ∂∂θ 〉, known as the Clairaut
integral, and I2 = |ξ|g. The moment map I = (I1, I2) maps T ∗S2 to the triangular cone
{(x, y) : y > 0, |x| ≤ y} ⊂ R2.
1.9.3. Simple surfaces of revolution. These are metrics on S2 for which the geodesic flow and
eigenfunctions are almost as simple as for the standard sphere. The key feature is that they
are ‘toric integrable’.
To explain this notion, we assume that the S1 action is given by rotations around the
x3-axis. We are not primarily interested in this S
1 action but rather the S1 × R action on
T ∗M\0 generated by rotations and by the geodesic flow. The basic assumption defining
simple surfaces of revolution is that the R× S1 action simplifies to a T 2 (2-torus) action on
T ∗S2\0. That is, can define two global action variables I1, I2 with 2π-periodic Hamiltonian
flows such that |ξ|g = H(I1, I2). If we write the metric as dr2 + a(r)2dθ2 in geodesic polar
coordinates centered at a fixed point, which we visualize as the north pole, then a sufficient
condition that the geodesic flow be toric is that the distance function to the axis of revolution
possesses precisely one local maximum. For instance, a convex surface of revolution is simple.
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A simple surface of revolution possesses precisely one S1 invariant closed geodesic, which we
refer to as the equator.
The first action function is the Clairaut integral generating the S1 action, defined by
pθ(v) := 〈v, ∂∂θ 〉. To define the second action variable, we need to consider the moment map
P = (|ξ|g, pθ) : T ∗S2 → B := {(b1, b2) : |b2| ≤ a(ro)b1} ⊂ R× R+
of the Hamiltonian R×S1-action defined by the geodesic flow and by rotation. The singular
set of P is the closed conic set Z := {(ro, θ, 0, pθ) : θ ∈ [0, 2π), pθ ∈ R}, i.e. Z is the cone
through the equatorial geodesic (in either orientation). The map P|T ∗SgS2−Z is a trivial
S1 × S1 bundle over the open convex cone Bo (the interior of B), so that P−1(b) is an
invariant torus for the geodesic flow and for rotation. The second action function is the
function I2(P) given by
I2(b1, b2) =
1
π
∫ r+(b)
r−(b)
√
b21 −
b22
a(r)2
dr + |b2|
where r±(b) (with b = (b1, b2) are the extremal values of r on the annulus π ◦ P−1(b) (with
π : S∗gS
2 → S2 the standard projection).
These action variables are best thought of in the following classical way (Liouville, Jacobi,
Arnold): For each b ∈ Bo , let H1(Fb,Z) denote the homology of the fiber P−1(b). This
lattice bundle is trivial since B is contractible, so there exists a smoothly varying homology
basis {γ1(b), γ2(b)} ∈ H1(P−1(b),Z) where γ1 are the orbits of the S1 action, and γ2 is a
fixed closed meridian γM when b is on the center line R
+ · (1, 0). Then the actions are the
integrals of the ‘action form’ over this moving homology basis:
I1(b) =
∫
γ1(b)
ξdx = pθ, I2(b) =
∫
γ2(b)
ξdx =
1
π
∫ r+(b)
r−(b)
√
b21 −
b22
a(r)2
dr + |b2|.
On the torus of meridians in S∗gS
2, the value of I2 equals
L
π
and it equals one on the equatorial
geodesic. So extended, I1, I2 are smooth homogeneous functions of degree 1 on T
∗S2, and
generate 2π-periodic Hamilton flows.
The pair I := (I1, I2) generate a global Hamiltonian torus (S1 × S1)-action commuting
with the geodesic flow. The singular set of I equals Z := {I2 = ±pθ}, corresponding to the
equatorial geodesics. The map
I : T ∗S2 −Z → Γo := {(x, y) ∈ R×R+ : |x| < y}
is a trivial torus fibration.
1.10. Quantum mechanics: Wave group and pseudo-differential operators. The
quantization of the Hamiltonian |ξ|g is the square root
√
∆ of the positive Laplacian, of
(M, g). It generates the wave
Ut = e
it
√
∆,
which is a group of Fourier integral operators which propagates singularities along geodesics.
In particular, for fixed t, x, the singular support of the wave kernel eit
√
∆(t, x, ·) lies on the
distance sphere centered at x of radius t. This is the wave front of a spherical wave launched
at x. Moreover, the wave front propagates outward along geodesics normal to the distance
spheres. Thus, the ‘singular directions’ lie along the geodesic rays emanating from x.
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Above,
√
∆, resp. eit
√
∆ are defined by the spectral theorem: i.e. they have the same
eigenfunctions ϕλ as ∆ on (M, g) and with eigenvalues e
itλj resp. λj.
1.10.1. Pseudo-differential operators and expected values. The relations between the wave
group and geodesic flow are fundamental to the global analysis and will be discussed at
greater length in §6. They originated in Dirac’s Principles of Quantum Mechanics [Dir] as
the relations between a classical Hamiltonian flow and its quantization as a unitary group
on a Hilbert space. The theory of pseudo-differential and Fourier integral operators is the
rigorous mathematical framework for the somewhat heuristic ideas of Dirac’s book. We refer
the reader to textbook treatments [DSj, EZ, GSj] and to the comprehensive treatise [HoI-IV]
for background.
We denote the class of pseudo-differential operators of order m on M by Ψm. We fix a
quantization a→ Op(a) of pseudo-differential operators to functions a(x, ξ) ∈ C∞(T ∗M\0)
which are symbols of order m in the sense of admitting poly-homogeneous expansions, a ∼∑∞
j=0 am−j where am−j is homogeneous of orderm−j on T ∗M\0. It is the behavior at infinity
and not at ξ = 0 of a symbol which is important and one usually cuts off the homogeneous
functions in a small ball around 0. The principal symbol σA of A = Op(a) is the leading
homogeneous term σA = am.
On Rm, Op(a) is given by the formula
Op(a)f(x) =
∫
Rm
a(x, ξ)ei〈x−y,ξ〉f(y)dydξ.
Equivalently, Op(a) is defined by its actions on exponentials,
(9) Op(a)ei〈x,ξ〉 = a(x, ξ)ei〈x,ξ〉.
Since a is assumed to be a symbol, the right side is a perturbation expansion with leading
term a0(x, ξ)e
i〈x,ξ〉. When a is independent of ξ one has a multiplication operator and when
it is independent of x one has a convolution operator.
We also follow the notation of Dimassi-Sjoestrand [DSj] for operator classes: Given an
open U ⊂ Rn, we say that a(x, ξ; ~) ∈ C∞(U × Rn) is in the symbol class Sm,k(U × Rn),
provided
|∂αx∂βξ a(x, ξ; ~)| ≤ Cαβ~−m(1 + |ξ|)k−|β|.
We say that a ∈ Sm,kcl (U × Rn) provided there exists an asymptotic expansion:
a(x, ξ; ~) ∼ ~−m
∞∑
j=0
aj(x, ξ)~
j,
valid for |ξ| ≥ 1
C
> 0 with aj(x, ξ) ∈ S0,k−j(U × Rn) on this set. The associated ~ Kohn-
Nirenberg quantization is given by
Op~(a)(x, y) = (2π~)
−n
∫
Rn
ei(x−y)ξ/~ a(x, ξ; ~) dξ.
As is well-known, the definition can be globalized toM using a partition of unity. We denote
this class by Op~(S
m,k)(T ∗M). The symbol of the composition is given by the usual formula:
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Given a ∈ Sm1,k1 and b ∈ Sm2,k2, the composition Op~(a) ◦ Op~(b) = Op~(c) + O(~∞) in
L2(M) where locally,
c(x, ξ; ~) ∼ ~−(m1+m2)
∞∑
|α|=0
(−i~)|α|
α!
(∂αξ a) · (∂αx b).
For further details, we refer to [DSj].
On a manifold one patches together such local expressions using a partition of unity. There
is no unique way to do this, and in fact there is no unique definition of Op(a) on Rm. The
one above is the ‘Kohn-Nirenberg’ definition; other natural choices are the Weyl definition
and the Friedrichs positive quantization.
On special manifolds, such as symmetric spaces, one may define Op(a) using the Fourier
transform of the symmetric space in place of the Euclidean Fourier transform in local coor-
dinates. We will discuss the definition in the case of hyperbolic space.
Pseudo-differential operators greatly enlarge the class of operators which can be used to
test eigenfunctions for their properties. One often uses matrix elements 〈Aϕλj , ϕλj〉 for this
purpose. The diagonal matrix element is viewed as the ‘expected value of the observable A
in the state ϕ’ in quantum mechanics. Such quadratic forms in ϕλ often arise in the study
of eigenfunctions, usually with Op(a) being just multiplication by a function, or a gradient
operator. It is useful to analyze quadratic expressions of a more general kind.
1.11. Modes and quasi-modes. Quasi-modes are approximate eigenfunctions. It is im-
portant to discuss quasi-modes along with modes (true eigenfunctions) for the following
reasons:
• Most theorems and proofs concerning modes also apply to quasi-modes. There are
few techniques that distinguish modes from quasi-modes.
• It is often possible to construct quasi-modes with special properties. In many appli-
cations, they are just as useful as modes, and often have clearer geometric properties.
There are several ways to define ‘approximate eigenfunction’. The classical definition
of Keller [K], Babich [B] (see also [B.B]), Lazutkin [L1], Arnold [Ar], Ralston [Ra, Ra2],
Guillemin-Weinstein [GW], Colin de Verdie`re [CV2] (see also Popov [Pop]) and others is
that a quasi-mode {ψk} of order zero is a sequence of L2-normalized functions satisfying
(10) ||(∆− µk)ψk||L2 = O(1),
for a sequence of quasi-eigenvalues µk. By the spectral theorem it follows that there must
exist true eigenvalues in the interval [µk−δ, µk+ δ] for some δ > 0. Moreover, if Ek,δ denotes
the spectral projection for the Laplacian corresponding to this interval, then
||Ek,δψk − ψk||L2 = O(k−1).
One can refine the definition by demanding that the remainder in (10) is of order O(µ−sk )
and define a quasi-mode of order s by
(11) ||(∆− µk)ψk||L2 = O(µ−sk ).
We refer to [CV2, Z9] for other modifications.
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In the ‘classical’ work on quasi-modes of Babich, Lazutkin, Arnol’d, Ralston and others,
quasi-modes are often constructed as oscillatory integrals (or Lagrangian quasi-modes)
ψλ(x) =
∫
Rk
eiλS(x,ξ)a(x, ξ)dξ
with special phases and amplitudes designed so that ||(−∆−λ2)ψλ|| is small. An important
example is the construction of a quasi-mode associated to a stable elliptic orbit, reviewed
in §10. Another important quasi-mode of this type is the quasi-mode associated to the
central rectangle of a Bunimovich stadium, or more precisely to the Lagrangian cylinder
with boundary consisting of unit tangent vectors to the ‘bouncing ball orbits’ in the vertical
direction in the rectangle. A recent study of such quasi-modes and of the possible behavior
of actual modes is given in the articles [BZ, BZ2] of Burq-Zworski. However, the definition
(10) does not force quasi-modes to be Lagrangian and includes ‘random’ combinations of
eigenfunctions with eigenvalues in a small interval around λ2, which need not have such an
oscillatory integral structure.
An important example of such a quasi-mode is a sequence of “shrinking spectral projec-
tions”, i.e. the L2-normalized projection kernels
Φzj (x) =
χ[λj ,λj+ǫj ](x, z)√
χ[λj ,λj+ǫj ](z, z)
with second point frozen at a point z ∈ M and with width ǫj → 0. Here, χ[λj ,λj+ǫj ](x, z) is
the orthogonal projection onto the sum of the eigenspaces Vλ with λ ∈ [λj, λj+ǫj]. The zonal
eigenfunctions of a surface of revolution are examples of such shrinking spectral projections
for a sufficiently small ǫj , and when z is a partial focus such Φ
z
j (x) are generalizations of
zonal eigenfunctions. On a general Zoll manifold, shrinking spectral projections of widths
ǫj = O(λ
−1
j ) are the direct analogues of zonal spherical harmonics, and are quasi-modes of
order 1.
1.12. Heuristics and intutions. There are several key intuitions to keep in mind from the
outset:
• Local intuition: Eigenfunctions of eigenvalue λ2 resemble polynomials of degree ∼ Cλ
in terms of their local complexity and growth, e.g. vanishing order at zeros, volumes
of nodal hypersurfaces, growth rates on small balls.
• Global intuition: Eigenfunctions are stationary states of the quantization U(t) =
exp it
√
∆ of the geodesic flow. Their high-frequency limits λ → ∞ should reflect
the dynamics of the classical geodesic flow. When the geodesic flow is integrable,
eigenfunctions should localize on the invariant tori (or more correctly, on level sets
of the moment map). When the geodesic flow is ergodic, eigenfunctions should be
diffuse (i.e. not localize).
• Modes versus quasi-modes and random waves: Most results about eigenfunctions
apply to quasi-modes, i.e. linear combination of eigenfunctions with very close by
eigenvalues. More precisely, when |λj − λk| ≤ Clog λ . In integrable cases, one can
spectrally separate out true eigenfunctions from such ‘random waves’ but in general
one cannot. In ergodic cases, eigenfunctions in many respects resemble random waves.
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The key difficulty in relating classical to quantum mechanics (e.g. in quantum chaos) is
that it involves a comparison between long-time dynamical properties of gt and Ut through
the symbol map and similar classical limits. The classical dynamics defines the ‘principal
symbol’ behavior of Ut and the ‘error’ UtAU
∗
t − Op(σA ◦ gt) typically grows exponentially
in time. This illustrates the ubiquitous ‘exponential barrier’ in the subject. The classical
approximation is not clearly valid after the so-called ‘Heisenberg time’ (see §16). The articles
[A, AN, ANK] have excellent discussions of these problems.
1.13. Notational Index.
• gij = g( ∂∂xi , ∂∂xj ), [gij] is the inverse matrix to [gij].
• r = r(x, y) denotes the distance function of (M, g).
• B(x0, r) ⊂ M denotes the geodesic ball of radius r centered at x0;
• dVg denotes the volume density of (M, g);
• Θ(x, y) denotes the volume density in normal coordinates at x, i.e. dVg(y) = Θ(x, y)dy.
• T ∗M is the cotangent bundle of M , and T ∗M\{0} is the puncture cotangent bundle
where the zero section is deleted.
• |ξ|g =
√∑n
ij=1 g
ij(x)ξiξj : T
∗M\{0} → R+ denotes the length of a (co)-vector.
• The unit (co-) ball bundle is denoted B∗M = {(x, ξ) : |ξ|g ≤ 1}. Its boundary
S∗M = {|ξ|g = 1} is the unit cosphere bundle;
• µ is the Liouville measure on S∗M , i.e. the surface measure dµ = dxdξ
dH
induced by
the Hamiltonian H = |ξ|g and by the symplectic volume measure dxdξ on T ∗M .
• ω is the linear functional on C(S∗M) defined by ω(σ) = 1
µ(S∗M)
∫
S∗M
σdµ. The same
notation is used for the functional (state) on the algebra Ψ0(M) of zeroth order
pseudo-differential operators defined by ω(A) = ω(σA).
• gt : T ∗M\{0} → T ∗M\{0} denotes the geodesic flow, i.e. the Hamilton flow of |ξ|g.
• γ denotes a closed geodesic, i.e. closed orbit of gt in S∗M . Thus, γ(t) = gt(x0, ξ0) ∈
S∗M where gL(x0, ξ0) = (x0, ξ0). L = Lγ is the period of the closed geodesic. By
abuse of notation, we sometimes also use γ to denote its projection to M , where Lγ
is the length of γ.
• Geodesic loops versus closed geodesics: Viewed as curves on M both satisfy α(0) =
α(L), but the latter also satisfy α′(0) = α′(L).
• inj(M, g) denote the injectivity radius.
• Λ(M) denote the H1 loopspace of M ;
• G(M) denote the subset of closed geodesics in Λ(M);
• G[γ] denote the set of closed geodesics in G(M) whose free homotopy class is [γ];
2. Explicitly solvable eigenfunctions
There are only a few Riemannian manifolds (M, g) where one has explicit formulae for
eigenfunctions. In this section, we briefly review these examples. What they have in com-
mon is that in each case ∆g is completely integrable, i.e. commutes with a maximal family of
(pseudo-differential operators). The joint eigenfunctions of such quantum integrable Lapla-
cians have very special properties reflecting the complete integrability of the geodesic flow of
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(M, g). Our intuition is that such integrable eigenfunctions should be models of extremal be-
havior: for instance, extremal growth and concentration. Quantum integrable eigenfunctions
will be discussed in depth in §12. Here, we only wish to go through the simplest examples.
2.1. Rn. The eigenspaces of the Laplacian on Rn are defined by
Eλ = {ϕλ ∈ S ′(Rn) : ∆ϕλ = λ2 ϕλ},
where S ′(Rn) is the space of tempered distributions. Since eigenfunctions are C∞ the tem-
peredness only constrains the growth to be polynomial, i.e. rules out exponentially growing
eigenfunctions such as e〈λx,ξ〉.
Since the Euclidean motion group En commutes with the flat Laplacian ∆ = ∆Rn it
preserves the eigenspaces. Hence the infinitesimal translations ∂
∂xj
and the infinitesimal
rotations commute with ∆. The joint complex valued eigenfunctions of the translations are
the Euclidean plane waves ei〈ξ,x〉 with ξ ∈ Rn. The eigenspaces Eλ are infinite dimensional
but are spanned in the following sense by the ei〈ξ,x〉 with |ξ| = λ (i.e. of frequency λ):
There is a Poisson type integral formula for eigenfunctions: for any ϕλ ∈ Eλ there exists a
distribution dµ ∈ D′(Sn−1) such that
(12) ϕλ(x) =
∫
Sn−1
eiλ〈ξ,x〉dµ(ξ).
We refer to [Hel] for further background.
Let ϕλ ∈ Eλ. Since SO(n) acts on Eλ we may decompose it into isotypic subspaces,
Eλ =
∞⊕
N=0
Eλ(N),
where Eλ(N) is the subspace of eigenfunctions transforming by the Nth irreducible repre-
sentation of SO(n), realized by the space HN of spherical harmonics of degree N on Sn−1
(see §2.3). As this implies, the elements of Eλ(N) may be expressed as sums of of separation
of variable eigenfunctions JN,n(λr)ϕN(ω) where ϕN ∈ HN(Sn−1). The radial factor is a
temperate solution of the n dimensional spherical Bessel equation(
r2
d2
dr2
+ (n− 1)r d
dr
+ (r2 −N(N + n− 1))
)
JN,n(λr) = 0,
and is given explicitly by
JN,n(λr) = (λr)
−n−2
2 J|N |+n−2
2
(λr) = CN+n−2
2
(λr)N
∫ π
0
cos(λr cos θ) sin2N+n−2 θdθ,
where CN+n−2
2
= 1
2
n−2
2 Γ(n−2
2
+ 1
2
)Γ( 1
2
)
and where Jν is the Bessel function of order ν,
JN+n−2
2
(rλ) = CN+n−2
2
(λr)N+
n−2
2
∫ π
0
cos(λr cos θ) sin2N+n−2 θdθ.
The space Eλ carries an inner product which is invariant under En+1. An orthonormal
basis is given by
(13) uα(x) =
∫
Sn−1
eiλ〈ξ,x〉χα(ξ)dV0(ξ),
LOCAL AND GLOBAL ANALYSIS OF EIGENFUNCTIONS ON RIEMANNIAN MANIFOLDS 17
where {χα} is an orthonormal basis of spherical harmonics of L2(Sn+1). The notation is
simplest when n = 2: Then an orthonormal basis of Eλ is given by {eℓλ := Jℓ(λr)eiℓθ}∞ℓ=−∞.
Equivalently, the norm of u in Eλ is the norm of the distribution dµ in L2(Sn−1). We denote
by E (2)λ the subspace of elements of finite norm.
In view of the infinite dimensionality of Eλ, it is possible to construct eigenfunctions with
very special properties. First, we consider the orthogonal projection onto E (2)λ , which is given
by the Bessel kernel
(14) Eλf(x) =
∫
Rn
Jn−2
2
(λ|x− y|)f(y)dy.
In the notation of [HoI-IV] (vol III, Chapter XVII), the spectral projection for ∆Rn for the
spectral interval [0, λ2] is given by
(15) e0(x, λ
2) = (2π)−n
∫
|ξ|<λ
ei〈x,ξ〉dξ.
Hence, the spectral projection onto Eλ is given by
(16)
d
dλ
e0(x, λ
2) = (2π)−n
∫
|ξ|=λ
ei〈x,ξ〉dS,
where S is the standard surface measure.
If we fix y we obtain a normalized Euclidean coherent state ϕyλ = Jn−22
(λ|x− y|). By the
standard asymptotics of Bessel’s function, |ϕyλ| ∼ (r(·, y)λ)−1/2 as r(·, y)λ → ∞. Thus, ϕyλ
peaks at x = y and decays at a rate r(x, y)−1/2 away from the peak point. Also, in the high
frequency limit it decays like λ−1/2 for fixed x 6= y.
2.2. Flat tori. A flat torus is a compact quotients Rn/L where L is lattice such as Zn. The
Laplacian ∆ of the flat metric again commutes with the n vector fields ∂
∂xj
. In the compact
case, an orthonormal basis of joint eigenfunctions ϕλ is provided by the exponentials e
i〈λ,x〉
where λ ∈ L∗, the dual lattice. The corresponding Laplace eigenvalue is |λ|2. Usually (for
instance when studying nodal sets), we prefer the real orthonormal basis sin〈λ, x〉, cos〈λ, x〉.
A key feature of these eigenfunctions is that they are linear combinations of a finite number
(two) functions of the form a(x)eiS(x)/h with h = |λ|−1. Such functions are known as WKB
modes or Lagrangian states. The heuristic scaling (46) is exactly true, with
e
i〈λ,x0+ u|λ| 〉 = ei〈λ,x0〉ei〈
λ
|λ|
,u〉
,
i.e. with dT x0λ = e
i〈λ,x0〉δ λ
|λ|
. The ‘phase function’ S(x) = 〈x, λ|λ|〉 is the generating function
of a Lagrangian submanifold Λ = {(x, ξ = λ|λ|)}, which is a Lagrangian torus in T ∗g (Rn/L).
The eigenfunctions have norm one, |ei〈x,λ〉| = 1. We also note that
〈Op(a)eλ, eλ〉 =
∫
Rn/L
a(x, λ)dx =
∫
Tλ
adµL.
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2.3. Standard Sphere. Eigenfunctions of the Laplacian ∆Sn on the standard sphere S
n
are restrictions of harmonic homogeneous polynomials on Rn+1.
Let ∆Rn+1 = −( ∂2∂x21 + · · · +
∂2
∂x2n+1
) denote the Euclidean Laplacian. In polar coordi-
nates (r, ω) on Rn+1, we have ∆Rn+1 = −
(
∂2
∂r2
+ n
r
∂
∂r
)
+ 1
r2
∆Sn . A polynomial P (x) =
P (x1, . . . , xn+1) on R
n+1 is called:
• homogeneous of degree k if P (rx) = rkP (x).We denote the space of such polynomials
by Pk. A basis is given by the monomials
xα = xα11 · · ·xαn+1n+1 , |α| = α1 + · · ·+ αn+1 = k.
• Harmonic if ∆Rn+1P (x) = 0. We denote the space of harmonic homogeneous polyno-
mials of degree k by Hk.
Suppose that P (x) is a homogeneous harmonic polynomial of degree k on Rn+1. Then,
0 = ∆Rn+1P = −{ ∂2∂r2 + nr ∂∂r}rkP (ω) + 1r2∆SnP (ω)
=⇒ ∆SnP (ω) = (k(k − 1) + nk)P (ω).
Thus, if we restrict P (x) to the unit sphere Sn we obtain an eigenfunction of eigenvalue
k(n+ k − 1). Let Hk ⊂ L2(Sn) denote the space of spherical harmonics of degree k. Then:
• L2(Sn) =⊕∞k=0Hk. The sum is orthogonal.
• Sp(∆Sn) = {λ2k = k(n+ k − 1)}.
• dimHk is given by
dk =
(
n+ k − 1
k
)
−
(
n+ k − 3
k − 2
)
The Laplacian ∆Sn is quantum integrable. For simplicity, we restrict to S
2. Then the
group SO(2) ⊂ SO(3) of rotations around the x3-axis commutes with the Laplacian. We
denote its infinitesimal generator by L3 =
∂
i∂θ
. The standard basis of spherical harmonics is
given by the joint eigenfunctions (|m| ≤ k) ∆S
2Y km = k(k + 1)Y
k
m;
∂
i∂θ
Y km = mY
k
m.
Two basic spherical harmonics are:
• The highest weight spherical harmonic Y kk . As a homogeneous polynomial it is given
up to a normalizing constant by (x1 + ix2)
k in R3 with coordinates (x1, x2, x3). It is
a ‘Gaussian beam’ along the equator {x3 = 0}, and is also a quasi-mode associated
to this stable elliptic orbit. These general notions will be discussed in §10.
• The zonal spherical harmonic Y k0 . It may be expressed in terms of the orthogonal
projection Πk : L
2(S2)→Hk.
We now explain the last statement: For any n, the kernel Πk(x, y) of Πk is defined by
Πkf(x) =
∫
Sn
Πk(x, y)f(y)dS(y),
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where dS is the standard surface measure. If {Y km} is an orthonormal basis of Hk then
Πk(x, y) =
dk∑
m=1
Y km(x)Y
k
m(y).
Thus for each y, Πk(x, y) ∈ Hk. We can L2 normalize this function by dividing by the square
root of
||Πk(·, y)||2L2 =
∫
Sn
Πk(x, y)Πk(y, x)dS(x) = Πk(y, y).
We note that Πk(y, y) = Ck since it is rotationally invariant and O(n + 1) acts transi-
tively on Sn. Its integral is dimHk, hence, Πk(y, y) = 1V ol(Sn) dimHk. Hence the normalized
projection kernel with ‘peak’ at y0 is
Y k0 (x) =
Πk(x, y0)
√
V ol(Sn)√
dimHk
.
Here, we put y0 equal to the north pole (0, 0 · · · , 1). The resulting function is called a zonal
spherical harmonic since it is invariant under the group O(n+ 1) of rotations fixing y0.
One can rotate Y k0 (x) to Y
k
0 (g · x) with g ∈ O(n+1) to place the ‘pole’ or ‘peak point’ at
any point in S2.
2.4. Surface of revolution. By a surface of revolution is meant a surface, necessarily
M = S2 or M = R2/Z2, whose metric g is invariant under an S1 action by isometries. In
this case, one can separate variables to analyze eigenfunctions, i.e. the joint eigenfunctions
of ∆g and
∂
∂θ
have the form einθϕn,j(r). But this is not necessarily the best way to analyze
eigenfunctions. In §12.2.2, we will discuss how to express ∆ in terms of action operators
and how to obtain results on eigenfunctions that would be awkward if one used separation
of variables. In the case of simple surfaces of revolution, the existence of a ‘global Birkhoff
normal form’ for ∆g gives much more control than separating variables.
2.5. Hn. Much of the discussion of §2.1 has an analogue on hyperbolic space. For the sake of
simplicity we assume n = 2, so that the group of isometries is SL(2,R). Then the analogue
of Euclidean plane waves are the horocyclic (or hyperbolic) plane waves e(iλ+1)〈z,b〉 where
〈z, b〉 is the function on H2×B (with B = S1 the ideal boundary of H2) equal to the signed
distance from 0 to the horocycle passing through z and b. Equivalently,
e〈z,b〉 =
1− |z|2
|z − b|2 = PD(z, b),
where PD(z, b) is the Poisson kernel of the unit disc. (We caution again that e
〈z,b〉 is written
e2〈z,b〉 in [H, Z2]). Helgason defines a non-Euclidean Fourier transform by means of these
plane waves, and there exist analogues of the objects and results of §2.1. Further one can
define a covariant calculus of pseudo-differential operators by using the non-Euclidean Fourier
transform by replacing (9) by
(17) Op(a)e(iλ+1)〈z,b〉 = a(z, b, λ)e(iλ+1)〈z,b〉.
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The most interesting aspect of H2 lies in its quotients by discrete groups Γ ⊂ SL(2,R).
Eigenfunctions on the quotient H2\Γ are the same as automorphic eigenfunctions on H2 sat-
isfying ϕ(γz) = ϕ(z). Helgason has introduced a generalized Poisson formula for eigenfunc-
tions of exponential growth in the sense that there exists C > 0 such that |ϕ(z)| ≤ CeCdD(0,z)
for all z. We assume △ϕ = λ2ϕ and following a traditional notation put λ2 = 1
4
+ r2. Then
in ([H], Theorems 4.3 and 4.29, it is proved that there exists a distribution Tir,ϕir ∈ D′(B)
such that
(18) ϕir(z) =
∫
B
e(
1
2
+ir)〈z,b〉Tir,ϕir(db),
for all z ∈ D. The distribution is unique if 1
2
+ ir 6= 0,−1,−2, · · · .
The distribution Tir,ϕir is called the boundary value of ϕir and may be obtained from ϕir
in several explicit ways. One is to expand the eigenfunction into the “Fourier series”,
(19) ϕir(z) =
∑
n∈Z
anΦr,n(z),
in the disc model in terms of the generalized spherical functions Φr,n defined by ([H], Theorem
4.16)
(20) e(
1
2
+ir)〈z,b〉 =
∑
n∈Z
Φr,n(z)b
n, b ∈ B.
Then (cf. [H], p. 113)
(21) Tir,ϕir(db) =
∑
n∈Z
anb
n|db|.
A second way is that, at least when Re (ir) > 0, the boundary value is given by the limit
([H], Theorem 4.27)
lim
d(0,z)→∞
e(
1
2
+ir)d(0,z)ϕir(z) = c(ir)Tir,ϕir ,
where c is the Harish-Chandra c-function and d(0, z) is the hyperbolic distance.
In particular, eigenfunctions on the quotient H2\Γ are generalized Poisson transforms of
boundary values. We fix an orthonormal basis {ϕirj} of eigenfunctions on H2\Γ and denote
their boundary values by Tirj . As observed in [Z2], when ϕirj is a Γ-invariant eigenfunction,
the boundary values Tirj (db) have the following invariance property:
(22)
ϕirj(γz) = ϕirj (z) =⇒ e(
1
2
+irj)〈γz,γb〉Tirj (dγb) = e
( 1
2
+irj)〈z,b〉Tirj (db)
=⇒ Tirj (dγb) = e−(
1
2
+irj)〈γ·0,γ·b〉Tirj (db)
This follows from the uniqueness of the Helgason representation and by the identity 〈γz, γb〉 =
〈z, b〉 + 〈γ0, γb〉. Conversely, any distribution with such a Γ-invariance property defines an
eigenfunction on H2\Γ. It follows that the study of eigenfunctions in this setting is equiv-
alent to the study of such boundary values. It is proved in [GO] that the boundary values
are derivatives of C
1
2 functions in the co-compact case. Similar results are proved in [MS]
with graphs of the boundary values. The boundary values will be discussed again in §15.8
in relation to quantum chaos and in §17 in relation to analytic continuation.
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2.6. The Euclidean unit disc D. Although our emphasis is on manifolds without bound-
ary, we review the standard orthonormal basis of eigenfunctions for the disc.
The standard orthonormal basis of real valued Neumann eigefunctions is given in polar
coordinates by ϕm,n(r, θ) = Cm,n sinmθJm(j
′
m,nr), (resp. Cm,n cosmθJm(j
′
m,nr)) where j
′
m,n
is the nth critical point of the Bessel function Jm and where Cm,n is the normalizing constant.
The ∆-eigenvalue is λ2m,n = (j
′
m,n)
2. The parameter m is referred to as the angular momen-
tum. Dirichlet eigenfunctions have a similar form with j′m,n replaced by the nth zero jm,n of
Jm. Nodal loops correspond to zeros of the radial factor while open nodal lines correspond
to zeros of the angular factor.
If we fix m and let λm,n →∞ we obtain a sequence of eigenfunctions of bounded angular
momentum but high energy. At the opposite extreme are the whispering gallery modes which
concentrate along the boundary. These are eigenfunctions of maximal angular momentum
(with given energy), and λm ∼ m. As discussed in [B.B], they are asymptotically given by
the real and imaginary parts of eiλmsAip(ρ
−1/3λ2/3m y). Here, Aip(y) := Ai(−tp + y) where Ai
is the Airy function and {−tp} are its negative zeros. Also, s is arc-length along ∂D, ρ is a
normalizing constant and y = 1− r.
2.7. An ellipse. Ellipses have several special sequences of eigenfunctions. One is a se-
quence of eigenfunctions concentrating in a Gaussian fashion along the minor axis. Such
eigenfunctions are known as Gaussian beams, or as bouncing ball modes, and quite some
effort has gone into their generalizations to more general domains and to manifolds without
boundary. Hence, we briefly review the existence of exact eigenfunction of this kind. We
will discuss the construction of approximate eigenfunctions of such Gaussian beams in §10.
One can separate variables in special coordinates on the ellipse and obtain exact, if rather
esoteric, formulae for eigenfunctions of the Dirichlet or Neumann problem. We express an
ellipse in the form x2 + y
2
1−a2 = 1, 0 ≤ a < 1, with foci at (x, y) = (±a, 0). We define
elliptical coordinates (ϕ, ρ) by (x, y) = (a cosϕ cosh ρ, a sinϕ sinh ρ). Here, 0 ≤ ρ ≤ ρmax =
cosh−1 a−1, 0 ≤ ϕ ≤ 2π. The lines ρ = const are confocal ellipses and the lines ϕ = const
are confocal hyperbolae. The foci occur at ϕ = 0, π while the origin occurs at ρ = 0, ϕ = π
2
.
The eigenvalue problem separates into a pair of Mathieu equations,
(23)

∂2ϕGm,n − c2 cos2 ϕGm,n = −λ2m,nGm,n
∂2ρFm,n − c2 cosh2 ρFm,n = λ2m,nFm,n
where c is a certain parameter. The eigenfunctions have the form Ψm,n(ϕ, ρ) = Cm,nFm,n(ρ) ·
Gm,n(ϕ) where, Fm,n(ρ) = Cem(ρ,
knc
2
) and Gm,n(ϕ) = cem(ϕ,
knc
2
) (and their sin analogues).
Here, cem, Cem are special Mathieu functions (cf. [C] (3.10)-(3.2)). The Neumann or Dirich-
let boundary conditions determine the eigenvalue parameters knc.
There exists a special sequence of eigenfunctions which are like Gaussian beams along the
minor axis. For this special sequence, G = Gm,n are asymptotic to ground state Hermite
functions. More precisely,
(24) Gm,n(ϕ;λm,n) = cm,n(λm,n)e
−λm,n cos2 ϕ(1 +O(λ−1m,n)),
while
(25) Fm,n(ρ;λm,n) = e
iλm,n
R ρ
0
√
cosh2 x+1dxa+(ρ;λm,n) + e
−iλm,n
R ρ
0
√
cosh2 x+1dxa−(ρ;λm,n)
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where a±(ρ;λm,n) ∼
∑∞
j=0 a±,j(ρ)λ
−j
m,n are determined by the Dirichlet or Neumann boundary
conditions. Moreover, from the L2-normalization condition
∫
I
|Ψm,n(ρ, π2 )|2dρ = 1 it follows
that cm,n(λm,n) ∼ λ1/4m,n.
From (24) and (25), the Gaussian beams are roughly asymptotic to superpositions of
e±ikse−λm,ny
2
(cf. [B.B]), where s denotes arc-length along the bouncing ball orbit and y
denotes the Fermi normal coordinate. It follows that outside a tube of any given radius
ǫ > 0, the Gaussian beam decays on the order O(e−λm,nǫ
2
).
Before leaving this example, we should point out two further interesting sequences of
eigenfunctions. As in the case of the disc, there exists a ‘whispering gallery’ sequence which
concentrates on the boundary of the domain. As with Gaussian beams, there exists a gen-
eralization of this sequence to any convex smooth domain in the form of ‘quasi-modes’. A
second interesting sequence becomes highly enhanced at the two foci.
3. Local behavior of eigenfunctions
By the local behavior of eigenfunctions, we often mean methods and results which pertain
to all solutions of ∆u = λ2u on a ball B(x0, R), not just to solutions which extend to
global eigenfunctions on (M, g). More generally, we consider results which are obtained from
a small ball analysis and which use covering arguments to draw global conclusions from
local arguments. But we emphasize that some aspects of eigenfunctions discussed in this
section are truly global, for instance the estimate of the frequency function in terms of the
eigenvalue. Thus, we do not aim to segregate local from global results in this section, but
do try to indicate when a result assumes that the eigenfunction is global.
Local properties include:
• Frequency function estimates; we also include Carleman estimates, although they
often require integration of global eigenfunctions over all of M ;
• Vanishing order estimates at points;
• Doubling estimates;
• Bernstein estimates;
• Lower bounds on masses in small balls.
• Local structure of nodal sets.
For background and references on general elliptic estimates, see [GiTr, HL].
3.1. Eigenfuntions and harmonic functions on a cone. One can easily convert eigen-
functions ϕλ to harmonic functions in a space of one higher dimension. Two closely related
options are:
• Form the cone R+ ×M and consider the metric gˆ = dr2 + r2g. Let ϕˆλ = rαu where
α =
1
2
(√
4λ+ (n− 1)2 − (n− 1)
)
.
Let ∆ˆ be the Laplacian on the cone. Then,
∆ˆϕˆλ = 0.
• Form R+ ×M and consider eλtϕλ. Then (∂2t +∆)(e−λtϕλ) = 0.
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This approach was first taken in [GaL, Lin] and used further in [Ku, CM], among other
places. It is a useful approach when the frequency function is employed, since the latter
has its best properties for harmonic functions. In [CM] it allowed for the use of Harnack
inequalities on balls of R+ ×M where ϕλ(x) is positive.
3.2. Frequency function. The frequency function N(a, r) of a function u is a local
measure of its ‘degree’ as a polynomial like function in Br(a). More precisely, it controls the
local growth rate of u. In the case of harmonic functions, it is given by
(26) N(a, r) =
rD(a, r)
H(a, r)
,
where
H(a, r) =
∫
∂Br(a)
u2dσ, D(a, r) =
∫
Br(a)
|∇u|2dx.
A well-written detailed treatment of the frequency function and its applications can be found
in [H, Ku], following the original treatments in [GaL, GaL2, Lin].
To motivate the frequency function, let us calculate it in the special case of a global har-
monic function u on Rn. Then u may be decomposed into a sum of homogeneous components
of non-negative integral order:
u =
∞∑
N=0
uN , uN(rω) = aNr
NϕN (ω).
Then ϕN is a spherical harmonic of degree N on S
n−1, and we choose aN so that its L2 norm
is equal to one. From the fact that the ϕN are orthogonal on S
n−1, one easily calculates that
(27) N(r) =
∑∞
N=0N |aN |2r2N∑∞
N=0 |aN |2r2N
=
d
2 d log r
log
∞∑
N=0
|aN |2r2N ,
i.e.
(28)
d
dr
(
log
H(r)
rn−1
)
= 2
D(r)
H(r)
.
Here, one also uses that
∫
Br
|∇u|2 = ∫
∂Br
u∂νu, where ∂ν is the unit normal. From the
formula it is immediate that if u is homogeneous of degree N , i.e. has only one component
aNr
NϕN , then N(r) is the constant function N(r) ≡ N equal to its degree.
We note that N(r) is analogous to the average energy of a statistical ensemble with
partition function Z(r) =
∑∞
N=0 |aN |2rN . We recall a partition function for the canonical
ensemble at temperature β is given by Z(β) =
∫
e−βEdω(E) where ω(E) is the density of
states. The average energy is then 〈E〉 = − d
dβ
logZ(β). Monotonicity of the average energy
follows from the fact its derivative 〈(E−〈E〉)2〉 = − d2
dβ2
logZ(β) is the variance of the energy.
Frequency functions may also be defined for eigenfunctions. At least two variations have
been studied: (i) where the eigenfunctions are converted into harmonic functions on the
cone R+ ×M as in §3.1; (ii) where a frequency function adapted to eigenfunctions on M is
defined.
We first consider method (i) in the case of an eigenfunction ϕλ on S
n. The associated
harmonic function on the cone is precisely the homogeneous harmonic polynomial on Rn+1
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which restricted to Sn gives ϕλ. By the previous calculation, N(0, r) ≡ N where λ =
N(N + n− 1). We note that on the cone Rn+1, the ball of radius r has the form [0, r]× Sn,
i.e the frequency function is global on Sn. On a general manifold, the analogous global
calculation is cleanest if we define N(r) with Br(0) everywhere replaced by [0, r]×M . If we
‘harmonize’ an eigenfunction ϕλ → rαϕλ as in §3.1, we obtain N(r) ≡ α.
The second method is to define a frequency function on balls ofM itself. The generalization
to eigenfunctions (1) is as follows (see [GaL, GaL2, Ku]). Fix a point a ∈ M and choose
geodesic normal coordinates centered at a so that a = 0. Put
µ(x) =
gijxixj
|x|2 ,
and put
(29) D(a, r) :=
∫
Br
(
gij
∂ϕλ
∂xi
∂ϕλ
∂xj
+ λ2ϕ2λ
)
dV, resp. H(a, r) :=
∫
∂Br
µϕ2λ,
By the divergence theorem, one has
(30) D(a, r) =
∫
∂Br
ϕλ
∂ϕλ
∂ν
.
Define the frequency function of ϕλ by
(31) N(a, r) :=
rD(r)
H(r)
.
As in the case of harmonic functions, the main properties of the frequency function of an
eigenfunction are a certain monotonicity in r in small balls of radius O( 1
λ
) (see Theorem 3.1)
and the fact that N(a, r) is commensurate with N(b, r) when a and b are close.
Simple examples show that, despite its name, the frequency function measures local growth
but not frequency of oscillations of eigenfunctions, and therefore is not necessarily comparable
to λ. For instance, the frequency function of sinnx in a ball or radius ≤ C|n| is bounded.
An example considered in [DF] are the global eigenfunctions esx sin ty on R2 of ∆-eigenvalue
s2 − t2 and frequency function of size s. One could let s, t → ∞ with s2 − t2 bounded
and obtain a high frequency function but a low eigenvalue. However, as discussed in [L] (p.
291), if one forms the harmonic function from a global eigenfunction as in §3.1, then one has
N(0, 2) ≤ Cλ where C depends only on the metric. This is a global estimate since a ball
centered at 0 in the cone will cover all of M . An application is given in Theorem 3.2.
Let us work out the frequency function for a global eigenfunction on Rn, parallel to the
discussion above for harmonic functions. We use the notation of §2.1. Since the tempered
solution is unique up to constant multiples, we have Eλ(N) ≃ HN(Sn−1), as with harmonic
functions. In the notation §2.1 of may therefore write
ϕλ(rω) =
∞∑
N=0
aNJN,n(λr)ϕN(ω),
where as before ||ϕN ||L2((Sn−1) = 1. Then,
rD(0, r) = λrn
∞∑
N=0
|aN |2J ′N,nJN,n(λr), H(0, r) = rn−1
∞∑
N=0
|aN |2(JN,n)2(λr),
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and
N(r, 0) = λ
P∞
N=0 |aN |2rJ ′N,nJN,n(λr)P∞
N=0 |aN |2(JN,n)2(λr) =
r
2
d
dr
log
∑∞
N=0 |aN |2(JN,n)2(λr).
Thus, the frequency function is again analogous to an average energy, but with respect to
a partition function Z(r) =
∑∞
N=0 |aN |2(JN,n)2(λr) which no longer has the canonical form
(i.e. it involves Bessel functions rather than powers). Unlike rn, Bessel functions oscillate
on the scale 1
λ
and hence the frequency function is generally not monotone non-decreasing in
r; but it is monotone for r in a small interval [0, r0(λ)] with r0(λ) =
a
λ
for some a > 0. The
following weaker monotonicity result is however good enough for applications to vanishing
order and doubling estimates.
Theorem 3.1. Theorem 2.3 of [GaL] (see also [GaL2, Lin, H] and [Ku] (Th. 2.3, 2.4);.
There exists C > 0 such that eCr(N(r) + λ2 + 1) is a non-decreasing function of r in some
interval [0, r0(λ)].
Another basic fact is that the frequency of ϕλ in Br(a) is comparable to its frequency in
BR(b) if a, b are close and r, R are close. More precisely, there exists N0(R) << 1 such that
if N(0, 1) ≤ N0(R), then ϕλ does not vanish in BR, while if N(0, 1) ≥ N0(R), then
(32) N(p,
1
2
(1− R)) ≤ C N(0, 1), ∀p ∈ BR.
3.3. Doubling estimate, vanishing order estimate and lower bound estimate. Dou-
bling estimates and vanishing order estimates give quantitative versions of unique continua-
tion theorems. Given a partial differential operator L and a solution u of Lu = 0, the unique
continuation problems asks whether u is uniquely determined in a ball B by its values in a
smaller set E ⊂ B? That is, if u ≡ 0 in E, must u ≡ 0 in B? In the limiting case where
K = {x0} is a point, if u vanishes to high enough order k at x0 must u ≡ 0? A related
question is the ‘proximity to zero’ of u in the sense of Nevanlinna theory, i.e. how small can
supx∈B |u(x)| be in a ball B (see §3.4)? These questions are answered by frequency function
estimates and by Carleman estimates.
An early doubling inequalities was proved by Bernstein for polynomials of one variable:
(33) max
−R≤x≤R
|pN(x)| ≤ RN max−1≤x≤1 |pN(x)|
for any polynomial of degree N . A generalization known as Remez’s inequality allows one
to compare the growth on an interval to growth on any measurable set in the interior. Let
σ ∈ R+ and denote by PN (σ) to be those polynomials pN of degree N such that ||pN ||E ≤ 1
for some subset E ⊂ [−1, 1 + σ]. Then
sup
pN∈PN (σ)
||p||[−1,1+σ] ≤ ||TN ||[−1,1+σ].
Here, ||f ||E = supE |f(x)| and TN is Tchebychev’s polynomial.
In the case of harmonic functions on Rn one may set
H¯(a, r) =
H(a, r)
rn−1
.
The monotonicity of N(a, r) immediately implies the doubling formula
(34) H¯(a, 2R) = H¯(a,R) exp
(∫ 2R
R
2N(a, r)
r
dr
)
≤ 4N(a,1−a)H¯(a,R).
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Integrating in R and using (32) gives
(35)
1
V ol(B 3
4
(a))
∫
B 3
4
(a)
u2dx ≤ C(n)42N(0,1) 1
V olB 1
2
(a)
∫
B 1
2
(a)
u2.
As mentioned in §3.2, the frequency function of a global eigenfunction may be estimated
in terms of the eigenvalue.
Theorem 3.2. [DF, Lin] and [H] (Lemma 6.1.1) Let ϕλ be a global eigenfunction of a C
∞
(M, g) there exists C = C(M, g) and r0 such that for 0 < r < r0,
1
V ol(B2r(a))
∫
B2r(a)
|ϕλ|2dVg ≤ eCλ 1
V ol(Br(a))
∫
Br(a)
|ϕλ|2dVg.
Further,
(36) max
B(p,r)
|ϕλ(x)| ≤
( r
r′
)Cλ
max
x∈B(p,r′)
|ϕλ(x)|, (0 < r′ < r).
The doubling estimates imply the vanishing order estimates. Let a ∈M and suppose that
u(a) = 0. By the vanishing order ν(u, a) of u at a is meant the largest positive integer such
that Dαu(a) = 0 for all |α| ≤ ν. The vanishing order of an eigenfunction at each zero is
of course finite since eigenfunctions cannot vanish to infinite order without being identically
zero. The following estimate is a quantitative version of this fact.
Theorem 3.3. (see [DF]; [Lin] Proposition 1.2 and Corollary 1.4; and [H] Theorem 2.1.8.)
Suppose that M is compact and of dimension n. Then there exist constants C(n), C2(n)
depending only on the dimension such that the the vanishing order ν(u, a) of u at a ∈
M satisfies ν(u, a) ≤ C(n) N(0, 1) + C2(n) for all a ∈ B1/4(0). In the case of a global
eigenfunction, ν(ϕλ, a) ≤ C(M, g)λ.
In the case of harmonic functions, one may write u = Pν +ψν where Pν is a homogeneous
harmonic polynomial of degree ν and where ψν vanishes to order ν + 1 at a. We note that
highest weight spherical harmonics Cn(x1 + ix2)
N on S2 are examples which vanish at the
maximal order of vanishing at the poles x1 = x2 = 0, x3 = ±1.
3.4. Semi-classical Lacunas. For the purposes of this article, we define a ‘semi-classical
lacuna’ to be an open subset U ⊂M for which there exist a sequence {ϕλjk} of L2-normalized
eigenfunctions (M, g) and constants C, a > 0 so that∫
U
|ϕλjk |2dVg ≤ Ce−aλjk .
The sup-norm could be used in place of the L2 norm. Another descriptive term is ‘exponential
trough’.
Lacunae often arise as ‘classically forbidden regions’ of quantum mechanical systems,
and in fact we do not know of any other examples. Consider for instance a semi-classical
Schro¨dinger operators h2∆+ V for which the classical energy level ξ2 + V (x) = E projects
over a compact subset KE = {x : V (x) ≤ E} ⊂ M . Then eigenfunctions of h2∆ + V with
eigenvalues Ej(h) ∈ [E − O(h), E + O(h)] decay exponentially outside KE at a rate given
by O(e−
1
h
d(x,KE)) where d(x,KE) is the distance from x to KE in the Agmon metric, i.e. the
metric (E − V (x))dx2.
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Classically forbidden regions also occur on compact Riemannian manifolds with integrable
geodesic flow. For instance, on the round sphere, we consider sequences {Y Nm } of joint
eigenfunctions for which m/N → E. As will be discussed below, this sequence concentrates
on the Lagrangian torus ΛE ⊂ S∗S2 for which 〈 ξ|ξ| , ∂∂θ 〉 = E. This torus projects to an
S1 invariant annulus KE on S
2. This annulus is the ‘classically allowed region’ and its
complement is the classically forbidden region. It is not hard to show that |Y Nm (x)| ≤
e−NdA(x,KE) in this example, where dA is a suitable Agmon distance. We will discuss this
and related examples in more detail in §12.
To our knowledge, there are no converse results characterizing lacunae in terms of clas-
sically allowed or forbidden regions. For instance, can lacunae occur if the geodesic flow of
(M, g) is ergodic? Theorem 15.1 shows that lacunae cannot occur in the full density sequence
of ‘ergodic eigenfunctions’, but might occur in a possible sparse subsequence.
A more refined notion is that of microlocal lacunae, i.e. open subsets U ⊂ S∗gM such that
〈χ(x,D)ϕλjk , ϕλjk 〉 ≤ CRλ−Rjk for all R > 0 and all χ(x,D) ∈ Ψ0(M) which are microsup-
ported in U . In the real analytic case, one can insist on exponential decay, but in the general
C∞ case one could always add a smoothing operator to χ(x,D) to ruin exponential decay.
One could also define lacunae depending on λ. Namely, one could term a sublevel set of
the form {x : |ϕλ(x)| ≤ Ce−Aλ} a lacunae if its volume V ol{x : |ϕλ(x)| ≤ Ce−Aλ} is bounded
below by some constant ǫ > 0 for some C,A. Eigenfunctions with a semi-classical lacuna
clearly have this property, but there could exist other examples. It would be interesting to
know if ergodic eigenfunctions can have lacunae of this form, or even if their sublevel sets
can be larger than a 1
λ
tube around the nodal set.
The doubling estimates and Carleman estimates give quantitative lower bounds on the
exponential decay rate of eigenfunctions in balls as the eigenvalue tends to infinity and show
that the rate is never faster than in the definition above of semi-classical lacunae:
Corollary 3.4. [DF] Suppose that M is compact and that ϕλ is a global eigenfunction,
∆ϕλ = λ
2ϕλ. Then
max
x∈B(p,h)
|ϕλ(x)| ≥ C ′e−Cλ.
As an illustration, Gaussian beams such as highest weight spherical harmonics decay at
a rate e−Cλd(x,γ) away from a stable elliptic orbit γ. Hence if the closure of an open set is
disjoint from γ, one has a uniform exponential decay rate which saturate the lower bounds.
To our knowledge, it is unknown whether semi-classical lacunae can occur in more general
situations than ‘classically forbidden regions’. It even seems to be unknown whether semi-
classical lacunae can occur on (M, g) with classically chaotic (i.e. highly ergodic) geodesic
flows.
3.5. Three ball inequalities and propagation of smallness. These inequalities gener-
alize Hadamard’s three circle theorem and Nevanlinna’s two constants theorem. We only
briefly mention the results and refer to [M, Ku] for discussion of the work of Nadirashvili,
Korevaar-Meyers and others and for further background.
Let Ω be a domain in Rn (n ≥ 2), let Ω0 ⊂ Ω be a non-empty subdomain, and let E ⊂ Ω
be a non-empty compact set. Define ‖u‖A = supx∈A |u(x)|. Then there exists a constant
α = α(E,Ω0,Ω) ∈ (0, 1] such that ‖u‖E ≤ ‖u‖αΩ0‖u‖1−αΩ for all complex-valued harmonic
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functions u on Ω. If ‖u‖Ω ≤ C and if ‖u‖Ω0 << 1, the smallness of u on the subdomain Ω0
propagates to any compact subset E ⊂ Ω.
In particular, one has a three spheres inequality (see (29) for notation)
Theorem 3.5. (see [Ku]) Let 0 < r1 < r2 < r3. Then,
H(r2) ≤ C1
(
r1
r2
)C2λ
H(r1)
α0
α0+β0 H(r3)
β0
α0+β0 ,
where
α0 = log
r3
r2
, β0 = C log
r2
r1
.
3.6. Bernstein inequalities. There are a variety of types of inequalities known as Bernstein
inequalities. The original inequalities were proved for polynomials of one variable; a survey
is given in [RY]. Further results in this direction (for analytic functions) are in [Bru1, Bru2].
We will discuss these further in §17.
Among the classic Bernstein inequalities are the gradient estimates on polynomials of
degree N :
(1) |p′N(x)| ≤ N(1− x2)−1/2||pN ||[−1,1] for x ∈ [−1, 1] (the Bernstein-Markov inequality);
it implies that
∫ 1
−1 |p′N(x)|dx ≤ πN ||pN ||[−1,1].
(2) ||p′N(x)||[−1,1] ≤ N2||pN ||[−1,1] for x ∈ [−1, 1] (Markov’s inequality);
(3) |p′N(x)| ≤ N(1− x2)−1/2
(
||pN ||2[−1,1] − pN(x)2
)
for x ∈ [−1, 1].
The following result of Donnelly-Fefferman generalizes Bernstein’s gradient inequality to
eigenfunctions:
Theorem 3.6. [DF3] Local eigenfunctions of a Riemannian manifold satisfy:
(1) L2 Bernstein estimate:
(37)
(∫
B(p,r)
|∇ϕλ|2dV
)1/2
≤ Cλ
r
(∫
B(p,r)
|ϕλ|2dV
)1/2
.
(2) L∞ Bernstein estimate: There exists K > 0 so that
(38) max
x∈B(p,r)
|∇ϕλ(x)| ≤ Cλ
K
r
max
x∈B(p,r)
|ϕλ(x)|.
(3) Dong’s improved bound:
max
Br(p)
|∇ϕλ| ≤ C1
√
λ
r
max
Br(p)
|ϕλ|
for r ≤ C2λ−1/4.
3.7. Carleman inequalities. Carleman inequalities are weighted integral inequalities which
are an alternative to frequency function estimates in giving quantitative unique continua-
tion results. We only indicate some results in this section and refer to the original articles
[Ar, DF, Ta] and more expository articles [Ta2, I, JL, EZ] for further discussion. As discussed
in [JL], the idea of Carleman estimates is to use weights ψ which are largest on the set from
which one wants uniqueness (or other features) to propagate. On the other hand, there is
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a constraint on ψ in order that the Carleman estimate be true: it needs to be convex in a
suitable sense.
We first follow [Ta2, I]. Let
A(x, ∂) =
∑
j,k
ajk(x)∂j∂k +
∑
j
aj∂j + a(x).
One searches for weights ϕ = eλψ so that the weighted L2 Carleman estimate holds:
(39)
∫
Ω
e2τϕ
(
τ 3|u|2 + τ |u|2) dx ≤ C1(∫
Ω
e2τϕ|Au|2 +
∫
∂Ω
e2τϕ
(
τ 3|u|2 + τ |∇u|2) dx) ,
for all τ > C1 and all u ∈ H(2)(Ω).
Theorem 3.7. [I] If ψ is pseudo-convex with respect to A on Ω, then there exist constants
C1(λ), C2 so that for λ > C2 and τ > C1(λ), the Carleman estimate (39) holds.
Here, a function ψ is called pseudo-convex with respect to A on Ω if
A(x, ξ) = 0;
∑
j
∂A
∂ξj
(x, ξ)∂jψ(x) = 0, for x ∈ Ω, ξ ∈ Rn\{0},
imply that ∑
∂j∂kψ
∂A
∂ξj
∂A
∂ξk
+
∑(
(∂k
∂A
∂ξj
)
∂A
∂ξk
− ∂jA ∂
2A
∂ξj∂ξk
)
∂jψ > 0
and if
A(x,∇ψ(x)) 6= 0, ∀x ∈ Ω.
(1) If A is elliptic then any ψ ∈ C2(Ω) with ∇ψ 6= 0 in Ω is pseudo-convex with respect
to A on Ω.
We are particularly interested in the Helmholtz operator A = ∆−λ2, and wish to estimate
the dependence of the constants on λ. In this case one can put ϕ(x) = r(x, b)2.
Theorem 3.8. [I], Theorem 3.1: Let ϕ(x) = |x− b|2. Then∫
Ω
e2τϕ
(
τ 3|u|2 + τ |u|2) dx ≤ C (∫
Ω
e2τϕ|(∆− k2)u|2dx+
∫
∂Ω
e2τϕ
(
τ 3|u|2 + τ |∇u|2dS))
for τ > C and all real k and u ∈ H(2)(Ω).
There is a microlocal interpretation of the convexity condition. Let P (x,D) be a pseudo-
differential operator, and let h ∈ [0, h0) be a small parameter, and put
(40) Pϕ = e
ϕ
hPe−
ϕ
h .
Then,
Pϕ = P (x,D +
i
h
∇ϕ).
We denote the principal symbol of Pϕ by pϕ. The Carleman weight condition (in the
Ho¨rmander formulation) is
(41) pϕ(x, ξ) = 0 =⇒ {Re pϕ, Im pϕ}(x, ξ) > 0,
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and in the boundary case,
(42) ∂νϕ(x) 6= 0.
||Pϕf ||2 = ||Op(Repϕ)f ||2 + ||Op(Im pϕ)f ||2 + (f, [Op(Re pϕ), Op(Im pϕ)]f).
One has,
[Op(Re pϕ), Op(Im pϕ)] >> 0 modulo terms depending on Op(Re pϕ), Op(Im pϕ),
and this is the condition {Re pϕ, Im pϕ}(x, ξ) > 0.
In [DF, DF2] (see also [JL]), Donnelly-Fefferman use singular weight functions to prove
vanishing order estimates and doubling estimates (Theorem 3.4). Their Carleman inequali-
ties involve a function r¯ which is comparable to the distance r. Let u ∈ Cc(B(p, h)) and let
r(x) = d(x, p). Put r¯(x) =
∫ r(x)
0
e−νs
2
ds = r(x) +O(r(x)3)) for some constant ν >> 0.
Theorem 3.9. [Ar] [DF3] (Lemma A) There exist constants C,B, δ such that, if α > C(1+
λ) and if u vanishes in a ball B(p, δ) ⊂ B(p, h), then
(43)
∫
B(p,h)
r¯−2α|(∆− λ2)u|2dV ≥ Bα4
∫
B(p,δ+ cδ
α
)
r¯−2α−4u2dV.
3.8. Geometric comparision inequalities. We now state a theorem due to P. Kro¨ger
and Bacry-Qian which compares eigenfunctions of (M, g) to eigenfunctions of model oper-
ators LR,m on an interval (a, b). We follow the exposition in [BQ]. The model operators
are essentially the radial parts of the Laplacian in geodesic polar coordinates on spaces of
constant curvature . To motivate them, we note that the radial part equals
• d2
dr2
+ m−1
r
d
dr
on [0,∞] on Rm;
• d2
dr2
+(m−1) cot r d
dr
on [0, π] on the standard sphere Sm. A better comparison interval
is to shift the pole to the center of the interval to obtain d
2
dr2
− (m − 1) tan r d
dr
on
[−π
2
, π
2
];
• d2
dr2
+ (m− 1) coth r d
dr
on [0,∞] on hyperbolic space Hm.
We put
I1 ∪ I2 ∪ I3 = (0,∞) ∪ (−∞,∞) ∪ (−∞, 0).
The model operators are defined as follows:
(1) If R > 0, m > 1,
Lr,m(v)(x) = v
′′(x)−
√
R(m− 1) tan
(√
R
m− 1x
)
v′(x)
on [−π
2
√
R
m−1 ,
π
2
√
R
m−1 ].
(2) If R < 0, m > 1 then
Lr,m(v)(x) = v
′′(x) +
√−R(m− 1) coth(√ −R
m−1x
)
v′(x), on I1 ∪ I3
Lr,m(v)(x) = v
′′(x) +
√−R(m− 1) tanh(√ −R
m−1x
)
v′(x), on I2,
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(3) If R = 0, m > 1 then,
L0,mv(x) = v
′′(x) + m−1
x
on I1 ∪ I3
L0,mv(x) = v
′′(x) on I2,
Theorem 3.10. Let (M, g) be a compact Riemannian manifold of dimension m with Ricci
curvature bounded below by R. Let ϕλ be an eigenfunction of eigenvalue λ
2, let (a, b) ⊂ R be
a finite interval, and let vλ be a solution of
LR,mv = −λ2v, on (a, b)
satisfying:
• v′(a) = v′(b) = 0.
• v′ 6= 0 on (a, b).
• [minϕλ,maxϕλ] ⊂ [min vλ,max vλ].
Then
|∇(v−1λ ◦ ϕλ)| ≤ 1.
In other words, consider an interval (a, b) so that λ2 is the lowest eigenvalue of the Neumann
problem for LR,m on (a, b) and let vλ be the corresponding ground state eigenfunction. Then
if the range of ϕλ is contained in the range of vλ then at any points x ∈ M and y ∈ (a, b)
such that ϕλ(x) = vλ(y), |∇ϕλ(x)| ≤ |∇vλ(y)|.
3.9. Symmetry of positive and negative sets. Let M be a smooth compact manifold
and let ϕλ be a real nonconstant eigenfunction of the Laplacian on M . Let ϕ
+
λ , resp. ϕ
−
λ
denote the positive and the negative part of ϕλ. Since
∫
M
ϕλdVg = 0, it is obvious that∫
M
ϕ+λ dVg =
∫
M
ϕ−λ dVg. This represents a symmetry in L
1 between the positive and negative
parts. On the other hand, eigenfunctions are not necessarily symmetric in this sense for
higher Lp norms. The article [JN2] of Jakobson-Nadriashvili discusses the extent of such
symmetries and proves:
Theorem 3.11. [JN2] Then for p > 1 there exists a positive constant C, depending only on
p and M such that 1/C 6 ‖ϕ+λ ‖Lp/‖ϕ−λ ‖Lp 6 C.
3.10. Alexandroff-Bakelman-Pucci-Cabre´ inequality. The following is Cabre´’s improve-
ment of the Alexandroff-Bakelman-Pucci estimate. In the following, ||u|| denotes the L2 norm
in Ω.
Theorem 3.12. (see [Cab], Theorem 1.4) There exists a constant C = C(M, g) independent
of Ω so that, for any subdomain Ω ⊂M ,
||u||L∞(Ω) ≤ lim sup
x→∂Ω
|u|+ C|Ω| 12 ||∆u||.
Hence for any smooth function vanishing on ∂Ω, ||u||L∞(Ω) ≤ C|Ω| 12 ||∆u||.
Corollary 3.13. If ϕλ satisfies∆uλ = λ
2u and ϕλ|∂Ω = 0, then ||ϕλ||L∞(Ω) ≤ Cλ2|Ω| 12 ||ϕλ||.
An interesting application of this inequality to extrema of eigenfunctions on nodal domains
is given in [PS].
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3.11. Bers scaling near zeros. By Theorem 3.3, we know that at each x0 ∈ Nϕλ, the
order of vanishing k of ϕλ is finite.
Proposition 3.14. [Bers, HW2] Assume that ϕλ vanishes to order k at x0. Let ϕλ(x) =
ϕx0k (x)+ϕ
x0
k+1+· · · denote the C∞ Taylor expansion of ϕλ into homogeneous terms in normal
coordinates x centered at x0. Then ϕ
x0
k (x) is a Euclidean harmonic homogeneous polynomial
of degree k.
To prove this, one substitutes the homogeneous expansion into the equation ∆ϕλ = λ
2ϕλ
and rescales x→ λx, i.e. one applies the dilation operator
(44) Dx0λ ϕλ(u) = ϕ(x0 +
u
λ
).
The rescaled eigenfunction is an eigenfunction of the locally rescaled Laplacian
∆x0λ := λ
−2Dx0λ ∆g(D
x0
λ )
−1 =
n∑
j=1
∂2
∂u2j
+ · · ·
in Riemannian normal coordinates u at x0 but now with eigenvalue 1,
(45)
Dx0λ ∆g(D
x0
λ )
−1ϕ(x0 + uλ) = λ
2ϕ(x0 +
u
λ
)
=⇒ ∆x0λ ϕ(x0 + uλ) = ϕ(x0 + uλ).
Since ϕ(x0 +
u
λ
) is, modulo lower order terms, an eigenfunction of a standard flat Laplacian
on Rn, it behaves near a zero as a sum of homogeneous Euclidean harmonic polynomials.
The Bers scaling is used by S.Y. Cheng (see also earlier results of Hartman-Wintner
[HW, Ch1, Ch2]) to prove that at a singular point of ϕλ in dimension two, the nodal line
branches in k curves at x0 with equal angles between the curves. For further applications,
see [Bes]. Unfortunately, no analogue of the Bers scaling seems to exist at critical points
3.12. Heuristic scaling at non-zero points. One may ask what becomes of the scaling of
eigenfunctions on the length scale of ‘Planck’s constant’ h = λ−1j around a point where the
eigenfunction does not vanish. Since ϕ(x0+
u
λ
) is, modulo lower order terms, an eigenfunction
of a standard flat Laplacian on Rn, it is reasonable to think that asymptotically ϕλ behaves
like a sum of plane waves, i.e. that there exists a distribution dTλ on the unit sphere in
momentum space such that
(46) ϕλ(x0 +
u
λ
) ∼
∫
|ξ|=1
ei〈ξ,u〉dT x0λ (ξ).
This is not a rigorous definition of dTλ since ∼ has not been precisely defined.
However, examples suggest that there do exist rigorous plane wave approximations. For
instance, if we rescale the Helgason representation (18) for an eigenfunction on a hyperbolic
quotient, we obtain
ϕλ(z0 +
u
λ
) =
∫
B
e(iλ+1)〈z0+
u
λ
,b〉dTλ.
We have 〈z0+ uλ , b〉 = 〈z0, b〉+ uλ · b+O(λ−1) where u · b denotes the Euclidean inner product
of u with the element of S1 represented by b ∈ B = S1. Hence, e(iλ+1)〈z0 ,b〉dTλ is a plausible
candidate for the distribution. In this heuristic discussion, we neglect the remainder estimate
which requires an estimate of the λ dependence of dTλ.
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4. Nodal sets on C∞ Riemannian manifolds
In this section we review results on the nodal, critical and singular sets of eigenfunctions
in the smooth case. In §17 we review the much stronger results in the real analytic case.
The nodal set of an eigenfunction ϕλ is the zero set
(47) Zϕλ = {x ∈M : ϕλ(x) = 0}.
The global structure of the nodal set is determined by integrals
∫
Zϕλ
fdHn−1 of continuous
functions (or characteristic functions of nice sets) over Zϕλ . This seems very difficult, so
we study first the local structure of the set, e.g. its Hausdorf dimension and local Hausdorf
measure. In §17 we present some global results on the nodal set when the geodesic flow is
ergodic.
The following theorem, due to Bru¨ning after an observation of R. Courant (see [Br])), is
used to obtain lower bounds on volumes of nodal sets:
Theorem 4.1. If (Mn, g) is a C∞ compact Riemannian manifold without boundary, then
there exists C(M, g) > 0 so that, in each ball of radius ≥ C
λ
there exists a point where ϕλ
vanishes.
Proof. Fix x0, r and consider B(x0, r). If ϕλ has no zeros in B(x0, r), then B(x0, r) ⊂ Dj;λ
must be contained in the interior of a nodal domain Dj;λ of ϕλ. Now λ
2 = λ21(Dj;λ) where
λ21(Dj;λ) is the smallest Dirichlet eigenvalue for the nodal domain. By domain monotonicity
of the lowest Dirichlet eigenvalue (i.e. λ1(Ω) decreases as Ω increases), λ
2 ≤ λ21(Dj;λ) ≤
λ21(B(x0, r)). To complete the proof we show that λ
2
1(B(x0, r)) ≤ Cr2 where C depends only
on the metric. This is proved by comparing λ21(B(x0, r)) for the metric g with the lowest
Dirichlet Eigenvalue λ21(B(x0, cr); g0) for the Euclidean ball B(x0, cr; g0) centered at x0 of
radius cr with Euclidean metric g0 equal to g with coefficients frozen at x0; c is chosen so that
B(x0, cr; g0) ⊂ B(x0, r, g). Again by domain monotonicity, λ21(B(x0, r, g)) ≤ λ21(B(x0, cr; g))
for c < 1. By comparing Rayleigh quotients
R
Ω |df |2dVgR
Ω f
2dVg
one easily sees that λ21(B(x0, cr; g)) ≤
Cλ21(B(x0, cr; g0)) for some C depending only on the metric. But by explicit calculation with
Bessel functions, λ21(B(x0, cr; g0)) ≤ Cr2 . Thus, λ2 ≤ Cr2 .

For background we refer to [Ch]. A nice variation on the proof is given in [CM], where
eigenfunctions are converted to harmonic functions as §3.1, and Harnack’s inequality on
positive harmonic functions is used to prove Theorem 4.1. Another use of positivity is given
in [H] to prove λ1(B(x0, r)) ≥ λ: Let ur denote the ground state Dirichlet eigenfunction for
B(x0, r). Then ur > 0 on the interior of B(x0, r). If B(x0, r) ⊂ Dj;λ then also ϕλ > 0 in
B(x0, r). Hence the ratio
ur
ϕλ
is smooth and non-negative, vanishes only on ∂B(x0, r), and
must have its maximum at a point y in the interior of B(x0, r). At this point (recalling that
our ∆ is minus the sum of squares),
∇
(
ur
ϕλ
)
(y) = 0, −∆
(
ur
ϕλ
)
(y) ≤ 0,
so at y,
0 ≥ −∆
(
ur
ϕλ
)
= −ϕλ∆ur − ur∆ϕλ
ϕ2λ
= −(λ
2
1(B(x0, r))− λ2)ϕλur
ϕ2λ
.
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Since ϕλur
ϕ2λ
> 0, this is possible only if λ1(B(x0, r)) ≥ λ.
We recall that the nodal set of an eigenfunction ϕλ is its zero set. When zero is a regular
value of ϕλ the nodal set is a smooth hypersurface. This is a generic property of eigenfunc-
tions [U]. It is pointed out in [Bae] that eigenfunctions can always be locally represented in
the form
ϕλ(x) = v(x)
(
xk1 +
k−1∑
j=0
xj1uj(x
′)
)
,
in suitable coordinates (x1, x
′) near p, where ϕλ vanishes to order k at p, where uj(x′) vanishes
to order k − j at x′ = 0, and where v(x) 6= 0 in a ball around p. It follows that the nodal
set is always countably n− 1 rectifiable when dimM = n.
For a general C∞(M, g) of dimesion n, S.T. Yau [Y1, Y2] has conjectured that
(48) cM,gλ ≤ Hn−1(Zϕλ) ≤ CM,gλ.
Here, Hk is the k dimensional Haussdorf measure. The conjecture was proved in [DF] in the
real analytic case, which will be discussed in detail in §17; see Theorem 17.1. In the C∞
case, the lower bound was proved in dimension 2 by J. Bru¨ning [Br] and S.T. Yau. Because
of this result, and lower bounds in some other calculable cases, Yau conjectured the same
lower bound in all dimensions. It remains an open problem in dimensions ≥ 3.
Regarding upper bounds, in dimension two one has
Theorem 4.2. [DF4, Dong] Suppose (M, g) is C∞ and that dimM = 2. Then,
H1(Zϕλ) ≤ CM,gλ3/2.
Dong’s proof was based on the following integral formula:
Theorem 4.3. [Dong] Let q = |∇u|2 + λ2
n
u2. Then
Hn−1(Zu) = 1
2
∫
M
(∆ + λ2)|u|
q
dV.
In higher dimensions, the best estimate to date is the following:
Theorem 4.4. [HS] For any C∞ (M, g) of dimension n one has
Hn−1(Zϕλ) ≤ CM,gecM,gλ log λ.
4.1. Courant and Pleijel bounds on nodal domains. Another well-known result is
Courant’s nodal domain theorem:
Theorem 4.5. The number nk of nodal domains of the k satisfies nk ≤ k.
Here, a nodal domain is a component of M\Zϕλk . This estimate is not sharp. Pleijel [P]
proved:
Theorem 4.6. For any plane domain with Dirichlet boundary conditions, lim supk→∞
nk
k
≤
4
j21
≃ 0.691..., where j1 is the first zero of the J0 Bessel function.
He conjectured that the same result should be true for a free membrane, i.e. for Neumann
boundary conditions. This was recently proved in the real analytic case by I. Polterovich
[Po], using a result [TZ3] counting the number of nodal lines which touch the boundary.
Another recent result is the proof that there exists an asymptotic mean number of nodal
domains of random spherical harmonics [NS]; see §18.6.
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4.2. Critical and singular sets of eigenfunctions on C∞ Riemannian manifolds.
Critical points are points where ∇ϕλ(x) = 0. We denote the critical set by Σ = ∇ϕ−1λ (0).
Singular points are critical nodal points, i.e. critical points lying on the nodal hypersurface,
Σ0 = Σ ∩ N . The reader is warned that the term ‘critical point’ is sometimes used for
singular points. In general, the singular set is simpler to study than the critical set.
There exist simple examples such as surfaces of revolution where the critical point sets of
eigenfunctions are of codimension one. For instance, the rotationally invariant eigenfunctions
on a surface of revolution have S1 invariant critical point sets, and not all consist of fixed
points. Thus, zonal spherical harmonics have critical point sets consisting of unions of
lattitude circles.
For generic metrics, all of the eigenfunctions are Morse functions and consequently their
critical point sets are discrete [U]. However, there are no known bounds on the number of
critical points. In the analogy of eigenfunctions of eigenvalue λ2 to polynomials of degree
λ, a very naive application of Be´zout’s theorem suggests that the number of critical points
should be bounded above by Cλn, since the critical point equation is a system of n equations
of degree λ − 1 in n unknowns. Even for real analytic metrics, no rigorous results in this
direction are known. Any such bounds would have to reflect the non-degeneracy of the
critical points; a simple count could be unstable if a small perturbation of the metric had
a sequence of eigenfunctions with codimension one critical point sets. On the other hand,
no lower bound on the number of critical points exists: it is proved in [JN] that there exists
a Riemannian surface possessing a sequence of eigenfunctions with a fixed finite number of
critical points, answering a question of S.T. Yau [Y3], which asks if the number of critical
point for the eigenfunction grows when the eigenvalue grows (Yau believes that the answer
is positive for most metrics, and that it is interesting to understand it and to give some
estimate of the growth.) In [Y3], Yau also proved the existence of at least one nontrivial
critical point for surfaces that can not be guaranteed by standard Morse theory. Up to now,
this is the only result of proving existence of nontrivial critical points.
Singular sets have been studied for harmonic functions, eigenfunctions, and more general
solutions of elliptic equations. The singular set is somewhat simpler than the critical point
set. In the real analytic case, the singular set is known to be at most of codimension 2 and
Hm−2(Σ) <∞ (see [Fed], 3.4.8). This was extended to C∞ metrics in [HHL]. One has:
Theorem 4.7. [HNOO, HHL] Let dimM = n. There exists a constant CNR depending only
on the frequency function NR of ϕ in BR(0) such that the singular set Σ0 satisfies:
Hn−2(Σ0 ∩BR/2) ≤ CNR .
A key point in the proof is that the complex critical set of a homogeneous harmonic
polynomial in dimension n is of dimension ≤ n− 2.
Lin has conjectured:
Conjecture 4.8. If dimM = n, the singular set Σ satisfies:
Hn−2(Σ ∩BR/2) ≤ CN2R.
Theorem 4.9. [Dong] Suppose that dimM = 2 and let m(λj) denote the number of singular
points of ϕλj counted with multiplicity (i.e. m(λj) equals the sum over all singular points of
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the order of vanishing minus one). Then
m(λj) ≤ 1
4π
(
λ2V ol(M, g)− 2
∫
M
min(K, 0)dVg
)
,
where K is the Gaussian curvature.
5. The wave kernel of a compact Riemannian manifold
Global properties of eigenfunctions often arise from the fact that global eigenfunction are
eigenfunction of the wave group Ut = e
it
√
∆. We begin by reviewing some basic theory of the
wave equation on a compact Riemannian manifold.
The wave group of a Riemannian manifold is the unitary group Ut = e
it
√
∆ is defined by
the spectral theorem,
(49) U(t, x, y) =
∑
j
eitλjϕj(x)ϕj(y).
Closely related but simpler wave kernels are the even part of the wave kernel, cos t
√
∆ which
solves the initial value problem
(50)
{
( ∂
∂t
2 −∆)u = 0
u|t=0 = f ∂∂tu|t=0 = 0
Similar, the odd part of the wave kernel, sin t
√
∆√
∆
is the operator solving
(51)
{
( ∂
∂t
2 −∆)u = 0
u|t=0 = 0 ∂∂tu|t=0 = g
To employ wave kernels in spectral geometry it is indispensible to have approximations
defined in terms of geometric data. They were first constructed by Hadamard and Riesz and
are usually referred to as Hadamard(-Riesz) parametrices. There are alternative parametrices
due to Lax and Ho¨rmander.
We begin with the small-time Hadamard Riesz parametrices for cos t
√
∆, sin t
√
∆√
∆
. These
kernels only involve ∆ and their kernels can be constructed in the form
(52)
∫ ∞
0
eiθ(r
2−t2)
∞∑
j=0
Wj(x, y)θ
n−1
2
−j
reg dθ mod C
∞
whereWj are the Hadamard-Riesz coefficients determined inductively by the transport equa-
tions
(53)
Θ′
2Θ
W0 +
∂W0
∂r
= 0
4ir(x, y){( k+1
r(x,y)
+ Θ
′
2Θ
)Wk+1 +
∂Wk+1
∂r
} = ∆yWk.
Here, r = r(x, y) is the geodesic distance and θsreg is a regularization of θ
s at θ = 0; t−n
is the distribution defined by t−n = Re(t + i0)−n (see [Be]). We recall that (t + i0)−n =
e−iπ
n
2
1
Γ(n)
∫∞
0
eitxxn−1dx and also that
∫∞
0
eitxxn−1dx has precisely the same singularity at
t = 0 as the sum
∑∞
k=0 e
it(k+β
4
)(k + β
4
)n−1.
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The solutions are given by:
(54)
W0(x, y) = Θ
− 1
2 (x, y)
Wj+1(x, y) = Θ
− 1
2 (x, y)
∫ 1
0
skΘ(x, xs)
1
2∆2Wj(x, xs)ds
where xs is the geodesic from x to y parametrized proportionately to arc-length and where
∆2 operates in the second variable.
Performing the integrals, one finds that
(55) cos t
√
∆(x, y) ∼ Co|t|
∞∑
j=0
(−1)jwj(x, y) (r
2 − t2)j−
d−3
2
−2
−
4jΓ(j − d−3
2
− 1) mod C
∞
where Co is a universal constant and where Wj = C˜oe
−ij π
2 4−jwj(x, y),. Similarly
(56)
sin t
√
∆√
∆
(x, y) ∼ Cosgn(t)
∞∑
j=0
(−1)jwj(x, y)(r
2 − t2)j−
d−3
2
−1
−
4jΓ(j − d−3
2
)
mod C∞
Here, ∼ means that the difference of the two sides is a C∞ function on M ×M , or more
precisely, that if one truncates the sum after a number nR of terms, the difference lies in
CR(M ×M). The formulae are only valid for times t < inj(M, g) and for this reason are
called small-time parametrices. When the metric is real analytic, the series for the ampltiude
converges for t sufficiently small and (x, y) sufficiently near the diagonal [Be].
To obtain truly global results on eigenfunctions, one actually needs large time paramet-
rices. These are very complicated and in many respects are not understood. The simplest
way to obtain one is to use the group property of U(t) = U(t/N)N to determine the wave
kernel for all times from the wave kernel at a small time. It shows that for fixed (x, t) the
kernel U(t)(x, y) is singular along the distance sphere St(x) of radius t centered at x, with
singularities propagating along geodesics.
By a similar but more complicated calculation (using the action of
√
∆ on the oscillatory
integral for sin t
√
∆√
∆
, one has
(57) U(t, x, y) =
∫ ∞
0
eiθ(r
2(x,y)−t2)
∞∑
k=0
Wk(x, y)θ
d−3
2
−kdθ (t < inj(M, g))
where U0(x, y) = Θ
− 1
2 (x, y) is the volume 1/2-density, where the higher coefficients are
determined by transport equations, and where again θr is regularized at 0.
An alternative parametrix has the form
(58) U(t, x, y) =
∫
T ∗yM
eit|ξ|gy e−i〈ξ,exp
−1
y (x)〉A(t, x, y, ξ)dξ
where |ξ|gx is the metric norm function at x, and where A(t, x, y, ξ) is a polyhomogeneous
amplitude of order 0. The expression exp−1x (y) is again only defined in a sufficiently small
neighborhood of the diagonal. For background, we refer to [HoI-IV, D.G].
The existence of these parametrices is sufficient to prove:
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Theorem 5.1. U(t, x, y) ∈ D′(R ×M ×M) is a a Fourier intetgral operator of order −1
4
associated to the canonical relation,
Γ = {(t, τ, x, ξ, y, η) : τ + |ξ|g = 0, gt(x, ξ) = (y, η)} ⊂ T ∗(R×M ×M).
This means that U(t, x, y) can be locally written as a finite sum of oscillatory integrals∫
RM
eiϕ(t,x,y,ξ)a(t, x, y, ξ)dξ whose phases ϕ locally parametrize Γ in the following sense: De-
fine the critical set along the fibers by
Cϕ = {(t, x, y, ξ) ∈ R×M ×M × RM : dξϕ = 0}
and define the immersion iϕ : Cϕ → Γϕ ⊂ T ∗(R×M ×M) by
iϕ(t, x, y, ξ) = (t, dtϕ, x, dxϕ, y,−dyϕ).
For instance, when
ϕ(t, x, y, ξ) = −t|ξ|gy + 〈ξ, exp−1y (x)〉
one has
Cϕ = {(t, x, y, ξ) : expy(t
ξ
|ξ|g ) = x},
so that x, y are linked by a geodesic segment of length t and
Γϕ = {(t,−|ξ|gy , x, ξ, gt(x, ξ))}.
5.0.1. Manifolds without conjugate points. The Riemannian manifolds with the simplest
wave groups are those without conjugate points. A clear exposition is given in [Be]. We
recall that a Riemannian manifold (M, g) is without conjugate points if the exponential
maps expx : TxM → M have no singular points. In this case, the universal Riemannian
cover M˜ , the total space of covering map π : (M˜, g˜) → (M, g), is diffeomorphic to Rn
(n = dimM) and the exponential maps expx : TxM˜ → M˜ are diffeomorphisms for all x.
The distance function r˜ is globally well defined and real analytic away from the diagonal
∆M˜ of M˜ × M˜ .
On a manifold without conjugate points, the Hadamard and Lax-Ho¨rmander parametrices
for the wave kernel U˜(t, x, y) on M˜ × M˜ are well-defined for all t. The wave kernel on the
quotient M can be expressed in the form
(59) U(t, x, y) =
∑
γ∈Γ
U˜(t, x, γy)
where Γ is the deck transformation group of M˜ → M and where we implicitly identify x, y
with one of their lifts to M˜ . The series converges when one takes for U˜ the cos t
√
∆ or sin t
√
∆√
∆
:
by finite propagation speed, there are only a finite number of terms for each t namely terms
where r˜(x, γy) ≤ t. The unitary kernel eit
√
∆(t, x, y) does not have finite propagation speed,
but outside the light cone the kernel is smooth and the same finite number of terms of the
sum determine the singularity completely.
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6. Methods for global analysis
The global analysis is based on properties of eigenfunctions which derive from the fact that
they extend globally to M and hence solve the wave equation eigenvalue problem eit
√
∆ϕλ =
eiλtϕλ. The wave operator is very useful because it propagates singularities along geodesics.
Studying singularities of various expressions involving eigenfunctions and eigenvalues gives
further information that the local methods do not provide.
To take full advantage of the wave group it is important to use pseudo-differential opera-
tors, which transform well under conjugation by the wave group. We briefly review some of
the key properties of pseudo-differential operators in this section. For a detailed treatment,
we refer to [HoI-IV, EZ, DSj, GSj, T2].
We denote by Ψm(M) the space of pseudo-differential operators of order m on M . The
principal symbol of A is denoted σA.
6.1. Egorov’s theorem. Egorov’s theorem for the wave group concerns the conjugations
(60) αt(A) := UtAU
∗
t , A ∈ Ψm(M).
Such a conjugation defines the quantum evolution of observables in the Heisenberg picture.
Egorov’s theorem is the following:
Theorem 6.1. αt defines an order-preserving automorphism of Ψ
∗(M), i.e. αt(A) ∈
Ψm(M) if A ∈ Ψm(M), and that
(61) σUtAU∗t (x, ξ) = σA(Φ
t(x, ξ)) := Vt(σA), (x, ξ) ∈ T ∗M\0,
where Vt is the unitary operator (5).
6.2. Sharp Garding inequality. The Garding inequality addresses the question: To what
extent is the quantization Op(a) of a positive symbol a positive pseudo-differential operator?
Can one give lower bounds for expressions 〈Op(a)ϕj, ϕj〉 in terms of a?
The answer depends on the precise definition of Op(a). There is a somewhat complicated
quantization OpF (a) due to Friedrichs in the case of Rm such that OpF (a) ≥ 0 if a ≥ 0. But
for a general definition of Op(a) one can only expect the following sharp Garding inequality:
Theorem 6.2. For any f ∈ C∞(M), we have
〈Op(a)f, f〉 ≥ (inf a)||f ||2 − C||∆−1/2f ||2,
where ||f || is the L2-norm of f .
This immediately implies the
Corollary 6.3. If a ≥ 0, then
〈Op(a)ϕλ, ϕλ〉 ≥ −Cλ−1.
6.3. Operator norm and symbol norm. Another natural question comparing the prop-
erties of the classical observable a to its quantization Op(a) concerns traces and norms. For
instance,
Theorem 6.4. For any A ∈ Ψ0, ||σA||L∞ = infK ||A+K|| where the infimum is taken over
the set of compact operators K.
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6.4. Quantum Limits (Microlocal defect measures). One of the principal problems
in the global analysis of eigenfunctions is to determine the possible weak limits of the Wigner
measures, or microlocal defect measures, which arise from matrix elements.
To define them, we regard diagonal matrix elements as linear functionals on Ψ0
(62) ρk(A) = 〈Aϕk, ϕk〉.
We observe that ρk(I) = 1, that ρk(A) ≥ 0 if A =≥ 0 and that
(63) ρk(UtAU
∗
t ) = ρk(A).
Indeed, if A ≥ 0 then A = B∗B for some B ∈ Ψ0 and we can move B∗ to the right side.
Similarly (63) is proved by moving Ut to the right side and using the fact that the eigenvalues
of Ut are of modulus one. In quantum statistical mechanics, these properties are summarized
by saying that ρj is an invariant state on the algebra Ψ
0, or more precisely, on its closure in
the operator norm. An invariant state is the analogue in quantum statistical mechanics of
an invariant probability measure.
We denote by MI the convex set of invariant probability measures for the geodesic flow.
Further, we say that a measure is time-reversal invariant if it is invariant under the anti-
symplectic involution (x, ξ) → (x,−ξ) on T ∗M . We denote the time-reversal invariant
elements of MI by M+I .
Proposition 6.5. Any weak limit of the sequence {ρk} on Ψ0 is a time-reversal invariant,
gt invariant probability measure on S∗M , i.e. is an element of M+I .
Proof. For any compact operator K, 〈Kϕj , ϕj〉 → 0. Hence, any limit of 〈Aϕk, ϕk〉 is equally
a limit of 〈(A+K)ϕk, ϕk〉. By the norm estimate, the limit is bounded by infK ||A+K|| (the
infimum taken over compact operators). Hence any weak limit is bounded by a constant
times ||σA||L∞ and is therefore continuous on C(S∗M). It is a positive functional since each
ρj is and hence any limit is a probability measure. By Egorov’s theorem and the invariance
of the ρk, any limit of ρk(A) is a limit of ρk(Op(σA ◦ Φt)) and hence the limit measure
is invariant. It is also time-reversal since the eigenfunctions are real-valued, i.e. complex
conjugation invariant. 
Problem 6.6. Determine the set Q of ‘quantum limits’, i.e. weak* limit points of the
sequence {Φk} of distributions on the classical phase space S∗M , defined by∫
X
adΦk := 〈Op(a)ϕλk, ϕλk〉
where a ∈ C∞(S∗M).
The set Q is independent of the definition of Op. The simplest examples are the expo-
nentials on a flat torus Rm/Zm. By definition of pseudodifferential operator, Ae2πi〈k,x〉 =
a(x, k)e2πi〈k,x〉 where a(x, k) is the complete symbol. Thus,
(64) 〈Ae2πi〈k,x〉, e2πi〈k,x〉〉 =
∫
Rn/Zn
a(x, k)dx ∼
∫
Rn/Zn
σA(x,
k
|k|)dx.
A subsequence e2πi〈kj ,x〉 of eigenfunctions has a weak limit if and only if kj|kj | tends to
a limit vector ξ0 in the unit sphere in R
n. In this case, the associated weak* limit is
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Rn/Zn
σA(x, ξ0)dx, i.e. the delta-function on the invariant torus Tξ0 ⊂ S∗M for gt, de-
fined by the constant momentum condition ξ = ξ0. The eigenfunctions are said to localize
on this invariant torus. Given ξ0, we can always define a sequence kj so that
kj
|kj | → ξ0, and
thus, every invariant torus measure arises as a quantum limit.
In general, there are many possible limit measures. The most important are:
(1) Normalized Liouville measure. In fact, the functional ω of (72) is also a state on Ψ0
for the reason explained above. A subsequence {ϕjk} of eigenfunctions is considered
diffuse if ρjk → ω.
(2) A periodic orbit measure µγ defined by µγ(A) =
1
Lγ
∫
γ
σAds where Lγ is the length
of γ. A sequence of eigenfunctions for which ρkj → µγ obviously concentrates (or
strongly ‘scars’) on the closed geodesic.
(3) A finite sum of periodic orbit measures.
(4) A delta-function along an invariant Lagrangian manifold Λ ⊂ S∗M . The associated
eigenfunctions are viewed as localizing along Λ.
(5) A more general measure which is singular with respect to dµ.
All of these possibilities arise as (M, g) varies among Riemannian manifolds. Indeed, the
standard sphere provides an extreme example:
Theorem 6.7. [JZ] For the standard round sphere Sn, Q =M+I .
An important case is when ρkj → ω, i.e. the limit measure is Liouville measure. The
corresponding eigenfunctions become uniformly distributed on the energy surface S∗gM and
are sometimes called ’diffuse’. By testing against multplication operators, one gets
1
V ol(M)
∫
E
|ϕkj(x)|2dV ol→
V ol(E)
V ol(M)
for any measurable set E whose boundary has measure zero. In the interpretation of
|ϕkj(x)|2dV ol as the probability density of finding a particle of energy λ2k at x, this says
that the sequence of probabilities tends to uniform measure. However, ρkj → ω is much
stronger since it says that the eigenfunctions become uniformly distributed on S∗M and not
just on the configuration space M . For instance, on the flat torus Rn/Zn, the standard ex-
ponentials e2πi〈k,x〉 satisfy |e2πi〈k,x〉|2 = 1, and are thus uniformly distributed in configuration
space. On the other hand, as seen above, in phase space they localize on invariant Lagrange
tori in S∗M .
The flat torus is a model of a completely integrable system, on both the classical and
quantum levels. On the other hand, if the geodesic flow is ergodic one would expect the
eigenfunctions to be diffuse in phase space. The statement that the all eigenfunctions are
diffuse, i.e. Q = {ω}, is known as quantum unique ergodicity. It will be discussed in §15.
Off-diagonal matrix elements
(65) ρjk(A) = 〈Aϕλj , ϕλk〉
are also important as transition amplitudes between states. They no longer define states
since ρjk(I) = 0, are no longer positive, and are no longer invariant. Indeed, ρjk(UtAU
∗
t ) =
eit(λj−λk)ρjk(A), so they are eigenvectors of the automorphism αt of (60). A sequence of such
matrix elements cannot have a weak limit unless the spectral gap λj − λk tends to a limit
τ ∈ R. In this case, by the same discussion as above, any weak limit of the functionals
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ρjk will be a time-reversal invariant eigenmeasure of the geodesic flow which transforms by
eiτt under the action of gt. Examples of such eigenmeasures are orbital Fourier coefficients
1
Lγ
∫ Lγ
0
e−iτtσA(gt(x, ξ))dt along a periodic orbit. Here τ ∈ 2πLγZ. We denote by Qτ such
eigenmeasures of the geodesic flow. Problem 1 has the following extension to off-diagonal
elements:
Problem 6.8. Determine the set Qτ of ‘quantum limits’, i.e. weak* limit points of the
sequence {ρkj} on the classical phase space S∗M .
As will be discussed in §15.3, the asymptotics of off-diagonal elements depends on the
weak mixing properties of the geodesic flow and not just its ergodicity.
7. Singularities pre-trace formulae
One of the principal methods for relating eigenfunctions and geodesic flow are the local
Weyl laws. One form of the local Weyl law is to find the asymptotics and remainder for the
pointwise sums,
N(λ; x) =
∑
j:λj≤λ
|ϕλj(x)|2.
Another is to find, for A ∈ Ψ0, the asymptotics and remainder for
NA(λ) =
∑
j:λj≤λ
〈Aϕλj , ϕλj〉.
In both cases, the asymptotics are determined by a Fourier Tauberian method, by studying
the singularities of the dual trace,
S(t, x) =
∑
j
eitλj |ϕλj(x)|2,
resp.
SA(t) =
∑
j
eitλj 〈Aϕλj , ϕλj〉.
7.1. Duistermaat-Guillemin short time pre-trace formula. By a pre-trace formula
one means a ‘geometric’ singularities formula for the wave kernels
U(t, x, x) =
∑
j
eitλjϕλj (x)
2
on the diagonal. The actual trace formula is the integral over M of the pre-trace formula.
The trace formula clearly gives only spectral information, while the pre-trace formula gives
information on eigenfunctions.
Proposition 7.1. [D.G] Let (M, g) be a C∞ compact Riemannian manifold of dimension
n. Then there exists a sequence ω1, ω2, . . . of real valued smooth densities on M such that,
for every ρ ∈ S(R) with supp ρˆ contained in a sufficiently small neighborhood of 0 and ρˆ ≡ 1
in a small neighborhood of 0,∑
j
ρ(λ− λj)|ϕλj (x)|2 ∼
∞∑
k=0
ωkλ
n−k−1
LOCAL AND GLOBAL ANALYSIS OF EIGENFUNCTIONS ON RIEMANNIAN MANIFOLDS 43
as λ→∞ (and rapidly decaying as λ→ −∞) with
ω0(x) = V ol(S
∗
xM), ω1 = 0 = ωn;ωk = 0 for odd k.
Proof. One uses a short-time parametrix,
U(t, x, y) = (2π)−n
∫
Rn
eiϕ(t,x,y,η)a(t, x, y, η)dη
where α is a classical symbol of order m and where ϕ(t, x, y, η) = ψ(x, y, η) − t|η|, with
ψ(x, y, η) = 0 if 〈x− y, η〉 = 0. Hence,
ρ ∗ dN(λ, x) =
∫
R
eiλtρˆ(t) U(t, x, x)dt
= (2π)−n
∫
R
∫
Rn
eiλtρˆ(t)e−it|η|a(t, x, x, η) dη dt .
One now changes variables η → λη, puts the dξ integral into polar coordinates ξ = rω, |ω| = 1
and carries out the dtdr integral by the method of stationary phase.

The same kind of argument applies to NA(λ):
Proposition 7.2. For A ∈ Ψm(M), let NA(λ) =
∑
λj≤λ(Aϕj , ϕj). Then for any ρ ∈ S(R)
with ρˆ ∈ C∞0 (R), supp ρˆ ∩ Lsp(M, g) = {0} and with ρˆ ≡ 1 in some interval around 0, we
have:
ρ ∗ dNA(λ) ∼
∞∑
k=0
αkλ
n+m−k−1 (λ→ +∞)
where:
n = dimM, α0 =
∫
S∗M
σAdµ, αk =
∫
S∗M
ωkdµ
where ωk is determined from the k-jet of the complete symbol a of A.
Proof. The only new step is to apply A to the parametrix for Ut. Applying a ψDO to
aeiϕ produces an expression αeiϕ with the same phase and only a change in the amplitude.
Hence,
AU(t, x, y) = (2π)−n
∫
Rn
α(t, x, y, η)eiϕ(t,x,y,η)dη
where α is a classical symbol of order m. Now proceed as before.
7.2. Long time pre-trace formulae. We now discuss pre-trace formulae for U(t, x, x) for
long times t. The main difficulty is that there is no better parametrix for U(t, x, x) than to
use the group formula U(t) = U(t/N)N to reduce to times < inj(M, g). But this will require
N ×m integral signs and amplitudes that are difficult to control. Moreover, the singularities
become very difficult to control.
One can get a good idea of the difficulties by studying the simplest case, that of manifolds
without conjugate points. This case is a rather straightforward generalization of the Selberg
pre-trace formula for compact hyperbolic manifolds. The key feature is that there exists a
global in time parametrix on the universal cover, so it is not necessary to assume that the
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suppport of ρˆ is small. As in the classical trace formula, one organizes the elements γ ∈ Γ
(the deck transformation group) into conjugacy classes γˆ. One then has
U(t, x, x) =
∑
γˆ
Uγˆ(t, x, x),
where
Uγˆ(t, x, y) =
∑
α∈Γ/Γγ
U˜(t, x, α−1γαx) =
∑
α∈Γ/Γγ
U˜(t, αx, γαx),
since α is an isometry. Here, Γγ is the stabilizer in Γ of γ.
In this case, it is best to use the Hadamard parametrix. Since we are interested in the
long time singularities, we can use the phase function r − t instead of r2 − t2. Either one
parameterizes the graph of the geodesic flow away from r = 0. One then has,
ρ ∗ dN(λ, x) = ∑γ∈Γ ∫
R
eiλtρˆ(t) U˜(t, x, γx)dt
= (2π)−n
∑
γˆ
∑
α∈Γ/Γγ
∫
R
∫
R+
eiλtρˆ(t)eiθ(r(αx,γαx)−t))a(αx, γαx, θ) dθ dt
= (2π)−n
∑
γˆ
∑
α∈Γ/Γγ
∫
R
∫
R+
ρˆ(t)eiλ(t+θ(r(αx,γαx)−t))a(αx, γαx, θ) dθ dt .
To determine the asymptotics as λ → ∞ one again applies stationary phase. The phase
function is critical when θ = 1, t = r(αx, γαx). This corresponds to the times t when there
exists a geodesic loop at x ∈ M (i.e. at αx ∈ M˜). The geodesic loops are in one-one
correspondence with conjugacy classes in Γ and hence form a countable set. However, the
growth rate of this set as t→∞ is often exponentially large. Thus, if supp ρˆ ⊂ [−T, T ], then
there are often eCT terms in the sum over γ. This makes it difficult to control the remainder
terms.
7.3. Safarov trace formula. Safarov added some precision to the Duistermaat-Guillemin
singularities pre-trace formula. For fixed x, Given x ∈ M , we let Lx denote the set of loop
directions at x:
(66) Lx = {ξ ∈ S∗xM : ∃T : expx Tξ = x}.
We let Tx : S
∗
xM → R+ ∪ {∞} denote the return time function to x,
Tx(ξ) =
 inf{t > 0 : expx tξ = x}, if ξ ∈ Lx;
+∞, if no such t exists.
We then define the first return map by Φx = g
Tx
x : Lx → S∗xM. We also define T (k)(ξ) to be
the time of kth return for directions which loop back at least k times.
We then consider the positive partially unitary operator (the Perron-Frobenius operator)
Ux : L
2(Lx, |dω|)→ L2(S∗x, |dω|), Uxf(ξ) =
 f((Φx)(ξ))
√
Jx(ξ), ξ ∈ Lx,
0, ξ /∈ Lx.
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Here, Jx is the Jacobian of the map Φx, i.e. Φ
∗
x|dξ| = Jx(ξ)|dξ|. We have:
kerUx = {f ∈ L2(S∗x) : supp f ∩ Φx(Lx) = ∅}; ImUx = {f ∈ L2(S∗x) : supp f ⊂ Lx}.
We further define
U±x (λ) = e
iλT±x U±x .
Let ρT be the dilated test function satisfying ρ̂T (τ) = ρˆ(
τ
T
). The pre-trace formula then
has the form,
(67) ρT ∗ dN(λ, x) = a0(x)λn−1 + λn−1
∫
Lx
∞∑
k=1
ρˆ(
T
(k)
x (ξ)
T
)Ux(λ)
k|dξ|+ oT,x(λn−1).
A key point in the proof is that the phase of the oscillatory integral for the left side only
has a stationary phase point at ξ ∈ Lx. That reduces the integral to one over Lx modulo an
error oT (λ
n−1). For the details, we refer to Proposition 4.1.16 of [SV].
8. Weyl law and local Weyl law
The classical Weyl law asymptotically counts the number of eigenvalues less than λ,
(68) N(λ) = #{j : λj ≤ λ} = |Bn|
(2π)n
V ol(M, g)λn +O(λn−1).
Here, |Bn| is the Euclidean volume of the unit ball and V ol(M, g) is the volume of M with
respect to the metric g. Equivalently,
(69) TrEλ =
V ol(|ξ|g ≤ λ)
(2π)n
+O(λn−1),
where V ol is the symplectic volume measure relative to the natural symplectic form
∑n
j=1 dxj∧
dξj on T
∗M . Thus, the dimension of the space where H =
√
∆ is ≤ λ is asymptotically the
volume where its symbol |ξ|g ≤ λ.
The Weyl law with remainder is proved by using the integrated version of Proposition
7.1 together with the Fourier Tauberian estimate N(λ) − ρ ∗ N(λ) = O(λn−1), valid when
ρ∗dN(λ) = O(λn−1). The latter is visibly true from Proposition 7.1. See the Appendix §19,
Theorem 19.1.
Proposition 7.1 assumes that ρˆ is supported in a small interval around t = 0. Thus it only
takes into account the generic singularity at t = 0. An improved, two-term Weyl law has
been proved which takes into account the singularities of Tr cos t
√
∆ for larger values of t.
The singular t 6= 0 are the lengths of the closed geodesics γ of gt. The size of the remainder
reflects the measure of closed geodesics.
(1) In the aperiodic case, Ivrii’s two term Weyl law states
N(λ) = #{j : λj ≤ λ} = cm V ol(M, g) λm + o(λm−1)
where m = dimM and where cm is a universal constant.
(2) In the periodic case, the spectrum of
√
∆ is a union of eigenvalue clusters CN of the
form
CN = {(2π
T
)(N +
β
4
) + µNi, i = 1 . . . dN}
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with µNi = 0(N
−1). The number dN of eigenvalues in CN is a polynomial of degree
m− 1.
We refer to [D.G, HoI-IV, SV, Z1] for background and further discussion.
The integrated Weyl law is relevent to spectral theory, while the pointwise local Weyl law
is relevant to eigenfunctions. By the same Fourier Tauberian theorem, one has ([D.G]),
(70)
∑
λj≤λ
|ϕj(x)|2 = 1
(2π)n
|Bn|λn +R(λ, x),
where R(λ, x) = O(λn−1) uniformly in x. In this case one obtains a o(λn−1) remainder if the
set of geodesic loops at x has measure zero. Such refinements will be discussed in §14.2.
The other local Weyl law concerns the traces TrAE(λ) where A ∈ Ψm(M). It asserts that
(71)
∑
λj≤λ
〈Aϕj, ϕj〉 = 1
(2π)n
(∫
B∗M
σAdxdξ
)
λn +O(λn−1).
When the periodic geodesics form a set of measure zero in S∗M , one could average over
the shorter interval [λ, λ + 1]. Combining the Weyl and local Weyl law, we find the surface
average of σA is a limit of traces:
(72)
ω(A) :=
1
µ(S∗M)
∫
S∗M
σAdµ
= lim
λ→∞
1
N(λ)
∑
λj≤λ
〈Aϕj, ϕj〉
Here, µ is the Liouville measure on S∗M .
9. Local and global Lp estimates of eigenfunctions
One of the applications of pointwise and local Weyl laws is to obtain bounds on Lp norms
of L2-normalized eigenfunctions, when p is sufficiently large. Estimates of the L∞ norms can
be obtained from the local Weyl law (12.4). We use the notation f(λ) = O(g(λ)) if there
exists a constant C such that f(λ) ≤ Cg(λ), and f(λ) = Ω(g(λ)) if there exists a constant
C such that f(λj) ≥ Cg(λj) for some sequence λj → ∞ (in other words, the negation of
f = o(g(λ)).
Proposition 9.1. Let (M, g) be a compact m-dimensional C∞ Riemannian manifold. Then
||ϕλj ||L∞ = O(λ
m−1
2
j ).
Proof. Since the jump in the the left hand side of (70) at λ is
∑
j:λj=λ
|ϕλj(x)|2 and the jump
in the right hand side is the jump of R(λ, x), we have
(73)
∑
j:λj=λ
|ϕλj (x)|2 = O(λm−1j ) =⇒ ||ϕλj ||L∞ = O(λ
m−1
2
j ).

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We note that this estimate is stronger by the factor λ−
1
2 than the estimate obtained by
Sobolev estimates of eigenfunctions: If dimM = m, then
||ϕλ||Lp ≤ λm(
1
q
− 1
p
)||ϕλ||Lq .
Thus, when p =∞, the Sobolev estimate gives ||ϕλ||L∞ ≤ λm2 ||ϕλ||L2.
For general Lp-norms, the following bounds hold on any compact Riemannian manifold
Theorem 9.2. [Sog]:
(74)
‖ϕλ‖p
‖ϕλ‖2 = O(λ
δ(p)), 2 6 p 6∞.
where
(75) δ(p) =
{
n(1
2
− 1
p
)− 1
2
, 2(n+1)
n−1 6 p 6∞
n−1
2
(1
2
− 1
p
), 2 6 p 6 2(n+1)
n−1 .
These estimates are sharp for some (M, g). For instance, on the unit sphere Sn ⊂ Rn+1,
the zonal spherical harmonics achieve the maximal L∞ norm. Moreover, the highest weight
spherical harmonics on S2 saturate the bounds for small Lp norms: using Gaussian integrals,
one easily finds that ||(x+ iy)k||L2(S2) ∼ k−1/4. For instance,∫
R3
(x2 + y2)ke−(x
2+y2+z2)dxdydz = ||(x+ iy)k||2L2(S2)
∫∞
0
r2ke−r
2
r2dr,
=⇒ ||(x+ iy)k||2L2(S2) = Γ(k+1)Γ(k+ 3
2
)
∼ k−1/2.
Thus, the L2 normalized highest weight vector has the form k1/4(x+ iy)k. It achieves its
L∞ norm at (1, 0, 0) where it has size k1/4. More importantly, it is an extremal for Lp for
2 ≤ p ≤ 6. For instance,∫
R3
(x2 + y2)3ke−(x
2+y2+z2) = ||(x+ iy)k||6L6(S2)
∫∞
0
r6ke−r
2
r2dr,
=⇒ ||(x+ iy)k||6L6(S2) = Γ(6k+1)Γ(6k+ 3
2
)
∼ k−1/2.
Hence, the L6 norm of k1/4(x+ iy)k equals
k1/4k−1/12 = k1/6.
Since λk ∼ k and δ(6) = 16 in dimension 2, we see that it is an extremal.
It is natural to ask if extremals (in order of magnitude) for the Lp norms necessarily
resemble these examples. This motivates the problems:
(1) What is the structure of eigenfunctions which are maximal for the Lp norms?
(2) Determine the (M, g) for which L∞(λ, g) = Ω(λ
n−1
2 ).
(3) At the other extreme, determine the structure of eigenfunctions which minimize the
Lp norms, and determine the (M, g) with a uniformly bounded orthonormal basis of
eigenfunctions. Irrational flat tori are examples.
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9.1. Sketch of proof of the Sogge Lp estimate. We now sketch the proof of the Sogge
estimates, following the appraoch in [KTZ].
The estimates are proved by interpolation from three estimates: p = ∞, 2(n+1)
n−1 (for n 6=
1). The L2 estimate is of course trivial. The L∞ estimate already followed from the un-
integrated local Weyl law with remainder estimated by the Fourier Tauberian method. We
will nevertheless sketch an alternative proof which has more in common with the L
2(n+1)
n−1
estimate.
9.1.1. The L∞ estimate.
Proof. The first observation is that the estimates are local in phase space T ∗M . That is, the
estimate holds for ϕλ if it holds for χ(x, λ
−1D)ϕλ for any microlocal cutoff χ(x, λ−1D) =
Opλ−1(χ), where χ is a smooth function on T
∗M\0 which is supported in a small conic subset
(i.e. the cone through a small open subset of S∗gM .)
The semi-classical symbol of λ−2∆−1 equals p(x, ξ) = |ξ|2g−1. We may choose coordinates
in the support of χ so that ∂ξ1(|ξ|2g − 1) 6= 0. Locally write p = p(x, ξ′, ξ1), where ξ′ =
(ξ2, . . . , ξm). By the implicit function theorem, there exists a local function a(x, ξ
′) such that
ξ1 = a(x, ξ
′) when p = 0, and there exists a symbol q(x, ξ) > 0, on the support of χ so that
(76) p(x, ξ) = q(x, ξ)(ξ1 − a(x, ξ′)).
Quantizing the right factor and using the support properties of the symbol, we get
(77)
(q(x, λ−1D)(λ−1Dx1)− a(x, λ−1D′)) (χ(x, λ−1D)ϕλ) = (λ−2∆− 1)χ(x, λ−1D)ϕλ
= [λ−2∆, χ(x, λ−1D)]ϕλ = O(λ−1).
Since q(x, λ−1D) is elliptic we may invert it to obtain,
(78) fλ(x1, x
′) := (λ−1Dx1 − a(x, λ−1D′))χ(x, λ−1D)ϕλ = O(λ−1).
Let E(t) be the unitary evolution operator which solves
(79) (λ−1Dt − a(t, x′, λ−1D′))χ(t, x′, λ−1D)u = f
with E(0) = Id. The L∞ estimate then follows from the Sobolev bound in dimension m− 1
as long as
(80) ||χ(x, λ−1D)ϕλ(x1, ·)||L2(Rm−1) = O(1).
This follows by solving the ODE (79) in the x1 variable. If the right side were equal to
zero, it would be solved by a unitary evolution operator E(t)(χ(x,D)ϕλ)ϕλ(0, x
′). One then
solves the inhomogeneous equation by the Duhamel formula,
(χ(x, λ−1D)ϕλ)(x1, x′) = E(x1)(χ(x, λ−1D)ϕλ)(0, x′) + iλ
∫ x1
0
E(t− s)O(λ−1)ds,
proving (80) and completing the proof of the Theorem.

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9.1.2. The L
2(n+1)
n−1 estimate. The estimate to be proved is that
(81) ||ϕλ||
L
2(n+1)
n−1
≤ Cλ n−12(n+1) .
We start again with the symbol factorization (76) and the estimate (77), which implies
(82)
∫
R
||f(x1, ·)||L2(Rn−1)dx1 ≤ C||f ||L2(Rn) = O(λ−1).
We now use the evolution operator E(t) of (79). The equation is time dependent, so the
solution operator solves an operator ODE of the form
(83) λ−1DtE(t, s) + A(t)E(t, s) = 0, E(t, t) = Id.
Then there exists a parametrix for E(t) of the type (140). More generally, suppose that
F (t, s) solves the equation (19.1) with initial condition F (s, s) = G(s)(x, λ−1D), a smoothing
operator. Then for small times t ∈ (0, t0) there exists an oscillatory integral parametrix
F (t, s)u(x) = λ−k
∫
Rk
eiλ(ϕ(t,s,x,η)−〈y,η〉)b(t, x, η;λ)dydη +R(t, s)u(x),
where R(t, x) is a smoothing operator.
Let U(t, s) = ψ(t)F (t, s)χ(x, λ−1D) where χ ∈ C∞c (R). Then the main point is to prove,
(84) sup
s∈I
(∫
R
||U(t, s)f ||pLq((Rn)dt
) 1
p
≤ Cλ− 1p ||f ||L2(Rn).
For the application to the L
2(n+1)
n−2 estimate one takes p = q = 2(n+1)
n−2 , and we assume this
from now on. The idea of the proof is to use the oscillatory integral parametrix for F and
U(t, s) and the stationary phase method to prove,
(85) ||U(t, r)U(s, r)∗f ||L∞ ≤ Cλ(n−1)/2(λ−1 + |t− s|)−(n−1)/2.
Then (84) follows by an abstract Strichartz estimate (see [KTZ] for references).
One can choose ψ and χ so that
χ(x, λ−1D)ϕλ(x1, x′) = iλ
∫ x1
0
U(x1, s)fλ(s, x
′)ds+O(λ−∞).
Then,
(86)
||χ(x, λ−1D)ϕλ(x1, x′)||
L
2(n+1)
n−1
≤ λλ n−12(n+1) ∫
R
||fλ(x, ·)||L2(Rn−1)ds+O(λ−∞)
≤ Cλ n−12(n+1) .
9.2. Generic non-sharpness of Sogge estimates. As the proof indicates, the Sogge
bounds are ‘(micro-) local results’, and do not take the global dynamics of the geodesic
flow into account. The dynamics of the geodesic flow has a strong impact on the growth of
Lp norms of eigenfunctions. In [SoZ], it is shown that the Sogge Lp estimates for large p are
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very rarely sharp. To state the result, we need some notation. Let Vλ := {ϕ : ∆ϕλ = λϕλ}
denote the λ-eigenspace for λ ∈ Sp(∆) and define
(87) L∞(λ, g) = sup
ϕ∈Vλ
||ϕ||
L2
=1
||ϕ||L∞, ℓ∞(λ, g) = inf
ONB{ϕj}∈Vλ
( sup
j=1,...,dimVλ
||ϕj||L∞).
Thus, L∞(λ, g) = O(λ
n−1
2 ) for any (M, g).
We define the measure |Lx| of loops at x (see (66) for the definition) as the surface measure
on S∗gM induced by the metric gx on T
∗
xM . For instance, the poles xN , xS of a surface of
revolution (S2, g) satisfy |Lx| = 2π.
Theorem 9.3. If L∞(λ, g) = Ω(λ
n−1
2 ), then there exists a point x0 such that |Lx0| > 0. In
particular, if g is analytic, then all geodesics leaving x0 must return to x0 at the same time.
The proof is based on a study of the remainder term in the local Weyl law. The main step
is:
Lemma 9.4. Let R(λ, x) denote the remainder for the local Weyl law at x. Then
(88) R(λ, x) = ox(λ
n−1) if |Lx| = 0.
Additionally, if |Lx| = 0 then, given ε > 0, there exists a neighborhood N of x and Λ <∞,
both depending on ε so that
(89) |R(λ, y)| 6 ελn−1, y ∈ N , λ > Λ.
Thus, there are topological conditions on M which are necessary for M to possess a real
analytic metric such that some sequence of eigenfunctions has the maximally growing L∞
norms. In dimension two, only the sphere possesses such a metric. Moreover, the maximal
growth rate of L∞ exhibited by zonal spherical harmonics can never occur for a metric on
S2 with ergodic geodesic flow.
Theorem 9.3 is certainly not the end of the story. In all known cases where ‘maximal
eigenfunction growth’ occurs, all geodesics leaving the ‘pole’ x0 return to it at the same time
T , not just a set of positive measure. Further, the ‘first return map’ GT : S∗x0M → S∗x0M is
the identity map. One would hope to prove that the second property holds at least on a set
of positive measure.
When the geodesic flow is ‘chaotic’ (i.e. highly mixing), it is expected that the eigen-
functions resemble Gaussian random functions. The random wave model (see §18) then
predicts that eigenfunctions of Riemannian manifolds with chaotic geodesic flow should have
the bounds ||ϕλ||Lp = O(1) for p < ∞ and that ||ϕλ||L∞ < C
√
log λ. But no rigorous PDE
methods to date have done better than O(λ
n−1
logλ
). There also exist counterexamples to the
logarithmic estimate on special arithmetic hyperbolic quotients (see [RS, IS, Don2]). As in
the case of zonal spherical harmonics on surfaces of revolution (but using Hecke operators
in place of the rotations), there exist special eigenfunctions which take large values at ‘fixed
points’ of the Hecke action or theta-corresopondence. In general, the exponential growth of
the geodesic flow is a huge obstacle to improving the estimate beyond the logarithm. Further
discussion of L∞-norms, as well as zeros, will be given at the end of §15 for ergodic systems.
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10. Gaussian beams and quasi-modes associated to stable closed geodesics
We noted above that highest weight spherical harmonics maximized Lp norms for 2 ≤ p ≤
2(n+1)
n−1 , and we noted that they had the shape of an oscillating bump along the equator with
Gaussian decay in the transverse direction. Such eigenfunctions are only known in a few
cases, all of them quantum completely integrable: convex surfaces of revolution, ellipsoids
and ellipses. What they have in common is the existence of a stable elliptic closed geodesic
along which to construct a Gaussian beam.
The construction of Gaussian beams is possible on any compact Riemannian manifold
with a stable elliptic closed geodesic. However, in general it only produces an approximate
eigenfunction or quasi-mode. We review them in this section since they are a good introduc-
tion to quantum Birkhoff normal forms and local models. In the following section we will
consider quantum integrable systems where the construction produces true eigenfunctions.
References for Gaussian beams and more general quasi-modes are [B.B, Ra, Ra2, TZ2, W]
among many other places. We follow [Z8] and [B.B] Chapter 9.
Quasi-modes along stable elliptic orbits are approximate eigenfunctions (sometimes exact)
which have the form of Gaussian beams along geodesics. A Gaussian beam is a simple
oscillatory function eiks along the geodesic times a transverse Gaussian or (more generally)
Hermite function. Hence, the quasi-modes are very localized along closed geodesics and in a
sense are the best localized approximate eigenfunctions.
Let (M, g) be a Riemannian manifold of dimension m = n+1 with a stable elliptic closed
geodesic γ of length L. We assume γ is an embedded (non self-intersecting) curve with an
orientable normal bundle, and use Fermi normal coordinates (s, y) along γ. That is, we fix
an origin γ(0) and let s denote arc-length on γ. The exponential map exp : Nγ → Tǫ(γ)
from the ǫ-ball in the normal bundle along γ to a tubular neighborhood of radius ǫ is a
diffeomorphism and any choice of linear coordinates on Nγ endows Tǫ(γ) with Fermi normal
coordinates.
We denote the eigenvalues of the linear Poincare´ map by {eiαj}. For q ∈ Nm we put
rkq =
1
L
(2πk +
n∑
j=1
(qj +
1
2
)αj)
In this section, Planck’s constant takes the form,
h = r−1kq .
10.1. Local model. The model space is the normal bundle Nγ along γ, which may be
identified with Rn × S1. On the quantum level, the model Hilbert space is isomorphic to
H = H2(S1L)⊗L2(Rn), where H2(S1L) is the Hardy space of the circle of length L = Lγ . An
orthonormal basis of L2(Rn) of joint eigenfunctions of Harmonic oscillators
Iˆj = Iˆj(y,Dy) :=
1
2
(D2yj + y
2
j )
is provided by the Hermite functions Dq, q ∈ Nn. Here, D0 is the Gaussian D0(y) = e− 12 |y|2,
while Dq := CqA
∗q1
1 ...A
∗qn
n D0(q ∈ Nn), with Cq = (2π)−n/2(q!)−1/2, q! = q1!...qn! and where
Aj := yj + iDyj A
∗
j = yj − iDyj
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are the creation/annihiliation operators. An orthonormal basis of H2(S1L)⊗ L2(Rn) of joint
eigenfunctions of d
ds
and the Iˆj is then furnished by
ϕokq(s, y) := ek(s)⊗Dq(y), ek(s) := e
2π
L
iks.
This model needs to be adapted to γ in the sense that Rn × S1 needs to be converted to
the normal bundle Nγ. Without explaining this in detail, it may be illustrated by the fact
that the adapted model transverse ground state Hermite function is
Uo(s, u) = (detY (s))
−1/2ei
1
2
〈Γ(s)u,u〉,
where Y = (yjk) is the matrix whose columns are a basis of vertical Jacobi fields along γ
and where Γ(s) := dY
ds
Y −1. Higher transverse Hermite functions are obtained by applying
standard creation/annihilation operators
Λj =
∑n
k=1(iyjkDuk − dyjkds uk) Λ∗j =
∑n
k=1(−iyjkDuk − dyjkds uk)
(adapted to γ):
Uq = Λ
q1
1 ...Λ
qn
n Uo.
Roughly speaking, the metaplectic representation µ maps the model eigenfunctions on Rn×
S1 to the normal bundle Nγ . Introducing the symplectic matrix
as :=
(
ImY˙ (s)∗ ImY (s)∗
ReY˙ (s)∗ ReY (s)∗
)
.
with s ∈ S1L, we introduce the unitary metaplectic operator (depending on the parameter s)
µ(a) :=
∫ ⊕
γ
µ(as)ds on
∫ ⊕
S1L
L2(Rn)ds. Then µ(a) conjugates standard creation/annihilation
operators to the adapted ones, and thus explains why the full quasi-mode is obtained by
applying adapted creation/annihilation operators. We refer to [Z8, B.B] for further details.
10.2. WKB ansatz for a Gaussian beam. The most direct way to construct the Gaussian
beam is to try to construct an approximate solution u = eisλU(s, y1, . . . , yn) of (∆−λ2)u = 0.
Assuming that U is localized in a λ−1/2 neighborhood of 0, one obtains a parabolic transport
equation for U ,
(90) LU := 2iλ∂U
∂s
+
n∑
j=1
∂2U
∂y2j
− λ
n∑
j,h=1
Kjh(s)yjyhU = 0,
where Kjk are components of R(T, Y )T where R is the curvature tensor and where T = γ˙.
The detailed ansatz {Φkq(s,√rkqy)} of [B.B] is defined by
(91) Φkq(s,
√
rkqy) = e
irkqs
∞∑
j=0
r
− j
2
kq U
j
2
q (s,
√
rkqy, r
−1
kq )
with Uoq = Uq and where U
j
q are constructed inductively so that
(92) ∆ Φkq(s,
√
rkqy, r
−1
kq ) ∼ λ2kqΦkq(s,
√
rkqy),
where
(93) λkq ≡ rkq + p1(q)
rkq
+
p2(q)
r2kq
+ ....
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The numerators pj(q) are polynomials of degrees j + 1. Thus one simultaneously constructs
approximate eigenfunctions and eigenvalues around a stable elliptic geodesic. For each q and
large k, the right side solves the eigenvalue problem to high approximation with a sequence
of functions concentrated near γ.
Instead of scaling the WKB quasi-mode, one can scale the Laplacian. More precisely
(see [Z8]), one rescales the Laplacian around γ in Tǫ(γ) and conjugates by e
irqks using the
operators (with h = r−1kq ),
Th(f(s, u)) := h
−n/2f(s, h−
1
2u), Mh(f(s, u)) := e
i
hL
sf(s, y).
We define the scaling of an operator A as Ah := T
∗
hM
∗
hAThMh. Then a simple computation
gives
−∆h = −(hL)−2goo[h]+2i(hL)−1goo[h]∂s+i(hL)−1Γo[h]+h−1(
n∑
ij=1
gij[h]∂ui∂uj )+h
− 1
2 (
n∑
i=1
Γi[h]∂ui)+(σ)[h],
where the subscript [h] indicates to dilate the coefficients of the operator in the form,
fh(s, u) := f(s, h
1
2u). One then has,
∆h ∼
∞∑
m=0
h(−2+m/2)L2−m/2
where L2 = L−2, L3/2 = 0 and where
L1 = 2L−1[i ∂
∂s
+
1
2
{
n∑
j=1
∂2uj −
n∑
ij=1
Kij(s)uiuj}].
One then plugs into the ansatz (91) to get( ∞∑
m=0
h(−2+m/2)L2−m/2
) ∞∑
j=0
hj/2U j/2q ∼ (hL)−2
∞∑
j=0
hj/2U j/2q
and solves recursively for U
j/2
q . A key point is that the metaplectic operator µ intertwines
Ds to the operator
L := µ(a)∗Dsµ(a) = Ds − 1
2
(
n∑
j=1
D2uj +
n∑
ij=1
Kij(s)uiuj)
of (90).
10.3. Quantum Birkhoff normal form: intertwining to the model. A second ap-
proach, which perhaps originates in [W] and which has been developed in many articles
including [Sj, Z8, TZ, TZ2], is the method of interwining operators. In this approach, the
construction of quasi-modes follows from the dual construction of an interwining operatorWγ
to a normal form of ∆ around γ. The intertwining operator maps the model eigenfunctions
to the detailed quasi-mode,
Wγϕkq(s, y) = Φkq(s,
√
rkqy)
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where Φkq solve (92). Rather than constructing the quasi-mode, one instead constructs Wγ
so that it conjugates
√
∆ to a function of the model operators on the model space. We are
assuming that γ is elliptic, so the model operators are harmonic oscillators.
This function is the quantum Birkhoff normal form. The normal form is implicit in (92),
i.e. the normal form is the same as the quasi-eigenvalues (93) interpreted on the operator
level. The precise statement is:
Theorem 10.1. There exists a microlocally unitary Fourier integral operator Wγ defined
near the cone R+γ generated by γ in T ∗(S1L × Rn) such that
W−1γ
√
∆Wγ ≡ P1(L, Iγ1, ..., Iγn) + Po(L, Iγ1, ..., Iγn) + . . . ,
where
P1(L, Iγ1, ..., Iγn) ≡ L+ p
[2]
1 (Iγ1, ..., Iγn)
LL +
p
[3]
2 (Iγ1, ..., Iγn)
(LL)2 + . . .
P−m(L, Iγ1, ..., Iγn) ≡
∞∑
k=m
p
[k−m]
k (Iγ1, ..., Iγn)
(LL)j
with p
[k−m]
k , for m=-1,0,1,..., homogenous of degree k-m in the variables (Iγ1, ..., Iγn) and of
weight -1. The kth remainder term lies in the space
⊕k+2
j=o O2(k+2−j)Ψ
1−j
Here, OnΨ
r is the space of pseudodifferential operators of order r whose complete symbols
vanish to order n at (y, η) = (0, 0). Thus, the remainder terms are ‘small’ in that they
combine in some mixture a low pseudodifferential order or a high vanishing order along γ.
If one plugs in the eigenvalues ∈ Zn for the harmonic oscillators (Iγ, the operator expansion
in Theorem (10.1) becomes the eigenvalue expansion in (92).
11. Birkhoff normal forms around closed geodesics
The classical Birkhoff normal form of a Hamiltonian around a closed geodesic (or an in-
variant torus) is a local approximation around γ of the Hamiltonian by completely integrable
Hamiltonians modulo errors which vanish to higher order around the orbit. One constructs
local action variables Ij (Hamiltonians with 2π-perodic flows) and approximates the Hamil-
tonian by a function Hk(I) up to an error I
k.
On the quantum level one has two notions of order: ‘order in ~’ and vanishing order at
γ. As in Theorem 10.1, one constructs local ‘action operators’ and expresses Hˆ =
√
∆ as a
polyhomogeneous function of the action operators modulo small remainders.
In the general non-degenerate case, the normal form involves a greater variety of qua-
dratic normal forms or ‘action operators’ than in Theorem 10.1. In addition to the elliptic
action operator Iˆej there can also occur the real hyperbolic action operators Iˆ
h
j and complex
hyperbolic (or loxodromic) action operators Iˆch,Rej , Iˆ
ch,Im
j .
In the elliptic case Pγ was a direct sum of rotations, and the quantum normal form of L
had the form
Re = Ds + 1
L
Hα, Hα =
n∑
j=1
αj Iˆ
e
j
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where the spectrum σ(Pγ) = {e±iαj}. In the general non-degenerate case the normal form
will similarly depend on the spectral decomposition of Pγ. Recall that, since Pγ is symplectic,
its eigenvalues ρj come in three types: (i) pairs ρ, ρ¯ of conjugate eigenvalues of modulus 1; (ii)
pairs ρ, ρ−1 of inverse real eigenvalues; and (iii) 4-tuplets ρ, ρ¯, ρ−1ρ¯−1 of complex eigenvalues.
We will often write them in the forms: (i) e±iαj , (ii)e±λj , (iii) e±µj±iνj respectively (with
αj , λj, µj, νj ∈ R), although a pair of inverse real eigenvalues {−e±λ} could be negative.
Here, and throughout, we make the assumption that Pγ is non-degenerate in the sense that
Π2ni=1ρ
mi
i 6= 1, (∀ρi ∈ σ(Pγ), (m1, . . . , m2n) ∈ N2n).
Each type of eigenvalue then determines a different type of quadratic action, both on the
classical and quantum levels (cf. [Ho, Theorem 3.1],[Ar]):
Eigenvalue type Classical Normal form Quantum normal form
(i) Elliptic type Ie = 1
2
α(η2 + y2) Iˆe := 1
2
α(D2y + y
2)
{e±iα}
(ii) Real hyperbolic type Ih = 2λyη Iˆh := λ(yDy +Dyy)
{e±λ}
(iii) Complex hyperbolic Ich,Re = 2µ(y1η1 + y2η2) Iˆ
ch,Re = µ(y1Dy1 +Dy1y1 + y2Dy2 +Dy2y2),
(or loxodromic type) Ich,Im = ν(y1η2 − y2η1) Iˆch,Im = ν(y1Dy2 − y2Dy1)
{e±µ+±iν}
In the case where the Poincare map Pγ has p pairs of complex conjugate eigenvalues
of modulus 1, q pairs of inverse real eigenvalues and c quadruplets of complex hyperbolic
eigenvalues, the linearized
√
∆ will have the form:
R = Ds + 1
L
[
p∑
j=1
αj Iˆ
e
j +
q∑
j=1
λj Iˆ
h
j +
c∑
j=1
µj Iˆ
ch,Re
j + νj Iˆ
ch,Im
j ].
The full quantum Birkhoff normal form is then given by the analogue of Theorem B of [Z.1]:
Theorem B Assuming γ non-degenerate, there exists a microlocally elliptic Fourier integral
operator W from the conic neighborhood of R+γ in T ∗(Nγ) to the corresponding cone in
T ∗+S
1 in T ∗(S1 × Rn) such that
W
√
∆ψW
−1 ≡ Ds + 1
L
[
p∑
j=1
αj Iˆ
e
j +
q∑
j=1
λj Iˆ
h
j +
c∑
j=1
µj Iˆ
ch,Re
j + νj Iˆ
ch,Im
j ]+
+
p1(Iˆ
e
1 , . . . , Iˆ
e
p , Iˆ
h
1 , . . . , Iˆ
h
q , Iˆ
ch,Re
1 , Iˆ
ch,Im
1 , . . . , Iˆ
ch,Re
c , Iˆ
ch,Im
c )
Ds
+ . . .
+
pk+1(Iˆ
e
1 , . . . , Iˆ
ch,Im
c )
Dks
+ . . .
where the numerators pj(Iˆ
e
1 , . . . , Iˆ
e
p , Iˆ
h
1 , . . . , Iˆ
ch,Im
c ) are polynomials of degree j+1 in the vari-
ables (Iˆe1 , . . . , Iˆ
ch,Im
c ) and where the kth remainder term lies in the space ⊕k+2j=oO2(k+2−j)Ψ1−j
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Here, OnΨ
r is the space of pseudodifferential operators of order r whose complete symbols
vanish to order n at (y, η) = (0, 0). Thus, the remainder terms are ‘small’ in that they
combine in some mixture a low pseudodifferential order or a high vanishing order along γ.
11.1. Local quantum Birkhoff normal forms. Readers unfamiliar with microlocal Birkhoff
normal forms might keep in mind a comparison to the local models used in §3.8 to study
gradient estimates and ranges of eigenfunctions. The local models were spaces of constant
curvature, a classical kind of comparison in geometric analysis. The quantum Birkhoff nor-
mal forms are of a different nature: they are more global, since they are local around closed
orbits rather than points. Moreover, they are dynamical and geodesic-based rather than
curvature-based. The local models around regular orbits will be used in §12.4 to obtain
localization results for quantum limits and in §14 normal forms around singular closed or-
bits will be used to deduce Lp estimates on quantum integrable eigenfunctions. The local
models are enumerated and described in §11.2. Note that they model operators are often
Schro¨dinger operators with quadratic potentials rather than Laplacians for special metrics.
Throughout this section, the parameter h = λ−1 plays the role of Planck’s constant.
11.2. Model eigenfunctions around closed geodesics. Model quantum completely in-
tegrable systems are direct sums of the quadratic Hamiltonians:
• Iˆh := ~(Dyy + yDy) on L2(R+) (hyperbolic Hamiltonian),
• Iˆe := ~2D2y + y2 on L2(R) (elliptic harmonic oscillator Hamiltonian),
• Iˆch := ~ [(y1Dy1 + y2Dy2) +
√−1(y1D2 − y2Dy1)] on L2(R2) (complex hyperbolic
Hamiltonian),
• Iˆ := ~Dθ, on S1 (regular Hamiltonian).
The corresponding model eigenfunctions are:
• uh(y;λ, ~) = | log ~|−1/2 [c+(~)Y (y) |y|−1/2+iλ(~)/~+c−(~)Y (−y) |y|−1/2+iλ(~)/~]; |c−(~)|2+
|c+(~)|2 = 1; λ(~) ∈ R.
• ue(y;n, ~) = ~−1/4 exp(−y2/~) Φn(~−1/2y); n ∈ N.
• uch(r, θ; t1, t2, ~) = | log ~|−1/2r(−1+it1(~))/~ eit2(~)θ; t1(~), t2(~) ∈ R.
• ureg(θ;m, ~) = eimθ; m ∈ Z.
Here, Y (x) denotes the Heaviside function, Φn(y) the n-th Hermite polynomial and (r, θ)
polar variables in the (y1, y2) complex hyperbolic plane.
The important part of a model eigenfunctions is its microlocalization to a neighborhood
of x = ξ = 0, so we put:
ψ(x; ~) := Op~(χ(x)χ(y)χ(ξ) ) · u(y; ~),
where ǫ > 0 and χ ∈ C∞0 ([−ǫ, ǫ]). In the hyperbolic, complex hyperbolic, elliptic and regular
cases, we write ψh(y; ~), ψch(y; ~), ψe(y; ~) and ψreg(y; ~) respectively. A straightforward
computation [T2] shows that when t1(~), t2(~), n~, m~ = O(~) the model quasimodes are
L2-normalized; that is
(94) ‖Op~(χ(x)χ(y)χ(ξ) ) u(y; ~)‖L2 ∼ 1
as ~ → 0. Note that, although the model eigenfunctions above are not in general smooth
functions, the microlocalizations are C∞ and supported near the origin.
LOCAL AND GLOBAL ANALYSIS OF EIGENFUNCTIONS ON RIEMANNIAN MANIFOLDS 57
12. Quantum integrable Laplacians
We now go into more detail on (globally) integrable Laplacians. As discussed in §2,
quantum integrable Laplacians are the only examples where one has explicit formulae for
eigenfunctions. They are also examples where one can explicitly determine the Lp norms
of the eigenfunctions. Moreover, there are geometric properties of the geodesic flow which
account for the behavior of the Lp norms.
Quantum integrable Laplacians are fundamental for two reasons besides the relatively
explicit computability of their eigenfunctions. The first reason, which is rigorous and now
well-understood, is that quantum integrable Laplacians provide local models for all Lapla-
cians around closed geodesics. The sense in which they are local models is made precise by
quantum Birkhoff normal forms. The second reason why they are fundamental is heuristic:
to date, all extremals for Lp norms occur in integrable systems and are explained by the
geometry of the geodesic flow. It is possible that eigenfunction sequences which achieve
maximal Lp growth rates must resemble sequences of eigenfunctions of integrable systems.
At least, one hopes that they must do so locally, e.g. in the vicinity of a closed geodesic.
In this section, we define quantum complete integrability and give some examples. In
succeeding sections, we survey results on the norms and concentration properties of the joint
eigenfunctions.
12.1. Quantum integrability and ladders of eigenfunctions. Definition: We say
that the operators Pj ∈ Ψ1(M); j = 1, ..., n, generate a semiclassical quantum completely
integrable system if
[Pi, Pj] = 0; ∀1 ≤ i, j ≤ n,
and the respective semiclassical principal symbols p1, ..., pn generate a classical integrable
system with dp1 ∧ dp2 ∧ · · · ∧ dpn 6= 0 on a dense open set Ω ⊂ T ∗M\0.
Semiclassical limits are taken along ladders in the joint spectrum. For fixed b = (b1, b2, ..., bn) ∈
Rn, we define a ladder of joint eigenvalues of the original homogeneous problem P1 =√
∆, P2, ..., Pn by:
(95) Σb := {(λ1k, ..., λnk) ∈ Spec(P1, ..., Pn); ∀j = 1, .., n, lim
k→∞
λjk
|λk| = bj},
where |λk| :=
√
λ21k + ...+ λ
2
nk.
We define the joint eigenspace corresponding to Σb as follows: For b ∈ B := P(T ∗M\0),
where P is the classical moment map, define
(96) Vb := {ϕµ; ‖ϕµ‖L2 = 1withµ ∈ Σb}.
12.2. Geometric examples.
12.2.1. The round sphere. On the quantum level we define Iˆ1 =
∂
∂θ
and Iˆ2 =
√
∆+ 1
4
, so
that Iˆ2Y
k
m = k +
1
2
. The joint spectrum of Iˆ1, Iˆ2 equals {(m, k + 12) : |m| ≤ k}.
Let us compare classical and quantum values. The image of the classical moment map
(pθ(x, ξ), |ξ|) is the triangular region of points (x, y) satisfying |x| ≤ y, y ≥ 0. It is easy to see
that the inverse image of any point in the interior is invariant under the x3-axis rotations and
under the geodesic flow; this is a Lagrangian torus. The boundary of the image corresponds
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to singular points of the moment map, namely the equatorial geodesic, traversed in either of
its two orientations.
The joint eigenfunction Y km, with joint eigenvalue (m, k+
1
2
), corresponds to the Lagrangian
torus with pθ(x, ξ) = m and |ξ| = k. If we rescale back to S∗S2 we obtain the Lagrangian
torus pθ = m/k. The Lagrangian corresponding to zonal spherical harmonics is the meridian
torus pθ = 0, i.e. to longitudinal great circles which depart from the north pole, converge at
the south pole and then return to the north pole. The highest weight spherical harmonics Y kk
correspond to the boundary points of the triangular image of the moment map, hence to the
equatorial great circle. Indeed, Y kk is the restriction of the harmonic polynomial (x1 + ix2)
k
(up to normalization). This polynomial is independent of x3 and is a holomorphic function
of x1, x2 so it is certainly a harmonic homogeneous polynomial. Also, by its form it clearly
is largest on the unit circle in the (x1, x2) plane and tends to zero as (x1, x2)→ (0, 0). Hence
on the sphere it defines a spherical harmonic which is large on the equator and tends to zero
at the poles.
12.2.2. Simple surfaces of revolution [CV3]. The classical action variables can be quantized
to produce quantum action variables Iˆj, which are first order pseudodifferential operators
with the property that e2πiIˆj = CjId for some constant Cj of modulus one. From the fact
that e2πiIˆj = CjId for a quantum torus action, it follows that the joint spectrum of the
quantum moment map
Sp(I) ⊂ Z2 ∩ Γ + {µ}
is the set of integral lattice points, translated by µ, in the closed convex conic subset Γ ⊂ R2.
The vector µ = (µ1, µ2) can be identified with the Maslov indices of the homology basis of
the invariant torii. In the case of
√
∆g, µ = (0, 1/2) [CV3].
The operator Iˆ1 =
1
i
∂
∂θ
is the standard infinitesimal generator of the S1 action, but the
second action operator Iˆ2 is a rather unexpected operator that does not appear in the classical
‘separation of variables’ approach to eigenfunction. We may define spectral projectors ΠN
projecting onto the eigenspace of Iˆ2 of eigenvalue N . In the case of the round sphere it is the
projection onto the eigenspace HN of ∆ of spherical harmonics of degree N , but in general
it does not project onto eigenspaces of the Laplacian and is a rather novel feature of the
pseudo-differential approach.
One may express
√
∆g as a function Hˆ(Iˆ1, Iˆ2) where Hˆ(ξ1, ξ2) is a polyhomogeneous
function on Γ. Its principal symbol is the function |ξ|g = H(I) expressing the metric norm
function in terms of the action variables. These expressions are known as the Birkhoff normal
forms of the classical, resp. quantum, Hamiltonian. In generic situations, the action variables
are only locally defined and there exists only a local Birkhoff normal form. The interesting
feature of simple surfaces of revolution is that the Birkhoff normal forms are global.
One can then characterize the the packet of eigenvalues of
√
∆ which corresponds to the
eigenfunctions with eigenvalue N for Iˆ2: the eigenvalues form the set {Hˆ(m,N) : |m| ≤ N}.
12.2.3. Hyperbolic cylinders with boundary [CVP]. A hyperbolic cylinder with boundary is
a metric tube X around the unique closed geodesic γ of a hyperbolic cylinder H/Z where
Z acts by the cyclic group generated by a hyperbolic element. Its axis then projects to the
closed geodesic γ.
LOCAL AND GLOBAL ANALYSIS OF EIGENFUNCTIONS ON RIEMANNIAN MANIFOLDS 59
As with any surface of revolution, the Laplacian commutes with the generator ∂
∂θ
of the S1
action. Here, one puts either Dirichlet or Neumann boundary conditions on the boundary of
the tube X. The novel feature is that the closed geodesic is hyperbolic and lies on a singular
level of the moment map and the normal form of
√
∆ around γ is given by Iˆh := ~(Dyy+yDy).
The (not very close) analogue of the Gaussian beam or highest weight spherical harmonic
is the sequence of eigenfunctions where the weight, i.e. ∂
i∂θ
-eigenvalue, is asymptotically
the same as the
√
∆ eigenvalue. Equivalently, if one separates variables to obtain Sturm-
Liouville operators Lm for each weight, then the sequence is obtained by taking the smallest
Lm-eigenvalue for each weight.
12.3. Localization of integrable eigenfunctions. In this section, we consider the con-
struction of highly localized or concentrated eigenfunctions (and quasi-modes).
12.3.1. Toric integrable systems. Let A ∈ Ψo(M) denote any zeroth order pseudodifferential
operator and dµλ denote Lebesgue measure on the Lagrangian torus Tλ. In the toric case
we have the following localization theorem:
Proposition 12.1. [Z1] For any ladder {kλ + ν : k = 0, 1, 2, . . .} of joint eigenvalues, we
have:
(Aϕkλ, ϕkλ) =
∫
Tλ
σAdµλ +O(k
−1).
We thus have:
Corollary 12.2. For any invariant torus Tλ ⊂ S∗M , there exists a ladder {ϕkλ, k =
0, 1, 2, . . .} of eigenfunctions localizing on Tλ.
We illustrate the localization result on S2. The proof is the same in all toric quantum
integrable cases, but is harder for general integrable systems for reasons explained in the
next section.
The image of T ∗S2 − 0 under the moment map µ(x, ξ) = (pθ(x, ξ), |ξ|) is a vertical trian-
gular wedge. It is a cone, reflecting that µ(x, rξ) = rµ(x, ξ) is homogeneous. We can break
the homogeneity by taking a base for the cone with |ξ| = 1, i.e. by considering points (x, 1).
This corresponds to looking at pθ : S
∗S2 → R.
Thus, we consider pairs (mj , kj) in the joint spectrum of Dθ, A =
√
∆+ 1/2− 1/2 whose
projection to the base of the cone has a limit (c, 1).
Theorem 12.3. Suppose that mj/kj → c. Then
〈Op(a)Y km, Y km〉 →
∫
µ−1(c,1)
a0dx,
where a0 is the principal symbol of Op(a).
Thus, the eigenfunctions in this ray localize on the invariant torus p−1θ (c).
We define U(t1, t2) = e
i(t1Dθ+t2A) and note that it is a unitary representation of the 2-torus
T 2 on L2(S2). Further
〈Op(a)Y km, Y km〉 = 〈U(t1, t2)∗Op(a)U(t1, t2)Y km, Y km〉.
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Indeed, the eigenvalues cancel out. Average this formula over T 2. We note that
〈A〉 :=
∫
T 2
U(t1, t2)
∗Op(a)U(t1, t2)dt1dt2
commutes with both Dθ and A. Indeed, the commutator with A gives
d
dt2
under the integral
sign, and the integral of this derivative equals zero.
But Dθ, A have a simple joint spectrum: the dimension of the joint eigenspace equals one.
Hence, any operator which commutes with them is a function of them. Thus,
〈A〉 = F (Dθ, A).
The function F must be homogeneous of degree zero. Also, the right side is a ΨD0. Its
symbol is
〈a0〉 :
∫
T 2
a0(Φ
t1,t2(x, ξ))dt1dt2.
It follows first that
〈Op(a)Y km, Y km〉 = 〈〈Op(a)〉Y km, Y km〉
= F (m, k).
Secondly, as (mj , kj) → ∞ with mj/kj → c, we have F (mj , kj) → F (c, 1). But also, the
limit is the integral of a0 against an invariant measure. The principal symbol of F is 〈a0〉,
which is a function on the image of the moment map. Its value at (c, 1) is by definition∫
µ−1(c,1)
a0dx, concluding the proof.
12.3.2. Rn-integrable systems. It is a surprisingly large step from toric integrable systems
such as the torus, sphere or simple surface of revolution to a general Rn integrable system,
even such as a surface of revolution with a hyperbolic orbit to a ‘peanut’ shaped surface in
R3 or an undulating surface of revolution with several ‘waists’. From the dynamical point
of view, there now exists a hyperbolic closed orbit (the waist of the peanut), and a cylinder
of geodesics which asymptotically spiral toward the hyperbolic closed geodesic. Together
they form a singular level set with several components. Eigenfunctions on this singular level
Proposition (12.1) localize on level sets of the moment map rather than on individual tori or
components. We prove this and further analyze the degree of concentration by putting the
Laplacian into a quantum normal form around each component. We follow [TZ2] and use
its semi-classical notation where h = λ−1.
Let b be a regular value of the moment map P, let
P−1(b) = Λ(1)(b) ∪ · · · ∪ Λ(mcl)(b),
where the Λ(l)(b); l = 1, ..., m are n-dimensional Lagrangian tori, and dµΛ(j)(b) denote the
normalized Lebesgue measure on the torus Λ(j)(b). Define the semiclassical ladders
(97)
Lb;δ(~) := {bj(~) := (b(1)j (~), b(2)j (~), ..., b(n)j (~)) ∈ Spec(P1, ..., Pn); |bj(~)− b| ≤ C~1−δ }.
Taking a sequence ~→ 0, the joint eigenvalues in Lb;δ(~) form a sequence tending to b which
is the analogue of a homogeneous ladder.
Define
(98) cl(~; bj(~)) := 〈Op~(χl)ϕbj(~), ϕbj(~)〉; l = 1, ..., mcl(b).
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Here, χl is a cutoff function which is equal to 1 in a neighbourhood Ω
(l)(b) of the torus Λ(l)(b)
and vanishes on ∪k 6=lΩ(k)(b).
Proposition 12.4. Let b ∈ Breg, and let {ϕbj(~)} be a sequence of L2-normalizeed joint
eigenfunctions of P1, ..., Pn with joint eigenvalues in the ladder Lb,δ(~). Then, for any a ∈
S0,−∞, we have that as ~→ 0:
〈Op~(a)ϕbj(~), ϕbj(~)〉 =
(
m∑
l=1
cl(~; bj(~))
)∫
Λ(j)(b)
a dµΛ(j)(b) +O(~1−δ).
Here, dµΛ(j)(b) denotes Lebesgue measure on Λ
(j)(b).
This result says that a sequence of eigenfunctions of a quantum integrable system localizes
on the level set of the moment map corresponding to the limit point in the image of the
clsssical moment map, but it is not very precise about the weight attached to each component.
12.4. Conjugation to normal form around torus orbits. We sketch the proof of
Proposition 12.4 as an example of the use of normal forms.
Let Ω(l) be a small neighbourhood of Λ(l) on which there exist action-angle variables
(θ(l), I(l)). Then there exists a ‘microlocal’ conjugation to quantum Birkhoff normal form.
That is, for ℓ = 1, ..., k and j = 1, ..., n, there exist microlocally unitary ~-Fourier inte-
gral operators, U
(ℓ)
b,~ : C
∞(M) → C∞(Tn;L(lℓ)), together with C∞ symbols, f (l)j (x; ~) ∼∑∞
k=0 f
(l)
jk (x)~
k, with fj0(0) = 0 such that:
(99) U
(ℓ)∗
b,~ f
(l)
j (P1 − b(1), ..., Pn − b(n); ~)U (ℓ)b,~ =Ω(l)0
~
i
∂
∂θj
.
The simple operators on the right side are the normal forms.
Conjugation to normal form shows that the space of (microlocal) solutions of equations
(100) Pkϕbj(~) =Ω(l)(b) b
(k)
j (~)ϕbj(~)
is one-dimensional. Indeed, such solutions are the same as solutions of
f
(l)
k (P1 − b(1), ..., Pn − b(n); ~)ϕj =Ω(l)(b) f (l)k (b(1)j − b(1), ..., b(n)j − b(n); ~)ϕj.
After conjugation to Birkhoff normal form (99) the equation becomes
~
i
∂
∂θj
uj = mj uj
and the solutions are just multiples of exp[i(n + πγ/4)θ], where γ is the Maslov index and
n ∈ Z. Thus, the joint eigenfunctions ϕbj(~) are given microlocally by
(101) ϕbj(~) =Ω(l)(b)
√
cl(~; bj(~)) U
(l)
b;~(e
i(nj+πγ/4)θ).
The right sides of (101) are the usual quasimodes or semiclassical Lagrangian distributions
[CV2]
We further use the normal form to prove the localization statement. Let χl(x, ξ) ∈
C∞0 (T
∗M); l = 1, ...., mcl(b) be a cutoff function which is identically equal to one on the
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neighborhood Ω(l)(b) and vanishes on Ω(k)(b) for k 6= l. For ~ sufficiently small, we then have
〈Op~(a)ϕbj(~), ϕbj(~)〉 =
mcl(b)∑
l=1
〈Op~(a) ◦Op~(χl)ϕbj(~), ϕbj(~)〉+O(~∞).
In each term, we now conjugate to normal form. Recalling the definition (98) of the weights
cj(~, bj(~)), we have
(102)
〈Op~(a) ◦Op~(χl)ϕbj(~), ϕbj(~)〉 = cl(~; bj(~))〈Op~(a) ◦Op~(χl)U (l)b;~(ei(nj+πγ/4)θ), U (l)b;~(ei(nj+πγ/4)θ)〉
= cl(~; bj(~))〈U (l)∗b;~ Op~(a) ◦Op~(χl)U (l)b;~ei(nj+πγ/4)θ, ei(nj+πγ/4)θ〉
= (2π)−n cl(~; bj(~))
(∫
Λ(l)
a dµl
)
+O(~1−δ),
In the last step we used the Egorov theorem to recognize U
(l)∗
b;~ Op~(a) ◦ Op~(χl)U (l)b;~ as a
pseudo-differential operator on the standard torus and then used the calculation in (64) to
complete the proof. For the details of the remainder estimate we refer to [TZ2].
13. Concentration and non-concentration for general (M, g)
In this section we go over results about concentration on, and Lp norms along, submani-
folds of general Riemannian manifolds. Then we again compare the results to the quantum
integrable case.
13.1. Lp norms for restrictions to submanifolds. A measure of concentration near a
submanifold is given by the Lp norms of the restrictions of eigenfunctions to the submanifold.
Early results were obtained by Reznikov [R] for curves on hyperbolic surfaces. The most
general results are due to Burq-Gerard-Tzvetkov [BGT] and pertain to submanifolds of
general Riemannian manifolds. On curves, the estimates in [BGT] are as follows:
Theorem 13.1. [BGT] Let ||ϕλj ||L2 = 1. Then
• (i) If γ is a unit-length geodesic, then∫
γ
|ϕλj(s)|pds = O(λδ˜(p)j ),
where
(103) δ˜(p) =
{
1
2
− 1
p
, 4 6 p 6∞
1
4
, 2 6 p 6 4.
• (ii) If γ is a curve with strictly-positive geodesic curvature,∫
γ
|ϕλj (s)|pds = O(λ
p
3
− 1
3
j ).
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13.2. Non-concentration in tubes around hyperbolic closed geodesics. We now con-
sider results which give upper bounds on the concentration of eigenfunctions in tubes around
hyperbolic closed orbits and other invariant sets. The article [CVP] gave such an bound and
a general principle was then proved in [BZ] (see also [Chr]) . It is stated in terms of lower
bounds of eigenfunction mass outside of a tube around a hyperbolic closed geodesic.
Theorem 13.2. [BZ, Chr] Let (M, g) be a compact Riemannian manifold, and let γ be a
hyperbolic closed geodesic. Let U be any tubular neighborhood of γ in M . Then for any
eigenfunction ϕλ, there exists a constant C depending only on U such that∫
M\U
|ϕλ|2dVg ≥ C
log λ
||ϕλ||2L2.
More generally, let A ∈ Ψ0(M) be a pseudo-differential orbit whose symbol equals one in
a neighborhood of γ in S∗gM and equals zero outside another neighborhood. Then for any
eigenfunction ϕλ
||(I −A)ϕλ||L2 ≥ C√
log λ
||ϕλ||L2 .
These theorems are proved in [BZ] using a rather abstract observability estimate:
Theorem 13.3. Let P (h) be a family of self-adjoint operators on a Hilbert space H, with
a fixed domain D. Let H1 be a second Hilbert space and suppose there exists a family of
bounded operators A(h) : D → H1 satisfying
||u||H ≤ G(h)
h
||(P (h) + τ)u||H + g(h)||A(h)u||H1,
for all τ ∈ (−b,−a) and with 1 ≤ G(h) ≤ Ch−N0 for some N0. Let χ ∈ C∞c (−b,−a). Then
there exist constants c0, C0 and h0 > 0 so that for any function T (h) satifying
G(h)
T (h)
< c0,
||χ(P )u||2H ≤ C0
g(h)2
T (h)
∫ T (h)
0
||A(h)e−itP (h)/hχ(P (h))u||2H1dt.
This formulation has applications to non-concentration of eigenfunctions in the Buni-
movich stadium as well.
13.3. Non-concentration around closed geodesics on compact hyperbolic surfaces.
We sketch the proof in [CVP] in the case of hyperbolic closed geodesics on a compact
hyperbolic surface X = H\Γ.
Suppose γ is a simple closed geodesic whose normal bundle is trivial. Then it possesses a
tubular (collar) neighborhood X0 which is isometric to a collar around a closed geodesic γ
in a hyperbolic surface of revolution H\Γγ ≃ S1θ × Ry. We noted above that such a collar
is quantum integrable and that the Birkhoff normal form of
√
∆ around γ is the hyperbolic
operator yDy+Dyy. Using the explicit formulae for the eigenfunctions in the model domain,
one can calculate the amount of mass of the model eigenfunction near γ, and finds that the
mass increases logarithmically in λ (cf. [CVP], Proposition 16). The mass for the singular
energy level E is explicitly given by
(104)
∫ 1
h
0
dη
η
∣∣∣∫∞0 e−i(y−Eh ln y)χ(yη ) dy√y ∣∣∣2 ∼ ∣∣Γ(12 + iEh )∣∣2 eEπh | lnh|.
64 STEVE ZELDITCH
The mass of the sequence of eigenmodes of the hyperbolic surface of revolution with boundary
grows at the same logarithmic rate, since it is microlocally unitarily equivalent to the model
eigenfunctions.
Now consider the eigenfunctions of the compact hyperbolic surface without boundary.
Unlike the hyperbolic cylinder with boundary, its geodesic flow is ergodic and far from
completely integrable. Let ϕλj denote a sequence of eigenfunctions, and let
ϕλj (y, θ) =
∑
k
ak;λj(y)e
ikθ
be the Fourier series expansion of ϕλj for each y. Let ||ak;λj ||[−1,1] denote the L2 norm of the
k component in [−1, 1] and let ||ϕj||X0 denote the L2 norm in the collar. Then we have
||ϕλj ||2X0 =
∑
k
||ak;λj ||2[−1,1].
Suppose now that the sequence {ϕλj} concentrates in X0 in the sense that
||ϕλj ||2X0 ≥ C0 > 0, ||ϕλj ||2K → 0, ∀K ⊂⊂ X\γ.
Then,
(105)
∑
k
||ak;λj ||2[−1,1] ≥ C0 > 0
uniformly in j. Then the only possible quantum limit measures of the sequence must have
the form Cµγ+ν where ν = 0 in the tube around γ and C > 0. For a time-reversal symmetric
symbol a with essential support in the collar, we must have
〈Op(a)ϕλj , ϕλj〉 → C
∫
γ
a0ds.
Now let P = ∆−1 ∂
2
∂θ2
+ 1, a pseudo-differential operator of order 0 whose principal symbol
equals 1− p2θ|ξ|2g . The symbol vanishes along γ. Then
(106)
∫
X0
ϕλjPϕλjdV =
∑
k
(1− k
2
λ2j
)||ak;λj ||2[−1,1] → 0.
Let Zj = {k : | k2λ2j − 1| ≤
1
2
}. Combining (105) and (106), we have
(107)
∑
k∈Zj
||ak;λj ||2 ≥ C > 0.
Thus, the Fourier coefficients of a sequence of eigenfunctions concentrating near γ concentrate
around the joint eigenvalues of the modes on the hyperbolic surface of revolution which
concentrate on the central geodesic. The mass around γ of the associated modes can only
grow logarithmically must charge the complement of any collar around γ with mass at least
of order 1
log λ
. It follows from (107) that any sequence of eigenfunctions on the compact
surface without boundary must also charge the complement of the collar by at least 1
log λ
.
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14. Lp norms and concentration in the Quantum integrable case
Lp norms of eigenfunctions in the quantum integrable case have a much more geometric
theory than in general. Explicit examples show that the they are often extremals for Lp
norm and concentration inequalities.
One extremal problem raised in [Y1, Y2] is to determine the Riemannian manifolds which
possess orthonormal bases of eigenfunctions with uniformly bounded L∞ norms. An obvious
example is a flat torus. The question arises whether any others exist. The following result
shows that flat tori are the unique minimizers in the class of quantum integrable Laplacians.
Theorem 14.1. [TZ] Suppose that ∆ is a quantum completely integrable Laplacian on a
compact Riemannian manifold (M, g). Then
(a) If L∞(λ, g) = O(1) then (M, g) is flat.
(b) If ℓ∞(λ, g) = O(1), then (M, g) is flat.
It is possible that flat tori are the only compact Riemannian manifolds with a uniformly
bounded orthonormal basis of eignfunctions. But at this time, it is not even known if the
standard sphere possesses such an orthonormal basis. The idea of the proof of Theorem 14.1
is that the joint eigenfunctions concentrate on level sets of the moment map, and therefore
develop singularities at points where the projection of the level set to the base manifold
is singular. The only case where no singularities occur is when (M, g) is a torus without
conjugate points, and in this case Burago-Ivanov proved (the Hopf conjecture) that (M, g)
must be flat.
There also exists a quantitative improvement of Theorem 14.1 which gives blow-up rates
for Lp norms for quantum integrable eigenfunctions concentrating on singular level sets, i.e.
level sets which are not regular in the sense of (7). These eigenfunctions are the extremals
for Lp blow-up and mass concentration. In the following there is an additional technical
assumption (Eliasson non-degeneracy) which we omit for simplicity.
Theorem 14.2. [TZ2] Suppose that (M, g) is a compact Riemannian manifold whose Lapla-
cian ∆ is quantum completely integrable as in (12). Then, unless (M, g) is a flat torus, this
action must have a singular orbit of dimension < n. If the minimal dimension of the singular
orbits is ℓ, then for every ǫ > 0, there exists a sequence of eigenfunctions satisfying:
‖ϕk‖L∞ ≥ C(ǫ)λ
n−ℓ
4
−ǫ
k .
‖ϕk‖Lp ≥ C(ǫ)λ
(n−ℓ)(p−2)
4p
−ǫ
k , 2 < p <∞.
Here,
• A point (x, ξ) is called a singular point of the moment map P (6) if dp1 ∧ · · · ∧
dpn(x, ξ) = 0.
• A level set P−1(c) of the moment map is called a singular level if it contains a singular
point (x, ξ) ∈ P−1(c).
• An orbit Rn · (x, ξ) of Φt (8) is singular if it is non-Lagrangean, i.e. has dimension
< n;
The idea in the proof is to consider singular orbits and to conjugate to a quantum Birkhoff
normal form around the orbit. Hence, one calculates the mass in the normal form space.
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Conjugation to normal form does not preserve Lp norms, and what is really calculated are
not Lp norms but rather L2 norms in shrinking tubes. Interestingly, this method produces
optimal results. The proof does not determine the minimal dimension ℓ. By taking products
of lower dimensional manifolds, it is easy to construct examples with any value of ℓ =
1, . . . , n− 1.
14.1. Mass concentration on small length scales. We sketch the proof of Theorem 14.2
as an illustration of mass estimates in shrinking tubes. We follow the semi-classical notation
~ = λ−1 of [TZ2].
Let Λ := Rn · v be a compact, k < m-dimensional singular orbit of the Hamiltonian Rn-
action generated by (p1, ..., pn). In this section, we study mass concentration of modes in
shrinking tubes of radius ∼ ~δ for 0 < δ < 1/2 around π(Λ) in M , where π : T ∗M −→ M
denotes the canonical projection map.
We denote by Tǫ(π(Λ)) the set of points of distance < ǫ from π(Λ). For 0 < δ < 1/2, we
introduce a cutoff χδ1(x; ~) ∈ C∞0 (M) with 0 ≤ χδ1 ≤ 1, satisfying
• (i) supp χδ1 ⊂ T~δ(π(Λ))
• (ii) χδ1 = 1 on T3/4~δ(π(Λ)).
• (iii) |∂αxχδ1(x; ~)| ≤ Cαh−δ|α|.
Under the assumption that Λ is an embedded submanifold of M , the functions
(108) χδ1(x; ~) = ζ1(~
−2δd2(x, π(Λ)))
are smooth on Tǫ(π(Λ)) and satisfy the conditions. Here, d(., .) is the Riemannian distance
function. Also, ζ1 ∈ C∞0 (R) with 0 ≤ ζ1 ≤ 1, ζ1(x) = 1 for |x| ≤ 3/4 and supp ζ1 ⊂ (−1, 1).
Theorem 14.3. Let ϕµ ∈ Vc(~) satisfy the bounds in Lemma 93. Then for any 0 ≤ δ < 1/2,
(Op~(χ
δ
1)ϕµ, ϕµ)≫ | log ~|−m.
We briefly sketch the proof. Let χδ2(x, ξ; ~) ∈ C∞0 (T ∗M ; [0, 1]) be a second cutoff supported
in a radius ~δ tube, Ω(~), around Λ with Ω(~) ⊂ suppχδ1 and such that χδ1 = 1 on suppχδ2.
Then, clearly
(109) χδ1(x, ξ) ≥ χδ2(x, ξ),
for any (x, ξ) ∈ T ∗M . By Garding’s inequality, (109) implies
(110) (Op~(χ
δ
1)ϕµ, ϕµ )≫ (Op~(χδ2)ϕµ, ϕµ ).
We now conjugate the right side to the model by the ~- Fourier integral operator F of
Lemma (99). Since F is a microlocally elliptic ~-Fourier integral operator associated to a
canonical transformation κ, it follows by Egorov’s theorem
(111) (Op~(χ
δ
2)ϕµ, ϕµ) = |c(~)|2(Op~(χδ2 ◦ κ)uµ, uµ)− C3~1−2δ
where c(~)uµ(y, θ; ~) is the microlocal normal form for the eigenfunction ϕµ. Since ϕµ ∈ Vc(~)
satisfies the bounds in Lemma (93) it follows that |c(~)|2 ≫ | log ~|−m and from (111) we
are left with estimating the matrix elements (Op~(χ
δ
2 ◦ κ)uµ, uµ) from below. As in the
localization proof, the matrix elements are now in terms of elementary model eigenfunctions
and the calculation has become easy. The normal form eigenfunctions separate into a product
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of factors and one only has to calculate one (or two) dimensional integrals. As an example,
in the hyperbolic case the integral has the form
(112)
Mh =
1
log ~
(∫∞
0
χ(~ξ/~δ)
∣∣∫∞
0
e−ixx−1/2+iλ/~χ(x/~δξ)dx
∣∣2 dξ
ξ
)
≥ 1
C0
(log ~)−1
∫
~δ−1
0
dξ
ξ
∣∣∣∫ ~δξ0 e−ixx−1/2+iλ/~dx∣∣∣2 +O(| log ~|−1)
≫ |Γ(1/2 + iλ/~)|2 (1− 2δ) +O(| log ~|−1) ≥ C(ǫ) > 0
uniformly for ~ ∈ (0, ~0(ǫ)].
14.1.1. Completion of the proof of Theorem 14.2. The small scale mass estimates immedi-
ately imply lower bounds on L∞ norms and Lp norms due to the shrinking volumes of the
tubes. For instance,
(113)
∫
M
|ϕµ(x)|2χδ1(x; ~) dvol(x) ≤ supx∈T
h2δ
(π(Λ)) |ϕµ(x)|2
∫
M
χδ1(x; ~) dvol(x)
≤ ‖ϕµ‖2L∞ ·
∫
M
χδ1(x; ~) dvol(x)
and it follows from Lemma 14.3 that
(114) ‖ϕµ‖2L∞ ·
(∫
M
χδ1(x; ~) dvol(x)
)
≥ C(ǫ)| log ~|−m,
uniformly for ~ ∈ (0, ~0(ǫ)]. Since
(115)
∫
M
χδ1(x; ~) dvol(x) = O(~δ(n−ℓ)),
(114) implies
‖ϕµ‖2L∞ ≥ C(ǫ)~−
1
2
(n−ℓ)+ǫ| log ~|−m.
Recalling that ~−1 ∈ {λj ;λj ∈ Spec−
√
∆}, this gives:
‖ϕλj‖L∞ ≥ C(ǫ)λ
n−ℓ
4
−ǫ
j .
14.1.2. Concentration of quantum integrable eigenfunctions on submanifolds. Similar meth-
ods were used in [To2] to obtain sharp bounds on L2 norms for restrictions to submanifolds
in the quantum integrable case, making more precise the results of [BGT] in this special
case. For simplicity, let us consider curves on surfaces. First is the generic upper bound:
Theorem 14.4. [To2] Let ϕλj ; j = 1, 2, 3, ... be the L
2-normalized joint Laplace eigenfunc-
tions of the commuting operators P1 = −∆ and P2 on a Riemannian surface (M2, g). Then
for a generic curve γ such that ι∗p2|S∗γM is Morse, we have∫
γ
|ϕλj |2ds = O|γ| (log λj) .
When the curve is a geodesic, the bounds depend on the type of level set the geodesic lies
on:
Theorem 14.5. [To2] Let Pj(~); j = 1, 2 be a non-degenerate quantum integrable system
system on a surface, (M, g). Then,
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• (i) When γ is the projection of a geodesic segment contained in P−1(Breg),∫
γ
|ϕλj(s)|2ds = O|γ|(1),
• (ii) When γ is the projection of a singular joint orbit in P−1(Bsing),∫
γ
|ϕλj(s)|2ds = O|γ|(λ1/2j ).
Moreover, there exists a constant cγ > 0 depending only on the curve γ, and a sub-
sequence of joint eigenfunctions, ϕλjk=; k = 1, 2, ... such that∫
γ
|ϕλjk (s)|2ds ≥ cγλ
1/2
jk
when γ is stable,
∫
γ
|ϕλjk (s)|2ds ≥ cγλ
1/2
jk
| log λjk|−1 when γ is unstable.
Thus the exact bound depends on the nature of the geodesic. In the general quantum in-
tegrable case, most geodesics lie on regular Lagrangian tori in P−1(Breg) and these geodesics
do not support large L2-bounds. But as in Theorems 14.1 and 14.2, there always exists a sub-
sequence of joint eigenfunctions of P1 and P2 with mass concentrated along (singular) orbits
contained in P−1(Bsing), and the associated eigenfunctions saturate the upper bounds. For
instance in the case of a simple surface of revolution, the equator is the projection of a singu-
lar orbit of the R2 action generated by geodesic flow and rotation. The corresponding joint
eigenfunctions (the analogs of highest weight spherical harmonics) satisfy
∫
γ
|ϕλj |2ds ∼ λ1/2j
along the equator, γ. The equatorial geodesic is singular and the L2 norms along it had
singular blowup. In the case of the meridian great circles, the closed geodesic lies in the base
space projection of a maximal Lagrangian torus. The zonal harmonics have ~-microsupport
on this torus and have L2-restriction bound ∼ log λ along any meridian great circle.
15. Delocalization in quantum ergodic systems, I
In this section, we discuss general results on eigenfunctions when the geodesic flow of
(M, g) is assumed to be ergodic (see §1 and §6.4 for definition and notation). The study
of eigenfunctions and eigenvalues of Laplacians on manifolds with ergodic (or more highly
mixing) geodesic flows is generally known as ‘quantum chaos’. The basic question is, what
impact do dynamical properties of the geodesic flow gt have on eigenvalues and eigenfunctions
of its quantization Ut? This question has been studied over the last three decades by a
large collection of mathematicians and physicists, using both theoretical and computational
methods. In this section, we largely follow our recent survey [Z3]. Another exposition with
emphasis on arithmetic hyperbolic quotients is [Sar2]. For recent computational results, we
refer to [Bar].
One of the basic and most studied problem is Problem 6.6 for quantizations of classically
ergodic systems. The main result is that there exists a subsequence {ϕjk} of eigenfunctions
whose indices jk have counting density one for which ρjk(A) := 〈Aϕjk, ϕjk〉 → ω(A) (where as
above ω(A) = 1
µ(S∗M)
∫
S∗M
σAdµ is the normalized Liouville average of σA). Such a sequence
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of eigenfunctions is called a sequence of ‘ergodic eigenfunctions’. The key quantities to study
are the quantum variances
(116) VA(λ) :=
1
N(λ)
∑
j:λj≤λ
|〈Aϕj, ϕj〉 − ω(A)|2.
Theorem 15.1. [Sh.1, Sh.2, Z2, CV, Su, ZZw, GL, Z3] Let (M, g) be a compact Riemannian
manifold (possibly with boundary), and let {λj, ϕj} be the spectral data of its Laplacian ∆.
Then the geodesic flow Gt is ergodic on (S∗M, dµ) if and only if, for every A ∈ Ψo(M), we
have:
(1) limλ→∞ VA(λ) = 0.
(2) (∀ǫ)(∃δ) lim supλ→∞ 1N(λ)
∑
j 6=k:λj,λk≤λ
|λj−λk|<δ
|(Aϕj , ϕk)|2 < ǫ
Since all the terms in (1) are positive, no cancellation is possible, hence (1) is equivalent
to the existence of a subset S ⊂ N of density one such that QS := {dΦk : k ∈ S} has only ω
as a weak* limit point.
As explained in [Z9], this ergodicity of eigenfunctions may be viewed as a convexity the-
orem: By the Banach-Alaoglu theorem, the set of invariant probability measures for the
geodesic flow is a compact convex set MI . An invariant measure is ergodic if it is an ex-
treme point of the compact convex set. The same is true on the quantum level: The set of
ER of invariant states for αt is a convex set. A classical invariant measure is an invariant
state, and if it is ergodic classically it is also ergodic quantum mechanically, i.e. it is an
extreme point of ER. Hence Liouville measure ω is an extreme point of this convex set. But
the local Weyl law says that ω is the limit of the convex combination 1
N(E)
∑
λj≤E ρj . An
extreme point cannot be written as a convex combination of other states unless all the states
in the combination are equal to it. In our case, ω is only a limit of an infinite sequence of
convex combinations, and the result is that almost all terms in the sequence tend to ω, and
that is equivalent to (1).
Sketch of Proof of (1)
Let
(117) 〈A〉T := 1
2T
∫ T
−T
U∗t AUtdt.
Then,
(118)
∑
λj≤λ
|〈Aϕλj , ϕλj〉 − ω(A)|2 =
∑
λj≤λ
|〈〈A〉T − ω(A)ϕλj , ϕλj〉|2.
Apply the Schwartz inequality for states,∑
j:λj≤λ
|(Bϕλj , ϕλj))|2 ≤ TrΠ[0,λ]B∗B,
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where Π[0,λ] is the spectral projection for
√
∆ corresponding to the interval [0, λ], to the
operator B = Π[0,λ][〈A〉T − ω(A)]Π[0,λ]. We then have
(119)∑
λj≤λ |〈〈A〉T − ω(A)ϕλj , ϕλj〉|2 ≤ Tr (Π[0,λ][〈A〉T − ω(A)Π[0,λ])∗[Π[0,λ]〈A〉T − ω(A)]Π[0,λ])
≤ Tr (Π[0,λ][〈A〉T − ω(A))∗[〈A〉T − ω(A)]Π[0,λ])
= ω((〈A〉T − ω(A))∗(〈A〉T − ω(A))).
Here, we used the Jensen inequality,
1
N(λ)
Trϕ(Π[0,λ][〈A〉T − ω(A)]Π[0,λ]) ≤ 1
N(λ)
TrΠ[0,λ]ϕ([〈A〉T − ω(A)])Π[0,λ],
valid for any convex function ϕ in the case ϕ(x) = x2. By the local Weyl law, we get
lim
λ→∞
1
N(λ)
∑
λj≤λ
|(〈Aϕλj , ϕλj〉 − ω(A))2 ≤
∫
S∗M
|〈σA〉T − ω(A))|2dµ.
As T → ∞ the right side approaches 0 by the dominated convergence theorem and by
Birkhoff’s ergodic theorem. Since the left hand side is independent of T , this implies the
stated theorem. 
15.1. Quantum ergodicity in terms of operator time and space averages. To explain
the term ‘quantum ergodicity’, we reformulate the result in terms of space and time averages.
We assume for simplicity the generic condition that all eigenvalues are of multiplicity one
(cf. [U]). The space and time averages are defined as follows:
Definition Let A ∈ Ψ0 be an observable and define its time average to be:
〈A〉 := w − lim
T→∞
1
2T
∫ T
−T
U∗t AUtdt
and its space average to be scalar operator
ω(A) · I
The limit is taken in the weak operator topology, i.e. in the sense of matrix elements. To
verify it we observe that
(
1
2T
∫ T
−T
U∗t AUtdtϕi, ϕj) =
sin T (λi − λj)
T (λi − λj) (Aϕi, ϕj),
hence the matrix element tends to zero as T → ∞ unless λi = λj . The limit only occurs
in the weak sense since the rate is clearly not uniform, as the spacings λi − λj could be
arbitrarily small.
Quantum ergodicity can thus be reformulated as the condition,
(120) 〈A〉 = ω(A)I +K, where lim
λ→∞
ωλ(K
∗K)→ 0,
where ωλ(A) = TrE(λ)A. Thus, the time average equals the space average moduli a term K
whose Hilbert-Schmidt norm in the range of Πλ is o(N(λ)). Note that 〈A〉 commutes with√
∆, hence is diagonal in the basis {ϕj} of joint eigenfunctions of 〈A〉 and of Ut. Also, K is
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the diagonal matrix with entries 〈Aϕk, ϕk〉 − ω(A). The condition is therefore equivalent to
VA(λ)→ 0
15.2. Quantum unique ergodicity and converse quantum ergodicity. A Laplacian
is said to be QUE (quantum uniquely ergodic) if Liouville measure is the only weak * limit
point of the semi-classical Wigner measures. The terminology was introduced in [RS].
The condition may be reformulated in terms of K: Namely, QUE is equivalent to the
compactness of K. Indeed, this would imply that 〈Kϕk, ϕk〉 → 0, hence 〈Aϕk, ϕk〉 → ω(A)
along the entire sequence. A key difficulty of settling the question whether K is compact
is that the time averaged operator 〈A〉 no longer belongs to the class of pseudo-differential
operators, due to the very weak nature of the weak operator limit.
It is widely conjectured there exist non QUE (M, g) with ergodic geodesic flow. We refer
to [Bar, BZ2, Z9] for some recent discussions and references to the literature. The simplest
example is that of the Bunimovich stadium, which possesses quasi-modes concentrating on
the invariant Lagrangian cylinder (with boundary) formed by bouncing ball orbits in the
middle rectangle. An analogue among Riemannian manifolds without boundary is that of a
non-positively curved surface with a flat cylindrical part and ergodic geodesic flow [Don1],
which also carries product quasi-modes of the same kind. The existence of such quasi-mode
suggests that there are nearby modes which are not quantum ergodic (see [Z9] for the precise
suggestion). Faure-Nonnenmacher-de Bie`vre [FNB] have shown that QUE does not hold for
the hyperbolic system defined by a quantum cat map on the torus, and since the methods
available for studying eigenfunctions of quantum maps and of Laplacians are very similar,
this negative result shows that there cannot exist a universal structural proof of QUE. A QUE
result has been proved by E. Lindenstrauss, namely the QUE property for the orthonormal
basis of Laplace-Hecke eigenfunctions eigenfunctions on arithmetic hyperbolic surfaces (see
[LIND]).
To the author, an interesting and almost completely open problem is the converse of
quantum ergodicity: does quantum ergodicity imply classical ergodicity? More precisely,
are there natural sufficient conditions for this? For instance, if 〈A〉 = ω(A) + K where K
is compact, is the geodesic flow ergodic? Very little is known on this converse problem at
present. One may imagine a system which is non-ergodic but in which ‘tunnelling’ causes
eigenfunctions to become uniformly distributed in phase space. A simple model is the one-
dimensional Schro¨dinger operator with the even double well potential V (x) = (1 − x2)2.
Level sets ξ2+V (x) = E with E near zero have two components and hence the Hamiltonian
flow is not ergodic on this level; yet the eigenfunctions are either even or odd and hence they
are quantum ergodic. No such example is known in the case of Laplacians ∆ of compact
Riemannian manifolds. However, the example shows that no general ‘abstract’ proof of
QE =⇒ CE is possible.
In [Z5, MOZ] it is shown that if there exists an open set in S∗M filled by periodic orbits,
then the Laplacian cannot be quantum ergodic. But it has not even been proved that KAM
systems, which have Cantor-like positive measure invariant sets, are not quantum ergodic
although there exists a positive density of quasi-modes concentrating on invariant tori [Pop].
The problem is to prove that eigenfunctions are linear combinations of not too many quasi-
modes.
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15.3. Quantum weak mixing. Quantum weak mixing concerns the off-diagonal matrix
elements.
Theorem 15.2. (see [Z3] for references) The geodesic flow Φt of (M, g) is weak mixing if
and only if the conditions (1)-(2) of Theorem 15.1 hold and additionally, for any A ∈ Ψo(M),
(∀ǫ)(∃δ) lim sup
λ→∞
1
N(λ)
∑
j 6=k:λj,λk≤λ
|λj−λk−τ |<δ
|(Aϕj, ϕk)|2 < ǫ (∀τ ∈ R)
The restriction j 6= k is of course redundant unless τ = 0, in which case the statement
coincides with quantum ergodicity. This result follows from the general asymptotic formula,
valid for any compact Riemannian manifold (M, g), that
(121)
1
N(λ)
∑
i6=j,λi,λj≤λ |〈Aϕi, ϕj〉|2
∣∣∣ sinT (λi−λj−τ)T (λi−λj−τ) ∣∣∣2
∼ || 1
2T
∫ T
−T e
itτVt(σA)||22 − | sinTτTτ |2ω(A)2.
In the case of weak-mixing geodesic flows, the right hand side → 0 as T →∞.
15.4. Spectral measures and matrix elements. Theorem 15.2 is based on expressing
the spectral measures of the geodesic flow in terms of matrix elements. The main limit
formula is:
(122)
∫ τ+ε
τ−ε
dµσA := lim
λ→∞
1
N(λ)
∑
i,j: λi,λj≤λ, |λi−λj−τ |<ε
|〈Aϕi, ϕj〉|2 ,
where dµσA is the spectral measure for the geodesic flow corresponding to the principal
symbol of A, σA ∈ C∞(S∗M, dµ). Recall that the spectral measure of Vt corresponding to
f ∈ L2 is the measure dµf defined by
〈Vtf, f〉L2(S∗M) =
∫
R
eit τdµf(τ) .
The limit formula (122) is equivalent to the dual formula (under the Fourier transform)
(123) lim
λ→∞
1
N(λ)
∑
i,j:λj≤λ
eit(λi−λj)|〈Aϕi, ϕj〉|2 = 〈VtσA, σA〉L2(S∗M).
The proof of (123) is to consider, for A ∈ Ψ◦, the operator A∗tA ∈ Ψ◦ with At = U∗t AUt. By
the local Weyl law,
lim
λ→∞
1
N(λ)
TrE(λ)A∗tA = 〈VtσA, σA〉L2(S∗M) .
The right side of (122) defines a measure dmA on R and (123) says∫
R
eitτdmA(τ) = 〈VtσA, σA〉L2(S∗M) =
∫
R
eitτdµσA(τ).
Since weak mixing systems are ergodic, it is not necessary to average in both indices along
an ergodic subsequence:
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(124) lim
λj→∞
〈A∗tAϕj, ϕj〉 =
∑
j
eit(λi−λj)|〈Aϕi, ϕj〉|2 = 〈VtσA, σA〉L2(S∗M).
Dually, one has
(125) lim
λj→∞
∑
i : |λi−λj−τ |<ε
|〈Aϕi, ϕj〉|2 =
∫ τ+ε
τ−ε
dµσA.
For QUE systems, these limit formulae are valid for the full sequence of eigenfunctions.
15.5. Rate of quantum ergodicity and mixing. A quantitative refinement of quantum
ergodicity is to ask at what rate the sums in Theorem 15.1(1) tend to zero, i.e. to establish a
rate of quantum ergodicity. In the off-diagonal case one may view |〈Aϕi, ϕj〉|2 as analogous
to |〈Aϕj, ϕj)−ω(A)|2. However, the sums in (122) are double sums while those of (116) are
single. One may also average over the shorter intervals [λ, λ+ 1].
The only rigorous result valid on general Riemannian manifolds with hyperbolic geodesic
flow is the logarithmic decay:
Theorem 15.3. [Z5] (see also [Schu2] for p = 2) For any (M, g) with hyperbolic geodesic
flow,
1
N(λ)
∑
λj≤λ
|(Aϕj , ϕj)− ω(A)|2p = O
(
1
(log λ)p
)
.
The proof uses the central limit theorem for geodesic flows of M. Ratner. The logarithm
reflects the exponential blow up in time of remainder estimates for traces involving the wave
group associated to hyperbolic flows. It would be surprising if the logarithmic decay is sharp
for Laplacians. It was shown by R. Schubert [Schu] that the estimate is sharp in the case of
two-dimensional hyperbolic quantum cat maps. Hence the estimate cannot be improved by
semi-classical arguments that hold in both settings.
A stunning asymptotic formula for VA(λ) was proved by Luo-Sarnak for holomorphic forms
of arithemetic hyperbolic quotients. Before stating the result, we review some conjectures
in the physics literature.
15.6. Quantum chaos conjectures. First, consider off-diagonal matrix elements. One
conjecture is that it is not necessary to sum in j in (125): each individual term has the
asymptotics consistent with (125). This is implicitly conjectured by Feingold-Peres in [FP]
(11) in the form
(126) |〈Aϕi, ϕj〉|2 ≃
CA(
Ei−Ej)
~
)
2πρ(E)
,
where CA(τ) =
∫∞
−∞ e
−iτt〈VtσA, σA〉dt. In our notation, λj = ~−1Ej and ρ(E)dE ∼ dN(λ).
There are ∼ Cλn−1 eigenvalues λi in the interval [λj − τ − ǫ, λj − τ + ǫ], so (126) says that
individual terms have the asymptotics of (125).
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On the basis of the analogy between |〈Aϕi, ϕj〉|2 and |〈Aϕj, ϕj〉−ω(A)|2, it is conjectured
in [FP] that
VA(λ) ∼ CA−ω(A)I(0)
λn−1vol(Ω)
.
The idea is that ϕ± = 1√2(ϕi ± ϕj) have the same matrix element asymptotics as eigenfunc-
tions when λi − λj is sufficiently small. But then 2〈Aϕ+, ϕ−〉 = 〈Aϕi, ϕi〉 − 〈Aϕj, ϕj〉 when
A∗ = A. Since we are taking a difference, we may replace each matrix element by 〈Aϕi, ϕi〉
by 〈Aϕi, ϕi〉−ω(A) (and also for ϕj). The conjecture then assumes that 〈Aϕi, ϕi〉−ω(A) has
the same order of magnitude as 〈Aϕi, ϕi〉 − 〈Aϕj, ϕj〉. The order of magnitude is predicted
by some natural random wave models, as discussed below in §18.
15.7. Rigorous results. At this time, the strongest variance result is an asymptotic formula
for the diagonal variance proved by Luo-Sarnak for special Hecke eigenfunctions on the
quotientH2/SL(2,Z) of the upper half plane by the modular group [L.S.2]. What they prove
is an asymptotic variance formula for holomorphic Hecke eigenforms. One expects that their
proof, suitably modified, extends to smooth Maass-Hecke eigenfunctions. Therefore, as in
[Z3], we describe the statement for smooth eigenfunctions as a Theorem/Conjecture – i.e. it
is a Theorem for holomorphic forms, but still a conjecture for non-holomorphic forms. Note
thatH2/SL(2,Z) is a non-compact finite area surface whose Laplacian ∆ has both a discrete
and a continuous spectrum. The discrete Hecke eigenfunctions are joint eigenfunctions of ∆
and the Hecke operators Tp.
Theorem/Conjecture 1. [L.S.2] Let {ϕk} denote the orthonormal basis of Hecke eigen-
functions for H2/SL(2,Z). Then there exists a quadratic form B(f) on C∞0 (H
2/SL(2,Z))
such that
1
N(λ)
∑
λj≤λ
|
∫
X
f |ϕj|2dvol− 1
V ol(X)
∫
X
fdV ol|2 = B(f, f)
λ
+ o(
1
λ
).
When the multiplier f = ϕλ is itself an eigenfunction, Luo-Sarnak have shown that
B(ϕλ, ϕλ) = Cϕλ(0)L(
1
2
, ϕλ)
where L(1
2
, ϕλ) is a certain L-function. Thus, the conjectured classical variance is multiplied
by an arithmetic factor depending on the multiplier which has no dynamical significance. At
this time, it is unknown whether variance asymptotics exist in the non-arithmetic case. From
numerical experiments, it is believed that arithmetic settings behave somewhat differently
from non-arithmetic ones (see [Sar2]), and this could be another example of the non-generic
behavior of arithmetic quantum chaos.
15.8. Quantum limits on a hyperbolic surface and Patterson-Sullivan distri-
butions. In this section, we mention a curious link between quantum limits and classical
dynamics on a hyperbolic quotient that was observed in [AZ]. It is related to the invariant
triple products studied in [Sar, BR, MS].
We write G = PSU(1, 1) := SU(1, 1)/ ± I ≡ PSL(2,R), K = PSO(2) and identify the
quotient G/K with the hyperbolic disc D. We let Γ ⊂ G denote a co-compact discrete group
and let XΓ = Γ\D denote the associated hyperbolic surface. In this context it is standard
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to denote eigenvalues by λ2j = sj(1 − sj) = 14 + r2j (sj = 12 + irj) and eigenfunctions by{ϕirj}j=0,1,2,....
We recall that on a hyperbolic quotients there exists a quantization a→ Op(a) of symbols
which is adapted to the non-Euclidean Fourier transform of Helgason (see (17) and [AZ] for
references and details). We then define the Wigner distributions by
(127) 〈a,Wirj〉 =
∫
S∗XΓ
a(g)Wirj(dg) := 〈Op(a)ϕirj , ϕirj〉L2(XΓ), a ∈ C∞(S∗XΓ)
On the other hand, one can define a second sequence of phase space distributions, the
Patterson-Sullivan distributions {PSirj} associated to the eigenfunctions {ϕirj}, by the ex-
pression
(128) PSirj(dg) = PSirj(db
′, db, dt) :=
Tirj (db)Tirj (db
′)
|b− b′|1+2irj ⊗ |dt|.
In this definition, Tirj is the boundary values of ϕirj in the sense of Helgason (see (21)). The
parameters (b′, b) (b 6= b′) vary in B × B, where B = ∂D is the boundary of the hyperbolic
disc, and t varies in R; (b′, b) parametrize the space of oriented geodesics, t is the time
parameter along geodesics, and the three parameters (b′, b, t) are used to parametrize the
unit tangent bundle SD. The Patterson-Sullivan distributions PSirj are by construction
invariant under the geodesic flow (gt) on SD, i.e.
(129) (gt)∗PSirj = PSirj ,
and by using (22) they can be shown to be Γ-invariant. Hence to each eigenfunction
one obtains a geodesic-flow invariant distributions on SXΓ. We also introduce normalized
Patterson-Sullivan distributions
(130) P̂ Sirj :=
1
〈1, PSirj〉SXΓ
PSirj ,
which satisfy the same normalization condition 〈1, P̂ Sirj〉 = 1 as Wirj on the quotient SXΓ.
In [AZ] the following is proved:
Theorem 15.4. For any a ∈ C∞(Γ\G),∫
SXΓ
a(g)Wirj(dg) =
∫
SXΓ
a(g)P̂ Sirj (dg) +O(r
−1
j ).
It follows that the Wigner distributions are equivalent to the Patterson-Sullivan distribu-
tions in the study of quantum ergodicity. Yet, the Patterson-Sullivan distributions have a
purely classical dynamical definition: Define the classical dynamical zeta functions,
(131)

(i) L2(a, s) =
∑
γ
e−(s−1)Lγ
| sinh(Lγ/2)|2
(∫
γ0
a
)
,
(ii) L(s; a) :=∑γ e−sLγ1−e−Lγ (∫γ0 a) , (Re e s > 1)
where the sum runs over all closed orbits, and γ0 is the primitive closed orbit traced out by
γ. The sum converges absolutely for Re e s > 1.
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Theorem 15.5. Let a be a real analytic function on the unit tangent bundle. Then L(s; a)
and L2(s; a) admit meromorphic extensions to C. The poles in the critical strip 0 < Re e s <
1, appear at s = 1/2 + ir, where as above 1/4 + r2 is an eigenvalue of △. For each zeta
function, the residue is ∑
j:r2j=r
2
〈a, P̂Sirj〉SXΓ ,
where {P̂ Sirj} are the normalized Patterson-Sullivan distributions associated to an orthonor-
mal eigenbasis {ϕirj}.
Thus, the quantum limit problem is the same (for compact hyperbolic surfaces) as the
problem of finding the limiting behavior of the residues of classical dynamical zeta functions
as the pole moves up the critical line.
16. Delocalization of eigenfunctions: II: Entropy of quantum limits on
manifolds with Anosov geodesic flow
We now describe the recent results of Anantharaman [A], Anantharaman- Nonnenmacher
[AN] (see also [ANK]) on entropy of quantum limits for (M, g) with Anosov geodesic flow.
These articles give lower bounds on entropies of the quantum limit measures that arise from
sequences of eigenfunctions. We closely follow the presentation in [AN, ANK], and refer in
particular to the partly expository article [ANK] and to the recent Bourbaki seminar report
[CV4] for an exposition of the results.
As discussed above, it is known that quantum limits are invariant probability measures for
gt, but many such measures exist for any geodesic flow. To pin down the possible quantum
limits, one needs to add constraints on the possible limit measures. The entropy bounds of
Anantharaman et al provide almost the only additional constraints known at this time. The
lower bound on entropy rules out such possible limit measures as periodic orbit measures
µγ (which have entropy zero) or finite sums of such measures. However, the entropy results
leave open the possibility that a sequence of eigenfunctions could tend to a limit of the form
aµγ + (1− a)dµ if a is small enough (here, µ is Liouville measure).
We recall (see §1 that a geodesic flow gt is Anosov on on S∗gM if the tangent bundle TS∗gM
splits into gt invariant sub-bundles Eu(ρ) ⊕ Es(ρ) ⊕ RXH(ρ) where Eu is the unstable
subspace and Es the stable subspace. The unstable Jacobian Ju(ρ) at ρ is defined by
Ju(ρ) = det
(
dg−1|Eu(g1ρ)
)
.
The goal is to give a lower bound for entropy of quantum limits. Entropy is complicated to
define, and we only provide a brief sketch here. Classically, entropies are defined for an invari-
ant probability measure µ for the geodesic flow and measures the average complexity of µ-
typical orbits. In the Kolmogorov-Sinai entropy, one starts with a partition P = (E1, . . . , Ek)
of S∗gM and defines the Shannon entropy of the partition by hP(µ) =
∑k
j=1 µ(Ej) log µ(Ej).
Under iterates of the time one map g of the geodesic flow, one refines the partition to
Pvn = {Eα0 ∩ g−1Eα1 ∩ · · · ∩ g−n+1Eαn−1}.
One defines hn(P, µ) to be the Shannon entropy of this partition and then defines hKS(µ,P) =
limn→∞ 1nhn(µ,P). Then hKS(µ) = supP hKS(µ,P).
The main result of [AN, ANK] is the following
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Theorem 16.1. Let µ be a semiclassical measure associated to the eigenfunctions of the
Laplacian on M . Then its metric entropy satisfies
(132) hKS(µ) ≥
∣∣∣∣∫
S∗M
log Ju(ρ)dµ(ρ)
∣∣∣∣− (d− 1)2 λmax ,
where d = dimM and λmax = lim|t|→∞ 1t log supρ∈E |dgtρ| is the maximal expansion rate of the
geodesic flow on E .
In particular, if M has constant sectional curvature −1, this means that
(133) hKS(µ) ≥ d− 1
2
.
The proof is based on a quantum analogue of the metric entropy, and in particular on a
development of the ‘entropic uncertainty principle’ of Maassen- Uffink. There are several
notions of quantum or non-commutative entropy, but for applications to eigenfunctions it is
important to find one with good semi-classical properties.
Let (H, 〈., .〉) be a complex Hilbert space, and let ‖ψ‖ = √〈ψ, ψ〉 denote the associated
norm. The quantum notion of partition is a family π = (πk)k=1,...,N of operators on H such
that
∑H
k=1 πkπ
∗
k = Id. If ‖ψ‖ = 1, the entropy of ψ with respect to the partition π is define
by
hπ(ψ) = −
N∑
k=1
‖π∗kψ‖2 log‖π∗kψ‖2 .
We note that the quantum analogue of an invariant probability measure µ is an invariant state
ρ, and the direct analogue of the entropy of the partition would be
∑
ρ(πkπ
∗
k) log ρ(πkπ
∗
k). If
the state is ρ(A) = 〈Aψ, ψ〉 then ρ(πkπ∗k) = ||π∗kψ||2.
The dynamics is generated by a unitary operator U on H. We now state a simple version
of the entropy uncertainty inequality of Maasen-Uffink. A more elaborate version in [A, AN,
ANK] gives a lower bound for a certain ‘pressure’.
Theorem 16.2. For any ǫ ≥ 0, for any normalized ψ ∈ H,
hπ
(Uψ)+ hπ(ψ) ≥ −2 log c(U) ,
where
c(U) = sup
j,k
|〈ek, Uej〉|
is the supremum of all matrix elements in the orthonormal basis {ej}. In particular, hπ(ψ) ≥
− log c(U) if ψ is an eigenfunction of U .
In the application to eigenfunctions, one fixes a partition {Mk} of M and a corresponding
partition T ∗Mk of T ∗M . One then defines a smooth quantum partition of unity Pk by
smoothing out the characteristic functions of Mk. The partition is refined by
(134) Pα = Pαn−1(n− 1)Pαn−2(n− 2) · · ·Pα0 ,
where α = (α0, . . . , αn−1) and where P (k) = U∗kPUk. One then specifies:
(1) U = eiTE
√
∆ is the wave operator at the ‘Ehrenfest time’ TE =
log λ
λmax
. Or from a
semi-classical (where h = 1
λ
, where the Hamiltonian is H = h2∆ and where the time
evolution is ei
t
h
H), U = einE(h)h∆ with nE(h) = log
1
h
λmax
.
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(2) ψh is an eigenfunction of U ;
(3) hπ(ψh) =
∑
|α|=nE ||P ∗αψh||2 log ||P ∗αψh||2.
With these specifications,
(135) c(U) = max
|α|=|α′|=nE
||Pα′UnEPαOp(χ(nE))||
where χ(nE) is a very sharp energy cutoff supported in a tubular neighborhood E ǫ := H−1(1−
ǫ, 1 + ǫ) of E = S∗M of width 2h1−δenδ for a given δ > 0.
We now give a very sketchy outline of how the entropy uncertainty inequality (Theorem
16.2) is used to prove the lower bound on the entropy of the limit measure (Theorem 16.1).
The argument is technical and difficult and the outline only gives the flavor of the estimates;
the interested reader should consult [ANK] for a complete exposition.
The next step is to link c(U) to the classical dynamics. The authors introduce a discrete
‘coarse-grained’ unstable Jacobian
Ju1 (α0, α1) := sup{Ju(ρ) : ρ ∈ T ∗Ωα0 ∩ E ǫ : gtρ ∈ T ∗Ωα1},
for α0, α1 = 1, . . . , K. Here, Ωj are small open neighborhoods of the partition sets Mj . For
a sequence α = (α0, . . . , αn−1) of symbols of length n, one defines
Jun(α) := J
u
1 (α0, α1) · · ·Ju1 (αn−2, αn−1).
Theorem 16.3. Given a partition P(0) and δ, δ′ > 0 small enough, there exists ~P(0),δ,δ′ such
that, for any ~ ≤ ~P(0),δ,δ′, for any positive integer n ≤ nE(~), and any pair of sequences α,
α′ of length n,
(136) ‖P ∗α′ Un PαOp(χ(n))‖ ≤ C ~−(d−1+cδ)
√
Jun(α)J
u
n(α
′) .
Here, d = dimM and the constants c, C only depend on (M, g).
To prove this, one shows that any state of the form Op(χ(∗))Ψ can be decomposed as a
superposition of essentially ~−
(d−1)
2 normalized Lagrangian states, supported on Lagrangian
manifolds transverse to the stable leaves of the flow. The action of the operator Pα on such
Lagrangian states is intuitively as follows: each application of U stretches the Lagrangian
in the unstable direction (the rate of elongation being described by the unstable Jacobian)
whereas each multiplication by Pαj projects onto a small piece of the Lagrangian. This
iteration of stretching and cutting accounts for the exponential decay.
Combined with the entropy uncertainty inequality, one obtains
Proposition 16.4. Let d = dimM and let (ψ~)~→0 be a sequence of eigenfunctions. Then
there exist δ, δ′ so that, at time n = nE(~),
(137) hn(ψ~) ≥ 2(d− 1 + cδ) log ~+O(1) ≥ −2(d− 1 + cδ)λmax
(1− δ′) n+O(1) .
Now suppose that the Wigner measures Wψ~ of a subsequence (ψ~)~→0 of eigenfunctions
converges to the semiclassical measure µ on E . Consider the limit ~ → 0 of hπ(ψh)(so that
nE(h) → ∞). For any sequence α of length nE , each ‖P ∗α ψ~‖2 converges to µ({α}), where
{α} is the function P 2α0 (P 2α1 ◦ g1) . . . (P 2ǫnE ◦ gnE) on T ∗M . Then for any n0 ≤ nE , hn0(ψ~)
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semiclassically converges to the classical entropy
hn0(µ,Psm) = hn0(µ, (P 2k )) = −
∑
|α|=n0
µ({1smMα})2 log Jun (α) ,
where
1smMα = (1
sm
Mαn0−1
◦ gn0−1) · · · (1smMα1 ◦ g)1
sm
Mα0
.
Here, 1smMα0 is a smoothing of the characteristic function of the indicated set.
Using Proposition 16.4, one obtains the lower bound
(138)
hno(µ,Psm)
no
≥ −n0 − 1
n0
−
∑
α0,α1
µ({1smMα})2 log Ju1 (α0, α1)−
(d− 1 + cδ)λmax
(1− δ′) − 2
R
no
.
Here, δ and δ′ could be taken arbitrarily small, and at this stage they can be set equal to
zero.
The Kolmogorov–Sinai entropy of µ is by definition the limit of the left side of (138) when
no → ∞. Then let no → ∞, and let the diameter ε/2 of the partition tend to 0. Then the
first term in the right hand side of (138) converges to the integral − ∫E log Ju(ρ)dµ(ρ) as
ε→ 0, proving (132).

17. Real analytic manifolds and their complexifications
In this section, we consider eigenfunctions on a real analytic compact Riemannian manifold
(M, g). The advantage of real analyticity is that one can complexify the manifold and
analytically continue the eigenfunctions to the complexification ofM . This allows one to use
methods of holomorphic and pluri-subharmonic function theory to obtain sharper results on
volumes and distribution of nodal hypersurfaces than are possible for C∞(M, g). The gain
in simplicity is two fold, reflecting the relative simplicity of real polynomials over smooth
functions, and of complex zeros of polynomials over real zeros. This point of view has been
taken in [DF, Lin, Z6] among other articles.
A real analytic manifoldM always possesses a unique complexificationMC generalizing the
complexification of Rm as Cm. The complexification is an open complex manifold in which
M embeds ι : M → MC as a totally real submanifold (Bruhat-Whitney). As examples, we
have:
• M = Rm/Zm is MC = Cm/Zm.
• The unit sphere Sn defined by x21 + · · · + x2n+1 = 1 in Rn+1 is complexified as the
complex quadric S2
C
= {(z1, . . . , zn) ∈ Cn+1 : z21 + · · ·+ z2n+1 = 1}.
• The hyperboloid model of hyperbolic space is the hypersurface in Rn+1 defined by
H
n = {x21 + · · ·x2n − x2n+1 = −1, xn > 0}.
Then,
HnC = {(z1, . . . , zn+1) ∈ Cn+1 : z21 + · · · z2n − z2n+1 = −1}.
• Any real algebraic subvariety of Rm has a similar complexification.
• Any Lie group G (or symmetric space) admits a complexification GC.
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The Riemannian metric determines a special kind of distance function on MC [GS1, GS2,
LS1, LS2, GLS]. The metric g determines a plurisubharmonic function
√
ρ =
√
ρ
g
on MC as
the unique solution of the Monge-Ampe`re equation
(∂∂¯
√
ρ)m = δMR,dVg , ι
∗(i∂∂¯ρ) = g.
Here, δMR,dVg is the delta-function on the real M with respect to the volume form dVg, i.e.
f → ∫
M
fdVg. In fact,
√
ρ(ζ) = i
√
r2(ζ, ζ¯) where r2(x, y) is the squared distance function
in a neighborhood of the diagonal in M ×M .
One defines the Grauert tubes Mτ = {ζ ∈ MC : √ρ(ζ) ≤ τ}. There exists a maximal τ0
for which
√
ρ is well defined, known as the Grauert tube radius. For τ ≤ τ0, Mτ is a strictly
pseudo-convex domain in MC.
The complexified exponential map (x, ξ)→ expxiξ defines a diffeomorphism from B∗τM to
Mτ and pulls back
√
ρ to |ξ|g. The one-complex dimensional null foliation of ∂∂¯√ρ, known
as the ‘Monge-Ampe`re’ or Riemann foliation, are the complex curves t+ iτ → τ γ˙(t), where
γ is a geodesic, where τ > 0 and where τ γ˙(t) denotes multiplication of the tangent vector to
γ by τ . We refer to [LS1] for further discussion.
17.1. Analytic Continuation of eigenfunctions. Let A(τ) denote the operator of an-
alytic continuation of a function on M to the Grauert tube Mτ . It is simple to see that
A(τ) = UC(iτ)e
τ
√
∆ where U(iτ, x, y) = e−τ
√
∆(x, y) is the Poisson operator of (M, g), i.e.
the wave operator at positive imaginary time, and UC(iτ, ζ, y) is its analytic continuation in
x to Mτ . In terms of the eigenfunction expansion, one has
(139) U(iτ, ζ, y) =
∞∑
j=0
e−τλjϕCj (ζ)ϕj(y), (ζ, y) ∈Mǫ ×M.
To understand the analytic continuability of the wave kernel, we first consider Euclidean Rn
and its wave kernel U(t, x, y) =
∫
Rn
eit|ξ|ei〈ξ,x−y〉dξ which analytically continues to t+ iτ, ζ =
x+ ip ∈ C+ ×Cn as the integral
UC(t+ iτ, x+ ip, y) =
∫
Rn
ei(t+iτ)|ξ|ei〈ξ,x+ip−y〉dξ.
The integral clearly converges absolutely for |p| < τ.
Exact formulae of this kind exist for Sm and Hm. For a general real analytic Riemannian
manifold, there exists an oscillatry integral expression for the wave kernel of the form,
(140) U(t, x, y) =
∫
T ∗yM
eit|ξ|gyei〈ξ,exp
−1
y (x)〉A(t, x, y, ξ)dξ
where A(t, x, y, ξ) is a polyhomogeneous amplitude of order 0. For background, we refer to
[Be, D.G, T]. The holomorphic extension of (140) to the Grauert tube |ζ | < τ in x at time
t = iτ then has the form
(141) UC(iτ, ζ, y) =
∫
T ∗y
e−τ |ξ|gyei〈ξ,exp
−1
y (ζ)〉A(t, ζ, y, ξ)dξ (ζ = x+ ip).
Since
(142) UC(iτ)ϕλ = e
−τλϕCλ ,
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the analytic continuability of the Poisson operator to Mτ implies that every eigenfunction
analytically continues to the same Grauert tube. It follows that the analytic continuation
operator to Mτ is given by
(143) AC(τ) = UC(iτ) ◦ eτ
√
∆.
Thus, a function f ∈ C∞(M) has a holomorphic extension to the closed tube √ρ(ζ) ≤ τ
if and only if f ∈ Dom(eτ
√
∆), where eτ
√
∆ is the backwards ‘heat operator’ generated by√
∆ (rather than ∆). That is, f =
∑∞
n=0 anϕλn admits an analytic continuation to the open
Grauert tubeMτ if and only if f is in the domain of e
τ
√
∆, i.e. if
∑
n |an|2e2τλn <∞. Indeed,
the analytic continuation is UC(iτ)e
τ
√
∆f . The subtlety is in the nature of the restriction to
the boundary of the maximal Grauert tube.
This result generalizes one of the classical Paley-Wiener theorems to real analytic Rie-
mannian manifolds [Bou, GS2]. In the simplest case ofM = S1, f ∼∑n∈Z aneinθ ∈ Cω(S1) is
the restriction of a holomorphic function F ∼∑n∈Z anzn on the annulus S1τ = {| log |z|| < τ}
and with F ∈ L2(∂S1τ ) if and only if
∑
n |fˆ(n)|2 e2|n|τ <∞. The case of Rm is more compli-
cated since it is non-compact. We are mainly concerned with compact manifolds and so the
complications are not very relevant here. But we recall that one of the classical Paley-Wiener
theorems states that a real analytic function f on Rn is the restriction of a holomorphic func-
tion on the closed tube |Im ζ | ≤ τ which satisfies ∫
Rm
|F (x + iξ)|2dx ≤ C for ξ ≤ τ if and
only if fˆ eτ |Im ζ| ∈ L2(Rn).
Let us consider examples of holomorphic continuations of eigenfunctions:
• On the flat torus Rm/Zm, the real eigenfunctions are cos〈k, x〉, sin〈k, x〉 with k ∈
2πZm. The complexified torus is Cm/Zm and the complexified eigenfunctions are
cos〈k, ζ〉, sin〈k, ζ〉 with ζ = x+ iξ.
• On the unit sphere Sm, eigenfunctions are restrictions of homogeneous harmonic
functions on Rm+1. The latter extend holomorphically to holomorphic harmonic
polynomials on Cm+1 and restrict to holomorphic function on Sm
C
.
• OnHm, one may use the hyperbolic plane waves e(iλ+1)〈z,b〉, where 〈z, b〉 is the (signed)
hyperbolic distance of the horocycle passing through z and b to 0. They may be
holomorphically extended to the maximal tube of radius π/4.
• On compact hyperbolic quotients Hm/Γ, eigenfunctions can be then represented by
Helgason’s generalized Poisson integral formula [H],
ϕλ(z) =
∫
B
e(iλ+1)〈z,b〉dTλ(b).
Here, z ∈ D (the unit disc), B = ∂D, and dTλ ∈ D′(B) is the boundary value of ϕλ,
taken in a weak sense along circles centered at the origin 0. To analytically continue
ϕλ it suffices to analytically continue 〈z, b〉. Writing the latter as 〈ζ, b〉, we have:
(144) ϕCλ(ζ) =
∫
B
e(iλ+1)〈ζ,b〉dTλ(b).
The results of Sarnak [Sar] on the exponential decay of integrals
∫
M
ϕλϕ
2
µdVg and subse-
quent results of Miller-Schmidt [MS] and Bernstein-Reznikov [BR] are closely related to the
Paley-Wiener theory and this analytic continuation formula for eigenfunctions on hyperbolic
quotients.
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17.2. Maximal plurisubharmonic functions and growth of ϕCλ . There are natural
analogues in the setting of Gruaert tubes for the basic notions of pluripotential theory on
domains in Cm. One may view the Grauert tube function
√
ρ as the analogue of the pluri-
complex Green’s function or Siciak maximal PSH (pluri-subharmonic) function.
In the case of domains Ω ⊂ Cm, we recall that the maximal PSH function (or pluri-complex
Green’s function) relative to a subset E ⊂ Ω is defined by
VE(ζ) = sup{u(z) : u ∈ PSH(Ω), u|E ≤ 0, u|∂Ω ≤ 1}.
This maximal function controls the Bernstein constant B(f, E,Ω) = maxΩ |f |
maxE |f | for any holo-
morphic f .
An alternative construction of the maximal PSH function due to Siciak is defined by taking
the supremum only with respect to polynomials p. We denote by PN the space of all complex
analytic polynomials of degree N and put PNK = {p ∈ PN : ||p||K ≤ 1, ||p||Ω ≤ e}. Then
define
logΦNE (ζ) = sup{
1
N
log |pN(ζ)| : p ∈ PNE }, log ΦE = lim sup
N→∞
log ΦNE .
Here, ||f ||K = supz∈K |f(z)|. Siciak proved that log ΦE = VE (see [K], Theorem 5.1.7).
Intuitively, there are enough polynomials that one can obtain the sup by restricting to
polynomials.
On a real analytic Riemannian manifold, the natural analogue of PN is the space
Hλ = {p =
∑
j:λj≤λ
ajϕλj , a1, . . . , aN(λ) ∈ R}
spanned by eigenfunctions with frequencies ≤ λ. Rather than using the sup norm, it is
convenient to work with L2 based norms than sup norms, and so we define
HλM = {p =
∑
j:λj≤λ
ajϕλj , ||p||L2(M) =
N(λ)∑
j=1
|aj |2 = 1}.
We define the λ-Siciak extremal function by
ΦλM(z) = sup{|ψ(z)|1/λ : ψ ∈ Hλ; ‖ψ‖M 6 1},
and the extremal function by
ΦM(z) = sup
λ
ΦλM(z).
We may also define a natural analogue of the pluri-complex Green’s function by putting
E =M and Ω = Mτ and defining
Vg(ζ ; τ) = sup{u(z) : u ∈ PSH(Mτ), u|M ≤ 0, u|∂Mτ ≤ τ}.
Although it does not seem to have been proved at this time, it is easy to guess that Vg =
√
ρ
since the latter solves the homogeneous Monge-Ampe`re equation (∂∂¯
√
ρ)m = 0 on Mτ\M .
Moreover, it is not hard to prove that
(145) ΦM = Vg,
generalizing the so-called Siciak-Zaharjuta theorem in the special case where the boundary
conditions are placed on all of M . To see this, we consider the analytic continuation of
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the spectral projections kernels Π[0,λ](x, y) =
∑
j:λj∈[0,λ] ϕj(x)ϕj(y). Its complexification
evaluated on the anti-diagonal equals,
(146) Π[0,λ](ζ, ζ¯) =
∑
j:λj∈0,λ]
|ϕCj (ζ)|2.
By using a Bernstein-Walsh inequality
1
N(λ)
≤ Π[0,λ](ζ, ζ¯)
ΦλM (ζ)
2
≤ CN(λ) eǫN(λ),
it is not hard to show that
(147) ΦM (z) = lim
λ→∞
1
λ
log Π[0,λ(ζ, ζ¯).
To evaluate the logarithm, one can show that the kernel is essentially eλ
√
ρ times the tem-
perate projection defined by the Poisson operator,
(148) P[0,λ](ζ, ζ¯) =
∑
j:λj∈[0,λ]
e−2
√
ρ(ζ)λj |ϕCj (ζ)|2.
The equality (145) follows from the fact that limλ→∞ 1λ logP[0,λ](ζ, ζ¯) = 0.
17.3. Analytic continuation and nodal hypersurfaces. We now survey some methods
and results on nodal hypersurfaces of eigenfunctions on real analytic compact Riemannian
manifolds (M, g) of dimension m. The principal result on volumes is due to Donnelly-
Fefferman [DF]:
Theorem 17.1. [DF] (see also [Lin]) Let (M, g) be a compact real analytic Riemannian
manifold, with or without boundary. Then there exist c1, C2 depending only on (M, g) such
that
(149) c1λ ≤ Hm−1(Zϕλ) ≤ C2λ, (∆ϕλ = λ2ϕλ; c1, C2 > 0).
A very readable exposition of the proof is contained in [H]. The upper and lower bounds
require rather different arguments. The upper bound is simpler and may be sketched as
follows: By a local Crofton’s formula, the real volume of the nodal hypersurface equals
the mean number of intersections it has with a random line in a coordinate chart, i.e. by
the number of zeros of ϕλ along each line. This number is obviously bounded above by the
number of complex zeros of ϕCλ on the complexification of the line. Hence, the upper bound is
reduced to bounding the number of complex zeros of a family of complex analytic functions
of one variable in a disc. For each disc, the number of zeros is in principle estimated by
Jensen’s formula, which bounds the number of zeros in a disc of a holomorphic function by
the logarithm of the modulus of the holomorphic function. One can then use the frequency
function estimates, Carleman estimates or Bernstein-Walsh type inequalities to obtain the
doubling estimates in Theorem 3.2, and they bound the growth of the log modulus of ϕCλ
by Cλ. Jensen’s formula does not directly apply, since it concerns the growth of a single
holomorphic function in an expanding family of domains, while we are interested in a family
of holomorphic functions ϕCλ in a single domain Mτ . Donnelly-Fefferman find a suitable
replacement using Blashcke product factorizations. Lin gives an alternative bound on zeros
in terms of growth using the frequency function for functions of one complex variable. Thus,
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the upper bound reflects the growth rate of ϕλ combined with the upper bound on the
number of complex zeros by the growth rate.
The lower bound is of a somewhat different nature. A general analytic function of expo-
nential growth (e.g. ez) need not have any zeros, i.e. zero might be an exceptional value.
Jensen’s formula equates the growth of the log modulus to the sum of the number of zeros
and the ‘proximity to zero’, i.e. in our setting to values where |ϕλ(ζ)| ≤ e−λǫ. It is necessary
to rule out the possibility that zero is an exceptional value of complexified eigenfunctions.
In effect, this is possible because real eigenfunction must have a zero in any ball of radius C
λ
by Theorem 4.1. But then one needs a lower bound on the hypersurface volume of the nodal
set in such a small ball. More precisely, in [DF] a lower bound for the hypersurface volume is
proved for a certain λ-independent proportion of a covering by small balls of radius C
λj
. The
global result then follows by summing the volume in the these small balls. Besides [DF], we
refer to [HL] for a detailed discussion.
17.4. Nodal hypersurfaces in the case of ergodic geodesic flow. We now consider
global results when hypotheses are made on the dynamics of the geodesic flow. Use of
the global wave operator brings into play the relation between the geodesic flow and the
complexified eigenfunctions, and this allows one to prove gobal results on nodal hypersurfaces
that reflect the dynamics of the geodesic flow. In some cases, one can determine not just the
volume, but the limit distribution of complex nodal hypersurfaces.
The complex nodal hypersurface of an eigenfunction is defined by
(150) ZϕCλ = {ζ ∈ B
∗
ǫ0M : ϕ
C
λ(ζ) = 0}.
There exists a natural current of integration over the nodal hypersurface in any ball bundle
B∗ǫM with ǫ < ǫ0 , given by
(151) 〈[ZϕCλ], ϕ〉 =
i
2π
∫
B∗ǫM
∂∂¯ log |ϕCλ |2 ∧ ϕ =
∫
Z
ϕC
λ
ϕ, ϕ ∈ D(m−1,m−1)(B∗ǫM).
In the second equality we used the Poincare´-Lelong formula. The notation D(m−1,m−1)(B∗ǫM)
stands for smooth test (m− 1, m− 1)-forms with support in B∗ǫM.
The nodal hypersurface ZϕCλ also carries a natural volume form |ZϕCλ| as a complex hyper-
surface in a Ka¨hler manifold. By Wirtinger’s formula, it equals the restriction of
ωm−1g
(m−1)! to
ZϕCλ . Hence, one can regard ZϕCλ as defining the measure
(152) 〈|ZϕCλ |, ϕ〉 =
∫
Z
ϕC
λ
ϕ
ωm−1g
(m− 1)! , ϕ ∈ C(B
∗
ǫM).
We prefer to state results in terms of the current [ZϕCλ ] since it carries more information.
We will say that a sequence {ϕjk} of L2-normalized eigenfunctions is quantum ergodic if
(153) 〈Aϕjk , ϕjk〉 →
1
µ(S∗M)
∫
S∗M
σAdµ, ∀A ∈ Ψ0(M).
Here, Ψs(M) denotes the space of pseudodifferential operators of order s, and dµ denotes
Liouville measure on the unit cosphere bundle S∗M of (M, g). More generally, we denote by
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dµr the (surface) Liouville measure on ∂B
∗
rM , defined by
(154) dµr =
ωm
d|ξ|g on ∂B
∗
rM.
We also denote by α the canonical action 1-form of T ∗M .
Theorem 17.2. Let (M, g) be real analytic, and let {ϕjk} denote a quantum ergodic sequence
of eigenfunctions of its Laplacian ∆. Let (B∗ǫ0M,J) be the maximal Grauert tube around M
with complex structure Jg adapted to g. Let ǫ < ǫ0. Then:
1
λjk
[ZϕCjk
]→ i
π
∂∂¯
√
ρ weakly in D′(1,1)(B∗ǫM),
in the sense that, for any continuous test form ψ ∈ D(m−1,m−1)(B∗ǫM), we have
1
λjk
∫
Z
ϕC
jk
ψ → i
π
∫
B∗ǫM
ψ ∧ ∂∂¯√ρ.
Equivalently, for any ϕ ∈ C(B∗ǫM),
1
λjk
∫
Z
ϕC
jk
ϕ
ωm−1g
(m− 1)! →
i
π
∫
B∗ǫM
ϕ∂∂¯
√
ρ ∧ ω
m−1
g
(m− 1)! .
Corollary 17.3. Let (M, g) be a real analytic with ergodic geodesic flow. Let {ϕjk} denote
a full density ergodic sequence. Then for all ǫ < ǫ0,
1
λjk
[ZϕCjk
]→ i
π
∂∂¯
√
ρ, weakly in D′(1,1)(B∗ǫM).
The proof consists of three ingredients:
(1) By the Poincare´-Lelong formula, [ZϕCλ ] = i∂∂¯ log |ϕCλ |. This reduces the theorem to
determining the limit of 1
λ
log |ϕCλ |.
(2) 1
λ
log |ϕCλ | is a sequence of PSH functions which are uniformly bounded above by√
ρ. By a standard compactness theorem, the sequence is pre-compact in L1: every
sequence from the family has an L1 convergent subsequence.
(3) |ϕCλ |2, when properly L2 normalized on each ∂Mτ is a quantum ergodic sequence on
∂Mτ . This property implies that the L
2 norm of |ϕCλ |2 on ∂Ω is asymtotically
√
ρ.
(4) Ergodicity and the calculation of the L2 norm imply that the only possible L1 limit
of 1
λ
log |ϕCλ |. This concludes the proof.
We note that the first two steps are valid on any real analytic (M, g). The difference is
that the L2 norms of ϕCλ may depend on the subsequence and can often not equal
√
ρ. That
is, 1
λ
|ϕCλ | behaves like the maximal PSH function in the ergodic case, but not in general.
For instance, on a flat torus, the complex zero sets of ladders of eigenfunctions concentrate
on a real hypersurface in MC. This may be seen from the complexified real eigenfunctions
sin〈k, x + iξ〉, which vanish if and only if 〈k, x〉 ∈ 2πZ and 〈k, ξ〉 = 0. Here, k ∈ Nm is a
lattice point. The exact limit distribution depends on which ray or ladder of lattice points
one takes in the limit. The result reflects the quantum integrability of the flat torus, and a
similar (but more complicated) description of the zeros exists in all quantum integrable cases.
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The fact that 1
λ
log |ϕCλ | is pre-compact on a Grauert tube of any real analytic Riemannian
manifold confirms the upper bound on complex nodal hypersurface volumes.
17.5. Analytic domains with boundary. Many of the basic estimates on nodal hyper-
surfaces, such as Theorem 149, apply to real analytic manifolds with boundary as well as
boundaryless manifolds. We are concentrating on manifolds without boundary, but mention
one result on nodal lines where the boundary effects are central. Namely, in the case of real
analytic plane domains, it is visible from computer graphics (see [FGS] for references) that
only a small proportion of the nodal components touch the boundary. Most are small nodal
loops in the interior.
We thus consider Neumann (resp. Dirichlet) eigenfunctions ϕλj on (piecewise) real analytic
plane domains Ω ⊂ R2, i.e. solutions of (1) with boundary conditions
(155) ∂νϕλj = 0 (resp. ϕλj = 0) on ∂Ω,
Theorem 17.4. [TZ3] Let Ω be a piecewise analytic domain and let n∂Ω(λj) be the number
of components of the nodal set of the jth Neumann or Dirichlet eigenfunction which intersect
∂Ω. Then there exists CΩ such that n∂Ω(λj) ≤ CΩλj.
In the Dirichlet case, we remove the boundary before counting components. For q generic
piecewise analytic plane domains, zero is a regular value of all eigenfunctions ϕλj , i.e. ∇ϕλj 6=
0 on Zϕλj [U], and the nodal set is a disjoint union of connected components which are
homeomorphic either to circles contained in the interior Ωo of Ω or to intervals intersecting
the boundary in two points. We call the former ‘closed nodal loops’ and the latter ‘open nodal
lines’. Thus, the theorem states that the number of open nodal lines is O(λj). As mentioned
above, the Courant nodal domain theorem implies that the number of nodal componants
is of order O(λ2j). When the upper bound is achieved, the number of open nodal lines in
dimension 2 is of one lower order in λj than the number of closed nodal loops. This effect is
known from numerical experiments of eigenfunctions and random waves [FGS].
The proof of Theorem 17.4 is to complexify the Cauchy data (i.e. ϕλ|∂Ω in the Neumann
case or ∂νϕλ|∂Ω in the Dirichlet case) as holomorphic functions on the complexification of
the boundary, and to count the number of its complex zeros. This number is bounded by the
growth rate of the log modulus, which can be directly estimated in terms of the eigenvalue.
Thus, the proof is of a similar form to the upper bound half of [DF]. On the other hand, no
comparable lower bound exists: in the case of the disc (see §2.6), the boundary values are
of the form sinmθ or cosmθ, where m is the angular momentum rather than the frequency
λ. So the number of boundary zeros remains bounded for some sequences of eigenfunctions
as the eigenvalue tends to infinity.
As previously mentioned, I. Polterovich [Po] used Theorem 17.4 to resolve an old conjecture
of Pleijel, to the effect that Pleijel’s bound on the number of nodal domains (see Theorem
4.6) is valid for Neumann as well as Dirichlet boundary conditions. Polterovich observes
that Pleijel’s argument applies to any nodal domain that does not touch the boundary. By
Theorem 17.4, the nodal domains which do touch the boundary are of lower order than the
bound, concluding the proof.
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18. Riemannian random waves
We have mentioned that the random wave model provides a kind of guideline for what to
conjecture about eigenfunctions of quantum chaotic system. In this final section, we briefly
discuss random wave models and what they predict.
To define Riemannian random waves, we first consider the standard sphere. We choose an
orthonormal basis {ϕNj}dNj=1 for HN . We endow the real vector space HN with the Gaussian
probability measure γN defined by
(156) γN(s) =
(
dN
π
)dN/2
e−dN |c|
2
dc , ψ =
dN∑
j=1
cjϕNj , dN = dimHN .
Here, dc is dN -dimensional real Lebesgue measure. The normalization is chosen so that
EγN 〈ψ, ψ〉 = 1, where EγN is the expected value with respect to γN . Equivalently, the dN
real variables cj (j = 1, . . . , dN) are independent identically distributed (i.i.d.) random
variables with mean 0 and variance 1
2dN
; i.e.,
EγN cj = 0, EγN cjck =
1
dN
δjk .
We note that the Gaussian ensemble is equivalent to picking ψN ∈ HN at random from
the unit sphere in HN with respect to the L2 inner product. The latter description is more
intuitive but it is technically more convenient to work with Gaussian measures. In the cutoff
ensemble, we put the product Gaussian measure ΠNn=1γn on
⊕N
n=1Hn.
On a general compact Riemannian manifold (M, g) of dimension m, the analogue of the
space HN of spherical harmonics of degree N is played by the space HIN of linear com-
binations of eigenfunctions with frequencies in an interval IN := [N,N + 1]. The precise
decomposition of R into intervals is not canonical on a generic Riemannian manifold and
the results do not depend on the choice. We choose IN = [N,N + 1] only for notational
simplicity. In the special case of Zoll manifolds (all of whose geodesics are closed), there is
a canonical choice where the intervals are centered in the middle of the eigenvalue clusters,
i.e. the points 2π
L
N + β
4
where L (resp. β) is the common length (resp. Morse index) of
the geodesics. Henceforth we abbreviate HN = HIN on general Riemannian manifolds. We
continue to denote by {ϕNj}dNj=1 an orthonormal basis of HN where dN = dimHN . We equip
it with the Gaussian measure (156) and again denote the expected value with respect to
(HN , γN) by EγN .
18.1. Levy concentration of measure. Levy concentration of measure occurs when Lip-
schitz continuous functions f on a metric probability space (X, d, µ) of large dimension d
are highly concentrated around their median values Mf . In the fundamental case where X
is the unit N -sphere SN with the usual distance function, and µ is the SO(N + 1)-invariant
probability measure, the concentration of measure inequality says that
(157) Prob
{
x ∈ SN : |f(x)−Mf | ≥ r
} ≤ exp(−(N − 1)r2
2‖f‖2Lip
)
,
where
‖f‖Lip = sup
d(x,y)>0
|f(x)− f(y)|
d(x, y)|
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is the Lipschitz norm. (See, e.g. [L].)
A key point in the proof is the following well-known and simple fact that the mass the
sphere concentrates in a small tube around any ‘equatorial’ sphere.
Lemma 18.1. Let A ∈ S2d−1 ⊂ Cd, and give S2d−1 Haar probability measure. Then
Prob
{
P ∈ S2d−1 : |〈P,A〉| > λ} 6 e−(d−1)λ2 .
Another basic fact about concentration of Gaussian measures is the following Levy con-
centration of Gaussian measure result due to Sudakov-Tsirelson and Borell:
Lemma 18.2. [ST] Let F ⊂ HN and let dN = dimHN . Let F+ρ be the ρ-tube around F .
Then
P(F+ρ) ≤ 3
4
=⇒ P(F ) ≤ 2e−C ρ dN .
18.2. Concentration of measure and Lp norms. The purpose of this section is to il-
lustrate the use of concentration of measure inequalities in one of its simplest applications
to random waves: to determine the asymptotic behavior of Lp norms of random spherical
harmonics of degree N . The main functionals we consider are the norms on SHN :
Lp(ψ) = ‖ψ‖p (2 6 p 6∞).
We only consider the case p =∞ in detail; for p <∞ see [SZ].
Theorem 18.3. For each of the above complex ensembles, there exist constants C > 0 such
that:
νN
{
sN ∈ SHN : sup
Sm
|ψN | > C
√
logN
}
< O
(
1
N2
)
.
In fact, for any k > 0, we can bound the probabilities by O(N−k) by choosing C to be
sufficiently large.
As a corollary we obtain almost sure bounds on the growth of L∞ norms for independent
random sequences of L2-normalized spherical harmonics. To state the result, we introduce
the probability sequence space S = ∏∞N=1 SHN with the measure ν = ∏∞N=1 νN . The
estimate of Theorem 18.3 immediately implies that
lim sup
N→∞
supX |ψN |√
logN
6 C almost surely .
Hence we have:
Corollary 18.4. Sequences of sections ψN ∈ SHN satisfy:
‖ψN‖∞ = O(
√
logN) almost surely.
Results of the latter type were first proved by Salem-Zygmund in the case of random
trigonometric polynomials on the circle , and by Kahane for random trigonometric poly-
nomials on tori. Vanderkam [Van] generalized the results to the case of random spherical
harmonics by a geometric method that seems special to the sphere. Neuheisel [Neu] adapted
a method of Nonnenmacher-Voros on holomorphic sections to simplify the proof of the sup
norm estimates of [Van]. Here we follow an approach of [SZ] to derive them again from Levy
concentration of measure. It also gives concentration results on Lp norms:
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Theorem 18.5. Let 2 6 p <∞. Then the median values of the Lp norm on the unit spheres
SHN are bounded by a constant α = α(p,m), and
νN{ψN ∈ SHN : Lp(ψN ) > r + α} ≤ exp(−Cr2N2m/p) ,
for some constant C > 0. Hence, sequences of sections ψN ∈ SHN satisfy ‖ψN‖p = O(1)
almost surely.
18.3. L∞ norms: Proof of Theorem 18.3.
Proof. We refer to §2.3 for notation, but drop the dimensional subscript. Throughout this
section we assume that ‖ψN‖L2 = 1.
We define ΦN (x) = (ϕN,1, . . . , ϕN,dN ) : S
m → RdN . It is well known (and easy to prove)
that this eigenmap is an isometric minimal embedding of (Sm, g0) as a subsphere of a sphere
of (RdN , ds2) where ds2 is the standard Euclidean metric. In fact,
(158) Φ∗Nds
2 =
dN∑
j=1
dϕNj (x)⊗ dϕNj (x) =
λ2NdN
mV ol(Sm)
g0 ∼ CmNm+1g0.
Indeed, by SO(m + 1) invariance, the metric (158) is a constant multiple of the standard
metric g0. The constant can be calculated using the fact that ΠN(x, x) is a constant function.
By integrating over Sm one sees that ΠN(x, x) =
dN
V ol(Sm)
∼ 1
V ol(Sm)
Nm−1, and by taking ∆ of
this formula one can determine the constants in (158) (see e.g. [Ch] for background). Then
(159) ΠN(x, y) =
dN∑
j=1
ϕNj (x)ϕ
N
j (y) = 〈ΦN(x),ΦN (y)〉 .
Let ψN =
∑dN
j=1 cjϕ
N
j (
∑ |cj|2 = 1) denote a random element of SHN , and write c =
(c1, . . . , cdN ). Recall that
(160) ψN (x) =
∫
X
ΠN(x, y)sN(y)dy =
dN∑
j=1
cjϕ
N
j (x) = c · ΦN (x) .
Thus
(161) |ψN(x)| = ‖ΦN (x)‖ cos θx , where cos θx = |c · ΦN(x)|‖ΦN (x)‖ .
The angle θx can be interpreted as the distance in S
dN−1 between [c¯] and Φ˜N (x). Also,
‖ΦN (x)‖ =
√
ΠN (x, x) ∼ CmN (m−1)/2.
Now fix a point x ∈ Sm. By Lemma 18.1,
νN
{
ψN : cos θx > CN
−(m−1)/2√logN} 6 exp(−(dN − 1)C2 logN
Nm−1
)
= N−C
2N−(m−1)(dN−1) .(162)
We can cover Sm by a collection of kN balls B(z
j) of radius
(163) RN :=
1
Nm
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centered at points z1, . . . , zkN , where
kN 6 O(R
−m) 6 O(Nm
2
) .
By (162), we have
(164) νN
{
ψN : max
j
cos θxj > CN
−(m−1)/2√logN} 6 kNN−C2N−(m−1)(dN−1) ,
where xj denotes a point in X lying above zj .
Equation (164) together with (161) implies that the desired sup-norm estimate holds at
the centers of the small balls with high probability. To extend (164) to points within the
balls, we consider an arbitrary point wj ∈ B(zj , N−m). To estimate the distance δjN , between
ΦN (z
j) and ΦN (w
j) in SdN−1 we let γ denote the geodesic in Sm from zj to wj and use (158)
to get
δjN 6
∫
ΦN∗γ
ds =
∫
γ
√
Φ∗Nds = CmN
m+1
2
∫
γ
ds
6 CmN
m+1
2 N−m = CmN−(m−1)/2 .(165)
By the triangle inequality in SdN−1, we have |θxj − θyj | 6 δjN . Therefore by (165),
(166) cos θxj > cos θyj − δjN > cos θyj − CmN−(m−1)/2 .
By (166),
cos θyj >
(C + 1)
√
logN
N (m−1)/2
⇒ cos θxj > (C + 1)
√
logN − Cm
N (m−1)/2
>
C
√
logN
N (m−1)/2
and thus {
ψN ∈ SHN : sup cos θ > (C + 1)N−(m−1)/2
√
logN
}
⊂ {sN ∈ SHN : maxj cos θxj > CN−(m−1)/2√logN} .
Hence by (164),
(167) νN
{
ψN ∈ SHN : sup cos θ > (C + 1)N−(m−1)/2
√
logN
}
6 kNN
−C2N−(m−1)(dN−1) .
There exists AM > 0 so that dN ∼ AmNm−1, so one has
νN
{
ψN ∈ SHN : sup
M
|ψN | > (C + 2)
√
logN
}
6 kNN
−C2N−(m−1)(dN−1) 6 O
(
Nm
2−C2Am
)
.
Choosing C so that C2Am −m2 > 0 is sufficiently large concludes the proof.

LOCAL AND GLOBAL ANALYSIS OF EIGENFUNCTIONS ON RIEMANNIAN MANIFOLDS 91
18.4. Sup norms on small balls. We use the same method to prove a claim in [NS] on
the sup norm in small balls on S2. This corresponds to m = 1
Corollary 18.6 (Estimate of the maximum). Given ρ > 0, there exists A such that, for
any x0 ∈ S, P
{
max
B(x0,ρ/N)
|f | > A} 6 1
3
.
Again by Lemma 18.1, for any x ∈ B(x0, ρ/N),
νN
{
ψN : cos θx > N
−1A
}
6 exp
(
−(2N − 2)A
2
N
)
.
We can cover B(x0, ρ/N) by a collection of k0(ǫ) of balls B(x
j , ǫ
N
). By (168), we have
(168) νN
{
ψN : max
j
cos θxj > CN
−1/2A
}
6 k0(ǫ)e
−A2 .
Again, we need that (168) implies that the desired sup-norm estimate holds on all of
B(x0,
1
N
), so we consider an arbitrary point yj ∈ B(zj) and estimate the distance δjN , between
ΦN (x
j) and ΦN(y
j) in SdN−1. As before, we have
cos θyj >
A
N
⇒ cos θxj > A
N
and thus {
ψN ∈ SHN : supy∈(B(x, 1
N
) cos θy > A/N
}
⊂ {ψN ∈ SHN) : maxj cos θxj > A/N}
or
νN
{
ψN ∈ SHN : sup
y∈B(x, 1
N
)
θy > A/N
}
6 k0(ǫ)e
−A2 .
It follows that
νN
{
ψN ∈ SHN : sup
B(x0,1/N)
|ψN | > A
}
6 k0(ǫ)e
−A2 .
Choosing A sufficiently large will make the right side ≤ 1
3
.
18.5. Relation to Levy concentration. The estimate in Theorem 18.3 is very closely
related to Levy’s estimate. The proof shows that
(i) L∞N is Lipschitz continuous with norm N
(m−1)/2√
logN
≤ ‖L∞N ‖Lip ≤ N (m−1)/2. ;
(ii) The median of L∞N satisfies: ML∞N ≤ Cm
√
logN for sufficiently large N .
Indeed, Lipschitz continuity follows from equivalence of norms on finite dimensional vector
spaces. To estimate the Lipschitz norm, we recall the well-known fact that the L2-normalized
‘coherent states’ ΦwN(z) =
ΠN (z,w)√
ΠN (w,w)
are the global maxima of L∞N on SH0(M,LN ), as follows
from the Schwartz inequality applied to the reproducing identity s(z) =
∫
M
ΠN(z, w)s(w)dV (w).
Moreover, ‖ΦwN (z)‖L∞ =
√
ΠN(w,w) ∼ N (m−1)/2. It follows that∣∣‖s1 + s2‖∞ − ‖s1‖∞∣∣ ≤ 3N (m−1)/2.
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Now let s1 have L∞ norm ≤ C
√
logN and let s1 = Φ
w
N for some w. Then we see that∣∣‖s1 + s2‖∞ − ‖s1‖∞∣∣ ≥ N (m−1)/2√
logN
.
It obviously follows from (i)–(ii) combined with the Levy estimate (157) that (for any
C > 0)
(169) νN{ψ ∈ SHN : L∞N (ψ) ≥ C
√
logN} ≤ exp(−C(dN − 1) logN/2Nm−1).
Since dN ∼ Nm−1, this is essentially the same estimate as in Theorem 18.3.
18.6. Nazarov-Sodin Theorem on the mean number of nodal domains of random
spherical harmonics. In this section we review a recent theorem of Nazarov-Sodin [NS]
on the mean number of nodal domains of random spherical harmonics on S2. We closely
follow their exposition.
We recall that a nodal domain of an eigenfunction f is a connected component of M\Zf
where Zf is the zero set of f , i.e. the nodal hypersurface. The number of nodal domains of
f is denoted N(f) The main result of [NS] is:
Theorem 18.7. There exists a constant a > 0 such that, for every e > 0, we have
P
{∣∣∣∣N(f)n2 − a
∣∣∣∣ > e} 6 C(e)e−c(e)n
where c(e) and C(e) are some positive constants depending on e only.
Remark: As noted above, the total length of the nodal line Z(f) of any spherical harmonic
f ∈ Hn does not exceed Cn for some C > 0 [DF]. Since the typical spherical harmonic has
∼ an2 nodal domains, the perimeter of most of its nodal domains must be of order 1
n
and
the diameters of the nodal domains must be comparable to 1
n
.
The proof of Theorem 18.7 consists of the following steps:
(1) Proof that the lower bound EN(f) > constn2.
(2) Proof of exponential concentration of the random variable N(f)/n2 around its me-
dian. The proof uses the uniform lower continuity of the functional f 7→ N(f) with
respect to the L2-norm outside of an exceptional set E ⊂ H of exponentially small
measure and Levy’s concentration of measure principle.
(3) Proof of the existence of the limit lim
n→∞
EN(f)/n2. In this part, we use existence of
the scaling limit for the covariance function E
{
f(x)f(y)
}
.
18.6.1. Lower bound for EN(f). The first step is to show that EN(f) & n2. By Corollary
18.6, for any ρ > 0, there exists A > 0 such that, for all x ∈ S,
P
{
max
D(x,ρ/n)
|f | > A} 6 1
3
.
Furthermore, the zonal spherical harmonic bNx with pole at x, i.e. bx =
ΠN (·,x)√
ΠN (x,x)
, has the
following property: there exists ρ and c1 such that, for each sufficiently large N
‖bx‖ = 1 , bx(x) > c1
√
N , and bx
∣∣
∂D(x,ρ/N) 6 −c1
√
N .
LOCAL AND GLOBAL ANALYSIS OF EIGENFUNCTIONS ON RIEMANNIAN MANIFOLDS 93
Proof of the lower bound for N(f): Fix x ∈ S. We have f = ξ0bx + fx where ξ0 is a
Gaussian random variable with Eξ20 =
1
2N+1
, and fx is a Gaussian spherical harmonic built
over the orthogonal complement to bx in HN and normalized by E‖fx‖2 = 2N2N+1 . We choose
a Gaussian random variable ξ˜0 independent of ξ0 and of fx with Eξ˜
2
0 = Eξ
2
0 =
1
2N+1
, and set
f± = ±ξ˜0bx + fx. These are Gaussian spherical harmonics having the same distribution as
f . Note that
f = ξ0bx +
1
2
(f+ + f−) ,
and that by Corollary 18.6
P
({max
D(ρ,x)
|f+| 6 A} ∩ {maxD(ρ,x) |f−| 6 A}
)
> 1− (1
3
+
1
3
) =
1
3
.
Now, consider the event Ωx that f(x) > A and f
∣∣
∂D(x;ρ/N) 6 −A. Clearly, Ωx must contain
a nodal component of f . The event Ωx happens provided that
ξ0
√
N > 2c−11 A and maxD(ρ,x)
|f±| 6 A .
Since the variance of the Gaussian random variable ξ0
√
N is of constant size, there exists
κ > 0 such that
P(Ωx) > P(ξ0
√
N > 2c−11 A) · P
({max
D(ρ,x)
|f+| 6 A} ∩ {maxD(ρ,x) |f−| 6 A}
)
> κ > 0 .
Now pack S2 with ≃ N2 disjoint disks Dj of radius 2ρ/N centered at points xj . Each
of them contains a component of Z(f) with probability at least κ, and since the discs are
disjoint, N(f) ≥ ∑j N(f ;Dj) where N(f,Dj) is the number of nodal components in the
disc Dj. Hence,
EN(f) ≥
∑
j
EN(f,Dj) ≥
∑
j
P(Ωxj ) & Cκ,ρ N
2.
2
18.6.2. Exponential concentration near the median. This exponential concentration follows
from Levy (-Sudakov-Tsirelson) concnentration of measure plus the delicate fact that N(f)
is stable under slight perturbations of f for all but an exponentially rare set of f , called
‘unstable’ spherical harmonics.
Lemma 18.8. For every e > 0, there exists ρ > 0 and an exceptional set E ⊂ HN of
probability P(E) 6 C(e)e−c(e)N such that for all f ∈ HN \ E and for all g ∈ HN satisfying
‖g‖ 6 ρ, we have N(f + g) > N(f)− eN2.
We refer to [NS] for the proof. Lemma 18.8 in conjunction with the Sudakov-Tsirelson
concentration of measure theorem (Lemma 18.2) implies an exponential concentration of
N(f)
N2
near its median aN . Recall that A+ρ is the ρ-tube around A.
Corollary 18.9. P{f ∈ HN : |N(f)− aN | > eN2} 6 2e−cρ2N .
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Proof. Let F = {f ∈ HN : N(f) > (aN + e)N2}. Then for f ∈ (F \ E)+ρ, we have
N(f) > aN N
2, and therefore, P((F \ E)+ρ) 6 12 . By the Sudakov-Tsirelson inequality
(Lemma 18.2), P(F \ E) 6 2e−cρ2N , hence
P(F ) 6 2e−cρ
2N + C(e)e−c(e)N 6 C(e)e−c(e)N .
On the other hand, let G = {f ∈ HN : N(f) < (aN − e)N2}. Then
G+ρ ⊂ {f ∈ HN : N(f) < a2N} ∪ E
and so
P(G+ρ) 6
1
2
+ C(e)e−c(e)N <
3
4
for large N . It follows again that P(G) 6 2e−cρ
2N for large N .

Further, it is proved in [NS] that
Proposition 18.10. The sequence of medians
{
aN
}
converges.
Since the random variable N(f)/N2 exponentially concentrates near its median aN and is
uniformly bounded, it suffices to show that the sequence of means EN(fN )/N
2 converges;
the sequence of medians
{
aN
}
converges to the same limit. The authors of [NS] show that{
EN(fn)/n
2
}
is a Cauchy sequence.
19. Appendix on Tauberian Theorems
We record here the statements of the Tauberian theorems that we use in the article. Our
main reference is [SV], Appendix B and we follow their notation.
We denote by F+ the class of real-valued, monotone nondecreasing functions N(λ) of poly-
nomial growth supported on R+. The following Tauberian theorem uses only the singularity
at t = 0 of d̂N to obtain a one term asymptotic of N(λ) as λ→∞:
Theorem 19.1. Let N ∈ F+ and let ψ ∈ S(R) satisfy the conditions: ψ is even, ψ(λ) > 0
for all λ ∈ R, ψˆ ∈ C∞0 , and ψˆ(0) = 1. Then,
ψ ∗ dN(λ) ≤ Aλν =⇒ |N(λ)−N ∗ ψ(λ)| ≤ CAλν ,
where C is independent of A, λ.
To obtain a two-term asymptotic formula, one needs to take into account the other singu-
larities of d̂N . We let ψ be as above, and also introduce a second test function γ ∈ S with
γˆ ∈ C∞0 and with the supp γˆ ⊂ (0,∞).
Theorem 19.2. Let N1, N2 ∈ F+ and assume:
(1) Nj ∗ ψ(λ) = O(λν), (j = 1, 2);
(2) N2 ∗ ψ(λ) = N1 ∗ ψ(λ) + o(λν);
(3) γ ∗ dN2(λ) = γ ∗ dN1(λ) + o(λν.
Then,
N1(λ− o(1))− o(λν) ≤ N2(λ) ≤ N1(λ+ o(1)) + o(λν).
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This Tauberian theorem is useful when the non-zero singularities of d̂N2 are as strong as
the singularity at t = 0 and N2 does not have two term polynomial asymptotics.
Alternatively, we may use the Tauberian lemma of [HoI-IV]:
Lemma 19.3. Suppose that µ is a non-decreasing temperate function satisfying µ(0) = 0
and that ν is a function of locally bounded variation such that ν(0) = 0. Suppose also that
m > 1 and that ϕ ∈ S(R) is a fixed positive function satisfying ∫ ϕ(λ)dλ = 1 and ϕˆ(t) = 0,
t /∈ [−1, 1]. If ϕσ(λ) = σ−1ϕ(λ/σ), 0 < σ 6 σ0, assume that for λ ∈ R
(170) |dν(λ)| 6 (A0(1 + |λ|)m + A1(1 + |λ|)m−1) dλ,
and that
(171) |((dµ− dν) ∗ ϕσ)(λ)| 6 B(1 + |λ|)−2.
Then
(172) |µ(λ)− ν(λ)| 6 Cm
(
A0σ(1 + |λ|)m + A1σ(1 + |λ|)m−1 +B
)
,
where Cm is a uniform constant depending only on σ0 and our m > 1.
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