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We report on a single photon source with highly tunable photon shape based on a cold ensemble
of Rubidium atoms. We follow the DLCZ scheme to implement an emissive quantum memory, which
can be operated as a photon pair source with controllable delay. We find that the temporal wave
shape of the emitted read photon can be precisely controlled by changing the shape of the driving
read pulse. We generate photons with temporal durations varying over three orders of magnitude
up to 10µs without a significant change of the read-out efficiency. We prove the non-classicality of
the emitted photons by measuring their antibunching, showing near single photon behavior at low
excitation probabilities. We also show that the photons are emitted in a pure state by measuring
unconditional autocorrelation functions. Finally, to demonstrate the usability of the source for
realistic applications, we create ultra-long single photons with a rising exponential or doubly peaked
wave shape which are important for several quantum information tasks.
PACS numbers: 42.50.Dv, 03.67.Hk, 32.80.Qk
A vast range of experiments in quantum information
science and technology rely on single photons as carriers
of information [1]. Single photon sources are thus key
components and have been continuously improved over
the past years [2]. The spectrum and temporal shape
of the emitted photons are important parameters of such
sources [3]. The generation of ultra-long single photons is
for example an essential requirement for precise interac-
tions with media exhibiting a sharp energy structure like
trapped atoms, ions, or doped solids, which have been
proposed as quantum memories for light [4–6] and also
with cavity optomechanical systems [7–11]. Several ap-
proaches to achieve narrow linewidth photons have been
investigated, including e.g. cavity-enhanced spontaneous
parametric down-conversion [12–14], cold atomic ensem-
bles [15–21], single atoms [22, 23], quantum dots [24] or
trapped ions [25, 26]. Moreover, significant efforts have
been devoted to generate single photons with tunable
temporal shapes [20, 25, 27–33] which is of importance
for many applications in quantum information science
[34, 35].
However, most of the previous approaches offered only
a limited tuning range of the photon duration up to at
most one order of magnitude [20, 25, 31]. In this pa-
per, we demonstrate a single photon source based on a
cold 87Rb DLCZ-type [36] quantum memory (QM) with
a tuning range of three orders of magnitude, up to sin-
gle photon durations of 10µs. Additionally, our QM al-
lows us to release the single photons on demand after a
programmable delay, which is essential for temporal syn-
chronization tasks in quantum communication protocols
as for example needed for quantum repeater architec-
tures [37, 38] or synchronization of photon pair sources
[39]. We characterize the emitted photons by measuring
their heralded and unheralded autocorrelation functions,
demonstrating a high degree of anti-bunching and purity
of the single photons. We finally demonstrate that ultra-
long single photons with very flexible wave shapes are
producible.
Our QM is based on a cold ensemble of N identi-
cal 87Rb atoms in a magneto optical trap. Each atom
exhibits a Λ-type level scheme consisting of a ground
state |g〉 = |52S1/2, F = 2,mF = 2〉 a storage state
|s〉 = |52S1/2, F = 1,mF = 0〉 and an excited state
|e〉 = |52P3/2, F = 2,mF = 1〉 (see Fig. 1(b)). The atoms
are initially prepared in the ground state |g〉 by optical
pumping. A weak write pulse, 40MHz red-detuned from
the |g〉 → |e〉 transition, probabilistically creates a de-
localized single-collective spin excitation (spin-wave) in
the memory by transferring a single atom into the |s〉
state. This process is heralded by a Raman scattered
write photon. The state of the spin-wave is to first order
given by
|1s〉 = 1√
N
N∑
j=1
eixj ·(kW−kw) |g1 . . . sj . . . gN〉 , (1)
where xj denotes the spatial position of the j
th atom and
kW and kw are the wave vectors of the write pulse and
the write photon respectively. Neglecting noise, the joint
state of the write photon and the associated spin-wave is
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FIG. 1. (color online) (a) Experimental setup. Write pulse
(W) and Read pulse (R) (non-dashed orange and blue arrows)
are sent counter-propagating into the atomic cloud. Write and
read photonic modes (w,r) are depicted by dashed blue and
orange arrows. (b) Energy levels and coupling scheme for the
DLCZ experiment. The color and line styles of the arrows
correspond to the ones in (a).
described by a two-mode squeezed state as
|φ〉 =
√
1− p(|0w〉 |0s〉+√p |1w〉 |1s〉+p |2w〉 |2s〉+o(p3/2)),
(2)
with p the probability to create a spin-wave correlated
with a write photon in the detection mode. After a pro-
grammable delay, the spin-wave is converted back to a
single read photon by a read pulse which is resonant with
the |s〉 → |e〉 transition. Due to collective interference
of all atoms, the read photon is emitted in a well de-
fined spatial mode given by the phase matching condition
kr = kR+kW−kw, where kR and kr are the wave vectors
of the read pulse and read photon respectively. The raw
retrieval efficiency is defined as ηret = (pw,r − pw,nr)/pw,
where pw,r is the probability to detect a coincidence be-
tween a write and a read photon, pw,nr is the probability
to detect a coincidence due to background noise and pw
is the probability to detect a write photon per trial.
The experimental setup is shown in Fig. 1(a). All
light beams are derived from diode lasers modulated
by acousto-optic modulators to address the D2 line
of 87Rb at 780 nm. We combine a magnetic gradient
of 20G/cm with cooling light (red detuned from the
|F = 2〉 → |F ′ = 3〉 transition) and repumping light (res-
onant with the |F = 1〉 → |F ′ = 2〉 transition) to load
N ≈ 108 Rubidium atoms into the MOT. After a 1.6ms
long optical molasses phase, we prepare all population
in the |g〉 Zeeman sublevel by applying repumping light
and σ+ polarized optical pumping (OP) light on the
|F = 2〉 → |F ′ = 2〉 transition. The spin-wave is gen-
erated by sending a write pulse of 15 ns duration (full
width at half maximum FWHM), which is red detuned
by 40MHz from the |g〉 → |e〉 transition. The heralding
write photon is collected at an angle of 1◦ with respect to
the write/read pulse axis. By changing the intensity of
the write pulse, we can adjust the probability pw to detect
a write photon per trial. For the experiments presented in
this paper, pw ranges between 0.25% and 1% depending
on the measurement. The read pulse, counterpropagat-
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FIG. 2. (color online) Temporal duration (FWHM) of the
read photon vs the duration of the driving read pulse. Ex-
perimental data (blue circles) are compared with numerical
simulations (red diamonds). Error bars are smaller than the
size of the symbols. The insets show two examples of the
read photon wave shape as reconstructed from the number
of counts and arrival times in the SPDs (blue histograms) as
well as the simulated wave shapes (red lines) for which we
allowed at most 10% adjustment of the input parameters to
account for experimental inaccuracies.
ing with the write pulse, is resonant with the |s〉 → |e〉
transition and its temporal shape can be precisely con-
trolled. The read photon is collected in the same spatial
mode but opposite direction of the write photon. By
measuring the transmission of classical light sent trough
the photons axis and by comparison of experimental and
theoretical data in Fig. 2 and Fig. 5, we consistently infer
a coupling efficiency of the read photon into the first fiber
of approximately 60%. The polarization of the write and
read pulses in the frame of the atoms is σ− and σ+ re-
spectively, while the detected write and read photons are
σ+ and σ− polarized. We use a combination of quarter-
and half-waveplates with polarization beamsplitters to
transmit only the photons with the correct polarizations.
The write and read photons are moreover spectrally fil-
tered by identical monolithic Fabry-Perot cavities with
approximately 20% total transmission (including cavity
transmission and subsequent fiber coupling), before be-
ing detected by single photon detectors (SPDs) with 43%
efficiency.
We now present the experimental results and compare
them to detailed theoretical calculations. To generate
read photons of variable length, we change the duration
of the Gaussian-shaped read pulse as well as the storage
time over several orders of magnitude (see Fig. 2). The
shortest read pulse duration of approximately 17 ns leads
to a read photon of around 23 ns duration. After that ini-
tial data point, we observe a quite linear increase of the
read photon duration with the read pulse duration up to
several tens of microseconds. The lower limit of photon
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FIG. 3. (color online) Fiber-coupled retrieval efficiency ηfiberret
vs read photon duration (FWHM) for a write detection prob-
ability pw = 0.5%. Experimental data (blue dots) are com-
pared with numerical simulations for realistic (red diamonds)
[41] and ideal (orange diamonds) conditions. The red shaded
area depicts the expected range if the input parameters of the
simulation are varied by ±10%.
duration is given by the limited optical depth OD = 5.5
in our experiment which leads to limited superradiant
emission of the read photon [40], i.e. a much faster emis-
sion than the decay time of the excited state of approx-
imately 27 ns. A further technical limitation is given by
the finite bandwidth of the spectral filtering cavity of
about 60MHz which additionally increases the detected
duration for short read photons. This effect, together
with the deviation from the adiabatic condition, partly
explains the slight difference of the first data points in
Fig. 2 from the theoretical prediction (see below). In con-
trast, the upper limit of photon duration is given by the
spin-wave linewidth which is mainly determined by ther-
mal motion of the atoms and spurious external magnetic
fields. This currently limits the maximal storage time in
the memory of about 60µs, cf. supplemental material
[41]. In addition to the spin-wave linewidth, the photon
duration will also be limited by the coherence time of
the read laser which has a specified linewidth of 20 kHz.
However, within the above limits we demonstrate that
the photon duration is fully tunable and that the Gaus-
sian wave shape of the driving read pulse is preserved in
the read-out process (see insets).
The dynamics of the write and read photon pairs is
modeled using the Heisenberg-Lanvegin equations. For
slowly varying optical fields propagating in a pencil-shape
atomic ensemble, explicit expressions for both the write
and read photon fields can be obtained in the adiabatic
approximation [42]. These field expressions can be sub-
sequently used to reproduce the read photon emissions
conditioned on the detection of a write photon from first
and second order correlation functions, cf. supplemental
material [41]. The result of these simulations which are
based on independent measurements reproduce very well
the experimental data presented in Fig. 2.
To characterize the retrieval efficiency of the photon
source, we scanned the intensity of the driving read pulse
for each duration. For short durations, we observe the
expected Rabi oscillations in the retrieval efficiency vs.
read pulse power [43]. If we generate photons with du-
rations much longer than the natural decay time, the
oscillations are damped and the efficiency approaches a
constant value for high read pulse intensities [41]. The
data of Fig. 2 were taken with the read pulse intensity
optimized for the highest possible efficiency. Fig. 3 shows
these optimized efficiencies vs the read photon duration.
The plotted efficiency ηfiberret corresponds to the probabil-
ity of finding a read photon in the optical fiber after the
vacuum cell, i.e. corrected for filtering and detector effi-
ciencies only. We observe a constant retrieval efficiency
of about ηfiberret = 20% up to a read photon duration of
approximately 10µs. Our numerical simulations match
very well with the experimental data and also show that
the efficiency in the constant region is just limited by the
finite OD of our atomic cloud. We verify numerically
that in the absence of technical noise and considering
infinite spin-wave coherence, for OD = 50 an intrinsic
retrieval efficiency of 80% can be achieved while main-
taining control of the photon shape. The later decrease
of the efficiency at around 10µs is due to dephasing of
the spin-wave induced by atomic motion, spurious exter-
nal magnetic field gradients [44], and to the finite read
laser coherence time. In particular, our numerical simu-
lations show clearly that in the absence of technical noise
and in the limit of infinite spin coherence, the efficiency
is kept constant (see orange diamonds and dashed line in
Fig. 3).
Next, we characterized the state of the emitted read
photons by measuring their heralded and unheralded sec-
ond order autocorrelation functions depending on the
read photon duration. To perform these measurements,
we modified the setup and inserted a balanced fiber-
beamsplitter into the read photon arm after the spectral
filtering cavity, with both output ports connected to sin-
gle photon detectors r1 and r2. First, we recorded the
autocorrelation function conditioned on the detection of
a write photon, defined as [45]:
g
(2)
r1,r2|w =
pr1,r2|w
pr1|w · pr2|w
(3)
where pr1,r2|w denotes the probability to measure a coin-
cidence between both read photon detections conditioned
on a write photon detection, and pr1|w, pr2|w are the
probabilities to detect a read photon via r1 or r2 con-
ditioned on a write photon detection. The data shown
in Fig. 4(a), clearly demonstrate the non-classicality of
the photons (i.e. g
(2)
r1,r2|w < 1) up to photon durations
of more than 10µs. However, we don’t reach the ideal
value of g
(2)
r1,r2|w = 0 of perfect single photons. For short
read photon durations we are still limited by noise due
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FIG. 4. (color online) Second order autocorrelation function
of the generated read photons, (a) conditioned on the de-
tection of a write photon in the same experimental trial at
pw = 0.25% and (b) not conditioned on a write photon de-
tection at pw = 1%. The experimental data (blue dots) are
compared with a theoretical model taking into account detec-
tor imperfections due to dark counts (blue lines). The dashed
green line in (a) represents the classical bound of a coherent
state and the dashed purple line in (b) shows the expected
trace for a photon state with two modes.
to higher order components of the spin-wave which can
be addressed by reducing the write probability pw. In
fact, the observed g
(2)
r1,r2|w ≈ 0.4 is consistent with former
measurements at similar values for pw and read pulse du-
rations [44]. For longer read photon durations we observe
an increase of g
(2)
r1,r2|w which can be simply explained by a
higher number of dark counts of the SPDs for longer read
photon detection gates (see upper axis in Fig. 4). The
solid blue line shows the prediction of a non-perturbative
theoretical model accounting for detector imperfections
[46], for our measured dark count rate of 130Hz. The
agreement between the model and the experimental data
is excellent.
The purity of the photon state is characterized by
the unconditional autocorrelation function g
(2)
r,r (see
Fig. 4(b)). For an ideal two mode squeezed state, where
the write and read photons are each emitted in a single
temporal mode, one expects g
(2)
r,r = 2 which is quite well
fulfilled by the measured data up to a read photon dura-
tion of roughly 1µs. For longer durations, we observe a
drop which can be attributed to either an increasing mul-
timodality of the read photon (g
(2)
r,r scales as 1+1/K with
K denoting the number of photon modes [47]) or to mea-
surement imperfections because of higher dark counts for
larger detection gate widths. The solid blue line shows
the prediction of the theoretical model accounting for
experimental imperfections, for our measured dark count
rate of 130Hz, assuming read photons emitted in a pure
state. Our measurements follow very well this prediction,
which suggests that the read photons are emitted mostly
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FIG. 5. (color online) Temporal wave shape of the read pho-
ton for two different driving wave shapes of the read pulse.
Left, rising exponential and right a doubly peaked (time-bin)
wave shape. Experimental data (blue histograms) are com-
pared with numerical simulations (red line) for which we al-
lowed at most 10% adjustment of the input parameters with
respect to the measured data. Both histograms were taken at
pw = 0.5%.
in a single mode. For comparison, we also plotted the ex-
pected behaviour for a single photon with K = 2 modes
(see purple dashed line) which significantly differs from
the measured data, therefore confirming the single mode
nature of the emitted read photons. Consequently, the
read photons are close to be Fourier transform limited,
giving linewidths ranging from around 20 MHz to less
than 100 kHz.
Finally, we investigate the flexibility of the temporal
wave shape of the generated read photons. Instead of
a Gaussian shaped read pulse we send read pulses with
a rising exponential envelope and a doubly peaked wave
shape into the cloud. These two examples are of high
importance for a broad class of applications in quan-
tum information science and technology. Photons with
rising exponential wave shape exhibit the highest possi-
ble absorbance when interacting with two-level systems
[34, 48] and can be very efficiently loaded in optical cav-
ities [35, 49]. The temporal shape of the generated ris-
ing exponential read photon is shown in the left plot of
Fig. 5. The driving read pulse had a 1/e width of 300 ns
and the data were taken at a write detection probability
of pw = 0.5%. We observe a similar retrieval efficiency
of ηfiberret = 19.8% as for a standard Gaussian shaped
pulse of same duration (cf. Fig. 3). The conditioned
autocorrelation function of the rising exponential pho-
ton is g
(2)
r1,r2|w = 0.31 ± 0.14 (taken at pw = 0.25%) and
g
(2)
r1,r2|w = 0.73 ± 0.12 (taken at pw = 0.5%) which is
clearly in the nonclassical regime.
As a final example, we send a doubly peaked read
pulse into the prepared QM. The intensity and dura-
tion of the first read-out peak was chosen such that the
stored spin-wave is read out with half of the maximal ef-
ficiency and for the second peak the retrieval efficiency
is maximized. This leads to a read photon with a shape
5shown in the right plot of Fig. 5. Photons with such a
delocalized shape can be used to create time-bin qubits
which have applications in robust long distance quan-
tum communication [50, 51]. The efficiency of the gen-
erated time-bin photon is ηfiberret = 25%, comparable to
the standard Gaussian shaped photons, and the condi-
tioned autocorrelation function is g
(2)
r1,r2|w = 0.54 ± 0.11
(taken at pw = 0.25%) and g
(2)
r1,r2|w = 0.75± 0.08 (taken
at pw = 0.5%) which is clearly in the nonclassical regime.
In conclusion, we demonstrated a highly flexible single
photon source following the DLCZ protocol [36] in a cold
87Rb atomic ensemble. Due to the storage capability of
the source, we generated ultra-long single read photons
which could be retrieved after a programmable delay af-
ter the heralding write photon. By varying the temporal
width of the driving read pulse, the duration of the read
photons could be changed over three orders of magnitude
up to several tens of µs. Up to a read photon duration
of 10µs, we obtain a fiber-coupled retrieval efficiency of
ηfiberret = 20%, which is just limited by the OD in our
experiment. We verified numerically that for OD = 50
under ideal conditions, an intrinsic retrieval efficiency of
80% can be achieved while maintaining control of the
photon shape. The drop in retrieval efficiency at around
10µs is mainly due to spin-wave dephasing induced by
thermal motion, which is currently one of the main limi-
tations in our setup. This could be improved by a more
sophisticated trapping of the atoms [31, 52]. The gener-
ated read photons show a nonclassical behaviour up to
durations of more than 10µs for the heralded autocorre-
lation function and up to 1µs we detect single photons in
a pure state, currently just limited by the dark counts of
our detectors. Finally, we demonstrate that our approach
can be used to create single photons with a non-standard
envelope like rising exponential or time-bin wave shapes,
which have important applications in quantum informa-
tion science and technology.
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Supplemental Material
PRINCIPLE OF NUMERICAL SIMULATION
Here, we explain how one can compute the read photon properties conditioned on a write emission. We begin by
solving the dynamics of the write field and the spin-wave. We then provide the explicit expression of the read field
before showing how it can be used to obtain the conditional read photon characteristics.
Write field and spin-wave expressions
Working with a Λ-scheme for a three level system, we consider a writing pulse Ω¯W (t) detuned by ∆ from the
|g〉 → |e〉 transition. The |e〉 → |s〉 transition is characterized by an optical depth d¯w. γes describes the decay of
coherence in the |e〉 → |s〉 transition, and γ0 describes the decay of the |g〉 → |s〉 coherence. In the limit where the
write field Eˆw is slowly varying, propagating in a pencil-shaped atomic ensemble in which the |g〉 → |e〉 transition is
driven by a off-resonant write pulse of duration τW satisfying γesτW d¯w ≪ 1, and also operating in the regime where
∆≫ |Ω¯W |, γes, the Raman scattering process results in the emission of a write field and the creation of a correlated
spin-wave Sˆ, whose dynamics are described with the Heisenberg-Langevin equations
c∂z′ Eˆw = iχSˆ†
∂t′ Sˆ
† = −ΓSSˆ† − iχEˆw + Fˆ †S (4)
Here, we introduced shifted coordinates z′ = z and t′ = t− z/c. χ(t) = (
√
d¯wγesc/L)
Ω¯W (t)
∆ , where L is the length of
the atomic medium, ΓS(t) = γS(t) + iδS(t), γS(t) = γ0 + γes
|Ω¯W (t)|
2
∆2 , δS(t) = − |Ω¯W (t)|
2
∆ and FˆS is the Langevin noise
7operator for the write process. The commutation relations for the relevant operators are given by
[Eˆw(z, t), Eˆ†w(z′, t′)] = Lδ[z − z′ − c(t− t′)]
[Sˆ(z, t), Sˆ†(z′, t)] = Lδ(z − z′)
〈FˆS(z, t)Fˆ †S(z′, t′)〉 = 2γSLδ(z − z′)δ(t− t′)
〈Fˆ †S(z, t)FˆS(z′, t′)〉 = 0 (5)
The equations of motion can be solved as shown in Ref. [42]. The solutions for the spin-wave and write field are
Sˆ†(z′, t′) = e−Γ(t
′)Sˆ†(z′, 0)
+
∫ t′
0
e−[Γ(t
′)−Γ(t′′)]Fˆ †S(z
′, t′′)dt′′
− i
∫ t′
0
χ(t′′)e−[Γ(t
′)−Γ(t′′)]H(z′, 0, t′, t′′)Eˆw(0, t′′)dt′′
+ e−Γ(t
′)
∫ z′
0
Gs(z
′, z′′, t′, 0)Sˆ†(z′′, 0)dz′′
+
∫ t′
0
e−[Γ(t
′)−Γ(t′′)]
∫ z′
0
Gs(z
′, z′′, t′, t′′)Fˆ †S(z
′′, t′′)dz′′dt′′ (6)
and
Eˆw(z′, t′) = Eˆw(0, t′)
+ i(χ(t′)/c)e−Γ(t
′)
∫ z′
0
H(z′, z′′, t′, 0)Sˆ†(z′′, 0)dz′′
+ i(χ(t′)/c)
∫ t′
0
e−[Γ(t
′)−Γ(t′′)]
∫ z′
0
H(z′, z′′, t′, t′′)Fˆ †S(z
′′, t′′)dz′′dt′′
+ (χ(t′)/c)
∫ t′
0
χ(t′′)e−[Γ(t
′)−Γ(t′′)]Ge(z
′, 0, t′, t′′)Eˆw(0, t′′)dt′′, (7)
where
H(z′, z′′, t′, t′′) = I0
(
2
√
[g(t′)− g(t′′)]z
′ − z′′
c
)
Gs(z
′, z′′, t′, t′′) =
√
g(t′)− g(t′′)
c(z′ − z′′) I1
(
2
√
[g(t′)− g(t′′)]z
′ − z′′
c
)
Ge(z
′, z′′, t′, t′′) =
(
c(z′ − z′′)
g(t′)− g(t′′)
)
Gs(z
′, z′′, t′, t′′).
Here, In(x) refers to the modified Bessel function of the first kind, and here we have defined Γ(t) =
∫ t
0 ΓS(t)dt,
g(t) =
∫ t
0 χ(t
′)2dt′.
Read field expression
During the retrieval process, a read pulse with Rabi frequency Ω¯R(t) is applied resonant with the |e〉 → |s〉 transition,
converting the spin-wave in the atomic medium into a read field resonant with the |e〉 → |g〉 transition. The |e〉 → |g〉
transition is characterized by an optical depth d¯r. γeg describes the decay of coherence in the |e〉 → |g〉 transition.
Following similar arguments as Ref. [42], we can find the explicit expression of the read field Eˆr as a function of the
spin-wave resulting from the write process. Here, we consider a write emission at time ti, and a non-zero read field
at time td after the write pulse ends. For the retrieval, the read field is emitted backwards, towards the z=0 position
of the atomic medium. In the regime of d¯r ≫ 1 and sufficiently long read field duration τr ≫ 1γeg d¯r ,
8Eˆr(0, t = td + ξ)
= − Ω¯R(t)
g
√
N
e−γ0t
∫ L+c∆τ(t,ξ)
c∆τ(t,ξ)
1√
2pi∆l(t, ξ)
exp
[
−1
2
(
L− z
∆l(t, ξ)
)2]
Sˆ (L− z + c∆τ(t, ξ), ξ) dz
− Ω¯R(t)
g
√
N
∫ t
ξ
∫ L+c∆τ(t,ξ)
c∆τ(t,ξ))
e−γ0(t−t
′)
√
2pi∆l(t, t′)
exp
[
−1
2
(
L− z
∆l(t, t′)
)2]
×
[
FˆS(L− z + c∆τ(t, t′), t′)
+ i
∆l2(t, t′) + (L− z)(2c(∆τ(t, t′)) + L− z)
4γegc2(∆τ(t, t′))2
Ω¯R(t
′)FˆP (L− z + c∆τ(t, t′), t′)
]
dz
+
i
g
√
N
e−γ0tFˆP (0, t), (8)
where the commutation relations are
[Eˆr(z, t), Eˆ†r (z′, t′)] = Lδ[z − z′ − c(t− t′)]
〈FˆP (z, t)Fˆ †P (z′, t′)〉 = 2γegLδ(z − z′)δ(t− t′)
〈Fˆ †P (z, t)FˆP (z′, t′)〉 = 0.
Here, ∆τ(t, t′) = L
d¯rγegc
∫ t
t′ Ω¯
2
R(t
′′)dt′′, and ∆l(t, t′) =
√
2Lc
d¯r
∆τ(t, t′). g refers to the coupling constant between a
single atom and a single read photon, and N corresponds to the number of interacting atoms. This can be expressed
as g2N =
d¯rγegc
L . ξ indicates a suitable time after the write pulse has ended, and where the read pulse is considered to
begin, so as to perform the numerical integration for the retrieval. FˆP is the Langevin noise operator for the retrieve
process.
Conditional retrieval efficiency
Equipped with the above expressions for the optical fields and spin-wave, we can compute the expectation of read
photon emissions conditioned on the emission of a write photon from
ηr|w =
c
L
∫ ∫ 〈Eˆ†w(L, ti)Eˆ†r (0, t)Eˆr(0, t)Eˆw(L, ti)〉dtidt∫ 〈Eˆ†w(L, ti)Eˆw(L, ti)〉dti . (9)
Evaluating the expression 〈Eˆ†w(L, ti)Eˆ†r (0, t)Eˆr(0, t)Eˆw(L, ti)〉 requires the expression in Eq. (7) and only the first
term in Eq. (8), which one in turn develops using Eq. (6). A tedious but straightforward computation then results in
12 nonzero terms, of which 3 terms are 4-point noise correlators. Such 4-point noise correlations can be evaluated with
use of Isserlis’ theorem, which allows a decomposition into 2-point noise correlators for Gaussian random variables.
This gives, for example,
〈FˆS(z1, t1)Fˆ †S(z2, t2)FˆS(z3, t3)Fˆ †S(z4, t4)〉 = 〈FˆS(z1, t1)Fˆ †S(z2, t2)〉 〈FˆS(z3, t3)Fˆ †S(z4, t4)〉
+ 〈FˆS(z1, t1)FˆS(z3, t3)〉 〈Fˆ †S(z2, t2)Fˆ †S(z4, t4)〉
+ 〈FˆS(z1, t1)Fˆ †S(z4, t4)〉 〈Fˆ †S(z2, t2)FˆS(z3, t3)〉,
where only the first term survives since the normal-ordered 2-point noise correlators are zero.
Finally, from the coupling efficiency of the read emission into the first fiber ηfiber, we can reproduce the fiber-coupled
conditional retrieval efficiency ηfiberret using
ηfiberret = ηr|wηfiber, (10)
valid in the low photon number regime (ηr|w ≪ 1).
9Read photon shape
The explicit expression of the fields also allows us to predict the temporal dependence of the conditional read
emission, in a similar way as above. In particular, the conditional read photon flux inside the first fiber is given by
ncondr (t) =
c
L
∫ 〈Eˆ†w(L, ti)Eˆ†r (0, t)Eˆr(0, t)Eˆw(L, ti)〉dti∫ 〈E†w(L, ti)Ew(L, ti)〉dti ηfiber. (11)
CHARACTERIZATION OF THE QUANTUM MEMORY
In this section, we present additional experimental characterizations of the quantum memory and compare
them to simulations based on the formalism introduced in the former section. Note first that for simulating the
experimental data, we use the following conventions for the write (read) Rabi frequencies and optical depths:
ΩW = 2Ω¯W = 〈e|d · EW |g〉 (ΩR = 2Ω¯R) with d the dipole operator and EW the electric field amplitude of
the write pulse and dw = 2d¯w (dr = 2d¯r) such that the attenuation of the outgoing light intensity decreases as
I(L) = e−dw(dr)I(0).
Fig. 6 shows the fiber-coupled conditional retrieval efficiency as a function of the delay between the write and read
pulses. To account for the observed Gaussian decay of the read efficiency, reflecting an inhomogeneous broadening of
the |g〉 → |s〉 transition, all the simulations are performed by replacing the exponential decay term e−γ0t in Eq. (8)
with a Gaussian decay e−
1
2
(t/γ0)
2
. Fig. 7 shows the conditional retrieval efficiency as a function of the delay between
the write and read pulse. Note that the results of each Figure have been taken with slightly modified setups in each
case, hence the differing optical depths.
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FIG. 6. Fiber-coupled conditional read efficiency ηfiberret vs the delay between the write and read pulses. Experimental data
(blue dots) are compared with numerical simulations (red shaded area). In order to account for the observed Gaussian decay
reflecting an inhomogeneous broadening of the |g〉 → |s〉 transition, the exponential decay term e−γ0t in Eq. (8) is replaced
with a Gaussian decay e−
1
2
(t/γ0)
2
, with γ0 = 53µs. The simulation is performed from Eq. (10) and uses the following measured
values: The write pulse has a Rabi frequency of ΩW = 25.1MHz and a FWHM of 15 ns, detuned by −40MHz from the |e〉 → |g〉
transition. The peak Rabi frequency of the read pulse is at 23.5MHz with a FWHM of 35 ns. We take dw = 7.5 and dr = 5.
An error of 10% on the Rabi frequencies, pulse widths, optical depths and spin coherence time was assumed in order to obtain
the bounds on the simulation.
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FIG. 7. Fiber-coupled conditional read efficiency ηfiberret vs read Rabi frequency ΩR. Experimental data (blue dots) are compared
with numerical simulations (red shaded area). The simulation is performed from Eq. (10) and uses the values of the write
pulse presented in the caption of Fig. 6. The peak Rabi frequency of the read pulse is varied and its FWHM is 1.27µs. It has
a delay of 2.16µs from the write peak frequency. We take dw = 4.4 and dr = 2.9. An error of 10% on the Rabi frequencies,
pulse widths, optical depths and spin coherence time was assumed in order to obtain the bounds on the simulation.
QUANTUM FEATURES AND PURITY OF THE READ PHOTONS
To prove that the conditional read emission takes the form of single photons, we have measured the second order
autocorrelation function conditioned on the detection of a write photon. Assuming that the write-read photon
pairs are described by a two-mode squeezed vacuum state, an explicit expression of the conditional second order
autocorrelation function can be derived in a non-perturbative way while taking the detector imperfections into
account (non-unit, noisy and non-photon number resolving detectors), see Eqs. (24)-(25) in Ref. [46]. The agreement
between this model and the experimental data shows that the heralded second order autocorrelation function is
mainly limited by dark counts, see Fig. 4(a) in the main text.
To demonstrate the purity of the read emission, we have also measured the (unconditional) second order autocor-
relation function. Assuming again that the state of the write-read photon pairs corresponds to a two-mode squeezed
vacuum, the exact expression of the second order autocorrelation function can be derived taking the detector imper-
fection into account, see formula g˜
(2)∑
n
an
after Eq. (39) in Ref. [46]. In particular, in the absence of noise and for
small detection efficiencies, the auto-correlation function is given by 1 + 1/K, i.e. depends on the number of modes
K. The full (blue) and dashed (purple) lines in Fig. 4 (b) of the main text are obtained by assuming that the read
emission is pure and emitted in two possible modes respectively (with the detector imperfections).
