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ABSTRACT
FACULTY OF ENGINEERING AND THE ENVIRONMENT
INSTITUTE OF SOUND AND VIBRATION RESEARCH
Doctor of Philosophy
Nonlinear System Analysis of Local Reflex Control of Locust Hind Limbs
by Oliver Paul Dewhirst
Nonlinear Volterra type system identiﬁcation models coupled with a Gaussian White Noise
(GWN) stimulation signal provide an experimentally convenient and quick way to investigate
the often complex and nonlinear interactions between the mechanical and neural elements of
invertebrate reﬂex limb control systems. Previous steady state analysis has allowed the neu-
rons in such systems to be categorised by their sensitivity to position, velocity or acceleration
(system dynamics) and has improved understanding of network function.
These neurons, however, are known to adapt their output amplitude or spike ﬁring rate during
repetitive stimulation and this transient response may be more important than the steady state
response for reﬂex limb control. Furthermore, whilst the use of GWN for system identiﬁcation
can be theoretically and experimentally justiﬁed, the properties of this signal are very dierent
from those received by the sensory, inter and motor neurons in the neural networks which
monitor the position of the locusts leg under natural operating conditions.
The current study provides improvements to the previously used experimental methods, equip-
ment and nonlinear system identiﬁcation methods. Validation of the models using biologically
more realistic stimulation signals has been carried out to determine where they perform well
and to identify their limitations. The use of the parsimonious cascade model structure, applied
in a quasi stationary fashion coupled with Monte Carlo (MC) simulations, has been shown
to provide a useful tool for the characterisation of the dynamics and nonlinear responses of
the neuromuscular elements in a locust’s reﬂex limb control system during both transient and
steady state response sections. This method been applied to test the null hypothesis that the
dynamics and nonlinear responses of the locust’s Fast Extensor Tibia (FETi) motor neuron sys-
tem are the same during transient and steady state sections. It can be concluded that key FETi
systemdynamicsremainrelativelyunchangedduringrepetitivestimulationwhileoutputampli-
tude adaptation is occurring. Whilst some evidence of a signiﬁcant change was found in parts
of the system’s nonlinear response, the eect was small and probably of little physiological
relevance. Analysis using biologically more realistic stimulation reinforces this conclusion.
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Introduction
1.1 Motivation
Greater understanding of neuromuscular control of limb movements is a key aim in neuro-
science and is vital for optimising the treatment of patients with neuromuscular dysfunction.
It may also allow features of such biological systems to be exploited to improve the design of
engineering control systems used in robotic applications (bio-inspired design [8]).
Reﬂexes tune the contraction of muscles that operate around joints to enable locomotion and
posture to be adapted to suit changes in the external environment [12]. In vertebrates and
invertebrates, sensory receptors in the limb activate sensory neurons which excite interneurons
and motor neurons (in the spinal cord in vertebrates) and these activate muscle contraction or
relaxation. Reﬂex arcs bypass the brain and hence allow movement to occur more quickly than
when it is under voluntary control.
Invertebrates in general and arthropods in particular (speciﬁcally locusts), provide the oppor-
tunity to develop new investigative techniques and gain physiological insight into the local
reﬂex control of limbs in systems which are more accessible than their vertebrate counterparts
[10, 39, 76] yet share many common operating principles [10, 101]. The system of nerve cells
(neurons) which control the hind legs of a locust, for example, is robust, ﬂexible, ecient and
fault-tolerant but also relatively simple compared to many vertebrate systems [20]. This suc-
cessful biological control system enables the locust to produce a wide variety of movements
(walking, running, hopping and jumping) and these help it survive in hostile environments [20].
The classical approach for investigating the mechanical, neural and muscular elements of in-
vertebrate reﬂex limb control systems is to use an ensemble of speciﬁc input signals (such
as steps or ramps) to analyse the control of a particular movement [46]. These input signals
provide a useful tool for probing such systems as they generate responses which are usually
easy to interpret and link to limb function. The neural networks that produce and control the
reﬂex movements of invertebrate limbs, whilst relatively simple, still contain many hundreds
of neurons, most of which exhibit nonlinear responses. As nonlinear systems do not obey the
1principle of superposition [85], complete characterisation of each neuron or network of neurons
requires the application of many dierent input signals which makes this method experimen-
tally time consuming.
The system identiﬁcation approach, by contrast, ﬁts a mathematical model between an input
signal and the measured response of the system. The use of a Gaussian White Noise (GWN)
input signal means that the system is simultaneously excited at all frequencies and amplitudes
within its operating range [1, 40, 108]. This method, therefore, provides an experimentally
convenient and quick way to model the biological system. The goal of this approach is to
produce a model which can accurately predict the response of the system to any input, that
is mathematically and computationally compact and has parameters that are easy to interpret
and link to the function of the system that it represents [87]. Whilst the use of GWN for
system identiﬁcation can be theoretically and experimentally justiﬁed [85], the properties of
this signal are very dierent from those normally received by the sensory, inter and motor
neurons in the neural networks which monitor the position of the locust’s leg under natural
operating conditions.
Previous work [54, 98, 117] has successfully applied the system identiﬁcation approach to
model the steady state dynamics (sensitivity to position, velocity or acceleration) and nonlin-
ear responses of invertebrate reﬂex limb control systems, thereby improving understanding of
network function. These studies indicate that neurons typically have a transient response that
adapts to a steady state level, but investigation into the transient property has not been reported
in previous work [54, 98, 117].
Neuronaladaptation, adecreaseintheresponseofindividualornetworksofneuronstoconstant
stimulation, is a widespread property of vertebrate and invertebrate nervous systems [102].
Neurons have been found to either change their ﬁring frequency [49] or the amplitude (power)
of their synaptic response [44]. It occurs at many stages; in single peripheral sensory neurons
[49], in networks of sensory neurons [58] and at central levels, for example, in the human
auditory cortex [66]. It has many functions including gain control in sensory cells [16], opti-
misation of energy consumption [78] and importantly for movement and posture it facilitates
stable but reactive limb control [72].
Inpreviouswork[54,98,117]nonlinearWiener/Volterraseriesmodelswererequiredtoachieve
accurate predictions of the response of the neural elements in invertebrate reﬂex limb control
systems to GWN stimulation. As these models contain many parameters, and are estimated
from signals which contain high levels of noise, they require large amounts of data (typically
20 s) to obtain robust parameter estimates. They cannot, therefore, be applied to model the dy-
namics and nonlinearity of the transient (adapting) response which occurs during the ﬁrst few
seconds of stimulation and which may be more important for system function than the steady
state response.
Given the potential importance and beneﬁts of understanding invertebrate reﬂex limb control
under natural operating conditions and during its adapting response the purpose of this study
was threefold. Firstly, to ﬁnd a model structure which contains few parameters but can still ac-
2curately represent the dynamics of the elements of invertebrate reﬂex limb control systems, and
predict their nonlinear behaviour. This will allow the model to be estimated from short lengths
of data and the transient response of the system to be investigated. Secondly, to test the ability
of this model, with its parameters estimated using GWN stimulation, to predict the response
of the system to more natural stimulation. This should allow the conditions under which the
models perform well to be determined and their limitations to be explored. Thirdly, to test the
ability of the model to determine if invertebrate reﬂex limb control system dynamics and non-
linear responses are the same during transient and steady state sections. The models developed
in this study were estimated and validated using data recorded from the Fast Extensor Tibia
(FETi) motor neuron system (Section 1.2).
1.2 FETi System Deﬁnition
The position of the tibia relative to the femur in the hind leg of a locust is monitored by a num-
ber of internal and external sensors. The focus of the current study is the Femoro-tibial Chor-
dotonal Organ (FeCO) (Figure 1.1A), an internal stretch sensor which monitors the position
of the tibia about the femur in the hind leg of a locust [44]. A hardened strand of exoskeleton
(apodeme) connects the FeCO to the tibia [44]. To speciﬁcally activate the sensory neurons in
the FeCO, the current study applies mechanical stimulation produced by an electro mechanical
transducer (shaker) to the apodeme of the FeCO, rather than the tibia. This method allows
ﬂexion and extension movements of the tibia to be simulated whilst isolating the majority of
inputs from other sense organs on the leg (open loop) [44].
Sensory neurons in the FeCO (90 cells) convert the mechanical stimuli into electrical signals
which are integrated by dierent types of interneurons and transmitted to ﬂexor and extensor
motor neurons which activate muscle contraction [20] (Figure 1.1A). Recordings of these elec-
trical signals were made from the Fast Extensor Tibia (FETi) motor neuron as it is large and
produces a unique response to extensor muscle stimulation and hence is easy to identify. It
should be noted that the ability to identify the FETi motor neuron in dierent animals is one
advantage of using the locust as a model system; similar motor neuron identiﬁcation would not
be possible in human subjects.
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Figure 1.1: The locusts nervous system, the FETi motor neuron and examples of its response to
GWN (left column) and 5 Hz sinusoidal (right column) stimulation. (A) The nervous system of
the locust and the FETi motor neuron. Also shown are the forceps which attached the apodeme
to the electromagnetic shaker used to mechanically excite the system and the glass electrode
used to measure the electrical post synaptic potentials in the FETi motor neuron. (B) (upper
trace) The GWN input signal and (lower trace) FETi response. (B) (lower trace) The transient
response of FETi to GWN stimulation can be seen between  4 and 8 s and its steady state
response between  15 and 40 s. (C) (upper trace) The 5 Hz sinusoidal stimulation signal and
(lowertrace)FETiresponse. (C)(lowertrace)ThetransientresponseofFETito5Hzsinusoidal
stimulation can be seen between  1 and 6 s and its steady state response between  10 and 37
s. (D) (upper trace) Zoom into the GWN input signal and (lower trace) FETi response which
shows the synaptic nature of the signal. (E) (upper trace) Zoom into the sinusoidal stimulation
signal and (lower trace) FETi response.
4Models were ﬁtted between the voltage input signal used to drive the shaker ampliﬁer and
the synaptic potentials recorded in the soma of the FETi motor neuron. Previous work has
shown that FETi produces spikes when preparing for a kick (co-contraction phase [19]), during
righting [41] and in scratching [100] but not during standing or walking. It should be noted
that in the current study which used GWN, sinusoidal and walking stimulation only synaptic
inputs were recorded in FETi (Figure 1.1D and E).
In [73, 97, 98] it was concluded that the properties of the shaker ampliﬁer, shaker, forceps
mount and forceps could be ignored. Models, therefore, encompass the transformation of
mechanical stimulation into dendritic membrane current, transformation into spiking aerent
neuron output and further transformation by the network of local spiking and non-spiking in-
terneurons [20]. This system is referred to simply as FETi in this study. Examples of the
transient and steady state open loop reﬂex responses of FETi brought about by GWN and 5 Hz
sinusoidal stimulation can be seen in Figure 1.1B and C respectively. The synaptic nature of
its responses can be seen in Figure 1.1D and E.
As in previous work [98], FETi was deﬁned as a deterministic system NDS (Figure 1.2A) whose
output y(t) depends only on the input signal u(t)
z(t) = y(t) + (t) = NDS(u(t)) + (t) (1.1)
where the measured output z(t) depends on the driving input u(t) and measurement noise v(t),
which is assumed to be independent of the input. In the current study the term measurement
noise is used to describe both the spontaneous background neural activity and electrical mea-
surement noise. The model used to describe FETi is shown in Figure 1.2B. The output of this
model, ˆ y(t), is an estimate of the output of FETi. This is a “deterministic system identiﬁca-
tion problem” [123] with the aim of using the model as a tool for improving understanding of
system function.
+
u(t) y(t) z(t)
Measurement noise v(t)
FETi (N ) DS
u(t) y(t)
h( ) τ
A) FETi 
B) Model of FETi
Figure 1.2: (A) FETi with independent measurement noise v(t) and (B) the model used to
describe this system.
51.3 Objectives and Scope
The objectives of this study can be summarised as:
1. To reﬁne the experimental methods used to prepare, measure and analyse the reﬂex re-
sponse of neuromuscular elements in invertebrate limb control systems.
2. To ﬁnd a parsimonious nonlinear (Volterra type) model which allows robust parameter
estimation from short data lengths and gives accurate predictive performance.
3. To extend previousstudies to probe thelimitations of the parsimonious modelby measur-
ing its accuracy at predicting the response of the system to sinusoidal and more natural
walking inputs.
4. To investigate and, if required, improve the robustness of the parameter estimation meth-
ods to the properties of the experimental signals.
5. To determine the suitability of the parsimonious model as a tool for modelling the dy-
namics and nonlinear responses of the neuromuscular elements in invertebrate limb con-
trol systems during both transient and steady state response section. This was carried
out by applying the model to test the null hypothesis that FETi dynamics and nonlinear
responses are the same during transient and steady state sections.
6. To recommend experimental and data analysis methods for further model based studies
of invertebrate neurophysiology.
The approach taken in the current study is to extend and develop the Volterra/Wiener methods
used in previous studies which required relatively long duration steady state responses (20-30
s) so that robust parameter estimates can be obtained from shorter data lengths. This will allow
them to be applied as quasi or piecewise stationary models and hence used to investigate the
relatively short duration ( 3 s) transient dynamics and nonlinear changes. Quasi stationary
methods are a commonly used and established [56, 87] modelling approach which estimate
models from a short window of input/output data as the window of data slides through time. It
is assumed that any time variation in each window is negligible. The current study is restricted
to considering nonlinear Volterra/Wiener series type models. It will consider cascade models,
a subset of the Volterra series, consisting of linear Finite Impulse Response (FIR) elements and
nonlinear elements which will be represented by polynomial functions.
1.4 Thesis Structure
Thisthesiscontainseightchapters. Chapter1introducesthemotivationforthisstudy, provides
a deﬁnition of the FETi system and outlines the objectives and scope of the study. It also
describes the structure of the thesis and the original contributions made by the author.
In Chapter 2 the modelling methods which have been used by previous studies of biological
6limb control systems are reviewed. The focus of this review is on methods which have been
applied to invertebrate systems.
In Chapter 3 the experimental methods which have been used by previous studies of inverte-
brate chordotonal and mechanical sense organs are reviewed. The focus of the current study,
and hence for this review was the FeCO and FETi.
A description of the methods used to prepare, stimulate, measure and record the reﬂex response
of FETi to GWN, sinusoidal and walking input signals is given in Chapter 4. It also describes
the methods used to obtain the walking stimulus signals and investigates the properties of the
shaker ampliﬁer, shaker and forceps mount and the eect they have on the models of FETi.
This chapter concludes by considering the consistency of the response of FETi to sinusoidal
and walking stimulation.
The aim of the signal processing experiments described in Chapter 5 was to ﬁnd a parsimo-
nious Volterra type model structure that would allow the transient and steady state dynamics
and nonlinear responses of FETi to be represented. Previous work [73, 97, 98, 117] has been
extended by the use of more natural sinusoidal and walking stimulation signals for model vali-
dation with the aim of determining the limitations of the models.
The aim of the work described in Chapter 6 was to investigate how the properties of the
experimental input/output signals (low pass ﬁltered GWN input and output signal with high
levels of measurement noise) aects the accuracy of a number of model parameter estimation
methods.
Given the results of Chapter 5 and Chapter 6 the chosen model structure was used to in-
vestigate adaptation of FETi dynamics and nonlinear responses and this work is described in
Chapter 7.
Chapter 8 summarises and discusses the work carried out by this study and also provides
suggestions for future work.
Appendix A provides the results of a computer simulation to investigate two parameter esti-
mation error reduction methods.
Appendix B provides a derivation of the normal equations (the equations used to ﬁnd the
solution to the linear Least Squares problem).
1.5 Original Contributions
The original contributions made by the author to this study and presented in this thesis have
been grouped into three categories: i) experimental methods, ii) system identiﬁcation and iii)
model based analysis of neural adaption dynamics and nonlinear responses in invertebrate limb
control. This work has focused on modelling the open loop reﬂex inputs to the FETi motor
neuron in the locust’s neural limb control circuit to mechanical stimulation of the FeCO stretch
7receptor. The methods developed by this study, however, can potentially be applied to other
invertebrate and vertebrate systems.
Experimental Methods
This work has improved the equipment and methods used by previous studies to investigate
invertebrate neuromuscular limb control systems. It has speciﬁcally addressed:
1. Limitations in the mechanical excitation system used by previous studies through design
and manufacture of a new forceps mount and characterisation of its frequency response
and developed and applied methods to:
1. Determine if the rate of power adaptation in reﬂex responses are dependent on stimulus
signal type.
2. Measure the response consistency when sinusoidal and walking stimulation is applied in
addition to more conventional GWN stimulation.
System Identiﬁcation
The system identiﬁcation methods used by previous studies have been extended and developed.
In particular, this work has:
1. Determined, from the Volterra type model structures considered in this study, that the
LNL cascade model provides the structure most suitable for representing FETi in its
transient and steady state response sections.
2. Validated the LNL model obtained using GWN stimulation with the use of more biolog-
ically realistic sinusoidal and walking stimulation signals to determine where it performs
well and to identify its limitations.
3. Developed three new LNL parameter estimation methods. The Smoothed Korenberg
Hunter (SKH) method and the Down-sampled Korenberg Hunter (DKH) method are
modiﬁed versions of the standard Korenberg Hunter (KH) method. Results show that
they eectively reduce estimation error in the parameters of the LNL model. The third
method, the Down-sampled Dierential Evolution (DDE) method, removes the require-
ment of the KH based methods for careful parameter initialisation.
Model Based Analysis of Neural Adaptation Dynamics and Nonlinear Responses
1. The use of the parsimonious LNL cascade model structure applied in a quasi stationary
fashion coupled with Monte Carlo (MC) simulations has been shown to provide a useful
tool for the characterisation of the dynamics and nonlinear responses of the neuromuscu-
8lar elements in an invertebrate limb control system during both transient and steady state
response sections.
2. Key FETi dynamics were found to remain relatively unchanged during repetitive stim-
ulation while output amplitude adaptation was occurring. Whilst some evidence of a
signiﬁcant change was found in parts of the system’s nonlinear response, the eect was
small and probably of little physiological relevance. Analysis using biologically more
realistic stimulation reinforced this conclusion.
910Chapter 2
A Review of System Identiﬁcation
Methods for Modelling Invertebrate
Reﬂex Limb Control Systems
2.1 Introduction
This chapter provides a review of the more commonly used system identiﬁcation methods for
modelling biological limb control systems. It is biased towards methods which have been ap-
plied to invertebrate systems as these are the focus of the current study. The aim is to provide
an explanation of the methods at a level which is suitable for both engineers and neuroscien-
tists with a background in biology. There are two modelling approaches that can be applied to
biological limb control systems: analytic modelling (biophysical modelling) or system iden-
tiﬁcation (black or grey box modelling). An analytic model is built using knowledge of the
underlying physical principles of the system. For example, an individual neuron could be rep-
resented by a collection of electrical components (Hodgkin-Huxley model [59]). Knowledge
about the dierent components of the locusts hind leg control system and the Femoral Chor-
dotonal Organ (FeCO) and in particular FETi is limited. It would, therefore, be dicult to
construct a physiological model of it from ﬁrst principles.
Previous work [54, 98, 117] has used the system identiﬁcation approach with a black box
model structure to represent elements of biological limb control systems. The parameters of
the black box model were estimated using input/output measurements from the system. The
black box makes no assumptions about the underlying physical detail of the system. The
system is viewed as an object which can be represented by its input and output signals and
its transfer characteristics. These models will be referred to as “parametric” models as they
contain a relatively small number of parameters [95]. This review is restricted to time domain
linear and nonlinear Volterra type models because previous work has demonstrated that these
structures can accurately represent these types of systems [87, 93, 123]. It uses the theoretical
framework and notation developed by Westwick and Kearny in [121, 123]. Further details can
11be found in the reviews [87, 123].
This section begins by introducing linear system identiﬁcation methods because the nonlinear
methods used in this study are simply an extension of the linear models. The robustness of both
the linear and nonlinear modelling methods to cope with the properties of the data used in this
study (a non-white input signal and an output signal with poor Signal to Noise ratios (SNR))
is illustrated using linear modelling theory as this is easier to understand than with nonlinear
models.
2.2 Linear System Identiﬁcation
ThissectionfocusesoncausallinearmodelswhichhaveaFiniteImpulseResponse(FIR)struc-
ture. It describes two methods which can be used to estimate the parameters of the model from
input/output data; the Minimum Mean Square Error (MMSE) and cross correlation methods.
For more details about linear system identiﬁcation the reader is directed to [81]. Only systems
that remain constant with time (time invariant) will be considered in this study.
2.2.1 The Impulse Response Function
A Linear Time Invariant (LTI) system can be parametrically modelled by its Impulse Response
Function (IRF), represented by h(). As sampled digital signals are used in this study, the
output of this model is calculated using the discrete form of the convolution integral.
y(t) =
T 1 X
=0
h()u(t   ) (2.1)
This states that the output of the model, y(t), is the weighted sum of the current and past input
samples, u(t). Thenumber ofparametersinthemodel isrepresentedbyT. Thismodelstructure
is often referred to as a Finite Impulse Response (FIR) model or ﬁlter.
2.2.2 Minimum Mean Square Error Parameter Estimation
Given the FIR model and the measured input u(t) and output z(t) signals the aim is to ﬁnd the
parameters which can generate the “best” estimate of the measured output. The widely used
MMSE approach deﬁnes the “best” parameters as those which minimise the dierence between
the measured output z(t) and the estimated model output ˆ y(t), in the mean square sense. The
MMSE cost function [81] can be written as:
MMSE() = E
h
(z(t)   ˆ y(;t))2i
(2.2)
12Where E [] is the expected (average) value and  are the parameters of the model. For the
measured response of the system Equation 2.2 can be written as:
J =
1
N
N X
t=1
(z(t)   ˆ y(t))2 (2.3)
where N is the number of samples of data in the recording. As the output, ˆ y(t), is a linear func-
tion of the model parameters Equation 2.1 may be reformulated as a matrix/vector equation.
ˆ y = Uˆ h (2.4)
where
U =
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
u(1) 0 0  0
u(2) u(1) 0  0
u(3) u(2) u(1)  0
u(4) u(3) u(2)  0
: : :
: : :
: : :
:::
: : :
u(N) u(N   1) u(N   2)  u(N   T + 1)
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
(2.5)
is a matrix of time delayed input signals. This formulation of U is called the “pre windowed”
method [57]. It makes the assumption that the input data before u(1) are zero which results in
the zeros in the top right corner of U. It makes no assumptions about the data after t = N .
Vectors ˆ h and ˆ y contain the model parameters ˆ h() and the output samples ˆ y(t), respectively.
ˆ h =
h
ˆ h(0) ˆ h(1) ˆ h(2) ::: ˆ h(T   1)
iT
(2.6)
ˆ y =

ˆ y(1) ˆ y(2) ˆ y(3) ::: ˆ y(N)
T (2.7)
Equation 2.3 can be re-written as:
J =
1
N

z   Uˆ h
T 
z   Uˆ h

(2.8)
The minimum of J is found by dierentiating Equation 2.8 and setting its gradient to zero. The
derivation used to obtain this result can be found in Appendix B
@J
@ˆ h
=  2UTz + 2UTUˆ h = 0 (2.9)
Rearranging Equation 2.9 produces the normal equations

UTU

ˆ h = UTz (2.10)
13The linear Least Squares estimate of the IRF is given by solving:
ˆ h =

UTU
 1
UTz (2.11)
It should be noted that the matrix inversion is not usually carried out in the form of Equation
2.11 but instead by using the more robust Singular Value Decomposition (SVD) to compute
a generalised inverse (Moore-Penrose pseudoinverse) [6]. This method is robust to numerical
errors which can occur when working in ﬁnite precision arithmetic.
The Least Squares method provides an unbiased estimate ˆ h assuming that [81]:
 the measurement noise, v(t), is additive, zero-mean, white and independent of the input
u(t) and
 the system can be represented by a linear model.
The dierence between the true model parameters h and the estimated parameters ˆ h can be
calculated using the standard result for the parameter covariance matrix [6]:
E
h
(ˆ h   h)(ˆ h   h)Ti
= 2
v
h
UTU
i 1
(2.12)
where 2
v is the variance of the measurement noise. In the current work the errors in the
parameter estimates are likely to be large because the levels of noise v(t) in the recordings
made from the FETi system are high. It can be seen from Equation 2.12 that the errors in the
estimated parameters therefore depend on the inverse of UTU.
The SVD not only provides a method of solving Least Squares problems, but also a method of
analysing them. Starting with the formula for the Least Squares solution (Equation 2.11) and
factoring the matrix UTU using the SVD:
ˆ h =

VSVT 1
UTz (2.13)
where V = [v1 v2 :::vp] is an orthogonal matrix (VTV = I) and S is a diagonal matrix. The
non-negative diagonal elements of S are called singular values and are arranged in descending
order of magnitude.
s = diag(S) =
h
s1; s2  sp
i
(2.14)
where s1  s2    sp  0. VSVT can be written as:
VSVT =
p X
i=1
sivivT
i (2.15)
The Least Squares solution, can now be written as:
ˆ h =
p X
i=1
vivT
i n
si
(2.16)
14where n = UTz.
The presence of very small singular values (si) in the denominator of Equation 2.16 will am-
plify their corresponding measurement noise terms. Small singular values may occur when the
input signal has a coloured spectrum. This introduces estimation error into the parameter esti-
mate and obscures its underlying shape. The smaller the singular value, the greater the noise
ampliﬁcation. The condition number (the ratio of the largest and the smallest singular value)
provides a measure of this instability [6]. There are a number of approaches for reducing Least
Squares parameter estimation error. Perhaps the simplest solution, which will work with any
low pass ﬁltered input signal, is to remove the high frequency IRF estimation error by low pass
ﬁltering the parameters. Another approach to reduce the sensitivity of the solution to measure-
ment noise is to truncate the singular values si in Equation 2.16. The diculty, however, lies in
determining where to truncate as if too many terms are removed, the accuracy and resolution of
the model will be reduced. The pseudo-inverse based algorithm [123] and regularisation meth-
ods, such as Tikhonov regularisation [6] have been developed to address this issue. It should
be noted that the price paid for making the parameter estimates less sensitive to measurement
noise is reduced model accuracy and biased parameter estimates [6].
Solving Equation 2.11 becomes computationally demanding as the data length N and model
order T increases in terms of calculation time and the memory required to store U [55]. If the
input to the system is a white noise signal then the parameters of the model can be estimated
more eciently using the cross correlation method. This method, which is explained in the
next section, was used in the previous studies by Kondoh et al. [73, 97, 98].
2.2.3 Cross Correlation Parameter Estimation
A linear system driven by a white noise input, and without measurement noise, has a cross
correlation function given by:
uy() = E

u(t   )y(t)

(2.17)
The cross correlation of two signals equals their expected cross product as a function of the
time shift between them. Replacing the system’s output y(t) in Equation 2.17 with the discrete
convolution integral (Equation 2.1) gives:
uy() = E
2
6 6 6 6 6 6 4u(t   )
T 1 X
k=0
h(k)u(t   k)
3
7 7 7 7 7 7 5 (2.18)
uy() =
T 1 X
k=0
uu(   k)h(k) (2.19)
The system’s input/output cross correlation function equals the convolution of the input auto-
correlation function with the system’s parameters. Assuming zero mean, unit variance white
15noise input then uu() = () and
uy() =
T 1 X
k=0
(   k)h(k) = h() (2.20)
When the input signal is white, the IRF can be estimated simply and computationally eciently
by calculating the system’s cross correlation function. The cross correlation function (Equation
2.17) is calculated in this study by using the commonly used biased estimator:
ˆ uy() =
1
N
N X
i=
u(i   )y(i) (2.21)
It is interesting to note that the cross correlation approach can be used to estimate the IRF
with non-white inputs as the Least Squares solution can be formulated in terms of correlation
functions [95].
ˆ h =  1
uuuz (2.22)
Solving Equation 2.22 is equivalent to solving the linear Least Squares estimate (Equation
2.11). Before reviewing nonlinear system identiﬁcation methods (Section 2.4), the methods
used to measure the performance of black box models of biological systems are investigated.
2.3 Model Validation
The object of model validation is to measure how well the model ﬁts the dynamics of the
system rather than the dynamics of the system and the noise which will be present in the data.
Model validation can be carried out in a number of ways [95] but the most commonly used with
nonlinear models of biological systems [87, 123] splits the data into two sections and uses one
section to estimate the model (estimation data) and the other to validate the model (validation
data). This method assumes that the noise is dierent between the two sections and so should
give a realistic measure of the ability of the model to predict new data.
Model performance is often measured [73, 97, 98] by calculating the percentage Mean Square
Error (%MSE) dierence between the recorded neural output signal, z(t), and the predicted
model output signal, ˆ y(t), using validation data (Figure 1.2).
%MSE = 100 
Var(z   ˆ y)
Var(z)
(2.23)
Var(x) is calculated using
Var(x) =
1
N
T X
t=1
x2(t)  
0
B B B B B B @
1
N
T X
t=1
x(t)
1
C C C C C C A
2
(2.24)
where N is the number of samples in the signal x. Model performance improves as the %MSE
performance measure decreases.
162.4 Nonlinear System Identiﬁcation
This section provides an introduction to the Volterra and Wiener series models and the Least
Squares, cross correlation and the Wiener Laguerre methods which can be used to estimate
their parameters. Cascade models, a restricted subset of the Volterra series, are also considered
because they have successfully been applied to many nonlinear biological systems [51, 52, 65].
They are useful because they can represent some nonlinear systems much more eciently than
the Volterra or Wiener series and their parameters may be easier to interpret and link to the
function of the system.
2.4.1 The Volterra Series
The Volterra series can be used to model a nonlinear, time invariant, system. As sampled
signals are analysed in this study, it is necessary to use the discrete form of the Volterra series.
This series is a generalisation of the discrete convolution integral (Equation 2.1) for a linear
system involving an inﬁnite sum of terms. For a causal, ﬁnite memory, time-invariant system
the relationship between the input and output signals can be represented by
y(t) =
Nh X
n=0
T 1 X
1=0

T 1 X
n=0
hn(1;:::;n)u(t   1):::u(t   n) (2.25)
where Nh is the number of kernels (hn) in the series. For example, the 2nd order Volterra model
is given by
y(t) = h0 +
T 1 X
1=0
h1(1)u(t   1) +
T 1 X
1=0
T 1 X
2=0
h2(1;2)u(t   1)u(t   2) (2.26)
The zero order kernel, h0, is an oset term which is present in the output regardless of the
input; this is zero for a linear system. The ﬁrst order kernel, h1, has the same form as the dis-
crete convolution integral (Equation 2.1). It does not, however, represent the system’s impulse
response, as this will contain components from all the kernels (h0 + h1 + h2 + :::). The second
order kernel, h2, is a generalisation of the ﬁrst order kernel and it deﬁnes how two copies of the
input signal interact for dierent delays 1 and 2. The kernel is set to be symmetric about its
diagonal so that
h2(1;2) = h2(2;1) (2.27)
It should be noted that if the Volterra series is truncated it will result in a reduction in its ability
to represent certain systems. The truncated Volterra series will not be able to represent systems
which have higher than a second order nonlinearity and, for example, those which exhibit a
hard nonlinear behaviour, such as saturation or rectiﬁcation.
172.4.2 Volterra Series Parameter Estimation
Given the Volterra series model and input/output measurements the aim is to ﬁnd the param-
eters of the kernels which minimise the mean square error between the model output and the
measured output. Because the kernels of the Volterra series are correlated with each other they
must be estimated simultaneously; this can be achieved using the Least Squares optimisation
method. This method can be applied because even though the Volterra model is nonlinear in its
structure it is still linear in its parameters.
Equation 2.26 is reformulated as the matrix/vector equation:
y = Uh (2.28)
where:
U = [U0 U1 U2] (2.29)
For example, U1 is the matrix of time delayed signals corresponding to the Volterra kernel
parameters h1 where:
U1 =
2
6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4
u(1) 0 0  0
u(2) u(1) 0  0
u(3) u(2) u(1)  0
u(4) u(3) u(2)  0
: : :
: : :
: : :
:::
: : :
u(N) u(N   1) u(N   2)  u(N   T + 1)
3
7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 7 5
(2.30)
As the parameters h are a linear function of the output the Least Squares estimate of the Volterra
parameters is given by solving:
h =

UTU
 1
UTz (2.31)
As with the linear case (Section 2.2.2), the matrix inversion is not usually carried out in the
form of Equation 2.31 but using the SVD to compute a generalised inverse [6].
The Least Squares method, however, becomes computationally expensive even for relatively
low order models with short memory lengths. For example, the calculation of the ﬁrst three
Volterra kernels with a kernel memory length (T) of 40 samples requires the inversion of a
matrix containing 861  861 = 741321 elements (1 + T + (1 + T)(T=2)) = 861. Barrett [9],
Zadeh [128] and Wiener [125] realised that re-arranging the Volterra series into an orthogo-
nal form would allow each kernel to be estimated independently, signiﬁcantly reducing their
computational cost. The Wiener method [125] is explained in the next section.
182.4.3 TheWienerSeriesandtheCrossCorrelationParameterEstimationMethod
Wiener rearranged the Volterra series so that each kernel is orthogonal to each other when
the input u(t) is a Gaussian white noise signal. Lee and Schetzen [80] modiﬁed Wiener’s
continuous time series for the discrete time case.
y(t) =
1 X
n=0
Gn

kn(1;:::;n);u(t0) t0  t

(2.32)
As pointed out by Westwick and Kearney [123], the discrete Wiener series is a sum of operators
(an operator maps a function on to a function). Traditionally the terms of the Wiener series have
been referred to as functionals. The ﬁrst three Wiener operators are:
G0[k0;u(t)] = k0 (2.33)
G1[k1(1);u(t)] =
T 1 X
1=0
k1(1)u(t   1) (2.34)
G2[k2(1;2);u(t)] =
T 1 X
1=0
T 1 X
2=0
k2(1;2)u(t   1)u(t   2)   2
u
T 1 X
1=0
k2(1;2) (2.35)
This re-arrangement allows a cross correlation approach, similar to that used for a linear sys-
tem (Section 2.2.3), to be used to estimate the parameters of the Wiener kernels. The Lee
and Schetzen [80] cross correlation method obtains a computationally ecient Least Squares
estimate of the kernel parameters if the input signal is a GWN. Their algorithm proceeds as
follows:
The zero order kernel ˆ k0 is independent of the input signal and is estimated by taking the mean
value of the output signal
ˆ k0 =
1
N
N X
t=1
y(t) (2.36)
This zero order kernel is subtracted from y(t) to produce the zero order residual
v0 = y(t)   ˆ k0 (2.37)
The ﬁrst order kernel estimate is the cross correlation between the input u(t) and the zero order
residual v0, normalised with respect to the input power 2
u
ˆ k1() =
1
N2
u
N X
t=1
u(t   1)v0(t) (2.38)
The output from the ﬁrst order kernel is calculated by convolution
ˆ y1(t) =
T 1 X
1=0
ˆ k1(1)u(t   1) (2.39)
19and this is subtracted from the zero order residue v0 to produce the ﬁrst order residue
v1(t) = v0(t)   ˆ y1(t) (2.40)
The second order kernel is estimated using the normalised second order cross correlation
ˆ k2(1;2) =
1
2N4
u
N X
t=1
u(t   1)u(t   2)v1(t) (2.41)
The higher order kernels can be estimated in the same fashion.
One disadvantage of using the Wiener series, rather than the Volterra series, is that the model
is dependent on the input signal (2
u term in Equation 2.35). This characteristic does not ﬁt
the aim of creating a model which can represent the response of the system to arbitrary inputs.
This problem, however, can be overcome by converting the Wiener kernels into their Volterra
form [85, 104].
Anotherdisadvantageofthisapproachisthatastheinputsignalobtainedfromexperimentswill
often be coloured rather than white, the terms of the Wiener series will not be orthogonal. The
Lee and Schetzen algorithm will therefore give biased kernel estimates and this will reduce the
performance of the model. A theoretical treatment of how dierent Volterra/Wiener parameter
estimation methods aect the accuracy of the model is provided by Marmarelis [87].
Time [75, 105] and frequency domain [48] correlation based parameter estimation methods
have been developed to work with coloured Gaussian input signals. These methods, however,
have their limitations as they can only cope with slightly coloured input signals [120] and
the estimation of cross correlations requires relatively large sample sizes [47]. An alternative,
which was probably used by [73, 97, 98], is the method detailed in [105] which pre-whitens
the coloured input signal using a linear ﬁlter.
The Least Squares parameter estimation method (Section 2.4.2) does not assume a white input
signal and so should provide more accurate parameter estimates [123]. The application of
the Least Squares method to many systems, however, is impractical because as model order
increases it quickly becomes computationally too expensive to store and time consuming to
invert UTU (Equation 2.31) for standard computer systems. The Wiener Laguerre method
[86], which is described in Section 2.4.4, is one of a number of methods which have been
developed to reduce the computational load of the Least Squares approach
2.4.4 The Wiener Laguerre Method
The Wiener Laguerre method reduces the computational load of the Least Squares approach
by using a basis function (the Laguerre expansion basis) to reduce the number of polynomial
coecients in the regression [123]. As the Laguerre ﬁlters (Equation 2.45) are orthogonal this
should lead to a well-conditioned problem. Furthermore, by recursively applying the same
ﬁlter (Equation 2.46), the output of the Laguerre ﬁlters can be computed eciently.
20The following algorithm shows how the Wiener Laguerre method can be used to estimate the
kernels of a 2nd order Volterra series. The 2nd order Volterra series can be expanded on a
Discrete Laguerre Filter (DLF) basis
y(t) = c0 +
JWL 1 X
j1=0
c1(j1)#j1(t) +
JWL 1 X
j1=0
J 1 X
j2=0
c2(j1; j2)#j1(t)#j2(t) (2.42)
where JWL is the number of functions in the decomposition and c represents the coecients of
the Volterra kernels. The transformed input data #j(t) are obtained using
#j(t) =
L 1 X
m=0
Lj(m)u(t   m) (2.43)
where Lj, the jth order Laguerre function, is calculated using
Lj() = 
( j)
2 (1   )
1
2
j X
k=0
( 1)k
 

k
! 
j
k
!
j k(1   )k (2.44)
where , the decay parameter, controls the damping of the Laguerre function (0 <  < 0) and
  0. The output of the Laguerre ﬁlter #0(t) is calculated using
#j(t) =
p
#0(t   1) + Ts
p
(1   )u(t) (2.45)
where Ts is the sampling interval. The output of the remaining ﬁlters was calculated recursively
using
#j(t) =
p
#j(t   1) +
p
#j 1(t)   #j 1(t   1) (2.46)
The coecients c(j) were obtained using the Least Squares method. The Volterra kernels could
then be constructed using
h1(1) =
JWL 1 X
j=0
c1(j1)Lj1(1) (2.47)
and
h2(1;2) =
JWL 1 X
j1=0
JWL 1 X
j2=0
c2(j1; j2)Lj1(1)Lj2(2) (2.48)
2.4.5 Cascade Models
Cascade models are a subset of the Volterra series which consist of dynamic linear (h;g) and
static nonlinear (m) elements (Figure 2.1). The LN (Linear Nonlinear) or Wiener model con-
sists of a dynamic (with memory) linear element (h) followed by a static (without memory)
nonlinearity (m) (Figure 2.1A), which is chosen to be a polynomial function given by
m(x(t)) =
Q X
q=0
c(q)xq(t) (2.49)
21where Q is the polynomial order, c its coecients and x the input signal to the nonlinearity.
The output of the LN model is thus calculated using
y(t) =
Q X
q=0
c(q)
0
B B B B B B @
T 1 X
=0
h()u(t   )
1
C C C C C C A
q
(2.50)
The NL (Nonlinear Linear) or Hammerstein model consists of a static nonlinearity followed by
a dynamic linear element (Figure 2.1B). Its output can be calculated using
y(t) =
T 1 X
=0
h()
0
B B B B B B B @
Q X
q=0
c(q)uq(t   )
1
C C C C C C C A (2.51)
The LNL (Linear Nonlinear Linear) or Wiener Hammerstein model consists of two dynamic
linear elements, h() and g(), separated by a static nonlinear element (Figure 2.1C). The
output of this model is given by
y(t) =
T 1 X
=0
g()
Q X
q=0
c(q)
0
B B B B B B @
T 1 X
=0
h()u(t      )
1
C C C C C C A
q
(2.52)
As the cascade models are a subset of the Volterra series, their parameters can be transformed
directly into Volterra form. The nth order Volterra kernel of the LN cascade can be calculated
from the parameters of this cascade using
hn (1;:::;n) = cnh(1)h(2):::h(n) (2.53)
The Volterra kernels of the NL cascade are given by
hn (1;:::;n) = cnh(1)(1;2)(1;3):::(1;n) (2.54)
where (1;2) is the Kronecker delta.
The Volterra kernels of the LNL cascade are
hn (1;:::;n) = cn
T 1 X
=0
g()h(1   )h(2   ) (2.55)
2.4.6 Cascade Model Parameter Estimation
As the cascade models are nonlinear in their parameters and have a dierentiable cost function
their parameters can be estimated using a nonlinear local optimisation method. One of the
most widely used local optimisation methods for estimating the parameters of these models for
biological applications was developed by Korenberg and Hunter [65, 74]. This method will
be referred to as the KH method. The iterative methods to estimate the parameters of the LN,
NL and LNL models are summarised by Algorithms 1, 2 and 3. In the current study the linear
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Figure 2.1: Block diagrams of the (A) LN, (B) NL and (C) LNL cascade models.
elements of the cascade models will be estimated using the Least Squares method, rather than
the cross correlation approach used by Korenberg and Hunter [65, 74] as this approach is less
sensitive to the properties of the input signal.
Algorithm 1 LN cascade parameter estimation
1: Estimate the Impulse Response Function (IRF) ˆ h() between the input u(t) and output z(t)
signals (Least Squares method) (Figure 2.1A)
2: Estimate the intermediate signal ˆ x(t) by ﬁltering u(t) with ˆ h()
3: Fit a polynomial between ˆ x(t) and the measured output z(t)
4: Calculate the %MSE (Equation 2.23) between the estimated model output ˆ y(t) and z(t)
5: If the %MSE reduces from the last iteration then go to step 6, else exit with the current
parameter estimates
6: Estimate the inverse of the nonlinearity by ﬁtting a polynomial between ˆ y(t) and ˆ x(t) (Least
Squares estimate)
7: Compute a new estimate of ˆ h() using u(t) and ˆ x(t)
8: Return to step 2
Korenberg and Hunter [65, 74] chose to use the Levenberg Marquardt gradient descent method
to minimise J in the LNL parameter estimation algorithm (Algorithm 3, step 4). This iterative
method is a standard tool for solving nonlinear Least Squares problems [6, 123]; it combines
the robust convergence properties of the steepest descent method with the faster convergence of
the Gauss Newton method [6, 123]. As there are already many explanations of these methods
[6, 123] only a quick overview, following the derivation given by [123], will be provided.
The objective of gradient descent methods is to ﬁnd the parameters  which give the minimum
MSE dierence between the measured output z(t) and the model output ˆ y(t). The cost function
23Algorithm 2 NL parameter estimation
1: Fit a linear system between z(t) and u(t) to obtain an initial estimate of the inverse of ˆ h(),
ˆ h() 1 (Figure 2.1B)
2: Filter z(t) by ˆ h() 1 to obtain ˆ x(t)
3: Fit a polynomial ˆ m(u(t)) between ˆ x(t) and u(t)
4: Obtain a new estimate of ˆ x(t) given ˆ m(u(t))
5: Re-estimate ˆ h() given ˆ x(t) and z(t)
6: Calculate the %MSE dierence between model output ˆ y(t) and measured output z(t)
7: If the %MSE reduction is small compared to last iteration, exit with current parameters
8: Else, compute a new estimate of ˆ h() 1 using the current ˆ x(t) and z(t). Return to step 2
Algorithm 3 LNL parameter estimation
Require: Initial estimate of ˆ h() = ( 1
fs;0;0;:::;0)
1: Filter u(t) by ˆ h() to obtain ˆ x(t) (Figure 2.1C)
2: Fit the NL system between ˆ x(t) and z(t) using Algorithm 2
3: If ﬁrst iteration or signiﬁcant improvement in model accuracy then continue, else exit with
current parameters
4: Obtain a new estimate of ˆ h() using the Levenberg-Marquardt (LM) [88] gradient based
methodtominimisethedierencebetweenthepredictedandmeasuredoutputsignal, given
the current estimate of the NL system. Return to step 2
is written as
J() =
1
2N
N 1 X
t=0
(z(t)   ˆ y(t;))2 (2.56)
The factor 1=2 is included for convenience. Gradient descent optimisation methods start with
an initial guess for the parameters k. With each iteration the parameters are modiﬁed by a
factor in the vector dk.
k+1 = k + dk (2.57)
The steepest descent method simply follows the steepest gradient on the error surface
k+1 = k + k
@J(k)
@k
(2.58)
where k is the step size. The gradient is calculated from Equation 2.56 using the chain rule
@J(k)
@k
=  
1
N
N 1 X
t=0
(z(t)   ˆ y(t;k))
@ˆ y(t;k)
@k
(2.59)
Deﬁning the Jacobian Jac as
Jac(t;i) =
@ˆ y(t;k)
@k(i)
(2.60)
allows the gradient to be written as
@J(k)
@k
=  
1
N
Jac
T (2.61)
where isavectorcontainingtheerrorsignal(t;) = z(t) ˆ y(t;). Thesteepestdescentmethod
24is simple and easy to implement but it can be slow to converge. Second order techniques
attempt to decrease convergence time by using information about the curvature of the error
surface as well as its gradient. Calculating second order derivatives of the model, however, is
computationally very expensive so second order methods often estimate curvature information.
One such method, called the Gauss Newton method [6, 123], updates the parameters  using
dk = k(Jac
T Jac) 1Jac
T (2.62)
The Levenberg Marquardt method adds what can be thought of as a damping term, kIM, to
the parameter update
dk =
 
1
N
Jac
T Jac + kIM
! 1
Jac
T (2.63)
where IM is an identity matrix. This damping term improves the condition of (Jac
T Jac) 1,
which reduces estimation error in the parameters of the ﬁrst linear element of the LNL model.
This is a similar approach to that used by Tikhonov regularisation [6].
2.5 Conclusions
This chapter has provided a description of a number of linear and nonlinear system identiﬁ-
cation methods suitable for modelling biological limb control systems. This literature review
has highlighted the problems of the Wiener series model and the cross correlation parameter
estimation method. To summarise, this method produces a model which is dependent on the
input signal and this characteristic does not ﬁt with the aim to produce a model which can rep-
resent the response of the system to arbitrary inputs. Furthermore as the input signals obtained
from experiments will often be coloured rather then white, the Wiener series terms will not be
orthogonal. This will result in biased kernel estimates and a reduction in the performance of the
model. Despite the disadvantages of the Wiener series model and the cross correlation param-
eter estimation method it has become one of the most commonly applied tools for modelling
invertebrate stretch receptors [48, 73, 97, 98, 110, 117].
This review has also identiﬁed that the Volterra series model coupled with the Least Squares
parameter estimation method overcomes the problems of the Wiener series model and the cross
correlation approach. The Least Squares parameter estimation method does not assume a white
input signal and so should provide more accurate parameter estimates. The computational and
data length requirements of using the Volterra series model with the Least Squares approach
would, however, make calculation of higher than second order kernels impractical. As ex-
plained in this review, the Wiener Laguerre method and the cascade models provide a parsimo-
nious alternative which can allow higher order nonlinear responses to be represented.
2526Chapter 3
A Review of the Methods used to
Investigate Invertebrate Reﬂex Limb
Control Systems
3.1 Introduction
The objective of this review is to describe and evaluate the experimental methods which have
been used in previous studies of invertebrate reﬂex limb control systems. It also investigates
how system identiﬁcation methods have been applied and how the resulting models are used
and interpreted. Following examination of the literature, two methods for studying the function
of such systems are considered in detail. Before proceeding to describe and evaluate these two
methods, an explanation of the locust’s central nervous system, its hind leg control system and
the Femoral Chordotonal Organ (FeCO) will be given.
3.2 The Local Hind Leg Resistance Reﬂex of the Locust
The central nervous system of a locust consists of a brain and a chain of segmental ganglia (col-
lections of neurons) joined by nerve connectives (Figure 3.1A). The insect’s brain determines
its overall behaviour and is responsible for setting the direction and speed of its movements
[20]. Three ganglia in the thorax contain the neurons that control movement of the legs; they
receive inputs from the brain and sensory receptors in and on the legs [20].
The sensory receptors associated with the locust leg can be divided into two groups, extero-
ceptors and proprioceptors. Exteroceptors provide animals with information about the external
environment [20]. In the case of the locust, these exteroceptors are hairs which sparsely cover
its legs and respond to touch and certain chemicals. They provide the locust with a collision
avoidance system which allows it to monitor contact with its six legs without having to use
its eyes. Proprioceptors monitor the position and movement of joints and the forces generated
27by the muscles. The position and movement of locust leg joints are monitored by seven chor-
dotonal organs, strand receptors, hair plates and a small number of multipolar joint receptors
[20].
The proprioceptor which monitors the position of the tibia relative to the femur in the hind
leg of the locust is the FeCO (Figure 3.1). It is an elastic strand which crosses the joint and
contains approximately 90 sensory neurons [20] (Figure 3.1C). Imposed movement of the tibia
causes the FeCO to stretch and this mechanical stimulus is converted into electrical signals by
the sensory neurons. These signals are transmitted to motor neurons, either directly or through
interneurons, which activate muscle contraction to oppose the movement [20]. Reﬂexes which
resist such passive limb movements are known to occur in the legs of a number of arthropods
[30].
Negative, or resistance, feedback such as this helps to maintain postural stability in both in-
vertebrates and vertebrates [28]. These resistance reﬂexes have been shown to be consistent
[44, 132] but depending on the behaviour of the animal they can be turned o or modiﬁed in
both gain and phase [20, 133]. It should be noted that in vertebrates, the proprioceptors which
monitor joint position and are involved with resistance (stretch) reﬂexes are the muscle spindles
and that these, unlike the chordotonal organs in invertebrates, lie within the skeletal muscles
[28].
Figure 3.1B and C are drawings of the locust FeCO shown to aid understanding of its structure.
The group of neurons which make up the FeCO are attached to the wall of the femur, the tibia
and the ﬂexor tibiae muscle by connective ligaments (Figure 3.1B). Some of the stretch sensi-
tive dendrites of these sensory cells project into the apodeme (Figure 3.1C) which connects the
FeCO to a protrusion on the tibia near the point where the tibia and femur rotate (main liga-
ment in Figure 3.1B). The neurons in the FeCO are mechanoceptors which convert mechanical
stimuli into electrical activity.
As investigations into the properties of the sensory neurons in the locust FeCO stimulate the
apodeme and not the sensory neuron directly, the response of these neurons will therefore
be aected by the properties of the apodeme. In 1991 Shelton et al. [109] showed that the
mechanical FeCO structure was far more complex than had previously been thought. By using
scanning electron microscopy their biomechanical study discovered a loop structure in the
apodeme connecting the FeCO to the femoro tibial joint (Figure 3.1C).
Shelton et al. [109] and Burrows [20] believed that this mechanical structure would have
considerable eect on the response of the sensory neurons in the FeCO. Field et al. [46]
proposed that this loop structure forms the basis for mechanical range fractionation. The loop
structure in the apodeme consists of strands of dierent lengths. As the tibia moves, these
strands are sequentially tightened and cause dierent neurons to respond - a mechanical range
fractionation mechanism. It has been hypothesised [20] that this mechanism may be used to
increase the resolution and hence the sensitivity of the FeCO without reducing its range.
Shelton et al. [109] pointed out that the mechanical properties of the FeCO system need to be
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Figure 3.1: Diagrams of the FeCO in the hind leg of a locust. (A) The locust and its central
nervous system. (B) The distal femur and the chordotonal ligaments (From [132], Journal of
Experimental Biology 116(1):435-461, with permission). (C) The structure and connections of
the FeCO based on dissections (Section 4.3.3).
29understood before a description of the properties of the sensory neurons would be complete.
Investigation of the mechanical components of the FeCO and its attachment ligaments [89]
and their contribution to sensory response through direct manipulation and measurement was
outside the scope of the current study.
Many of the studies which have investigated the FeCO system through mechanical stimulation
[73, 97, 98] do not state which side of the loop structure was grasped and moved. This could
result in the generation of inconsistent results between experiments. The loop structure could
also easily be damaged and Shelton et al. [109] believed that a damaged loop structure would
cause spurious results.
There are four types of neurons which receive direct input from locust FeCO sensory neurons:
spiking local interneurons, non-spiking interneurons, motor neurons, and spiking intersegmen-
tal interneurons [46]. In the locust, some of the FeCO sensory neurons can make direct connec-
tions with several of the nine ﬂexor tibiae motor neurons and other sensory neurons make direct
connections with the two extensor tibiae motor neurons, but none connect to both [20]. The
synaptic inputs to motor neurons, and their spiking output response, in locust proprioceptive
systems and in other invertebrate limb control systems have received much less attention than
the sensory neurons. This may be because the response of the motor neurons can be aected by
signals from other parts of the locust’s nervous system, over which the experimenter has little
control.
Due to the relatively large size and small number of motor neurons that activate the tibial ﬂexor
and extensor muscles, and unlike the FeCO sensory neurons which are much smaller and more
abundant, it is possible to identify the dierent motor neurons as unique individuals. This al-
lows the models estimated using data from dierent locusts to be compared, providing valuable
insight into the ability of the model to generalise between animals and provides motivation to
investigate the response of the motor neurons.
The extensor tibia muscle is controlled by just two excitatory motor neurons, the Fast Extensor
Tibia (FETi) and the Slow Extensor Tibia (SETi). It also receives inputs from a common
inhibitor [20, 61].
The terms slow and fast do not refer to the speed of the neurons transient response but to
the type of muscle ﬁbre which the motor neuron innervates. Slow motor neurons usually ﬁre
steadily over long periods and therefore tend to innervate postural muscle ﬁbres which are
relatively fatigue resistant. Fast motor neurons may have a more bursty ﬁring pattern and
innervate fast twitch muscle ﬁbres [32]. The FETi is a fast motor neuron; its function is to
generate rapid jumping movements [20]. This motor neuron produces action potentials during
the preparation for jumping and kicking movements (co-contraction phase [18, 19]) and during
righting [41]. Recently it has also been shown to be active at lower limb velocities for grooming
and scratching movements [100].
The following two sections review the methods which have been used to investigate the sensory
neuronsintheFeCOandthelocalinterneuronsandmotorneuronswithwhichtheyconnect(the
30femur/tibia control loop). They will explain how these methods have improved understanding
of the responses of the sensory and motor neurons to imposed movements of the apodeme of
the FeCO.
3.3 Physiological Input Methods for Studying FeCO Function
Early investigations into the function of the sensory, inter and motor neurons in the femur/tibia
control loop used simple step, ramp and sinusoidal input signals to move the tibia [116]. These
input signals were chosen as they are easy to generate and provide responses which are easy
to interpret. They are referred to as physiological input signals in the literature - but do not
necessarilyprovideagoodmatchtothestimuliencounteredinthelocust’snaturalenvironment.
A review of the literature has revealed that there are two methods which have been used to
measure the electrical signals produced by the neurons in the FeCO system. The extracellular
approach (which uses electrodes placed outside the neurons) has been used to measure the
potential dierence between two points along the length of a nerve. Recordings using this
technique often contain the spiking responses of a number of dierent neurons, which it is
sometimes possible to separate. By using the intracellular approach (placing electrodes within
the neuron) it is possible to record both the synaptic and spiking response of individual neurons
[132].
3.3.1 Extracellular Studies
The ability of the sensory neurons in the chordotonal organ to transform the mechanical infor-
mation relating to the joint’s position, velocity and acceleration into electrical signals for the
nervous system was ﬁrst investigated using whole nerve recordings [116]. They investigated
the static discharge or tonic properties of the sensory neurons when the tibia was set at a num-
ber of dierent positions. Its phasic properties were investigated using sinusoidal and ramp
inputs. The terms tonic and phasic are used to characterise neurons by their rate of adaptation.
Tonic neurons either adapt slowly or not at all. In contrast, phasic neurons adapt rapidly. Using
whole nerve recordings Usherwood et al. [116] were able to establish that the FeCO provides
information about joint position (tonic), movement (phasic) and the direction of the movement.
Usherwood et al. [116] were not able to record from individual sensory neurons using the
extracellular method so they could only speculate whether the increase in spike frequency with
joint angle was due to an increase in ﬁring of the same tonic neuron or dierent combinations
of neurons (range fractionation).
Using intracellular recording techniques (Section 3.3.2), however, Matheson [91] was able to
record the signal from individual neurons which showed that some neurons are only responsive
to parts of the range of joint angle (range fractionation).
Whole nerve recordings from FeCO sensory neurons made by Usherwood et al. [116] allowed
31them to observe that the phasic response of FeCO neurons increases in frequency and reduces
in duration as the frequency of the sinusoidal movement increases. They also noted that the
response was smaller and briefer with ﬂexion of the tibia. They proposed that the variation in
spiking frequency for extension and ﬂexion could be produced because dierent sensory units
responded to dierent directions of movement. This response type could also be produced by
a single neuron; the change in spiking frequency could be due to the elastic properties (elastic
hysteresis) of the FeCO or signal transformation by the neurons [20]. Intracellular studies,
the results of which are presented in the next section, have shown that single neurons show
hysteresis in their spiking frequency response.
3.3.2 Intracellular Studies
Whole nerve recordings can only give limited insight into the function of the sensory neurons
in the FeCO and cannot provide details about the individual neurons. The responses of the
individual sensory neurons in the chordotonal organ of a locust were ﬁrst investigated by Zill
[132] in 1985. These investigations used intracellular techniques to measure and record the
electrical responses produced when the tibia was moved with physiological input signals. It
should be noted that only the responses of the proximal group of FeCO sensory neurons (Figure
3.1C) have ever been investigated. The proximal group contains thirty to ﬁfty sensory neurons
[89]. The work by Zill was extended by Matheson in 1990 [90] and he classiﬁed the sensory
neurons in the FeCO into dierent categories of mechano-sensitivity and mapped out their
locations. In broad terms, Matheson found sensory neurons which respond to tibial position
only; velocity only; position and velocity; and more complex stimuli such as velocity and
acceleration and position. Matheson also found that the neurons were usually directionally
sensitive, responding to either ﬂexion or extension of the tibia but not usually to both. Some of
the neurons responded over the full range of joint angles, while others responded only to parts
of the range, providing evidence of range fractionation.
ThesensoryneuronsintheFeCOofthestickinsectwereshownbyHofmann[60]andBuschges
[25] to have similar response types to those found in the locust. Recordings from sensory neu-
rons in the stick insect mesothoracic FeCO are used to illustrate the dierent response types
(Figure 3.2A - D). A position sensitive neuron ﬁres with increasing spike frequency as the leg
is ﬂexed (Figure 3.2A). As the leg is ﬂexed back to its starting position the dierence in its
response compared with extension can be seen (Figure 3.2A); it should be noted that this re-
sponse is nonlinear. The position and velocity sensitive neurons in the stick insect and locust
can show hysteresis of up to 20% in their spiking frequency response depending from which
direction the leg approaches a particular position [20]. This led Burrows to suggest that this
direction dependent response is caused by the viscoelastic ligament which attaches the tibia
to the FeCO, as a viscoelastic material exhibits hysteresis. The responses of velocity, accel-
eration and deceleration sensitive neurons are shown in Figure 3.2B, C and D respectively.
Accelerations only occur at the beginning and end of ramp and hold signals. The response of
the velocity sensitive neuron in Figure 3.2B is nonlinear as it responds more to the positive
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Figure 3.2: Selection of sensory neuron response types from the stick insect and crab joint
chordotonal organs. (A) Position, (B) velocity, (C) acceleration and (D) deceleration response
types from the stick insect (From [25], Journal of Experimental Biology 189(1):285-292, with
permission). (E) Velocity and (F) velocity-position responses from the crab (From [54], Journal
of Neurophysiology 89(4):1815-1825, with permission). Depression represented by dep and
levation by lev.
33gradient than to the negative gradient.
Many of the response types found in the sensory neurons of the stick insect and locust chordo-
tonal organ have also been found in the chordotonal organ which monitors a crab’s coxo-basal
leg joint [54]. Figures 3.2E and F show the velocity and velocity-position response types from
the crab.
The reﬂex eects that imposed movements have on the motor neurons in the femur/tibia control
loop have also been investigated using using intracellular methods [44, 45].
3.3.3 Limitations of Studies using Physiological Input Signals
Physiological input signals are a useful tool for investigating the neurons in the femur/tibia
control loop and they generate responses which are relatively easy to interpret and link to locust
limbfunction. Since manydierentphysiological signalsneedtobe appliedtoensurecomplete
characterisation of the system, this method can be experimentally time consuming. This can
potentially be a problem when trying to record from the smaller sensory- and inter- neurons in
this system as they have a relatively short experimental life (minutes). Also, if the ensemble of
input signals does not suciently cover the operating range of the system, important response
types may not be observed. Physiological input signals, however, cannot fully represent the
dynamics of the response of the system because under ‘real’ operating conditions the input
will contain changing positions, velocities and accelerations. An alternative approach which
has been used to analyse the response of neurons in femur/tibia control loops uses the system
identiﬁcation approach with a white noise input signal (Section 3.4).
3.4 White Noise System Identiﬁcation Methods for Studying Sys-
tem Function
A white noise signal can be used to drive a system at all frequencies within its operating range
and hence it is useful for analysing the response of sensory neurons in the chordotonal organ.
This approach ensures that the system is excited at all frequencies in its operating range, is
experimentally quick and provides a model of the system which characterises its properties.
Physiological systems are often represented by nonlinear Volterra/Wiener models [87]. Non-
linear models are required as neurons often exhibit nonlinear behaviour, such as saturation and
single direction responses. For example, the response of the velocity sensitive neurons shown
in Figure 3.2B and E is nonlinear as the neuron only responds to depression of the leg. If the
system was linear, then the sensory neuron would have also responded to the section of the
ramp signal with a negative gradient. With white noise stimulation, and unlike the case when
physiological input signals are used, it is not immediately clear to what part of the white noise
signal the neurons in the chordotonal organ respond. It is the shape of the Volterra/Wiener
model kernels which provides information about the way in which the neuron responds.
343.4.1 Modelling the System using the White Noise Approach
Kondoh et al. [73, 97, 98] applied the white noise modelling approach to the sensory and motor
neurons in the femur/tibia control loop. They used adult male and female locusts, Schistocerca
gregaria, in their experiments. The animals were ﬁxed in modelling clay and the apodeme of
the FeCO was exposed and grasped by forceps. To ensure that movement of the apodeme did
not cause movement of the tibia, it was cut close to its connection with the tibia. The FeCO
is mechanically linked to some of the muscles which cause joint movement so contraction of
these ﬂexor and extensor muscles will change the response properties of the sensory neurons
in the FeCO. The amount that these muscles could contract was limited by ﬁxing the position
of the leg. The forceps were attached to a shaker (Ling Altec 101, LDS Test and Measurement)
which was driven by a ﬁltered Gaussian White Noise (GWN) signal. The GWN signal was
generated using a random binary generator (CG-742, NF Circuit Design Block) which was
bandlimited in frequency to between 0 and 200 Hz. This signal was further ﬁltered by a low
pass ﬁlter with either a 27, 58 or 117 Hz cut o frequency before it was applied to an ampliﬁer,
the output of which drove the shaker. The spiking output of the sensory neurons of the FeCO
was measured using electrodes inserted into their axons [23]. Electrodes were also used to
measure the synaptic inputs (graded potentials) to the ﬂexor and extensor tibia motor neurons
(electrodes were inserted into the cell bodies).
The chosen model structure was made up of the ﬁrst and second order kernels of the Wiener
series (Section 2.4.2); the ﬁrst order kernel provides a model of the linear response of the
system, the second order kernel models the nonlinear response. A Schmitt trigger circuit was
used to convert the spikes in the spike train signals into unitary pulses of 2 ms duration. The
parameters of the ﬁrst and second order kernels were estimated using Lee and Schetzen’s [80]
method which cross correlates the output signal with the bandlimited (0-200 Hz) GWN input
signal (Figure 3.3). It should be noted that this input signal was low pass ﬁltered before being
applied to the ampliﬁer which drives the shaker. This approach was taken because Kondoh et
al. [73] found that using the band limited GWN (0-200 Hz) input signal rather than the low
pass ﬁltered input signal (cut o frequency of either 27, 58 or 117 Hz) applied to drive the
shaker ampliﬁer improved the performance of their models (Figure 3.3). The properties of the
low pass ﬁlter, the shaker ampliﬁer and the shaker itself are therefore included in the model.
3.4.2 Model Interpretation
The ﬁrst order kernel represents the response of a linear system to an impulse. Kondoh et al.
[73] write “The ﬁrst-order kernel of an FeCO aerent represents its response to an “impulse
like” change of the femorotibial joint angle (ﬂexion of the tibia followed by an extension back
to the starting angle)”. Figure 3.4 shows the ﬁrst order kernels of sensory neurons which are
sensitive to just the position of the tibia and to both the position and the velocity of the tibia.
The units of the ﬁrst order kernel are spike density, spikes  deg 1  s 1. In [73], Kondoh et al.
interpret the initial positive increase in the kernel as indicating an increase in spike frequency
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and the 1st and 2nd order Wiener kernels of a FeCO sensory neuron (From [73], Journal of
Experimental Neurophysiology 73(5):1829-1842, with permission).
and therefore propose that the neuron is ﬂexion sensitive (Figure 3.4). A decrease in spike
frequency is indicated by a negative kernel value, so a kernel with a peak which initially goes
negative indicates an extension sensitive neuron. An interpretation based purely on the ﬁrst
order kernel is incomplete as it is necessary to take into account both the shape of the 1st and
2nd order Wiener kernels to ascertain whether a neuron is ﬂexion or extension sensitive, as was
carried out in [117]. This is because the 1st order kernel, which represents the linear response
of the system, will be sensitive to both ﬂexion and extension.
Analysis of the shape of the ﬁrst order kernel in the time and frequency domain is used to
characterise the response property of each neuron. Kondoh et al. [73], using the white noise
method, found all of the response types described in the study of locust chordotonal organ by
Matheson [90], who used physiological input signals. Kondoh et al. [73], however, concluded
that the use of the narrow, artiﬁcial classes by Matheson [90], Hofmann [60] and Buschges
[25] can be misleading. They argued that very few neurons are sensitive to only one movement
type and the majority of sensory neurons display dierent response types depending on the
frequency of stimulation.
The second order, nonlinear, kernels aremore dicult to interpret. Kondoh et al. [73] only used
the diagonal part of the second order (two dimensional) kernel in their analysis. As with other
investigations [54], the o diagonal elements were ignored. The conclusion drawn about the
second order kernel was that it represents a compression nonlinearity or half-wave rectiﬁcation
and allows the model to represent the direction coding property of the sensory neurons.
It is important to emphasise that the models presented by Kondoh et al. [73] are more than just
models of the sensory neurons in the femur/tibia control loop . These models are estimated
36Figure 3.4: Models of ﬂexion sensitive sensory neurons from the locust FeCO (From [73],
Journal of Experimental Neurophysiology 73(5):1829-1842, with permission). The shape of
the ﬁrst order kernel is used to classify the neurons into dierent response types. (Ai) The
kernel of a position sensitive neuron. (Aii) The response of some of the neurons remains the
same with increased stimulus frequency, (Aiii) but some of the neurons exhibit a position-
velocity response.
from input and output signals measured and recorded from experiments on locusts. The input
signal, used to estimate the parameters of the model, is not the position of the FeCO apodeme
butisthebandlimited(0-200Hz)GWNsignalwhichislowpassﬁlteredbeforebeingappliedto
the ampliﬁer which drives the shaker. The output signal is the electrical output signal produced
by either sensory or motor neurons. So, for example (see Figure 3.3), a model of a sensory
neuron actually includes the properties of: the shaker ampliﬁer; a low pass ﬁlter (with a cut o
frequency of either 27, 58 or 117 Hz) applied to the white noise signal before the signal is fed
into the shaker; the shaker; the mechanical properties of the apodeme and the transformation
of the mechanical stimulus to dendritic membrane current followed by its transformation into
spiking neuron output.
Newland and Kondoh also ﬁtted the Wiener kernels between the GWN signal used to move
the apodeme of the FeCO and the synaptic inputs measured in the soma of the ﬂexor [97]
and extensor [98] tibiae motor neurons. Their results will be discussed in Section 5.3.3 to aid
comparison with the results obtained in the current study. The application of the white noise
approach to other animals will be considered in the next section.
3.4.3 Application of White Noise Analysis to Other Animals
The study by Gamble and DiCaprio [54] uses the white noise system identiﬁcation technique
with a Wiener model structure to investigate the properties of the sensory neurons in the chor-
37dotonal organ monitoring joint position in the leg of a crab. This study noted that the mean rate
of ﬁring of the sensory neurons during the ﬁrst few seconds of white noise stimulus was higher
than that in their steady state (35 s) response.
Mitsis et al. [93] have recently used white noise system identiﬁcation to model the sensory
neurons in a spider’s lyriform organ, a strain sensor embedded in its exoskeleton. These inves-
tigations show that the sensory neurons are able to encode more than one aspect of movement
(position, velocity and acceleration) depending on the frequency of excitation and reinforce the
results published by Kondoh et al. [73]. It is interesting to note that Gamble and DiCaprio
[54] and Mitsis et al. [93] actually measure the position of the sense organ they are stimulating
and use this as the input signal for model estimation. The methods which have been previously
used to mechanically excite mechanical sense organs and measure their displacement will now
be considered.
3.4.4 Mechanical Excitation Method and Position Measurement
Most investigations into the properties of the sensory neurons in the FeCO have excited the
FeCO apodeme rather than moving the tibia (Kondoh et al. [73, 97, 98]). It is desirable to use
this method because if the whole tibia is moved the FeCO sensory neurons and the inter and
motor neurons to which they connect may receive inputs from other sense organs in the leg (for
example other chordotonal organs and strand receptors).
Kondoh et al. [73] used a shaker to excite the apodeme of the FeCO. The GWN input signal
used to drive the shaker was assumed to equal the GWN modulated position of the apodeme
[97]. This assumption was tested by using a strain gauge attached to a piece of plastic as a
displacement sensor. This sensor was ﬁxed at 90 to the forceps and the output of the strain
gauge was recorded. The strain gauge output signal and the input signal were compared and
found to be similar.
AmorerigorousapproachwastakenbyGambleandDiCaprio[54]andMitsisetal. [93]. These
investigators measured the position of the connection to the mechanical sense organ being
stimulated and used this signal as the input signal for estimating the models parameters. Mitsis
et al. [93] used a piezoelectric stimulator (LVPZ translator and PZZ controller from Polytec
Physik-Instruments) with position control feedback to move the spider’s lyriform organ. The
position of this mechanoreceptor was measured using a position transducer which is part of the
piezoelectric stimulator. Gamble and DiCaprio [54] used an electromechanical puller to move
the crab’s coxo-basal chordotonal organ. Their puller was constructed from a ﬁve inch diameter
loud speaker cone. The position of the chordotonal organ was monitored by an optical position
sensor which consisted of a light source, photodiode and optical wedge scale. This system is
based on the system described by Hofmann and Koch [60].
383.5 Conclusions
Initial investigations into the function of the FeCO used physiological input signals (steps,
ramps and sinusoids) to move either the tibia or the apodeme which connects the FeCO to
the tibia. These input signals are amenable to interpretation and have provided a valuable
insight into the function of the sensory neurons in the locust FeCO and many other animal
mechanoreceptors. The disadvantage of this approach is that it is time consuming as many
dierent stimuli need to be applied to characterise the response of the components of the FeCO
system. Also, even though steps, ramps and sinusoids have been named “physiological” signals
they may not be particularly well matched to the movements of the tibia which occur when the
locust is in its natural environment.
A GWN input signal has been used in more recent investigations into locust and crab joint
chordotonal organs and other mechanosensory systems. A white noise signal contains equal
power at all frequencies and so excites the system at all frequencies within its operating range.
The advantage of this approach is that it is quick, requiring less than 30 seconds of input/output
response for system characterisation over a wide frequency and amplitude range. A GWN
input has desirable properties for system identiﬁcation but is very dierent from the stimuli
the chordotonal organ receives under natural operating conditions. It is likely that sensory
systems have evolved to be optimised for processing natural stimuli (Felson and Dan [43]) so
the use of GWN probing signals may not reveal important natural responses. Compared with
physiological and white input signals, natural stimuli are functionally more relevant and have
been shown to be more eective for driving sensory neurons [115].
The majority of studies of insect mechanoreceptor systems have used either physiological input
signalsorGWNsystemidentiﬁcationtechniqueswithVolterraorWienermodelstructures. The
Volterra/Wiener models generated using the white noise technique are most often validated
by testing the ability of the model to predict the response of the mechanoreceptor to a white
noise stimulus signal dierent from that used to estimate the model. French et al. [53], in
what would appear to be the only previous test of the ability of a model generated using the
white noise system identiﬁcation technique to predict the response of a mechanoreceptor to a
physiological input signal, found that even a third order nonlinear Volterra model could not
adequately predict the responses of the mechanoreceptor to a step signal. This suggests that
care should be taken when interpreting and linking the responses of the model to the natural
function of the mechanoreceptor and the limb which it controls. It also provides motivation for
the current study to test if models ﬁtted between the GWN input signal and the response of the
system, measured in the FETi motor neuron, can predict the system’s response to physiological
and, ideally, natural stimuli such as walking.
Spiking and non spiking neurons in the local networks that control limb movements in both the
locust and crab are known to adapt their output amplitude or spike ﬁring rate to repetitive stim-
ulation [44, 54, 98, 116]. However, little work has been carried out to investigate the property
of these systems during their transient response. Furthermore, as the nonlinear Wiener/Volterra
series models used in previous studies [54, 98, 117] contain many parameters they require large
39amounts of data (typically 20 s) to obtain robust parameter estimates. Methodological issues,
therefore, restrict modelling analysis to the systems steady state response. However, the dy-
namics and nonlinearity of the transient (adapting) response which occurs during the ﬁrst few
seconds of stimulation may be more important to system function. It would appear that no pre-
vious studies have applied the GWN system identiﬁcation technique to investigate adaptation
in invertebrate local reﬂex control systems.
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FETi Responses to GWN, Sinusoidal
and Walking Stimulation
4.1 Introduction
The aim of the work presented in this chapter was twofold. First to verify, and if necessary
modify and improve, the experimental methods used in previous studies [73, 97, 98, 117] of
locust neuromuscular reﬂex limb control to GWN stimulation. Second to extend those studies
to consider how the Fast Extensor Tibia (FETi) motor neuron in the locusts femur/tibia reﬂex
limb control loop (Section 1.2) responded to potentially more relevant sinusoidal and walk-
ing based stimulation signals. These responses are also used in Chapters 5 and 7 for model
validation.
This chapter commences by describing the animal preparation and recording methods. Next,
the methods used to acquire the walking stimulus signals and transform the femoral tibial
joint angle into apodeme position are described. As the model of FETi included the shaker
ampliﬁer, shaker and forceps mount, the properties of this part of the system and their eects
on the model were also investigated. Analysis of the rate of adaptation (power) of FETi to
GWN, sinusoidal and walking stimulation was used to aid deﬁnition of the transient and steady
state FETi response sections. This chapter concludes by investigating if the response of FETi
to sinusoidal and walking stimulation is consistent along the length of individual recordings
and across animals.
414.2 Methods
4.2.1 Animal Preparation and Recording Method
Preparation of the adult male and female locusts, Schistocerca gregaria, was carried out by
Professor Philip Newland following the method described in [98]. The locusts were ﬁxed,
ventral side uppermost, in modelling clay (Figure 4.1). A hind leg was rotated through 90
and ﬁxed anterior face uppermost. The angle between the femur and the abdomen was set at
60; the angle between the tibia and the femur was also set at 60 (Figure 4.1). A section of
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Figure 4.1: Locust mounted in modelling clay.
exoskeleton (cuticle) in the ventral thorax was removed to expose the meta and mesothoracic
ganglia(Figure 1.1and 4.2B).Theganglia weresupported byﬁxingthem toawax coatedsilver
platform using ﬁne pins (Figure 4.2B). This platform also served as the reference electrode and
was connected to the ground input of an ampliﬁer (Axoclamp 2A ampliﬁer, Axon Instruments,
US). The thorax was continuously bathed in locust saline [63], supplied at room temperature
(22-24C) from a feed attached to the back of the platform. The enzyme protease (Sigma type
XIV) was applied to soften the sheath surrounding the metathoracic ganglia to allow it to be
penetrated by an electrode. After 1 minute, the protease was washed o with locust saline
solution, applied using a pipette. A glass micro-electrode, ﬁlled with a conducting electrolyte
(2M potassium acetate), was driven though the sheath and into the soma of the FETi motor
neuron. The DC resistance of the electrode was estimated to be between 50-80M
. A chlo-
rided silver coated wire, inserted into the glass electrode, was used to connect the electrolyte to
the Axoclamp ampliﬁer. The excitatory post-synaptic potentials measured in the soma of the
FETi motor neuron were ampliﬁed before being converted from analogue to digital form using
an Analogue to Digital (AD) input on a USB 2527 data acquisition board (Measurement Com-
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Figure 4.2: Locust preparation. (A) Overview of locust preparation and (B) magniﬁed view of
preparation. Note the outline of the hind leg has been traced to aid understanding.
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Figure 4.3: Block diagram of system set-up.
puting, Norton, MA, USA)(Figure 4.3). The digital signals were stored for further analysis on
a computer hard-drive.
Identiﬁcation of the FETi motor neuron was made based on a description of the location of
its relatively large soma (40m) [22] and by the fact that it produces unique antidromic (spike
conduction opposite to its normal direction of travel) spikes when the extensor muscle is made
to twitch [62]. Contractions were produced by applying a voltage to a pair of 50m diameter
copper wires, insulated except at the tips, inserted into the muscle (Figure 4.2B). Next, the
apodeme of the FeCO was exposed (by cutting a small window in the cuticle of the anterior
distal femur) and attached to the forceps (Figure 4.2B). The position of this window was deter-
mined from results of dissections to identify the position of the FeCO apodeme loop structure
and supporting guy ropes (Section 4.3.3, Figure 4.9) and also from information reported by
Shelton et al. [109]. The window was kept as small as possible to ensure that the loop struc-
ture and supporting guy ropes were not damaged but large enough to allow free movement of
the end of the forceps. Keeping the window small also helped to minimise the risk of the leg
becoming damaged if the locust tried to kick. Forceps were attached to the apodeme close to
its insertion point into the tibia. To ensure that movement of the apodeme did not cause move-
ment of the tibia, it was cut close to its connection with the tibia. The FeCO is mechanically
linked to some of the muscles which cause joint movement so contraction of these ﬂexor and
extensor muscles would change the response properties of the sensory neurons in the FeCO
and potentially the response of the FETi motor neuron. The amount that these muscles could
contract was limited by ﬁxing the position of the leg; the femoral tibial angle was set at 60.
44The forceps were attached to a shaker (Ling Altec 101, LDS Test and Measurement, Denmark)
and were moved by dierent stimulus signals (Section 4.2.2). Digital stimulus signals were
generated in MATLAB and converted into analogue form using one of the Digital to Analogue
(DA) converters on the USB 2527 data acquisition board and ampliﬁed before driving the
shaker (Figure 4.3). The ampliﬁer was built by the author for the current project based on a
design used by Newland [73]. The Graphical User Interface and software to drive the USB
2527 data acquisition board was also developed by the author using MATLAB and the data
acquisition toolbox.
The results in Section 4.3 are based on six successful recordings from the FETi motor neuron
in dierent animals made by Professor Philip Newland.
4.2.2 Method of Stimulus Signal Generation and Conversion of Apodeme Posi-
tion into Femoral Tibial Angle
A description of the methods used to generate a bandlimited GWN signal, three walking sig-
nals and a range of sinusoidal stimulus signals, which were applied to the shaker to move the
apodeme of the FeCO, is provided in the next two sections.
The stimulus signals, applied to the shaker, caused the apodeme of the FeCO rather than the
angleofthetibiarelativetothefemurtobechanged. Itwasthereforenecessarytoﬁndamethod
to convert apodeme position into femoral tibial angle to allow stimulus signal calibration to be
carried out. This method was also required to allow joint angle signals, generated from videos
of the locust walking, to be converted into apodeme position signals which could be applied to
the shaker.
Rather than rely on previous results [44] which used callipers to measure apodeme position, ex-
periments were conducted in the current study using image processing methods. The apodeme
of the FeCO was exposed by dissection and photographed with femoral tibial joint angles rang-
ing from 10 (ﬂexed) to 190 (extended) at 10 intervals (Figure 4.4). A software program was
written in MATLAB by the author to allow the position of the FeCO apodeme to be marked
on the images. The marker was placed on a distinct colour change which occurred at approxi-
mately 0.5mm from the insertion of the apodeme into the tibia (Figure 4.4). A linear function
was ﬁtted to the mean value obtained from three successful experiments in dierent animals.
This function allowed apodeme position to be converted into femoral tibial angle.
GWN and Sinusoidal Stimulus Signals
A GWN signal was generated in MATLAB using its random number generator (‘randn’). This
independent random number generator draws its values from a Gaussian distribution with a
mean of zero and a standard deviation () of one. This signal was bandlimited between 0 and
50 Hz using a 5th order Butterworth low pass ﬁlter with a cut o frequency of 50 Hz. It was
then scaled so that approximately 99.7% ( 3 to 3) of its values fell between 5 and 115
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Figure 4.4: Photographs showing displacement of the FeCO apodeme with femoral-tibial joint
angle. The dotted vertical line is used to show the position of the apodeme when the tibia is set
at 10. Note it was possible to mark the apodeme because of a distinct colour change.
46[98]. This matches the range of apodeme displacement covered by the GWN stimulus signal
used in the study by Newland and Kondoh [98].
The scaling factor was determined experimentally using the following method. The bandlim-
ited GWN signal was generated in MATLAB and applied to the shaker ampliﬁer using the
USB 2527 data acquisition board. The shaker was disconnected from the locust’s apodeme. A
Keyence Laser displacement sensor (LK-G3001V controller, LK-G32 Head, Keyence, Milton
Keynes, UK) was used to measure the displacement of the forceps attached to the shaker for a
given GWN input signal. Apodeme displacement was converted into joint angle and its ampli-
tude distribution was calculated. This experiment was repeated a number of times, adjusting
the gain factor applied to the GWN input signal in each run, until approximately 99.7% of the
values of the joint angle distribution fell into the desired range. In addition sinusoidal stimulus
signals, with amplitude values which corresponded to a joint range between 16 and 102, were
generated with frequencies of 1, 2, 5 and 10 Hz. The focus of this study is on the response of
FETi to the 5 Hz sinusoidal stimulation signal in an attempt to make this signal functionally
relevant to match the stepping frequency of 5.1 Hz 0.56 Hz (n=10) observed by Blackburn et
al. [13].
Walking Stimulus Signals
Natural stimulus signals were estimated from video recordings of the locusts walking, obtained
from a high speed camera (Redlake Imaging, Tring, UK) with a frame rate of 250 frames
per second. Filming was carried out in a temperature controlled room at 20C. Walking was
initiated by prodding the locust’s abdomen. Video sequences were saved in Audio Video In-
terleaved (.avi) format and then loaded into a program written in MATLAB by the author, a
screen shot of which is shown in Figure 4.5. Only video sequences in which the locust moved
perpendicular to the camera were retained for analysis.
The Audio Video Interlaced ﬁle was de-interlaced by replacing the data in odd rows of each
frame with that in its even rows (line doubling). Markers were then manually placed down
the centre of the tibia and the femur of the hind leg in each frame (Figure 4.5). The angle
between the markers was calculated in each frame of video. Two walking signals, containing
the variation in joint angle with time, were extracted from the captured video footage.
The length of these signals was extended, by repeating them, to create walking input sequences
between approximately 15 and 25 seconds long (Figures 4.12 and 4.13). These input signals
will be referred to as walk 1 and walk 2. To reduce the possibility of high frequency compo-
nents being introduced into these extended signals, the transitions between each section were
smoothed using a 4th order low pass Butterworth ﬁlter with a cut o frequency of 50 Hz. The
ﬁlter was applied in the forward and reverse direction to avoid introducing any phase delay
(zero phase). Joint angle was converted into apodeme displacement using a linear function
(Section 4.3.1).
47Figure 4.5: Locust hind leg tracking software. This software allowed the angle between the
tibia and the femur to be marked in each frame of the locust walking videos. The variation of
joint angle with time was used to create the walking stimulation signals.
4.2.3 Shaker Ampliﬁer, Shaker and Forceps Model
The mechanical and electrical properties of the shaker ampliﬁer, shaker, forceps mount and
forceps (Figure 4.6) were included in the previous models of the sensory neurons and motor
neurons published in [73, 97, 98]. These studies assume that these components have a ﬂat
frequency response with no delay. Measurements conducted by the current study revealed a
resonant behaviour when the old forceps mount was used so a new forceps mount was con-
structed (Figure 4.6).
A) B)
New forceps mount
Old forceps mount
Mount displacement
Forceps tip displacement
Figure 4.6: (A) New and old forceps mount and (B) the new forceps mount attached to the
shaker. (B) The location where mount displacement and forceps tip displacement were mea-
sured.
48Ideally the displacement of the locust’s apodeme should be measured directly, enabling the
response of the ampliﬁer, shaker and forceps mount to be removed from the model of FETi. It
was hoped that this could be achieved in the current study, using the available Keyence laser
displacement measuring system with the signal produced being used for system identiﬁcation.
The complex locust preparation and equipment set up (Figure 4.2), coupled with the size and
range of the Keyence laser displacement sensor, prevented the use of this system. Instead, for
the current study, as in the work by Newland and Kondoh [98], the voltage input to the shaker
ampliﬁer was used as the input for system identiﬁcation.
As the ampliﬁer, shaker, forceps mount and forceps could potentially mask or alter the models
of FETi it was important to gain an understanding of their mechanical and electrical properties.
This was achieved using a system identiﬁcation approach similar to that used for constructing
nonlinear models of FETi but using a linear FIR model.
y(t) =
T 1 X
=0
h()u(t   ) (4.1)
This states that the output of the model, y(t), is the weighted sum, h(), of the current and past
input samples, u(t). The Impulse Response Function (IRF) is represented by h(). Linear FIR
models were ﬁtted (Least Squares method, Section 2.2.2) between the band limited (0-200 Hz)
GWN input voltage to the shaker and the displacement of (i) the forceps mount (ii) a point near
the end of the forceps and (iii) a point near the end of the forceps when they were attached to the
apodeme. The frequency dependent amplitude and phase characteristics of these components
could then be observed by calculating the frequency response of the FIR model. Displacement
wasmeasuredusingtheKeyencelaserdisplacementsensor. Thedatasheetforthissensorstates
that it can measure displacement with an accuracy of 10’s of m which is small compared to
the 1200 m total movement range of the apodeme (Figure 4.7).
4.2.4 Adaptation of Response Power
The power in the response of FETi to GWN, sinusoidal and walking stimulation was calcu-
lated from ﬁve animals using 1 s long non overlapping windows. It should be noted that data
from Animal 3 were excluded because the recording was short. The responses to the dierent
stimulation signals allowed the transient and steady state response sections to be deﬁned. They
also allowed the eect of the dierent stimulation signals on the rate of power adaptation to be
investigated.
The change in signal power over time was modelled using the exponential equation y(t) =
A + Be( t
 ) where t represents time and y(t) represents base line normalised power. The base
line power (BLP) value was calculated from a 1 s window taken from each recording before
stimulation was applied. The ﬁnal steady state power was represented by A, and A + B repre-
sents the peak power amplitude. Adaptation rate was quantiﬁed by the time constant  which
represents the time taken for the BLP normalised neural power to fall to 63.2% of its ﬁnal
steady state value. The Nelder Mead (simplex) [94] iterative search method was used to esti-
49mate the time constant  and A and B.
4.2.5 Response Consistency
The consistency of the response of FETi to sinusoidal and walking input signals was investi-
gated using a coherent averaging approach. The coherent averaging method is commonly used
as a method of background noise reduction [131]. Noise reduction is achieved by averaging
the response of a system to a repeated stimulus. Assuming that the system’s response does
not vary with time, the level of random background noise should be reduced by this process.
The response of FETi to sinusoidal stimulation was segmented by detecting the position of the
positive peak values in the sinusoidal input signal. Averaging was carried out over two period
cycles. The response of the system to walking stimulation was segmented by detecting the
position of the positive peak values in the walking input signals.
The consistency of the system’s response was quantiﬁed by comparing the standard deviation
of the measurement noise before (baseline measurement noise) and after (steady state mea-
surement noise) stimulation was applied. Note that it was assumed that the measurement noise
consisted of additive spontaneous background neural activity and electrical measurement noise
(Section 1.2). The baseline measurement noise was measured by calculating the standard de-
viation of a 1 s (500 sample) section of the response of FETi before the stimulation signal was
applied (the standard deviation was calculated along the length of the signal). An estimate of
the measurement noise present in the steady state response of the motor neuron (steady state
measurement noise) was obtained by subtracting the coherent average values from the values
of the ﬁrst cycle in the steady state response. The steady state measurement noise was quanti-
ﬁed by calculating the standard deviation of this signal (the standard deviation was calculated
along the length of the signal). If the baseline and steady state measurement noise values are
similar then this would suggest that stimulation of the FeCO did not change background neural
activity.
4.3 Results and Discussion
4.3.1 Joint Rotation to Apodeme Displacement
As described in Section 4.2.2 it was necessary to ﬁnd a method to convert femoral tibial joint
angle into apodeme displacement. The drawing shown in Figure 4.7A was created to show how
the eccentric insertion of the FeCO apodeme into the tibia converts the rotation of the tibia into
approximately linear movement at the FeCO. It was made by tracing the position of the FeCO
apodeme over a range of dierent joint angles. Joint angles were measured between the centre
of the femur and the centre of the tibia.
The displacement of the apodeme of the FeCO with dierent joint angles was successfully
measured in three locusts and is plotted in Figure 4.7B. The results obtained by Field and
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Figure 4.7: (A) Illustrative sketch showing the displacement of the apodeme with femoral tib-
ial joint rotation. (B) Plot showing how the displacement of the FeCO apodeme varies with
femoro-tibial angle for three animals (A1-A3), the mean (n=3) and the regression line (from
experiments carried out in this study). This relationship is predominantly linear over the range
of angles used in this study (0 to 120). Ambiguity in this relationship exists between displace-
ments of approximately 0 and 500m. However, the tibia only extends past 140 during kicking
movements which occur at frequencies greater than 100 Hz [21]. As the highest frequency of
stimulation applied in the current study is 50 Hz, this ambiguity can be ignored. The results
presented by Field and Burrows [44] have been plotted on the graph for comparison.
51Burrows [44] were copied from a graph presented in their paper and they have been plotted for
comparison alongside the results obtained in the current study (Figure 4.7), revealing a close
match.
The current study will only consider the responses of FETi to femoral tibial joint angles be-
tween 0 and 120 to allow comparison with the results obtained by Newland and Kondoh [98].
The relationship between joint angle and apodeme position in this range can be represented
with sucient accuracy using a linear function (Figure 4.7). Linear regression was used to ﬁt
the linear function to the mean of these data to allow joint angle to be converted into apodeme
position.
It should be noted that there is ambiguity in the relationship between displacements and angles
over the range of 0 and 500m. The tibia, however, only extends past 140 during kicking
movements which occur at frequencies greater than 100 Hz [21]. The focus of the current
study was on slower movements excluding kicks with stimulation signal frequency limited to
50 Hz [21].
It should also be noted that as in a previous study [44], given that the apodeme to tibial insertion
is composed of hard rather than soft tissue, it was assumed that the steady state displacement
angle relationship (Figure 4.7) holds for dynamic excitation signals.
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Figure 4.8: (A) Magnitude and (B) phase response of linear FIR models of the shaker ampliﬁer,
shaker, forceps mount (old and new) and forceps. The frequency response of the model of the
old mount shows a sharp resonance between 43 and 50 Hz which could signiﬁcantly modify
the characteristics of the model of FETi. The frequency response of the new forceps mount,
designed by the author, moves any resonance to a higher frequency, out of the range of interest.
4.3.2 Shaker and Forceps Model
The frequency response of linear FIR models of the shaker ampliﬁer, shaker and the old and
new forceps mounts are plotted in Figure 4.8. The ﬁrst model was ﬁtted between the bandlim-
ited (0-200 Hz) GWN input signal applied to the shaker ampliﬁer and the output signal, given
by the displacement of the ‘old’ forceps mount as used by Newland and Kondoh [98]. The
displacement of the mount was measured on the forward facing surface of the forceps where
they are attached to the mount (Figure 4.6 B, mount displacement). The frequency response
of the linear model shows a sharp resonance between 43 and 50 Hz (Figure 4.8A, old mount)
which could signiﬁcantly modify the characteristics of the model of FETi.
The resonance probably occurred because the old forceps mount was made from a bent piece
53of Meccano strip which was quite ﬂexible (Figure 4.6A). A new forceps mount was designed
by the author, made from thin-walled aluminium tube that was both light and rigid, moving any
resonance to a higher frequency, out of the range of interest. With the new forceps mount the
resonance disappeared (Figure 4.8).
Recordings of the displacement at a point near the tip of the forceps were made when the
forceps were attached and also when they were not attached to the apodeme. The frequency
response of the model obtained when displacement was measured near the tip of the forceps
was very similar to that obtained when measurements were taken at the forceps attachment
point on the mount (mount displacement, Figure 4.8). When the forceps were attached to the
apodeme the frequency response showed slight damping between 30 and 65 Hz (Figure 4.8A).
The magnitude response of the linear FIR model of the shaker ampliﬁer, shaker, new forceps
mount and forceps when attached to the apodeme is ﬂat within 2dB between 0 and 50 Hz.
The %MSE performance of the model (Section 2.3) was <1% and its impulse response clearly
decayed to zero before the end of the ﬁlter.
In the current study, therefore, it was considered that the amplitude response of the electrome-
chanical arrangement at the input could be neglected. The phase response of the model is
approximately linear between 0 and 50 Hz. Assuming a linear phase change  of 1/Hz the
group delay of the FIR ﬁlter, the derivative of the ﬁlter’s phase with respect to frequency, can
be calculated using
G =
degrees=Hz
360
(4.2)
resulting in a group delay of approximately 2.8 ms. As the majority of this delay ()2 ms
was caused by the Keyence laser displacement sensor’s signal processing module (based on
calculations from the data sheet) rather than the ampliﬁer, shaker, forceps mount and forceps,
it was also neglected in further work.
4.3.3 Loop Structure
A drawing of the loop structure of the apodeme (Figure 4.9A) was made from three successful
dissections of the locust’s hind leg, an example of which can be seen in Figure 4.9B and also
from information provided by Shelton et al. [109].
Reference to this drawing has enabled the location of the loop structure relative to the markers
on the exterior of the leg to be determined. This information has allowed the dissections carried
out in the current study to be more accurately positioned, enabling the apodeme to be grasped
between the loop structure and its connection into the tibia thereby minimising the risk of
causing damage to this structure. It should be noted that the properties of the loop structure are
included in the models of FETi. It is likely that this structure has a strong nonlinear response.
These dissections have also revealed a previously not reported bifurcation of the ﬂexor strand
(Figure 4.9B).
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Figure 4.9: (A) Drawing of loop structure and (B) a photograph of one of the dissections
showing loop structure.
4.3.4 Typical Responses of FETi to GWN, Sinusoidal and Walking Stimulation
The band limited (0-50 Hz) GWN, 5 Hz sinusoidal and the two walking stimulus signals are
plotted in the time and frequency domain in Figures 4.10 to 4.13 respectively, along with an
example of typical post synaptic responses recorded in the soma of the FETi motor neuron.
As was found in other investigations which used similar input signals [44, 98] to stimulate
the FeCO only synaptic inputs were recorded in FETi. Measurement noise was taken as the
response of FETi prior to stimulation. It should be noted that baseline drift was removed using
a high pass ﬁlter with a cut o frequency of 0.2 Hz (Section 5.2.1).
Transient and steady state sections of FETi responses were deﬁned using visual analysis of
the signals (Figures 4.10 to 4.13 respectively) and the mean power level (Section 4.3.5, Figure
4.14). The steady state section of FETi response was deﬁned as the response which occurred
after 10 s of stimulus onset, for example between 13 and 40 s in Figure 4.10A. The transient
section was deﬁned as the response which occurred within the ﬁrst 3 s after stimulus onset, for
55example between 3 and 6 s in Figure 4.10A. A transition period occurs between the transient
and steady state sections (Figure 4.10A).
An example of the response of FETi to GWN stimulation of the FeCO is shown in Figure
4.10A. The high level of measurement noise can be seen when the input signal is constant (0-
3 s). Zooming into a section of steady state response allows its synaptic nature (continually
varying with time) to be seen (Figure 4.10B). The band limited (0-50 Hz) characteristic of the
GWN input signal is shown in its power spectrum (Figure 4.10C). The majority of power in
the response of FETi to this input signal and in the measurement noise is also found in the
frequency range between 0 and 50 Hz (Figure 4.10C). The amplitude distribution of the band
limited GWN input signal is shown in Figure 4.10D.
The response of FETi to 5 Hz sinusoidal stimulation is shown in Figure 4.11A. As with the
GWN stimulus signal, transient (2-5 s) and steady state (15-38 s) responses are present. Zoom-
ing into a 0.6 second period of the steady state response (Figure 4.11B) allows the consistency
of the response of the system to be seen. The consistency of the response of the system to si-
nusoidal inputs is explored further in Section 4.3.6 using a coherent averaging approach. Field
and Burrows [44] observed response adaptation and consistency in FETi when the FeCO was
stimulated using a repetitive 2 Hz triangular signal.
The nonlinear half wave rectifying nature of FETi to sinusoidal stimulation can clearly be seen
by plotting its output signal in the time and frequency domain (Figure 4.11B and C). FETi
receives excitatory inputs when the leg is ﬂexed (Figure 4.11B), and no inputs when the leg is
extended, behaviour consistent with a reﬂex response. Analysis of the response of the system to
5Hzsinusoidalstimulationinthefrequencydomainrevealsthatmostofthepowerintheoutput
of FETi is contained within the 5 Hz fundamental and the 10 Hz ﬁrst harmonic; there is less
power in the second to ﬁfth harmonics (Figure 4.11C). The dierence between the amplitude
distribution of this sinusoidal input signal and the GWN signal should be noted (Figures 4.10D
and 4.11D respectively). The sinusoidal input spends most of its time at the extremes of its
range of movement while the GWN signal spends most of its time about the neutral position
(60).
The response of FETi to walking inputs are shown in Figures 4.12 and 4.13. As walk 1 (Figure
4.12A and B) spends most of its time in a range of extended positions, between 60 and 80,
there is less response from FETi than for walk 2 (Figure 4.13A and B). A larger response is
measured from FETi when it is stimulated with the walk 2 input signal (Figure 4.13A and B)
because this stimulus spends most of its time in a range of ﬂexed positions (20 to 60), where
the reﬂex response of the system occurs. The large peaks in the amplitude distribution plots
(Figures 4.12D and 4.13D) at 60 represent where the repeated sections of signal have been
joined. In walk 2, the locust rests with its joint angle at 45 (Figure 4.13B at 16 s) and this
causes the large peak in the amplitude distribution plot (Figure 4.13D) at 45. The fastest step
cycle found in the two walking signals was approximately 4 cycles per second, the slowest
approximately 1 cycle per second. These values fall within the range found by Burns [17]
in his more detailed investigation into locust walking patterns. They are also similar to those
56found by Blackburn et al. [13].
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Figure 4.10: (A) Typical response of FETi to GWN stimulation. (B) A zoom into the steady
state section shows the synaptic nature of the motor neuron’s response. Leg ﬂexion occurs
between 0 and 60 and extension between 60 and 120. Excitatory and inhibitory inputs are
represented by positive and negative voltages respectively. (C) An estimate of the power spec-
trum of the input signal, the response of FETi (Output) and the measurement noise (Noise).
Measurement noise was taken as the response of FETi prior to stimulation. (D) The amplitude
distribution of the input signal. Note that baseline drift was removed using a high pass ﬁlter
with a cut o frequency of 0.2 Hz (Section 5.2.1).
4.3.5 Power Adaptation and the Deﬁnition of Transient and Steady State Sec-
tions
The mean power (n=5) and  2 standard deviations of the response of FETi to GWN and
sinusoidal stimulation are plotted in Figure 4.14A, where S1, S2, S5 and S10 represent the 1,
2, 5 and 10 Hz sinusoidal stimulation frequencies. The mean power (n=5) and  2 standard
deviations of the response of FETi to GWN and walking stimulation are plotted in Figure
4.14B, where W1 and W2 represent the two walking stimulation signals walk 1 and walk 2.
The mean power was calculated using 1 s long non overlapping windows.
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Figure 4.11: (A) Typical response of FETi to 5 Hz sinusoidal stimulation. (B) A zoom into
the steady state section shows the synaptic nature of the motor neuron’s response. Leg ﬂexion
occurs between 0 and 60 and extension between 60 and 120. Excitatory and inhibitory inputs
are represented by positive and negative voltages respectively. (C) An estimate of the power
spectrum of the input signal, the response of FETi (Output) and the measurement noise (Noise).
Measurement noise was taken as the response of FETi prior to stimulation. (D) The amplitude
distribution of the input signal. Note that baseline drift was removed using a high pass ﬁlter
with a cut o frequency of 0.2 Hz (Section 5.2.1).
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Figure 4.12: (A) Typical response of FETi to a walking input signal (walk 1). (B) A zoom into
the steady state section shows the synaptic nature of the motor neuron’s response. Leg ﬂexion
occurs between 0 and 60 and extension between 60 and 120. Excitatory and inhibitory inputs
are represented by positive and negative voltages respectively. (C) An estimate of the power
spectrum of the input signal, the response of FETi (Output) and the measurement noise (Noise).
Measurement noise was taken as the response of FETi prior to stimulation. (D) The amplitude
distribution of the input signal. Note that baseline drift was removed using a high pass ﬁlter
with a cut o frequency of 0.2 Hz (Section 5.2.1).
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Figure 4.13: (A) Typical response of FETi to a walking input signal (walk 2). (B) A zoom into
the steady state section shows the synaptic nature of the motor neuron’s response. Leg ﬂexion
occurs between 0 and 60 and extension between 60 and 120. Excitatory and inhibitory inputs
are represented by positive and negative voltages respectively. (C) An estimate of the power
spectrum of the input signal, the response of FETi (Output) and the measurement noise (Noise).
Measurement noise was taken as the response of FETi prior to stimulation. (D) The amplitude
distribution of the input signal. Note that baseline drift was removed using a high pass ﬁlter
with a cut o frequency of 0.2 Hz (Section 5.2.1).
60The large ﬂuctuations in the rate of power adaptation when walking stimulation signals were
applied makes it dicult to draw any conclusions (Figure 4.14B) and so further analysis was
not carried out. It should also be noted that data from Animal 3 were excluded because the
recording was short. To aid comparison, power values were normalised by their maximum
values.
Visual analysis of the rate of power adaptation when GWN and sinusoidal stimulation signals
are applied suggests that they are similar (Figure 4.14A). Further analysis was carried out
by modelling the change in signal power over time using an exponential function. The time
constants calculated from the response to bandlimited 50 Hz GWN and sinusoidal stimulation
(1, 2, 5 and 10 Hz) are shown in Figure 4.15. No signiﬁcant dierence between the time
constant values from GWN and sinusoidal data (Kruskal Wallis, p > 0:05) was found.
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Figure 4.14: FETi output power adaptation. (A) The mean (n=5) and  2 standard deviation
() of power in the response of FETi to GWN and sinusoidal stimulation (1 Hz, 2 Hz, 5 Hz
and 10 Hz represented by S1, S2, S5 and S10 respectively). (B) The power in its response
to GWN and walking stimulation (walks 1 and 2 represented by W1 and W2). Power was
calculated from 1 s long non overlapping windows. Maximum power values are normalised
to aid comparison. The power in the response to both stimulation signals decreases quickly
over the ﬁrst few seconds. At 10 s response power has decreased to a relatively constant level
at which it remains. The transient (TR) section of the response is deﬁned as the ﬁrst 3 s after
stimulation onset. The steady state (SS) section of the response is deﬁned as the response
occurring after 10 s of stimulation onset. Stimulation started at 0 s.
Transient and steady state sections of FETi responses were deﬁned using visual analysis of the
mean power level (Figure 4.14) and of the signals. The transient section was deﬁned as the
response which occurred within the ﬁrst 3 s after stimulus onset (Figure 4.14A and B). The
steady state section of FETi response was deﬁned as the response which occurred after 10 s of
stimulus onset (Figure 4.14A and B). A transition period occurred between 3 and 10 s (Figure
4.14A and B).
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Figure 4.15: The variation in the time constant values of the exponential models of output
power adaptation of FETi to GWN and sinusoidal stimulation (1 Hz, 2 Hz, 5 Hz and 10 Hz
represented by S1, S2, S5 and S10 respectively). It should be noted that data from Animal 3
were excluded because the recording was short.
4.3.6 Response Consistency
The coherent averaging approach was used to allow the consistency of the steady state response
of FETi to 5 Hz sinusoidal stimulation and walking stimulation signals (walk 1 and 2) to be
visualised (Figures 4.16, 4.17 and 4.18A to F). It also allows response consistency across the
six animals to be visualised (Figures 4.16, 4.17 and 4.18G).
The consistency of the response of FETi was probed further by comparing the standard devi-
ation of the measurement noise before (baseline measurement noise, BMN) and after (steady
state measurement noise, SSMN) stimulation was applied. The BMN was measured by calcu-
lating the standard deviation of a 1 s (500 sample) section of the response of FETi before the
stimulation signal was applied (the standard deviation was calculated along the length of the
signal). An estimate of the measurement noise present in the steady state response of the motor
neuron (the SSMN) was obtained by subtracting the coherent average from the values of the
ﬁrst cycle (1 s long block of data) in the steady state response. The SSMN was then measured
by calculating the standard deviation of this signal (the standard deviation was calculated along
the length of the signal) (Figure 4.19). It should be noted that measurement noise was taken as
the response of FETi prior to stimulation and that baseline drift was removed using a high pass
ﬁlter with a cut o frequency of 0.2 Hz (Section 5.2.1).
The null hypothesis that the BMN and the SSMN are the same could not be rejected (Kruskal
Wallis, p > 0:05) (for the steady state response to 5 Hz sinusoidal and walking stimulation
signals walk 1 and walk 2). Stimulation of the FeCO does not signiﬁcantly change the level of
background neural activity. It is possible that changes along the length of the steady state re-
sponse (Figures 4.16, 4.17 and 4.18) are caused by measurement noise present in the recordings
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Figure 4.16: (A) - (F) A coherent averaging approach shows the consistency of the response
of FETi to 5 Hz sinusoidal stimulation along the length of the steady state section in each
animal. (G) The mean coherent average (MCA) across all animals. Leg ﬂexion occurs between
0 and 60 and extension between 60 and 120. Excitatory and inhibitory inputs to FETi are
represented by positive and negative values respectively. Note that baseline drift was removed
using a high pass ﬁlter with a cut o frequency of 0.2 Hz.
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Figure 4.17: (A) - (F) A coherent averaging approach shows the consistency of the response
of FETi to walking stimulation walk 1 along the length of the steady state section in each
animal. (G) The mean coherent average (MCA) across all animals. Leg ﬂexion occurs between
0 and 60 and extension between 60 and 120. Excitatory and inhibitory inputs to FETi are
represented by positive and negative values respectively. Note that baseline drift was removed
using a high pass ﬁlter with a cut o frequency of 0.2 Hz.
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Figure 4.18: (A) - (F) A coherent averaging approach shows the consistency of the response
of FETi to walking stimulation walk 2 along the length of the steady state section in each
animal. (G) The mean coherent average (MCA) across all animals. Leg ﬂexion occurs between
0 and 60 and extension between 60 and 120. Excitatory and inhibitory inputs to FETi are
represented by positive and negative values respectively. Note that baseline drift was removed
using a high pass ﬁlter with a cut o frequency of 0.2 Hz.
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Figure 4.19: (A) The standard deviation of the baseline measurement noise (BMN) and the
steady state measurement noise (SSMN) in the response of FETi to 5 Hz sinusoidal stimulation
from animals 1 to 6 (A1 to A6). (B) and (C) show the results for walking stimulation (walk
1 and 2 respectively). The BMN was measured by calculating the standard deviation of a 1 s
(500 sample) section of the response of FETi before the stimulation signal was applied. An
estimate of the measurement noise present in the steady state response of the motor neuron was
obtained by subtracting the coherent average from the values of the ﬁrst cycle (1 s long block
of data) in the steady state response. The SSMN was measured by calculating the standard
deviation of this signal. The null hypothesis that the BMN and the SSMN are the same could
not be rejected (Kruskal Wallis, p > 0:05, for all three stimulation signals). Stimulation of the
FeCO does not signiﬁcantly change the level of background neural activity.
rather than time varying changes in the system’s response.
The results shown in Figures 4.16, 4.17 and 4.18 match the results obtained in [45] and [20]
in that the level of FETi excitation depends on the position of the femoral tibial joint, with the
excitation being greatest at small angles (ﬂexion), behaviour consistent with a reﬂex response.
The response of the system into and out of ﬂexion when 5 Hz sinusoidal stimulation (Figure
4.16) was applied is in general symmetrical. The response of the system to walking stimulation
shows how small variations in angle within the gait cycle can modulate the response strongly
(Figures 4.17 and 4.18). It is interesting to note that the peak response of the system to walk 2
(Figure 4.18G) appears to precede the peak angle of the input signal, suggesting a sensitivity
to velocity.
4.4 Summary
This chapter has described the experimental methods used by the current study to record the
reﬂex response of FETi to GWN, sinusoidal and walking stimulation. Previously used methods
have been improved; a new forceps mount has been designed, built and tested and dissections
have been carried out to identify the location of the loop structure. These dissections have
revealed a not previously described bifurcation of the ﬂexor strand.
66Previous work [73, 97, 98, 117] has also been extended by carrying out a detailed model based
investigation into the properties of the shaker ampliﬁer, shaker, new forceps mount and forceps.
It is important to quantify the properties of this system as it is included in previous system
identiﬁcation models of FETi [98] and in those described in Chapters 5 and 7. Frequency
domain analysis of the linear FIR model of this system has shown that its response is ﬂat to
within 2dB and that it has an approximately linear phase response over the frequency range
of interest (0-50 Hz). The properties of the electromechanical arrangement will therefore have
little impact on models of FETi, and for the purpose of the current study they were neglected.
Furthermore, previous studies [73, 97, 98, 117] have been extended to consider output power
adaptation of FETi in the femur/tibia control loop. The majority of output power adaptation
was found to occur within the ﬁrst 3 s of stimulus onset. Steady state response occurred after
10 s and power remained at a relatively constant level for the next 20 to 30 s (the duration of
the experiments). Similar results were found in a study which used 2 Hz sinusoidal stimulation
[44]. Modelling and statistical analysis has shown that the adaptation rate (power) of FETi
to GWN and sinusoidal stimulation is generally similar. Analysis of adaptation rate has also
aided the deﬁnition of the transient and steady state response of FETi. The transient section
was deﬁned as the response which occurred within the ﬁrst 3 s after stimulus onset. The
steady state section of FETi response was deﬁned as the response which occurred after 10 s
of stimulus onset. It should be noted that, as was found in other investigations which used
a similar experimental set-up and input signals [44, 98] to stimulate the FeCO as the current
study, only synaptic inputs were recorded in FETi (Figure 1.1D and E).
The consistency of the response of FETi to GWN stimulation across animals has previously
beenshown[98]throughanalysisoftheparametersofmodelsﬁttedtothesedata. Suchanalysis
provides a useful tool to validate model quality if the Signal to Noise ratio (SNR) is poor, as
was often the case in [73, 97, 98, 117]. In such cases the %MSE value (Section 2.3) will be
poor simply because the measured output signal will contain high levels of noise which the
estimated model cannot predict [87].
Results presented in this chapter extend the modelling work in [98] by showing (using a non
modelling approach) that the reﬂex response of FETi to sinusoidal and importantly, natural
walking stimulation, is consistent along the length of the steady state response of each ani-
mal and across animals. This consistency suggests that the response of FETi to these signals
is stationary. Statistical analysis shows that stimulation of the FeCO does not signiﬁcantly
change the level of background neural activity. The consistency of the response of FETi to
sinusoidal and walking stimulation found in each animal and across animals strongly suggests
that the experimental protocol produces robust and repeatable results. One advantage of the
“non modelling” approach is that it is simpler to understand than the modelling approach used
in [73, 97, 98, 117].
6768Chapter 5
FETi System Identiﬁcation: Model
Structure Selection, Parameter
Number Optimisation and Natural
Validation
5.1 Introduction
The aim of the work described in this chapter was threefold. Firstly to ﬁnd a parsimonious
model structure which would allow the dynamics and nonlinear response of FETi to be in-
vestigated and compared to its steady state responses (Chapter 7). Secondly to ﬁnd a method
to determine the optimum number of parameters contained in a given model type. Thirdly to
extend previous work [73, 97, 98, 117] to validate the models estimated from the GWN in-
put/output data recorded from FETi by measuring their ability to predict the response of FETi
to the more natural input of sinusoidal and walking signals. The aim of these experiments
was to determine the conditions under which the models perform well and to explore their
limitations.
The system identiﬁcation approach, coupled with GWN stimulation, provides an experimen-
tally convenient and quick way to describe the steady state responses of the sensory neurons
in the FeCO and the local interneurons and motor neurons with which they connect. Previous
work [98] used a 2nd order Wiener model to represent the reﬂex response of FETi to GWN
stimulation. Such a model, however, was not suitable for application in the current study be-
cause it contains many parameters and therefore requires large amounts of data (typically 20
s) to obtain robust parameter estimates. This restriction was overcome in the current study by
using the Volterra series with the smooth Laguerre basis function to signiﬁcantly reduce the
number of free parameters in the model [86]. Cascade models, a subset of the Volterra series,
were also considered because they provide a parsimonious means of increasing the order of
69the nonlinearity, which is especially important for application to short data segments. Previ-
ous work [51, 52, 65] has shown them to be eective for representing nonlinear biological
systems. Furthermore, cascade models simplify the analysis of the nonlinear response of the
system as, unlike the nonlinear elements of the Volterra model, their nonlinear polynomial el-
ement remains in two dimensional space regardless of their order and as they are a subset of
the Volterra series, it is possible to transform their parameters into Volterra form. This means
that the cascade models can be used with the classiﬁcation approach used by previous studies
[73, 97, 98, 117].
The number of parameters a model contains can have a considerable eect on its quality and
the computational cost to calculate its parameters [81, 130]. Often, however, studies which
apply system identiﬁcation methods to physiological systems do not state how the number of
parameters in the model are chosen or if it is considered important [54, 73, 93, 97, 98]. In the
current study the optimum number of parameters for each model type was determined before
their performance was compared.
5.2 Methods
Thissectioncommenceswithadescriptionofthesignalpreprocessingmethods(Section5.2.1).
Next, a brief description of the dierent model structures compared in the current study is given
(Section 5.2.2). The section concludes with an explanation of the method used to measure
model predictive performance and optimise the number of parameters it contains and measure
its ability to generalise to predict the response of FETi to sinusoidal and natural stimulation.
5.2.1 Signal Preprocessing
The signal preprocessing methods used by Kondoh et al. [73, 97, 98] were modiﬁed for the
purpose of this investigation. They re-sampled their signals at 2 KHz and then used a band pass
ﬁlter with a 0.5 to 200 Hz passband to remove the low frequency noise and higher frequency
components above 200 Hz which did not contain useful information. In the current investiga-
tion the signals were re-sampled at 500 Hz, the 250 Hz anti aliasing ﬁlter removing unwanted
high frequency components. By down-sampling the data further its storage requirements and
processing time were reduced.
The signals recorded from FETi tended to be corrupted by low frequency noise which typically
consisted of a slow time varying drift (baseline drift) (Figure 5.1B). The baseline drift was
evident in all the intracellular neuron recordings and may have been caused by the movement
of ions between the electrode and the neuron [87]. This drift was removed using a high pass
ﬁlter with a cut o frequency of 0.2 Hz (Figure 5.1C). A 3rd order high pass Butterworth ﬁlter
was chosen, and applied in the forward and reverse direction to avoid introducing any phase
delay (zero phase).
70The signals were plotted in the time domain for initial visual analysis (Figure 5.1) to allow
poor quality recordings to be identiﬁed and rejected. The high level of background measure-
ment noise present in the recording before the input signal was applied (Figure 5.1C, section
s1) should be noted. This measurement noise consists of electrical measurement noise and
background neural activity (Section 1.2). Electrical measurement noise is added to the signal
by the ampliﬁer and the data acquisition system. The spectrum of the noise, input and output
signals is plotted in Figure 5.1D. It should be noted that the high level of background noise
eectively masks system output at frequencies greater than 50 Hz (Figure 5.1D).
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Figure 5.1: Signal preprocessing. (A) The bandlimited (0-50 Hz) GWN signal used to move
the apodeme of the FeCO. (B) A typical output signal recorded from FETi, note the baseline
drift. (C) The preprocessed output signal, sections s1, s2 and s3 mark the noise, the transient
response of FETi and its steady state response respectively. (D) The spectrum of the input
signal, the steady state FETi response (s3) and the measurement noise signal (s1).
5.2.2 System Identiﬁcation
The 2nd and 3rd order Volterra, and the Linear Nonlinear (LN), Nonlinear Linear (NL) and
Linear Nonlinear Linear (LNL) cascade models were used in the current study. Linear models
are not applied to FETi as previous work has shown that nonlinear models provide more ac-
curate predictive performance [98] and its response is clearly nonlinear (Figure 1.1E). A brief
description of the nonlinear models structures follows, full details can be found in Chapter 2.
71The output of the 2nd order Volterra model is given by
y(t) = h0 +
T 1 X
1=0
h1(1)u(t   1) +
T 1 X
1=0
T 1 X
2=0
h2(1;2)u(t   1)u(t   2) (5.1)
The output of the 3rd order Volterra model is given by
y(t) = h0 +
T 1 X
1=0
h1(1)u(t   1) +
T 1 X
1=0
T 1 X
2=0
h2(1;2)u(t   1)u(t   2)+
T 1 X
1=0
T 1 X
2=0
T 1 X
3=0
h3(1;2;3)u(t   1)u(t   2)u(t   3) (5.2)
The Volterra kernels were estimated using the Wiener Laguerre method (Section 2.4.4). The
decay parameter  (Equation 2.44) which controls the damping of the Laguerre function was
chosen following the guidelines given in [87, 123]. A value of  = 0:2 and J = 6 was chosen
based on preliminary experiments.
The output of the LN model is calculated using
y(t) =
Q X
q=0
c(q)
0
B B B B B B @
T 1 X
=0
h()u(t   )
1
C C C C C C A
q
(5.3)
The output of the NL model is calculated using
y(t) =
T 1 X
=0
h()
0
B B B B B B B @
Q X
q=0
c(q)uq(t   )
1
C C C C C C C A (5.4)
The output of the LNL model is calculated using
y(t) =
T 1 X
=0
g()
Q X
q=0
c(q)
0
B B B B B B @
T 1 X
=0
h()u(t      )
1
C C C C C C A
q
(5.5)
The parameters of the cascade models were estimated using an iterative local optimisation
method [65, 74]. A summary of the algorithms can be found in Section 2.4.6. The Smoothed
Korenberg Hunter (SKH) method, a variant of the KH method, has been developed by the
current study to reduce estimation error in the linear elements of the LN and NL models and in
the second linear element of the LNL model (g()).
For the LN model, the SKH method applies a low pass ﬁlter to the estimate of the IRF ˆ h(),
Step 1, Algorithm 1. This ﬁlter is also applied to ˆ h() at Step 7, Algorithm 1. The parameters
of ˆ h() are zero padded before the smoothing ﬁlter is applied, a 4th order low pass Butterworth
ﬁlter with a cut o frequency of 50 Hz. The ﬁlter is applied in the forward and reverse direction
to avoid introducing any phase delay (zero phase). As the estimation errors occur at frequencies
above 50 Hz (the highest frequency component in the bandlimited GWN input signal) they can
be removed from ˆ h() using this low pass ﬁlter.
72For the NL model, the SKH method applies the smoothing ﬁlter to the estimate of the inverse
of ˆ h() (ˆ h() 1, Step 1, Algorithm 2). It also applies the ﬁlter to the estimate of ˆ h() at Step 5
and to (ˆ h() 1, Step 8 (Algorithm 2).
For the LNL model the SKH method only applies the smoothing low pass ﬁlter to the second
linear element in the model ˆ g(). As ˆ g() is the linear element in the Hammerstein (NL) model
it is represented by ˆ h() in Algorithm 2. The low pass ﬁlter is, therefore, applied to the estimate
of the inverse of ˆ h() (ˆ h() 1, Step 1 and 8, and to the estimate of ˆ h() at Step 5, Algorithm 2).
It is unnecessary to apply the ﬁlter to the ﬁrst linear element in the LNL model because this
is estimated using the Levenberg Marquardt method which eectively reduces high frequency
estimation error with a damping term (Equation 2.63, Section 2.4.6).
5.2.3 Measuring Predictive Performance, Optimising the Number of Parame-
ters and Natural Validation
PredictiveperformancewasmeasuredbycalculatingthepercentageMeanSquareError(%MSE)
dierence between the recorded FETi motor neuron output, z(t), and the predicted model out-
put, ˆ y(t) [123] (Figure 1.2).
%MSE = 100 
Var(z   ˆ y)
Var(z)
(5.6)
Var(x) was calculated using
Var(x) =
1
T
T X
t=1
x2(t)  
0
B B B B B B @
1
T
T X
t=1
x(t)
1
C C C C C C A
2
(5.7)
where T is the number of samples in the signal x.
The performance of the dierent model types was determined by calculating the %MSE dier-
ence (Equation 5.6) between the predicted output of the model and the measured output of the
neuron, using validation data. Validation was carried out using the last 3 s of the recording.
Before the performance of the dierent model types was compared, the number of parameters
they contained was optimised. As six sets of data were available, for a given model type,
six models were estimated. Parameters were estimated from a 3 s block of steady state data.
It should be noted that a 3 s block duration limits a models ability to represent signals with
frequencies of less than 0:˙ 3 Hz. The %MSE performance of each of these models with a
varying number of parameters was calculated, using validation data. The optimum number of
parameters for a given model type was determined from the minimum %MSE value, achieved
in each animal, averaged across all animals.
The ability of the models to generalise was tested by measuring their %MSE performance to
predict the response of FETi to 1, 2, 5 and 10 Hz sinusoidal stimulation and walking inputs
(walk 1 and walk 2). Models, with their parameters estimated from GWN input/output data,
were evaluated by calculating the %MSE dierence (3 s sections of data) between the mea-
sured output of FETi to the “natural” stimulation signals and the predicted model output of the
73corresponding stimulation signal.
5.3 Results
The results described in this section are based on six successful recordings from the FETi motor
neuron in dierent animals made by Professor Philip Newland.
5.3.1 Optimisation of the Number of Model Parameters
The number of parameters each model contained was optimised before the predictive perfor-
mance of the dierent model structures was compared. The variation in the %MSE predictive
performance of the 2nd and 3rd order Volterra (Wiener Laguerre estimation method) and the
LN, NL and LNL cascade models is shown in Figure 5.2. Note that model performance im-
proves as the %MSE value decreases. Model accuracy was calculated using validation data and
parameters were estimated from a 3 s block of steady state response.
In general there is a plateau in the %MSE curves (Figure 5.2A, C, D and E) and once this ﬂat
area has been reached an increase in the number of parameters has little eect on performance.
For the 2nd order Volterra and cascade models the exact choice of the number of model param-
eters is therefore not critical provided that the plateau is reached. The exception is the %MSE
curve for the 3rd order Volterra model (Figure 5.2B). An excessive number of parameters in
this model type can have a considerable eect on model performance (Figure 5.2B), indicating
over training [95]. Model over training can occur if the model has sucient free parameters
to ﬁt the measurement noise, resulting in an overestimate of model performance, and incorrect
model parameters on training data and potentially poor performance when tested on validation
data. The minimum %MSE performance of the 2nd order Volterra model of 31.8% (Figure
5.2A) occurs when it contains a total of 36 parameters (J = 7). It should be noted that this
is the number of the reduced set of parameters used in the regression matrix of the Wiener
Laguerre method. The total number of parameters M is given by
M =
(J + Q)!
J!Q!
(5.8)
where J is the number of functions in the decomposition (J = 6), Equation 2.42, and Q is the
order of the Volterra series [87]. The minimum %MSE performance of the 3rd order Volterra
model of 36.3% (Figure 5.2B) occurs when it contains 84 parameters (J = 7). As the cascade
models contain dynamic linear and static nonlinear elements it was necessary to determine the
variation in %MSE performance across both of these variables to enable the optimum number
of parameters to be found. The mean %MSE performance for the LN, NL and LNL models
with the number of linear parameters they contain (L) and polynomial order (P) is plotted in
Figure 5.2C, D and E. These results show that the optimum LN cascade model had a mean
%MSE performance of 38.9% and contained 34 linear parameters and 5 polynomial coe-
cients (4th order polynomial) (Figure 5.2C). The optimum NL cascade had a mean %MSE
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Figure 5.2: Variation of %MSE model predictive performance for the dierent model struc-
tures with the number of parameters they contain. The panel, top right, deﬁnes the traces, for
example A1 represents the results obtained from Animal 1. (A) and (B) The %MSE variation
for the 2nd and 3rd order Volterra models respectively. The mean %MSE value is marked using
a thick solid black line. (C) - (E) The mean (n=6) %MSE variation for the LN, NL and LNL
cascade models respectively. The variables L and P represent the total number of linear param-
eters and the polynomial order respectively. The minimum mean %MSE value of the dierent
model types is marked using a vertical dotted thick black line (A to E). Note that model perfor-
mance improves as the %MSE value decreases and that model accuracy was calculated using
validation data. In general (A), (C), (D) and (E) there is a plateau in the %MSE curves and
once this area has been reached a change in the number of parameters has little eect on model
performance.
75performance of 34.9% and contained 32 linear parameters and 6 polynomial coecients (5th
order polynomial) (Figure 5.2D). The optimum LNL model had a mean %MSE performance
of 32.8% and contained 28 parameters in each linear element and 6 polynomial coecients (5th
order) (Figure 5.2E).
The predictive performance of the dierent model types, with their optimum number of param-
eters, is compared in the next section.
5.3.2 The Predictive Performance of the Dierent Model Types
Having found the optimum number of parameters for each model structure (Section 5.3.1)
it was possible to compare their performance at predicting the responses of FETi to GWN,
sinusoidal and walking stimulation. Scatter plots (Figure 5.3) are used to show the predictive
accuracyofthedierentmodeltypescalculatedusingdatarecordedinsixdierentlocusts. The
ability of the nonlinear 2nd and 3rd order Volterra and cascade (LN, NL and LNL) models to
predict the response of FETi to GWN stimulation is shown in Figure 5.3A. Predictive accuracy
was measured using the %MSE metric on validation data (3 s block from the end of the steady
state section).
The mean (n=6) performance on validation data for the 2nd and 3rd order Volterra models and
the LN, NL and LNL cascade models was 28.7, 27.5, 36.1, 34.5 and 29.9 %MSE respectively
(Table 5.1). Statistical analysis of these data using the Kruskal Wallis test [77] found no sig-
niﬁcant dierence (p > 0:05) between the predictive performance of the models, but numbers
of cases are low (n=6).
The ability of these models to predict the response of FETi to walking and sinusoidal stimula-
tion is also shown in Figure 5.3B to G. The results for 1, 2, 5 and 10 Hz sinusoidal stimulation
are shown in Figure 5.3B to E respectively. The results for walk 1 and walk 2 are shown in
Figure 5.3F and G. Mean %MSE values for the dierent model types are given in Table 5.1.
The predictive performance of the models is generally less accurate with sinusoidal and walk-
ing stimulation signals (Figure 5.3B - G) than with GWN stimulation (Figure 5.3A and see
Table 5.1). However, the predictive performance of the LNL model with GWN stimulation
(29.9%MSE) and with 5 and 10 Hz sinusoidal stimulation (33.5 and 30.2%MSE respectively)
is very similar (Table 5.1). Reasons for the poor predictive performance of the models with the
sinusoidal (1 and 2 Hz) and the walking stimulation signals are investigated in Section 5.3.5.
As the 3rd order Volterra model is computationally more complex and has parameters which
are more dicult to interpret than the 2nd order Volterra model it will not be considered further.
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Figure 5.3: Validation of the 2nd and 3rd order Volterra models (WL2 and WL3) and the LN,
NL and LNL cascade models using (A) GWN, (B) - (E) 1, 2, 5 and 10 Hz sinusoidal, (F)
walk 1 and (G) walk 2 stimulation signals. Model parameters were estimated from a 3 s long
block of GWN estimation data. %MSE accuracy was calculated using validation data for GWN
stimulation (3 s block). Results are shown for data recorded from animals 1 to 6 (A1 to A6).
77Model type WL2 WL3 LN NL LNL
No. of parameters 36 84 39 38 62
GWN 28:7 27:5 36:1 34:5 29:9
S1 67:2 99:8 63:8 75:8 64:4
S2 67:1 93:8 59:6 72:0 57:5
S5 41:9 73:1 27:7 46:8 33:5
S10 41:9 85:3 65:5 25:0 30:2
W1 81:4 80:7 81:3 78:1 77:2
W2 82:8 83:3 73:1 79:9 70:0
Table 5.1: The %MSE predictive performance of the dierent model types with GWN (vali-
dation data), sinusoidal and walking stimulation. %MSE is calculated using 3 s long blocks
of data. The 2nd and 3rd order Volterra models and the LN, NL and LNL cascade models are
represented by WL2, WL3, LN, NL and LNL respectively.
5.3.3 Model Parameters
The parameters of the 2nd order Volterra and cascade models are analysed in the time and
frequency domain in the following sections.
Volterra Model
Themean(n=6)normalised1st and2nd orderkernelsoftheVolterramodelsofFETi, containing
their optimum number of parameters, are plotted in Figure 5.4A and B. The parameters of the
Volterra models were estimated using the Wiener Laguerre method. The six individual 1st and
2nd order Volterra kernels are shown in Figure 5.4A and Figure 5.4C to H respectively.
The 1st order kernel (Figure 5.4A), which represents the linear response of the system, is very
similar to the 1st order Wiener kernel published by Newland and Kondoh [98] (Figure 5.6A).
The ﬁrst order kernel estimated by Newland and Kondoh [98] has a positive peak at  = 19:9
ms 2:1 (SD) (n=17). In the current study, the ﬁrst order kernel has a positive peak at  = 23
ms 5 (SD) (n=6).
The mean frequency and phase response of the averaged 1st order Volterra kernels, estimated
in the current study, are plotted in Figure 5.5A and B. The mean frequency and phase response
of the 1st order Wiener kernels, copied from Newland and Kondoh [98], are plotted in Figure
5.6C and D. As the 1st order kernel represents the linear response of the system, its frequency
response in the range between DC and the upper stimulus frequency of the GWN input signal
is of interest. The upper stimulus frequency applied in the current study is 50 Hz; Newland
and Kondoh [98] used a GWN input signal with an upper stimulus frequency of 58 Hz. It is
worth noting that they estimated the kernels using a 200 Hz GWN input signal; a 58 Hz low
78pass ﬁlter was applied to this signal before it was used to drive the shaker (Figure 3.3).
Analysis of the mean 1st order Volterra kernel (n=6), estimated in the current study in the
frequencydomain, showsthatgainincreasesfromapproximately12dBat0.5Hztoamaximum
of 19dB at 17 Hz and then drops to 3.4dB at 50 Hz (Figure 5.5A). Analysis of the mean 1st
order Wiener kernel (n=17), estimated by Newland and Kondoh [98], in the frequency domain
shows that gain increases from approximately -1dB at 0.5 Hz to a maximum of 6.4dB at 10
Hz and then drops to -4.5dB at 50 Hz (Figure 5.6C). Both kernels have a bandpass response
(between 0 and 50 Hz) with an approximately linear phase response (Figure 5.5B). It should be
noted that whilst the absolute values between studies are dierent, it is the underlying response
shapes which are important and which are similar.
The mean value of the 2nd order Volterra kernels is also very similar to the 2nd order Wiener
kernels estimated by Newland and Kondoh [98]. In the current work the 2nd order Volterra
kernel has a positive elongated peak on the diagonal at 1 = 2 = 16   34 ms followed by
two smaller negative o diagonal peaks. Their 2nd order kernel has a positive elongated peak
on the diagonal at 1 = 2 = 15   30 ms and two smaller negative o diagonal peaks. The
consistency across animals of the 2nd order Volterra kernels estimated in the current study is
shown in Figure 5.4C to H.
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Figure 5.4: The Volterra kernels of FETi. Volterra kernels were estimated using the Wiener
Laguerre method. (A) The normalised 1st and (B) the mean of the 2nd order Volterra kernels.
(C) - (H) The individual 2nd order Volterra kernels estimated from data recorded from the six
animals.
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Figure 5.5: (A) The frequency and (B) the phase response of the 1st order Volterra kernels of
FETi. Volterra kernels were estimated using the Wiener Laguerre method.
Figure 5.6: The Volterra kernels of FETi obtained by Newland and Kondoh [98] (From [98],
Journal of Neurophysiology 77(5):3297-3310, with permission). (A) The 1st and (B) the mean
(n=21)2nd orderVolterrakernels. (C)Thefrequencyand(D)thephaseresponseofthe1st order
kernel (58 Hz). Note that the frequency response of the 1st order Volterra kernel estimated by
Newland and Kondoh [98] using a 27 Hz low pass ﬁltered GWN input signal is also shown in
(C) and (D).
80Cascade Models
The parameters of the LN, NL and LNL cascade models of FETi, estimated from recordings
from six animals, are plotted in Figure 5.7. The linear element of the LN model is shown in
Figure 5.7A, the input/output response of its polynomial nonlinearity in Figure 5.7B. The linear
element of the NL model is shown in Figure 5.7D, the input/output response of its polynomial
nonlinearity in Figure 5.7C. The ﬁrst and second linear elements of the LNL model are shown
inFigure5.7EandG,theinput/outputresponseofitspolynomialnonlinearityinFigure5.7F.Its
combined linear element, the convolution of its two linear elements, is shown in Figure 5.7H. It
is useful to consider the combined linear element of the LNL model as this allows comparison
with the 1st order Volterra kernel used in previous studies [98]. The cascade models have
consistent linear and nonlinear parameter estimates across the dierent animals (Figure 5.7).
The linear elements of the LN (Figure 5.7A) and NL (Figure 5.7D) models and the combined
linear element chg(), the convolution of h() with g(), of the LNL model (Figure 5.7H) are
very similar.
Also, the shape of the 4th (LN model, Figure 5.7B) and the 5th order polynomial functions
(NL model, Figure 5.7C and LNL model, Figure 5.7F) is very similar and resembles that of
a half wave rectiﬁer. Two standard deviations (approximately 95.45%) of the values in the
input signal to the polynomial elements are marked by dashed vertical lines. The Gaussian
distribution of the input signal causes parameter estimation error to be greatest in the tails of
the polynomial elements as fewer data points are available at large amplitude values [50].
5.3.4 The Volterra Kernels of the Cascade Models
The mean value of the six 1st and 2nd order Volterra kernels of FETi are plotted in Figure 5.8A
and B. The mean values of the Volterra kernels generated using the parameters of the cascade
models are plotted in Figure 5.8A, C, D and E. The parameters of the cascade models were
estimated from input/output data recorded from FETi. The parameters of these models were
converted into Volterra form using the equations given in Section 2.4.5 to allow comparison
with the Volterra kernels.
The 1st and 2nd order Volterra kernels of the average LN model parameters are plotted in
Figure 5.8A and C respectively. The parameters of this model were converted into Volterra
form using Equation 2.53. The 1st order Volterra kernel is calculated by multiplying the linear
element of the LN model by the c(1) polynomial coecient. The 2nd order Volterra kernel is
the outer product of two copies of the parameters of the linear element of the model scaled
by the c(2) polynomial coecient. The LN model fails to produce a 2nd order kernel which
can match the diagonal elongated main peak of the 2nd order Volterra kernel estimated directly
from experimental data (Figure 5.8 compare C with B)
The 1st and 2nd order Volterra kernels of the average NL model parameters are plotted in Figure
5.8A and D respectively. The NL model was converted into its Volterra form using Equation
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Figure 5.7: (A) - (B) The LN, (C) - (D) NL and (E) - (H) LNL cascade models of FETi. (A) The
linear element h() of the LN model. (B) The input/output response of its polynomial element.
Leg ﬂexion occurs when the input signal is between 0 and 1 and extension between 0 and -1.
Excitatory inputs to the FETi motor neuron occur when the output signal is between 0 and 1;
inhibitory inputs occur when it is between 0 and -1. Two standard deviations of the input signal
to the polynomial elements are marked by dashed vertical blue lines. (C) The input/output
response of the NL model, (D) shows its linear element. (E) The ﬁrst linear element h() of the
LNL model, (F) shows the input/output response of its polynomial elements and (G) its second
linear g() element. (H) The combined linear element chg() of the LNL model.
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Figure 5.8: The Volterra kernels of the cascade models. The panel shown middle top deﬁnes
the traces for (A). For example, the 1st order Volterra kernel is abbreviated to 1st ord. VK, and
the 1st order Volterra kernel of the LN cascade to 1st ord. VK of LN. (A) The mean (n=6) value
of the 1st order Volterra kernels of FETi and the 1st order Volterra kernels of the LN, NL and
LNL cascades (mean, n=6). (B) The mean value of the 2nd order Volterra kernels of FETi. (C)
- (E) The 2nd order Volterra kernels calculated directly from the mean (n=6) parameters of the
LN, NL and LNL cascade models respectively. The similarity of the 2nd order Volterra kernel
of the LNL model (E) and the kernel estimated directly from the data (B) should be noted.
832.54. The parameter values of the 2nd order Volterra kernel are only non zero on its diagonal,
where 1 = 2. These diagonal values are the parameters of the linear element scaled by the
value of the c(2) polynomial coecient. The structure of the NL model allows its 2nd order
kernel to better match the diagonal elongated main peak (Figure 5.8 compare D with B) of the
Volterra kernel. It cannot, however, capture the negative o diagonal troughs found in the 2nd
order Volterra kernel (Figure 5.8B) as this model can only generate values on the diagonal.
The 1st and 2nd order Volterra kernels of the average LNL model parameters are plotted in
Figure 5.8A and E. The similarity of the 2nd order Volterra kernel of the LNL model (Figure
5.8E) and the kernel estimated directly from the data (Figure 5.8B) should be noted. The 1st
order Volterra kernel is created by convolving the two linear elements of the LNL model and
scaling the result by the c(1) polynomial coecient (Equation 2.55). The 2nd order Volterra
kernel is the convolution of the second linear element (g) with two copies of the ﬁrst linear
element (h), for dierent lags 1 and 2. The result of this convolution is scaled by the c(2)
polynomial coecient.
Whilst the %MSE predictive performance of the three cascade models is similar, the LNL
model with its two linear elements results in a model structure which is better able to generalise
and hence to represent the shape of the 2nd order kernel of the Volterra model. For this reason,
the LNL cascade will be used in the current study rather than the LN or NL cascade models.
5.3.5 Model Validation with GWN, Sinusoidal and Walking Stimulation
An example of the typical response of FETi to GWN and the 2nd order Volterra and LNL model
predictions are shown in the time domain in Figure 5.9A. The responses to walk 1 and walk 2
and model predictions are shown in Figure 5.9B and C. Examples of the typical responses of
FETi to sinusoidal stimulation (1, 2, 5 and 10 Hz) and model predictions are shown in Figure
5.10A, B, C and D respectively. All the examples were generated using data from Animal 4.
Analysis of the response of FETi to sinusoidal stimulation shows how the LNL model with
its 5th order polynomial element is able to capture the half wave rectifying dynamics of this
system (Figure 5.10). It also shows that both model types struggle to capture the amplitude and
timing of the response to the low frequency stimulation (1 and 2 Hz) signals (Figure 5.10A and
B). This explains the poor %MSE performance with the low frequency sinusoidal (1 and 2 Hz)
stimulation signals (Table 5.1) and also with the two walking stimulation signals, which have
a similar low frequency content.
5.3.6 Final Model Structure Selection and Interpretation of Model Parameters
Whilst the performance of the dierent model types was similar, the LNL model structure was
chosen for use in the current study because the cascade model structure was more suitable as,
unlike the Volterra series models, its nonlinearity remains in two dimensional space, regardless
of its order. The LNL cascade model was chosen over the LN and NL structures simply because
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Figure 5.9: LNL and 2nd order Volterra (with parameters estimated using the Wiener Laguerre
method, WL2) model validation using (A) GWN, (B) walk 1 and (C) walk 2. Note that model
parameters are estimated using GWN estimation data and validation is carried out using GWN
validation data and the response of FETi to stimulation of the FeCO with the dierent walking
signals. The examples are generated using data recorded from Animal 4.
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Figure 5.10: (A) - (D) The responses of the LNL and 2nd order Volterra (with parameters
estimated using the Wiener Laguerre method, WL2) models to 1, 2, 5 and 10 Hz sinusoidal
stimulation. Note that model parameters are estimated using GWN estimation data and valida-
tion is carried out using GWN validation data and the response of FETi to stimulation of the
FeCO with the dierent frequency sinusoidal stimulation signals. The examples are generated
using data recorded from Animal 4.
86it contains more degrees of freedom (Section 5.3.4, Figure 5.8).
The parameters of the LNL models of FETi estimated from data from animals 1 to 6 are plotted
in the time domain in Figure 5.11A to D. The impulse response of the ﬁrst h() and second g()
linear elements of the model are shown in Figure 5.11A and C respectively. The input/output
responses of the polynomial elements are shown in Figure 5.11B and are approximately half
wave rectifying in nature. Two standard deviations of the input signal to the polynomial ele-
ments are marked by dashed vertical lines. The Gaussian distribution of the input signal causes
parameter estimation error to be greatest in the tails of the polynomial elements as fewer data
points are available at large amplitude values [50].
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Figure 5.11: The parameters of LNL models of FETi. The panel deﬁnes the traces, for example
A1 represents the results obtained from Animal 1. (A) The ﬁrst linear element h(). (B)
The input/output response of the polynomial element resembles a half wave rectiﬁer and the
directional sensitivity of FETi. Leg ﬂexion occurs when the input signal is between 0 and 1
and extension between 0 and -1. Excitatory inputs to the FETi motor neuron occur when the
output signal is between 0 and 1, inhibitory inputs to the FETi motor neuron occur when it is
between 0 and -1. Two standard deviations of the input signal to the polynomial elements are
marked by dashed blue lines. (C) The second linear element g(). (D) The combined linear
element chg(). (E) The frequency response (magnitude) of h(). (F) The frequency response
(magnitude) of g(). (G) The combined linear parameters (the convolution of the parameters
of the linear elements) have a bandpass frequency response. FETi was therefore classiﬁed as
mainly position sensitive but with some velocity sensitivity.
The combined linear element chg(), the convolution of h() with g(), is plotted in Figure
5.11D. The frequency responses of the linear elements are plotted in Figure 5.11E, F and G.
The range between DC and the upper stimulus frequency of the GWN input signal (50 Hz) is
of main interest.
As the gain and delay of the LNL model can be split arbitrarily between its linear elements, its
combined linear response is considered. The peak position of the combined linear element of
87the LNL model estimated from Animal 5, which occurs at 26 ms, is slightly inconsistent with
that of the other animals (Figure 5.11D). Its shape, however, is very similar to that of the other
elements (Figure 5.11D) and a similar peak position spread was found by Newland and Kondoh
[98] over a larger number of recordings (n=17). The mean (n=6) combined linear parameters
of the LNL model have a monophasic kernel (Figure 5.11D) which has a bandpass frequency
response (Figure 5.11G). Its mean (n=6) gain increases from approximately 12.4dB at 1 Hz to
a maximum of 17.2dB at 15.1 Hz and then drops to 4.4dB at 50 Hz (Figure 5.11G). FETi was
therefore classiﬁed as mainly position sensitive but with some velocity sensitivity due to the
small increase in its frequency response (Figure 5.11G) [35, 54, 98, 117] (Section 7.2.2).
The half wave rectifying function (Figure 5.11B) represents the directional sensitivity of FETi.
The inputs to the FETi motor neuron are excitatory (polynomial output values between 0 and
1, Figure 5.11B); the extensor reﬂex system responds to extension movements. A similar con-
clusion was reached by Newland and Kondoh [98] but from analysis of the 2nd order Volterra
kernel.
5.4 Discussion
This study has extended the system identiﬁcation methods previously used in studies of inver-
tebrate neuromuscular reﬂex limb control systems [54, 73, 97, 98, 117] to enable adaptation
dynamics and nonlinear responses to be investigated (Chapter 7). Its main contributions have
been the application of the cascade models, model parameter number optimisation and the
novel use of sinusoidal and walking signals for model validation.
Previous studies [54, 73, 97, 98, 117] used a cross correlation approach to estimate Wiener
models [80]. These Wiener models contained hundreds of parameters and therefore required
long lengths of data (20 s) to provide accurate parameter estimates. Such methods, therefore,
are unsuitable for investigating the transient response of FETi which only lasts for a few sec-
onds [11]. This study has shown that both the Wiener Laguerre parameter estimation method
for the Volterra series [86] and the cascade model structure [74] can greatly reduce the number
of model parameters, making them suitable for application to shorter data lengths. No signiﬁ-
cant dierence was found between the %MSE predictive performance of the dierent models
when GWN and more natural sinusoidal and walking stimulation was applied. The LNL cas-
cade model structure, however, was chosen for use in the current study because its polynomial
nonlinearity was simpler to analyse, as it remains in two dimensional space regardless of its
order unlike the higher order Volterra kernels. Furthermore, the parallel nature of the Volterra
model (Equation 2.26) makes it more dicult to interpret as linear and nonlinear responses
need to be added and their relative importance (gain) considered. The LNL cascade structure,
with its two linear elements, was chosen in preference to the LN and NL structures as it pro-
vides greater ﬂexibility, allowing it to more closely match the shape of the 2nd order Volterra
kernel estimated in previous work [98].
Before the performance of the dierent model types was compared the number of parame-
88ters they contained (model order) was optimised. Results of experiments which calculate the
%MSE performance with increasing model order (Figure 5.2) show that once a plateau in per-
formance is reached change in model order has little eect on its performance. Exact choice
of model order, therefore, is not critical provided that this plateau is reached. A LNL model
containing 62 parameters, 28 in each linear element and a 5th order polynomial (6 parameters)
for the nonlinear element, was shown to give the most accurate mean (n=6) %MSE predictive
performance on the steady state response of FETi.
In the current study the %MSE metric was used for determining optimum parameter number
rather than the Akaike Information Criterion [2] or the Minimum Description Length [123].
These measures scale ﬁt by the number of parameters in the model, but gave no beneﬁt over
the simpler %MSE metric on locust data in previous work [36].
Newland and Kondoh [98] found the predictive performance of a nonlinear 2nd order Wiener
model to be 30% (n=17). Very similar results were obtained in the current study; the mean
%MSE of the 2nd order Volterra model was 29.9% (n=6). A dierence in performance was
expected as the current study uses slightly dierent experimental, signal preprocessing and
system identiﬁcation methods. It should be noted that the cut o frequency of the low pass
ﬁlter applied to the GWN input signal in the current study was 50 Hz compared to 58 Hz in the
study by Newland and Kondoh [98].
Newland and Kondoh [98] categorize responses of the mechanical and neural elements of FETi
based on the frequency response of the 1st order Wiener kernel. They suggest that the electrical
(synaptic) inputs to the FETi mainly encode position information with only minor velocity
dependence. This conclusion was reached because they interpret the frequency response of
the 1st order kernel as being constant gain and low passed. The frequency response of the
2nd order Wiener kernel was not analysed by Newland and Kondoh [98], possibly because its
interpretation is much less intuitive than the 1st order kernel [85]. Instead, the 2nd order Wiener
kernel was analysed in the time domain; its shape led Newland and Kondoh [98] to propose
that it represented a compression non-linearity.
Analysis of the parameters of the LNL model of FETi in the current study leads to a simi-
lar conclusion with FETi being classiﬁed as mainly position sensitive but with some velocity
sensitivity due to the small increase in its frequency response (Figure 5.7G) [35, 54, 98, 117]
(Section 7.2.2). A similar conclusion was also reached in a study which used narrow band
(triangular) stimulus signals at frequencies between 0.1 and 20 Hz [44]. The half wave rectify-
ing function represents the directional sensitivity of FETi; the extensor reﬂex system responds
to control (oppose) ﬂexion movements. A similar conclusion was reached by Newland and
Kondoh [98] but from analysis of the 2nd order Volterra kernel.
The rather high %MSE performance of the nonlinear models (around 30%), suggests that they
provide quite a poor ﬁt to the system. The recordings prior to the start of stimulation, when
the input is constant, show considerable measurement noise (Figure 5.1C, section s1) and one
cannot expect the model to be able to predict the random components of this signal. The
consistency of the estimated kernels (Figures 5.4 and 5.7) also suggests that the model ﬁt is
89good [85] and that predictive performance of the model is poor because of the low Signal
to Noise Ratio (SNR). Here the noise (measurement noise) has been deﬁned as consisting of
electrical measurement noise and background neural activity (Section 1.2).
The use of a GWN signal for system identiﬁcation can be theoretically and experimentally
justiﬁed [87]; however, the properties of this signal are very dierent from those received by
the sensory neurons in the neural networks which monitor the position of invertebrate legs
under natural operating conditions [20, 126]. Few studies have tested the ability of models
generated using the white noise system identiﬁcation technique to predict the response of limb
control systems to natural stimulation.
In the current study LNL models of FETi have been validated using its response to sinusoidal
and walking stimulation which is biologically more relevant than GWN stimulation [13]. As in
previous work [53] the LNL model struggled to accurately predict the output of FETi to the 1
and 2 Hz sinusoidal and the walking stimulation. The mean (n=6) %MSE performance of the
LNL model with 1 and 2 Hz sinusoidal stimulation and walking stimulation walk 1 and walk 2
was 64.4%, 57.5%, 77.2% and 70.0% respectively. The mean (n=6) %MSE performance with
GWN stimulation was 29.9%. Through time domain signal analysis it was determined that the
poor performance of the model probably occurred because it failed to capture the amplitude
and timing of the responses to low frequency sinusoidal and walking stimulation (< 2 Hz).
It is quite possible, that a model optimised over such a wide frequency range is not able to
provide accurate prediction of the low frequency response of FETi to sinusoidal and walking
stimulation which only cover the 0-10 Hz frequency range [81]. Care, therefore, needs to
be taken when interpreting and linking the responses of the model to the natural function of
FETi and the limb which it controls when input signal frequencies are below 2 Hz. Unlike
previous work [53], however, the LNL model could predict the output of FETi to 5 and 10 Hz
sinusoidal stimulation as accurately as it could predict its response to GWN (29.9%MSE). The
mean (n=6) %MSE performance of the LNL model with 5 and 10 Hz sinusoidal stimulation
was 33.5% and 30.2% respectively. A 5 Hz frequency is functionally relevant as it matches the
stepping frequency of 5.1 Hz  0.56 Hz observed in other work [13], from ten animals.
Before the LNL model was used to investigate adaptation of the dynamics and nonlinear re-
sponses of FETi to GWN stimulation further work was carried out to investigate the conver-
gence properties of its parameter estimation method (Chapter 6).
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Analysis of LNL Parameter
Estimation Methods
6.1 Introduction
The aim of the work described in this chapter is to ensure that the Smoothed Korenberg Hunter
(SKH) parameter estimation method provides an accurate estimate of the parameters of the
LNL model. This work needs to be carried out before the LNL model is used to investigate
the dynamics and nonlinear responses of FETi (Chapter 7). To this end, investigations into the
accuracy and convergence properties of the Korenberg Hunter (KH) based methods with dier-
ent initialisation schemes were carried out using experimental data (locust FETi data) and data
generated from computer simulations. It should be noted that in Chapter 5 the parameters of
the LNL model were estimated using the SKH algorithm rather than the standard KH method.
The SKH method is a modiﬁcation of the KH method which has been developed by the current
study to reduce high frequency parameter estimation error whilst retaining predictive model
performance.
The cost function of the LNL model potentially contains a number of local and a global min-
imum (multi modal). As KH based methods employ nonlinear local optimisation techniques
[74] they require careful parameter initialisation to ensure that they converge to the global
rather than a local minimum [15, 27, 29, 33, 79, 107]. An alternative approach is to use a non-
linear global optimisation method such as simulated annealing [71] which has been developed
to avoid the problem of local minima. As these methods can suer from slow convergence and
poor local search characteristics their application has often been restricted to ﬁnding initial pa-
rameter estimates for the nonlinear local optimisation methods [67]. One type of evolutionary
algorithm, Dierential Evolution (DE), however, has been shown to give fast and robust con-
vergence and good local search performance [112]. It also requires few control parameters and
is easy to use and implement [112]. DE has been applied to estimate the parameters of LN and
NL models [3] and a modiﬁed evolutionary approach to the LNL model [69]. The DE method,
however, does not seem to have been applied directly to the LNL model. As the DE method
91has been designed to avoid local minima and so should converge to the global minimum it was
used to check the convergence of KH based methods.
The parameter estimates produced by both the KH based and the DE methods, however, are
sensitive to the properties of the input and output signals. The coloured (low pass ﬁltered)
nature of the GWN input signal coupled with the high levels of measurement noise present
in the output signal can cause the linear elements of the LNL model to contain high levels
of high frequency parameter estimation error and this error can obscure the underlying shape
of these elements. The Smoothed Korenberg Hunter (SKH), the Down-Sampled Korenberg
Hunter (DKH) and the Down-sampled Dierential Evolution methods have been developed by
the current study to reduce high frequency parameter estimation error.
6.2 Methods
Section 6.2.1 provides a description of the SKH and DKH parameter estimation methods. The
Down-sampled Dierential Evolution (DDE) algorithm is described in Section 6.2.2. The per-
formance of the standard KH [74], the SKH, the DKH and the DDE LNL parameter estimation
methods were assessed by measuring their predictive performance using experimental data and
by visual analysis of their parameters. The sensitivity of the SKH and the DKH methods to
parameter initialisation was investigated using experimental data (Section 6.2.3) and computer
simulations. Monte Carlo simulations were used to investigate the convergence properties of
the methods under controlled experimental conditions (low pass ﬁltered GWN input signal and
high levels of additive output noise)(Section 6.2.4).
6.2.1 Korenberg Hunter Based LNL Parameter Estimation
An explanation of the KH method was given in Section 2.4.6; full details can be found in
[65, 74]. The SKH and the DKH methods are variants of the KH method and have been
developed by the current study to reduce high frequency estimation error in the second linear
element of the LNL model. The SKH method reduces this error by applying a smoothing low
pass ﬁlter to the second linear element in the model g() (Figure 2.1). As the LNL model is
split into a linear element and a NL model g() is represented by h() in Algorithm 2. The low
pass ﬁlter is applied to the inverse of ˆ h() (ˆ h() 1, Step 1, Algorithm 2, the linear element in
the Hammerstein (NL) part of the LNL model) and the same ﬁlter to the estimate of ˆ h() (Step
5, Algorithm 2, Section 2.4.6). The parameters of ˆ h() are zero padded before a 4th order low
pass Butterworth ﬁlter with a cut o frequency of 50 Hz is applied in the forward and reverse
direction to avoid introducing any phase delay (zero phase). Any estimation error which occurs
at frequencies above 50 Hz (the highest frequency component in the bandlimited GWN input
signal) is reduced using this low pass ﬁlter.
The DKH method reduces parameter estimation error in the linear elements of the LNL model
by down sampling the input and output signals to twice the highest frequency of the input
92signal (100 Hz). This increases the whiteness of the input signal, by reducing correlation
between successive samples, and improves the condition of the matrix UTU (Section 2.2.2) in
the Least Squares estimate of the second linear element of the LNL model. To ensure that the
polynomial element does not introduce aliasing errors, the output of the ﬁrst linear element
of the LNL model was up-sampled to twice the order of the polynomial function (5th order)
multiplied by the maximum frequency of the input signal which is 50 Hz (2  5  50 = 500
Hz). This ensures that the Nyquist sampling condition is satisﬁed. The output signal from the
polynomial element was then down sampled back to the original sampling frequency of 100
Hz.
Given only the input and output signals to the LNL model it is impossible to determine how
the gain and delay are distributed between its elements. In the current study the gain of the
ﬁrst h() and second g() linear elements of the LNL model were normalised by dividing by
the standard deviation of their parameter values. The polynomial coecients were normalised
by multiplying by the standard deviation of the values of the second linear element g(). The
optimisation algorithm was left free to split the delay between the two linear elements of the
model. ItshouldbenotedthattoaidcomparisonoftheparametersoftheLNLmodelsestimated
using dierent algorithms they have been normalised by dividing by their maximum value
before plotting.
6.2.2 Dierential Evolution Parameter Estimation
AdescriptionofthestandardDierentialEvolution(DE)algorithmforusewiththeLNLmodel
follows. The parameters of the LNL model are combined into a single vector
x =

h(1);:::;h(T); c0;:::;cQ; g(1);:::;g(T)

(6.1)
which contains D parameters, the total number of linear and nonlinear parameters in the model.
Dierential Evolution (DE) works with a population PG of the vectors x. The population
contains Np parameter vectors [112]
P(G) =
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Each parameter vector
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
i = 1;2;:::;NP (6.3)
93represents a possible solution to the optimisation problem. The population is initialised ran-
domly and evolves in generations (iterations), G. With each generation a mutant vector, vi, is
formed from each of the NP parent vectors, xi, following
v
(G+1)
i = x
(G)
r1 + F

x
(G)
r2   x
(G)
r3

(6.4)
with the multiplication factor F set by the user (F > 0) and random, mutually dierent indexes
r1;r2;r3 2 f1;2;:::;NPg which are also dierent from i. The trial vector
u
(G+1)
i =

u
(G+1)
i;1 ;u
(G+1)
i;2 ;:::;u
(G+1)
i;D

(6.5)
is generated using the crossover operator
u
(G+1)
i;j =
8
> > > > > <
> > > > > :
v
(G+1)
i;j if (rnd(j)  CR)
x
(G)
i;j if (rnd(j) > CR)
(6.6)
where j = 1;2;:::;D and rnd(j) is the jth output from a random number generator with a
uniform distribution. The cross over constant CR is set by the user in the range [0;1] to ensure
that at least one of the parameters from vi;j is transferred to ui;j. The Mean Square Error (MSE)
cost function (Equation 2.3) is used to calculate the predictive performance of the LNL model
with the trial (ui) and parent (xi) vectors. If predictive performance is most accurate (lowest
%MSE) with the trial vector then it replaces the parent vector otherwise the parent vector is
retained for the next generation. These steps are repeated until either a certain cost function
value is reached or for a speciﬁc number of generations. The latter method was used by the
current study. The DDE method was set up with F = 0:5, CR = 0:9 and NP = 10  D, the
values suggested in [112]. Experiments conducted in this study found that these values resulted
in models with predictive performance comparable to the KH based methods and convergence
within approximately 300 iterations (Figure 6.6).
The Down-sampled Dierential Evolution (DDE) method uses the same approach as the DKH
methodtoreduceparameterestimationerrorwhichoccursinthelinearelementsofthemodelat
frequencies above 50 Hz (Section 6.2.1). Using a lower sampling rate also reduces computation
time for this method (it reduces the NP dimension of the population matrix PG Equation 6.2).
946.2.3 Modelling with Experimental Data
The performance of the four LNL parameter estimation methods (KH, SKH, DKH and DDE)
was measured by calculating the predictive performance of the models on experimental data
and by comparison of the estimated model parameters. The aim was to check that the two
modiﬁcations to the KH method gave similar predictive accuracy and model parameters as the
KH method and to investigate if the KH methods converge to the same solution as the DDE
method.
TheexperimentaldatausedinthischapterwerethesameasthosedescribedinChapter5. These
data were recorded in the FETi motor neuron in six animals by Professor Philip Newland. The
predictive performance of the model was measured using the %MSE metric (Equation 2.23)
using estimation and validation data. The signal preprocessing methods used in this chapter
were the same as those described in Chapter 5. Models were estimated using 3 seconds of
estimation data (1500 samples at fs=500 Hz) and validated using 3 seconds of data (1500
samples). This amply satisﬁes the criterion proposed by Marmarelis [85] that the data length is
greaterthantentimesthenumberofparameters. Theabilityofthemethodstoreduceparameter
estimation error and the consistency of the parameter estimates was shown by plotting the
parameters of the models.
In Chapter 5 it was determined that the optimum LNL model for representing the response of
FETi to GWN stimulation contained a total of 56 linear parameters (28 in each linear element)
and a 5th order polynomial element. The KH and SKH methods used an input/output sampling
rate of 500 Hz; the DKH and DDE methods reduce this to 100 Hz, decreasing the sampling
rate by a factor of 5.
In order to allow comparison of the parameters of the linear elements of the model estimated
with dierent input/output sampling rates, the number of parameters in each linear element was
increased to 30 to make it divisible by 5. These changes to the optimum number of linear and
polynomial parameters were justiﬁed because they only reduced the mean %MSE predictive
performance of the model by 0.2% (Figure 5.2). The parameters estimated using the DKH and
DDE methods, with a sampling rate of 100 Hz were up sampled to 500 Hz to allow comparison
with the parameters generated using the KH and SKH methods. As the gain of the LNL model
can be arbitrarily assigned between its elements they were normalised to aid comparison.
The sensitivity of the KH based methods to parameter initialisation was investigated by com-
paring model performance and estimated model parameters when three dierent initialisation
schemes were used. The ﬁrst scheme (Init 1) sets the values of the ﬁrst linear element h() to
( 1
fs;0;0;:::;0) as these values had been found to give good results (Chapter 5). The second
scheme (Init 2) set h() equal to the ﬁrst non-zero row of the 2nd order Volterra kernel [123].
The third scheme (Init 3) ﬁlled h() with values taken from MATLAB’s random number gener-
ator (randn). This random number generator draws its values from a Gaussian distribution with
a mean of zero and a standard deviation of one. The predictive performance of the resulting
models was calculated using the %MSE metric on both estimation and validation data.
956.2.4 Computer Simulations
The eect that measurement noise has on the SKH and DDE parameter estimation methods was
investigated using Monte Carlo (MC) simulations. The input and output signals used in these
simulations were tuned to match experimental conditions (low pass ﬁltered GWN input signal
and high levels of additive output noise). Models were estimated using 3 seconds of estimation
data (1500 samples at fs=500 Hz). MC simulations provide a useful tool for investigating
algorithm convergence because they allow the parameters of the known simulated system to be
compared with the estimated model parameters. This allows parameter estimation accuracy to
be calculated.
A simulated LNL system was created; its parameters were based on those estimated using the
SKH method from data measured in Animal 1. A GWN input signal was generated using the
MATLAB randn function. This signal was ﬁltered using a 5th order low pass Butterworth ﬁlter,
with a cut o frequency of 50 Hz, so that its spectrum matched that of the experimental input
signal. This signal was applied to the simulated LNL system to generate the output signals.
Dierent realisations of noise signal were added to the output of the simulated LNL system
produced when the same realisation of the low pass ﬁltered GWN input signal was applied.
This process was repeated 100 times (100 MC trials). The noise signal was produced by ﬁlter-
ing dierent realisations of a GWN signal using a noise model before adding it to the output
of the simulated LNL system. The parameters of the noise model, a 24th order autoregressive
(AR) model, were estimated from the dierence between the predicted model output and the
response measured in the respective animal (the residual signal) using the Covariance method
[68]. The order of the AR model was selected based on the Minimum Description Length
[123].
The parameter bias error was measured by calculating the %MSE dierence between the nor-
malised parameters of the simulated system and the mean of the 100 normalised parameter es-
timates. The variance of the estimated parameters was obtained by calculating the mean (along
the number of parameters) of the variance of the normalised estimated parameters. Model pa-
rameters were normalised by the maximum absolute parameter value before calculating these
metrics. Parameter bias and variance values were calculated for the combined linear element
of the LNL model and its polynomial element. The combined linear element was calculated
by convolving the two linear elements of the model. Box and whisker plots were used to dis-
play the distribution and skewness of the parameter bias (%MSE) and variance of the dierent
methods across the six animals. The central mark (red line) represents the median, the box
edges the 25th and the 75th percentiles and hence gives the range of the middle 50% of the data.
The Inter-Quartile Range (IQR) is calculated by subtracting the 25th from the 75th percentile.
Whiskers extend from each end of the box to values within 1.5 times the Inter-Quartile Range
(IQR) from the ends of the box. Outliers which lie more than 1.5 times the IQR from the ends
of the box are indicated by the presence of red crosses [26].
966.3 Results
6.3.1 Experimental Data
A Comparison of the KH and DE Methods
The results shown in Figure 6.1 are used to demonstrate the issue of parameter estimation error
with the standard KH and DE methods and the ability of low pass ﬁltering to remove this error.
LNL models were estimated from experimental data recorded from the 6 animals.
The IRF’s of the ﬁrst linear elements of the LNL models are shown in Figure 6.1A, E, I and
M, the IRF of the second linear element in C, G, K and O. The combined linear element of the
LNL model is plotted in Figure 6.1D, H, L and P. The input/output response of the polynomial
elementsareshowninFigure6.1B,F,JandN.Twostandarddeviationsoftheinputsignaltothe
polynomial elements are marked by dashed vertical lines and are used to show which range of
the polynomial functions response is most relevant. As the gain of the model can be arbitrarily
assigned to the elements in the model, the elements have been normalised to make comparison
easier. Normalisation was carried out by scaling model parameters by their maximum absolute
value.
The ﬁrst linear (h()), polynomial input/output response, second linear (g()) and the combined
linear element of the LNL models with their parameters estimated using the standard KH ap-
proach are shown in Figure 6.1A, B, C and D respectively. The estimate of the second linear
element of the LNL models (Figure 6.1C), and the combined linear elements (Figure 6.1D),
obtained when the standard KH parameter estimation method is used contain high levels of
high frequency parameter estimation error. This estimation error is eectively reduced by low
pass ﬁltering the second linear elements of the LNL models (Figure 6.1G and H). The ﬁlter
was a zero phase Butterworth design with a cut o frequency of 50 Hz (Section 6.2). Note
how the damping term (Equation 2.62) in the Levenberg Marquardt method reduces parameter
estimation error in the ﬁrst linear element of the LNL model (Figure 6.1A).
The ﬁrst linear (h()), polynomial input/output response, second linear (g()) and the com-
bined linear element of the LNL models with their parameters estimated using the standard DE
approach are shown in Figure 6.1I, J, K and L respectively. Note now that all of the linear ele-
ments of the model contain high frequency parameter estimation error (Figure 6.1I, K and L).
This estimation error is eectively reduced by applying the low pass ﬁlter (zero phase Butter-
worth design with a cut o frequency of 50 Hz) to the ﬁrst and second linear elements (Figure
6.1M, O and P). This low pass ﬁltering approach has been incorporated into the KH estimation
algorithm and is referred to as the SKH method (Section 2.4.6). The %MSE performance of
the LNL models estimated using the KH and SKH algorithms is very similar (Figure 6.4). The
null hypothesis that there was no dierence in the %MSE predictive performance of the models
could not be rejected (Wilcoxon signed-rank test, p > 0:05). An alternative approach would be
to use the pseudo-inverse method, but experimental work has shown that the low pass ﬁltering
method produces very similar IRF estimates (Appendix A) and is simpler and has a much lower
97computational cost.
ThegreatervariabilityfoundinthepolynomialelementoftheLNLmodelwhentheDEmethod
is used (Figure 6.1J and N) probably occurs because of the variability in the estimates of its
ﬁrst linear element (Figure 6.1I and M). It should be noted that the DE method starts with
randomly generated LNL model parameters, unlike the KH method where the parameters of
the ﬁrst linear element are ﬁxed (Init 1, Section 6.2.3).
Eect of Parameter Initialisation on the SKH and DKH Methods
The sensitivity of the SKH and DKH parameter estimation methods to dierent initialisation
schemes (Section 6.2.3) was investigated using visual analysis of the models parameter’s (Fig-
ures 6.2 and 6.3) and by calculating the model’s predictive performance (Figure 6.4). It should
be noted that these experiments are conducted using experimental data recorded from the six
animals and not using simulations.
The IRF’s of the ﬁrst linear elements of the LNL models are shown in Figure 6.2A, E and
I, the IRF of the second linear element in C, G and K. The combined linear element of the
LNL model is plotted in Figure 6.2D, H and L. The input/output responses of the polynomial
elements are shown in Figure 6.2B, F and J. Two standard deviations of the input signal to the
polynomial elements are marked by dashed vertical lines and are used to show which range of
the polynomial functions response is most relevant. As the gain of the model can be arbitrarily
assigned to the elements in the model, the elements have been normalised to make comparison
easier. Normalisation was carried out by scaling model parameters by their maximum absolute
value.
The eect of Init 1, 2 and 3 on the SKH estimated LNL parameters is shown in Figure 6.2A
to D, E to H and I to L respectively. Whilst it is not possible to know that the LNL model
with Init 1 has found the true system (the LNL model structure may not be able to represent
FETi), this initialisation scheme results in models with relatively stable parameter estimates.
The null hypothesis, that there was no dierence between the %MSE predictive performance
of the SKH method with the three dierent initialisation schemes was rejected (Kruskal Wallis,
p < 0:05) (Figure 6.4). A post hoc test (Dunn-Sidak) found that the dierence was between
the initialisation scheme Init 1 and schemes Init 2 and Init 3, with schemes Init 2 and Init
3 resulting in poor predictive performance (Figure 6.4). The mean (n=6) %MSE predictive
performance of the SKH method with initialisation schemes Init 1, Init 2 and Init 3 was 33.0,
83.4 and 80.2% respectively.
The eect of Init 1, 2 and 3 on the DKH estimated LNL parameters is shown in Figure 6.3A to
D, E to H and I to L respectively. As with the SKH method, the DKH method with initialisation
scheme Init 1 provides models with the most stable parameter estimates. However, the param-
eter estimates with Init 2 (Figure 6.3E to H) now more closely resemble those obtained when
Init 1 is used (Figure 6.3A to D). The null hypothesis, that there was no dierence between
the %MSE predictive performance of the DKH method with the three dierent initialisation
98schemes was rejected (Kruskal Wallis, p < 0:05). A post hoc test (Dunn-Sidak) found that the
dierence was between the initialisation scheme Init 1 and Init 3, the predictive performance
of the model was poor when Init 3 was used (Figure 6.4). The mean (n=6) %MSE predictive
performance of the DKH method with initialisation schemes Init 1, Init 2 and Init 3 was 35.6,
32.5 and 60.7% respectively. These results suggest that the convergence of the DKH method
may be less aected by the parameter initialisation method used.
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Figure 6.1: (A) - (D) A comparison of the standard Korenberg Hunter (KH) and (I) - (L)
Dierential Evolution (DE) LNL parameter estimation methods and (E) - (H) and (M) - (P) re-
spectively show the ability of low pass ﬁltering to remove high frequency parameter estimation
error. (A), (E), (I), (M) The ﬁrst linear elements of the LNL models. (B), (F), (J), (N) The in-
put/output responses of the polynomial elements. (C), (G), (K), (O) The second linear elements
of the LNL models and (D), (H), (L), (P) show the combined linear elements. An estimate of
two standard deviations of the input signal to the polynomial elements are marked by dashed
vertical blue lines. As the gain of the model can be arbitrarily assigned to the elements in the
model, the elements have been normalised to make comparison easier. Normalisation was car-
ried out by scaling model parameters by their maximum absolute value. (G) The parameters
of the second linear element of the LNL model have been low pass ﬁltered (zero phase Butter-
worth design with a cut o frequency of 50 Hz). (I), (K) The parameters of both the ﬁrst and
second linear elements of the LNL model have been low pass ﬁltered (zero phase Butterworth
design with a cut o frequency of 50 Hz).
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Figure 6.2: The eect that dierent parameter initialisation schemes have on the parameters
of the LNL model. Parameters were estimated using the Smoothed Korenberg Hunter (SKH)
estimation method. (A), (E) and (I) The 1st linear elements. (B), (F) and (J) The input/output
responses of the polynomial elements. (C), (G), and (K) The 2nd linear elements. (D), (H) and
(L) The combined linear elements. An estimate of two standard deviations of the input signal
to the polynomial elements are marked by dashed vertical blue lines. As the gain of the model
can be arbitrarily assigned to the elements in the model, the elements have been normalised to
make comparison easier. Normalisation was carried out by scaling model parameters by their
maximum absolute value. The parameters of the model estimated using the SKH method with
initialisation scheme Init 1 are shown in (A) to (D), with scheme Init 2 in (E) to (H) and Init
3 in (I) to (L). Init 1 sets the values of the ﬁrst linear element h() to ( 1
fs;0;0;:::;0). Init 2
sets h() equal to the ﬁrst non-zero row of the 2nd order Volterra kernel [123]. Init 3 ﬁlls h()
with values taken from MATLAB’s random number generator. This random number generator
draws its values from a Gaussian distribution with a mean of zero and a standard deviation of
one.
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Figure 6.3: The eect that dierent parameter initialisation schemes have on the parameters of
theLNLmodel. ParameterswereestimatedusingtheDown-sampledKorenbergHunter(DKH)
estimation method. (A), (E), (I) The ﬁrst linear elements of the LNL models. (B), (F), (J) The
input/output responses of the polynomial elements. (C), (G), (K) The second linear elements
of the LNL models. (D), (H), (L) The combined linear elements. An estimate of two standard
deviations of the input signal to the polynomial elements are marked by dashed vertical blue
lines. As the gain of the model can be arbitrarily assigned to the elements in the model, the
elements have been normalised to make comparison easier. Normalisation was carried out by
scaling model parameters by their maximum absolute value. (A) - (D) Show the parameters of
the LNL model estimated using the DKH method with initialisation scheme Init 1, (E) - (H)
with scheme Init 2 and (I) - (L) Init 3. Init 1 sets the values of the ﬁrst linear element h() to
( 1
fs;0;0;:::;0). Init 2 sets h() equal to the ﬁrst non-zero row of the 2nd order Volterra kernel
[123]. Init 3 ﬁlls h() with values taken from MATLAB’s random number generator (randn).
This random number generator draws its values from a Gaussian distribution with a mean of
zero and a standard deviation of one.
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Figure 6.4: The %MSE predictive performance of the LNL model with dierent parameter
estimation methods. Box and whisker plots were used to display the distribution and skewness
of the performance (%MSE) of the dierent methods across the six animals at predicting the
response of the system to GWN on estimation data. The central mark (red line) represents the
median, the box edges the 25th and the 75th percentiles and hence gives the range of the middle
50% of the data. The Inter-Quartile Range (IQR) is calculated by subtracting the 25th from
the 75th percentile. Whiskers extend from each end of the box to values within 1.5 times the
Inter-Quartile Range (IQR) from the ends of the box. Outliers which lie more than 1.5 times
the IQR from the ends of the box are indicated by the presence of red crosses [26].
103LNL Parameter Estimation using the DDE Method
The parameters of the LNL model estimated from experimental data using the DDE method,
with random parameter initialisation, are shown in Figure 6.5. This method returns a model
with parameters which are very similar to those estimated using the SKH (Figure 6.2A to D)
and the DKH methods (Figure 6.3A to D). Furthermore, statistical testing found no signiﬁcant
dierence (Kruskall Wallis, p > 0:05) between the performance of the DKH, DDE and DE
methods.
As the SKH (with initialisation scheme Init 1), the DKH (with initialisation scheme Init 1) and
the DDE method eectively reduce parameter estimation error and provide the most consistent
and accurate predictions of FETi they were the focus of the rest of this study.
The convergence of the %MSE with each iteration (or generation for the DDE algorithm) for
these methods is shown in Figure 6.6. After 260 iterations the %MSE value for all methods
plateau at approximately 30%. The initial %MSE values for the DDE method are much larger
than those for the SKH and DKH methods. This is probably because the DDE method is
initialised with randomly chosen parameters whereas the KH based methods use initialisation
scheme Init 1 (Section 6.2.3).
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Figure 6.5: The parameters of the model estimated using the Down-sampled Dierential Evo-
lution (DDE) method. Note the DDE method uses a random initialisation scheme to set its
initial parameter values. (A) The ﬁrst linear elements of the LNL models. (B) The input/output
responses of the polynomial element. (C) The second linear element of the LNL models and
(D) the combined linear elements. An estimate of two standard deviations of the input signal
to the polynomial elements are marked by dashed vertical blue lines. As the gain of the model
can be arbitrarily assigned to the elements in the model, the elements have been normalised to
make comparison easier. Normalisation was carried out by scaling model parameters by their
maximum absolute value.
6.3.2 Monte Carlo Simulations
MC simulations were used to investigate the convergence properties of the SKH, DKH and the
DDE methods. Note that the KH based methods used initialisation scheme Init 1. Simulations
used input and output signals which had been generated to match experimental conditions
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Figure 6.6: The convergence of the Smoothed Korenberg Hunter (SKH), the Down-sampled
Korenberg Hunter (DKH) and the Down-sampled Dierential Evolution (DDE) algorithms on
experimental data. (A) - (F) The results for Animals 1 to 6 respectively.
105(low pass ﬁltered GWN input signal and high levels of additive output measurement noise).
An example of the results of the MC simulations (100 trials) which used data recorded from
Animal 1 to generate the simulated LNL system for the SKH, DKH and the DDE methods is
shown in Figure 6.7A to D, E to H and I to L respectively.
The IRF’s of the ﬁrst linear elements of the LNL models are shown in Figure 6.7A, E and
I, the IRF of the second linear element in C, G and K. The combined linear element of the
LNL model is plotted in Figure 6.7D, H and L. The input/output response of the polynomial
elements are shown in Figure 6.7B, F and J. Two standard deviations of the input signal to the
polynomial elements are marked by dashed vertical lines and are used to show which range of
the polynomial functions response is most relevant. As the gain of the model can be arbitrarily
assigned to the elements in the model, the elements have been normalised to make comparison
easier. Normalisation was carried out by scaling model parameters by their maximum absolute
value.
As the delay of the LNL model can be split arbitrarily between its linear elements (the gain of
the linear elements has been normalised for visualisation purposes) the focus of visual analysis
of the parameter estimates is on the input/output response of the polynomial element (Figure
6.7B, F and J) and the combined linear response (Figure 6.7D, H and L). For this example,
visual analysis of the polynomial elements suggests that the DDE method produces estimates
with the smallest bias error but the largest variance (Figure 6.7B, F and J). Visual analysis of the
combined linear elements suggests that the SKH method produces estimates with the smallest
bias error and variance (Figure 6.7D, H and L).
Parameter bias was quantiﬁed by measuring the %MSE dierence between the parameters of
the simulated system and the mean of the 100 parameter estimates. The variability of the
parameter estimates was measured using the mean of the variance of the estimated parameter
values. Six simulated systems were generated from the data recorded from Animals 1 to 6.
The bias and variance values of the combined linear elements of the LNL models for the SKH,
DKH and DDE methods are shown in Figure 6.8A and B respectively. The bias and variance
of the input/output response of the polynomial element for the SKH, DKH and DDE methods
are shown in Figure 6.8C and D respectively. The box and whisker plots were used to display
the distribution and skewness of the parameter bias (%MSE) and variance values across the six
animals.
The null hypothesis, that there was no dierence between the bias of the linear elements of
the model when the SKH, DKH and DDE methods were used was rejected (Kruskal Wallis,
p < 0:05). A post hoc test (Dunn-Sidak) found that the dierence was between the SKH
method and the DDE and the DKH methods. The null hypothesis, that there was no dierence
betweenthebiasofthepolynomialelementsofthemodelcouldnotberejected(KruskalWallis,
p > 0:05).
The null hypothesis, that there was no dierence between the variance of the parameters of the
linear elements was rejected (Kruskal Wallis, p < 0:05); post hoc testing (Dunn-Sidak) found
that the dierence was between the SKH method and the DKH and DDE methods. The null
106hypothesis, that there was no dierence between the variance of the polynomial elements was
rejected (Kruskal Wallis, p < 0:05); post hoc testing (Dunn-Sidak) again found this dierence
to be between the SKH and DKH methods and the DDE method.
These results suggest that in general the SKH method provides the parameter estimates with
the lowest bias and variance error.
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Figure 6.7: MC simulations were used to investigate the convergence properties of the
Smoothed Korenberg Hunter (SKH), the Down-sampled Korenberg Hunter (DKH) and the
Down-sampled Dierential Evolution (DDE) algorithms under experimental conditions (high
levels of additive output noise and low pass ﬁltered GWN input signal). The simulated system
(dashed black line) was generated from data recorded from Animal 1 and was used to create
an input/output data set free from output measurement noise. The input signal was created so
that its spectrum matched that of the experimental input signal. Dierent realisations of noise
signal were added to the output of the simulated system produced when the same realisation
of low pass ﬁltered GWN input signal was applied. This process was repeated 100 times and
resulted in 100 parameter estimates (solid grey lines). The noise signal was produced by ﬁlter-
ing dierent realisations of a GWN signal using a noise model before adding it to the output
of the simulated system. (A), (E), (I) The 1st linear elements of the LNL models. (B), (F), (J)
The input/output responses of the polynomial elements. (C), (G), (K) The 2nd linear elements
of the LNL models. (D), (H), (L) The combined linear elements. An estimate of two standard
deviations of the input signal to the polynomial elements are marked by dashed vertical blue
lines. As the gain of the model can be arbitrarily assigned to the elements in the model, the
elements have been normalised to make comparison easier. Normalisation was carried out by
scaling model parameters by their maximum absolute value. (A) - (D) The parameters of the
LNL model estimated using the SKH method with initialisation scheme Init 1. (E) - (H) The
parameters estimated using the DKH method (Init 1). (I) to (L) The DDE method.
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Figure 6.8: LNL model parameter uncertainty calculated from Monte Carlo simulations using
the Smoothed Korenberg Hunter (SKH), the Down-sampled Korenberg Hunter (DKH) and the
Down-sampled Dierential Evolution (DDE) methods. (A) The parameter bias of the com-
bined linear element of the LNL model, (B) the variance of this parameter. (C) The parameter
bias of the polynomial element of this model, (D) the variance of this parameter. Box and
whisker plots were used to display the distribution and skewness of the parameter bias (%MSE)
and variance of the dierent methods across the six animals. The central mark (red line) rep-
resents the median, the box edges the 25th and the 75th percentiles and hence gives the range
of the middle 50% of the data. The Inter-Quartile Range (IQR) is calculated by subtracting the
25th from the 75th percentile. Whiskers extend from each end of the box to values within 1.5
times the Inter-Quartile Range (IQR) from the ends of the box. Outliers which lie more than
1.5 times the IQR from the ends of the box are indicated by the presence of red crosses [26].
1096.4 Discussion
Investigations into the accuracy and convergence properties of the KH and the DE based pa-
rameter estimation methods with dierent initialisation schemes has been carried out using
experimental data and data generated from computer simulations (MC simulations). Methods
to estimate the parameters of the Wiener-Hammerstein model have recently received much at-
tention for control applications [106] but not for application to biological systems. KH based
methods are those most widely applied to biological applications [74] (Chapter 5). The DE
based methods which have been designed to deal with local minimum and so should converge
to the global minimum, were used to check the convergence of KH based methods. A key
result of the current study is that the KH based algorithms arrive at a solution which is very
similar to that reached by the DE based methods suggesting that the KH methods are ﬁnding
the global minimum.
TheSKHandDKHmethodshavebeendevelopedbythecurrentstudytoreducehighfrequency
parameter estimation error which occurs in the second linear element of the LNL model when
the standard KH method is used. The DDE method has been developed to reduce parameter
estimation error in both elements of the LNL model. The results have shown that both the
SKH, DKH and DDE methods eectively reduce parameter estimation error whilst retaining
accurate %MSE predictive model performance.
Previous work [15, 27, 29, 33, 79, 107] found that gradient based methods (KH based) for
estimating the parameters of the LNL model require careful parameter estimation to ensure
that they converge to the global rather than suboptimal local minima. This property is common
to all gradient based methods working with multi modal error surfaces. The current study has
also shown that both the SKH and DKH gradient based methods require careful initialisation
to ensure that they converge to the global minimum.
The study by Bali et al. [7] overcame the problem of local minima by simplifying the structure
of the LNL model and including a step in their identiﬁcation algorithm that decomposed the
original optimisation problem (four dimensional) into one and two-dimensional problems. As
the cost functions could easily be visualised, convergence to the global minimum could be
checked [7]. As with the DE approach, the algorithm developed by Bali et al. [7] avoids local
minima but this comes at the price of eciency.
Monte Carlo (MC) simulations have allowed the performance of the parameter estimation
methods to be compared under experimental conditions (low pass ﬁltered GWN input and
high levels of output measurement noise). In particular, they have allowed the accuracy of the
parameter estimates to be compared with the parameters of the simulated system. The DDE
method removes the requirement for careful parameter initialisation and has the advantage of
a ﬂexible cost function. Tests have been carried out comparing the performance of the DE
method with mean and median squared error cost functions on data recorded from neurons in
the locust’s femur/tibia reﬂex control loop and no signiﬁcant dierence in performance was
found (private communication, Natalia Angarita-James). Furthermore, in the current study, the
110DDE method was found to be less accurate, in terms of parameter bias and variance, than the
SKH method. In [4] a gradient based optimisation method was found to provide more accurate
performance with less deviation than a genetic algorithm. As the DDE method is also computa-
tionally more expensive the SKH method was chosen for the experiments described in Chapter
7.
111112Chapter 7
System Identiﬁcation Analysis of
Adaptation Dynamics and Nonlinear
Responses of FETi
7.1 Introduction
The aim of the work presented in this chapter was to test the null hypothesis that FETi dynamics
and nonlinear responses are the same during transient and steady state sections.
Spiking and non spiking neurons in the local networks that control limb movements in both
the locust and crab are known to adapt their output amplitude or spike ﬁring rate to repetitive
stimulation [44, 54]. The focus of previous system identiﬁcation studies, however, has been
on the steady state dynamics and nonlinear responses of such systems [54, 98, 117]. As these
studies used Wiener/Volterra series models, which contained many parameters and were esti-
mated from signals which contained high levels of noise, they required large amounts of data
(typically 20 s) to obtain robust parameter estimates. Thus, these models are not suitable for
application to the dynamics and nonlinearity of the transient response which occurs during the
ﬁrst few seconds of stimulation.
TheuseofaparsimoniousmodelstructureandMonteCarlosimulationshasallowedthecurrent
study to analyse system dynamics and nonlinear responses while output amplitude adaptation
is occurring.
1137.2 Methods
In Chapter 6 it was shown how the high levels of measurement noise present in the response of
FETi coupled with the short data lengths for model estimation caused the parameters to contain
relatively high levels of estimation error. It was desirable to minimise this error, to enable
accurate parameter estimation and the null hypothesis to be robustly tested. As the length of
the data segments could not be increased, measurement noise was reduced by applying the
stimulation signal twice; the output was the average of the two responses.
The method used to optimise the number of model parameters (Section 5.2.3) has been ex-
tended to follow the approach described in [95] and data are now split into model estimation,
validation and test data sections (Section 7.2.1). Furthermore, estimation and validation data
were split into multiple non-contiguous sections to ensure that over training did not occur.
In Chapter 5, it was concluded that the LNL model provided the most suitable Volterra type
structure for analysis of FETi dynamics and nonlinear responses during adaptation. The LNL
model contains few parameters so it can be ﬁtted to relatively short lengths of data and hence
it can be used to represent the system’s transient response. The LNL model can also accu-
rately represent the system’s complex nonlinear responses to GWN and 5 and 10 Hz sinusoidal
stimulation (Chapter 5). Its nonlinear element also remains easy to interpret as, regardless of
its order, it remains in two dimensional space. As the methods used in Chapter 5 have been
signiﬁcantly modiﬁed, it was necessary to re-compute the optimum number of model parame-
ters for the dierent model types (2nd and 3rd order Volterra models and the LN, NL and LNL
cascade models) and compare their predictive performance (Section 7.2.1). A description of
model structures and methods used to estimate their parameters is provided in Chapter 2. It
should be noted that the Volterra model parameters were estimated using the Wiener Laguerre
method (Section 2.4.4) and those of the cascade models using the SKH method (Section 5.2.2).
7.2.1 Measuring Predictive Performance and Optimising the Number of Model
Parameters
Measuring Predictive Performance
PredictiveperformancewasmeasuredbycalculatingthepercentageMeanSquareError(%MSE)
dierence between the recorded FETi motor neuron output, z(t), and the predicted model out-
put, ˆ y(t) [123].
%MSE = 100 
Var(z   ˆ y)
Var(z)
(7.1)
Var(x) was calculated using
Var(x) =
1
T
T X
t=1
x2(t)  
0
B B B B B B @
1
T
T X
t=1
x(t)
1
C C C C C C A
2
(7.2)
114where T is the number of samples in the signal x. It should be noted that z(t) is the average
of the response of two recordings from the FETi motor neuron to identical GWN stimulation.
Signal averaging was carried out in order to reduce measurement noise, to which end the stim-
ulation signal was applied twice. The output was the average of the two FETi responses. The
performance of the model improves as the %MSE performance measure decreases.
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Figure 7.1: Measuring model predictive performance. (A) In S1 and S2 the %MSE predictive
performance for each model type was calculated with diering numbers of model parameters
(Nr). The optimum number of model parameters was that which gave the most accurate (min-
imum %MSE) performance on validation data (S2). The average %MSE value from the six
animals was used to determine the optimum number of model parameters. The dierent model
structures, containing the optimum number of parameters, were then tested on a previously
unused section of GWN data (S3). (B) GWN data sections used for model estimation (E), val-
idation (V) and test (T). The average of the %MSE values calculated from the four data blocks
(V1 to V4) was used to represent the performance of the model on GWN data.
The methods used in Section 5.2.3 were extended to take into account the high levels of mea-
surement and background noise which occurs in the recordings prior to the start of stimulation,
when the input is constant (Figure 5.1C, s1). As the model cannot predict the random compo-
nents of this signal an estimate of the Maximum Deterministic Performance (MDP) that could
be achieved by the model is calculated. FETi is deﬁned as a deterministic system N whose
output y(t) depends only on the input signal u(t), z(t) = y(t) + (t) = N(u(t)) + (t) where the
measured output z(t) depends on the driving input u(t) and measurement noise v(t), which is
assumed to be independent of the input. The measurement noise consists of spontaneous back-
ground neural activity and electrical measurement noise. Assuming that the model can predict
the deterministic response of FETi exactly then Equation 7.1 reduces to the %MDP which can
be calculated from the FETi output signal using
%MDP = 100 
Var()
Var(y + )
(7.3)
Optimising the Number of Model Parameters
Before the performance of the dierent model types was compared the number of parameters
they contained was optimised. As six sets of input/output data were available from individual
animals (Animals 1 to 6), for a given model type, six models were estimated (Figure 7.1A S1).
115The %MSE performance of each of these models (representing FETi in Animals 1 to 6) with a
varying number of parameters (Nr) was then calculated, using validation data (Figure 7.1A S2)
not used in estimating model parameters.
This was carried out for the ﬁve dierent model types. For each animal this enabled the %MSE
performance of each model type, with varying numbers of parameters, to be calculated and
plotted (Figure 7.2). The optimum number of parameters for a given model type was deter-
mined from the minimum %MSE value, achieved in each animal, averaged across all animals
(Figure 7.2). To reduce the possibility of over training during parameter estimation, validation
was carried out on non contiguous blocks of data (E1 to E4, V1 to V4, Figure 7.1B) [95].
Parameters were estimated using four 3 s blocks of data (E1 to E4, Figure 7.1B) and models
validated using four 1 s blocks of data (V1 to V4, Figure 7.1B). The overall validation per-
formance, used in stage S2 (Figure 7.1B) to measure model performance when it contained
dierent numbers of parameters, was taken as the average of the %MSE values from the four
validation blocks of data. Once the optimum number of model parameters had been determined
the predictive performance of the dierent model structures could be compared. Each model
type, containing its optimum number of parameters, was estimated from the ﬁrst 3 s block of
steady state FETi response to GWN stimulation, Figure 7.1B, T (est.). Model testing was car-
ried out on a previously unused 3 s section of GWN response data, Figure 7.1B, T (val.), to
provide a more realistic estimate of model performance on fresh data.
The ability of the models to generalise was tested by measuring their %MSE performance to
predict the response of FETi to 5 Hz sinusoidal stimulation. As with GWN response data, for
each animal, the average of two recordings of the response of FETi to identical sinusoidal input
stimulation was taken to reduce measurement noise. Models, with their parameters estimated
from GWN input/output data, were evaluated by calculating the %MSE dierence (3 s sections
of data) between the average measured output of FETi to sinusoidal stimulation and the pre-
dicted model output to the same sinusoidal stimulation. Whilst it would have been ideal to use
more natural walking stimulation signals for model validation it was found (Chapter 5) that the
LNL model could not accurately predict the system’s response to such low (<2 Hz) frequency
stimulation. A 5 Hz frequency, however, is functionally relevant as it matches the stepping
frequency of 5.1 Hz  0.56 Hz observed in other work [13], from ten animals.
7.2.2 Measuring FETi Dynamics and Nonlinear Responses
Block wise LNL models were estimated from 3 s non overlapping blocks of input/output data
recorded from the onset of GWN stimulation until the end of the steady state section. The ﬁrst
block wise model, therefore, corresponds to the transient response of FETi. The dynamics of
the FETi motor neuron, its sensitivity to position, velocity or acceleration, were characterised
through analysis of the combined linear element of the block wise LNL models [35, 54, 73, 97,
98, 117].
A position sensitive model was identiﬁed by a linear element (kernel) with a monophasic im-
116pulse response and ﬂat frequency response; a velocity sensitive model by a biphasic kernel and
a frequency response with a linear increase in the frequency response (20dB/decade) and an
acceleration sensitive model by a triphasic impulse response (40dB/decade increase in the fre-
quency response) [35, 117]. The dynamics of each block wise model was measured by ﬁtting
a regression line to the frequency response (magnitude only) of the combined linear element of
the LNL model. The regression line was ﬁtted between 2 and 15 Hz [35] and its gradient was
used to quantify the dynamics of FETi for each 3 s block.
The nonlinear response of FETi was represented using the input/output response of the poly-
nomial nonlinear element of the block wise LNL models.
7.2.3 Parameter Estimation Error
Monte Carlo (MC) simulations [38] were used to assess the accuracy of the gradient estimates
and the nonlinear responses of the block wise LNL models. For each recording the block wise
LNL model was used as a simulated system model (SSM) to create an input/output data set free
from output measurement noise. The input signal was created by ﬁltering a GWN signal using
a 5th order low pass Butterworth ﬁlter, with a cut o frequency of 50 Hz, so that its spectrum
matched that of the experimental input signal. Dierent realisations of noise signal were added
to the output of the SSM produced when the same realisation of low pass ﬁltered GWN input
signal was applied. This process was repeated 100 times (100 MC trials). The noise signal was
produced by ﬁltering dierent realisations of a GWN signal using a noise model before adding
it to the output of the SSM. The parameters of the noise model, a 24th order autoregressive
(AR) model, were estimated from the dierence between the predicted model output and the
response measured in the respective animal (the residual signal) using the Covariance method
[68]. The order of the AR model was selected based on the Minimum Description Length
[123].
7.2.4 Null Hypothesis Testing
The nullhypothesis, that FETidynamics are thesame during transientand steady stateresponse
sections, was tested using the Wilcoxon signed rank test. The analysis was extended to consider
the accuracy of the gradient estimates, obtained using MC simulations, and changes in FETi
dynamics with time in each individual animal. If the conﬁdence limits given by the 2.5 and
97.5% percentiles from the 100 MC trials of the transient gradient estimate fell outside the
mean of the gradient values calculated from the steady state response of the recording this
would strongly suggest that dierences existed between transient and steady state dynamics. If
they included the mean then dierences were probably due to parameter estimation error.
A similar approach was applied to investigate the nonlinear response of FETi and its response
to 5 Hz sinusoidal stimulation.
1177.3 Results
7.3.1 Model Structure Comparison and Selection
Optimisation of the Number of Model Parameters
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Figure 7.2: Variation of %MSE predictive performance for the dierent model structures with
the number of parameters they contain. The panel shown top right deﬁnes the traces, for ex-
ample A1 represents the result obtained from Animal 1. (A) - (E) The %MSE variation for the
2nd and 3rd order Volterra models and the mean (n=6) %MSE for the LN, NL and LNL cas-
cade models. The mean %MSE value is marked using the thick solid black line, the minimum
mean %MSE value by the dotted thick black line. L and P represent the total number of linear
parameters and the polynomial order respectively. Note that model performance improves as
the %MSE value decreases and that model accuracy was calculated using validation data. In
general there is a plateau in the %MSE curves (A), (C), (D) and (E) and once this area has been
reached a change in the number of parameters has little eect on model performance.
The number of parameters each model contained was optimised before the predictive perfor-
mance of the dierent model structures was compared. The variation in the %MSE predictive
performance of the 2nd and 3rd order Volterra and the LN, NL and LNL cascade models is
shown in Figure 7.2A to E respectively. Note that model performance improves as the %MSE
value decreases (Equation 7.1). Model accuracy was calculated using validation data (Section
7.2.1 and Figure 7.1A and B) and parameters were estimated from 3 s blocks of steady state
responses. In general there is a plateau in the %MSE curves (Figure 7.2A, C, D and E) and
once this ﬂat area has been reached an increase in the number of parameters has little eect on
performance. For the 2nd order Volterra and cascade models the exact choice of the number of
model parameters is therefore not critical provided that the plateau is reached. The exception is
the %MSE curve for the 3rd order Volterra model (Figure 7.2B). The number of parameters in
118this model type can have a considerable eect on model performance (Figure 7.2B) indicating
over training.
The minimum %MSE performance of the 2nd order Volterra model of 29.6% (Figure 7.2A)
occurs when it contains a total of 66 parameters. It should be noted that this is the number of
the reduced set of parameters used in the regression matrix of the Wiener Laguerre method.
The total number of parameters M is given by
M =
(J + Q)!
J!Q!
(7.4)
where J is the number of functions in the decomposition (J=6), Equation 2.42, and Q is the
order of the Volterra series. The minimum %MSE performance of the 3rd order Volterra model
of 36.1% (Figure 7.2B) occurs when it contains 35 parameters. As the cascade models contain
dynamic linear and static nonlinear elements it was necessary to determine the variation in
%MSEperformanceacrossbothofthesevariablestoenabletheoptimumnumberofparameters
to be found. The mean %MSE performance for the LN, NL and LNL models with the number
of linear parameters they contain (L) and polynomial order (P) is plotted in Figure 7.2C, D and
E. These results show that the optimum LN cascade model had a mean %MSE performance of
33.1% and contained 26 linear parameters and 6 polynomial coecients (5th order polynomial)
(Figure 7.2C). The optimum NL cascade model had a mean %MSE performance of 32.2% and
contained 36 linear parameters and 5 polynomial coecients (4th order polynomial) (Figure
7.2D). The optimum LNL model had a mean %MSE performance of 26.9% and contained 36
parameters in each linear element and 5 polynomial coecients (4th order) (Figure 7.2E).
Predictive Performance of the GWN Models
Having found the optimum number of parameters for each model structure it was possible to
compare their performance. To provide a more realistic estimate of model performance on
fresh data, predictive performance was calculated on a previously unused 3 s section of steady
state data (Figure 7.1B). Model parameters were estimated using the ﬁrst 3 s of steady state
response (Figure 7.1B). The mean (n=6) performance on test data for the 2nd and 3rd order
Volterra models and the LN, NL and LNL cascade models was 28.0, 38.4, 35.2, 31.5 and 29.1
%MSE respectively. Statistical analysis of these data using the Kruskal Wallis test [77] found
no signiﬁcant dierence (p > 0:05) between the predictive performance of the models.
Model Structure Choice
As performance of the dierent model types was similar the cascade model structure was cho-
sen for use in the current study. This was because the cascade model structure was more suit-
able, as unlike the Volterra series models, its nonlinearity remains in two dimensional space,
regardless of its order.
Measurement noise was reduced by taking the average of two recordings of the response of
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Figure 7.3: LNL model validation with GWN and sinusoidal stimulation. Note that the LNL
model parameters are estimated using GWN estimation data and validation is carried out using
GWN test data and the response of FETi to 5 Hz sinusoidal stimulation of the FeCO. The
examples are generated using data recorded from Animal 4. (A) The response of FETi to
GWN stimulation of the FeCO and the signal predicted by the LNL model (test data). (B)
The spectrum of these signals. (C) The response of FETi to 5 Hz sinusoidal stimulation of the
FeCO and the signal predicted by the LNL model. (D) The spectrum of these signals. The LNL
model, with its 4th order nonlinear element can successfully capture the higher order dynamics
in the response of FETi.
FETi to the same sinusoidal input signal. Models, with their parameters estimated from GWN
input/output data, were evaluated by calculating the %MSE between the average measured
output of FETi to sinusoidal stimulation and the predicted model output to sinusoidal input on
a 3 s section of data.
The mean (n=6) performance on test data for the LN, NL and LNL cascade models was 38.2,
34.1 and 20.4 %MSE respectively. As statistical analysis of these data using the Kruskal Wallis
test [77] found a signiﬁcant dierence (p < 0:05) between the predictive performance of the
LNL and the LN and NL models, the LNL structure was chosen to represent FETi. It should
be noted that the predictive performance of the 2nd and 3rd order Volterra models was 66.7 and
>100 %MSE respectively, and they are thus clearly inferior in their ability to generalise.
An example of the typical response of FETi to GWN and 5 Hz sinusoidal stimulation and the
LNL model predictions are shown in the time and frequency domain in Figure 7.3. Analysis
of the response of FETi to 5 Hz sinusoidal stimulation shows how the LNL model with its 4th
order polynomial element is able to capture the half wave rectifying dynamics of this system
(Figure 7.3C). The ability of the model to represent the higher order harmonics present in the
response of FETi can be clearly seen by plotting its spectrum (Figure 7.3D). The relatively
high %MSE performance of the LNL model (around 30% for GWN stimulation), suggests
120that it provides quite a poor ﬁt to the system (similar performance was also obtained in [98]).
However, the mean %MDP which could be expected from a LNL model which provides an
exact ﬁt to FETi (GWN stimulation) was estimated to be 20.8%.
7.3.2 Interpretation of Model Parameters
The parameters of the LNL models of FETi estimated from data from animals 1 to 6 are plot-
ted in the time domain in Figure 7.4A, B, C and G. The impulse response of the ﬁrst h()
and second g() linear elements of the model are shown in Figure 7.4A and C respectively.
The input/output responses of the polynomial elements are shown in Figure 7.4B and are ap-
proximately half wave rectifying in nature. Two standard deviations of the input signal to the
polynomial elements are marked by dashed vertical lines. The Gaussian distribution of the
input signal causes parameter estimation error to be greatest in the tails of the polynomial el-
ements as fewer data points are available at large amplitude values [50]. The combined linear
element chg(), the convolution of h() with g(), is plotted in Figure 7.4G. The frequency re-
sponses of the linear elements are plotted in Figure 7.4D, F and H. The range between DC and
the upper stimulus frequency of the GWN input signal (50 Hz) is of main interest.
As the LNL model is a subset of the Volterra series, its parameters can be transformed directly
into Volterra form. This allows the parameters of the LNL model of FETi estimated in the
current study to be compared with those of the 2nd order Volterra models used in the study by
Newland and Kondoh [98]. In the current study the 2nd order Volterra kernels were calculated
directly from the mean (n=6) parameters of the LNL model using
hn (1;:::;n) = cn
T 1 X
=0
g()h(1   )h(2   ) (7.5)
The 1st order Volterra kernel is created by convolving the two linear elements of the LNL model
and scaling the result by the c(1) polynomial coecient, Equation 7.5. It is equivalent to the
combined linear elements of the LNL model. The 2nd order Volterra kernel is the convolution
of the second linear element, g(), with two copies of the ﬁrst linear element, h(), for dierent
lags 1 and 2. The result of this convolution is scaled by the c(2) polynomial coecient.
As the gain and delay of the LNL model can be split arbitrarily between its linear elements its
combined linear response is considered. The peak position of the combined linear element of
the LNL model estimated from Animal 5, which occurs at 26 ms is slightly inconsistent with
that of the other elements (Figure 7.4G). Its shape, however, is very similar to that of the other
elements (Figure 7.4G) and a similar peak position spread was found by Newland and Kondoh
[98] over a larger number of recordings (n=17). The mean (n=6) combined linear parameters
of the LNL model have a monophasic kernel (Figure 7.4G) which has a bandpass frequency
response (Figure 7.4H). Its mean (n=6) gain increases from approximately 12.4dB at 1 Hz to
a maximum of 17.2dB at 15.1 Hz and then drops to 4.4dB at 50 Hz (Figure 7.4H). FETi has
been classiﬁed as mainly position sensitive but with some velocity sensitivity due to the small
121increase in its frequency response (Figure 7.4H) [35, 54, 98, 117] (Section 7.2.2). A similar
conclusion was also reached in a study which used narrow band (triangular) stimulus signals at
frequencies between 0.1 and 20 Hz [44].
The half wave rectifying function (Figure 7.4B) represents the directional sensitivity of FETi.
The inputs to the FETi motor neuron are excitatory (polynomial output values between 0 and
1, Figure 7.4B); the extensor reﬂex system responds to extension movements. A similar con-
clusion was reached by Newland and Kondoh [98] but from analysis of the 2nd order Volterra
kernel. The 2nd order Volterra kernel of the LNL model (Figure 7.4E) is very similar to that
of their 2nd order kernel estimated directly from input/output data [98]. Their mean 2nd order
kernel parameter values had a positive elongated peak on the diagonal at 1 = 2 = 15   30
ms and two smaller negative o diagonal peaks (Figure 5.6). In the current study a positive
elongated peak was found on the diagonal at 1 = 2 = 14   34 ms along with two smaller
negative o diagonal peaks (Figure 7.4E).
7.3.3 Transient and Steady State Dynamics and Nonlinear Responses
FETi Frequency Response Changes with Time
Block wise LNL models were estimated from 3 s non overlapping blocks of data recorded
from FETi when GWN stimulation was applied. The frequency response (magnitude only) of
the combined linear element of the LNL model was estimated from each block (block wise
(BW), Figure 7.5). The frequency responses shown in Figure 7.5A are calculated from the
model estimated from the transient response of FETi and those in Figure 7.5D to H from its
steady state response. Parameter estimation error is also considered and represented by the 2.5
and 97.5% percentiles (Figure 7.5, BW  pctl) calculated from MC trials (100). The average
modelfrequencyresponsefromthesteadystatesectionisrepresentedbySS(Figure7.5). This
example also illustrates how little the frequency response of the block wise model changes with
time (Figure 7.5A to H). It also demonstrates how the dynamics of FETi (Dyn, Figure 7.5) can
be represented by the gradient of a regression line ﬁtted to the model’s frequency response
(magnitude only) between 2 and 15 Hz (Figure 7.5). Comparison of FETi dynamics with that
of ideal position (IP) and ideal velocity (IV) sensitive models reinforces the classiﬁcation of
FETi in Section 7.3.2 as being mainly position sensitive but with some velocity sensitivity.
FETi Dynamics
In this section a null hypothesis that FETi dynamics are the same in the transient and the steady
state response sections is tested.
LNL model parameters were estimated from 3 s long non overlapping blocks of input/output
data recorded from FETi. Models were ﬁtted to the data from the onset of GWN stimulation
until the end of the steady state section. Six LNL models were estimated from the six dierent
122animals (A1 to A6) (Figure 7.6A to F respectively). The ﬁrst LNL model corresponds to the
transient response of FETi. A regression line was ﬁtted to the frequency response (magnitude
only) of the combined linear element of each block wise model. The regression line was ﬁtted
between 2 and 15 Hz [35] and its gradient was used as a measure of the dynamics of FETi for
each 3 s block (Figure 7.6 BW). For reference, the gradient of a regression line, ﬁtted to the
frequency response (magnitude only) of ideal position and velocity sensitive LNL models, was
also calculated (Figure 7.6 IP and IV respectively). Comparison of FETi dynamics with that
of ideal position and velocity sensitive models reinforces the classiﬁcation of FETi (Section
7.3.2) as being position sensitive but with some velocity sensitivity. MC simulations were used
to provide an estimate of LNL parameter estimation error for each block wise model (Section
7.2.3). Parameter estimation error was represented by plotting the 2.5 and 97.5% percentiles
of these values around the gradient value estimated from input/output data (Figure 7.6 BW 
pctl).
Firstly the null hypothesis was tested using the Wilcoxon signed rank test. There were two
nominal values, time (transient and steady state) and individual animals (A1 to A6) and one
measurement variable, the gradient value [92]. The median change between the transient and
average steady state gradient values was not signiﬁcantly dierent from zero (p > 0:05).
Secondly the analysis was extended to consider the accuracy of the gradient estimates, obtained
using MC simulations, and changes in FETi dynamics with time in each individual animal. It
was used to assess whether dierences existed between transient and steady state dynamics or
if they were due to parameter estimation error caused by noise. As the transient gradient value
 the parameter estimation error (Figure 7.6 BW  pctl) falls on the average of the steady state
gradient values (Figure 7.6, SS) in each animal it was concluded that any dierences between
transient and steady state dynamics could be explained by parameter estimation error caused
by noise.
It should be noted, however, that there were four cases, in two animals (Figure 7.6B and F,
marked in bold black), when gradient values and their parameter estimation error did not fall
on to the average steady state gradient values (Figure 7.6, SS). In order to investigate these
exceptions and to test for the possibility of a general trend in the dynamics of FETi further
statistical analysis was carried out using the Kruskal Wallis test. There was one nominal value,
time (blocks 1 to 8) and one measurement variable, the gradient value [92]. As the results were
not signiﬁcant (p > 0:05) the null hypothesis that the dynamics of FETi in each 3 s block are
the same could not be rejected.
These results lead to the conclusion that the dynamics of FETi in its transient and steady state
sections do not change signiﬁcantly.
FETi Nonlinear Responses
In this section a null hypothesis that FETi nonlinear responses are the same in the transient
and the steady state response sections is tested. The nonlinear response of FETi to GWN
123stimulation was represented using the input/output response of the polynomial element of the
block wise models estimated from the six dierent animals (Figure 7.7A to F).
As in Section 7.3.3, LNL model parameters were estimated from 3 s long non overlapping
blocks of data. The input/output response of the polynomial element of the LNL model esti-
mated from the ﬁrst 3 s block of data corresponds to the transient nonlinear response of FETi
(TR, Figure 7.7). The steady state nonlinear response of FETi is represented by the average
of the block wise polynomial input/output responses estimated from the steady state section of
data (SS, Figure 7.7). MC simulations were used to provide an estimate of LNL parameter
estimation error (Section 7.2.3) for the transient polynomial input/output response and repre-
sented by plotting the 2.5 and 97.5% percentiles of the 100 MC simulations (TR  pctl, Figure
7.7). Transient polynomial and parameter estimation error values which do not overlap the
steady state response values are coloured in black and marked in bold (Figure 7.7).
The null hypothesis that FETi nonlinear responses are the same in the transient and steady state
response sections was tested using the Wilcoxon signed rank test. For each input value there
were two nominal values, time (transient and steady state) and individual animals. There was
also one measurement variable, the output of the polynomial function [92]. This test was re-
peated for each input value. Unlike the results for system dynamics (Section 7.3.3), the null
hypothesis was rejected for some input values. The median change between states for poly-
nomial input values between -0.44 and -0.8 were signiﬁcantly dierent from zero (p < 0:05).
These values are marked in Figure 7.7 using a shaded blue patch. Whilst a signiﬁcant dier-
ence existed between transient and steady state nonlinear responses, this eect was small and
also near the tail of the polynomial. This is a region of the nonlinearity with high estimation
errors. Furthermore, the change was not signiﬁcant in any individual as the parameter estima-
tion error values from the transient response (TR  pctl, Figure 7.7) overlap the average steady
state response values (SS, Figure 7.7).
These results lead to the conclusion that while there are signiﬁcant dierences between tran-
sient and steady state nonlinear responses the dierences are small and the shape of the non
linearity remains very similar. Furthermore, these small dierences would not change the de-
scription of FETi behaviour.
Sinusoidal Stimulation
In this section the null hypothesis that FETi response to 5 Hz sinusoidal stimulation remains
the same in the transient and steady state sections is tested.
The transient response coherent average (TRCA) and the steady state response coherent av-
erage mean (SSCA) of FETi across six animals (A1 to A6), are shown in Figure 7.8A to F
respectively. The output signal recorded from FETi was split into 3 s long non overlapping
blocks of data. The ﬁrst block represents the transient response of FETi and blocks 4 to 8 its
steady state response. In each block the coherent average was formed by splitting the output
signal of FETi into segments corresponding to one cycle of the input signal (0.2 s long) and
124then averaging. The average of these coherent averages from blocks 4 to 8 were used to cal-
culate SSCA. In addition, the variability of the response of FETi was represented by plotting
the 2.5 and 97.5% percentiles (TR  pctl and SSCA pctl, Figure 7.8) of the transient and the
average steady state cycle values.
The null hypothesis was tested using the Wilcoxon signed rank test. For each time point (Figure
7.8, x axis) there were two nominal values, response section (transient and steady state) and
individual animals. There was also one measurement variable, the normalised signal amplitude
[92]. This test was repeated for each time point. As no signiﬁcant dierences were found
(p > 0:05) this result provides further evidence that system dynamics and nonlinear responses
in the transient and steady state section are similar.
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Figure 7.4: The parameters of LNL models of FETi. The bottom right panel deﬁnes the traces,
for example A1 represents the results obtained from Animal 1. (A) The ﬁrst linear element
h(). (B) The input/output response of the polynomial element resembles a half wave rectiﬁer
and the directional sensitivity of FETi. Leg ﬂexion occurs when the input signal is between 0
and 1 and extension between 0 and -1. Excitatory inputs to the FETi motor neuron occur when
the output signal is between 0 and 1, inhibitory inputs to the FETi motor neuron occur when
it is between 0 and -1. Two standard deviations of the input signal to the polynomial elements
are marked by dashed blue lines. (C) The second linear element g(). (D) The frequency
response (magnitude) of h(). (E) The 2nd order Volterra kernel calculated directly from the
mean (n=6) parameters of the LNL model. (F) The frequency response (magnitude) of g().
(G) The combined linear element chg(). (H) The combined linear parameters (the convolution
of the parameters of the linear elements) have a bandpass frequency response. This led to the
classiﬁcation of FETi as mainly position sensitive but with velocity sensitivity.
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Figure 7.5: Changes in the frequency response (magnitude only) of the combined linear ele-
ments of block wise LNL models of FETi with time. This example was generated from data
from Animal 3. (A) - (H) Block wise LNL models were estimated from 3 s non overlapping
blocks of data recorded when GWN stimulation was applied. The frequency response (magni-
tude only) of the combined linear element of the LNL model was estimated from each block
(BW). (A) The frequency response was estimated from the transient response of FETi and in
(D) - (H) its steady state response. Parameter estimation error is also considered and repre-
sented by the 2.5 and 97.5% percentiles (BW  pctl) calculated from MC trials (100). SS is
the average model frequency response from the steady state section. This example illustrates
how little the frequency response of the block wise model changes with time. It also demon-
strates how the dynamics of FETi (Dyn) can be represented by the gradient of a regression line
ﬁtted to the model’s frequency response (magnitude only) between 2 and 15 Hz. Comparison
of FETi dynamics with that of ideal position (IP) and velocity sensitive (IV) models reinforces
the classiﬁcation of FETi in Section 7.3.2 as being mainly position sensitive but with some
velocity sensitivity.
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Figure 7.6: Changes in the dynamics of LNL models of FETi with time. Block wise LNL
models were estimated from 3 s non overlapping blocks of data recorded from FETi when
GWN stimulation was applied. The results obtained from animals 1 to 6 are shown in (A) to
(F) respectively. The dynamics of FETi was represented by the gradient of a regression line
(Figure 7.5), ﬁtted to the frequency response (magnitude only) of the combined linear element
of the LNL models between 2 and 15 Hz (BW). The vertical blue line marks the start of the
steady state section. The average of the gradient values estimated from the steady state section
is marked using a horizontal red line (SS). The ﬁrst gradient value represents the dynamics
of the transient response of FETi. Parameter estimation accuracy is represented by the 2.5 and
97.5% percentiles (BW  pctl) of the gradient values from MC trials for each block. Cases
where the gradient values and parameter estimation error (BW  pctl) do not fall on SS are
marked in black. The null hypothesis, that FETi dynamics are the same during transient and
steady state response sections, could not be rejected (Wilcoxon signed rank, p > 0:05). This
suggests that the dynamics of the transient and steady state responses of FETi are the same.
The gradient of a regression line ﬁtted to the frequency response (magnitude only) of ideal
position (IP) and velocity (IV) sensitive models is also shown. Comparison of FETi dynamics
with that of ideal position and velocity sensitive models reinforces the classiﬁcation of FETi in
Section 7.3.2 as being mainly position sensitive but with some velocity sensitivity.
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Figure 7.7: The transient and steady state nonlinear responses of FETi. The nonlinear response
of FETi was represented by the nonlinear input/output response of the polynomial element of
LNL models. Block wise LNL models were estimated from 3 s non overlapping blocks of data
recorded from FETi when GWN stimulation was applied. (A) - (F) The results obtained from
animals 1 to 6 respectively. Two standard deviations of the input to the polynomial elements are
marked by dashed blue lines. A null hypothesis that the nonlinear response of FETi is the same
during transient (TR) and mean steady state (SS) response section was tested. Parameter
estimation error is also considered and represented by the 2.5 and 97.5% percentiles (TR 
pctl) calculated from MC trials (100). TR  pctl values which do not overlap the SS values
are coloured in black and marked in bold. The blue shaded area highlights parameter values
which are signiﬁcantly dierent from zero (Wilcoxon signed rank, p < 0:05).
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Figure 7.8: The transient and steady state response of FETi to 5 Hz stimulation. FETi transient
response coherent average (TRCA) and steady state response coherent average mean SSCA
are shown. Coherent averages are calculated from 3 s long non overlapping blocks of data.
(A) - (F) The results obtained from animals 1 to 6 respectively. The variability of the response
of FETi was represented by plotting the 2.5 and 97.5% percentiles (TR  pctl and SSCA
pctl) of the transient and average steady state cycle values. Response variability is greater in
the transient response of FETi. It is also greater in both transient and steady state sections for
negative input values (leg in extension). Leg ﬂexion occurs when the normalised amplitude of
the input signal is between 0 and 1 and extension between 0 and -1. Excitatory and inhibitory
inputs to FETi are represented by positive and negative values respectively. The null hypothe-
sis, that FETi responses are the same during transient and steady state response sections, could
not be rejected (Wilcoxon signed rank, p > 0:05).
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7.4.1 Methodological Considerations
The aim of this study was to apply the LNL model (Chapter 5) in a quasi stationary fash-
ion to enable adaptation and steady state dynamics and nonlinear responses of an invertebrate
neuromuscular reﬂex limb control system to be investigated.
It was identiﬁed (Chapter 6) that the high levels of measurement noise present in the response
of FETi and the short data lengths for model estimation resulted in relatively high levels of
parameter estimation error. As it was desirable to reduce this error, to allow the null hypothesis
to be robustly tested, measurement noise in the output signal was reduced in the current study
by applying the stimulation signal twice. The average of the two responses was taken as the
output signal for model estimation. Averaging over just two runs only reduces measurement
noise by a small amount and ideally multiple runs would have been used [83]. However,
given the experimental protocol and the duration over which recordings could be made in the
preparation, this was not feasible.
The methods described in Chapter 5 to validate and select the optimum number of model
parameters have been extended in the current study. Data were now split into estimation,
validation and test sections with the estimation and validation data being split into multiple
non-contiguous sections to ensure that over training did not occur [95]. Whilst the system iden-
tiﬁcation methods used in the study (described in Chapter 5 and in the current chapter) dier,
the results obtained from both of the studies were very similar. For example, the parameters of
the LNL models are very similar (compare Figure 5.11D and B with Figure 7.4G and B). Fur-
thermore, model parameter optimisation gave similar results. In Chapter 5 the optimum LNL
model had a %MSE performance of 32.8% (estimation data) and contained 28 linear param-
eters, in each linear element, and 6 polynomial coecients (5thorder). In the current chapter,
the optimum LNL model had a %MSE performance of 26.9% (estimation data) and contained
36 linear parameters, in each linear element, and 5 polynomial coecients (4thorder).
In Chapter 5 the %MSE predictive performance of the LNL model was 29.9% (GWN stimu-
lation and predictive performance measured using validation data). In the current chapter, us-
ing the averaging approach, the %MSE predictive performance of the LNL model was 26.9%
(GWN stimulation and predictive performance measured using validation data). It should be
noted that the work described in Chapter 5 and in this chapter used dierent segments of data
for model estimation and validation. Whilst it has been assumed that the system’s response is
deterministic and that measurement noise is stationary, it is possible that this is not the case. It
is, therefore, not possible to determine if this improvement in %MSE predictive performance
is solely due to signal averaging. The method used to optimise the number of model param-
eters (Chapter 5, Section 5.2.3) was extended in the current study and data are now split into
model estimation, validation and test data sections. The performance of the LNL model when
validated using test data was found to be 29.1%. This suggests that, as has been found in other
work [95], using the same data for validation and test may provide an overly optimistic estimate
131of the model’s predictive performance.
In Chapter 5 the rather high %MSE performance of the LNL model (around 30%) was noted.
It was concluded in Section 5.4 that the high %MSE value was due to the low SNR ratio
of the output signal recorded from FETi rather than poor model ﬁt. The consistency of the
estimated kernels across and within animals (Figures 5.4, 5.7 and 7.4) also suggests that the
model provides robust characterisation of the system [87] and that predictive performance of
the model is due to the high level of activity unrelated to the input. This conclusion has been
reinforced in the current chapter as the mean %Maximum Deterministic Performance (MDP)
which could be expected from a model which provides an exact ﬁt to FETi (GWN stimulation)
was estimated to be 20.8%.
7.4.2 Adaptation in Reﬂex Limb Control
The neural elements of both vertebrate and invertebrate reﬂex limb control systems are known
to adapt their responses to constant stimulation [102]. Neurons have been found to either
change their ﬁring frequency [49] or the amplitude (power) of their synaptic response [44].
Adaptation provides numerous beneﬁts, for example facilitating stable but reactive limb control
[72]. Adaptation to repetitive stimulation over a time scale of seconds has been shown to occur
in locust tactile hair aerents [96], locust hind leg ﬂexor tibia motor neurons [44], the stick
insect’s femur-tibia feedback system [10] and non spiking and spiking crab limb proprioceptors
[54].
The locust’s local circuit is composed of sensory neurons [20] located in the FeCO stretch re-
ceptor [46], spiking [117] and non spiking interneurons [35]. The sensory neurons synapse di-
rectly on to FETi, and connect indirectly through the spiking and local non spiking interneurons
via multiple parallel paths [20]. Previous work has shown that there is considerable variation
in the sensitivity of the neurons in this network to position, velocity and acceleration and also
to range and direction [35, 46, 73, 117] but has only considered steady state responses. Out-
put power adaptation could occur in any of these elements, for example through presynaptic
inhibition of the sensory neurons [24] or changes in the weighting of the excitatory or in-
hibitory pathways via the interneurons with the potential to change the dynamics and nonlinear
responses of this system. In the current study, the null hypothesis that FETi dynamics and non-
linear responses are the same during transient and steady state sections has been tested using
a model based approach. It has been assumed that FETi can be represented over 3 s as a time
invariant model and that measurement/background noise is stationary. Shorter blocks would
be desirable to study faster changes but that would require dierent models and experimental
procedures. MC simulations have been used to make the problem tractable.
Whilst this system identiﬁcation study of adaptation has provided some evidence of signiﬁcant
nonlinear changes between transient and steady state sections the eect was small and only
found in the tail of the polynomial nonlinearity. This change would not aect the way in which
the neural circuits behaviour might be described and can thus probably be ignored for practical
132purposes. The use of biologically more relevant 5 Hz sinusoidal stimulation reinforces this
conclusion. The methodological implication is that either transient or steady state response
data combined with a parsimonious LNL model structure can be used to represent the dynamics
and nonlinear responses of the mechanical and neural elements of locust reﬂex limb control
systems.
The functional/physiological implication is that whilst the power in the response of the control
system adapts with time its dynamic and nonlinear responses remain similar.
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Summary, Discussion and Suggestions
for Further Work
8.1 Summary
The system identiﬁcation approach, coupled with GWN stimulation, has provided a useful tool
for investigating and categorising the function of both human [33, 122, 123] and invertebrate
[73, 97, 98, 117] limb control systems. The aim of these system identiﬁcation studies has been
to increase understanding of how these systems function. This knowledge has the potential
for improving treatment of patients with neuromuscular dysfunction and to enhance the design
of engineering control systems used for robotic applications. As the response of the majority
of such biological control systems is nonlinear, nonlinear system identiﬁcation methods have
therefore been required. Nonlinear Volterra or Wiener series models have been the structure of
choice used in previous investigations. GWN stimulation, band limited to cover the operating
range of interest, provides a computationally convenient input signal which is information rich,
covering a wide range of amplitudes and frequencies. These desirable properties simplify the
computation and allow the parameters of the Volterra/Wiener models to be estimated from as
little as 20-30 seconds of data.
The literature review in Chapter 3 revealed two established approaches for investigating inver-
tebrate reﬂex limb control systems. The ﬁrst approach used by investigators was to excite these
systems with physiological input signals and use simple analysis methods to link the resulting
nerve impulses to system function. The second approach, applied in more recent investiga-
tions, has used system identiﬁcation techniques coupled with GWN stimulation. The literature
review has identiﬁed a more recently emerging trend which uses the system identiﬁcation ap-
proach but with natural input signals to excite the biological system. It has also identiﬁed that
whilst the local networks that control limb movements in both the locust and crab are known to
adapt their output amplitude or spike ﬁring rate to repetitive stimulation [44, 54] little work has
been carried out to investigate this property. Furthermore, no previous studies appear to have
applied the GWN system identiﬁcation technique to investigate adaptation of the dynamics and
135nonlinear responses of such systems.
Given the potential beneﬁts of understanding invertebrate reﬂex limb control under natural op-
erating conditions and during its transient (adapting) and steady state responses the objectives
of this study were:
1. To reﬁne the experimental methods used to prepare, measure and analyse the reﬂex re-
sponse of neuromuscular elements in invertebrate limb control systems.
2. To ﬁnd a parsimonious nonlinear (Volterra type) model which allows robust parameter
estimation from short data lengths and gives accurate predictive performance.
3. To extend previousstudies to probe thelimitations of the parsimonious modelby measur-
ing its accuracy at predicting the response of the system to sinusoidal and more natural
walking inputs.
4. To investigate and, if required, improve the robustness of the parameter estimation meth-
ods to the properties of the experimental signals.
5. To determine the suitability of the parsimonious model as a tool for modelling the dy-
namics and nonlinear responses of the neuromuscular elements in invertebrate limb con-
trol systems during both transient and steady state response sections. This was carried
out by applying the model to test the null hypothesis that FETi dynamics and nonlinear
responses are the same during transient and steady state sections.
6. To recommend experimental and data analysis methods for further model based studies
of invertebrate neurophysiology.
The equipment and methods used by previous studies to investigate invertebrate neuromuscu-
lar limb control systems have been improved (Chapter 4). The impact of the shaker ampliﬁer,
shaker, new forceps mount and forceps (input stage) was assessed using a system identiﬁcation
approach. Having removed the resonance caused by the old forceps mount it was concluded
that the properties of the input stage could now be ignored. Dissections were carried out to
reveal the location of the loop structure in the apodeme and ensure that it was not damaged dur-
ing experiments. These dissections revealed a previously unreported bifurcation of the ﬂexor
strand. The adaptation rate (power) of the FETi motor neuron to GWN and sinusoidal stim-
ulation has been shown in general to be similar and this has aided the deﬁnition of transient
and steady state response sections. The consistency of the response of FETi to sinusoidal and
walking stimulation both in each animal and across animals has been shown using a coher-
ent averaging approach combined with statistical analysis. This result strongly suggests that
the experimental protocol produces robust and repeatable results. It should be noted that, as
was found in other investigations which used a similar experimental set-up and input signals
[44, 98] to stimulate the FeCO as the current study, only synaptic inputs were recorded in FETi.
The system identiﬁcation methods used by previous studies have been extended and developed.
The aim was to ﬁnd a parsimonious model which could be applied in a quasi stationary fashion
to enable the eect of adaptation on the dynamics and nonlinear responses of FETi to be in-
136vestigated. To enable this, the performance of ﬁve parametric model structures were compared
(Chapter 5). The model structures used were: the 2nd and 3rd order nonlinear Volterra models
andthreecascademodels(theLinearNonlinear(LN),theNonlinearLinear(NL)andtheLinear
Nonlinear Linear (LNL)). The number of parameters a model contains can aect its predictive
performance and the computational cost to calculate its parameters [81, 130] but many studies
do not state how the number of parameters in the model are chosen [54, 73, 93, 97, 98]. The
current study has developed a method for optimising the number of parameters in nonlinear
Volterra type system identiﬁcation models. Results have shown that once a plateau in perfor-
mance is reached, change in model order has little eect on its performance. Exact choice of
model order, therefore, is not critical provided that this plateau is reached. The parsimonious
nonlinear LNL model was found to provide the most suitable structure for testing the null hy-
pothesis as its parameters could be accurately estimated from short data lengths and therefore
allowed its application in a quasi stationary fashion. Furthermore, unlike the Volterra models,
the nonlinear polynomial element of the LNL model is simpler to interpret as it remains in two
dimensional space regardless of model order. The LNL structure was, therefore, chosen for
use in the current study to investigate the transient and steady state dynamics and nonlinear
responses of FETi. A LNL model containing 62 parameters, 28 in each linear element and
a 5th order polynomial (6 parameters) for the nonlinear element, was shown to give the most
accurate mean (n=6) %MSE predictive performance on the steady state response of FETi. As
the LNL model is a subset of the Volterra series its parameters can be transformed into Volterra
form. This will allow the LNL models to be used with the classiﬁcation approach used by
previous work [73, 97, 98, 117].
The system identiﬁcation models obtained using GWN stimulation have been validated with
the use of more biologically realistic sinusoidal and walking stimulation signals to determine
where the model performs well and to identify its limitations. The current study has found
that, as in previous work [53], the model fails to accurately predict the output of FETi to the
1 and 2 Hz sinusoidal and the walking stimulation. However, unlike previous work [53], the
model could predict the output of FETi to 5 and 10 Hz sinusoidal stimulation as accurately as
it could predict its response to GWN. A 5 Hz frequency is functionally relevant as it matches
the stepping frequency of 5.1 Hz  0.56 Hz observed in other work [13] from ten animals.
The robustness of the LNL parameter estimation methods to the properties of the experimen-
tal signals (low pass ﬁltered GWN input and high levels of output measurement noise) was
described in Chapter 6. The performance of dierent KH based LNL parameter estimation
methods was compared using experimental data and computer simulations. As was found in
previous work [15, 27, 29, 33, 79, 107] and in the current study, such gradient based methods
require careful parameter initialisation to ensure that they converge to the global rather than
suboptimal local minima. This is a property common to all gradient based methods working
with multi modal error surfaces. The DE based methods which have been designed to deal with
local minimum and so should converge to the global minimum, were therefore used to check
the convergence of KH based methods. The DE and DDE methods were found to remove the
requirement for careful parameter initialisation and have the advantage of a ﬂexible cost func-
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frequency parameter estimation error which occurs in the second linear element of the LNL
model when the standard KH or DE methods are used. The results have shown that all methods
eectively reduce parameter estimation error whilst retaining accurate %MSE predictive model
performance. Through the use of Monte Carlo simulations, the DDE and the DKH methods
were found to be less accurate, in terms of parameter bias and variance, than the SKH method.
The DDE method is also computationally more expensive. The SKH method was therefore
chosen for use by the current study (Chapter 7).
The use of the parsimonious cascade model structure applied in a quasi stationary fashion
coupled with Monte Carlo (MC) simulations has been shown to provide a useful tool for the
characterisation of the dynamics and nonlinear responses of the neuromuscular elements in
an invertebrate limb control system during both transient and steady state response sections.
This method has allowed the null hypothesis that FETi dynamics and nonlinear responses are
the same during transient and steady state sections to be tested (Chapter 7). It has shown
that key FETi dynamics remain relatively unchanged during repetitive stimulation while output
amplitude adaptation is occurring. Whilst it has also revealed evidence of signiﬁcant changes
between nonlinear responses in transient and steady state sections the eect was small and only
found in the tail of the polynomial nonlinearity. This change would not aect the way in which
the neural circuits behaviour might be described and can thus probably be ignored for practical
purposes. The use of biologically more relevant 5 Hz sinusoidal stimulation reinforces this
conclusion.
8.2 Discussion
The main aim of the current study, to ﬁnd a parsimonious model which could be applied in a
quasi stationary fashion to enable the dynamics and nonlinear responses of the neuromuscular
elements in invertebrate limb control systems during both transient and steady state response
sections to be investigated has been achieved (Chapter 7). This method has been applied to test
the null hypothesis that FETi dynamics and nonlinear responses are the same during transient
and steady state sections.
The quasi stationary approach used in this study, however, assumes that FETi can be repre-
sented as a time invariant model over the 3 s window and that measurement noise is stationary.
Shorter data windows are required to enable faster changes to be studied but that would require
dierent models and experimental procedures (Section 8.3). The quasi stationary approach
may not fully capture underlying parameter changes as it makes a compromise between time
resolution and parameter estimation accuracy. This, however, is also the case with other param-
eter tracking methods. The quasi stationary approach is a commonly used and well established
method of dealing with time varying systems and importantly it does not require any complex
methodological or mathematical formulations [42, 87].
Adaptive ﬁltering [124] methods can be used to estimate model parameters in a more contin-
138uous fashion and have the potential to increase the accuracy of the parameters of successive
model estimates [14, 87]. In the unpublished work by Natalia Angarita-Jaimes the parameter
estimation accuracy of the quasi stationary and adaptive ﬁltering approaches with a linear FIR
model structure were compared. This study used data recorded from the non spiking interneu-
rons in the locust femur/tibia reﬂex control loop and both Least Mean Squares (LMS) and
Recursive Least Squares (RLS) adaptive algorithms were tested [124]. However, no beneﬁt
was found between the use of the quasi stationary approach and an adaptive ﬁltering approach
(private communication, Natalia Angarita-Jaimes).
Because of the low sample size (6 animals) non parametric rather than parametric statistical
tests were chosen for use in the current study. However, given that the data were also noisy,
caution was required when interpreting the results of these test and wherever possible MC test-
ing was also carried out [64]. Further work should increase the sample size and also consider
the use of Bayesian analysis [119]. It should also be noted that as in a previous study [44],
given that the apodeme to tibial insertion is composed of hard rather than soft tissue, it was
assumed that the steady state displacement angle relationship (Figure 4.7) holds for dynamic
excitation signals. Further work is required to test this assumption.
The current study and the majority of previous system identiﬁcation studies of neuromuscular
invertebrate reﬂex control [54, 73, 97, 98, 117] have so far only used the linear element of non-
linear Volterra or cascade model structures to characterise the dynamics of the neural elements
(sensitivity to position, velocity or acceleration). This is probably because the interpretation
of the 1st order Wiener/Volterra kernels, which represent the linear IRF of a system, is rela-
tively straightforward whilst that of the 2nd order kernels is very complex. A disadvantage with
this approach is that the nonlinear frequency response of the model, and hence the system, is
not used for system classiﬁcation. It should be noted that the inclusion of the nonlinear 2nd
order Volterra kernel improves the mean predictive performance of the model by  15%MSE
[98]. Methods which cluster the responses of neurons based on their linear and nonlinear re-
sponses to physiologically realistic inputs have been developed and applied to the non spiking
interneurons responsible for reﬂex control of the locust’s hind leg [5, 35]. The great diversity
of response types found in [5] was clearly the result of strong nonlinear responses in some of
the non spiking interneurons. Further work, therefore, is required to extend previous analysis
of sensory, spiking inter and motor neurons [73, 97, 98, 117] to consider the model’s overall
(linear and nonlinear) responses.
System identiﬁcation models generated using GWN stimulation signals are commonly vali-
dated by calculating their performance at predicting the response of the system to further GWN
stimulation [87, 123]. This approach is also often commonly employed by studies of inverte-
brate reﬂex limb control systems [54, 73, 97, 98, 117]. As the inputs to the FeCO in a freely
moving locust are very dierent from those of GWN stimulation it is important to evaluate the
ability of the models to predict the responses to natural stimulation. A previous study by French
et al. [53] validated 3rd order Volterra models of spider sensory neurons, with their parameters
estimated using a GWN input signal, with step inputs. Their models could predict the response
of the system to GWN with “...reasonable ﬁdelity” [53]. The mean predictive performance of
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model of the Type B neuron (n = 10; performance was calculated using validation data). It is
interesting to note that very similar levels of %MSE accuracy (on GWN validation data) were
provided by the LNL models of FETi developed in the current study. The Volterra models of
the spider sensory neurons, however, failed to predict the response of the two neurons to step
input stimulation [53]. French et al. [53] suggest two reasons for this failure. The ﬁrst was that
the model structure is not ﬂexible or powerful enough to capture the underlying neural process;
the second, that wide-band stimuli may change the response of the neurons and so models gen-
erated using this input signal will not be able to predict the response of the system to narrow
or band limited stimulation. The fact that the properties of the stimulus signal can alter the
response of sensory neurons has also been found by other investigators [70, 115, 126, 127].
In the current study, as in the work by French et al. [53], the LNL model (generated using
GWN stimulation) could not accurately predict the output of FETi to 1 and 2 Hz sinusoidal
stimulation and the walking stimulation. The LNL model, however, could predict the output
of FETi to 5 and 10 Hz sinusoidal stimulation with the same level of accuracy as its response
to GWN stimulation. With hindsight, it may have been optimistic to expect a model estimated
from the response of the system to band limited GWN over the frequency range from 0-50 Hz
to be able to accurately predict the response of the system to narrow band signals covering the
frequencyrangefrom0-2Hz. Ljung[81]suggeststhatmodelsshouldbelimitedtorepresenting
a maximum of three decades of frequency range. Because of the nonlinear nature of the system,
new experiments to measure and record its response to GWN stimulation, band limited over
a narrower range, need to be carried out. Care needs to be taken to ensure that the amplitude
range of the GWN stimulus signal covers that of the sinusoidal and walking signals. These data
need to be collected before the ability of the system identiﬁcation models to generalise can be
properly and fairly tested. However, it should be noted that the study by Angarita-Jaimes et
al. [5] found that nonlinear Volterra models (generated using GWN stimulation) could predict
the response of non spiking interneurons to walking stimulation with at least the same level of
accuracy as they could predict their responses to GWN stimulation. However, model predictive
performance in the study by Angarita-Jaimes et al. [5] (80%MSE) was generally less accurate
than the in current study (30%MSE).
Whilst use of more natural sinusoidal and walking stimulation signals for model validation
has allowed the limitations of the model to be determined it raises the question, what is the
best input for increasing understanding of the neural elements of reﬂex limb control systems?
Furthermore, is a walking input the most intelligent choice for probing a reﬂex system?
The current study and that by Angarita-Jaimes et al. [5] have made much progress in the appli-
cation and evaluation of system identiﬁcation methods. However, additional work is required
before a full understanding of how reﬂex control operates and is integrated into the locust’s
robust and adaptive locomotor control system.
The non parametric system identiﬁcation approach with Volterra type models has been shown
to be a useful tool which has improved understanding of both invertebrate [53, 54, 98, 117] and
140human [33, 122, 123] systems. It is, therefore, hoped that the methods developed in the current
study have the potential to generalise to other invertebrate and vertebrate systems.
8.3 Suggestions for Further Work
Further work remains in terms of the development and validation of system identiﬁcation meth-
ods and their application and interpretation to improve understanding of the locust’s local hind
leg reﬂex control system. This section provides a number of suggestions for future work.
Given the parsimonious LNL model structure and Monte Carlo simulations developed in this
study it is now possible to quantify the dynamics and nonlinear responses of the sensory, inter
and motor neurons in the locust local hind leg reﬂex control system. As the transient response
of the system may be more important than its steady state response this investigation could
provide key information regarding system function. As the spiking output signal produced by
some of the neurons in this system is a discrete sequence of events, rather than the continuously
varying function of time measured in the FETi system, modiﬁcations to the model structure,
parameter estimation method and predictive performance measurement will be required [99].
Further insight into locust local hind leg reﬂex control system function may be gained through
the application of methods from the ﬁeld of information theory [37]. Such methods should, for
example, make it possible to determine if the system is tuned to behaviourally relevant features
or codes a wide range of dierent stimuli [82]. Such methods may also help to map connections
between the sensory, inter and motor neurons in the locust reﬂex limb control system [118].
The analysis of the rate of power adaptation in the response of the FETi motor neuron to GWN
stimulation has already been extended to consider the Posterior Intermediate Flexor Tibiae
(PIFlTi) and the slow and extensor tibia (SETi) motor neurons in the study by Dewhirst et al.
[34]. In that study, the adaptation rate of the two extensor (SETi and FETi) and one ﬂexor
(PlFITi) motor neuron to 27 Hz band limited GWN stimulation of the FeCO were found to be
the same. Further work is required, using both GWN and more natural stimulation signals, to
map the adaptation rates of the sensory, inter and motor neurons in the network responsible for
reﬂex hind limb control in the locust.
8.3.1 General Experimental and Signal Processing Work
A number of experimental and system identiﬁcation issues have arisen throughout this study,
many of which have been resolved but some require further attention and reﬁnement. Models
of the FETi system, for instance, contain the properties of the shaker ampliﬁer, shaker, forceps
mountandforceps. Thefrequencyresponseofthesecomponentshasbeenshownbythecurrent
study to be ﬂat within 2dB and to have an approximately linear phase response over the 0-50
Hz frequency range. Further work, however, should be carried out to determine the frequency
response of the glass electrode and the ampliﬁer used to measure the signal produced by the
141FETi system, as their properties will also be included in the system identiﬁcation models.
The failure of the model (GWN estimated parameters) to generalise at lower frequencies could
occur because the FETi system responds dierently to low frequency GWN, sinusoidal and
walking input signals. An approach could be taken which compares models estimated from
synthetic or GWN stimulus and stimuli with their properties based on natural inputs [31, 113,
114]. The Least Squares parameter estimation method, used in the current study, does not
require an input signal with a white spectrum. It should, therefore be possible to ﬁt models to
the response of the FETi system when natural stimuli (ensemble of walking inputs) are applied.
Comparison of the parameters of these models with those obtained from GWN stimulation may
provide an insight into how the system changes its response to dierent input signal types.
In the current study, in order to obtain natural stimulation signals, locusts were ﬁlmed using
a single camera and the position of tibia relative to the femur was tracked by using software.
This method requires the locust to be moving along a line perpendicular to the single camera.
If the locust deviates from this line then substantial errors could be introduced. Further work,
therefore, should be carried out to improve the video tracking system. A multi camera system
similar to that developed by Zakotnik et al. [129] should provide more accurate results.
The DDE LNL parameter estimation method has been shown to be insensitive to parameter
initialisation and it has a ﬂexible cost function. Further work, however, is required to reduce the
uncertainty in the parameter estimates produced by this method and also to reduce computation
time. Utilising feedback from the search procedure to guide parameter adaptation may help to
improve performance [103]. It would also be interesting to test the very recently developed
algorithm for initialising and estimating LNL models [111] which potentially overcomes the
problem of local minima.
The number of parameters in the model and the SNR of the output signal are two factors
which determine the length of data required to achieve accurate parameter estimates [87]. For
accurate parameter estimates the number of model parameters should be small compared with
the number of samples in the data. Ideally the data length should be more than ten times
the model length [87]. In the current study, analysis of transient dynamics sacriﬁced time
resolution, by estimating the parameters of the block wise LNL models from 3 s lengths of
data (no overlap), to provide more accurate parameter estimates. It may be possible to modify
the methods developed over the last decade for tracking heart rate variability [84] to allow
faster changes in the locust’s limb control system to be tracked.
The current work was limited to Volterra type models, including cascade models with polyno-
mial nonlinear elements, because such models have been extensively applied in related work
[54, 98, 117, 126]. However, many dierent model types exist, for example Auto Regressive
Moving Average with exogenous inputs (NARMAX) and Neural Networks [95]. Whether such
models would provide improved performance in the study of FETi responses and their transient
behaviour requires further investigation.
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152Appendix A
Computer Simulation to Investigate
Two Parameter Estimation Error
Reduction Methods
The results of a computer simulation to compare the performance of two methods for reducing
parameter estimation error from the parameters of a linear FIR ﬁlter are shown in Figure A.1.
The properties of the input and output signals in the ‘low pass + noise’ data set causes the Least
Squares model to contain high levels of parameter estimation error (Figure A.1 A, B and C).
Parameter estimation error completely obscures the underlying shape of the example system’s
IRF (Figure A.1 A). The frequency response of this IRF (Figure A.1 B and C) shows that the
parameter estimation error which obscures the IRF occurs at frequencies above the highest
frequency in the input signal (50Hz).
The results of using the low pass ﬁltering methods are shown in Figure A.1 D, E and F along
with the example system for comparison. The results of estimating the FIR model using the
pseudo-inverse algorithm are shown in Figure A.1 G, H and I. The %MSE dierence be-
tween the parameters of the example low pass system and the parameters estimated using the
smoothed Least Squares method is 0.18%. The dierence between the parameters of the low
pass system and the parameters estimated using the pseudo-inverse method is 0.22%. By re-
ducing estimation error, both methods reduce the predictive performance of the models but this
reduction is less than 0.01%. As the smoothed Least Squares method is simpler to implement
this method will be used in the current study.
1530 50 100
−3
−2
−1
0
1
2
3
Lag (ms)
A
m
p
l
i
t
u
d
e
A)
 
 
Simulated system Estimated system
0 100 200
−50
0
50
Frequency (Hz)
G
a
i
n
 
(
d
B
)
B)
0 100 200
−6000
−4000
−2000
0
Frequency (Hz)
P
h
a
s
e
 
(
d
e
g
r
e
e
s
)
C)
0 50 100
−0.05
0
0.05
0.1
Lag (ms)
A
m
p
l
i
t
u
d
e
D)
0 100 200
−50
0
50
Frequency (Hz)
G
a
i
n
 
(
d
B
)
E)
0 100 200
−6000
−4000
−2000
0
Frequency (Hz)
P
h
a
s
e
 
(
d
e
g
r
e
e
s
)
F)
0 50 100
−0.05
0
0.05
0.1
Lag (ms)
A
m
p
l
i
t
u
d
e
G)
0 100 200
−50
0
50
Frequency (Hz)
G
a
i
n
 
(
d
B
)
H)
0 100 200
−6000
−4000
−2000
0
Frequency (Hz)
P
h
a
s
e
 
(
d
e
g
r
e
e
s
)
I)
Figure A.1: Linear FIR model parameter estimation error reduction. The Least Squares esti-
mate of the simulated system obtained using the ‘low pass + noise’ data set. (A) Plot of the IRF.
(B), (C) The frequency response of the IRF. (D), (E) and (F) The IRF and frequency response
of the smoothed Least Squares estimate. (G), (H) and (I) The IRF and frequency response
obtained using the pseudo-inverse method [123].
154Appendix B
Derivation of the Normal Equations
Aderivationofthenormalequations, startingfromEquation2.8inSection2.2.2isgivenbelow.
J =
1
N
(z   Uh)T (z   Uh) (B.1)
=
1
N

zTz   zTUh   (Uh)T z + (Uh)T Uh

(B.2)
As  zTUh and (Uh)T z produce scalars they can be combined as  2hTUTz and using the stan-
dard result that (AB)T = BTAT gives
J =
1
N

zTz   2hTUTz + hTUTUh

(B.3)
Dierentiating J with respect to the parameter vector h to ﬁnd the gradient:
@J
@h

zTz

= 0 (B.4)
using the standard result that
@[yT x]
@x =
@[xTy]
@x = y and letting y =  2UTz
@J
@h

 2hTUTz

=  2UTz (B.5)
and using the result that @
@x

xtMx

=
h
M + MTi
x and letting M = UTU
@J
@h

hTUTUh

=

UTU +

UTU
T
h (B.6)
= UTUh + UTUh = 2UTUh (B.7)
the minimum of J is found by setting its gradient to zero:
@J
@h
=  2UTz + 2UTUh = 0 (B.8)
155which can be rearranged to give the normal equations.

UTU

h = UTz (B.9)
156