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SINGULAR POLYNOMIALS FOR THE SYMMETRIC GROUPS
CHARLES F. DUNKL
Abstract. For certain negative rational numbers κ0, called singular values,
and associated with the symmetric group SN on N objects, there exist homo-
geneous polynomials annihilated by each Dunkl operator when the parameter
κ = κ0. It was shown by the author, de Jeu and Opdam (Trans. Amer. Math.
Soc. 346 (1994), 237-256) that the singular values are exactly the values −m
n
with 2 ≤ n ≤ N , m = 1, 2, . . . and m
n
is not an integer. This paper constructs
for each pair (m,n) satisfying these conditions an irreducible SN -module of
singular polynomials for the singular value −m
n
. The module is of isotype(
n− 1, (n1 − 1)
l , ρ
)
where n1 = n/ gcd(m,n), ρ = N − (n− 1) − l (n1 − 1)
and 1 ≤ ρ ≤ n1 − 1. The singular polynomials are special cases of nonsym-
metric Jack polynomials. The paper presents some formulae for the action of
Dunkl operators on these polynomials valid in general, and a method for show-
ing the dependence of poles (in the parameter κ) on the number of variables.
Murphy elements are used to analyze the representation of SN on irreducible
spaces of singular polynomials.
1. Introduction
We will construct polynomials on RN which are annihilated by each Dunkl opera-
tor associated with the symmetric group SN , acting by permutation of coordinates,
when the parameter takes on a singular value −m
n
with 2 ≤ n ≤ N and −m
n
/∈ Z.
The group SN is considered as the finite reflection group of type AN−1. Let N0
denote {0, 1, 2, 3, . . .}; for α ∈ NN0 (called a “composition”) let |α| =
∑N
i=1 αi and
define the monomial xα to be
∏N
i=1 x
αi
i ; its degree is |α|. The length of a com-
position is ℓ (α) = max {j : αj > 0}. For 1 ≤ i ≤ N let ε (i) ∈ N
N
0 denote the
standard basis element, that is, ε (i)j = δij . Consider elements of SN as functions
on {1, 2, . . . , N} then for x ∈ RN and w ∈ SN let (xw)i = xw(i) for 1 ≤ i ≤ N ;
and extend this action to polynomials by wf (x) = f (xw). This has the effect
that monomials transform to monomials, w (xα) = xwα where (wα)i = αw−1(i) for
α ∈ NN0 . (Consider x as a row vector, α as a column vector, and w as a permu-
tation matrix, with 1’s at the (w (j) , j) entries.) The reflections in SN are the
transpositions, denoted by (i, j) for i 6= j, interchanging xi and xj .
In [4] the author constructed for each finite reflection group a parametrized com-
mutative algebra of differential-difference operators. Let κ be a formal parameter,
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2 CHARLES F. DUNKL
that is, Q (κ) is a transcendental extension of Q. For the symmetric group the
operators are defined as follows:
Definition 1. For any polynomial f on RN and 1 ≤ i ≤ N let
Dif (x) =
∂
∂xi
f (x) + κ
∑
j 6=i
f (x)− (ij) f (x)
xi − xj
.
The polynomials under consideration are elements of spanQ(κ)
{
xα : α ∈ NN0
}
. It
was shown in [4] that DiDj = DjDi for 1 ≤ i, j ≤ N and eachDi maps homogeneous
polynomials to homogeneous polynomials. A specific numerical parameter value
κ0 is said to be a singular value (associated with SN ) if there exists a nonzero
polynomial p such that Dip = 0 for 1 ≤ i ≤ N when κ is specialized to κ0, and p
is called a singular polynomial. It was shown in [7] that the singular values are the
numbers − j
n
where n = 2, . . . , N, j ∈ N and j
n
/∈ Z. The space of homogeneous
polynomials of degree n, denoted by Pn, is spanQ(κ)
{
xα : α ∈ NN0 , |α| = n
}
. The
set of partitions of length ≤ N is denoted by NN,P0 and consists of all λ ∈ N
N
0 such
that λi ≥ λi+1 for 1 ≤ i ≤ N − 1. When writing partitions it is customary to
suppress trailing zeros and to use exponents to indicate multiplicity, for example(
5, 23
)
is the same as (5, 2, 2, 2, 0) ∈ N5,P0 . The irreducible representations of SN
are labeled by partitions of N (that is, τ ∈ NN,P0 and |τ | = N) and we say a
polynomial f is of isotype τ if f is an element of an irreducible SN -submodule of
Pn on which the representation τ is realized. It was conjectured in [7] that the two-
part representations (µ,N − µ) (with 2µ ≥ N) give rise to singular polynomials
for the singular values − m
µ+1 with gcd (m,µ+ 1) <
µ+1
N−µ
(this was shown in [5]),
and the representations (s (µ+ 1)− 1, µ, . . . , µ, ρ) for s, µ ∈ N give rise to singular
polynomials for the singular values − m
µ+1 with gcd (m,µ+ 1) = 1. The latter is
the main topic of this paper. For example, the singular values −m6 for N = 10 are
associated with the isotypes (5, 5) for m ≡ 1, 5mod6, (5, 2, 2, 1) for m ≡ 2, 4mod6,
and
(
5, 15
)
for m ≡ 3mod6.
In the rest of this introduction we present definitions and key properties of non-
symmetric Jack polynomials, hook-length products for Ferrers diagrams, and the
fundamental partial order on compositions. Section 2 contains detailed formulae
for the action of {Di} on the polynomials, with emphasis on the poles. The con-
struction of singular polynomials is presented in Section 3, and there is a key result
on the absence of certain poles when the number of variables (that is, N) is small
enough. Murphy’s construction [13] of the seminormal representations of SN is used
in Section 4 to analyze the irreducible SN -modules generated by singular polyno-
mials. The conclusion in Section 5 concisely displays the correspondence between
pairs (m,n) , 2 ≤ n ≤ N, m
n
/∈ Z and singular polynomials for κ = −m
n
, and also
considers modules of the specializations of the rational Cherednik algebra, defined
in terms of singular polynomials.
Our construction will be in terms of nonsymmetric Jack polynomials. Since
these have coefficients in Q (κ) with poles at negative rational values of κ it will
be important to be precise about these poles. Any further reference to poles will
be with respect to κ. The related commutative algebra of self-adjoint operators is
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generated by
Uif (x) = Dixif (x)− κ
i−1∑
j=1
(j, i) f (x) , 1 ≤ i ≤ N.
(this differs by an additive constant from the notation in [8, Ch.8]). The operators
act in a triangular manner on monomials.
Definition 2. For α ∈ NN0 let α
+ denote the unique partition such that α+ = wα
for some w ∈ SN . For α, β ∈ N
N
0 the partial order α ≻ β (α dominates β) means
that α 6= β and
∑j
i=1 αi ≥
∑j
i=1 βi for 1 ≤ j ≤ N ; and α ⊲ β means that |α| = |β|
and either α+ ≻ β+ or α+ = β+ and α ≻ β. The notations α  β and α D β
include the case that α = β.
Acting on the monomial basis of Pn the operators Ui have on-diagonal coefficients
involving the following “rank” function on NN0 . We denote the cardinality of a set
E by #E.
Definition 3. For α ∈ NN0 and 1 ≤ i ≤ N let
r (α, i) = # {j : αj > αi}+# {j : 1 ≤ j ≤ i, αj = αi} ,
ξi (α) = (N − r (α, i))κ+ αi + 1.
Clearly for a fixed α ∈ NN0 the values {r (α, i) : 1 ≤ i ≤ N} consist of all of
{1, . . . , N}, are independent of trailing zeros (that is, if α′ ∈ NM0 , α
′
i = αi for
1 ≤ i ≤ N and α′i = 0 for N < i ≤ M then r (α, i) = r (α
′, i) for 1 ≤ i ≤ N), and
α ∈ NN,P0 if and only if r (α, i) = i for all i. Then (see [8, p.291]) Uix
α = ξi (α)x
α+
qα,i (x) where qα,i (x) is a sum of terms ±κx
β with α ⊲ β. The nonsymmetric Jack
polynomials are the simultaneous eigenvectors of {Ui : 1 ≤ i ≤ N} , well-defined for
generic κ. Opdam [14, p.83] discovered and studied them in the wider framework
of polynomials associated to crystallographic root systems. There are two useful
normalizations of these polynomials, one is “monic in x” the other is “monic in p”.
The p-basis is defined by the generating function
∑
α∈NN0
pα (x) y
α =
N∏
i=1
(1− xiyi)−1 N∏
j=1
(1− xiyj)
−κ
 , for max
i,j
|xi| |yj | < 1.
In contrast to the monomial basis Uipα = ξi (α) pα + q
′
α,i where q
′
α,i is a sum of
terms ±κpβ with β ⊲ α (and ℓ (β) ≤ ℓ (α)), (see [8, Prop. 8.4.11]).
Definition 4. For α ∈ NN0 let ζα, ζ
x
α denote the p-monic and x-monic, respectively,
simultaneous eigenvectors, that is, Uiζα = ξi (α) ζα, Uiζ
x
α = ξi (α) ζ
x
α for 1 ≤ i ≤ N
and ζα = pα+
∑
β⊲αAβαpβ , ζ
x
α = x
α+
∑
α⊲β A
x
βαx
β, with coefficients Aβα, A
x
βα ∈
Q (κ).
Suppose that ℓ (α) = m for some m ≥ 1 then the coefficients Aβα do not depend
on N ≥ m (and Aβα 6= 0 implies ℓ (β) ≤ m); on the other hand, if β ∈ N
N
0 and
ℓ (β) ≤ m then Axβα does not depend on N ≥ m (that is, if N > M ≥ m then the
projection of RN onto RM setting xM+1 = . . . = xN = 0 and annihilating the terms
Axβαx
β with βi 6= 0 for some i > M (ℓ (β) > m), produces the R
M -polynomial. The
relation between the two types involves hook-length products. Suppose λ ∈ NN,P0
and ℓ (λ) = m; the Ferrers diagram of λ is the set {(i, j) : 1 ≤ i ≤ m, 1 ≤ j ≤ λi} .
4 CHARLES F. DUNKL
Each node (i, j) has the arm {(i, l) : j < l ≤ λi} and the leg {(l, j) : i < l, j ≤ λl}.
The node itself, the arm and the leg make up the hook. For t ∈ Q (κ) the hook-
length, the hook-length product and generalized Pochhammer symbol for λ are
given by
h (λ, t; i, j) = (λi − j + t+ κ# {l : i < j, j ≤ λl})
h (λ, t) =
m∏
i=1
λi∏
j=1
h (λ, t; i, j) ,
(t)λ =
m∏
i=1
λi∏
j=1
(t− (i− 1)κ+ j − 1) .
The coordinate-wise notation for hook-lengths will appear in the context of special-
izations of κ to negative rational numbers. The compositions α ∈ NN0 are associated
with the products
Eε (α) =
∏{
1 +
εκ
κ (r (α, i)− r (α, j)) + αj − αi
: i < j, αi < αj
}
, ε = ±.
Note that the denominator is identical to ξj (α)−ξi (α) and Eε (λ) = 1 for λ ∈ N
N,P
0 .
Then (see [8, p.323]) for each α ∈ NN0
ζα = E+ (α) E− (α)
h (α+, κ+ 1)
h (α+, 1)
ζxα.
Also ζα
(
1N
)
= E− (α) (Nκ+ 1)α+ /h (α
+, 1). Knop and Sahi [11] by finding ex-
plicit combinatorial formulae in terms of tableaux established the key theorem that
h (λ, κ+ 1) ζxλ is a polynomial with coefficients in Z [κ]. However as N decreases
the set of κ-poles of ζxλ also decreases, and specific results will be established and
used in the sequel (by [11, Cor. 4.7] the coefficient of xm+1 . . . xm+n in ζ
x
λ is
n!κn/h (λ, κ+ 1) where |λ| = n and ℓ (λ) = m; thus for m ≤ N < m + n one
expects some poles to be omitted). An obvious sufficient condition for the presence
of a pole in ζxλ for given N is its presence in ζ
x
λ
(
1N
)
= (Nκ+ 1)λ /h (λ, κ+ 1) .
We can now state our main results: for each isotype τ and singular value κ0
the corresponding singular polynomials form the SN -module generated by ζ
x
λ for a
certain λ, that is, spanQ {wζ
x
λ : w ∈ SN}; (in fact a basis will be specified in terms
of reverse lattice permutations of λ)
• for τ = (µ,N − µ) , κ0 = −
m
µ+1 with gcd (m,µ+ 1) <
µ+1
N−µ
, let λ =(
mN−µ, 0µ
)
(that is, m is repeated N − µ times followed by µ zeros)
• for τ =
(
s (µ+ 1) + µ, µl, ρ
)
where l ≥ 1, s ≥ 0, and 1 ≤ ρ ≤ µ (so
that N = (s+ l + 1)µ + s + ρ), κ0 = −
m
µ+1 with gcd (m,µ+ 1) = 1, let
λ =
(
(m (s+ l + 1))
ρ
, (m (s+ l))
µ
, . . . , (m (s+ 1))
µ
, 0s(µ+1)+µ
)
.
For example, let N = 10, τ = (5, 2, 2, 1) , κ0 = −
m
3 and gcd (m, 3) = 1, then
λ =
(
4m, 3m, 3m, 2m, 2m, 05
)
. The singular polynomials for N = 2k + 1, τ =
(2k − 1, 1, 1) , κ0 = −
m
2 , λ = (m (k + 1) ,mk) were found in [6] by a different
method (not suitable for the general problem).
2. Differentiation Formulae
This section contains expressions for Diζα in terms of {ζβ : |β| = |α| − 1}, valid
for generic κ. There is some material dealing with x-monic polynomials, however
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the p-monic polynomials have somewhat simpler formulae. The basic step is the
formula for Dmζα where ℓ (α) = m, α ∈ N
N
0 ; further from properties of the p-basis
it follows that Diζα = 0 for i > m. The computation involves a cyclic shift. For 1 ≤
i ≤ j ≤ N let [i, j] denote the interval {k ∈ Z : i ≤ k ≤ j} and let S [i, j] denote the
subgroup of SN generated by {(i, i+ 1) , (i+ 1, i+ 2), . . . , (j − 1, j)} (isomorphic to
Sj+1−i).
Definition 5. For 1 < m ≤ N let θm = (1, 2) (2, 3) . . . (m− 1,m) ∈ SN , and if α ∈
NN0 satisfies ℓ (α) = m then α˜ = θm (α− ε (m)) = (αm − 1, α1, . . . , αm−1, 0, . . .).
Lemma 1. Suppose α ∈ NN0 satisfies ℓ (α) = m then (i) U1θmDmζα =
(ξm (α) − 1) θmDmζα, (ii) UiθmDmζα = ξi−1 (α) θmDmζα for 1 < i ≤ m, and (iii)
UiθmDmζα = ((N − i)κ+ 1) θmDmζα for i > m.
Proof. The commutation (xmDm −Dmxm) f = −f − κ
∑
j 6=m (j,m) f ([8, p.290])
shows that
DmxmDmζα = −Dmζα +Dm
Dmxm − κ∑
j<m
(j,m)
 ζα − κ∑
j>m
Dm (j,m) ζα
= Dm (ξm (α)− 1) ζα
because Dm (j,m) ζα = (j,m)Djζα = 0 for j > m. Apply θm to the previous
equation to prove part (i) (since θmDmxm = D1x1θm). Next suppose that 1 < i ≤
m then θ−1m Uiθm = Di−1xi−1−κ
∑i−2
j=1 (j, i− 1)−κ (m, i− 1). Apply this operator
to Dmζα to obtain
θ−1m UiθmDmζα = Dm
Di−1xi−1 − κ i−2∑
j=1
(j, i− 1)
 ζα
+ κ (Di−1 (i− 1,m)− (m, i− 1)Dm)
= Dmξi−1 (α) ζα.
The computation uses the commutativity of Dm and Di−1 and the commuta-
tion (xjDm −Dmxj) f = κ (j,m) f ([8, p.290]) for j 6= m). This shows part
(ii). Similarly for i > m we have that θ−1m Uiθm = Ui and UiDm − DmUi =
κ (Di (i,m)− (i,m)Dm +Dm (i,m)) = κ (i,m)Di. But Diζα = 0 for i > m and so
UiDmζα = ξi (α)Dmζα and ξi (α) = (N − i)κ+ 1; proving part (iii). 
The following is used to pick out a coefficient in Dmζα.
Lemma 2. Suppose α, β ∈ NN0 , |α| = |β| and ℓ (α) = ℓ (β) = m, if pα−ε(m) appears
with a nonzero coefficient in the expansion of Dmpβ then either α = β or β ⊳ α.
If α = β then the coefficient is (N + 1− r (α,m))κ+ αm.
Proof. By Prop.8.4.3 [8, p.294]
Dmpβ = ((N −# {j : βj ≥ βm}+ 1)κ+ βm) pβ−ε(m)
+κ
∑
{pγ : γ = β + nε (m)− (n+ 1) ε (j) ,max (0, βj − βm) ≤ n ≤ βj − 1, j 6= m}
−κ
∑
{pγ : γ = β − (n+ 1) ε (m) + nε (j) ,max (1, βm − βj) ≤ n ≤ βm − 1, j 6= m} .
If β = α then the coefficient of pα−εm is (N − r (α,m) + 1)κ + αm; note that
j > m implies αj = 0 < αm. If pα−ε(m) has the coefficient κ then β = α −
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(n+ 1) (ε (m)− ε (j)) and the restrictions are equivalent to 0 ≤ n ≤ αm − αj − 2
(for some j 6= m) ; thus n + 1 < αm − αj and β
+ ≺ α+ by Lemma 8.2.3(iv) [8,
p.289]. If pα−ε(m) has the coefficient −κ then β = α − n (ε (j)− ε (m)) and the
restrictions are equivalent to 1 ≤ n ≤ αj − αm (for some j 6= m). If n < αj − αm
then by the same lemma β+ ≺ α+. If n = αj − αm then β = (j,m)α and β ≺ α
because αj > αm and j < m (using the hypothesis ℓ (α) = m ). Thus, if α 6= β
then β ⊳ α. 
Theorem 1. Suppose α ∈ NN0 and ℓ (α) = m, then
Dmζα = ((N + 1− r (α,m)) κ+ αm) θ
−1
m ζα˜.
Proof. By Lemma 1, θmDmζα is a simultaneous eigenvector of {Ui : 1 ≤ i ≤ N}
with eigenvalues (ξm (α)− 1, ξ1 (α) , . . . , ξm−1 (α) , ξm+1 (α) , . . .). We claim these
are the eigenvalues for α˜. Indeed r (α˜, 1) = # {j : αj > αm − 1, j < m} + 1 =
# {j : αj ≥ αm} = r (α,m) . For any values αi different from αm − 1 and 0 it is
obvious that r (α, i) = r (α˜, i+ 1). Suppose for some i < m that αi = αm − 1 then
r (α˜, i+ 1) = # {j : αj > αm − 1, j < m}+# {j : j ≤ i, αj = αm − 1}+ 1
= # {j : αj > αm − 1, j ≤ m}+# {j : j ≤ i, αj = αm − 1}
= r (α, i) .
For i > m,obviously ξi (α) = ξi (α˜) = (N − i)κ + 1. Thus θmDmζα = cζα˜ for
some constant c, which will be determined by finding the coefficient of θ−1m pα˜ =
pα−ε(m) in Dmζα. Since ζα = pα +
∑
β⊲αAβαpβ (and ℓ (β) ≤ m) we obtain
Dmζα = Dmpα +
∑
β⊲αAβαDmpβ . If pα−ε(m) has a nonzero coefficient in Dmpβ
then ℓ (β) = m (else βm = 0 and Dmpβ = 0) and by Lemma 2 β = α or β ⊲ α.
only the case β = α can occur and thus c = (N + 1− r (α,m))κ+ αm. 
With the intention of using the theorem to compute arbitrary Diζλ with λ ∈
N
N,P
0 we observe that it suffices to consider the points of decrease, that is, λi >
λi+1,(the values of i for which λ− ε (i) is a partition) then apply the transpositions
(j, j + 1) successively for j = i, i+1, . . . , ℓ (λ)−1, apply Dm, with a result involving
ζα where α = (λi − 1, λ1, . . . , λi−1, λi+1,...) (this is an over-simplification; actually
all the points of decrease between i and ℓ (λ) must be considered). Finally transform
ζλ−ε(i) to ζα with another sequence of transpositions. As mentioned before it is
necessary to keep track of the κ-poles occurring in these operations. The basic step
is the action of an adjacent transposition on ζα.
Proposition 1. Suppose α ∈ NN0 , and αi > αi+1 for some i, then let σ = (i, i+ 1)
and a = κ ((r (α, i+ 1)− r (α, i))κ+ αi − αi+1)
−1
then ζσα = σζα−aζα and ζ
x
σα =
1
1− a2
(σζxα − aζ
x
α).
The proof for the p-monic case is in Prop. 8.5.5 [8, p.301]; the proof for the x-
monic case can be deduced from the inverse of the p-monic formula and the equation
ζxα = σζ
x
σα + aζ
x
σα (arguing that x
α does not appear in ζxσα since α ⊲ σα). Note
that the denominator (r (α, i + 1)− r (α, i))κ + αi − αi+1 = ξi (α) − ξi+1 (α). For
singular values of κ it can happen that a = −1 implying that σζxα = −ζ
x
α. We need
an extension of the proposition applying to the situation of several adjacent entries
of α being equal.
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Proposition 2. Suppose α ∈ NN0 with αi = a > b = αi+j for 1 ≤ j ≤ s , where
1 ≤ i < i+ s ≤ N , then
ζ(i,i+s)α = (i, i+ s) ζα −
κ
(r (α, i+ s)− r (α, i))κ+ a− b
1 + s−1∑
j=1
(i, i+ j)
 ζα.
Proof. Observe that (i, i+ s)α = (. . . , b, . . . , b, a, . . .). The proof is by induction
on s and depends on the invariance of ζα under the subgroup S [i+ 1, i+ s]. Since
r (α, i + j) = r (α, i+ 1)+ j−1 for 1 ≤ j ≤ s let C = (r (α, i + 1)− r (α, i)− 1)κ+
a − b so that (r (α, i + j)− r (α, i))κ + a − b = jκ + C , also let fj = ζ(i,i+j)α
and cj = −
κ
jκ+C . By Proposition 1 fj+1 = (i+ j, i+ j + 1) fj + cj+1fj. By the
inductive hypothesis fj = (i, i+ j) ζα + cj
(
1 +
∑j−1
k=1 (i, i+ k)
)
ζα.Thus
fj+1 = (i+ j, i+ j + 1) (i, i+ j) ζα + cj+1 (i, i+ j) ζα
+ cj ((i+ j, i+ j + 1) + cj+1)
(
1 +
j−1∑
k=1
(i, i+ k)
)
ζα
= (i, i+ j) ζα + cj+1 (i, i+ j) ζα
+ cj
(
1 +
j−1∑
k=1
(i, i+ k)
)
((i+ j, i + j + 1) + cj+1) ζα
= (i, i+ j) ζα + cj+1 (i, i+ j) ζα + cj (1 + cj+1)
(
1 +
j−1∑
k=1
(i, i+ k)
)
ζα.
By the invariance property of ζα we have (i+ j, i + j + 1) (i, i+ j) ζα =
(i+ j, i+ j + 1) (i, i+ j) (i+ j, i+ j + 1) ζα = (i, i+ j) ζα. Furthermore
cj (1 + cj+1) = −
κ
jκ+C
(
1− κ
jκ+κ+C
)
= cj+1 and this completes the induction. 
There is a similar result for the opposite direction.
Proposition 3. Suppose α ∈ NN0 with αi+j = b > a = αi+s for 0 ≤ j ≤ s − 1 ,
where 1 ≤ i < i+ s ≤ N , then
ζ(i,i+s)α = (i, i+ s) ζα−
κ
(r (α, i+ s)− r (α, i))κ+ b− a
1 + s−1∑
j=1
(i+ j, i+ s)
 ζα.
Proof. Proceeding similarly to the previous case, for 1 ≤ j ≤ s, r (α, i+ s− j) =
r (α, i + s− 1) + 1− j and let fj = ζ(i+s−j,i+s)α and
cj = −κ ((r (α, i+ s)− r (α, i+ s− 1)− 1 + j)κ+ b− a)
−1
. Also ζα is invariant
under S [i, i+ s− 1]. The inductive step is based on
fj+1 = (i+ s− j − 1, i+ s− j) fj+cj+1fj (and f0 = ζα). The rest of the argument
is similar to the previous one and is omitted. 
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To illustrate the basic step, apply Di+s to both sides of the formula in Proposition
2 and obtain
Di+sζ(i,i+s)α = (i, i+ s)Diζα
−
κ
(r (α, i + s)− r (α, i))κ+ a− b
1 + s−1∑
j=1
(i, i+ j)
Di+sζα,
Diζα = (i, i+ s)Di+sζ(i,i+s)α
+
κ
(r (α, i+ s)− r (α, i))κ+ a− b
(i, i+ s)
1 + s−1∑
j=1
(i, i+ j)
Di+sζα;
so that the index for D is increased (eventually to m).
Fix a partition λ ∈ NN,P0 , suppose that the parts of λ have M distinct nonzero
values, the points of decrease are i1 < i2 < . . . < iM , so that λi is constant on
each interval ij−1 < i ≤ ij (interpret i0 = 0, also let ℓ (λ) = m = iM ). For
1 ≤ j < k ≤M let
Cjk =
κ
(ik − ij) κ+ λij − λik
,
wj = 1 +
ij+1−1∑
r=ij+1
(ij , r) ∈ ZS [ij , ij+1 − 1] ,
zjk = (ik−1, ik)− Cjkwk−1,
further let µ (j, k) ∈ NN0 be the action on λ by the cyclic shift on the interval
{ij , . . . , ik}, that is µ (j, k)ik = λij , µ (j, k)i = λi+1 for ij ≤ i < ik and µ (j, k)i = λi
for i < ij or i > ik. Proposition 2 applies to the transformation of ζµ(j,k) to
ζµ(j,k+1); note that r (µ (j, k) , ik) = ij and r (µ (j, k) , ik+1) = ik+1 thus ζµ(j,k+1) =
zj,k+1 ζµ(j,k). The start of this recurrence is ζµ(j,j) = ζλ. The object is to express
any Diζλ in terms of Dmζµ(j,M), j = 1, . . . ,M . It suffices to consider
{
Dij ζλ
}
since
Diζλ = (i, ij)Dij ζλ for ij−1 < i < ij .
Lemma 3. For k = 1, . . . ,M − j
DiM zj,M . . . zj,M−k+1 = (iM−1, iM ) (iM−2, iM−1) . . . (iM−k, iM−k+1)DiM−k
−
k−1∑
s=0
Cj,M−s (iM−1, iM ) . . . (iM−s, iM−s+1)wM−s−1zj,M−s−1 . . . zj,M−k+1DiM−s .
Proof. We proceed by induction. The formula is tautological for k = 0. Also the
term in the sum with s = k− 1 has no zjn factors. Multiply the right hand side by
zj,M−k on the right. For the first part, DiM−k ((iM−k−1, iM−k)− Cj,M−kwM−k−1) =
(iM−k−1, iM−k)DiM−k−1 −Cj,M−kwM−k−1DiM−k (since Din commutes with wj for
n 6= j). For the second part, DiM−s commutes with zj,M−k. This completes the
induction. 
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Set k = M − j in the lemma, apply the operator to ζλ and multiply both sides
of the identity by (ij , ij+1) . . . (iM−1, iM ),yielding (replace s by M − s)
Dij ζλ = (ij , ij+1) . . . (iM−1, iM )Dmζµ(j,M)
+
M∑
s=j+1
Cj,s (ij , ij+1) . . . (is−1, is)ws−1zj,s−1 . . . zj,j+1Disζλ.
This identity is used starting with j = M − 1 and then decrementing j by 1 with
the result:
Dij ζλ = (ij, ij+1) . . . (iM−1, iM )Dmζµ(j,M) +
M∑
s=j+1
uj,sDmζµ(s,M),
where each uj,s ∈ RS [i1,m] andR is the Z-ring generated by {Cj,k : 1 ≤ j < k ≤M}.
To complete the analysis of Dmζµ(j,M), for 0 ≤ k < j let ν (k, j) ∈ N
N
0 be the ac-
tion on λ−ε (ij) by the (reverse) cyclic shift on the interval {ik + 1, . . . , ij}, that is
ν (k, j)ik+1 = λij −1, µ (j, k)i = λi−1 for ik+1 < i ≤ ij and ν (k, j)i = λi for i ≤ ik
or i > ij. Also let ν (j, j) = λ − ε (ij); if ij = ij−1 + 1 then ν (j − 1, j) = ν (j, j).
For 0 ≤ k < j − 1 < M let
C′kj =
κ
(ij − ik − 1)κ+ λik+1 − λij + 1
,
w′k = 1 +
ik+1∑
r=ik+2
(r, ik+1 + 1) ∈ ZS [ik + 2, ik+1 + 1] ,
and if ij−1 < ij − 1 let
C′j−1,j =
κ
(ij − ij−1 − 1)κ+ 1
,
w′j−1 = 1 +
ij−1∑
r=ij−1+2
(r, ij) ∈ ZS [ij−1 + 2, ij] .
Proposition 3 applies to the transformation of ζν(k,j) to ζν(k−1,j); note that
r (ν (k, j) , ik + 1) = ik + 1 and r (ν (k, j) , ik+1) = ij . Thus
ζν(j−1,j) =
(
(ij−1 + 1, ij)− C
′
j−1,jw
′
j−1
)
ζν(j,j)
(unless ij = ij−1 + 1 when ζν(j−1,j) = ζν(j,j)) and
ζν(k,j) =
(
(ik + 1, ik+1 + 1)− C
′
kjw
′
k
)
ζν(k+1,j)
for 0 ≤ k ≤ j − 2. By Theorem 2 Dmζµ(j,M) = θ
−1
m ζµ˜(j,M) where µ˜ (j,M) = ν (0, j)
(that is, first the ij-entry of λ is moved to the m-entry at the end, the action of Dm
decrements λij by 1 and moves it to the front, loosely speaking). In turn ζµ˜(j,M)
can be expressed in terms of ζν(j,j). The following is now established.
Theorem 2. Suppose λ ∈ NN,P0 with points of increase i1 < i2 < . . . < iM = ℓ (λ),
let R be the Z-ring generated by {Cjk : 1 ≤ j < k ≤M}∪
{
C′kj : 0 ≤ k < j ≤M
}
∪
Z and let λ(j) = λ− ε (ij) ∈ N
N,P
0 , then for ij−1 < i ≤ ij with 0 ≤ j ≤M ,
Diζλ =
M∑
s=j
((N + 1− is) κ+ λis)uisζλ(s) ,
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where each uis ∈ RS [1,m].
The Theorem exhibits the poles in the differentiation formula for the p-monic
polynomials. To convert this for use with x-monic polynomials multiply ζλ(s) by(
h (λ, 1)h
(
λ(s), κ+ 1
))
/
(
h
(
λ(s), 1
)
h (λ, κ+ 1)
)
, then the identity holds for ζ re-
placed by ζx. The details are not worked out since in general there is no significant
simplification. In the next section this calculation will be carried out for the singular
polynomials.
3. Existence of singular polynomials
In this section we will show for certain λ ∈ NN,P0 and singular values κ0 that ζ
x
λ
has no poles at κ = κ0 and that Diζ
x
λ = 0 for 1 ≤ i ≤ N . It turns out that for
m = ℓ (λ) the last coefficient in the formula of Theorem 2 satisfies (N + 1−m)κ0+
λm = 0 and ζλ−ε(m) has no poles at κ0 in general. For the terms of type ζ
x
λ(s)
the
denominator expression h
(
λ(s), κ+ 1
)
has a zero at κ = κ0 but the pole (κ− κ0)
does not appear for the restriction to RN , and this is the key fact. We start with
the isotypes of two-part partitions (τ = (µ,N − µ)).
Proposition 4. Let N2 ≤ µ < N, gcd (m,µ+ 1) <
µ+1
N−µ
, λ =
(
mN−µ
)
then
h (λ, 1) , h (λ, κ+ 1) , h (λ− ε (N − µ) , 1) and h (λ− ε (N − µ) , κ+ 1) are nonzero
when evaluated at κ = − m
µ+1 .
Proof. For 1 ≤ i ≤ N−µ, 1 ≤ j ≤ m we have h (λ, t; i, j) = m−j+t+(N − µ− i)κ.
For t = 1, κ + 1 the sets of values are {iκ+ j : 0 ≤ i ≤ N − µ− 1, 1 ≤ j ≤ m} ,
{iκ+ j : 1 ≤ i ≤ N − µ, 1 ≤ j ≤ m} respectively. It suffices to show that the sec-
ond set does not contain 0 for κ = − m
µ+1 . Suppose −im + j (µ+ 1) = 0 for
some (nonzero) i, j and let d = gcd (m,µ+ 1), then µ+1
d
| i ≤ N − µ which implies
µ+1
N−µ
≤ d, contrary to the hypothesis. For λ − ε (N − µ) only the hook-lengths in
the last row and column change; h (λ− ε (N − µ) , t; i,m) = t+ (N − µ− i)κ and
h (λ− ε (N − µ) , t;N − µ, j) = m− j + t for 1 ≤ i < N − µ and 1 ≤ j < m. These
values have already been shown to be nonzero for κ = − m
µ+1 . 
Next we handle the case of three or more parts, for the isotype τ =(
s (µ+ 1) + µ, µl, ρ
)
. The following is the central hypothesis for this section.
Definition 6. For µ, l ≥ 1, s ≥ 0, 1 ≤ ρ ≤ µ and gcd (m,µ+ 1) = 1 let
Λ (µ, s, l, ρ,m) = ((m (s+ l+ 1))
ρ
, (m (s+ l))
µ
, . . . , (m (s+ 1))
µ
) ,
a partition of length lµ+ρ which is associated to the singular value κ0 = −
m
µ+1 and
the SN -representation of isotype
(
s (µ+ 1) + µ, µl, ρ
)
, where N = (s+ l + 1)µ +
s+ ρ.
Lemma 4. Suppose a, b, c ∈ N0 and c ≥ 1, b ≤ µ then a (µκ+m) + bκ+ c 6= 0 for
κ = − m
µ+1 (where gcd (m,µ+ 1) = 1).
Proof. Denote the value of the expression at κ = − m
µ+1by v, then v = (a− b)
m
µ+1 +
c. If a ≥ b then v ≥ c ≥ 1; otherwise 0 > a − b ≥ −µ and µ + 1 does not divide
(a− b)m thus v /∈ Z and v 6= 0. 
Proposition 5. Let λ = Λ (µ, s, l, ρ,m), then h (λ, 1) and h (λ, κ+ 1) are nonzero
when κ = − m
µ+1 .
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Proof. Since hook-lengths in a given row depend only on it and the rows of higher
index we may assume that ρ = µ. We index the rows of λ by µk+ i with 0 ≤ k ≤ l
and 1 ≤ i ≤ µ, and the columns by m (s+ n) − j where 1 ≤ n ≤ l + 1 − k and
0 ≤ j ≤ m− 1 if n > 1, or 0 ≤ j < m (s+ 1) if n = 1. Then
h (λ, t;µk + i,m (s+ n)− j) = κ ((l+ 2− k − n)µ− i) +m (l+ 1− k − n) + j + t
= (l+ 1− k − n) (κµ+m) + κ (µ− i) + j + t.
Set i′ = µ − i + 1 if t = κ + 1 or i′ = µ − i if t = 1; then the above expression
equals (l + 1− k − n) (κµ+m)+ κi′+ j+1 which is nonzero at κ = κ0 by Lemma
4 (since i′ ≤ µ). 
Next we consider the hook-lengths for Λ (µ, s, l, ρ,m)−ε (ρ+ kµ) with 0 ≤ k ≤ l.
Proposition 6. For 0 ≤ k0 ≤ l let ν = Λ (µ, s, l, ρ,m)− ε (ρ+ k0µ), then for κ =
− m
µ+1 h (ν, 1) is nonzero and h (ν, κ+ 1) is nonzero for k0 = l and has a zero of mul-
tiplicity one for 0 ≤ k0 < l, in the hook-length h (ν, κ+ 1; ρ+ k0µ,m (s+ l + 1− k0)).
Proof. As in the previous proof, assume ρ = µ. The column above the node
deleted from λ (namely, m (s+ l+ 1− k0)) meets the rows labeled by µk + i
with 0 ≤ k ≤ k0 and 1 ≤ i ≤ µ, except 1 ≤ i < µ when k = k0. Then
h (ν, t;µk + i,m (s+ l + 1− k0)) = (k0 − k) (κµ+m)+κi
′+1 where i′ = µ− 1− i
for t = 1 and i′ = µ− i for t = κ+1. By Lemma 4 the value is nonzero for κ = κ0.
The row of the deleted node meets the columns labeled m (s+ n)− j with 1 ≤ n ≤
l+1−k0. Then h (ν, t;m (s+ n)− j, (k0 + 1)µ) = (l+ 1− k0 − n) (κµ+m)+bκ+j,
where b = 0 for t = 1 and b = 1 for t = κ + 1. The Lemma applies unless j = 0.
Suppose j = 0 then 1 ≤ n ≤ l−k0 (the value j = 0 does not occur for n = l+1−k0
since the corresponding node was deleted); at κ = κ0 the value of the hook-length is
(l + 1− k0 − n− b)
m
µ+1 which is zero exactly when n = l−k0 and b = 1 (that is, t =
κ+1). Thus the hook-length h (ν, κ+ 1;m (s+ l − k0) , (k0 + 1)µ) = κ (µ+ 1)+m
is the only zero in h (ν, κ+ 1) at κ = κ0. 
Next we show that the coefficients Cjk and C
′
kj appearing in Theorem 2 have
no poles at κ = κ0. The points of decrease of Λ (µ, s, l, ρ,m) are ij = ρ+ (j − 1)µ,
λij = m (s+ 2 + l − j) for 1 ≤ j ≤ l + 1. For 1 ≤ j < k ≤ l + 1 the coefficient
Cjk =
κ
(ik−ij)κ+λij−λik
= κ(k−j)(κµ+m) , which has value −
1
k−j
at κ = κ0.
Proposition 7. For λ = Λ (µ, s, l, ρ,m) the coefficients C′kj have no poles at κ =
− m
µ+1 for 0 ≤ k < j ≤ l + 1.
Proof. First the special cases C′j−1,j =
κ
(µ−1)κ+1 for j > 0, µ > 1 and C
′
0,1 =
κ
(ρ−1)κ+1 for ρ > 1 are obviously finite at κ = κ0. Next for j > 1 we have C
′
0,j =
κ
((j−1)µ+ρ−1)κ+m(j−1)+1 with denominator (j − 1) (µκ+m)+ (ρ− 1)κ+1 which is
nonzero at κ = κ0 by Lemma 4, since ρ−1 ≤ µ. Finally for 1 ≤ k < j−1 ≤ l we have
C′k,j = κ ((j − k − 1) (µκ+m) + (µ− 1)κ+ 1)
−1
, and the Lemma applies. 
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We restate the result of Theorem 2 applied to the x-monic polynomials ζxλ and
ζxλ−ε(ρ+kµ) (for λ = Λ (µ, s, l, ρ,m) and 0 ≤ k ≤ l). For 1 ≤ i ≤ ρ+ lµ
Diζ
x
λ =
l∑
k=0
((l − k) (κµ+m) + (s+ 1) (m+ κ (µ+ 1)))ui,k+1
×
h (λ, 1)h (λ− ε (ρ+ kµ) , κ+ 1)
h (λ, κ+ 1)h (λ− ε (ρ+ kµ) , 1)
ζxλ−ε(ρ+kµ),
where (the labeling of the points of decrease is now shifted by 1) each ui,k+1 ∈
RS [1, ρ+ lµ] and R is the ring generated by {Cjk : 1 ≤ j < k ≤ l + 1}∪{
C′kj : 0 ≤ k < j ≤ l+ 1
}
∪ Z; also ui,k+1 = 0 for k <
i−ρ
µ
. Since h (λ, κ+ 1) 6= 0
at κ = κ0 the polynomial ζλ has no poles there. Also the specialization of R is a
subring ofQ. For k = l we already have shown that h (λ− ε (ρ+ lµ) , κ+ 1) 6= 0 and
thus ζx
λ−ε(ρ+lµ) has no poles at κ0 and the factor (s+ 1) (m+ κ (µ+ 1)) becomes
zero. When 0 ≤ k < l the factor h (λ− ε (ρ+ kµ) , κ+ 1) has a zero at κ0. Once
we prove that ζx
λ−ε(ρ+kµ) has no pole at κ0 the proof that Diζλ = 0 for all i will be
complete.
The method of Knop and Sahi [11] was designed to show that the coefficients
of the monomials xβ in h (λ, κ+ 1) ζxλ are in N0 [κ], but it is not evident how to
use the method to identify the poles when the number of variables is in the range
ℓ (λ) ≤ N < ℓ (λ) + |λ|. We introduce a different approach.
Definition 7. Let α, β ∈ NM0 with α ⊲ β and let m,n ∈ N with gcd (m,n) = 1 then
say (α, β) is a
(
−m
n
)
-critical pair if (nκ+m) divides (r (β, i)− r (α, i))κ+αi− βi
(in Q [κ]) for 1 ≤ i ≤M .
In fact the division is in Z [κ] because gcd (m,n) = 1. The definition will be used
in the situation α ∈ NN,P0 that is, ℓ (α) ≤ N and M = ℓ (α) + |α|. See Definitions
2 and 3 for the order ⊲ and the rank function r.
Theorem 3. Suppose λ ∈ NN,P0 and κ0 ∈ Q, κ0 < 0; if there does not exist β ∈ N
N
0
such that (λ, β) is a κ0-critical pair then κ0 is not a pole of ζ
x
λ restricted to R
N .
Proof. Extend the field Q (κ) with N transcendental variables {v1, v2, . . . , vN} and
let T =
∑N
i=1 viUi. For each α ∈ N
N
0 the polynomial ζ
x
α is an eigenvector of T ,
indeed T ζxα =
∑N
i=1 viξi (α) ζ
x
α. The eigenvalue determines α uniquely for generic
κ (with the possible exception of a finite set of negative rationals). Let C ={
β ∈ NN0 : λ ⊲ β
}
. By the triangularity of the operators {Ui} we have x
λ = ζxλ +∑
β∈C Bβλζ
x
β for certain coefficients Bβλ ∈ Q (κ). Let
Tλ =
∏
β∈C
T −
∑N
i=1 viξi (β)∑N
i=1 vi (ξi (λ)− ξi (β))
,
then Tλx
λ = ζxλ (note that the number N of variables is part of the definition of
the set C). The numerator of the product is a polynomial in κ, v1, . . . , vN (and
of course each Dix
α is a polynomial with coefficients in Z [κ]) thus any (κ)-poles
in ζxλ must appear in the set
{∑N
i=1 vi (ξi (λ)− ξi (β)) : λ ⊲ β
}
. For any β ∈ C
we have
∑N
i=1 vi (ξi (λ) − ξi (β)) =
∑N
i=1 vi ((r (β, i)− r (λ, i))κ+ λi − βi). Since
any denominator appearing in a coefficient (with respect to the x-monomial basis)
of ζxλ must be a factor of h (λ, κ+ 1), all of the terms involving {vi : 1 ≤ i ≤ N}
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must cancel out in the calculation of Tλx
λ. Thus the irreducible polynomials∑N
i=1 vi (ξi (λ)− ξi (β)) must cancel out and the denominators in ζ
x
λ can only arise
from reducible terms of the form
(∑N
i=1 aivi
)
(κ− κ1) where a1, . . . , aN , κ1 ∈ Q.
This condition is equivalent to (λ, β) being a κ1-critical pair. Thus, if there is no
κ0-critical pair (λ, β) with ℓ (β) ≤ N then κ0 is not a pole of ζ
x
λ . 
We will exploit this theorem by directly constructing the unique β such that
(Λ (µ, s, l, ρ,m)− ε (ρ+ kµ) , β) is − m
µ+1 -critical. Here is a numerical example:
for N = 33 consider Λ (3, 4, 4, 2, 3) for the singular value κ0 = −
3
4 of isotype(
19, 34, 2
)
, take k = 1, then λ =
(
272, 242, 23, 213, 183, 153
)
and the unique β
such that (λ, β) is
(
− 34
)
-critical is
(
272, 242, 2, 03, 213, 183, 322
)
. The construc-
tion proceeds through several lemmas. Fix k such that 0 ≤ k ≤ l − 1, let
λ = Λ (µ, s, l, ρ,m) − ε (ρ+ kµ) , L = ℓ (λ) = ρ + lµ; and partition [1, L] into
cells {Ij : 0 ≤ j ≤ l}, where I0 = [1, ρ] and Ij = [ρ+ (j − 1)µ+ 1, ρ+ jµ] for
1 ≤ j ≤ l. Then i ∈ Ij implies λi = m (l + s+ 1− j), except that λρ+kµ =
m (l+ s+ 1− k)− 1. We will show the required β has the values m (l + s+ 1− j)
on the cells Ij with j ≤ k, 0 on Ik+1, m (l + s+ 2− j) on Ij with k < j ≤ l, except
βρ+kµ = m− 1, and βi = m for L+ 1 ≤ i ≤ L+ µ (s+ 1) + l + s− k = N + l − k;
also ℓ (β) = N + l − k. Henceforth, suppose that (λ, β) is − m
µ+1 -critical or β = λ.
This holds if and only if the rank equation
(3.1) r (β, i)− i = (µ+ 1)
(
1
m
(λi − βi)
)
is satisfied for all i ≥ 1. Since gcd (m,µ+ 1) = 1 this implies that βi ≡ λimodm
(so with the exception of βρ+kµ each βi is divisible by m). Here is a maximum
principle for the multiplicity # {j : βj = mγ, 1 ≤ j ≤ L} for any γ. There is a slight
difference for the cases m = 1 and m > 1. The condition λ D β implies that any
possible values satisfy γ ≤ s+ l + 1.
Lemma 5. Suppose γ ∈ N0, and G = {j : βj = mγ, 1 ≤ j ≤ L}, m > 1 or m = 1
and ρ + kµ /∈ G, if G meets two or more cells then #G ≤ µ − 1; additionally, if
one of the cells is I0 then #G ≤ ρ− 1.
Proof. Let G have nonempty intersections with cells Ig1 , Ig2 , . . . , Igu with 0 ≤ g1 <
g2 < . . . < gu ≤ l. By hypothesis ρ + kµ /∈ G (if m > 1 then m does not divide
βρ+kµ) and so i ∈ G∩Iga implies λi = m (s+ l + 1− ga). EachG∩Iga is an interval
[ia, ja]; indeed suppose i, j ∈ G∩ Iga and i < j, then by equation (3.1) r (β, i)− i =
(µ+ 1)
(
1
m
(m (s+ l + 1− ga)−mγ)
)
= r (β, j)− j; thus r (β, j) = r (β, i) + j − i.
Since βj = βi this implies that βb = βi = mγ for i ≤ b ≤ j. For 0 ≤ a < u we have
that r (β, ia+1) = r (β, ja) + 1 and we combine the two equations
r (β, ia+1)− ia+1 = (µ+ 1) (l + s+ 1− ga+1 − γ) ,
r (β, ja)− ja = (µ+ 1) (l + s+ 1− ga − γ)
to obtain ia+1 = ja + 1 + (µ+ 1) (ga+1 − ga). Then #G =
∑u
a=1 (ja − ia + 1) =
u + ju − i1 −
∑u−1
a=1 (ia+1 − ja) = u + ju − i1 −
∑u−1
a=1 (1 + (µ+ 1) (ga+1 − ga)) =
1 + ju − i1 − (µ+ 1) (gu − g1). But ju ≤ ρ + guµ and i1 ≥ ρ + (g1 − 1)µ + 1 for
g1 ≥ 1 while i1 ≥ 1 for g1 = 0. This shows that #G ≤ µ− (gu − g1) for g1 ≥ 1 and
#G ≤ ρ− gu if g1 = 0. In both cases #G ≤ µ− 1. 
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Lemma 6. Suppose m = 1, γ ∈ N0, G = {j : βj = γ, 1 ≤ j ≤ L}, and G\ {ρ+ kµ}
meets two or more cells, if ρ + kµ = min (G) and G 6= [ρ+ kµ, ρ+ (k + 1)µ] then
#G ≤ µ, otherwise (ρ+ kµ 6= min (G)) then #G ≤ µ− 1.
Proof. By hypothesis G 6= [ρ+ kµ, ρ+ (k + 1)µ]. We can apply the previous argu-
ment if we replace Ik by Ik\ {ρ+ kµ} and Ik+1 by Ik+1 ∪ {ρ+ kµ} =
[ρ+ kµ, ρ+ (k + 1)µ]. If g1 6= k + 1 then as before #G ≤ µ − (gu − g1) ≤ µ − 1.
If g1 = k + 1 and i1 ≥ ρ + kµ + 1 the same conclusion results. When g1 = k + 1
and i1 = ρ + kµ, that is, minG = ρ + kµ, the calculation yields the bound
#G ≤ µ+ 1− (gu − k − 1) ≤ µ. 
The two lemmas show that # {j : βj = γm, 1 ≤ j ≤ L} ≤ µ for any γ ∈ N0,
except when m = 1 and {j : βj = γ} = [ρ+ kµ, ρ+ (k + 1)µ] of cardinality µ+ 1.
Next we show βL+1 ≤ m.
Lemma 7. Either βL+1 = m and r (β, L + 1) = L−µ, or βL+1 = 0 and r (β, L+ 1) =
L+ 1, ℓ (β) = L.
Proof. Denote βL+1
m
by b; note that b ∈ N0.First we show b ≤ l: by equation
3.1 r (β, L+ 1) = L + 1 − (µ+ 1) b ≥ 1 and so b ≤ ρ+lµ
µ+1 ≤ (l+ 1)
µ
µ+1 < l + 1.
Let a0 = # {j : 1 ≤ j ≤ L, βj < βL+1} and a1 = # {j : j > L, βj > βL+1} then
r (β, L + 1) = L + 1 − a0 + a1 ≥ L + 1 − a0. We claim a0 ≤ bµ + 1. If m > 1
then a0 =
∑b−1
i=0 # {j : βj = im, 1 ≤ j ≤ L} + # {j : βj = cm− 1, c ≤ b}. By the
maximum principle a0 ≤ bµ+1. Ifm = 1 then a0 =
∑b−1
i=0 # {j : βj = i, 1 ≤ j ≤ L};
at most one of these sets can have cardinality µ + 1 and again a0 ≤ bµ + 1. Then
L+1− (µ+ 1) b = r (β, L+ 1) ≥ L−bµ , that is, b ≤ 1. If b = 1 then r (β, L+ 1) =
L − µ. If b = 0 then r (β, L+ 1) = L + 1 which implies βj = 0 for all j > L. The
hypothesis λ D β implies L = ℓ (λ) ≤ ℓ (β). 
In fact, βL+1 = 0 implies β = λ and βL+1 = m corresponds to a unique solution
β with ℓ (β) = N + l − k.
Lemma 8. Suppose that βL+1 = m then βρ+kµ = m − 1, βi = 0 for i ∈ Ik+1,
βi = m for L+ 1 ≤ i ≤ N + l − k and ℓ (β) = N + l − k.
Proof. Let a0 = # {j : 1 ≤ j ≤ L, βj ≥ m} , a1 = # {j : L < j, βj > m} ,
G0 = {j : 1 ≤ j ≤ L, βj = 0} , G1 = {j : βj = m− 1 > 0} , and a2 = #G0 + #G1
where G1 is empty when m = 1. Then L − µ = r (β, L+ 1) = a0 + a1 + 1 and
L = a0+a2, thus a2 = µ+1+a1 ≥ µ+1. But by the maximum principle a2 ≤ µ+1,
hence a1 = 0 and a2 = µ + 1. If m > 1 then #G0 ≤ µ implying that #G1 = 1
and G1 = {ρ+ kµ}, also #G0 = µ and thus G0 = Ij for some j 6= 0, k by Lemma
5. If m = 1 then G0 = [ρ+ kµ, ρ+ (k + 1)µ] by Lemma 6. Let r0 = r (β, ρ+ kµ),
then r (β, ρ+ (j − 1)µ+ 1) = r0 + 1; if m = 1 then βρ+kµ = βρ+kµ+1 = 0 and
j = k+1, while for m > 1 we have βρ+kµ = m− 1 which is the unique minimum of
{βj : 1 ≤ j ≤ L, βj > 0} and βρ+(j−1)µ+1 is the first occurrence of 0. By equation
3.1
r0 − (ρ+ kµ) =
µ+ 1
m
(m (s+ l + 1− k)− 1− (m− 1))
= (µ+ 1) (s+ l − k) ,
r0 + 1− (ρ+ (j − 1)µ+ 1) = (µ+ 1) (s+ l + 1− j) .
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Thus r0 = ρ+ kµ+(µ+ 1) (s+ l− k) and (j − 1− k)µ = (µ+ 1) (j − 1− k), that
is j = k + 1. But r0 = # {j : βj ≥ m} + 1 = L − µ + # {j : L < j, βj = m} and
so # {j : L < j, βj = m} = µs + µ + s + l − k = N − L + l − k. This shows
ℓ (β) = N + l − k ≥ N + 1. 
Certainly this, together with a proof that ℓ (β) = L implies β = λ, is enough for
the main purpose, but with not much more work we can show that β is unique. In
fact we will show that βL+1 = m implies that for i ∈ Ij βi = m (s+ l + 1− j) for
j ≤ k and βi = m (s+ l + 2− j) for j > k + 1, except βρ+kµ = m− 1.
Lemma 9. Suppose that βL+1 = m, then βi = λi for all i < ρ+kµ and βi = λi+m
for ρ+ (k + 1)µ+ 1 ≤ i ≤ ℓ (β).
Proof. For 0 ≤ i ≤ s + l let Mi = # {j : 1 ≤ j ≤ L, βj = m (s+ l + 1− i)}. Since
λi = m (s+ l + 1) for 1 ≤ i ≤ ρ when k ≥ 1, and for 1 ≤ i ≤ ρ − 1 when k = 0,
the condition λ ⊲ β (thus λ  β+) implies M0 ≤ ρ or ρ − 1 respectively. The
maximum principle (Lemmas 5 and 6) implies that Mi ≤ µ for 1 ≤ i < l+ 1 (from
the previous lemma in which βρ+kµ = m− 1 was determined). Further
∑s+l
i=0 Mi =
L−µ− 1 = ρ+(l − 1)µ− 1, that is,
∑s+l
i=l Mi = ρ−M0+
∑l−1
i=1 (µ−Mi)− 1. Also
|β| =
s+l∑
i=0
Mim (s+ l + 1− i) +m− 1 +m (µs+ µ+ s+ l − k)
= ρm (s+ l + 1) +mµ
l∑
i=1
(s+ i)− 1,
and so
s+l∑
i=l
Mi (s+ l + 1− i) = (ρ−M0) (s+ l + 1)
+
l−1∑
i=1
(µ−Mi) (s+ l + 1− i)− (s+ l + 1− k) .
Let j be defined by M0 = ρ,Mi = µ for 1 ≤ i ≤ j and Mj+1 ≤ µ− 1, that is, j ≥ 0,
while j = −1 when M0 ≤ ρ − 1. The hypothesis λ  β
+ implies j < k (or else∑ρ+kµ
i=1 β
+
i >
∑ρ+kµ
i=1 λi). Then for j = −1 we have
s+l∑
i=l
Mi (s+ l+ 1− i) = (ρ− 1−M0) (s+ l + 1) +
l−1∑
i=1
(µ−Mi) (s+ l + 1− i) + k
≥ (s+ 2)
(
ρ− 1−M0 +
l−1∑
i=1
(µ−Mi)
)
=
s+l∑
i=l
Mi (s+ 2) ,
and for j ≥ 0
s+l∑
i=l
Mi (s+ l + 1− i) = (ρ−M0) (s+ l + 1) +
l−1∑
i=1,i6=j+1
(µ−Mi) (s+ l + 1− i)
+ (µ− 1−Mj+1) (s+ l − j) + (k − 1− j)
≥
s+l∑
i=l
Mi (s+ 2) ,
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since each coefficient is nonnegative, but then Mi = 0 for all i ≥ l. The nonneg-
ativity of each term on the right hand sides implies j = k − 1 and if k = 0 then
M0 = ρ − 1 and Mi = µ for 1 ≤ i ≤ l − 1, or else M0 = ρ,Mk = µ − 1 and
Mi = µ for 1 ≤ i ≤ l − 1, i 6= k. Let Gi = {j : 1 ≤ j ≤ L, βj = m (s+ l + 1− i)}
for 2 ≤ i ≤ l + 1. By Lemma 5 for each i satisfying 1 ≤ i ≤ l − 1, i 6= k there is ui
such that Gi = Iui and ui 6= k, k + 1.
If k = 0 then G0 = [1, ρ− 1] since all other cells are of cardinality µ. For
each Gi with i ≥ 1 the rank of the first coordinate is ρ + (i − 1)µ, that is
r (β, ρ+ (ui − 1)µ+ 1) = ρ+ (i− 1)µ. Then by equation 3.1
ρ+ (i− 1)µ− (ρ+ (ui − 1)µ+ 1) = (µ+ 1) ((s+ l + 1− ui)− (s+ l+ 1− i)) ,
thus ui = i+1, for 1 ≤ i ≤ l−1. If k > 0 we have shown #G0 = ρ and #Gk = µ−1.
If ρ ≤ µ − 1 then neither G0 nor Gk can meet I0 and another cell, by Lemma 5.
If additionally ρ < µ− 1 then G0 = I0 and Gk = [ρ+ (k − 1)µ+ 1, ρ+ kµ− 1]. If
ρ = µ−1 then it is not possible for Gk = I0 because then r (β, 1) = ρ+(k − 1)µ+1
and equation 3.1 yields ρ + (k − 1)µ = (µ+ 1) k, that is k + 1 = 0. As before,
G0 = I0 and Gk = Ik\ {ρ+ kµ}. If ρ = µ then Gk = Ik\ {ρ+ kµ} and G0 = Iu0
for some u0. The needed ranks for β are r (β, ρ+ (ui − 1)µ+ 1) = ρ+(i− 1)µ+1
if i < k and = ρ+(i− 1)µ if k < i ≤ l− 1. Similarly to the case k = 0 this implies
that ui = i for i < k and ui = i+ 1 for k < i ≤ l − 1. 
It remains to show that ℓ (β) ≤ L implies β = λ.
Lemma 10. Suppose βL+1 = 0, then β = λ.
Proof. The hypothesis implies βi = 0 for all i > L (the rank equation showed
r (β, L + 1) = L + 1 thus i > L + 1 implies βi = 0). The condition λ  β
+
implies β+L ≥ λL = m (s+ 1) (since |λ| − λL ≥ |β| − β
+
L ). For 1 ≤ i ≤ l + 1
let Gi = {j : βj = m (s+ l + 1− i)} and Mi = #Gi. Firstly let m > 1, then
βρ+kµ = m (s+ l + 1− j0)−1 for some j0 in 0 ≤ j ≤ l−1, thus ρ+lµ =
∑l
i=0Mi+1
and ρ −M0 +
∑l
i=1 (µ−Mi) = 1. Also M0 ≤ ρ because λ  β
+ and Mi ≤ µ for
1 ≤ i ≤ l by Lemma 5. Hence either M0 = ρ− 1 and Mi = µ for 1 ≤ i ≤ l, or for
some j > 0 Mj = µ− 1 and M0 = ρ,Mi = µ for 1 ≤ i ≤ l, i 6= j. Now
|β| = ρm (s+ l + 1) + µm
l∑
i=1
(s+ l + 1− i)− 1
= M0m (s+ l + 1) +m
l∑
i=1
Mi (s+ l + 1− i) +m (s+ l + 1− j0)− 1,
and substituting the known values for Mi we obtain j0 = 0 if M0 = ρ − 1 else
j0 = j. Then r (β, ρ+ kµ) = ρ + j0µ and the rank equation at ρ + kµ yields
(j0 − k)µ = (µ+ 1) (j0 − k) and so j0 = k, that is, βρ+kµ = λρ+kµ. Similarly to
the previous lemma let Gi = {j : βj = m (s+ l + 1− i)} = Iui for 0 ≤ i ≤ l, i 6= k
and some ui 6= k, treating the special cases ρ < µ − 1, ρ = µ − 1 and ρ = µ as
before. Again r (β, ρ+ (i− 1)µ+ 1) = ρ + (ui − 1)µ + 1 and the rank equation
shows ui = i. Also Gk = Ik\ {ρ+ kµ}. Thus β = λ.
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Secondly let m = 1. Then λi = s + l − k for ρ + kµ ≤ i ≤ ρ + (k + 1)µ. Also
ρ ≥M0 because λ  β
+. There are two equations involving Mi:
(ρ−M0) +
l∑
i=1
(µ−Mi) = 0,(3.2)
(ρ−M0) (s+ l + 1) +
l∑
i=1
(µ−Mi) (s+ l + 1− i) = 1.(3.3)
Equation 3.3 shows that ρ ≥M0 and µ ≥Mi for all i is impossible, hence there is at
least one value, say Mj , such that Mj > µ. By the maximum principle Mj = µ+1
and Mi ≤ µ for all i 6= j. Substituting these conditions in equation 3.2 shows that
for some j0, Mj0 = µ − 1 (M0 = ρ− 1 if j0 = 0) and Mi = µ for all i 6= j0, j, and
M0 = ρ unless j0 = 0. Substitute these values in equation 3.3 to obtain j0 = j − 1.
By Lemma 6 Gj = [ρ+ kµ, ρ+ (k + 1)µ], also r (β, ρ+ kµ) = ρ+ (j − 1)µ. Then
the rank equation shows (j − 1− k)µ = (µ+ 1) ((s+ l− k)− (s+ l + 1− j)) =
(µ+ 1) (j − 1− k) and thus j = k + 1. Similarly to the previous arguments, for
each i 6= k, k + 1 there exist ui such that Gi = Iui . Since Mk + Mk+1 = 2µ
(or ρ + µ if k = 0) we have r (β, ρ+ (ui − 1)µ+ 1) = ρ + (i− 1)µ + 1 and the
rank equation shows ui = i. This accounts for all of [1, L] except for [1, ρ] and
[ρ+ (k − 1)µ+ 1, ρ+ kµ− 1]. There are several cases for ρ: if k = 0 then G0 =
[1, ρ− 1] by elimination; if k ≥ 1 and ρ = µ then G0 = Iu0 and the rank equation
shows u0 = 0, and Gk = [ρ+ (k − 1)µ+ 1, ρ+ kµ− 1]; if k ≥ 1 and ρ = µ − 1
then by Lemma 6 G0 can not meet both I0 and Ik thus either G0 = I0 or G0 =
Ik\ {ρ+ kµ} and the rank equation implies the latter can not happen; if k ≥ 1 and
ρ < µ − 1 then by the same Lemma Gk = Ik\ {ρ+ kµ}, forcing G0 = I0. Thus
β = λ. 
The lemmas together provide the proofs of the following theorems.
Theorem 4. Let λ = Λ (µ, s, l, ρ,m) and λ(k) = λ − ε (ρ+ kµ) for 0 ≤ k ≤ l − 1.
Then there exists a unique β so that
(
λ(k), β
)
is
(
− m
µ+1
)
-critical and ℓ (β) = N +
l− k > N , where N = (s+ l+ 1)µ+ s+ ρ.
Theorem 5. Let λ = Λ (µ, s, l, ρ,m) and N = (s+ l+ 1)µ + s + ρ then ζxλ is a
singular polynomial for SN with singular value −
m
µ+1 .
In the next section we study the irreducible representation associated to ζxλ , in
particular, an explicit basis for the span of its SN -orbit.
4. Associated SN -modules
Using Murphy’s construction [13] of Young’s seminormal representations we can
give a complete description of the SN -orbit of ζ
x
λ . From the formula (valid for all κ
and for all polynomials f)
N∑
i=1
xiDif (x) =
N∑
i=1
xi
∂
∂xi
f (x) + κ
∑
1≤i<j≤N
(f (x)− f (x (i, j)))
we note that a homogeneous singular polynomial f must satisfy (deg f) f = −κωf
where ω =
∑
1≤i<j≤N (1− (i, j)). But ω is in the center of ZSN and the eigenvalues
for any isotype are known (Young’s formula). Indeed for any node (i, j) in the
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Ferrers diagram of a partition τ (with |τ | = N), the content is defined to be
c ((i, j)) = j − i, then ωf =
((
N
2
)
−
∑
(i,j)∈τ c ((i, j))
)
f whenever f is of isotype
τ . Denote the eigenvalue by τ (ω), then τ (ω) =
(
N
2
)
− 12
ℓ(τ)∑
i=1
τi (τi + 1− 2i). As
a function on partitions the eigenvalue is strictly decreasing with respect to the
dominance order.
Lemma 11. Suppose σ, τ ∈ NN,P0 , |σ| = |τ | and σ ≺ τ then
∑
(i,j)∈σ
c ((i, j)) <∑
(i,j)∈τ
c ((i, j)), and σ (ω) > τ (ω).
Proof. By the theorems (1.15) and (1.16) in Macdonald [12, p.9] it suffices to prove
the inequality for τ = σ+ε (i)−ε (j) with i < j (this is a “raising operator”). Then∑
(i,j)∈τ
c ((i, j)) =
∑
(i,j)∈σ
c ((i, j)) + (σi − σj) + (j + 1− i). 
Recall the singular polynomials ζxλ associated to two-part partitions τ = (µ,N − µ)
with λ =
(
mN−µ
)
and gcd (m,µ+ 1) < µ+1
N−µ
; then τ (ω) = (µ+ 1) (N − µ) and
deg ζxλ = m (N − µ). For τ =
(
s (µ+ 1) + µ, µl, ρ
)
we find
τ (ω) = (µ+ 1)
(
ρ (s+ l + 1) +
1
2
µl (l + 2s+ 1)
)
=
µ+ 1
m
|Λ (µ, s, l, ρ,m)| .
Theorem 6. For λ = Λ (µ, s, l, ρ,m) and κ = − m
µ+1 the singular polynomial ζ
x
λ on
RN is of isotype τ =
(
s (µ+ 1) + µ, µl, ρ
)
(|τ | = N).
Proof. For any ζxσ with σ ∈ N
N
0 if σi = σi+1 for some i then (i, i+ 1) ζ
x
σ = ζ
x
σ . Thus
ζxλ is invariant under S[1,ρ] ×
∏l
j=1 S[ρ+(j−1)µ+1,ρ+jµ] × S[ρ+lµ+1,N ], and this group
is conjugate to Sτ (the direct product
∏
i Sτi). Thus E = spanQ {wζ
x
λ : w ∈ SN} is
isomorphic to a submodule of the representation of SN induced up from 1Sτ , the
identity representation of Sτ . By a classical theorem (see Macdonald [12, p.115])
this decomposes as a direct sum with one component of isotype τ and all other
components of isotypes σ with σ ≻ τ . Any f ∈ E is singular and f can not be of
isotype σ ≻ τ because deg f = |λ| = m
µ+1 τ (ω) >
m
µ+1σ (ω) by the Lemma. 
The same method proves the following.
Proposition 8. For N2 ≤ µ < N , gcd (m,µ+ 1) <
µ+1
N−µ
, and λ =
(
mN−µ
)
the
singular polynomial ζxλ on R
N for κ = − m
µ+1 is of isotype (µ,N − µ).
We turn to the application of Murphy’s results. For any given isotype he deter-
mined the eigenvalues and eigenvectors of the commuting operators{
i−1∑
j=1
(i, j) : 2 ≤ i ≤ N
}
(Jucys-Murphy elements). However the results have to be
read in reverse in a certain sense.
Proposition 9. Suppose f is a singular polynomial for κ = κ0 ∈ Q and 1 ≤ i ≤ N ,
then Uif = f + κ0
∑N
j=i+1 (i, j) f .
SINGULAR POLYNOMIALS 19
Proof. We have the commutation Di (xif) = xiDif + f + κ
∑
j 6=i (i.j) f . Now set
κ = κ0 and note that Uif = Di (xif)− κ
∑
j<i (i, j) f . 
Denote the Murphy elements ωi =
N∑
j=N−i+2
(N + 1− i, j) for 2 ≤ i ≤ N and let
ω1 = 0 (as a transformation); then Uif = f + κ0ωN+1−if for singular polynomials.
Suppose that ζxα is singular for κ = κ0 and α = wλ, some w ∈ SN (recalling that
Uiζ
x
α = ((N − r (α, i))κ+ αi + 1) ζ
x
α), then ωN+1−iζ
x
α =
(
N − r (α, i) + αi
κ0
)
ζxα. A
standard Young tableau (SYT) of shape τ is a one-to-one assignment of the numbers
{1, . . . , N} to the nodes of the Ferrers diagram so that the entries increase in each
row and in each column. Let ηi (T ) be the content of the node containing the value
i, 1 ≤ i ≤ N . Murphy constructed a basis {fT : T is an SYT of shape τ} for the
irreducible representation of isotype τ and ωifT = ηi (T ) fT for each i and T . There
is an order on SYT’s of given shape (for details see [13, p.288]) and the maximum
SYT in this order, denoted by T0, is produced by entering the numbers 1, 2, . . . , N
row by row (the first row is 1, . . . , τ1, the second is τ1 +1, . . . , τ1+ τ2 and so forth).
Definition 8. Suppose T is an SYT of shape τ , with τ ∈ NN,P0 and |τ | = N ,
then let rw (i, T ) , cm (i, T ) denote the row and column respectively of the node of
T containing i, for 1 ≤ i ≤ N . Let t (i, τ) (or t (i)) = (rw (i, T0) , cm (i, T0)),
considered as a labeling of the nodes in the diagram of τ .
In this notation ηi (T ) = cm (i, T )− rw (i, T ).
Proposition 10. Let λ = Λ (µ, s, l, ρ,m) (hypotheses as in Definition 6) then N −
k + λk
κ0
= c (t (N + 1− k)) = ηN+1−k (T0) for 1 ≤ k ≤ N
Proof. Let ck = N−k+
λk
κ0
= N−k−(µ+ 1) λk
m
for 1 ≤ k ≤ N , then for k = ρ+1−j
and 1 ≤ j ≤ ρ we have ck = j−(l + 2), for k = ρ+(l + 1− i)µ+1−j with 1 ≤ i ≤ l
and 1 ≤ j ≤ µ we have ck = j − (i+ 1), and finally for k = N +1− j with 1 ≤ j ≤
N − ℓ (λ) = s (µ+ 1)+µ = τ1 we have ck = j− 1. Thus ck = c (t (N + 1− k)) . 
For a partition λ ∈ NN,P0 say that w ∈ SN is λ-rank-preserving if λi = λi+1
implies w (i) < w (i+ 1) for 1 ≤ i < N . In general (wλ)w(i) = λi, so this property
implies r (wλ, i) = r
(
λ,w−1 (i)
)
= w−1 (i) for 1 ≤ i ≤ N and
Uiζ
x
wλ =
((
N − w−1 (i)
)
κ+ λw−1(i) + 1
)
ζxwλ
for generic κ. In particular, if λ = Λ (µ, s, l, ρ,m), w is λ-rank-preserving and ζxwλ
is singular (for κ = κ0) then
ωN+1−iζ
x
wλ = c
(
t
(
N + 1− w−1 (i)
))
ζxwλ.
Let w0 be the “reversing” (longest) element of SN , that is w0 (i) = N + 1 − i
for 1 ≤ i ≤ N (note w−10 = w0). Thus ωiζ
x
wλ = c (t (w0ww0 (i))) ζ
x
wλ. On the
other hand suppose u ∈ SN and the action of u on T0 produces an SYT de-
noted by T (u acts on the entries of T0), then the node t (i) contains u (i). Thus
ωifT = ηi (T ) fT = c
(
t
(
u−1 (i)
))
fT and fT has the same respective eigenvalues
for {ωi : 1 ≤ i ≤ N} as ζ
x
wλ for w = w
−1
0 uw0 provided that w is λ-rank-preserving.
But this is a consequence of T being an SYT (λi = λi+1 implies N− i and N+1− i
are in the same row of T0 thus u (N − i) and u (N − i+ 1) are in the same row of
T,with u (N − i) < u (N − i+ 1), that is, w (i) < w (i+ 1)). Further it is easy to
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describe wλ corresponding to a given SYT T : let γ1 = 0 and γj = m (s+ j − 1) for
2 ≤ j ≤ l+2, then for any i (with 1 ≤ i ≤ N) let j = rw (i, T ) and (wλ)N+1−i = γj .
This shows that the possible wλ corresponding to SYT’s are exactly the reverse lat-
tice permutations of λ. A reverse lattice permutation wλ of λ is defined by the prop-
erty that every right substring (wλ)N+1−j (wλ)N+2−j . . . (wλ)N (for 1 ≤ j ≤ N)
has at least as many entries of γi as of γi+1 for each i. The set of corresponding
w ∈ SN serves as an index set, namely Eτ = {w ∈ SN : w0ww0T0 is an SYT}.
We show that {ζxwλ : w ∈ Eτ} is a basis for the SN -module (isotype τ) generated
by ζxλ .
Theorem 7. Let w ∈ Eτ then ζ
x
wλ is singular (for κ = κ0 on R
N ) and {ζxwλ : w ∈ Eτ}
is a basis for spanQ {wζ
x
λ : w ∈ SN}, on which SN acts by Young’s seminormal rep-
resentation, where ζxwλ corresponds to fT with T = w0ww0T0.
Proof. By Proposition 1 if ζxwλ has no pole at κ0, for some w ∈ SN , and a =
κ
(
κ (r (wλ, i + 1)− r (wλ, i)) + λw−1(i) − λw−1(i+1)
)−1
does not evaluate to ±1 at
κ = κ0,for some i with λw−1(i) > λw−1(i+1) then ζ
x
(i,i+1)wλ does not have a pole
at κ0 (the formula is (i, i+ 1) ζ
x
wλ = aζ
x
wλ +
(
1− a2
)
ζ(i,i+1)wλ). By Proposition
10 a =
(
c
(
t
(
N + 1− w−1 (i)
))
− c
(
t
(
N + 1− w−1 (i+ 1)
)))−1
at κ = κ0. Each
SYT T of shape τ is the result of a (finite) sequence {(ij, ij + 1) : 1 ≤ j ≤ n}
of adjacent transpositions applied to T0, such that if Tj = (ij, ij + 1)Tj−1 then
rw (ij , Tj−1) < rw (ij + 1, Tj−1). This also implies that Tj is lower in the order on
tableaux as used in [13].
For any SYT T there are four possibilities for the locations of i, i+ 1 and Mur-
phy [13, p.292] derived the expansion of (i, i+ 1) fT in each case: if rw (i, T ) =
rw (i+ 1, T ) then (i, i+ 1) fT = fT , if cm (i, T ) = cm (i+ 1, T ) then (i, i+ 1) fT =
−fT and if rw (i, T ) < rw (i+ 1, T ) then (i, i+ 1) fT = afT +
(
1− a2
)
f(i,i+1)T
where a = (ηi (T )− ηi+1 (T ))
−1 (the fourth case, rw (i, T ) > rw (i+ 1, T ) follows
from the previous by interchanging T and (i, i+ 1)T ; also rw (i, T ) < rw (i+ 1, T )
implies cm (i, T ) > cm (i+ 1, T ) thus 0 < a ≤ 12 ). As remarked before, if wλ corre-
sponds to an SYT T with rw (i, T ) < rw (i+ 1, T ) then (wλ)N+1−i < (wλ)N−i. Let
β = (N − i, N − i+ 1)wλ, then ζxβ =
(
1− a2
)−1
((N − i, N − i+ 1) ζxwλ − aζ
x
wλ)
with the same a that appears in the expression for f(i,i+1)T in terms of fT (note
w0 (i, i+ 1)w0 = (N − i, N − i+ 1)). Since fT0 has the same eigenvalues for {ωi}
as ζxλ this argument used inductively (on the number of adjacent transpositions
linking T0 to T ) shows that {ζ
x
wλ : w ∈ Eτ} transforms according to the seminor-
mal representation, for the isotype τ . Again suppose ζxwλ corresponds to the SYT
T (that is T = w0ww0T0); if rw (i, T ) = rw (i+ 1, T ) then (wλ)N+1−i = (wλ)N−i
and ζxwλ is invariant under (N − i, N − i+ 1) ,while if cm (i, T ) = cm (i+ 1, T ) then
ηi (T ) − ηi+1 (T ) = 1 and the equation (N − i, N − i+ 1) ζ
x
wλ = −ζ
x
wλ is a conse-
quence of the fact that SN acts on the basis {ζ
x
wλ : w ∈ Eτ} just as on {fT }. 
The concept of reverse lattice permutations of λ provides a concise labeling of
the singular polynomials of isotype τ .
5. Conclusion
Here is a description of how to find the isotype τ and label λ for the singu-
lar value κ = −m
n
, given a pair (m,n) with 2 ≤ n ≤ N,m ≥ 1 and m
n
/∈
N. Let d = gcd (m,n) , m1 =
m
d
, n1 =
n
d
(by hypothesis n1 ≥ 2), then let
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l =
⌈
N + 1− n
n1 − 1
⌉
− 1 (the ceiling function), ρ = (N + 1− n) − l (n1 − 1). If
l = 0 then τ = (n− 1, N + 1− n) and λ =
(
mN+1−n, 0n−1
)
. If l ≥ 1 then
τ =
(
n− 1, (n1 − 1)
l
, ρ
)
, µ = n1 − 1, s = d− 1 and λ = Λ (n1 − 1, d− 1, l, ρ,m1),
that is, λ =
(
(m+ lm1)
ρ
, (m+ (l − 1)m1)
µ
, . . . ,mµ, 0n−1
)
. Note that the first
part of τ is always n− 1 (and λ ends in n− 1 zeros).
The rational Cherednik algebraA was investigated by Berest, Chmutova, Etingof,
Ginzburg, Guay, Opdam and Rouquier in a series of papers [1],[2],[3],[9],[10]. Here
we consider the faithful representation of A as the algebra generated by
{Di, xi : 1 ≤ i ≤ N}∪SN of operators on polynomials on R
N (where xi denotes the
multiplication operator). Suppose κ = κ0 is a singular value and τ, λ are defined as
in the previous section and used in Theorem 7, and let Mτ = spanP {ζ
x
wλ : w ∈ Eτ}
where P denotes Q [x1, . . . , xN ] , the polynomials on R
N . Then Mτ is a module for
the Cherednik algebra A specialized to κ = κ0; clearly Mτ is closed under multi-
plication by polynomials and the action of SN . It is closed under {Di : 1 ≤ i ≤ N},
indeed suppose p is a polynomial and g ∈ spanQ {ζ
x
wλ : w ∈ Eτ} then by the product
rule Di (pg) = pDig + g
∂
∂xi
p+ κ
∑
j 6=i
((i, j) g)
p (x)− (i, j) p (x)
xi − xj
∈ Mτ when κ = κ0
and Dig = 0.
It is a plausible conjecture that we have found all the singular polynomials for
SN (perhaps to be settled in a later paper). The structure of κ0-critical pairs (see
Definition 7) may be worth further investigation, with a view to finding a general
algorithm for their construction, and maybe a uniqueness result in the case that
h (λ, κ+ 1) has a zero of multiplicity 1 at κ = κ0. Such a result would simplify the
argument used here.
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