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1. Given the data matrix,  
 
2 6
1 5
3 4
 
 
 
  
X . 
 
(a) Determine the deviation vectors and its lengths. 
 
(b) Obtain the inner product and the angle between the deviation vectors. 
 
(c) Calculate the generalized sample variance and total sample variance. 
 
[ 25 marks ] 
 
 
 
1. Diberi matriks data,  
 
2 6
1 5
3 4
 
 
 
  
X  
 
(a) Tentukan vektor-vektor sisihan serta panjangnya. 
 
(b) Dapatkan hasil darab terkedalam dan sudut antara vektor-vektor sisihan. 
 
(c) Kira varians sampel teritlak dan varians sampel keseluruhan. 
 
[ 25 markah ] 
 
 
 
2. Let X be 3( , )N μ Σ  where 
 
1
2
3
2 1 1 0
, 5 ,  and 1 9 2 .
4 0 2 4
X
X
X
      
        
     
         
X μ Σ  
 
(a) Find the distributions of 
 
(i) 
2
3
X
X
 
 
 
, 
 
(ii) 2 1
2
X X
. 
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(b) Are 
2
3
X
X
 
 
 
 and 2 1
2
X X
 independent? 
[ 20 marks ] 
 
 
 
2. Biar X sebagai 3( , )N μ Σ  yang mana 
 
1
2
3
2 1 1 0
, 5 ,  and 1 9 2 .
4 0 2 4
X
X
X
      
        
     
         
X μ Σ  
 
(a) Cari taburan bagi  
 
(i) 
2
3
X
X
 
 
 
, 
 
(ii) 2 1
2
X X
. 
 
(b) Adakah 
2
3
X
X
 
 
 
 dan 2 1
2
X X
 tidak bersandar? 
[ 20 markah ] 
 
 
 
3. Readings at a particular day for two meteorological variables at 20 monitoring 
stations are observed. The values observed for ozone concentration (in part per 
million) and air temperature (in degree Celsius), which are assumed to have a 
multivariate normal distribution, gave  
 
0.065 0.0001 0.0042
,
27.55 0.0042 1.1732
   
    
   
x S . 
 
(a) Obtain the maximum likelihood estimates of the mean vector, μ  and the 
variance-covariance matrix, Σ . 
 
(b) Test at the 5% level the null hypothesis that ' (0.080, 26.45)μ . State any 
assumptions you make before performing the test. 
 
(c) Obtain the 95% simultaneous confidence intervals for the two population 
means. 
 
[ 25 marks ] 
…4/- 
[MSG 366] 
- 4 - 
 
 
   
3. Bacaan pada hari tertentu bagi dua pembolehubah  meteorologi di 20 stesen 
pemantauan dicerap. Nilai yang dicerap bagi kepekatan ozon (dalam bahagian per 
juta) dan suhu udara (dalam Celsius), yang diandaikan mempunyai taburan 
tercantum multivariat normal, memberikan  
 
0.065 0.0001 0.0042
,
27.55 0.0042 1.1732
   
    
   
x S . 
 
(a) Dapatkan anggaran kebolehjadian maksimum bagi vektor min μ  dan 
matriks varians-kovarians, Σ . 
  
(b) Uji pada aras 5% hipotesis nol ' (0.080, 26.45)μ . Nyatakan sebarang 
andaian yang telah anda dibuat sebelum melaksanakan ujian tersebut. 
 
(c) Dapatkan selang keyakinan serentak 95% bagi dua min populasi tersebut. 
 
[ 25 markah ] 
 
 
 
4. The following table displays the edited data of five measurements on 20 moribund 
female sparrows brought to a biological laboratory in Rhode Island after a severe 
storm in 1898. For each bird, the measurements (in mm) are: 
 
X1 = total length 
X2 = alar extent 
X3 = length of beak and head 
X4 = length of humerus 
X5 = length of keel of sternum 
 
Birds X1 X2 X3 X4 X5 
1 156 245 31.6 18.5 20.5 
2 154 240 30.4 17.9 19.6 
3 153 240 31.0 18.4 20.6 
4 153 236 30.9 17.7 20.2 
5 155 243 31.5 18.6 20.3 
6 163 247 32.0 19.0 20.9 
7 157 238 30.9 18.4 20.2 
8 155 239 32.8 18.6 21.2 
9 164 248 32.7 19.1 21.1 
10 158 238 31.0 18.8 22.0 
11 158 240 31.3 18.6 22.0 
12 160 244 31.1 18.6 20.5 
13 155 240 31.4 18.0 20.7 
14 156 240 31.5 18.2 20.6 
15 160 242 32.6 18.8 21.7 
16 152 232 30.3 17.2 19.8 
17 160 250 31.7 18.8 22.5 
18 155 237 31.0 18.5 20.0 
19 157 245 32.2 19.5 21.4 
20 165 245 33.1 19.8 22.7 
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Birds 1 to 12 survived while birds 13 to 20 died. Statistical analyses using 
MINITAB have been performed for this dataset and the output is displayed in 
Appendix A. 
 
(a) Based on the output, in your opinion what analyses have been performed? 
 
(b) How are the five measurements related? 
 
(c) Do the survivors and nonsurvivors have statistically significant difference 
for their mean values of the variables? Discuss your answer. 
 
(d) Suppose, the five measurements on a bird are (155, 235, 30.7, 17.7, 19.6), 
but the information regarding the survival of this bird is missing. Using the 
information in the output, determine whether the bird most likely survived 
or died. Discuss your answer. 
 
[ 30 marks ] 
 
4. Jadual berikut memaparkan data yang telah disunting bagi lima ukuran pada 20 
ekor burung pipit betina yang hampir menemui ajal yang telah dibawa ke sebuah 
makmal biologi di Rhode Island selepas suatu ribut yang teruk. Bagi setiap 
burung, ukuran-ukuran (dalam mm) adalah: 
 
X1 = panjang keseluruhan 
X2= panjang alar 
X3 = panjang paruh dan kepala 
X4 = panjang humerus 
X5 = pamjang lunas tulang dada 
 
Burung X1 X2 X3 X4 X5 
1 156 245 31.6 18.5 20.5 
2 154 240 30.4 17.9 19.6 
3 153 240 31.0 18.4 20.6 
4 153 236 30.9 17.7 20.2 
5 155 243 31.5 18.6 20.3 
6 163 247 32.0 19.0 20.9 
7 157 238 30.9 18.4 20.2 
8 155 239 32.8 18.6 21.2 
9 164 248 32.7 19.1 21.1 
10 158 238 31.0 18.8 22.0 
11 158 240 31.3 18.6 22.0 
12 160 244 31.1 18.6 20.5 
13 155 240 31.4 18.0 20.7 
14 156 240 31.5 18.2 20.6 
15 160 242 32.6 18.8 21.7 
16 152 232 30.3 17.2 19.8 
17 160 250 31.7 18.8 22.5 
18 155 237 31.0 18.5 20.0 
19 157 245 32.2 19.5 21.4 
20 165 245 33.1 19.8 22.7 
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Burung 1 ke 12 terselamat sementara burung 13 ke 20 menemui ajal. Analisis-
analisis statistik menggunakan MINITAB telah dijalankan terhadap set data ini 
dan outputnya dipamerkan di Lampiran A. 
 
(a) Berdasarkan output, pada pendapat anda apakah analisis-analisis yang 
telah dijalankan? 
 
(b) Bagaimana lima ukuran ini berkaitan? 
 
(c) Adakah yang terselamat dan yang menemui ajal mempunyai perbezaan 
nilai-nilai min pembolehubah yang bererti secara statistik? Bincangkan 
jawapan anda. 
 
(d) Andaikan lima ukuran seekor burung adalah (155, 235, 30.7, 17.7, 19.6), 
tetapi maklumat berkenaan kemandirian burung ini hilang. Dengan 
menggunakan maklumat-maklumat yang terdapat pada output, tentukan 
sama ada burung tersebut berkemungkinan besar terselamat atau menemui 
ajal. Bincangkan jawapan anda. 
 
[ 30 markah ] 
 
 
 
5. Observations on two responses are collected for four treatments. The summary 
statistics of the two responses for Treatment 1, Treatment 2, Treatment 3 and 
Treatment 4 are as follows: 
  
   Treatment 1: 1 1 1
3 1.5 1.0
, , 12
7 1.0 2.5
n
   
    
   
x S  
   Treatment 2: 2 2 2
4 1.7 1.2
, , 15
5 1.2 2.4
n
   
    
   
x S  
   Treatment 3: 3 3 3
6 1.4 1.0
, , 10
8 1.0 2.3
n
   
    
   
x S  
   Treatment 4: 4 4 4
3 1.2 1.1
, , 13
4 1.1 2.5
n
   
    
   
x S  
  
 Construct the one-way MANOVA table and test for treatment effects using 
0.05  . Give your conclusion and state any assumptions you make. 
 
[ 30 marks ] 
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5.      Cerapan untuk dua respon dikumpul bagi empat rawatan. Statistik ringkasan bagi 
dua respon tersebut bagi Rawatan 1, Rawatan 2, Rawatan 3 dan Rawatan 4 
adalah seperti berikut: 
 
   Rawatan 1: 1 1 1
3 1.5 1.0
, , 12
7 1.0 2.5
n
   
    
   
x S  
   Rawatan 2: 2 2 2
4 1.7 1.2
, , 15
5 1.2 2.4
n
   
    
   
x S  
   Rawatan 3: 3 3 3
6 1.4 1.0
, , 10
8 1.0 2.3
n
   
    
   
x S  
   Rawatan 4: 4 4 4
3 1.2 1.1
, , 13
4 1.1 2.5
n
   
    
   
x S  
    
 Bina jadual MANOVA satu-hala dan uji kesan rawatan menggunakan 0.05  . 
Beri kesimpulan anda dan nyatakan sebarang andaian yang dibuat. 
 
[ 30 markah ] 
 
 
 
6. Suppose 1 2 2( , ) ' N ( , )X XX 0 Σ , where 
9 4
4 3
 
  
 
Σ .  
 
(a) Obtain the principal components of Σ . 
 
(b) Determine the joint distribution of the principal components. Specify the 
mean vector and variance-covariance matrix. 
 
[ 25 marks ] 
 
 
 
6. Andaikan 1 2 2( , ) ' N ( , )X XX 0 Σ , yang mana 
9 4
4 3
 
  
 
Σ . 
 
(a) Dapatkan komponen-komponen prinsipal bagi Σ . 
 
(b) Tentukan taburan tercantum bagi komponen-komponen prinsipal. 
Perincikan vektor min dan matriks varians-kovarians. 
 
[ 25 markah ] 
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7. The following data measure the amount of protein consumed for nine food groups 
in 25 European countries. The nine food groups are red meat (X1), white meat 
(X2), eggs (X3), milk (X4), fish (X5), cereal (X6), starch (X7), nuts (X8), and 
fruits and vegetables (X9).  
 
 County       X1   X2   X3   X4    X5   X6    X7   X8   X9 
    Albania        10.1  1.4  0.5   8.9  0.2  42.3  0.6  5.5  1.7  
    Austria         8.9 14.0  4.3  19.9  2.1  28.0  3.6  1.3  4.3     
    Belgium        13.5  9.3  4.1  17.5  4.5  26.6  5.7  2.1  4.0  
    Bulgaria        7.8  6.0  1.6   8.3  1.2  56.7  1.1  3.7  4.2  
    Czechoslovakia  9.7 11.4  2.8  12.5  2.0  34.3  5.0  1.1  4.0  
    Denmark        10.6 10.8  3.7  25.0  9.9  21.9  4.8  0.7  2.4  
    East Germany    8.4 11.6  3.7  11.1  5.4  24.6  6.5  0.8  3.6  
    Finland         9.5  4.9  2.7  33.7  5.8  26.3  5.1  1.0  1.4  
    France         18.0  9.9  3.3  19.5  5.7  28.1  4.8  2.4  6.5  
    Greece         10.2  3.0  2.8  17.6  5.9  41.7  2.2  7.8  6.5  
    Hungary         5.3 12.4  2.9   9.7  0.3  40.1  4.0  5.4  4.2  
    Ireland        13.9 10.0  4.7  25.8  2.2  24.0  6.2  1.6  2.9  
    Italy           9.0  5.1  2.9  13.7  3.4  36.8  2.1  4.3  6.7  
    Netherlands     9.5 13.6  3.6  23.4  2.5  22.4  4.2  1.8  3.7  
    Norway          9.4  4.7  2.7  23.3  9.7  23.0  4.6  1.6  2.7  
    Poland          6.9 10.2  2.7  19.3  3.0  36.1  5.9  2.0  6.6  
    Portugal        6.2  3.7  1.1   4.9 14.2  27.0  5.9  4.7  7.9  
    Romania         6.2  6.3  1.5  11.1  1.0  49.6  3.1  5.3  2.8  
    Spain           7.1  3.4  3.1   8.6  7.0  29.2  5.7  5.9  7.2  
    Sweden          9.9  7.8  3.5   4.7  7.5  19.5  3.7  1.4  2.0  
    Switzerland    13.1 10.1  3.1  23.8  2.3  25.6  2.8  2.4  4.9  
    UK             17.4  5.7  4.7  20.6  4.3  24.3  4.7  3.4  3.3  
    USSR            9.3  4.6  2.1  16.6  3.0  43.6  6.4  3.4  2.9  
    West Germany   11.4 12.5  4.1  18.8  3.4  18.6  5.2  1.5  3.8  
    Yugoslavia      4.4  5.0  1.2   9.5  0.6  55.9  3.0  5.7  3.2  
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Factor analysis on this data set is performed using Minitab and the output is 
displayed in Appendix B. Discuss the results and identify the important factors 
underlying the observed variables and examine the relationship between the 
countries with respect to these factors. 
 
[ 15 marks ] 
 
 
 
7. Data berikut mengukur jumlah protein yang dimakan bagi sembilan kumpulan 
makanan di 25 buah negara Eropah. Sembilan kumpulan makanan tersebut adalah 
daging merah (X1), daging putih (X2), telur (X3), susu (X4), ikan (X5), bijirin 
(X6), kanji (X7), kekacang (X8), dan buah-buahan dan sayur-sayuran (X9). 
 
   Negara     X1   X2   X3   X4    X5   X6    X7   X8   X9 
   Albania        10.1  1.4  0.5   8.9  0.2  42.3  0.6  5.5  1.7  
   Austria         8.9 14.0  4.3  19.9  2.1  28.0  3.6  1.3  4.3     
   Belgium        13.5  9.3  4.1  17.5  4.5  26.6  5.7  2.1  4.0  
   Bulgaria        7.8  6.0  1.6   8.3  1.2  56.7  1.1  3.7  4.2  
   Czechoslovakia  9.7 11.4  2.8  12.5  2.0  34.3  5.0  1.1  4.0  
   Denmark        10.6 10.8  3.7  25.0  9.9  21.9  4.8  0.7  2.4  
   East Germany    8.4 11.6  3.7  11.1  5.4  24.6  6.5  0.8  3.6  
   Finland         9.5  4.9  2.7  33.7  5.8  26.3  5.1  1.0  1.4  
   France         18.0  9.9  3.3  19.5  5.7  28.1  4.8  2.4  6.5  
   Greece         10.2  3.0  2.8  17.6  5.9  41.7  2.2  7.8  6.5  
   Hungary         5.3 12.4  2.9   9.7  0.3  40.1  4.0  5.4  4.2  
   Ireland        13.9 10.0  4.7  25.8  2.2  24.0  6.2  1.6  2.9  
   Italy           9.0  5.1  2.9  13.7  3.4  36.8  2.1  4.3  6.7  
   Netherlands     9.5 13.6  3.6  23.4  2.5  22.4  4.2  1.8  3.7  
   Norway          9.4  4.7  2.7  23.3  9.7  23.0  4.6  1.6  2.7  
   Poland          6.9 10.2  2.7  19.3  3.0  36.1  5.9  2.0  6.6  
   Portugal        6.2  3.7  1.1   4.9 14.2  27.0  5.9  4.7  7.9  
   Romania         6.2  6.3  1.5  11.1  1.0  49.6  3.1  5.3  2.8  
   Spain           7.1  3.4  3.1   8.6  7.0  29.2  5.7  5.9  7.2  
   Sweden          9.9  7.8  3.5   4.7  7.5  19.5  3.7  1.4  2.0  
   Switzerland    13.1 10.1  3.1  23.8  2.3  25.6  2.8  2.4  4.9  
   UK             17.4  5.7  4.7  20.6  4.3  24.3  4.7  3.4  3.3  
   USSR            9.3  4.6  2.1  16.6  3.0  43.6  6.4  3.4  2.9  
   West Germany   11.4 12.5  4.1  18.8  3.4  18.6  5.2  1.5  3.8  
   Yugoslavia      4.4  5.0  1.2   9.5  0.6  55.9  3.0  5.7  3.2  
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Analisis faktor terhadap set data dijalankan menggunakan perisian Minitab dan 
outputnya dipamerkan di Lampiran B. Bincangkan keputusan dan kenalpasti 
faktor-faktor penting yang mendasari pembolehubah-pembolehubah yang dicerap 
dan kaji perhubungan antara negara-negara dengan faktor-faktor ini. 
 
[ 15 markah ] 
 
 
 
8. The following data displays the mean values for four mandible measurements for 
five canine groups. The four measurements are breadth of mandible (X1), height of 
mandible below the first molar (X2), length of the first molar (X3) and breadth of 
the first molar (X4). 
 
 Measurements (in mm) 
Group X1 X2 X3 X4 
Modern Dog 9.7 21.0 19.4 7.7 
Chinese Wolf 13.5 27.3 26.8 10.6 
Indian Wolf 11.5 24.3 24.5 9.3 
Cuon 10.7 23.5 21.4 8.5 
Prehistoric Dog 10.3 22.1 19.1 8.1 
 
(a) Determine the distance matrix D for the data, using the city block metric. 
 
(b) Cluster the five groups using the complete linkage hierarchical procedure. 
Draw a dendogram and discuss the results. 
 
[ 30 marks ] 
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8. Data berikut mempamerkan nilai-nilai min bagi empat ukuran rahang bawah bagi 
lima kumpulan anjing. Empat ukuran tersebut adalah lebar rahang (X1), tinggi 
rahang  bawah molar pertama (X2), panjang molar pertama (X3) dan lebar molar 
pertama (X4). 
 
 Ukuran (dalam mm) 
Kumpulan X1 X2 X3 X4 
Anjing Moden 9.7 21.0 19.4 7.7 
Serigala China 13.5 27.3 26.8 10.6 
Serigala India 11.5 24.3 24.5 9.3 
Cuon 10.7 23.5 21.4 8.5 
Anjing Prasejarah 10.3 22.1 19.1 8.1 
 
(a) Tentukan matriks jarak D bagi data, menggunakan metrik blok bandar. 
 
(b) Kelompokkan lima kumpulan tersebut menggunakan tatacara berhierarki 
pautan lengkap. Lukis suatu dendogram dan bincangkan keputusan. 
 
[ 30 markah ] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
…12/- 
[MSG 366] 
- 12 - 
 
 
   
APPENDICES/LAMPIRAN 
 
Appendix A/Lampiran A 
 
*1: Survived, 2: Died (Nonsurvived) 
 
Descriptive Statistics: X1, X2, X3, X4, X5  
 
                    Total 
Variable  Survival  Count   N  N*    Mean  Variance  Minimum  Maximum 
X1        1            12  12   0  157.17     13.24   153.00   164.00 
          2             8   8   0  157.50     16.29   152.00   165.00 
 
X2        1            12  12   0  241.50     14.64   236.00   248.00 
          2             8   8   0  241.38     30.27   232.00   250.00 
 
X3        1            12  12   0  31.433     0.542   30.400   32.800 
          2             8   8   0  31.725     0.799   30.300   33.100 
 
X4        1            12  12   0  18.517     0.160   17.700   19.100 
          2             8   8   0  18.600     0.689   17.200   19.800 
 
X5        1            12  12   0  20.758     0.523   19.600   22.000 
          2             8   8   0  21.175     1.176   19.800   22.700 
 
 
Correlations: X1, X2, X3, X4, X5  
 
       X1     X2     X3     X4 
X2  0.733 
    0.000 
 
X3  0.683  0.608 
    0.001  0.004 
 
X4  0.786  0.720  0.772 
    0.000  0.000  0.000 
 
X5  0.656  0.508  0.645  0.716 
    0.002  0.022  0.002  0.000 
 
 
Cell Contents: Pearson correlation 
               P-Value 
 
 
General Linear Model: X1, X2, X3, X4, X5 versus  
 
Factor  Type  Levels  Values 
 
 
Analysis of Variance for X1, using Adjusted SS for Tests 
 
Source    DF  Seq SS  Adj SS  Adj MS     F      P 
Survival   1    0.53    0.53    0.53  0.04  0.850 
Error     18  259.67  259.67   14.43 
Total     19  260.20 
 
 
S = 3.79815   R-Sq = 0.20%   R-Sq(adj) = 0.00% 
 
 
Term         Coef  SE Coef      T      P 
Constant  156.833    2.571  60.99  0.000 
Survival    0.333    1.734   0.19  0.850 
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Unusual Observations for X1 
 
Obs       X1      Fit  SE Fit  Residual  St Resid 
 20  165.000  157.500   1.343     7.500      2.11 R 
 
R denotes an observation with a large standardized residual. 
 
 
Analysis of Variance for X2, using Adjusted SS for Tests 
 
Source    DF  Seq SS  Adj SS  Adj MS     F      P 
Survival   1    0.07    0.07    0.07  0.00  0.953 
Error     18  372.88  372.88   20.72 
Total     19  372.95 
 
 
S = 4.55140   R-Sq = 0.02%   R-Sq(adj) = 0.00% 
 
 
Term         Coef  SE Coef      T      P 
Constant  241.625    3.081  78.42  0.000 
Survival   -0.125    2.077  -0.06  0.953 
 
 
Unusual Observations for X2 
 
Obs       X2      Fit  SE Fit  Residual  St Resid 
 16  232.000  241.375   1.609    -9.375     -2.20 R 
 17  250.000  241.375   1.609     8.625      2.03 R 
 
R denotes an observation with a large standardized residual. 
 
 
Analysis of Variance for X3, using Adjusted SS for Tests 
 
Source    DF   Seq SS   Adj SS  Adj MS     F      P 
Survival   1   0.4083   0.4083  0.4083  0.64  0.436 
Error     18  11.5617  11.5617  0.6423 
Total     19  11.9700 
 
 
S = 0.801445   R-Sq = 3.41%   R-Sq(adj) = 0.00% 
 
 
Term         Coef  SE Coef      T      P 
Constant  31.1417   0.5426  57.40  0.000 
Survival   0.2917   0.3658   0.80  0.436 
 
 
Analysis of Variance for X4, using Adjusted SS for Tests 
 
Source    DF  Seq SS  Adj SS  Adj MS     F      P 
Survival   1  0.0333  0.0333  0.0333  0.09  0.766 
Error     18  6.5767  6.5767  0.3654 
Total     19  6.6100 
 
 
S = 0.604459   R-Sq = 0.50%   R-Sq(adj) = 0.00% 
 
 
Term         Coef  SE Coef      T      P 
Constant  18.4333   0.4092  45.04  0.000 
Survival   0.0833   0.2759   0.30  0.766 
 
 
Unusual Observations for X4 
 
Obs       X4      Fit  SE Fit  Residual  St Resid 
 16  17.2000  18.6000  0.2137   -1.4000     -2.48 R 
 20  19.8000  18.6000  0.2137    1.2000      2.12 R 
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R denotes an observation with a large standardized residual. 
 
 
Analysis of Variance for X5, using Adjusted SS for Tests 
 
Source    DF   Seq SS   Adj SS  Adj MS     F      P 
Survival   1   0.8333   0.8333  0.8333  1.07  0.314 
Error     18  13.9842  13.9842  0.7769 
Total     19  14.8175 
 
 
S = 0.881418   R-Sq = 5.62%   R-Sq(adj) = 0.38% 
 
 
Term         Coef  SE Coef      T      P 
Constant  20.3417   0.5967  34.09  0.000 
Survival   0.4167   0.4023   1.04  0.314 
 
 
MANOVA for Survival 
s = 1    m = 1.5    n = 6.0 
 
                       Test             DF 
Criterion         Statistic      F  Num  Denom      P 
Wilks'              0.88449  0.366    5     14  0.864 
Lawley-Hotelling    0.13059  0.366    5     14  0.864 
Pillai's            0.11551  0.366    5     14  0.864 
Roy's               0.13059 
 
 
SSCP Matrix (adjusted) for Survival 
 
         X1       X2       X3        X4       X5 
X1   0.5333  -0.2000   0.4667   0.13333   0.6667 
X2  -0.2000   0.0750  -0.1750  -0.05000  -0.2500 
X3   0.4667  -0.1750   0.4083   0.11667   0.5833 
X4   0.1333  -0.0500   0.1167   0.03333   0.1667 
X5   0.6667  -0.2500   0.5833   0.16667   0.8333 
 
 
SSCP Matrix (adjusted) for Error 
 
        X1      X2      X3      X4      X5 
X1  259.67  228.50  37.633  32.467  40.083 
X2  228.50  372.88  40.825  35.800  38.025 
X3   37.63   40.83  11.562   6.753   8.012 
X4   32.47   35.80   6.753   6.577   6.918 
X5   40.08   38.03   8.012   6.918  13.984 
 
 
 
Partial Correlations for the Error SSCP Matrix 
 
         X1       X2       X3       X4       X5 
X1  1.00000  0.73434  0.68684  0.78565  0.66518 
X2  0.73434  1.00000  0.62178  0.72293  0.52659 
X3  0.68684  0.62178  1.00000  0.77447  0.63008 
X4  0.78565  0.72293  0.77447  1.00000  0.72141 
X5  0.66518  0.52659  0.63008  0.72141  1.00000 
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Discriminant Analysis: Survival versus X1, X2, X3, X4, X5  
 
Linear Method for Response: Survival 
 
 
Predictors: X1, X2, X3, X4, X5 
 
 
Group         1         2 
Count        12         8 
 
 
Summary of classification 
 
                 True Group 
Put into Group      1      2 
1                   8      2 
2                   4      6 
Total N            12      8 
N correct           8      6 
Proportion      0.667  0.750 
 
N = 20           N Correct = 14           Proportion Correct = 0.700 
 
 
Squared Distance Between Groups 
 
          1         2 
1  0.000000  0.489726 
2  0.489726  0.000000 
 
 
Linear Discriminant Function for Groups 
 
                1        2 
Constant  -1681.9  -1684.2 
X1            4.4      4.4 
X2           12.2     12.1 
X3           34.7     35.4 
X4          -66.8    -67.6 
X5           -5.8     -5.0 
 
 
Summary of Misclassified Observations 
 
                True   Pred          Squared 
Observation    Group  Group  Group  Distance  Probability 
          4**      1      2      1     2.538        0.470 
                                 2     2.295        0.530 
          8**      1      2      1     9.849        0.202 
                                 2     7.098        0.798 
         10**      1      2      1     7.499        0.401 
                                 2     6.692        0.599 
         11**      1      2      1     4.453        0.339 
                                 2     3.115        0.661 
         18**      2      1      1     3.598        0.688 
                                 2     5.180        0.312 
         19**      2      1      1     7.303        0.523 
                                 2     7.487        0.477 
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Appendix B/Lampiran B 
 
 
Descriptive Statistics: X1, X2, X3, X4, X5, X6, X7, X8, X9  
 
Variable   Mean  Variance 
X1        9.828    11.203 
X2        7.896    13.646 
X3        2.936     1.249 
X4        16.31     53.84 
X5        4.284    11.577 
X6        32.25    120.45 
X7        4.276     2.670 
X8        3.072     3.943 
X9        4.136     3.254 
 
  
Correlations: X1, X2, X3, X4, X5, X6, X7, X8, X9  
 
        X1      X2      X3      X4      X5      X6      X7      X8 
X2   0.153 
     0.465 
 
X3   0.586   0.620 
     0.002   0.001 
 
X4   0.485   0.276   0.500 
     0.014   0.183   0.011 
 
X5   0.061  -0.234   0.066   0.026 
     0.772   0.260   0.755   0.901 
 
X6  -0.500  -0.414  -0.712  -0.442  -0.524 
     0.011   0.040   0.000   0.027   0.007 
 
X7   0.135   0.314   0.452   0.255   0.404  -0.533 
     0.519   0.127   0.023   0.218   0.045   0.006 
 
X8  -0.349  -0.635  -0.560  -0.506  -0.147   0.651  -0.474 
     0.087   0.001   0.004   0.010   0.483   0.000   0.017 
 
X9  -0.074  -0.061  -0.046  -0.261   0.266   0.047   0.084   0.375 
     0.724   0.771   0.829   0.208   0.198   0.825   0.688   0.065 
 
 
Cell Contents: Pearson correlation 
               P-Value 
 
 
Factor Analysis: X1, X2, X3, X4, X5, X6, X7, X8, X9  
 
Principal Component Factor Analysis of the Correlation Matrix 
 
 
Unrotated Factor Loadings and Communalities 
 
Variable  Factor1  Factor2  Factor3  Factor4  Factor5  Communality 
X1          0.610   -0.084   -0.530    0.453    0.147        0.888 
X2          0.639   -0.333    0.624    0.139    0.086        0.935 
X3          0.858   -0.063    0.081    0.319    0.074        0.854 
X4          0.665   -0.245   -0.378    0.013   -0.521        0.917 
X5          0.256    0.853   -0.219   -0.277    0.128        0.934 
X6         -0.864   -0.308    0.083    0.048   -0.238        0.907 
X7          0.619    0.427    0.290   -0.236   -0.344        0.824 
X8         -0.832    0.179   -0.130    0.330   -0.102        0.861 
X9         -0.184    0.645    0.290    0.621   -0.154        0.943 
 
Variance   3.8816   1.6346   1.0602   0.9554   0.5312       8.0630 
% Var       0.431    0.182    0.118    0.106    0.059        0.896 
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Rotated Factor Loadings and Communalities 
Varimax Rotation 
 
Variable  Factor1  Factor2  Factor3  Factor4  Factor5  Communality 
X1          0.092    0.052   -0.916   -0.036   -0.192        0.888 
X2          0.952   -0.139   -0.077   -0.019   -0.058        0.935 
X3          0.665    0.145   -0.580    0.048   -0.228        0.854 
X4          0.155    0.025   -0.409   -0.220   -0.823        0.917 
X5         -0.163    0.942   -0.077    0.115    0.037        0.934 
X6         -0.476   -0.639    0.499    0.110    0.107        0.907 
X7          0.466    0.603    0.137    0.137   -0.453        0.824 
X8         -0.673   -0.312    0.195    0.464    0.239        0.861 
X9         -0.036    0.137    0.012    0.955    0.103        0.943 
 
Variance   2.3058   1.8181   1.6600   1.2240   1.0550       8.0630 
% Var       0.256    0.202    0.184    0.136    0.117        0.896 
 
 
Factor Score Coefficients 
 
Variable  Factor1  Factor2  Factor3  Factor4  Factor5 
X1         -0.175   -0.090   -0.726    0.051    0.107 
X2          0.597   -0.205    0.117    0.107    0.197 
X3          0.246   -0.077   -0.296    0.165    0.075 
X4         -0.236   -0.150   -0.002    0.048   -1.030 
X5         -0.196    0.621   -0.030   -0.065    0.178 
X6         -0.109   -0.325    0.255    0.118   -0.314 
X7          0.144    0.261    0.443    0.196   -0.569 
X8         -0.256   -0.150   -0.090    0.355   -0.080 
X9          0.079   -0.040   -0.057    0.847   -0.097 
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Appendix C/Lampiran C 
 
FORMULAE SHEET 
 
 
1. Suppose X has ( )E X μ  and Cov( ) X Σ . Thus 'c X  has mean 'c μ  and variance 
'c Σc . 
 
 
2. Bivariate normal p.d.f.: 
   
1 2 22
1211 22 12
2 2
1 1 2 2 1 1 2 2
12
11 22 11 22
1 1
( , ) exp
2 12 1
2
f x x
x x x x
   
   

   


 
 
                                    
 
 
 
3. Multivariate normal p.d.f.: 
 
 
1( ) ' ( )/2
1/2/2
1
( )
2
p
f e

   x μ Σ x μx
Σ
 
 
 
4. If N ( , )pX μ Σ , then 
 
(a)  ' ' , 'Na X a μ a Σa  
(b)  N , 'qAX Aμ AΣA  
(c)  N ,p X d μ d Σ  
(d)  N , 'q AX d Aμ d AΣA  
(e)    1 2' p
 X μ Σ X μ  
 
 
5. Let N ( , ), 1, ...,j p j j nX μ Σ  be mutually independent. 
Then 21
1 1 1
N ,
n n n
j j p j j j
j j j
c c c
  
  
   
  
  
  V X μ Σ . Moreover, 1V  and 2
1
n
j j
j
b

V X  
are jointly multivariate normal with covariance matrix 
 
 
2
1
2
1
'
'
n
j
j
n
j
j
c
b


  
  
   
 
  
   
  


Σ b c Σ
b c Σ Σ
. 
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6. Let 
1
2
 
  
 
X
X
X
be distributed as N ( , )pX μ Σ  with 
1
2
 
  
 
μ
μ
μ
, 
11 12
21 22
 
  
 
Σ Σ
Σ
Σ Σ
 and 
22 0Σ . Then the conditional distribution of 1X , given that 2 2X x , is normal 
and has mean =  11 12 22 2 2
 μ Σ Σ x μ  and covariance = 111 12 22 21
Σ Σ Σ Σ . 
 
 
7. One-sample results: 
 
(a)    2 1'T n   X μ S X μ  
 
  
1 1
1 1
, '
1
n n
j j j
j jn n 
   

 X X S X X X X  
 
 
 
2
,
1
p n p
n p
T F
n p



 
 
(b) 100(1 )%  simultaneous confidence intervals for 'a μ : 
,
( 1)
' ( ) '
( )
p n p
p n
F
n n p




a X a Sa  
 
(c) 100(1 )%  Bonferroni confidence interval for i : 
1
2
ii
i n
s
x t
p n


 
  
 
 
 
(d) 100(1 )%  large sample confidence interval for i : 
 
2 ( ) iii p
s
x
n
   
 
 
8. Two-sample results (Paired comparisons): 
 
(a)    2 1' dT n   D δ δ D δ  
  
1 1
1 1
, '
1
n n
j d j j
j jn n 
   

 D D S D D D D  
 
 
2
,
1
p n p
n p
T F
n p



 
 
(b) 100(1 )%  simultaneous confidence intervals for i : 
 
2
,
( 1)
( )
( )
id
i p n p
sp n
d F
n p n




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9. Two-sample results (Independent samples): 
 
(a)        
1
2
1 2 1 2 1 2 1 2
1 2
1 1
' pT
n n

  
               
  
X X μ μ S X X μ μ  
 
 
  1 2
1 2 2
, 1
1 2
1
2
p n n p
n n p
T F
n n p
  
  
 
 
 
   1 1 2 2
1 2
1 1
2
p
n n
n n
  

 
S S
S  
  
1
'
1
in
ij i ij i
j
i
in

 


 x x x x
S  
 
(b) 100(1 )%  simultaneous confidence interval for  1 2' a μ μ : 
 
 1 2
1 2
1 1
' ' pc
n n
 
   
 
a X X a S a  
 
 
  1 2
1 22
, 1
1 2
2
( )
1
p n n p
n n p
c F
n n p
  
 

  
 
 
 
(c) For large 1n p  and 2n p  , an approximate 100(1 )%  simultaneous 
confidence interval for  1 2' a μ μ : 
 
 1 2 1 2
1 2
1 1
' 'c
n n
 
   
 
a X X a S S a  
2 2 ( )pc    
 
 
10. One-way MANOVA 
  
1
'
g
l l l
l
n

  B x x x x  
 
   1 1 2 2
1 1
' ( 1) ( 1) ... ( 1)
lng
lj l lj l g g
l j
n n n
 
         W x x x x S S S  
 
* 
W
B + W
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Distribution of * : 
 
For 1,
1 *
1, 2 :
1 *
g n g
n g
p g F
g
 
   
    
   
 
 
For 2( 1),2( 1)
1 1 *
2, 2 :
1 *
g n g
n g
p g F
g
  
     
        
 
 
For , 1
1 1 *
1, 2 :
*
p n p
n p
p g F
p
 
    
    
  
 
For 2 , 2( 2)
2 1 *
1, 3:
*
p n p
n p
p g F
p
 
     
       
 
 
ln n  
 
 
11. The Estimated Minimum ECM Rule for two normal populations: 
 
Allocate 0x  to population 1 if 
     1 1 21 2 p 0 1 2 p 1 2
1
(1 2)1
' ' ln
2 (2 1)
c p
c p
 
   
         
    
x x S x x x S x x  
Allocate 0x  to population 2 otherwise. 
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