Abstract-In order to generate a geographical profile, based on the spatial distribution theory and the probability distance theory, two strategy models are established. At the same time, we also analyze the complexity and the accuracy of these models.
INTRODUCTION
As well known, every crime action must be in some particular geographical time-space. Thereby, the crime action always manifests some geographical regularity influenced by geographical environment.
Spatial analysis has long been a valuable tool used within the criminal investigative process [1, 2] . This is especially true for serial offence cases, where criminologists apply geographic profiling to model the offender mobility and the crime distribution patterns in order to estimate a criminal's likely residence [3, 4] . Yet, traditional analytical methodologies have avoided the utilization of the functional distance measures when modeling an offender's journey-to-crime within an anisotropic landscape.
One of the focuses of any police investigation is the crime scene and its evidentiary contents. What is often overlooked, however, is a geographic perspective on the actions preceding the offence, the spatial behavior that led up to the crime scene. For any violent crime occurring, there must have been an intersection of victim and offender in both time and place. How did this happen? What were the antecedents? What do the spatial elements of the crime tell us about the offender's actions and hunting patterns?
II. SPATIAL DISTRIBUTION STRATEGY

A. Model of Spatial Distribution Strategy
In two-dimensional Euclidean space, the center of minimum distance of a given points set is the location, at which the sum of the distances to all other points is the smallest. These coordinates are derived through the iterative method
where dist() is the Euclidean distance between the point (xi, yi) and the chosen point ) , ( y x . Obtaining a precise value for this complex strategy is more difficult than other spatial distribution strategy. The problem of minimizing W is not a trivial task, which has been studied for a long history. The function W is convex, so it has a unique minimum in the convex hull of the given points set. Weiszfeld developed an iterative algorithm, which can approximate the estimated home location through the iterative method as follows:
where the initial value (x (0) , y (0) ) may be taken as the centroid of the given points set [5] . Kuhn proved that the method actually converges to the center of minimum distance, but no precise estimate is known on how long it takes for this method to converge, as a function of the number of input points. Given (x (k) , y (k) ), the computing algorithm of x (k+1) and y (k+1) involves the inverse of the distances between (x (k) , y (k) ) and the n given points. Then, the sum of n numbers computed in the previous step is computed, which is followed by the computation of x (k+1) and y (k+1) .
B. Complexity Analysis of Spatial Distribution Strategy
In this section, we provide an example of a complexity analysis for a spatial distribution strategy [6] [7] . In all cases, the computational complexity of implementing such strategy is at least linear with the number of crime locations. In each case, T(n) denotes the computational complexity of the particular method.
Given n points, the center of the circle is calculated as the mid-point of the two furthest points in the sequence of crime locations. We can compute the distance between (xi, yi) and (xj, yj) using the formula 
Although in general n n T  ) ( in this situation, any program computing the center of the circle of a set of n points will need to compute ) 2 ( n distances. Hence, a more accurate lower bound on this method's complexity can be estimated as
III. PROBABILITY DISTANCE STRATEGY
A. Model of Negative Exponential
The negative exponential strategy assumes that, the likelihood of an offender living at a particular location is the highest near an offender's crime site location and decreases with increasing distance. As the equation f(x) = ae -bx (a > 0 and b > 0) show that, the decline is at an exponential rate, dropping quickly near an offender's crime location, as it approaches zero likelihood. This prediction is represented by one of a family of distance decay functions, where a is a coefficient (equal to 10 as default) used to provide an indication of the maximum likelihood of finding a home, and b is an exponent (equal to 1 as default) that determines the slope of the function, x is the distance between each reference location and each crime location, and the cost of evaluating f is the likelihood of an offender living at a particular location.
B. Model of Truncated Negative Exponential
The truncated negative exponential strategy is a spline function consisting of the linear strategy and the negative exponential strategy [8] .
This is a complex function consisting of two distinct decay equations: linear and exponential. For locations in close approximation to the residences, a positive linear function can be defined as follows:
Starting at zero (the haven) and increasing to a peak distance, Max d. Next, the function follows a negatively signed exponential function, declining quickly as the distance increases. For points near the crime site locations, a positive version of the linear strategy can be used to represent the notion that offenders have a low likelihood of living directly on a crime location but an increased likelihood of living in the surrounding areas. At a predefined point of highest likelihood, the offender's "safe distance" away from the crime locations, the linear strategy is replaced by the negative exponential strategy to represent a declining likelihood of locating the offender's home with increasing distance. The total cost of calculating the truncated negative exponential is the addition of the complexities associated with the two strategies.
IV. CONCLUSION
As mentioned before, probability distance strategy assumes that the crime site locations represent an offender's activity space, and that this space contains that offender's residence.
Given n input points (i.e., crime locations), a grid is laid on top of them. We let (u1, v1), (u2, v2), …, (um, vm) be the centers of the various cells defined by such a grid. For each center, Ci = (ui, vi), we can then define the Euclidean distance, disti,j from Ci of the jth crime location, (xj, yj) (n values defined for each center). Then, a given probability density function f can be evaluated, and the numerical value associated to Ci is:
.The predicted home location is then set to be the center C, that maximizes function l. In other words, a numerical score can be assigned to a number of points in the region where the offences were committed, allowing us to identify the point with the highest probability score. For each of the probability distance strategies, we can use a common formula to measure complexity. Calling T f the time to evaluate f, and assuming that m centers are defined, each of the methods in this section had an approximate complexity of at most f T n m   computational steps. Clearly, if m is much smaller than n, these methods can be simpler than many of the spatial distribution strategy. On the other hand, if m is bigger than n, then the complexity of any of these probability distance strategies is at least n 2 .
