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Abstract 
We present a necessary and sufficient condition to represent a Laurent series matrix 
.4(x) as a product U(x)k(x)V(x) whereA( x 1s a ) L aurent series matrix whose leading scalar 
matrix is nonsingular and U(x) and V(x) are diagonal matrices whose nonzero 
entries are powers of x. If A(x) can be written in this form, then the matrix equation 
A(n) Y(x) = B(x) can be solved by long division. Our result relies on a classical theorem 
on optimal assignments. 0 1998 Elsevier Science Inc. All rights reserved. 
1. Introduction 
Let F denote an arbitrary field and F( (x)) denote the field of Laurent series 
over 9, i.e., the quotient field of formal power series over 9. Let Fmx’ denote 
the ring of m x n matrices over 4 and Fmx”((x)) denote the ring of m x n Lau- 
rent series matrices over F. In particular, any M(x) E P”““((x)) can be repre- 
sented as M(x) = CiEYA4$, where 27 is the set of all integers, M, E Pxn, and 
only a finite number of the IV~‘S with i < 0 are nonzero. If M(x) # 0, let &M(x)) 
denote the smallest i for which 44; # 0. Otherwise, if M(x) = 0, let 
@M(x)) = 00. In case M(x) # 0, MGCMCxjj is called the leading scalar matrix of 
M(x). In general, if M(x) E F”“““((x)), then M(x) = [mii(x)],6,Gm,,C,Gn where 
m,j(x) E 9((x)) is the entry (i,j) in M(x). 
’ This work was supported by NSF Grant NCR-96-12354 
* E-mail: ghaffar@ece.ucdavis.edu. 
0024-3795/98/$19.00 0 1998 Elsevier Science Inc. All rights reserved 
PII:SOO24-3795(98)10021-6 
190 K.A.S. Abdel-Ghaffar I Linear Algebra and its Applications 280 (1998) 189-197 
We are interested in solving the matrix equation 
A(x)Y(x) = B(x), (1) 
where A(x) and B(x) are given n x n and n x 1 Laurent series matrices over 9, 
respectively. If A(x) is nonsingular, then 
Y(x) = K’(x)B(x), (2) 
where 
A-l(x) = AdMx)) 
det (A(x)) 
Several efficient algorithms are known to compute A-’ (x) if A(x) is a polynomi- 
al matrix (see for example [l] and its references). However, in case A(x) is not a 
polynomial matrix and the leading scalar matrix A6(A(X)) of A(x) is nonsingular, 
then it is often easier and more convenient to compute the Laurent series ma- 
trix Y(x) = CiE3 Yx’ directly using long division. Clearly, if B(x) = 0, then 
Y(x) = 0. Therefore, assume in the following that B(x) # 0, i.e., 
6(B(x)) < co. The long division algorithm solves Eq. (1) as follows. First, it 
sets I: = 0 for all i < 6(B(x)) - 6(A(x)). Starting with i = 6(B(x)) - @A(x)) 
and R(x) = B(x), it iteratively performs the following computations: 
0 Y. c AT’ &(x)J%G))+l, 
?? R(x) + R(x) -A(x)Y., 
?? i+i+l. 
In practice, the algorithm is terminated when i reaches a certain limit. 
The long division algorithm as described above can be applied to solve Eq. (1) 
if and only if the leading scalar matrix AJ(,+JJ in the Laurent series of A(x) is non- 
singular. If this is the case, then we say that ,4(x) is a long division matrix. 
Since using long division to solve for the Laurent series of Y(s) in Eq. (1) is 
more straightforward than using Eqs. (2) and (3), it is interesting to extend the 
long division algorithm to matrices A(x) that are not necessarily long division 
matrices. Let ,4(x) be an n x n Laurent series matrix and suppose that it can be 
written as 
A(x) = diag(x”’ , . . ,xun) A(x) diag(x”’ , . . . ,x0”), (4) 
where k(x) is a long division matrix and ul, . . . , unr 01, . . . , u, are integers. Then 
Eq. (1) implies that 
/i(x) Y(x) = B(X)) 
where 
(5) 
B(x) = diag(x-“’ , . . . , XC+) B(x) (6) 
and 
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Y(x) = diag(x"l, . . . ,x’“) Y(x). (7) 
In particular, B(x) can be easily computed from B(x) using Eq. (6), Y(x) can be 
found from Eq. (5) by long division, and Y(x) can be easily computed from 
Y(x) using Eq. (7). For this reason, if an n x n Laurent series matrix A(x) sati- 
sfies Eq. (4), for some long division matrix A(x) and integers 
Ul,... ,%r~l,.‘~,vn, then we say that A(x) resembles a long division matrix. 
It should be noted that the property of resembling a long division matrix is in- 
variant under row or column permutations and under multiplication of a row 
or a column by a nonzero Laurent series in 9((x)). However, adding a multi- 
ple of a row or a column to another may affect this property. 
In this paper, we give a necessary and sufficient condition for a Laurent 
series matrix to resemble a long division matrix. In deriving this condition, 
we relate our problem to the optimal assignment problem in combinatorial ma- 
trix theory and use a classical result that characterizes optimal assignments to 
solve the first problem. First, we give a brief description of the optimal assign- 
ment problem as given in [2]. 
2. Review of the optimal assignment problem 
Suppose we have n jobs to be assigned to n persons. Let c,, be the cost of 
employing the ith person to perform the jth job, where 1 < i,j < n. We assume 
that ci, is either an integer or equals cc if the ith person is not qualified to per- 
form thejth job. An assignment is specified by a permutation rt of { 1,2, , n}. 
This permutation assigns the ith person to job rc(i). The total cost associated 
with an assignment specified by the permutation n is C:=, cl+), which equals 
03 if and only if cinci) = 00 for some i. We are interested in determining an as- 
signment that minimizes the total cost. Such assignment is called optimal. Let 
C = [cii], CijGn be the n x n matrix whose entries are the c;j’s. Define 
T(C) = min 
{ 




The following theorem is very useful in determining optimal assignments. 
Theorem 1. Let C = [cij], Gi,jSn be an n x n matrix such that cij E 2 u 00 for 
1 < i, j < n and r( C) < 00. Then, T(C) equals the maximum of Cb, ui + CT&, vj 
for all integers ui and vj such that ui + vj 6 cij where 1 6 i, j < n. This common 
value is attained when ui + v,+) = Gin(i) for 1 6 i 6 n, where II is a permutation 
that specljies an optimal assignment. 
This result follows essentially from Theorem 7.1 .l in [2] with some minor 
variations. In [2], the optimal assignment seeks to maximize rather than 
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minimize the cost. Also the costs clj are in general real numbers and the num- 
bers ui and Uj are real and may not be integers. However, an examination of the 
proof provided in [2] shows that Theorem 1 holds. Furthermore, the proof 
demonstrates a simple technique to find integers ul, . . . , u,, VI, . . . , v, such that 
ui + Uj < cii for 1 < i,j < n and Ci ui + cj Uj is maximum. For completeness, we 
give a brief description of this technique. First, we start by setting U, = 0 for all 
i and uj = minic;j for all j. Notice that Oj is finite since T(C) < cc. Clearly, 
Ui + Uj 6 cij for 1 < i, j < n and, therefore, C, pi + cj uj < T(C). Define 
Si = {j: U, + Uj = cij} for 1 < i < n. If there is a permutation r~ of { 1,2,. . , a} 
such that n(i) E Sj for all i, then Ui + an(i) = tin(i) and in particular rt specifies 
an optimal assignment. Otherwise, there is a nonempty subset I of 
{ 1,2,. . , II} such that 1 Uiel Sil < 111 - 1. The existence of I, in this case, is as- 
sured by the celebrated theorem of P. Hall on distinct representatives [2]. An 
effective procedure that either yields a permutation rr or a subset I, with the 
properties described above, can be found in Section 5.1 of [2]. Let 
u,* = 




Vj - 1 if j E IJIG, Si, 
vi ifj @ l-l,,, si. 
It can be easily shown that UT + vi < cij for 1 < i,_i < n and 
CUT + XV; 3 CUi + CVj + 1. 
I i I i 
We replace the values of ui and Uj by ur and u;, respectively, and repeat the 
above procedure. Since the inequalities ui + Uj < cij for 1 < i, j < n and 
C, ui + Cj v, < T(C) continue to hold while Ci ui + cj vj is increased by at 
least 1 each time the values of the ui’s and the uj’s are updated, this process 
must terminate with integers ~1,. . . , u,, ~1,. . , U, such that ui + vj < cij for 
1 < i, j < II and C, ui + Cj uj is maximum. Once these integers are obtained, 
a permutation rr specifies an optimal assignment if and only if 
ui + Us = ci+) for all i. 
As an example for applying this technique, consider the matrix 
0 1 1 1 
12 32 
c= I I 14 44’ 1 00 2 3 (9) 
We start by setting u1 = u2 = u3 = u4 = vl = 0 and v2 = u3 = u4 = 1. In partic- 
ular, Si = { 1,2,3,4} and S2 = S3 = S4 are empty. Clearly, there is no perrnuta- 
tion rc of { 1,2,3,4} such that rc(i) E S, for all i. On the contrary, for the set 
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I = {2,3,4} we have 1 uiEr S,l = 06 111 - 1. Hence we update the uj’s and the 
vi’s to become uI = v1 = 0 and u2 = ~3 = u4 = v2 = v3 = v4 = 1. For these up- 
datedvalues,~~={1,2,3,4},S~={1,2,4},S3={1},andS4={1,3}.There 
are exactly two permutations given by n(i) = 2,4,1,3 and z(i) = 4,2,1,3 for 
i = 1,2,3,4, respectively, that satisfy the condition n(i) E Si for all i. Only these 
two permutations specify optimal assignments. Notice that T(C) = 6. 
3. Main results 
Let A(x) be an n x n Laurent series matrix with determinant det (A(x)). 
Define the n x n matrix 
A(A(x)) = [S(aij(x))Il<;,j<n, (10) 
where 6(aij(x)) E 3 u cc as mentioned in Section 1. Let T(A(A(x))) be as de- 
fined in Eq. (8). Clearly, 
h(det(A(x))) 2 W(A(x))). (11) 
Notice that the leading scalar matrix A++)) of A(x) is nonsingular if and 
only if 6( det (A(x))) = &(A (x)) < 00. Since 6(A(x)) < h(Uij(X)) for any (i,j), 
A(x) is a long division matrix if and only if 
6( det (A(x))) < nd(a;j(x)) (12) 
for all 1 < i,j< n and 6( det(A(x))) < 03. In this case, equality holds in 
Eq. (11). Our main result stated next demonstrates that the two sides in 
Eq. (11) are equal and finite if and only if A(x) resembles a long division 
matrix. 
Theorem 2. Let A(x) be a square Laurent series matrix. Then, A(x) resembles a 
long division matrix if and only if 
G(det(A(x))) = T(A(A(x))) < co. 
Proof. First notice that if T(A(A(x))) = 00, then A(x) is singular. In this case, 
A(x) does not resemble a long division matrix. So, assume in the following that 
T(A(A(x))) < 00. To prove that the condition is sufficient, form the n x n 
matrix C = [cijl 1 6 iJ 6 n, where cij = 6(aij(x)). Theorem 1 implies that there exist 
integers Ui and Uj such that Ui + Uj 6 6(aij(x)) for 1 < i,j< n, and 
ui + on(i) = s(aincij(x)), for 1 < i < n, where rt is a permutation that minimizes 
Cr=i s(ain(i)(X))3 i.e., Cy=i s(ai,ci,(x)) = T(A(A(x))). Let 
A(x) = diag(x-"I, . . ,x-“‘) A(x) diag(x-"I , . . . ,x~““). 
In particular, 
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d(aij(X)) = -Ui + d(U,(X)) - Vj 2 0 
for 1 < i, j < n, and 
6( det (A(x))) = -eu, +6( det (A(x))) - erj 
I=1 j=l 
Therefore, if 
= d( det (A(x))) - T(A(A(x))). 
h(detW))) = r(A(A(x))), 
then 
6( det (A(x))) = 0 < 6(Gij(x)) 
for all 1 < i, j < n. Combining this with Eq. (12), it follows that A(x) is a long 
division matrix. 
Next, suppose that A( x is an n x n matrix that resembles a long division ma- ) 
trix. Then, Eq. (4) holds where A(x) is a long division matrix and 
Ul,..., u,, q, . . , u, are integers. This implies that 
d(CZij(X)) = Ui + G(iiij(X)) + Uj (13) 
and 
6( det (A(x))) = 2 U, + 6( det (A(x))) + 20,. (14) 
i=l j=l 
Suppose that rc is a permutation that minimizes C:=, ~(u;,(~~(x)). Then, 
2 6( det (A(x))) + Eli + ev, 
*=I /=I 
(16) 
= 6( det (A(x))) (17) 
3 QA(A(x))), (18) 
where Eqs. (15)-(18) follow from Eqs. (13), (12), (14) and (1 I), respectively. 
Thus equality holds in Eq. (18) and this proves the necessary condition stated 
in the theorem for A(x) to resemble a long division matrix. 0 
Theorem 2 provides a simple test to check if a Laurent series matrix resembles 
a long division matrix or not. The following result rephrases this test. Let 
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‘Cx) = [aij(x)ll<ij<n b e a Laurent series matrix. Then, aij(x) = C,,Y aij,$, 
where aij,l E 8. Define 
aij = %+Ya&)) 
if Uij(X) # 0, 
0 if Uij(X) = 0. 
Hence u!_#~~(~)) is the first (with the smallest t) nonzero term in the Laurent 
series of”,,(x) provided that aij(x) # 0. If aij(x) = 0, we take .~,x’(‘v(~)) = 0. 
Let A’(x) = [u;xs(+(X))] 1 < ij c “. Thus A’(x) is obtained from A(x) by replacing 
each nonzero entry by’ its first nonzero term. In particular, the entries of 
A’(x) are monomials. We will call A’(x) the matrix of leading monomials of 
A(x). 
Corollary 1. Let A(x) be an n x n Laurent series matrix whose matrix of leading 
monomials is A’(x) = [a~jx6(ui~(X))] 1 6 iJ c n. Then A(x) resembles a long division 




where sgn(rr) = fl is the sign of the permutation 7~. 
Proof. First notice that if T(A(A(x))) = o;), then 
fia:.(i) = 0
i=l 
for any permutation 7r of { 1,2,. . . ,n}. In this case, A(x) is singular and does 
not resemble a long division matrix, and the corollary holds. So, assume in 
the following that T(A(A(x))) < CO. The condition stated in the corollary is 
equivalent to the condition that 6( det (A(x))) = T(A(A(x))), and the result fol- 
lows readily from Theorem 2. 0 
Since 
d(,:jXa(a”(*i)) = d(U;j(X)), 
it follows from Eq. (10) that 
A(A(x)) = A(A’(x)). 
Hence, Corollary 1 implies that a Laurent series matrix A(x) resembles a long 
division matrix if and only if its matrix of leading monomials A’(x) resembles a 
long division matrix. 
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4. Examples 
We give several applications of the results presented in Section 3. 
Example 1. Consider the Laurent series matrix A(x) over the real numbers 
whose matrix of leading monomials is 
1 --x -5x x 
A’(x) = 
2x -x2 x3 x2 
I I 
X x4 x4 x4 
3x 0 x2 7x3 
Notice that the matrix A(A(x)) = [d(aij(x))], Gijcn, where 6(aij(x)) is the power 
of x in entry (i,j) of A’(x) if this entry is nonzero and 8(ajj(x)) = co if the entry 
is zero, is the same as the matrix C in Eq. (9). As shown in Section 2, there are 
exactly two permutations given by n(i) = 2,4,1,3 and rc(i) = 4,2,1,3 for 
i = 1,2,3,4, respectively, that specify optimal assignments. In particular, 
Cf=, %,&)) = r(A(A(x))) = 6 f or each of these permutations. Since 
sgn(n) Xl a:,(,) = 1 and - 1, for the first and second permutations, respective- 
ly, Corollary 1 implies that A(x) does not resemble a long division matrix. On 
the other hand, if the entry (1,2) in A’(x) equals x rather than -x, then A(x) 
resembles a long division matrix. 
Example 2. Consider the matrix A(x) = [aU(x)]i ciJGn, where s(a,(x)) = ipj and 
PI,..., p,, are distinct integers. To simplify notation, we will assume without 
loss of generality that p1 > p2 > . . > p,,. Notice that the matrix of leading 
monomials [u~~x~(‘~J’))] 1 Gij G n is a Vandermonde matrix apart from the fact 
that the aij’s are arbitrary nonzero elements in 9. We will show that the matrix 
A(x) resembles a long division matrix. Let 




Vj = J’pj - 
E f, 
r=2 
where 1 6 i, j < n, and a sum equals zero if its lower limit exceeds its upper lim- 
it. It is easy- to verify that 
U, + Vj < ip, 
with equality if and only if i = j or i = j - 1. Hence, from Theorem 1 and the 
discussion following it, we know that a permutation IX specifies an optimal 
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assignment if and only if z(i) E {i, i + 1) for all i. If 7~ is such a permutation 
then n(n) = n and using induction it can be shown that z(i) = i for all i. Since 
n is unique, 
@det(A(x))) = ~~(~in~i~(x)) = r(A A(x) ), 
i=l 
and Theorem 2 shows that A(x) resembles a long division matrix. 
More generally, if p1 > p2 > . . . > pn are integers and 6(ajj(x)) 3 ip, with 
equality if i = j, then A(x) resembles a long division matrix. 
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