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Abstrak 
Email spam dapat didefinisikan sebagai email sampah yang 
kedatangannya tidak dikehendaki oleh penerima email tersebut. 
Perkembangan metode deteksi email spam mengikuti 
perkembangan metode dari para spammer. Mulai deteksi email 
spam berdasarkan teks dan atribut dari email hingga citra yang 
terkandung pada email tersebut.  
Pada Tugas Akhir dilakukan implementasi deteksi spam 
menggunakan random forest dan SVM berdasarkan fitur tekstur 
pada citra yang disisipkan pada email. Untuk mengklasifikasikan 
citra yang spam dengan yang bukan spam diperlukan ekstraksi 
fitur teksur yang berjumlah total 302 fitur. Karena banyaknya 
dimensi fitur yang perlu untuk diproses, maka metode PCA 
digunakan untuk mereduksi dimensi fitur menjadi jauh lebih 
kecil. 
Dari hasil uji kinerja didapatkan rata-rata nilai akurasi, 
precision dan recall 98.64%, 99.02% dan 98.29% untuk random 
forest serta 97.84%, 98.26% dan 97.43% untuk SVM tanpa 
melakukan PCA pada dataset Image Spam Hunter (ISH). Jika 
digunakan PCA nilai-nilai tersebut menjadi 97.28%, 97.69% dan 




untuk SVM. Jika ditinjau dari waktu komputasi, penggunaan PCA 
menyebabkan waktu komputasi menjadi 3.10 kali lebih cepat 
untuk SVM dan 1.82 kali lebih cepat untuk random forest. 
Sedangkan jika digunakan untuk mendeteksi dataset baru, rata-
rata nilai akurasi, precision dan recall untuk SVM didapatkan 
81.01%, 84.81% dan 78.82%  lebih tinggi dibandingkan random 
forest  dengan rata-rata72.47%, 67.09% dan 75.18%. 
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Abstract 
Spam email can be defined as trash email which was not 
desired by the said email receiver. Development of spam 
detection follows the development of spammer’s method to spread 
spam. From spam detection using text body and attribute in the 
email to image contained within email.  
This Undergraduate Thesis was proposed to implement 
spam detection using random forest and SVM by using texture 
features of image contained within spam.To classify spam images, 
302 texture features must be extracted from the said images. To 
reduce this huge dimension PCA was used. 
From performance test, it was found that the proposed 
method resulted average accuracy, precision dan recall of 
98.64%, 99.02% and 98.29% for random forest also 97.84%, 
98.26% and 97.43% for SVM using Image Spam Hunter (ISH) 
dataset. If PCA were used those values would become 97.28%, 
97.69% and 96.94% for random forest  also 97.22%, 98.04% and 
96.53% for SVM. By using PCA computation time would become 
3.10 times faster for SVM dan  1.82 times faster for random 
forest. When new dataset were used, the proposed method 




84.81% and 78.82%  for  SVM and 72.47%, 67.09% dan 75.18% 
for random forest. 
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1.1 Latar Belakang 
Email spam merupakan email yang tidak diinginkan yang 
masuk pada inbox email. Email ini biasanya berisi pesan atau 
citra yang berupa iklan produk atau bahkan tipuan. Email spam 
masih merupakan masalah yang masih melandai dunia internet 
sampai saat ini. Email spam biasanya dikirimkan secara massal 
oleh botnet yang dikendalikan spammer. Menurut studi yang telah 
dilakukan oleh The Radicati Group, Inc., pada tahun 2013 email 
spam telah mencakup 84% dari keseluruhan traffic email per 
harinya [1]. Tentu saja hal ini menimbulkan banyak kerugian baik 
itu bagi pengguna email maupun penyedia layanan email. Email 
spam merugikan bagi pengguna email karena email spam telah 
membuang-buang waktu pengguna email ketika mengecek email 
mereka, bahkan tidak sedikit pula yang menjadi korban penipuan 
karena email spam yang diterimanya. Sedangkan bagi penyedia 
layanan email, email spam telah memakan sumber daya 
bandwidth yang terbatas dan media penyimpanan email yang 
telah disediakan. 
Sudah begitu banyak juga metode yang diajukan dari 
berbagi riset yang dilakukan oleh kalangan akademisi dan 
perusahaan untuk memfilter email spam. Salah satu metode yang 
populer adalah Bayesian Filtering yang telah digunakan oleh 
SpamAssassin sebuah perangkat lunak untuk email spam filtering 
[2].  
Seiring dengan berkembangnya teknologi email spam 
filtering, para spammer juga mengembangkan metode yang 
digunakan untuk menyebarkan email spam mereka salah satunya 
yaitu dengan menyamarkan pesan yang biasanya menggunakan 
teks biasa dengan menggunakan medium teks yang ada pada citra 
sehingga hal ini sangat menyulitkan perangkat spam filtering 
yang telah dijalankan oleh penyedia layanan email. Untuk 





Recognition (OCR) untuk mengenali teks yang ditanamkan pada 
citra, akan tetapi spammer kemudian menggunakan CAPTCHA 
(Completely Automated Public Turing Test to Tell Computer and 
Human Apart), dengan ini spammer bisa men-distort, 
menambahkan latar yang berwarna-warni atau ber-noise sehingga 
hanya manusia saja yang bisa membaca teks pada citra [3] [4]. 
Oleh karena itu dikembangkan teknik email spam filtering yang 
berdasarkan fitur low-level yang terkandung di dalam citra pada 
email spam.  
Pada Tugas Akhir ini, citra pada email akan 
diklasifikasikan berdasarkan fitur tekstur yang terkandung pada 
citra itu dengan menggunakan metode klasifikasi Random Forest 
sebagai citra spam atau ham (citra bukan spam), kemudian akan 
digunakan juga metode klasifikasi SVM (Support Vector 
Machine) sebagai pembanding. 
1.2 Rumusan Permasalahan 
Rumusan masalah yang dapat diangkat dalam Tugas Akhir 
ini dapat dipaparkan sebagai berikut: 
1. Bagaimana cara menerapkan metode klasifikasi SVM dan 
Random Forest pada deteksi citra spam dengan melakukan  
PCA pada dataset? 
2. Bagaimanakah pengaruh penggunaan Principal Component 
Analysis pada kinerja klasifikasi? 
3. Bagaimanakah perbandingan kinerja SVM dan Random 
Forest pada deteksi citra spam? 
1.3 Batasan Masalah 
Permasalahan yang dibahas dalam Tugas Akhir ini 
memiliki beberapa batasan, yaitu sebagai berikut: 
1. Ekstraksi fitur tekstur akan menggunakan perangkat lunak 
MaZda [5]. 
2. Implementasi menggunakan bahasa pemrograman Python 
dengan pustaka SciPy [6], NumPy [7], scikit-image [8], 





3. Implementasi menggunakan metode klasifikasi Random 
Forest dan SVM sebagai pembanding. 
4. Dataset yang digunakan adalah Image Spam Hunter dataset 
[11]. 
1.4 Tujuan  
Tujuan dari Tugas Akhir ini adalah sebagai berikut: 
1. Mengetahui penerapan klasifikasi dengan metode Random 
Forest dan SVM untuk mendeteksi citra spam dengan 
melakukan  PCA pada dataset. 
2. Mengetahui pengaruh Principal Component Analysis pada 
klasifikasi citra spam dengan menggunakan Random Forest 
dan SVM. 
3. Mengevaluasi kinerja Random Forest dibandingkan dengan 
SVM dengan melakukan uji coba. 
1.5 Manfaat 
Tugas akhir ini dikerjakan dengan harapan mendapatkan 
metode yang cepat dan efisien untuk mendeteksi citra spam. 
1.6 Metodologi 
Tahapan-tahapan yang dilakukan dalam pengerjaan Tugas 
Akhir ini adalah sebagai berikut: 
1. Penyusunan proposal Tugas Akhir. 
Tahap awal untuk memulai pengerjaan Tugas Akhir adalah 
penyusunan proposal Tugas Akhir. Proposal Tugas Akhir 
yang diajukan memiliki gagasan untuk mengimplementasikan 
algoritma deteksi spam yang tersisipi informasi citra dengan 
menggunakan SVM dan Random Forest.  
 
2. Studi literatur 
Pada tahap ini dilakukan pencarian, pengumpulan, 
pembelajaran dan pemahaman informasi dan literatur yang 
diperlukan untuk mengiimplementasikan metode deteksi 
spam yang tersisipi informasi citra. Dasar informasi yang 





mengenai fitur-fitur tekstur yang bisa diekstrak dari citra, cara 
menggunakan perangkat lunak MaZda dan cara penggunaan 
pustaka Sckit-learn. Informasi dan literatur didapatkan dari  
buku dan sumber-sumber informasi lain yang berhubungan. 
 
3. Perancangan perangkat lunak 
Tahap ini meliputi perancangan sistem berdasarkan studi 
literatur dan pembelajaran konsep teknologi dari perangkat 
lunak yang ada. Tahap ini mendefinisikan alur dari 
implementasi. Langkah-langkah yang dikerjakan juga 
didefinisikan pada tahap ini. Pada tahapan ini dibuat 
prototype sistem, yang merupakan rancangan dasar dari 
sistem yang akan dibuat. Serta dilakukan desain suatu sistem 
dan desain proses-proses yang ada. 
 
4. Implementasi perangkat lunak 
Implementasi merupakan tahap membangun rancangan sistem 
yang telah dibuat. Pada tahapan ini merealisasikan apa yang 
terdapat pada tahapan sebelumnya, sehingga menjadi sebuah 
sistem yang sesuai dengan apa yang telah direncanakan. 
 
5. Pengujian dan evaluasi 
Pada tahapan ini dilakukan uji coba terhadap perangkat lunak 
yang telah dibuat. Pengujian dan evaluasi akan dilakukan 
dengan melihat kesesuaian dengan perencanaan. Tahap ini 
dimaksudkan juga untuk mengevaluasi jalannya sistem, 
mencari masalah yang mungkin timbul dan mengadakan 
perbaikan jika terdapat kesalahan. 
 
6. Penyusunan buku Tugas Akhir. 
Pada tahapan ini disusun buku yang memuat dokumentasi 
mengenai pembuatan serta hasil dari implementasi perangkat 
lunak yang telah dibuat. 





Buku  Tugas  Akhir  ini  disusun  dengan  sistematika  
penulisan sebagai berikut: 
 
BAB I. PENDAHULUAN 
Bab yang berisi mengenai latar belakang, tujuan, dan 
manfaat dari pembuatan Tugas Akhir. Selain itu permasalahan, 
batasan masalah, metodologi yang digunakan, dan sistematika 
penulisan juga merupakan bagian dari bab ini. 
 
BAB II. DASAR TEORI 
Bab ini berisi penjelasan secara detail mengenai dasar-
dasar penunjang dan teori-teori yang digunakan untuk 
mendukung pembuatan Tugas Akhir ini. 
 
BAB III. PERANCANGAN PERANGKAT LUNAK 
Bab ini berisi tentang desain sistem yang disajikan dalam 
bentuk diagram alir dan pseudocode. 
 
BAB IV. IMPLEMENTASI  
Bab ini membahas implementasi dari desain yang telah 
dibuat pada bab sebelumnya. Penjelasan berupa kode yang 
digunakan untuk proses implementasi. 
 
BAB V. UJI COBA DAN EVALUASI 
Bab ini menjelaskan kemampuan perangkat lunak dengan 
melakukan pengujian kebenaran dan pengujian kinerja dari sistem 
yang telah dibuat. 
 
BAB VI. KESIMPULAN DAN SARAN  
Bab ini merupakan bab terakhir yang menyampaikan 
kesimpulan dari hasil uji coba yang dilakukan dan saran untuk 












Bab ini berisi penjelasan teori-teori yang berkaitan dengan 
metode yang diajukan pada pengimplementasian perangkat lunak. 
Penjelasan ini bertujuan untuk memberikan gambaran  secara 
umum terhadap sistem yang dibuat dan berguna  sebagai 
penunjang dalam pengembangan perangkat lunak. 
2.1 Fitur Tekstur Citra 
Walaupun tidak ada definisi yang pasti untuk tekstur citra, 
hal ini  dapat dikenal dan dipercaya sebagai sumber yang kaya 
akan informasi dari citra itu sendiri. Pada umumnya, tekstur 
merupakan pola visual yang kompleks yang terdiri dari berbagai 
subpola seperti ukuran, kecerahan, warna, kemiringan, dan lain-
lain [12]. Pada Tugas Akhir, pola tekstur citra yang digunakan 
oleh penulis untuk mendeteksi citra spam adalah histogram, 
gradient, run length matrix, co-ocurence matrix, autoregressive 
model, dan wavelet. Masing-masing pola tekstur tersebut bila 
dihitung akan didapatkan beberapa fitur yang merepresentasikan 
tekstur dari citra. 
Persamaan untuk menghitung fitur tekstur yang ditulis pada 
buku ini diasumsikan bahwa intensitas pada citra bernilai dari 1 
sampai Ng, dimana Ng = 2
k, dan k adalah nilai bit tiap pixel pada 
citra. 
2.1.1 Histogram 
Histogram merupakan representasi grafik dari distribusi 
intensitas warna dari citra. Pada persamaan di bawah nilai 
histogram untuk intensitas i direpresentasikan sebagai p(i). Nilai 
histogram yang digunakan pada persamaan ini perlu untuk 
dinormalkan terlebih dahulu yaitu dengan membagi nilai 
histogram dengan banyak total pixel pada citra. Fitur tekstur yang 







Fitur mean merupakan rata-rata intensitas dari citra. Fitur 
ini dihitung menggunakan Persamaan 2.1 [13]. 
         
  
   
  (2.2) 
2. Variance 
Fitur variance menggambarkan variasi dari nilai intensitas 
pada citra berdasarkan pada fitur mean. Untuk menghitung fitur 
ini digunakan Persamaan 2.2 [13]. 
              
  
   
  (2.2) 
3. Skewness 
Fitur skewness menjadi indikasi kesimetrian histogram. 
Jika bernilai nol maka histogram simetris terhadap mean 
sedangkan jika positif bercondong di atas mean dan jika bernilai 
negatif histogram bercondong di bawah mean. Fitur ini dihitung 
menggunakan Persamaan 2.3 [13]. 
    
             
  
   
 (2.3) 
4. Kurtosis 
Fitur kurtosis digunakan untuk mengukur kedataran dari 





    
             
  
   
   (2.4) 
5. Percentile 
Percentile merupakan nilai x yang didapatkan dari 
histogram yang memenuhi syarat Persamaan 2.5.   
                
 
   
 (2.5) 
2.1.2 Gradient 
Gradient merupakan pola tekstur yang menggambarkan 
arah perubahan intensitas warna pada citra. Untuk menghitung 
fitur gradient pada pixel x(i,j) yang diilustrasikan pada Gambar 
2.1 digunakan Persamaan 2.6 [13]. Persamaan ini akan 
meghasilkan nilai dari gradient dari 3x3 pixel yang berpusat di 
x(i,j). Nilai hasil dari persamaan ini bisa disebut juga sebagai 
absolute gradient value dari x(i,j) (ABSV(i,j)). Sedangkan fitur 
tekstur yang bisa didapatkan dari gradient adalah mean absolute 
gradient, variance of absolute gradient, skewness of absolute 
gradient, kurtosis of absolute gradient. 
 





                         (2.6) 
Berikut merupakan persamaan-persamaan yang digunakan 
untuk menghitung fitur tekstur yang berdasarkan dari gradient 
dengan M merupakan banyaknya pixel pada citra. 
 
1. Mean of Absolute Gradient 
Untuk menghitung fitur ini digunakan Persamaan 2.7 [13]. 
       
 
 
          
    
 (2.7) 
2. Variance of Absolute Gradient 
Untuk menghitung fitur ini digunakan Persamaan 2.8 [13]. 
           
 
 
                    
   
 (2.8) 
3. Skewness of Absolute Gradient 
Untuk menghitung fitur ini digunakan Persamaan 2.9 [13]. 
           
 




           
   
          
(2.9) 
4. Kurtosis of Absolute Gradient 





           
 




           
   
            
(2.10) 
2.1.3 Run Length Matrix 
Run length matrix merupakan matriks yang berisi gray 
level run dari sebuah citra. Sedangkan grey level run itu sendiri 
merupakan set dari sekumpulan pixel yang berderetan secara 
linear dan mempunyai intensitas warna yang sama [14]. Selain 
berisi banyaknya  gray level run, run length matrix juga berisi 
arah penghitungan dari banyaknya gray level run, yaitu: 
horisontal , vertikal, diagonal 45 derajat dan diagonal 135 derajat. 
Perputaran sudut untuk arah penghitungan berlawanan dengan 
arah jarum jam. Misalkan pada sebuah run length matrix dari 
sebuah citra, elemen p(i,j) menunjukkan banyaknya grey level run 
yang sepanjang j pixel. Sebagai contoh, misalkan sebuah citra 
berukuran 4x4 mempunyai intensitas warna berkisar 0 sampai 3 
seperti yang diilustrasikan pada Gambar 2.2, maka run length 
matrix untuk citra tersebut seperti yang telah tercantum pada 
Tabel 2.1, Tabel 2.2, Tabel 2.3 serta Tabel 2.4. Masing-masing 
table tersebut secara berurutan merupakan run length matrix 
untuk arah horisontal, diagonal 45o, vertikal, dan diagonal 135o. 
 








Tabel 2.1 Run length matrix arah horisontal untuk  Gambar 2.2 
0o 
panjang 
1 2 3 4 
Intensitas 
0 4 0 0 0 
1 1 0 1 0 
2 3 0 0 0 




Tabel 2.2 Run length matrix arah diagonal 45o untuk  Gambar 2.2 
45o 
panjang 
1 2 3 4 
Intensitas 
0 4 0 0 0 
1 4 0 0 0 
2 0 0 1 0 




Tabel 2.3 Run length matrix arah vertikal untuk  Gambar 2.2 
90o 
panjang 
1 2 3 4 
intensitas 
0 2 1 0 0 
1 4 0 0 0 
2 3 0 0 0 











1 2 3 4 
intensitas 
0 4 0 0 0 
1 4 0 0 0 
2 3 0 0 0 
3 5 0 0 0 
 
Fitur-fitur tekstur yang bisa dihitung berdasarkan run 
length matrix adalah short run emphasis inverse moments, long 
run emphasis moments, grey level nonuniformity, run length 
nonuniformity serta fraction of image in runs. Untuk menghitung 
fitur-fitur tersebut perlu dihitung terlebih dahulu konstanta C 
dengan menggunkan Persamaan 2.11. 
 
          
  
   
  
   
 (2.11) 
 
1. Short Run Emphasis Inverse Moments 
Untuk menghitung fitur ini digunakan Persamaan 2.12 [13] 
[14]. 
             
      
  
  
   
  
   
    (2.12) 
 
2. Long Run Emphasis Moments 






                    
  
   
  
   
    (2.13) 
 
3. Grey Level Nonuniformity 
Untuk menghitung fitur ini digunakan Persamaan 2.14 [13] 
[14]. 
                     
  
   
 
   
   
    (2.14) 
 
4. Run Length Nonuniformity 
Untuk menghitung fitur ini digunakan Persamaan 2.15 [13] 
[14]. 
                   
  
   
 
   
   
    (2.15) 
 
5. Fraction of Image in Runs 
Untuk menghitung fitur ini digunakan Persamaan 2.16 [13] 
[14]. 
                  
  
   
  
   
            
  
   
  
   






2.1.4 Co-occurrence Matrix 
Co-occurrence matrix yang dinotasikan sebagai P(i, j, d, θ) 
merupakan matriks yang berisi banyaknya kejadian dimana dua 
pixel yang bertentanggaan yang keduanya mempunyai intensitas 
masing-masing i dan j yang berjarak d dan keduanya berada 
dalam satu deret yang berarah θ [15]. Misalkan P(2, 3, 2, 0o) 
menunjukkan banyakanya kejadian dua pixel yang masing-masing 
berintensitas 2 dan 3 yang berjarak d dan berada dalam satu deret 
yang berarah horisontal. Jika ρ((k,l), (m,n))  merupakan jarak 
antara dua pixel yang berada pada posisi (k,l) dan (m,n) maka 
untuk menghitung jarak antara dua titik tersebut digunakan 
Persamaan 2.17. 
                                 (2.17) 
Sebagai contoh, co-occurrence matrix dengan parameter 
d=1 untuk citra pada Gambar 2.3 dapat dilihat pada Tabel 2.5, 
Tabel 2.6, Tabel 2.7 dan Tabel 2.8. Masing-masing tabel secara 
berurutan merupakan co-occurrence matrix dengan parameter θ 
0o, 45o, 90o serta 135o. Contoh penghitungan untuk P(0, 0, 1, 0o) 
yang terdapat pada Tabel 2.5 didapatkan nilai 4. Hal ini 
menandakan bahwa co-occcurrence untuk intensitas i=0 dan j=0 
dengan jarak d=1 dan pada deret horisontal θ=0o ditemukan 4 kali 
pada citra. Sedangkan untuk set dari P(0, 0, 1, 0o) adalah {(0,0), 
(0,1)}, {(0,1), (0,0)}, {(1,0), (1,1)} dan {(1,1), (1,0)}; masing-
masing menunjukkan posisi co-occurrence dari 2 pixel pada 
Gambar 2.3. 
 







Tabel 2.5 Co-occurrence matrix P(i, j, d, θ) untuk d=1 dan θ=0o 
0o 
intensitas 
0 1 2 3 
intensitas 
0 4 2 1 0 
1 2 4 0 0 
2 1 0 6 1 




Tabel 2.6 Co-occurrence matrix P(i, j, d, θ) untuk d=1 dan θ=45o 
45o 
intensitas 
0 1 2 3 
intensitas 
0 4 1 0 0 
1 1 2 2 0 
2 0 2 4 1 




Tabel 2.7 Co-occurrence matrix P(i, j, d, θ) untuk d=1 dan θ=90o 
90o 
intensitas 
0 1 2 3 
intensitas 
0 6 0 2 0 
1 0 4 2 0 
2 2 2 2 2 












0 1 2 3 
intensitas 
0 2 1 3 0 
1 1 2 1 0 
2 3 1 0 2 
3 0 0 2 0 
 
Co-occurrence matrix di atas masih belum dinormalisasi 
untuk menggunakan matriks diatas sebagai dasar penghitungan 
fitur tekstur perlu dinormalisasi dengan membagi tiap-tiap nilai 
pada matriks dengan konstanta R yang bisa didapatkan dengan 
Persamaan 2.18. Pada persamaan tersebut Nx dan Ny merupakan 







           
               
           
               
         
          
          
           
  (2.18) 
Fitur tekstur yang didapatkan dari co-occurrence matrix 
adalah angular second moment, contrast, correlation, sum of 
squeares, inverse difference moment, sum average, sum variance, 
sum entroy, difference variance serta difference entropy.  
Untuk persamaan yang digunakan untuk menghitung nilai 






             
  




             
  
   
 (2.20) 
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 (2.24) 
 
                 
  
   
 (2.25) 
 
                 
  
   
 (2.26) 
Jika p(i,j) merupakan nilai co-occurrence matrix untuk 
pixel berintensitas i dan j yang telah dinormalisasi, maka 
persamaan-persamaan yang digunakan untuk menghitung fitur 
tekstur yang berdasarkan co-occurrence matrix untuk citra yang 
berintensitas 1 sampai Ng adalah sebagai berikut: 
 
1. Angular Second Moment 
Untuk menghitung fitur ini digunakan Persamaan 2.27 [13] 
[15]. 
                  
  
   
  








Untuk menghitung fitur ini digunakan Persamaan 2.28 [13] 
[15]. 
                     
  
   
  
   
 
   




Untuk menghitung fitur ini digunakan Persamaan 2.29 [13] 
[15]. 
         
            
  
   
  
   
     
    
 (2.29) 
 
4. Sum of Squares 
Untuk menghitung fitur ini digunakan Persamaan 2.30 [13] 
[15]. 
                 
        
  
   
  
   
 (2.30) 
 
5. Inverse Difference Moment 
Untuk menghitung fitur ini digunakan Persamaan 2.31 [13] 
[15]. 
           
 
        
       
  
   
  







6. Sum Average 
Untuk menghitung fitur ini digunakan Persamaan 2.32 [13] 
[15]. 
                   
   
   
 (2.32) 
 
7. Sum Variance 
Untuk menghitung fitur ini digunakan Persamaan 2.33 [13] 
[15]. 
                               
   
   
 (2.33) 
 
8. Sum Entropy 
Untuk menghitung fitur ini digunakan Persamaan 2.34 [13] 
[15]. 
                              
   




Untuk menghitung fitur ini digunakan Persamaan 2.35 [13] 
[15]. 
                 
  
   
  
   






10. Difference Variance 
Untuk menghitung fitur ini digunakan Persamaan 2.36 [13] 
[15]. 
                  
         
    
   
 (2.36) 
 
11. Difference Entropy 
Untuk menghitung fitur ini digunakan Persamaan 2.37 [13] 
[15]. 
                               
    
   
 (2.37) 
 
2.1.5 Autoregressive Model 
Autoregressive model mengasumsikan bahwa terdapat 
interaksi antar pixel pada citra dimana intensitas dari suatu pixel 
merupakan jumlah dari pixel tetangga yang masing-masing 
mempunyai boot tertentu [13] [16]. Dengan asumsi bahwa citra f 
merupakan zero-mean random field atau citra yang seluruh 
intensitas dari pixel berata-rata nol, maka intensitas dari suatu 
pixel fs dari citra tersebut dapat didefinisikan dengan 
menggunakan Persamaan 2.38. 
           
    
 (2.38) 
Notasi fs adalah intensitas dari pixel pada citra dengan 





distributed (i.i.d) noise, Ns  adalah set pixel tetangga dari pixel 
berposisi s, serta θr merupakan parameter dari vektor model, jika 
{θs} merupakan set dari parameter vektor model dari pixel s maka 
set ini juga valid untuk seluruh pixel pada citra. Pada Gambar 2.4 
dapat dilihat pada area yang di arsir sebelah kiri dan atas dari 
pixel  berposisi s merupakan pixel-pixel tetanggak yang bisa 
menjadi kandidat untuk menghitung intensitas dari pixel s. 
 
Gambar 2.4 Pixel tentangga dari pixel s 
 
Untuk Autoregressive model dari Gambar 2.4, parameter 
model terdiri dari standar deviasi σ dari noise es dan vektor dari 
model parameter θ=[θ1, θ2, θ3, θ4]. Parameter-parameter ini dapat 
diestimasi menggunakan persamaan-persamaan berikut [13] [15]: 





      
 
  (2.39) 
 
   
 
  
          
 
 (2.40) 
dimana ws = col[fi, i Ns] merupakan matriks kolom yang berisi 
intensitas pixel tentangga dari pixel s dan diasumsikan bahwa 
citra berukuran NxN. 
Fitur tekstur yang didapatkan berdasar autoregressive 
model adalah 4 nilai nilai yang ada di dalam matriks    dan nilai 






Fitur tekstur yang didapatkan berdasarkan wavelet tak 
terlepas dari wavelet transform. Wavelet transform merupakan 
salah satu metode pemrosesan citra berbasis transform. Berbeda 
dengan Fourier transform yang menggunakan fungsi berbasis 
sinus, wavelet transform berbasiskan wave kecil  disebut wavelet, 
yang mempunyai frekuensi yang bervariasi dan dalam durasi yang 
terbatas. Hal ini mebuat wavelet seperti skor musik untuk citra, 
yang menjabarkan tidak hanya nada (frekuensi) untuk dimainkan 
tetapi juga kapan untuk memainkan nada itu. Sedangkan fourier 
transform hanya menyediakan informasi nada (frekuensi), 
informasi temporal (kapan memainkan nada itu) hilang ketika 
proses tranformasi [17]. 
2.1.6.1 Discrete Wavelet Transform 1 Dimension 
Untuk mendapatkan hasil Discrete Wavelete Transform 
(DWT) digunakan metode lifting. Sedangkan lifting secara umum  
merupakan transformasi yang melibatkan mean dan difference. 
Dengan asumsi bahwa terdapat korelasi antara 2 sample yang 
beruntut, kemudian kita hitung difference dengan menggunakan 
sample pertama sebagai prediction dari sample kedua. 
Kita juga menghitung mean dari 2 sample. Poin pertama, 
hal ini bisa dianggap sebagai proses untuk menyimpan 
karakteristik dari sinyal asli atau ekstraksi fitur penting dari 
sinyal. Untuk poin yang kedua berdasarkan bahwa mean dari 2 
sample sinyal bisa merepresentasikan seluruh sinyal dengan 
hanya sepanjang separuh sample dari sinyal asli. Operasi ini 
disebut update.  
Pada awalnya, misalkan sebuah sinyal sebagai  finite 
sequence sj dengan panjang 2
j. Kemudian ditransformasikan 
menjadi 2 sequence dengan masing-masing sj-1 dan dj-1 sepanjang 














Gambar 2.5 Proses prediction dan update 
 
Berikut penjelasan proses dari diagram pada Gambar 2.5: 
 Split 
Tiap sample dikategorikan menjadi 2 berdasarkan indeks, 
yaitu genap dan ganjil.  
 Prediction 
Jika sinyal mempunyai suatu struktur, dapat diperkirakan 
adanya korelasi antara sample dengan sample terdekatnya. 
Misalnya, sample pada indeks 2n, kita dapat memprediksi  
pada sample 2n+1 bernilai sama. Kemudian nilai pada 2n+1 
diganti dengan nilai koreksi pada prediksi, yaitu difference 
atau selisih dari nilai pemrediksi dan yang diprediksi.  
                           (2.41) 
 Update 
Setelah memprediksi sample ganjil, kemudian kita update 
sample genap dengan rata-rata 2 sample sebelumnya. 
                           (2.42) 
Algoritma yang telah dijelaskan sebelumnya merupakan 
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       (2.46) 
2.1.6.2 Discrete Wavelet Transform 2 Dimension 
Untuk sinyal 2 dimensi, misalkan citra, tidak diperbolehkan 
untuk langsung menggunakan DWT 1 dimensi dengan 
menggabungkan tiap baris pada sinyal tersebut sebagai sinyal 1 
dimensi. Hal ini dikarenakan adanya korelasi antar baris pada 
sinyal 2 dimensi. 
Untuk menggunakan DWT 1 dimensi pada sinyal 2 
dimensi diperlukan cara khusus. Berikut langkah-langkah yang 
digunakan: 
1. Representasikan sinyal 2 dimensi sebagai matriks 2 dimensi 
dengan ukuran 2n x 2n. 
2. Lakukan DWT 1 dimensi pada tiap-tiap baris matriks 
sehingga dapat dihasilkan 2 matriks yaitu matriks L untuk 
meyimpan mean dan matriks H untuk menyimpan difference 
dengan masing masing berukuran 2n x n. 
3. Lakukan DWT 1 dimensi pada tiap-tiap kolom matriks L 
sehingga dapat dihasilkan 2 matriks yaitu matriks LL untuk 
meyimpan mean dan matriks LH untuk menyimpan difference 
dengan masing masing berukuran n x n. 





sehingga dapat dihasilkan 2 matriks yaitu matriks HL untuk 
meyimpan mean dan matriks HH untuk menyimpan 
difference dengan masing masing berukuran n x n. 
5. Hasil dari DWT 2 dimensi merupakan matriks LL, LH, HL, 
HH 
Jika langkah-langkah di atas dilakukan satu kali maka akan 
didapatkan 4 citra hasil dekomposisi 1 level. Untuk mendapatkan 
hasil dekomposisi 2 level, maka langkah-langkah di atas 
dilakukan 2 kali iterasi dengan digunakan matriks LL sebagai 
inputan untuk iterasi kedua dan seterusnya. 
2.1.6.3 Wavelet Energy 
Wavelet energy merupakan hasil yang digunakan sebagai 
fitur tekstur yang digunakan untuk klasifikasi. Untuk 
mendapatakan fitur ini, masing-masing citra hasil dekomposisi 
dihitung nilai wavelet energy menggunakan Persamaan 2.47 [13]. 
  
       
 
   
 
 (2.47) 
Notasi dx,y pada persamaan di atas merupakan nilai 
intensitas citra hasil dekomposisi pada posisi x dan y pada citra,. 
Sedangkan n adalah jumlah pixel total pada citra d. 
 
2.2 Principal Component Analysis 
Principal Component Analysis (PCA) merupakan proses 
untuk mereduksi dimensi dari dataset tanpa menghilangkan 
banyak informasi dari dataset itu sendiri dengan cara 
mengidentifikasi pola dari data. Dengan mereduksi dimensi dari 
dataset diharapkan untuk mengurangi cost dari komputasi dan 
eror dari estimasi parameter. Berikut merupakan langkah-langkah 
secara umum untuk melakukan PCA pada dataset: 






2. Hitung matriks convariant dari semua dataset. 
3. Hitung vektor eigen dan nilai eigen yang terkait, kemudian 
masukkan dua nilai tersebut dalam list eigen. 
4. Urutkan list eigen berdasarkan nilai eigen dari besar ke kecil, 
kemudian ambil sebanyak k vektor eigen untuk dijadikan 
matriks W berukuan dxk. 
5. Kalikan matriks dataset berukuran nxd dengan matriks eigen 
berukuran dxk. Hasil dari perkalian tersebut merupakan 
matriks dataset baru berukuran nxk. 
 
2.3 Metode-Metode Klasifikasi 
2.3.1 Random Forest 
Random forest merupakan metode bagging yaitu metode 
yang membangkitkan sejumlah tree dari data sample dimana 
pembuatan satu tree pada saat training tidak bergantung pada tree 
sebelumnya kemudian keputusan diambil berdasarkan voting 
terbanyak [19]. 
Dua konsep yang menjadi dasar dari random forest adalah 
membangun ensemble dari tree via bagging dengan replacement 
dan penyeleksian fitur secara acak untuk tiap tree yang dibangun. 
Hal yang pertama berarti tiap sample yang diambil dari dataset 
untuk training tree bisa dipakai lagi untuk training tree yang lain, 
sedangkan hal yang kedua berarti bahwa fitur  yang digunakan 
pada saat training untuk tiap tree merupakan subset dari fitur 
yang dimiliki oleh dataset [20]. 
Klasifikasi berbasis ensemble hanya akan mempunyai 
performa yang maksimal jika antar basic learner mempunyai 
korelasi yang rendah. Untuk mengatasi hal ini, sebuah ensemble 
harus membangun basic learner yang lemah, karena learner yang 
kuat kemungkinan besar akan mempunyai korelasi yang tinggi 
dan biasanya juga menyebabkan overfit. Sedangkan random 





klasifikasi dengan cara melakukukan pengacakan pada proses 
training, yaitu dengan memilih sejumlah fitur secara acak dari 
semua fitur yang ada pada setiap melakukan training tree, 
kemudian menggunakannya menggunakan fitur-fitur yang terpilih 
untuk mendapatkan percabangan tree yang optimal. Berbeda 
dengan proses training tree pada decision tree biasa, proses 
training tree yang menjadi bagian dari random forest tidak 
menggunakan proses pruning akan tetapi precabangan akan terus 
dilakukan sampai ukuran batas leaf  tercapai. 
Random forest mempunyai dua parameter utama, yaitu: m 
jumlah tree yang akan dipakai dan k  yaitu maksimal banyaknya 
fitur yang dipertimbangkan ketikan proses percabangan. Semakin 
banyak nilai m maka semakin bagus hasil klasifikasi, sedangkan 
untuk nilai k direkomendasikan sebesar akar kuadrat atau 
logaritma dari jumlah total fitur [21].  
Pada Gambar 2.6, proses training untuk random forest 
menggunakan dataset T dengan sejumlah m tree sebagai basic 
leaner dan k fitur yang dipilih secara acak dari total fitur yang ada 
untuk percabangan pada setiap tree. Proses training pada setiap 
tree menggunakan dataset T’ yang merupakan hasil dari 
bootstrap dari dataset yang dijadikan parameter untuk random 
forest. Bootstrap merupakan proses memilih sample dari dataset 
yang akan digunakan proses training tree, perlu diperhatikan 
bahwa dalam metode ensemble, bootstrap merupakan proses 
sampling with replacement sehingga, sample yang diambil untuk 
proses training tree yang satu masih bisa dipakai lagi untuk 














Gambar 2.6 Ilustrasi Random Forest 
 
2.3.2 Support Vector Machine 
Support Vector Machine (SVM) merupakan salah satu 
supervised learning dimana tiap label untuk setiap data masukan 
diprediksi berdasarkan data contoh yang sudah diberi label. Label 
ini menunjukkan tiap data itu termasuk dalam suatu kelas. SVM 
biasanya digunakan untuk klasifikasi biner. Cara kerja metode ini 
adalah dengan mencari hyperplane yang digunakan untuk 
memisahkan d-dimensional data menjadi 2 kelas [22]. Akan 
tetapi, di dalam praktek dalam dunia nyata, data sering kali tidak 
bisa dipisahkan secara linear. Sehingga diperkenalkan SVM 
dengan “kernel induced feature space” yang mana data yang 
akan diklasifikasikan akan dikonversi ke ruang dimensi yang 
lebih tinggi dimana data dapat dipisahkan [23]. 
SVM mengklasifikasikan dataset menjadi 2 kelas dengan 
cara membuat hyperplane (dalam contoh pada Gambar 2.7 berupa 
garis karena fitur dataset masih 2 dimensi) yang memisahkan 
dataset menjadi 2 area yang berbeda yaitu kelas +1 dan kelas -1. 
Dari Gambar 2.7 terlihat berbagai cara untuk memisahkan 
dataset, akan tetapi untuk mendapatkan hasil yang optimal perlu 





yang dipisahkan, terlihat pada gambar paling kanan merupakan 
yang paling optimal dari yang lain karena hyperplane 
memisahkan 2 kelas dengan menjaga jarak terjauh dari 2 kelas 
yang terpisakan. 
 
Gambar 2.7 Ilustrasi 3 cara pemisahan dataset 
 
Hyperplane pada SVM dibuat dengan membangun decision 
function baik itu yang linear maupun non-linear yang dapat 
memisahkan dataset pada 2 area yang berbeda. Fungsi 
matematika dasar pada linear SVM adalah sebagai berikut: 
                (2.48) 
          +b (2.49) 
Fungsi g(x) merupakan fungsi yang menghasilkan label 
prediksi untuk input vektor x yaitu +1 atau -1. Sedangkan f(x) 
merupakan decision function yang digunakan untuk klasifikasi 
dengan parameter w yang merupakan vektor bobot dan b 
merupakan besaran skalar. Nilai dari <w, x> didapatkan dengan 
Persamaan 2.50, dimana d merupakan dimensi fitur dari input 
vektor x. 
           
 






Untuk mendapatkan decision function yang optimal 
memisahkan dataset diperlukan untuk melakukan  optimasi dan 
pastinya untuk melakukan optimasi diperlukan batasan-batasan 
tertentu. 
 
Gambar 2.8 Pemisahan dataset secara linear 
 
Dari Gambar 2.8, dapat dilihat bahwa garis lurus yang 
merupakan <w,x>+b=0 adalah garis pemisah  menjadi dua kelas 
(+1 untuk lingkaran putih dan -1 untuk lingkaran hitam) dari hal 
ini dapat disimpulkan untuk memisahkan 2 kelas diperlukan 
untuk memenuhi batasan berikut: 
 
                     
                      
 (2.51) 
Jika nilai kelas masing-masing batasan dikalikan dengan 
dengan ruas kiri tiap batasan maka 2 batasan di atas kemudian 
dapat diringkas menjadi satu batasan berikut: 





Untuk membuat garis <w,x>+b=0 dapat memisahkan 2 
kelas dengan jarak sejauh mungkin dari masing-masing kelas oleh 
karena itu dibuatlah garis putus-putus yaitu garis <w,x>+b=+1 
dan <w,x>+b=-1 yang merupakan garis yang berada di antara 
garis <w,x>+b=0 dengan dataset dan sejajar dengan garis 
<w,x>+b=0. Dua garis tersebut digunakan untuk membantu 
menemukan margin maksimal antara dataset dan garis pemisah 
dengan cara menjauhkan garis-garis tersebut secara paralel dari 
garis pemisah. Dari hal ini didapatkan batasan  selanjutnya yaitu: 
                           (2.53) 
Untuk memaksimalkan jarak antara garis putus-putus 
seperti pada ilustrasi Gambar 2.8 maka digunakan Persamaan 
2.54. 
   
   
 
 
    
                         
            
(2.54) 
Persamaan 2.54 bisa untuk untuk memisahakan dataset 
yang bisa dipisahkan secara linear, jika dataset tidak bisa 
dipisahkan secara linear seperti pada Gambar 2.9 maka 
persamaan tersebut perlu untuk digeneralisasi sehingga 
memperbolehkan beberapa data untuk melanggar garis batas 
permisah dua kelas. 
Setelah dilakukan generalisasi pada Persamaan 2.54 
didapatkan persamaan berikut: 
   
     
 
 
        
 
   
 
                            








Gambar 2.9 Pemisahan dataset yang tidak bisa dipisahakan 
secara linear 
 
Dari Persamaan 2.55 terdapat parameter C dan ξi. Untuk 
meminimalisasi objective function pada Persamaan 2.55 perlu 
untuk menjaga nilai ξi selalu kecil. Dengan adanya perkalian 
konstanta C pada penjumlahan ξi, bisa dikatakan semakin besar C 
maka objective function fokus untuk menjaga nilai ξi kecil tanpa 
memperhatikan jarak garis pemisah. 
 
2.4 N-Fold Cross Validation 
Untuk menguji kinerja klasifikasi penulis menggunakan 
10-fold cross validation. Berikut langkah-langkah untuk 
melakukan n-fold cross validation [22]: 
a. Bagi dataset menjadi n partisi yang berukuran sama, 
kemudian berikan nomor untuk tiap partisi 1 sampai n. 
b. Lakukan training pada model klasifikasi menggunakan partisi 
2 sampai n. 





Ulangi lagi langkah a sampai c sehingga setiap partisi telah 
digunakan untuk testing dengan selalu menggunakan partisi yang 












PERANCANGAN PERANGKAT LUNAK 
Pada bab ini akan dijelaskan perancangan perangkat lunak 
deteksi citra spam. Proses secara keseluruhan akan dijelaskan 
menggunakan diagram alir, kemudian untuk penjelasan yang 
lebih detail akan ditampilkan dalam bentuk pseudocode. 
 
3.1 Perancangan Proses Secara Umum 
Di dalam perancangan perangkat lunak terdapat 3  proses 
utama yaitu proses training model dan proses klasifikasi citra 
spam menggunakan model hasil training. Untuk proses ekstraksi 
fitur terdapat perancangan ekstraksi fitur wavelet energy, 
sedangkan untuk proses klasifikasi terdapat perancangan PCA 
dan metode klasifikasi random forest.  
Untuk medeteksi citra spam, citra masukan akan masuk ke 
proses ekstraksi fitur tekstur. Pada proses ini fitur tekstur yang 
terkandung pada citra akan dihitung menggunakan perangkat 
lunak MaZda dan program implementasi untuk ekstraksi fitur 
wavelete energy. Perangkat lunak MaZda ini digunakan untuk 
ekstraksi fitur histogram, gradient, run length matrix, co-
occurrence matrix, dan autoregressive model. Hasil dari ekstraksi 
fitur tekstur kemudian dijadikan masukan untuk proses Principal 
Component Analysis (PCA). Proses PCA ini digunakan untuk  
mereduksi dimensi fitur tekstur dari hasil ekstraksi fitur. Dengan 
melakukan PCA diharapakan agar cost untuk komputasi pada 
proses klasifikasi citra spam menjadi lebih kecil. Setelah fitur 
pada data masukan tereduksi pada proses PCA, citra kemudian 
akan dikasifikasikan sebagai citra spam atau citra ham pada 
proses klasifikasi citra spam. Proses deteksi citra spam secara 
umum dapat dilihat pada Gambar 3.1. Pada proses tersebut model 
PCA dan model klasifikasi didapatkan dari proses training yang 































Gambar 3.2 Proses untuk training model PCA dan klasifikasi 
3.2 Perancangan Ekstraksi Fitur Tekstur 
Proses ekstraksi fitur tekstur dari citra dataset dibagi 
menjadi 2 bagian. Bagian yang pertama, perangkat lunak MaZda 
digunakan untuk ektraksi fitur tekstur yang berdasarkan 
histogram, gradient, run length matrix, co-occurrence matrix, dan 
autoregressive model. Sedangkan untuk ekstraksi fitur tekstur 
yang berdasarkan wavelet dilakukan dengan menggunakan 
implementasi sendiri.  
Seperti yang telah diilustrasikan pada Gambar 3., untuk 
setiap citra akan mempunyai fitur hasil ekstraksi menggunakan 
MaZda dan fitur hasil ekstraksi fitur wavelet energy. Setelah 
didapatkan hasil ekstraksi fitur tekstur yang berupa 2 berkas teks 





untuk masing-masing citra maka daftar fitur tekstur dari 2 berkas 
tersebut akan digabung dan dimasukkan dalam dataset. 
Pada subbab-subbab selanjutnya akan dijelaskan 
pseudocode untuk ekstraksi fitur tekstur dari citra dataset. Pada 
Tabel 3.1 dan Tabel 3.2 berisikan daftar variabel yang digunakan 
sedangkan pada Tabel 3.3 dan Tabel 3.4 berisi fungsi-fungsi yang 





















Tabel 3.1 Daftar variabel yang digunakan dalam pseudocode 
ekstraksi fitur tekstur (Bagian Pertama) 
No. Nama Variabel Tipe Penjelasan 
1 data double Sinyal input 
2 s double Sequence sinyal 
approximation 
3 d double Sequence sinyal detail 
4 n int Panjang sequence dari data 
5 zeropadding boolean Jika bernilai True maka akan 
dilakukan zeropadding 
6 LL double Citra approximation 
7 HL double Citra detail horizontal 
8 LH double Citra detail vertical 
9 HH double Citra detail diagonal 
10 row double Array 1 dimensi 
11 L double Variabel penyimpanan sinyal 
approximation hasil DWT 
per baris 
12 H double Variabel penyimpanan sinyal 
detail hasil DWT per baris 
13 sum double Untuk menyimpan nilai 
wavelet energy 
14 inp string Path letak berkas citra 
15 level int Maksimum level 
dekomposisi yang akan 
dilakukan 
16 wavenergy double Array 2 dimensi berisi nilai 
wavelet energy untuk tiap 
level dekomposisi 






Tabel 3.2 Daftar variabel yang digunakan dalam pseudocode 
ekstraksi fitur tekstur (Bagian Kedua) 
No. Nama Variabel Tipe Penjelasan 
18 reportdir string Direktori tempat berkas 
report 
19 imgname string Nama berkas citra 
20 rppath string Path letak berkas report 
21 wlen double Array berisi nilai hasil 
penghitungan wavelet energy 
22 output_file string Path output berkas CSV 
23 report string Path output berkas report 
MaZda 
24 value_list string Array berisi nilai hasil 
parsing report 
25 wl_rpname string Path output berkas report 
wavelet energy 
 
Tabel 3.3 Daftar fungsi yang digunakan dalam pseudocode 
ekstraksi fitur tekstur (Bagian Pertama) 
No. Nama Fungsi Penjelasan 
1 length Fungsi untuk mendapatkan panjang 
array 
2 dwt Fungsi untuk DWT 1 dimensi 
3 transpose Fungsi untuk transpose array 2 dimensi 
4 append Fungsi untuk menambahkan nilai pada 
akhir list 
5 read Fungsi untuk membaca citra 
6 zeros Fungsi untuk menginisiasi array yang 
berisi nilai nol 
7 height Fungsi untuk mendapatkan tinggi dari 
array 2 dimensi 
8 width Fungsi untuk mendapatkan lebar dari 






Tabel 3.4 Daftar fungsi yang digunakan dalam pseudocode 
ekstraksi fitur tekstur (Bagian Kedua) 
No. Nama Fungsi Penjelasan 
9 dwt2d Fungsi untuk DWT 2 dimensi 
10 energy Fungsi untuk mengitung energy dari 
sinyal 2 dimensi 
11 write Fungsi untuk menulis nilai variabel 
pada berkas teks 
12 write_csv Fungsi untuk menulis nilai variabel 
pada berkas CSV 
 
3.2.1 Ekstraksi Fitur Menggunakan MaZda 
Perangkat lunak MaZda merupakan perangkat lunak yang 
biasa digunakan sebagai alat untuk analisis citra medis 
berdasarkan fitur tekstur. Perangkat lunak ini dapat untuk 
menganalisis fitur tekstur dari area bagian dari citra yang biasa 
disebut ROI (Region of Interest). ROI ini biasanya ditentukan 
oleh pengguna MaZda dengan memberi warna area tertentu pada 
citra yang akan dianalisis dan untuk tiap citra bisa didefinisikan 
16 ROI. 
Pada Tugas Akhir ini digunakan satu ROI yang mencakup 
seluruh bagian citra, sehingga hasil komputasi fitur tekstur dari 
MaZda merupakan fitur tekstur mencakup semua area dari satu 
citra. Dari proses ini kemudian akan didapatkan 282 fitur tekstur 
yang terdaftar pada Tabel A.1 sampai Tabel A.12. Hasil ekstraksi 
fitur dari tiap citra akan disimpan dalam bentuk berkas teks 
berekstensi par. 
3.2.2 Ekstraksi Fitur Wavelet Energy 
Untuk ekstraksi fitur wavelet energy dibagi menjadi 3 
bagian, yaitu: DWT 1 dimensi, DWT 2 dimensi, penghitungan 
energy dari sinyal 2 dimensi dan penghitungan wavelet energy 





3.2.2.1 DWT 1 Dimensi 
Untuk melakukan DWT pada sebuah sequence sinyal perlu 
untuk memastikan bahwa panjang sinyal merupakan kelipatan 
dari 2. Apabila panjang sinyal bukan kelipan 2 maka perlu 
dilakukan padding pada sinyal sehingga panjang sinyal menjadi 
kelipan dari 2. Pada Tugas Akhir ini metode padding yang 
digunakan adalah zero padding, yaitu dengan menambahkan 
sinyal 0 pada akhir sequence atau mengangap bahwa sinyal 0 
ditambahkan pada sequence sinyal. Penjelasan dalam bentuk 
pseudocode untuk melakukan DWT 1 dimensi dapat dilihat pada 
Gambar 3.4. 
 
Masukan Sequence sinyal (data) 
Keluaran Sequence sinyal aproximation (s) 




















inisialisasi n = length(data)/2  
inisialisasi zeropadding = False 
if length(data)%2 > 0   
zeropadding <- True  
  n <- n +1  
end if   
s <- zeros(n)   
d <- zeros(n)   
for i=0 to n-1   
  if zeropadding == True and i == n-1  
    d[i] <- 0 - data[2*i] 
  else  
    d[i] = data[2*i+1] - data[2*i] 
  end if  
  s[i] <- data[2*i] + d[i]/2  
  
  d[i] <- d[i] / sqrt(2)  
  s[i] <- s[i] * sqrt(2)  
end for 





3.2.2.2 DWT 2 Dimensi 
Dengan menggunakan langkah-langkah yang telah 
dijelaskan pada Bab 2, pseudocode untuk melakukan DWT 2 
dimensi dapat dilihat pada Gambar 3.5 dan Gambar 3.6. 
 
Masukan Matriks 2 dimensi represntasi dari 
citra dalam grayscale (data) 
Keluaran Aproximation dari citra(LL) 
Detail horizontal citra (HL) 
Detail vertical citra (LH) 























inisialisasi L = array kosong 
inisialisasi H = array kosong 
 
for each row in data 
  s, d <- dwt(row) 
  append(L, s) 
  append(H, d) 
end for 
 
L <- transpose(L) 
H <- transpose(H) 
 
inisialisasi LL = array kosong 
inisialisasi HL = array kosong 
for each row in L 
  s, d <- dwt(row) 
  append(LL, s) 
  append(HL, d) 
end for 
 
inisialisasi LH = array kosong 
inisialisasi HH = array kosong 

















for each row in H 
  s, d <- dwt(row) 
  append(LH, s) 
  append(HH, d) 
end for 
 
LL <- transpose(LL) 
HL <- transpose(HL) 
LH <- transpose(LH) 
HH <- transpose(HH) 
Gambar 3.6 Pseudocode untuk melakukan DWT 2 dimensi 
(Bagian Kedua) 
3.2.2.3 Penghitungan Energy 
Penghitungan energy dilakukan pada sinyal matriks 2 
dimensi yang berupa citra grayscale. Untuk penjelasan dalam 
bentuk pseudocode dapat dilihat pada Gambar 3.7. 
 
Masukan Matriks 2 dimensi represntasi dari 
citra dalam grayscale (data) 









inisialisasi sum = 0 
for i=0 to length(data) 
  inisialisasi row = data[i] 
  for j=0 to length(row) 
    sum <- sum + (data[i][j] * data[i][j]) / 
size(data) 
  end for 
end for 
Gambar 3.7 Pseudocode untuk penghitungan energy dari matriks 






3.2.2.4 Penghitungan Wavelet Energy dari Citra 
Fitur wavelet  energy didapatkan dari penghitungan energy 
dari setiap hasil DWT 2 dimensi dari citra asli. Untuk satu level 
dekomposisi didapatkan 4 matriks. Dalama Tugas Akhir ini fitur 
wavelet energy dihitung dari 5 level dekomposisi, sehingga akan 
didapatkan 20 fitur wavelet energy. Untuk penjelasan dalam 
bentuk pseudocode dapat dilihat pada Gambar 3.8. Sedangkan 
untuk menulis fitur wavelet energy pada berkas report dijelaskan 
dalam bentuk pseudocode pada Gambar 3.9. 
 
 
Masukan Path dari citra (inp) 
Level dekomposisi pada citra 
(level) 















inisialisasi im = read(inp, 
mode="grayscale") 
inisialisasi wavenergy = zeros(5,4) 
for i=0 to level 
  if height(inp) < 2 or width(inp) <2 
    break 
  end if 
   
  inisialisasi LL, HL, LH, HH = dwt2d(im) 
  wavenergy[i][0] <- energy(LL) 
  wavenergy[i][1] <- energy(HL) 
  wavenergy[i][2] <- energy(LH) 
  wavenergy[i][3] <- energy(HH) 
end for 







Masukan Direktori letak berkas citra 
dataset(imgdir) 










for each imgname in list_files(imgdir) 
  inisialisasi imgpath = imgdir + imgname 
  inisialisasi rppath = reportdir + imgname 
  inisialisasi wlen = 
wavedec_energy(imgpath) 
  write wlen to rppath 
end for 
Gambar 3.9 Pseudocode untuk menulis berkas report ang berisi 
fitur wavelet energy 
3.2.3 Penggabungan Hasil Ekstraksi Fitur MaZda dengan 
Fitur Wavelet Energy 
Hasil ekstraksi fitur tekstur dengan MaZda didapatkan 
berkas report berekstensi par, sedangkan hasil ekstraksi wavelet 
energy berupa berkas report dengan nama yang sama tanpa 
ekstensi par. Untuk penjelasan dalam pseudocode dapat dilihat 
pada Gambar 3.10. 
Masukan Direktori letak berkas 
report(reportdir) 












for each report in list_files(reportdir) 
  inisialisasi value_list = 
parse_report(report) 
  inisialisasi wl_rpname = hapus string .par 
dari nama report 
  append(value_list, 
parse_report(wl_rpname)) 
  write_csv value_list to output_file 
end for 
Gambar 3.10 Pseudocode untuk membaca fitur tekstur dari 





3.3 Perancangan Deteksi Citra Spam 
Proses uji deteksi citra spam menggunakan dataset hasil 
dari proses ektraksi fitur tekstur. Kemudian dilakukan PCA pada 
dataset untuk mengurangi dimensi fitur dari dataset. Penggunaan 
PCA diharapakan dapat mempercepat proses klasifikasi citra 
tanpa mengurangi akurasi dari klasifikasi secara signifikan. 
Dataset hasil dari PCA ini kemudian dijadikan sebagai data 
masukan untuk klasifikasi; dalam Tugas Akhir ini metode 
klasifikasi yang digunakan adalah Random Forest dan SVM. 
Pada subbab-subbab selanjutnya akan dijelaskan 
pseudocode untuk ekstraksi fitur tekstur dari citra dataset. Pada 
Tabel 3.5, Tabel 3.6 dan Tabel 3.7 berisikan daftar variabel yang 
digunakan sedangkan pada Tabel 3.8 dan Tabel 3.9 berisi fungsi-
fungsi yang digunakan pada pseudocode. 
 
Tabel 3.5 Daftar variabel yang digunakan dalam pseudocode 
deteksi citra spam (Bagian Pertama) 
No. Nama Variabel Tipe Penjelasan 
1 dataset double Dataset masukan 
2 data double Dataset tanpa kelas 
3 c double Data kelas dari sample 
4 data_train double Dataset training 
5 data_test double Dataset testing 
6 c_train double Data kelas untuk training 
7 c_test double Data kelas untuk testing 
8 clf  Model dari metode 
klasifikasi 
9 c_pred double Data kelas hasil prediksi 






Tabel 3.6 Daftar variabel yang digunakan dalam pseudocode 
deteksi citra spam (Bagian Kedua) 
No. Nama Variabel Tipe Penjelasan 
11 n_components int Banyaknya vektor eigen 
yang diambil 
12 cover_cumul double Batas nilai kumulatif 
maksimal dari nilai eigen 




double Matriks tranformasi yang 
terdiri dari vektor eigen 
14 mat_cov double Matriks covariant dari data 
15 eig_val double Nilai eigen 
16 eig_vec double Vektor eigen 
17 eig_valsum double Jumlah total nilai eigen dari 
semua vektor eigen yang ada 
18 eig_pair double Array berisi pasangan nilai 
eigen dan vektor eigen 
19 cumulative double Jumlah dari nilai eigen 
20 n_tree int Banyaknya tree yang dipakai 
sebagai basic learner 
21 X double Data masukan fitur dari 
sample 
22 y double Data kelas dari sample 
23 Xt double Data hasil bootstrap 
24 yt double Data kelas hasil bootstap 
25 max_feature int Jumlah fitur maksimal yang 
dipertimbangkan pada saat 







Tabel 3.7 Daftar variabel yang digunakan dalam pseudocode 
deteksi citra spam (Bagian Ketiga) 
No. Nama Variabel Tipe Penjelasan 
26 tree  Model hasil training decision 
tree 
27 c1 int Banyaknya kelas 0 dari hasil 
prediksi 




Tabel 3.8 Daftar fungsi yang digunakan dalam pseudocode 
deteksi citra spam (Bagian Pertama) 
No. Nama Fungsi Penjelasan 
1 read_csv Fungsi untuk membaca berkas CSV 
2 split_class Fungsi untuk memisahkan daftar kelas 
dari dataset 
3 split_cv Fungsi untuk memisahkan data training 
dan data testing untuk n-fold cross 
validation 
4 train_rf Fungsi untuk mendapatkan model hasil 
training Random Forest 
5 predict_rf Fungsi untuk memprediksi kelas dari 
sample menggunakan Random Forest 
6 get_accuracy Fungsi untuk menghitung akurasi 
klasifikasi 
7 train_svm Fungsi untuk mendapatkan model hasil 
training SVM 
8 predict_svm Fungsi untuk memprediksi kelas dari 
sample menggunakan SVM 
9 PCA Fungsi untuk melakukan PCA pada 
dataset 
10 covariant Fungsi untuk menghitung matriks 






Tabel 3.9 Daftar fungsi yang digunakan dalam pseudocode 
deteksi citra spam (Bagian Kedua) 
No. Nama Fungsi Penjelasan 
11 eigen Fungsi untuk menghitunga nilai eigen 
dan vektor eigen dari matriks covariant 
12 sum Fungsi untuk menghitung jumlah total 
nilai dari array 
13 pair_each_row Fungsi untuk memasangkan nilai dari 
tiap elemen dari 2 array 
14 reverse_sort Fungsi untuk mengurutkan array dari 
besar ke kecil 
15 length Fungsi untuk menghitung panjang array 
16 append Fungsi untuk menambahkan elemen 
pada akhir array 
17 transpose Fungsi transpose untuk matriks 2 
dimensi 
18 dot Fungsi untuk menghitung nilai dot 
product dari 2 matriks 
 
3.3.1 Program Deteksi Citra Spam 
Proses deteksi citra spam  pada Tugas Akhir ini terbagi 
menjadi dua tahap. Tahap pertama adalah tahap untuk melakukan 
training pada model menggunkan data training. Pada proses 
training ini akan didapatkan dua model, yaitu: model untuk PCA 
dan model untuk klasifikasi. Model klasifikasi yang digunakan 
ada dua metode klasifikasi yaitu metode klasifikasi SVM dan 
metode klasifikasi random forest. Sedangkan proses yang kedua 
adalah proses prediksi kelas dari dari data masukan. Pada proses 
ini data masukan akan diprediksi apakah citra masukan 
merupakan citra spam atau citra ham (bukan spam) menggunakan 
model PCA dan model klasifikasi dari hasil proses training. 
Untuk proses training dijelaskan lebih detail pada pseudocode 
Gambar 3.11, sedangkan untuk proses prediksi dijelaskan lebih 





Masukan Dataset input (data) 
Keluaran Model PCA (dataset_pca) 
Model Random Forest (clf_rf) 













pca_model <- pca_fit(data) 
data <- pca_transform(pca_model, data) 
clf_rf = train_rf(data, c) 
clf_svm = train_svm(data, c) 
Gambar 3.11 Proses training model PCA dan model klasifikasi 
 
Masukan Dataset input (data) 
Model PCA (dataset_pca) 
Model Random Forest (clf_rf) 
Model Random SVM (clf_svm) 








inisialisasi data, c = split_class(data) 
 
data <- pca_transform(pca_model, data) 
c_pred = predict_rf(clf_rf, data) 
print(get_accuracy(c_pred, c)) 
c_pred = predict_svm(clf_svm, data) 
print(get_accuracy(c_pred, c)) 
Gambar 3.12 Proses prediksi kelas dataset menggunakan model 
PCA dan model klasifikasi 
3.3.2 10-Fold Cross Validation 
Pada program 10-fold cross validation dilakukan uji coba 
proses deteksi citra spam. Program ini akan memanggil fungsi-
fungsi untuk membaca dataset dari berkas CSV kemudian 
memecah dataset menjadi 2 data, yaitu: dataset yang hanya berisi 
fitur tekstur dan dataset yang hanya berisi kelas dari tiap sample. 
Proses uji coba pada program utama ini dilakukan dalam 2 cara, 





melakukan PCA pada dataset. Jika dilakukan PCA pada dataset 
maka akan diambil vektor eigen sejumlah n_components. 
Kemudian dataset dijadikan masukan untuk 10-fold cross 
validation. Proses 10-fold cross validation ini dilakukan dengan 
membagi dataset menjadi 10 partisi kemudian menggunakan 
salah satu partisi sebagai data testing dan keseluruhan partisi yang 
lain sebagai data training. Untuk penjelasan dalam bentuk 































inisialisasi dataset = 
read_csv("dataset_ish_std.csv") 
inisialisasi data, c = split_class(dataset) 
inisialisasi data_train, data_test 





for partition=0 to 9 
  data_train, data_test <- split_cv(data, 
partition) 
  c_train, c_test <- split_cv(c, partition) 
   
  clf <- train_rf(n_tree, data_train, 
c_train) 
  c_pred <- predict_rf(clf, data_test) 
  print("Akurasi Random Forest partisi :" + 
partition) 
  print(get_accuracy(c_pred, c_test)) 
   
  clf = train_svm(data_train, c_train) 
  c_pred = predict_svm(clf, data_test) 
  print("Akurasi SVM partisi :" + partition) 




























inisialisasi n_components = 10 
inisialisasi data_pca = PCA(data, 
n_components) 
print("Dengan PCA") 
for partition=0 to 9 
  data_train, data_test <- 
split_cv(data_pca, partition) 
  c_train, c_test <- split_cv(c, partition) 
   
  clf <- train_rf(n_tree, data_train, 
c_train) 
  c_pred <- predict_rf(clf, data_test) 
  print("Akurasi Random Forest partisi :" + 
partition) 
  print(get_accuracy(c_pred, c_test)) 
   
  clf = train_svm(data_train, c_train) 
  c_pred = predict_svm(clf, data_test) 
  print("Akurasi SVM partisi :" + partition) 
  print(get_accuracy(c_pred, c_test)) 
end for 
Gambar 3.13 Pseudocode untuk 10-fold cross validation  
 
3.3.3 PCA  
Proses PCA pada dilakukan pada dataset yang tidak berisi 
kelas untuk tiap sample. Seperti yang telah dijelaskan pada Bab 2, 
penggunaan PCA bertujuan untuk mengurangi dimensi fitur dari 
dataset. Banyaknya fitur pada hasil PCA bergantung pada 
banyaknya vektor eigen yang diambil dalam proses PCA. 
Pengambilan vektor eigen ini bisa berdasarkan kumulatif dari 
nilai eigen atau mendefinisikan banyaknya vektor eigen yang 
diambil secara langsung. Untuk penjelasan dalam bentuk 






Masukan Dataset input (data) 
Maksimal banyaknya eigen vektor 
yang diambil (n_components) 
Cakupan nilai kumulatif eigen 
(cover_cumul) 



























inisialisasi mat_cov = covariant(data) 
inisialisasi eig_val, eig_vec = 
eigen(mat_cov) 
inisialisasi eig_valsum = sum(eig_val) 
 





for i=0 to length(eig_pair)-1 
  cumulative <- cumulative + eig_pair[i][0] 
  append(mat_transform, eig_pair[i][1]) 
  if i+1 >= n_components and n_components>0 
    break 
  else if cumulative >= cover_cumul 
    break 
  end if 
end for 
   
data_pca = dot(data, 
transpose(mat_transform)) 
Gambar 3.14 Pseudocode untuk proses PCA pada dataset 
 
3.3.4 Metode Klasifikasi Random Forest 
Metode klasifikasi Random Forest dibagi menjadi 2 tahap, 
yaitu training dan prediksi kelas dari sample pada dataset. Proses 
training akan didapatkan sebuah model klasifikasi yang kemudian 





dataset untuk testing. Untuk proses training dijelaskan dalam  
pseudocode pada Gambar 3.15, sedangkan proses prediksi 
ditunjukkan dalam pseudocode pada Gambar 3.16 dan Gambar 
3.17. 
 
Masukan Banyaknya tree yang dipakai sebagai 
basic learner (n_tree) 
Dataset berisi fitur untuk tiap 
sample (X) 
Dataset berisi kelas untuk tiap 
sample (y) 













inisialisasi Xt, yt 
inisialisasi tree 
 
inisialisasi max_feature = sqrt(length(X[0]) 
 
for i=0 to 9 
  Xt, yt = bootstrap(X, y) 
  tree <- train_DT(Xt, yt, max_feature) 
  append(clf, tree) 
end for 
Gambar 3.15 Pseudocode untuk proses training pada Random 
Forest 
 
Masukan Model klasifikasi (clf) 
Dataset berisi fitur untuk tiap 
sample (X) 
Keluaran Data berisi kelas prediksi untuk 










for i=0 to length(X)-1 
Gambar 3.16 Pseudocode untuk proses prediksi kelas pada 





















  c1 <- 0 
  c2 <- 0 
  for each tree in clf 
    if predict_DT(tree, X[i], i) == 0 
      c1++ 
    else 
      c2++ 
    end if 
  end for 
  if c1 > c2 
    append(y, 0) 
  else 
    append(y, 1) 
  end if 
end for 
Gambar 3.17 Pseudocode untuk proses prediksi kelas pada 






Pada bab ini akan dibahas mengenai implementasi yang 
dilakukan berdasarkan  rancangan yang telah dijabarkan pada bab 
sebelumnya. Sebelum penjelasan implementasi akan ditunjukkan 
terlebih dahulu lingkungan untuk melakukan implementasi. 
 
4.1 Lingkungan Implementasi  
Lingkungan implementasi yang digunakan untuk 
mengimplementasikan program utama utama dan program 
ekstraksi fitur wavelet energy adalah program Anaconda 2.4.1 
yang merupakan distribusi Python 2.7.11 bersama pustaka SciPy 
pada sistem operasi Linux Mint Debian Edition 2. Sedangkan 
untuk ekstraksi fitur teksur selain wavelet energy menggunakan 
perangkat lunak MaZda pada sistem operasi Windows XP 
Professional Service Pack 3. 
 
4.2 Implementasi 
Pada subbab ini akan dijelaskan implementasi dari subbab-
subbab pada bab sebelumnya yaitu perancangan perangkat lunak. 
Pada subbab ini akan dijelaskan mengenai implementasi dari 
deteksi citra dari email spam berdasarkan fitur tekstur mulai dari 
implementasi dari proses ekstraksi fitur tekstur dari citra dan 
implementasi untuk klasifikasi citra spam. 
 
4.2.1 Implementasi Ekstraksi Fitur Tekstur 
Implementasi ekstraksi fitur tekstur dari citra dalam Tugas 
Akhir ini dibagi menjadi 3 bagian, yaitu: implementasi ekstraksi 
fitur tekstur dengan perangkat lunak MaZda, implementasi 





penggabungan berkas laporan hasil dari 2 implementasi 
sebelumnya. 
4.2.1.1 Implementasi Ekstraksi Fitur Menggunakan MaZda 
Untuk implementasi ekstraksi fitur menggunakan MaZda 
tidak menggunakan bahasa pemrograman tertentu akan tetapi 
menggunakan macro yang khusus untuk MaZda. Contoh macro 
yang digunakan untuk ekstraksi fitur tekstur dari citra dapat 
dilihat pada Kode Sumber 4.1 dan Kode Sumber 4.2. Pada macro 
baris 1 bertujuan untuk memerintahkan kepada MaZda untuk 
memuat pilihan untuk ekstraksi fitur tekstur pada MaZda yang 
terletak pada berkas options.ini. Berkas options.ini dihasilkan dari 
GUI MaZda yang ditampilkan pada Gambar 4.1. Pada baris 3 
bertujuan untuk memindahkan tempat MaZda bekerja kemudian 
pada baris 4 bertujuan untuk melakukan iterasi pada berkas 
gambar berformat bmp. Pada baris 5 sampai 6 memerintahkan 
MaZda untuk memuat citra dataset kemudian memuat ROI. ROI 
ini merupakan citra dengan warna monoton untuk menandakan 
area pada citra dataset yang akan dianalisis, dalam hal ini ROI 
mencakup seluruh area pada citra dataset. Pada baris 7 sampai 8 
bertujuan untuk memerintahkan pada MaZda untuk memulai 
proses penghitungan fitur tekstur pada citra kemudian menyimpan 
berkas laporan pada alamat berkas yang telah ditentukan. 
 
1 LoadOptions options.ini 
2  
3 Chdir .\test 
4 For %file *.bmp 
5     LoadImage %file 
6     ColorChannel Y 
7     LoadROI ..\roi.bmp 
Kode Sumber 4.1 Contoh macro untuk ekstraksi fitur tekstur 






8     RunAnalysis 
9     SaveReport ..\test_report\spam_%file.par 
10     CloseReport 
11 End 
12 Chdir .. 
Kode Sumber 4.2 Contoh macro untuk ekstraksi fitur tekstur 
menggunakan MaZda (Bagian Kedua) 
 
Gambar 4.1 Pilihan untuk mengaktifkan  penghitungan fitur 
tekstur pada perangkat lunak MaZda 
4.2.1.1 Implementasi Ekstraksi Fitur Wavelet Energy 
Implementasi proses ekstraksi fitur wavelet energy dibagai 





penghitungan wavelet energy dari satu citra dan ekstraksi fitur 
wavelet energy dari citra dataset secara keseluruhan.  
4.2.1.1.1 Implementasi DWT 1 Dimensi 
Untuk implementasi DWT 1 dimensi dapat dilihat pada 
Kode Sumber 4.3. Pada implementasi ini jika panjang sinyal 
masukan tidak mencukupi untuk melakukan DWT 1 dimensi, 
maka akan dilakuakan zero padding pada citra dengan 
menganggap bahwa terdapat sinyal bernilai 0 pada akhir deret 
sinyal. 
 
1 def dwt(data): 
2     n = len(data)/2 
3     zeropadding = len(data)%2 > 0 
4     if zeropadding: 
5         n = n + 1 
6     s = np.zeros([n], dtype=float) 
7     d = np.zeros([n], dtype=float) 
8  
9     for i in range(n): 
10         if zeropadding and i == n-1: 
11             d[i] = 0 - data[2*i] 
12         else: 
13             d[i] = data[2*i+1] - data[2*i] 
14         s[i] = data[2*i] + d[i]/2. 
15  
16         d[i] = d[i] / sqrt(2.) 
17         s[i] = s[i] * sqrt(2.) 
18  
19     return s, d 





4.2.1.1.2 Implementasi DWT 2 Dimensi 
Implementasi untuk DWT 2 dimensi dapat dilihat pada 
Kode Sumber 4.4 dan Kode Sumber 4.5. DWT 2 dimensi 
dilakukan dengan melakukan DWT 1 dimensi pada tiap baris 
pada sinyal 2 dimensi. Kemudian melakukan DWT 1 dimensi 
pada tiap kolom pada hasil DWT sebelumnya. 
 
1 def dwt2d(data): 
2     L, H = [], [] 
3     for row in data: 
4         s, d = dwt(row) 
5         L.append(s) 
6         H.append(d) 
7  
8     L = np.transpose(L) 
9     H = np.transpose(H) 
10  
11     LL, HL = [], [] 
12     for row in L: 
13         s, d = dwt(row) 
14         LL.append(s) 
15         HL.append(d) 
16  
17     LH, HH = [], [] 
18     for row in H: 
19         s, d = dwt(row) 
20         LH.append(s) 
21         HH.append(d) 
22  






23     LL = np.transpose(LL) # approximation 
24     HL = np.transpose(HL) # horizontal 
25     LH = np.transpose(LH) # vertical 
26     HH = np.transpose(HH) # diagonal 
27  
28     return LL, HL, LH, HH 
Kode Sumber 4.5 Proses penghitungan DWT 2 dimensi (Bagian 
Kedua) 
 
4.2.1.1.3 Implementasi Penghitungan Wavelet Energy 
Implementasi untuk penghitungan wavelet energy  pada 
citra dibagi menjadi 2 bagian, yaitu: implementasi penghitungan 
energy dari sinyal 2 dimensi dan implementasi penghitungan 
energy pada hasil DWT 2 dimensi. Implementasi penghitungan 
energy pada sinyal 2 dimensi dapat dilihat pada Kode Sumber 4.6. 
Sedangkan implementasi dari penghitungan energy pada hasil 
DWT 2 dimensi dapat dilihat pada Kode Sumber 4.7. 
 
 
1 def energy(data): 
2     sum_ = 0. 
3     for i in range(len(data)): 
4         row = data[i] 
5         for j in range(len(row)): 
6             sum_ = sum_ + (data[i][j] * 
data[i][j]) / data.size 
7     return sum_ 







1 def wavdec_energy(inp, level=5): 
2     if type(inp) == np.ndarray: 
3         im = inp 
4     else: 
5         im = ndimage.imread(inp, mode="L") 
6     wavenergy = np.zeros([5,4]) 
7     for i in range(level): 
8         if im.shape[0] < 2 and im.shape[1] < 
2: 
9             break; 
10         LL, HL, LH, HH = dwt2d(im) 
11         wavenergy[i][0] = energy(LL) 
12         wavenergy[i][1] = energy(HL) 
13         wavenergy[i][2] = energy(LH) 
14         wavenergy[i][3] = energy(HH) 
15         im = LL 
16     return wavenergy 
Kode Sumber 4.7 Proses penghitungan energy pada hasil DWT 2 
dimensi 
 
4.2.1.1.4 Implementasi Ekstraksi Fitur Wavelet Energy dari 
citra dataset 
Implementasi untuk ekstraksi fitur wavelet energy dari citra 
dataset terbagi menjadi beberapa bagian, yaitu: bagian pertama 
berupa fungsi yang memanggil fungsi penghitungan wavelet 
energy kemudian menulisnya pada berkas report dan bagian 
kedua berupa fungsi utama yang menerima masukan dari 
pengguna kemudian melakukan directory traversal pada direktori 
tempat citra dataset. Untuk implementasi bagian pertama dapat 
dilihat pada Kode Sumber 4.8. Sedangkan implementasi untuk 
bagian kedua dapat dilihat pada Kode Sumber 4.9 dan Kode 





baris 28, tiap berkas yang ditemukan akan dipanggil fungsi visit 
yang didefinisikan pada Kode Sumber 4.8. 
 
 
1 def wl_comp_and_save(imgpath, rppath): 
2     print "INFO: computing", imgpath 
3     wlen = wl.wavdec_energy(imgpath) 
4     fd = open(rppath, "a") 
5     for row in wlen: 
6         for i in row: 
7             fd.write(str(i) +"\n") 
8     fd.close() 
9   
10 def visit(dummy, dirname, files): 
11     if (len(files)) > 0: 
12         for i in files: 
13             # report file path 
14             rppath = os.path.join(reportdir, 
cattype + "_" + i) 
15             # image file path 
16             imgpath = os.path.join(dirname, 
i) 
17             wl_comp_and_save(imgpath, 
rppath) 
Kode Sumber 4.8 Proses penghitungan wavelet energy kemudian 






1 def print_usage_then_exit(): 
2     print "Cara penggunaan:" 
3     print sys.argv[0], "<type :spam/ham> 
<image folder> <report folder>" 
4     sys.exit(1) 
5  
6 def main(argv): 
7     global cattype 
8     global imgdir 
9     global reportdir 
10      
11     if len(argv) != 3 : 
12         print_usage_then_exit() 
13      
14     cattype = argv[0] 
15     imgdir = argv[1] 
16     reportdir = argv[2] 
17      
18     if (not os.path.isdir(imgdir)) or (not 
os.path.isdir(reportdir)): 
19         print "Error: Dir is not valid" 
20         print_usage_then_exit() 
21  
22     try: 
23         reponse = raw_input("Tekan [Enter] 
Untuk Mulai. Jika tidak, tekan [Ctrl]-[C] ") 
24     except KeyboardInterrupt: 
25         sys.exit(1) 
Kode Sumber 4.9 Proses menerima masukan dari pengguna 
kemudian melakukan directory traversal pada direktori tempat 





26      
27     print "\nProgram akan memproses file 
report secara rekursif" 
28     os.path.walk(imgdir,    visit, "") 
29 
 30 if __name__ == "__main__": 
31     main(sys.argv[1:]) 
Kode Sumber 4.10 Proses menerima masukan dari pengguna 
kemudian melakukan directory traversal pada direktori tempat 
citra dataset (Bagian Kedua) 
 
4.2.1.2 Penggabungan Hasil Ekstraksi Fitur MaZda dengan 
Fitur Wavelet Energy 
Proses penggabungan hasil ekstraksi dari perangkat lunak 
MaZda dengan hasil ekstraksi fitur wavelet energy akan 
dihasilkan berkas CSV yang kemudian akan dijadikan masukan 
untuk proses klasifikasi citra spam. Implementasi untuk proses ini 
terbagi menjadi 3 bagian, yaitu: bagian pertaman untuk menulis 
baris pada berkas CSV, bagian kedua untuk membaca berkas 
report kemudian menulis hasil bacaan ke berkas CSV dan bagian 
ketiga  untuk menerima masukan dari pengguna kemudian 
melakukan directory traversal pada direktori tempat berkas 
report. Implementasi untuk bagian pertama dapat dilihat pada 
Kode Sumber 4.11. Implementasi untuk bagian kedua dapat 
dilihat pada Kode Sumber 4.12 dan Kode Sumber 4.13. 
Implementasi untuk bagian ketiga dapat dilihat pada Kode 
Sumber 4.14 sampai Kode Sumber 4.17. Program untuk bagian 
ketiga akan menerima masukan dari pengguna kemudian akan  
membaca berkas feature_list_282.txt yang berisi daftar hasil fitur 






1 ## mode w: overwrite 
2 ## mode a: append 
3 def write_csv_line(data, mode, last_col): 
4     feature_total_write = feature_total + 20 
5     print "INFO:Menulis CSV header di", 
output_file 
6     line = "" 
7     cnt = 0 
8     for i in data: 
9         line += str(i).replace(",","|") 
10         cnt += 1 
11         line += "," 
12         if cnt == feature_total_write: 
13             break 
14     line += last_col 
15     line += "\n" 
16     fd = open(output_file, mode) 
17     fd.write(line) 
18     fd.close() 
19     print "INFO:Tertulis", cnt, "atribut" 
20     if cnt != feature_total_write: 
21         print "ERR :Jumlah fitur yang 
terbaca tidak konsisten. Seharusnya 
ada",feature_total,\ 
22             "fitur, tetapi 
terbaca:",cnt,"fitur" 
23         sys.exit(1) 






1 def parse_report(report): 
2     fd = open(report, "r") 
3     begin_parse = False 
4     cnt = 0 
5     value_list = [] 
6     for i in fd: 
7         if begin_parse and len(i)>0: 
8             val = i.split("\t", 2) 
9             if feature_list[cnt] == val[0]: 
10                 value_list.append(val[1]) 
11                 cnt += 1 
12             else: 
13                 print "ERR :Urutan atribut 
tidak konsisten" 
14                 sys.exit(1) 
15         elif i.find("-- FEATURES --") != -1: 
16             begin_parse = True 
17          
18         if cnt == feature_total: 
19             break 
20     spam_class = "0" 
21     if 
str(os.path.basename(report)).find("spam_") 
== 0: 
22         spam_class = "1"    
23     wl_rpname = 
str(report).replace(".par","") 
24     with open(wl_rpname) as fd_wl: 
Kode Sumber 4.12 Proses untuk membaca berkas report 






25         for i in fd_wl: 
26             i = i.rstrip("\n") 
27             value_list.append(i) 
28     write_csv_line(value_list, "a", 
spam_class) 
29  
30 def visit(dummy, dirname, files): 
31     if (len(files)) > 0: 
32         for i in files: 
33             if str(i).endswith(".par"): 
34                 print "Parsing:", 
os.path.join(dirname,i) 
35                 
parse_report(os.path.join(dirname,i)) 
Kode Sumber 4.13 Proses untuk membaca berkas report 
kemudian menulis hasil bacaan ke berkas CSV (Bagian Kedua) 
 
1 def print_usage_then_exit(): 
2     print "Cara penggunaan:" 
3     print sys.argv[0], "<report folder> 
<output.csv>" 
4     sys.exit(1) 
5  
6 def main(argv): 
7     global output_file 
8     global feature_list 
9     global feature_total 
10  
11     if len(argv) != 2: 
Kode Sumber 4.14 Proses untuk menerima masukan dari 
pengguna kemudian melakukan directory traversal pada direktori 






12         print "Parameter kurang" 
13         print_usage_then_exit() 
14     report_folder = argv[0] 
15     output_file = argv[1] 
16      
17     ## cek folder input dan file output 
18     if os.path.isdir(report_folder) == 
False: 
19         print "ERR :Folder report tidak 
valid" 
20         print_usage_then_exit() 
21     if os.path.isfile(output_file): 
22         print "WARN:Sudah ada file yang yang 
bernama", output_file 
23         try: 
24             reponse = raw_input("Tekan 
[Enter] jika file akan ditimpa. Jika tidak, 
tekan [Ctrl]-[C] ") 
25         except KeyboardInterrupt: 
26             sys.exit(1) 
27  
28     ## cek dan baca file feature_list.txt 
29     ftlist_file = "feature_list_282.txt" 
30     if 
os.path.isfile(os.path.join(os.path.curdir, 
ftlist_file)): 
31         ## baca file kemudian masukkan dict 
feature_list 
32         fd = open(ftlist_file, "r") 
33         feature_list = [] 
Kode Sumber 4.15 Proses untuk menerima masukan dari 
pengguna kemudian melakukan directory traversal pada direktori 






34         for val in fd: 
35             feature_list.append(val.strip()) 
36         feature_total = len(feature_list) 
37          
38         # tambah fitur wavelet energy 
39         feature_list_wlen = [] 
40         for i in range(1,6): 
41             
feature_list_wlen.append("WlEnLL" + str(i)) 
42             
feature_list_wlen.append("WlEnHL" + str(i)) 
43             
feature_list_wlen.append("WlEnLH" + str(i)) 
44             
feature_list_wlen.append("WlEnHH" + str(i)) 
45          
46         feature_list_final = feature_list + 
feature_list_wlen 
47          
48         write_csv_line( feature_list_final , 
"w", "SPAM") 
49     else: 
50         print "ERR :File feature_list.txt 
tidak ditemukan!!!" 
51         sys.exit(1) 
52  
53     print "\nProgram akan memproses file 
report secara rekursif (report harus 
berekstensi *.par)" 
Kode Sumber 4.16 Proses untuk menerima masukan dari 
pengguna kemudian melakukan directory traversal pada direktori 










57 if __name__ == "__main__": 
58     main(sys.argv[1:]) 
Kode Sumber 4.17 Proses untuk menerima masukan dari 
pengguna kemudian melakukan directory traversal pada direktori 
tempat berkas report (Bagian Keempat) 
 
4.2.2 Implementasi Proses Deteksi Citra Spam 
Prose deteksi citra spam dilakukan dengan menerima 
masukan berupa berkas CSV berisi hasil ekstraks fitur tekstur dari 
subbab sebelumnya. Implementasi proses deteksi citra spam ini 
terbagi menjadi 3 bagian utama, yaitu: implementasi proses PCA, 
implementasi metode klasifikasi random forest dan implementasi 
program utama yang akan melakukan uji coba deteksi citra spam 
menggunakan metode random forest dan SVM baik itu dengan 
melakukan PCA pada dataset maupun tidak. 
4.2.2.1 Implementasi PCA 
Implementasi PCA dapat dilihat pada Kode Sumber 4.18. 
Implementasi ini menerima satu parameter wajib dan 2 parameter 
opsional. Parameter data merupakan parameter wajib yang harus 
ada ketika memanggil fungsi PCA. Variabel data ini berisi dataset 
yang akan diproses menggunakan PCA. Sedangkan parameter 
opsional yang didefinisikan adalah cover_cumul yang merupakan 
nilai maksimal dari kumulatif nilai eigen dari eigen vektor yang 
akan diambil serta variabel n_components yang merupakan 
banyaknya vektor eigen yang akan diambil.. Jika n_components 
berisi nilai integer maka parameter ini lebih diutamakan 






1 import numpy as np 
2 import pandas as pd 
3  
4 def pca(data, cover_cumul=0.95, 
n_components=None): 
5     mat_cov = data.cov() 
6     eig_val, eig_vec = 
np.linalg.eigh(mat_cov) 
7     eig_valsum = np.sum(eig_val) 
8      
9     eig_pair = [ 
(np.abs(eig_val[i])/eig_valsum, 
eig_vec[:,i]) for i in range(len(eig_val)) ] 
10     eig_pair.sort(reverse=True) 
11  
12     cumulative = 0.0 
13     mat_transform = [] 
14     for i in range(len(eig_pair)): 
15         cumulative = cumulative + 
eig_pair[i][0] 
16         mat_transform.append(eig_pair[i][1]) 
17         if not n_components is None and 
n_components == len(mat_transform): 
18             break 
19         elif cumulative > cover_cumul and 
n_components is None: 
20             break 
21     mat_transform = np.array(mat_transform) 
22     data_pca = data.dot(mat_transform.T) 
23      
24     return data_pca 





4.2.2.2 Implementasi Random Forest 
Implementasi metode klasifikasi random forest 
didefinisikan sebagai kelas yang di dalamnya berisi method 
sebagai constructor untuk model dari random forest,  method fit 
untuk training model dari random forest serta method predict 
untuk memprediksi kelas dari sample yang dijadikan masukan. 
Constructor menerima 2 parameter, yaitu n_tree untuk 
mendefinisikan banyaknya tree sebagai basic leaner, serta 
max_feature untuk mendefinisikan maksimal banyaknya fitur 
dipilih secara acak yang akan dipertimbangkan ketika melakukan 
percabangan pada tree. Pada implementasi ini decision tree 
sebagai basic learner untuk random forest menggunakan 
implementasi dari pustaka Scikit-learn. Implementasi dari random 
forest ini dapat dilihat pada Kode Sumber 4.19 dan Kode Sumber 
4.20. 
1 from sklearn.tree import 
DecisionTreeClassifier 
2 import numpy as np 
3 from scipy import stats 
4  
5 class RandomForest: 
6     def __init__(self, n_tree=10, 
max_feature=None): 
7         self.n_tree = n_tree  
8         self.max_feature = max_feature 
9         self.n_feature = 0 
10         self.tree_list = [] 
11      
12     def fit(self, X, y): 
13         self.n_feature = X.shape[1] 
14         if self.max_feature == None: 
Kode Sumber 4.19 Implementasi metode klasifikasi random 





15             self.max_feature = 
np.int(np.sqrt(self.n_feature)) 
16          
17         rnd = np.random.RandomState() 
18         idx = np.arange(X.shape[0]) 
19         # ambil 2/3 sampling training 
20         n_train = X.shape[0]*2/3 
21          
22         for _ in range(self.n_tree): 
23             # bootstraping 
24             choice = np.random.choice(idx, 
size=n_train, replace=False) 
25             Xt = X.take(choice) 
26             yt = y.take(choice) 
27             tree = 
DecisionTreeClassifier(max_features=self.max
_feature, random_state=rnd) 
28             
self.tree_list.append(tree.fit(Xt,yt)) 
29      
30     def predict(self, X): 
31         res = [] 
32         for tree in self.tree_list: 
33             res.append(tree.predict(X)) 
34         res = np.array(res) 
35  
36         # ambil vote 
37         cls, cnt = stats.mode(res) 
38          
39         return cls.reshape((cls.shape[1],)) 
Kode Sumber 4.20 Implementasi metode klasifikasi random 





4.2.2.3 Implementasi Confusion Matrix 
Implementasi dari confusion matrix ini bertujuan untuk 
mempermudah dalam penghitungan kinerja klasifikasi dengan 
menghitung confusion matrix serta akurasi. Implementasi ini 
dapat dilihat pada Kode Sumber 4.21 sampai dengan Kode 
Sumber 4.23. 
 
1 # orig : array kelas asli 
2 # pred : array kelas hasil klasifikasi 
3 # c_num : array representasi klass [positif, 
negatif] 
4 class CM: 
5     def __init__(self, orig, pred, c_num): 
6         assert len(orig) == len(pred), 
"Panjang array tidak sama" 
7         self.orig = orig 
8         self.pred = pred 
9         self.c_num = c_num 
10         self.TP = .0 
11         self.TN = .0 
12         self.FP = .0 
13         self.FN = .0 
14          
15         for i in range(len(orig)): 
16             if orig[i] == pred[i]: 
17                 # True 
18                 if orig[i] == c_num[0]: 
19                     # Positif 
20                     self.TP += 1. 







21                 elif orig[i] == c_num[1]: 
22                     # Negatif 
23                     self.TN += 1. 
24             else: 
25                 # False 
26                 if orig[i] == c_num[0]: 
27                     # Positif 
28                     self.FP += 1. 
29                 elif orig[i] == c_num[1]: 
30                     # Negatif 
31                     self.FN += 1. 
32                      
33         assert (self.TP + self.TN + self.FP 
+ self.FN) == len(orig), \ 
34             "Ada yang salah pada perhitungan 
Confusion Matrix" 
35          
36     def accuracy(self): 
37         return 
(self.TP+self.TN)/(len(self.orig)) 
38          
39     def precision(self): 
40         return (self.TP)/(self.TP+self.FP) 
41      
42     def recall(self): 
43         return (self.TP)/(self.TP+self.FN) 
44          
45     def f_measure(self): 







46         return (2. * self.precision() * 
self.recall()) / (self.precision() + \ 
47             self.recall()) 
48          
49     def __str__(self): 
50         return "TP = %.2f\nTN = %.2f\nFP = 
%.2f\nFN = %.2f" % ( 
51             self.TP, self.TN, self.FP, 
self.FN) 




4.2.2.4 Impementasi 10-Fold Cross Validation 
Implementasi program utama terdiri dari 4 proses utama, 
yaitu: proses persiapan dataset, proses klasifikasi menggunakan 
random forest, proses klasifikasi menggunakan SVM dan proses 
10-fold cross validation. Secara berurutan proses-proses tersebut 
dapat dilihat pada Kode Sumber 4.24 sampai dengan Kode 
Sumber 4.30. Untuk proses klasifikasi dengan metode SVM, 
digunakan implementasi dari pustaka Scikit-learn dengan 
melakukan standarisasi pada fitur dataset untuk memaksimalkan 
kinerja SVM pada proses klasifikasi. Proses standarisasi fitur 
dataset ini dilakukan dengan menggunakan pustaka Scikit-learn, 
hasil dari proses standarisasi fitur dataset akan menyebabkan rata-
rata fitur antar sample menjadi nol dan standar deviasi fitur antar 







2 # Baca dataset_ish.csv dengan `pandas` 
3 def read_dataset(): 
4     global dataset 
5      
6     dataset = 
pd.read_csv("dataset_ish_std.csv") 
7  
8 def shuffle_dataset(): 
9     global dataset 
10      





14 # Pisahkan atribut dengan kelas 
15 def do_extract_class_list(): 
16     global data 
17     global c 
18  
19     data = dataset[dataset.columns[:302]] 
20     c = dataset['SPAM'] 
21  
22 ### 
23 # PCA 
24 def do_pca(): 
25     global dataset_train, dataset_test 







26     pca_model = PCA.fit(dataset_train, 
n_components=10) 
27     dataset_train = PCA.transform(pca_model, 
dataset_train) 




31 # Pemisahan dataset untuk cross validation 
32 def do_split_dataset_select(fold=3, part=2): 
33     global dataset_train 
34     global c_train 
35     global dataset_test 
36     global c_test 
37  
38     i_st = part*data.shape[0]/fold 
39     i_ed = (part+1)*data.shape[0]/fold 
40     dataset_train = 
data[:i_st].append(data[i_ed:]) 
41     c_train = c[:i_st].append(c[i_ed:]) 
42     dataset_test = data[i_st:i_ed] 
43     c_test = c[i_st:i_ed] 







1 def do_rf(): 
2     clf = RF.RandomForest(n_tree=20) 
3     clf.fit(dataset_train, c_train) 
4     res = clf.predict(dataset_test) 
5  
6     cm = util.CM(c_test.values, res, [1, 0]) 
7  
8     print "\nRandom Forest" 
9     print cm 
10     print "Akurasi %.4f%%" % 
(cm.accuracy()*100.) 
Kode Sumber 4.26 Proses klasifikasi menggunakan random 
forest 
 
1 def do_svm(): 
2     global clf 
3  
4     ss = 
prep.StandardScaler().fit(dataset_train) 
5     dataset_train_ = 
ss.transform(dataset_train) 
6     dataset_test_ = 
ss.transform(dataset_test) 
7  
8     clf = svm.SVC(kernel="rbf", 
cache_size=500) 
9     clf.fit(dataset_train_, c_train) 
10     res = clf.predict(dataset_test_) 
11  
12     cm = util.CM(c_test.values, res, [1, 0]) 








14     print "\nSVM" 
15     print cm 
16     print "Akurasi %.4f%%" % 
(cm.accuracy()*100.) 
Kode Sumber 4.28 Proses klasifikasi menggunakan SVM 
(Bagian Kedua) 
 
1 def cross_validate(): 
2     global cm_list_rf, cm_list_svm     
3      
4     fold = 10 
5     read_dataset() 
6     shuffle_dataset() 
7      
8     ## Cross validation tanpa PCA 
9     print "\n== Cross validation tanpa PCA 
==" 
10     do_extract_class_list() 
11     for i in xrange(fold): 
12         print "\nITERASI =",i 
13         do_split_dataset_select(fold=fold, 
part=i) 
14         # Klasifikasi 
15         do_rf() 
16         do_svm() 
17      
18     ## Cross validation dengan PCA 
19     print "\n== Cross validation dengan PCA 
==" 






20     do_extract_class_list() 
21     for i in xrange(fold): 
22         print "\nITERASI =",i 
23         do_split_dataset_select(fold=fold, 
part=i) 
24    # PCA 
25    do_pca() 
26         # Klasifikasi 
27         do_rf() 
28         do_svm() 
29  
30 cross_validate() 














UJI COBA DAN EVALUASI 
Pada bab ini akan dijelaskan uji coba yang dilakukan  pada 
aplikasi yang telah dikerjakan serta analisis dari uji coba yang 
telah dilakukan. Pembahasan pengujian meliputi lingkungan uji 
coba, skenario uji coba yang meliputi uji kinerja klasifikasi tanpa 
melakukan PCA pada dataset dan uji kinerja klasfikasi dengan 
melakukan PCA pada dataset serta analisis setiap pengujian. 
5.1 Lingkungan Uji Coba 
Lingkungan uji coba menjelaskan lingkungan yang 
digunakan untuk menguji implementasi deteksi citra spam pada 
Tugas Akhir. Lingkungan Uji Coba meliputi perangkat keras dan 
perangkat lunak yang dijelaskan sebagai berikut: 
1. Perangkat keras 
a. Prosesor : Intel® Core™i3 CPU @  2.10GHz x 2 
b. Memori : 5.8GB 
c. Tipe system : 64 bit 
2. Perangkat lunak 
a. Sistem operasi: Linux Mint Debian Edition 2 
b. Perangkat pengembang : Anaconda 2.4.1 dan Python 
2.7.11 
5.2 Data Uji Coba 
Uji coba kinerja deteksi citra spam dilakukan menggunakan 
citra dataset dari Image Spam Hunter (ISH) [11] dengan citra 
yang dipakai sebanyak 1620 citra yang terdiri dari 810 citra spam 
dan 810 citra ham, serta dataset citra baru sebanyak 316 citra 
yang terdiri dari 158 citra spam dan 158 citra ham. Pada dataset 
dilakukan ekstraksi fitur tesktur dengan hasil berkas CSV yang 
kemudian menjadi data masukan untuk proses klasifikasi citra 
spam. Fitur hasil ekstraksi berjumlah total 302 fitur yang terdiri 





citra yang diambil dari dataset dapat dilihat pada Gambar 5.1 dan 
Gambar 5.2. Sedangkan contoh hasil esktraksi fitur dari 10 citra 
yang terdiri dari 5 citra spam dan 5 citra ham dapat dilihat pada 
Tabel 5.1.  Pada tabel tersebut 5 kolom pertama merupakan 
contoh fitur hasil ekstraksi dan kolom terakhir merupakan kelas 
dari citra. Jika kelas bernilai 0 maka citra merupakan bukan spam 
sedangkan jika kelas bernilai 1 maka citra merupakan spam. 
 
Gambar 5.1 Berkas 0uS3tts9xP.bmp sebagai contoh citra spam 
dari dataset 
 
Gambar 5.2 Berkas zzz_10963_03507d6116_m.bmp sebagai 






Tabel 5.1 Contoh fitur hasil ekstraksi fitur tekstur dari dataset 
Mean Perc.99% GrMean Teta1 WlEnLL1 SPAM 
112.35 251.00 3.16 0.41 150149.85 0 
92.00 256.00 1.65 0.83 105957.15 0 
169.19 244.00 4.92 0.35 226644.31 0 
119.58 224.00 1.54 0.77 161277.21 0 
130.49 255.00 1.08 0.73 146041.49 0 
233.00 255.00 1.67 0.62 263973.38 1 
241.29 255.00 0.99 0.58 267267.45 1 
142.78 256.00 1.71 0.88 165216.48 1 
23.07 256.00 2.93 0.22 35681.77 1 
173.08 230.00 2.46 0.02 226535.23 1 
Pada Tabel 5.1, Mean merupakan salah satu fitur 
histogram, Perc.99% merupakan fitur percentile 99%, GrMean 
merupakan salah satu fitur gradient, Teta1 merupakan salah satu 
fitur dari autoregressive model, WlEnLL1 merupakan fitur 
wavelet energy dari citra approximation dari hasil Discrete 
Wavelet Transform (DWT) 2 dimensi. 
5.3 Skenario Uji Coba 
Parameter yang digunakan untuk metode-metode tersebut 
dijelaskan sebagai berikut: 
1. PCA 
 n_components : 10 
2. Random forest 
 n_tree : 20 
 max_feature :      
3. SVM 
 kernel: radial basis function (RBF) 
 C : 1.0 





Sedangkan skenario uji coba yang digunakan adalah 
sebagai berikut: 
1. Uji coba  random forest dan SVM tanpa melakukan PCA 
pada dataset. 
2. Uji coba random forest dan SVM dengan melakukan PCA 
pada dataset. 
3. Uji coba random forest dan SVM dengan melakukan PCA 
pada dataset baru. 
Uji coba skenario 1 dan 2 dilakukan dengan menggunakan 
10-fold cross validation pada metode klasfikasi random forest  
dan SVM dengan melakukan PCA pada dataset  maupun tidak. 
5.4 Hasil Uji Coba 
Hasil uji coba berupa daftar nilai akurasi dari hasil 
klasifikasi dari 10 partisi dalam 10-fold cross validation. 
5.4.1 Uji Coba Tanpa Melakukan PCA Pada Dataset 
1. Hasil uji coba metode klasifikasi random forest dan SVM 
tanpa melakukan PCA pada dataset terlebih dahulu. 
Sesuai pada Tabel 5.2 dan Tabel 5.3 kinerja akurasi dan 
precison dan recall random forest lebih tinggi atau sama jika 
dibandingkan dengan SVM pada sebagian besar partisi. 
Sedangkan jika dilihat dari Tabel 5.4, rata-rata kinerja akurasi, 
precision dan recall dari random forest selalu lebih tinggi 
dibanding dengan SVM. 
Tabel 5.2 Hasil kinerja pada tiap partisi untuk random forest dan 
SVM tanpa PCA (Bagian Pertama) 
Partisi 
Akurasi (%) Precision (%) Recall (%) 
RF SVM RF SVM RF SVM 
1 98.77 96.30 100.00 96.05 97.44 96.05 
2 96.30 97.53 96.34 100.00 96.34 95.35 
3 99.38 98.77 100.00 98.84 98.85 98.84 





Tabel 5.3 Hasil kinerja pada tiap partisi untuk random forest dan 
SVM tanpa PCA (Bagian Kedua) 
Partisi 
Akurasi (%) Precision (%) Recall (%) 
RF SVM RF SVM RF SVM 
5 98.77 98.15 98.63 97.26 98.63 98.61 
6 99.38 98.77 100.00 98.82 98.82 98.82 
7 98.77 97.53 98.72 100.00 98.72 95.12 
8 98.77 97.53 97.56 96.34 100.00 98.75 
9 98.77 98.15 100.00 98.75 97.56 97.53 
10 98.15 97.53 98.92 97.85 97.87 97.85 
 
Tabel 5.4 Statistik kinerja pada cross validation untuk random 
forest dan SVM tanpa PCA  
Statistik 
Akurasi (%) Precision (%) Recall (%) 
RF SVM RF SVM RF SVM 
Minimum 96.30 96.30 96.34 96.05 96.34 95.12 
Maksimum 99.38 98.77 100.00 100.00 100.00 98.84 
Rata-rata 98.64 97.84 99.02 98.26 98.29 97.43 
2. Hasil uji coba waktu komputasi metode klasifikasi random 
forest dan SVM tanpa melakukan PCA pada dataset terlebih 
dahulu. 
Jika dibandingkan berdasarkan waktu komputasi SVM jauh 
lebih unggul dibandingkan dengan random forest. Hal ini dapat 
dibuktikan pada Tabel 5.5 dan Tabel 5.6. Pada tabel tersebut 
waktu SVM selalu lebih cepat dibandingkan random forest dan 





Tabel 5.5 Hasil waktu komputasi pada tiap partisi untuk random 
forest dan SVM tanpa PCA 
Partisi 
Waktu komputasi (milidetik) 
RF SVM 
1 325.2 169.3 
2 295.6 176.1 
3 309.3 170.4 
4 299.8 164.5 
5 302.5 167.9 
6 319.2 173.3 
7 296.5 167.9 
8 306.5 166.3 
9 320.0 166.3 
10 311.0 166.1 
 
Tabel 5.6 Statistik waktu komputasi pada cross validation untuk 
random forest dan SVM tanpa PCA 
Statistik 
Waktu komputasi (milidetik) 
RF SVM 
Minimum 295.6 164.5 
Maksimum 325.2 176.1 
Rata-rata 308.6 168.8 
5.4.2 Uji Coba Dengan Melakukan PCA Pada Dataset 
1. Hasil uji coba metode klasifikasi random forest dan SVM 
dengan melakukan PCA pada dataset terlebih dahulu. 
Dari Tabel 5.7 dan Tabel 5.8 terlihat bahwa untuk akurasi 
dan recall dari random forest mempunyai rata-rata lebih tinggi 
dibandingkan SVM. Sedangkan untuk precision SVM berata-rata  





Tabel 5.7 Hasil kinerja pada tiap partisi untuk random forest dan 
SVM dengan PCA 
Partisi 
Akurasi (%) Precision (%) Recall (%) 
RF SVM RF SVM RF SVM 
1 97.53 96.30 100.00 100.00 95.00 92.68 
2 95.68 95.06 97.56 96.34 94.12 94.05 
3 97.53 98.77 97.67 98.84 97.67 98.84 
4 97.53 97.53 97.33 97.33 97.33 97.33 
5 96.91 98.15 97.26 97.26 95.95 98.61 
6 98.15 98.15 96.47 97.65 100.00 98.81 
7 96.30 96.30 97.44 98.72 95.00 93.90 
8 97.53 98.77 96.34 98.78 98.75 98.78 
9 99.38 98.15 100.00 98.75 98.77 97.53 
10 96.30 95.06 96.77 96.77 96.77 94.74 
 
Tabel 5.8 Statistik kinerja pada cross validation untuk random 
forest dan SVM dengan PCA 
Statistik 
Akurasi (%) Precision (%) Recall (%) 
RF SVM RF SVM RF SVM 
Minimum 95.68 95.06 96.34 96.34 94.12 92.68 
Maksimum 99.38 98.77 100.00 100.00 100.00 98.84 
Rata-rata 97.28 97.22 97.69 98.04 96.94 96.53 
2. Hasil uji coba waktu komputasi metode klasifikasi random 
forest dan SVM dengan melakukan PCA pada dataset terlebih 
dahulu. 
Dari Tabel 5.9 dan Tabel 5.10, SVM selalu lebih unggul 






Tabel 5.9 Hasil kinerja pada tiap partisi untuk random forest dan 
SVM dengan PCA 
Partisi 
Waktu komputasi (milidetik) 
RF SVM 
1 149.3 48.5 
2 151.1 48.2 
3 148.7 49.0 
4 150.3 46.0 
5 145.2 48.4 
6 147.8 47.3 
7 149.3 47.9 
8 145.0 48.1 
9 150.3 46.5 
10 151.5 49.1 
 
Tabel 5.10 Statistik waktu komputasi pada cross validation untuk 
random forest dan SVM dengan PCA 
Statistik 
Waktu komputasi (milidetik) 
RF SVM 
Minimum 145.0 46.0 
Maksimum 151.5 49.1 
Rata-rata 148.9 47.9 
 
5.4.3 Hasil uji coba random forest dan SVM dengan 
melakukan PCA pada dataset baru. 
Jika dilakukan uji coba pada dataset baru, akurasi, 






Tabel 5.11 Hasil kinerja random forest dan SVM dengan PCA 
pada data baru 
Akurasi (%) Precision (%) Recall (%) 
RF SVM RF SVM RF SVM 
72.47 81.01 67.09 84.81 75.18 78.82 
 
5.5 Evaluasi 
Pada subbab ini akan dijelaskan perbandingan kinerja antar 
metode klasifikasi menggunakan grafik dan tabel statistik.  
5.5.1 Grafik Perbandingan Kinerja Antar Metode 
1. Grafik perbandingan kinerja random forest dengan 
melakukan PCA dan tanpa melakukan PCA. 
Dengan melakukan PCA, nilai akurasi dari random forest 
lebih rendah pada semua kasus dibandingkan dengan yang tanpa 




Gambar 5.3 Hasil metode klasifikasi Random Forest tanpa 







2. Grafik perbandingan kinerja SVM dengan melakukan PCA 
dan tanpa melakukan PCA. 
Dalam beberapa kasus, penggunaan PCA bisa 
menghasilkan nilai akurasi yang lebih tinggi  untuk SVM. Untuk 
penjelasan yang lebih detail dapat dilihat pada Gambar 5.4. 
 
 
Gambar 5.4 Hasil metode klasifikasi SVM tanpa melakukan 
PCA dan yang melakukan PCA 
 
3. Grafik perbandingan kinerja random forest dengan SVM 
tanpa melakukan PCA. 
Nilai akurasi random forest lebih tinggi dibandingkan 
dengan SVM pada semua kasus ketika tidak melakukan PCA. 








Gambar 5.5 Hasil metode klasifikasi Random Forest dan SVM 
tanpa melakukan PCA 
 
4. Grafik perbandingan kinerja random forest dengan SVM 
dengan melakukan PCA. 
Ketika digunakan PCA, pada beberapa kasus nilai akurasi 
SVM lebih tinggi dibandingkan random forest. Untuk penjelasan 
yang lebih detail dapat dilihat pada Gambar 5.6. 
 
 
Gambar 5.6 Hasil metode klasifikasi Random Forest dan SVM 






5.5.2 Tabel Statistik Perbandingan Kinerja Antar Metode 
Rata-rata nilai akurasi, precision, recall dari random forest 
lebih tinggi dibandingkan rata-rata nilai dari SVM jika tanpa 
menggunakan PCA. Ketika PCA digunakan rata-rata precision 
untuk SVM lebih tinggi dibandingkan random forest. Kemudian 
penggunaan PCA pada dataset menyebabkan rata-rata akurasi 
turun 1.35% untuk random forest dan  0.62% untuk SVM. Serta 
rata-rata nilai precision turun sebesar 1.32% untuk random forest 
dan naik 0.21% untuk SVM. Kemudian rata-rata nilai recall turun 
1.35% untuk random forest dan 0.90% untuk SVM. Untuk 
penjelasan yang lebih detail dapat dilihat pada statistik di Tabel 
5.12, Tabel 5.13 dan Tabel 5.14. 
Sedangkan rata-rata waktu komputasi dari SVM lebih 
rendah dibandingkan dengan rata-rata dari random forest baik itu 
menggunakan PCA maupun tanpa PCA. Jika digunakan PCA 
maka waktu komputasi menjadi 3.10 kali lebih cepat untuk SVM 
dan 1.82 kali lebih cepat untuk random forest.  Untuk penjelasan 
lebih detail dapat dililihat pada Tabel 5.15. 
 
Tabel 5.12 Perbandingan kinerja akurasi antar metode 
Statistik 
Akurasi (%) 
Tanpa PCA Dengan PCA 
RF SVM RF SVM 
Minimum 96.30 96.30 95.68 95.06 
Maksimum 99.38 98.77 99.38 98.77 







Tabel 5.13 Perbandingan kinerja precision antar metode 
Statistik 
Precision (%) 
Tanpa PCA Dengan PCA 
RF SVM RF SVM 
Minimum 96.34 96.05 96.34 96.34 
Maksimum 100.00 100.00 100.00 100.00 
Rata-rata 99.02 98.26 97.69 98.04 
 
Tabel 5.14 Perbandingan kinerja recall antar metode 
Statistik 
Recall (%) 
Tanpa PCA Dengan PCA 
RF SVM RF SVM 
Minimum 96.34 95.12 94.12 92.68 
Maksimum 100.00 98.84 100.00 98.84 
Rata-rata 98.29 97.43 96.94 96.53 
Tabel 5.15 Perbandingan waktu komputasi antar metode 
 
Statistik 
Waktu komputasi (milidetik) 
Tanpa PCA Dengan PCA 
RF SVM RF SVM 
Minimum 295.6 164.5 145.0 46.0 
Maksimum 325.2 176.1 151.5 49.1 
Rata-rata 308.6 168.8 148.9 47.9 
 
5.5.3 Hasil Evaluasi Perbandingan Kinerja Antar Metode 
Berikut merupakan hasil evaluasi dari dari perbandingan 
antar metode: 
1. PCA lebih berpengaruh pada hasil klasifikasi random forest 
dibandingkan pada SVM. Hal ini dapat dibuktikan pada Tabel 





recall dari penggunaan PCA dan tanpa penggunaan PCA 
untuk random forest lebih tinggi dibandingkan dengan SVM 
yaitu 1.35%, 1.32% dan 1.35%  untuk random forest 
dibandingkan dengan 0.62%, -0.21% dan 0.90% untuk SVM.  
2. Klasifikasi dengan menggunakan random forest mempunyai 
rata-rata akurasi, dan recall yang lebih tinggi dibandingkan 
dengan SVM baik itu dengan menggunakan PCA pada 
dataset maupun tidak. Sedangkan rata-rata nilai precision dari 
SVM lebih tinggi dibandingkan dengan random forest. Poin 
ini dapat dibuktikan pada Tabel 5.12 sampai Tabel 5.14. 
3. Rata-rata waktu komputasi SVM lebih kecil dibandingkan 
random forest baik itu menggunakan PCA maupun tidak. Hal 
ini dapat dilihat pada Tabel 5.15. Sedangkan penggunaan 
PCA menyebabkan waktu komputasi menjadi 3.10 kali lebih 
cepat untuk SVM dan 1.82 kali lebih cepat untuk random 
forest. 
4. Sedangkan jika digunakan untuk mendeteksi citra spam pada 
dataset baru SVM lebih unggul dari pada random forest 
dengan rata-rata akurasi, precision dan recall bernilai 
81,01%, 84,81% dan 78,82% dibandingkan random forest 





KESIMPULAN DAN SARAN 
Bab ini membahas mengenai kesimpulan yang dapat 
diambil dari hasil uji coba yang telah dilakukan sebagai jawaban 
dari rumusan masalah yang dikemukakan. Selain kesimpulan, 
juga terdapat saran yang ditujukan untuk pengembangan 
perangkat lunak lebih lanjut. 
6.1 Kesimpulan 
Dari hasil pengerjaan Tugas Akhir ini penulis 
berkesimpulan sebagai berikut: 
1. Fitur tekstur bisa digunakan untuk deteksi citra spam dengan 
rata-rata nilai akurasi, precision dan recall 98.64%, 99.02% 
dan 98.29% untuk random forest serta 97.84%, 98.26% dan 
97.43% untuk SVM tanpa melakukan PCA pada dataset ISH.  
2. Metode PCA dapat digunakan untuk mengurangi waktu 
komputasi dengan menyebabkan waktu komputasi menjadi 
3.10 kali lebih cepat untuk SVM dan 1.82 kali lebih cepat 
untuk random forest dengan menggunakan dataset ISH.   
3. Penggunaan PCA pada dataset menyebabkan rata-rata nilai 
akurasi dan recall menjadi turun 1.35% dan 1.35% untuk 
random forest dan  0.62% dan 0.90%  untuk SVM. 
Sedangkan rata-rata nilai precision dari random forest turun 
1.32% dan untuk SVM naik 0.21%. 
4. Jika digunakan untuk mendeteksi citra baru SVM 
menghasilkan rata-rata akurasi, precision dan recall bernilai 
81.01%, 84.81% dan 78.82% lebih tinggi dibandingkan 
random forest dengan nilai rata-rata 72.47%, 67.09% dan 
75.18%. 
6.2 Saran 
Saran untuk pengembangan deteksi citra spam  adalah perlu 
untuk mencari alternatif selain perangkat lunak MaZda untuk 





untuk memanfaatkannya pada pengembangan perangkat lunak 
yang memerlukan analisis fitur tekstur, MaZda juga merupakan 
perangkat lunak yang kode sumbernya tertutup sehingga tidak 
dimungkinkan untuk memberikan kontribusi pengembangan 
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