Recent small-satellite developments have been characterised by an increased demand for on-board computational capability. The reasons are manifold and span from the need for autonomy to complete processing of acquired payload data. However, in many cases the needs for all these tasks arise within the same mission and have different, possibly conflicting, requirements in terms of processing resource requests and level of service reliabilities. Due to the design limitations inherent to small-satellites, often a single system is designed that is characterised by a trade-off between the applications and the available resources. Alternatively, multiple dedicated systems are flown which due to their individual designs do not operate in a synergetic manner. To solve the problem this paper proposes a computation service architecture, which almost transparently allocates a given task, a so-called software payload, according to its requirements to an executing unit within the system. Using this concept provides a high degree of resource utilisation, an improved level of reliability, and can cater for changing resource needs during development and mission lifetime without the necessity for a redesign.
INTRODUCTION
The X-Sat micro-satellite is a remote sensing mission, with the primary objective of obtaining multispectral imagery at a 10 m spatial resolution [1] . The satellite faces a gamut of demands, including simple but highly crucial housekeeping duties as well as real-time image data processing tasks [2] with high performance requirements but limited reliability needs. To fulfil these different mission requirements in a homogeneous framework a centralised Computation Service Architecture (CSA) was developed that caters for all computational requests within the satellite.
The CSA consists internally of the On-Board Computer (OBC) [3] , the RAMDISK [4] mass storage system and the Parallel Processing Unit (PPU) [5] . Externally the CSA is connected to the various sub-systems and payloads via dual redundant controller area networks (CAN) for commanding, low voltage differential signalling (LVDS) links for high-speed data communication, and dedicated links for mission crucial interaction. The OBC is the core of the CSA and is responsible for receiving, prioritising and distributing the processing requests / tasks -or so-called software payloads -in accordance with the current mission demands and constraints (e.g. power availability). The RAMDISK is used by the OBC to store uploaded software payloads as well as voluminous data. Finally, the PPU, operating under the control of the OBC, is treated as a computation cluster, with tasks being assigned and executed on individual processors as needed.
COMPUTATION SERVICE ARCHITECTURE
The OBC is based on the reliable radiation-hardened ERC32 (20 MIPS) processor equipped with 8 MB of EDAC protected SRAM and Flash memory, respectively, and employing a judicious mix of redundant high reliability components. It is dualredundant with cold standby backup, making it the system with the highest degree of reliability within the CSA. The RAMDISK consists of 2 GB of Reed-Solomon protected high speed SDRAM memory, interacting with the PPU through a pair of 200 Mbps LVDS links. It is controlled by the OBC through serial command links. The PPU in turn incorporates 20 StrongARM processors, each with 64 MB of local memory, providing a peak system performance of 4000 MIPS. The RAMDISK and the PPU use only commercial off-the-shelf (COTS) [6] components and address the decreased level of reliability inherent to such devices by using redundancy and soft-tolerance to errors. Both the OBC and PPU architectures run the space validated VxWorks Real-Time Operating System (RTOS) which simplifies the design of algorithms since the actual hardware is hidden from direct accesses by the operating system.
SERVICE SPECTRUM
The CSA delineates the service spectrum into five groups which are shown in Figure 1 . Depending on the application's requirements with respect to reliability and performance, one of these groups is chosen by the CSA, i.e. the OBC, as execution instance. Information regarding the individual software payloads is held in a task definition and requirement catalogue. These include not just the reliability and processing requirements but also tolerable latency, expected volume of communication with other sub-systems, payloads and the RAMDISK, failure strategies etc. Stringently defined requirements enable the deterministic selection of a group and therefore the actual executing hardware component, while more flexible definitions open up the full potential of the CSA in terms of variable resource allocation and increased reliability. However, it is always guaranteed that the specified requirements are met, with the exception of unforeseeable latency violations due to the workload. To absorb the differences in architectural design among the execution units, individually compiled versions of the same algorithm are held out.
Applications requiring a very high degree of reliability and dependability operate within Group 1 and execute on the active OBC, while software payloads with a slightly reduced reliability constraint fall under Group 2 and are executed in parallel on the PPU. In the latter case the majority voting as well as error detection and correction (EDAC) tasks are hosted on the OBC. A selectable number of parallel reference computations enables almost any defined degree of reliability. Applications characterised by Group 3 service requirements follow the previous scheme but with the voting and EDAC implemented within the PPU itself. The advantage is a reduced communication overhead. Group 4 applications have a low reliability requirement and execute entirely on the PPU using software error handling methods and restricted processor functionality to limit error propagation. Finally, applications in Group 5 which can tolerate unreliability, or which can simply be repeated in the event of an error, are processed with further reduced reliability settings like full utilisation of caches and no soft error correction or error handling. The benefit of the step-wise reduced reliability is an increased computational performance. 
SERVICE IMPLEMENTATION: MISSION SCENARIO
The X-Sat mission requires a high degree of spacecraft pointing accuracy during imaging. This is achieved by a real-time attitude determination and control (ADC) algorithm [7] , whereby the achieved accuracy depends significantly on the sensors' sampling rate, frequency and chosen accuracy of control loop executions. During nonimaging operations the accuracy requirement can be relaxed, although the high degree of result reliability is still necessary. Given the depicted case, during imaging, the ADC fits the profile of a Group 1 software payload, since pointing failures are unacceptable to the mission. However, the intensive ADC algorithm severely restricts other operations of the OBC to a bare minimum. If nevertheless further Group 1 software payloads have to be executed simultaneously then the CSA picks the least strictly constrained active task in this group and runs it as a Group 2 software payload. It is possible to attain a comparable level of reliability as Group 1 by selecting an appropriate number of parallel ADC computations -which can even be computed consecutively several times within a OBC-comparable time due to the vastly higher performance of the PPU. In order to further reduce another potential bottleneck, i.e. the communication load on the OBC, the ADC software can be executed as a Group 3 or Group 4 scenario. All ADC operations are now internal to the PPU, with error handling using voting or EDAC, transparent to the OBC. The OBC merely validates the results by simple boundary checking before issuing appropriate commands to the attitude control actuators. A further relaxation of the group association for the ADC is not advisable, but less critical applications, such as the rectification of acquired images, is a suitable example. Note that in general the most reliable group is selected automatically if alternatives arise. Moreover, under no circumstances a group is selected that would violate the software payload's requirements.
Beside the increased processing power due to the workload balancing, the CSA also increases the reliability of the entire mission. Tasks which are not dedicated to a special CSA component through their entry in the specification catalogue can be move to other execution units if the original intended component failed / degraded. This even includes the RAMDISK which can be partially substituted by the local PPU memory totalling 1.25 GB. However, it is worthwhile mentioning that the main radiation hardened OBC is assumed to be fully operational at all times. Last but not least the gained processing flexibility of the CSA allows for certain modifications of the mission profile during development as well as operation without the need for a redesign. Figure 2 depicts the ADC algorithm as an example for the performance vs. reliability according to the individual group selection, whereby for the sake of completeness Group 5 was included. The probability of failure in the different operational modes over a mission lifetime of three years is considered based on the processors and the rate of expected errors in the memory devices per control cycle. Note that Figure 2 does not reflect the performance advantages vs. reliability impact for scenarios involving parallelisable computations. 
CONCLUSION
The unified CSA for the X-Sat mission was presented, dividing computational requests into service bands. Careful selection of an appropriate band for an execution instance enables the ground user to optimise the application for a gradient between reliability and performance, with no change whatsoever in the processing hardware. Given more flexible requirements the CSA can act autonomously as a scheduler and increase the utilisation as well as reliability.
