We describe a method for searching for transient gravitational waves associated with Soft Gamma-ray Repeater flares or other burst-like events using data collected by interferometric gravitational wave detectors. The method as implemented can be used to analyze data from either a single detector or from two detectors coherently. The excess power type algorithm creates a time series from conditioned detector data which is then calibrated via signal simulations of known strength based on plausible waveform classes. Estimated search sensitivities obtained by performing two-detector searches on simulated S5 LIGO data are presented. In the case of 22 ms duration white noise bursts in the 100-200 Hz band, we find characteristic strain sensitivity h 
Introduction
Soft Gamma-ray Repeaters (SGRs) are objects in the sky which sporadically emit brief (< 0.2 s) energetic soft gamma-ray bursts. Common bursts have detected peak luminosities of up to 10 43 erg/s (assuming isotropic emission) and rare 'giant flare' events can have detected peak luminosities of up to 10 47 erg/s [1] . Of the four confirmed SGRs, three have produced a giant flare since their discovery in 1979 [2] [3] [4] .
One explanation for this class of objects (and the similar 'Anomalous X-Ray Pulsars') is provided by the 'magnetar' model [5; 6] . Magnetars are believed to be neutron stars with the strongest magnetic fields in the Universe, ∼ 10 In this model SGR bursts are explained by interaction of the star's magnetic field and solid crust, leading to bending and stretching of the crust and occasional catastrophic crustal cracking resulting in a giant flare [7; 8] . Another competing explanation is that SGRs are quark stars with bursts driven by 'starquakes' [9] [10] [11] [12] . In any case, the possibility of reconfiguration of star matter during giant flares make SGRs interesting candidates for gravitational wave (GW) emission.
We present a search method for GW transients associated with triggered bursts using data collected by GW detectors such as LIGO [13] . The method was developed for SGR flare searches, but it could be used to search for GWs associated with most burst-like triggers.
The search targets unmodeled transient GW signals which may be emitted at the moment of crustal rearrangement. To preserve generality we make no assumptions about SGR models beyond approximate coincidence of the light curve features and GW peak times and durations. We focus primarily on band-limited white noise bursts (WNBs) as the most general albeit not directly astrophysically motivated waveforms. For SGR flare searches WNB durations are set by timescales in flare light curves, and frequency bands are set by the detector's sensitive region. In this paper, we first present our search method then estimate its sensitivity to example target signal classes in simulated LIGO noise.
Method
In this section we give a description of the search pipeline, an excess power type search [14] [15] [16] using loudest event statistics to estimate upper limits [17] . We consider the pipeline (Fig. 1 ) at two levels: high-level overviews of search, upper limit estimation, and sensitivity estimate overviews; and the core data processing algorithm which converts raw detector data into a measure of excess power (or 'cross excess power' in the two-detector case).
Search overview
In a search on real data, the pipeline can be used to search for GW candidates or to estimate upper limits using data from GW detectors. We divide available detector data Figure 1 . Diagrams of the pipeline. On the left are diagrams illustrating the search for GW candidates and upper limit estimation carried out in a search on real data. On the right is a diagram illustrating sensitivity estimation carried out on simulated data (Section 3). The central shaded region diagrams data processing steps (Section 2.2). Shaded boxes are steps in which the data processing algorithm is applied.
into an on-source region in which we might expect to find the GW signal associated with the astrophysical trigger, and an off-source region which provides a background for the search. The off-source region is chosen close enough to the on-source region to ensure similar detector behavior. We first estimate false alarm rates (FARs) from the off-source region, and compare the loudest on-source event to a pre-determined FAR detection threshold, set so that we expect no more than one false detection in 100 years of sky observation. (This corresponds to much less than 100 years of data since we analyze small regions of data around rare astrophysical triggers.) Events above this threshold, if any, are subject to environmental channel vetoes and waveform consistency checks.
We can also estimate upper limits on GW strain at the Earth via simulated signals injected into the raw data (Section 2.3.) The on-source loudest event is used as a threshold for creating a sensitivity curve from the simulations. (This upper limit threshold is unrelated to the detection threshold mentioned in the previous paragraph.)
In the case of simulated detector data we estimate search sensitivity. The steps are identical to those used for estimating an upper limit except the sensitivity curve is constructed from a measure set relative to noise events instead of to a loudest on-source event (Section 3.1).
Data processing
Data processing takes as input either a single stream of raw detector data or two synchronized (or time-shifted) streams from two detectors. It produces as output an excess power type time series (one detector) or a 'cross excess power' time series (two detectors).
First, data is conditioned via digital filters. For a two-detector search a time delay is applied as appropriate for the relative locations of astrophysical source and GW detectors. Next, the power spectral density (PSD) or cross PSD is calculated. Then the mean PSD value from off-source data at each frequency bin is subtracted from elements of that frequency bin to estimate excess power; this has an effect similar to whitening procedures. Finally, a time series is created by projection onto the time axis.
Data conditioning
Data conditioning consists of zero-phase digital filtering in the time domain [18] , first with a bandpass filter and then with a composite notch filter.
The basic IIR bandpass filter's passband is set by the detectors' all-inclusive sensitive band (64-2048 Hz for LIGO detectors). A single bandpass filter is used for all searches.
The notch filter is created using off-source 'training data'. Long duration narrow band signals are not targeted by our search and their removal in the time domain maximizes the useful bandwidth of the search. We remove narrow lines associated with the power line harmonics at multiples of 60 Hz, the violin modes of the mirror suspension wires, calibration lines, and narrow band noise sources of unknown origin. In a twodetector search, lines are found separately for each detector's data stream, and the union of both sets of lines are used to create a single notch filter.
A buffer interval of 5 seconds on each side of filtered data is discarded. This buffer is significantly longer than the characteristic impulse and step response of the filters.
Measuring excess power
We next create a time-frequency tiling (spectrogram) from the conditioned input data stream(s). This is a series of windowed (Blackman) discrete fourier transforms, of time length δt set by the target signal duration. Each tiling column corresponds to a time bin of width δt and each row corresponds to a frequency bin of width δf , both linearly spaced, with δf δt = 1. Adjacent time bins overlap by 0.9δt to guard against mismatch between prospective signals and tiling time bins. Larger overlaps require more computation and do not noticeably improve sensitivity.
In a one-detector search, we then have a complex-valued time-frequency tiling from which we calculate the real-valued one-sided PSD for every time bin. To do this we multiply each tile value by its complex conjugate and normalize the result (accounting for sampling frequency and windowing function). We then discard frequency bins outside of the chosen search band.
In a two-detector search, we have two complex time-frequency tilings, one for each detector, from which we calculate
where T represents a tiling matrix and i and j are frequency and time bin indices, and (1) and (2) denote the detector. The real part is kept, and normalization is applied as in the one-detector case. To obtain a positive-definite estimator we next take the absolute value of each tile; this allows sensitivity to both strongly correlated and strongly anticorrelated signals in the two (potentially misaligned) detectors. Next, we remove the background noise power from each element of the PSD timefrequency tiling, using off-source data. A measure of the signal excess power remains. We choose to measure noise power using the mean from a gamma distribution, which provides a good fit in both one and two-detector cases; other measures may be preferred when working with real detector data. At a given frequency bin (row), we first randomly select a subset of elements to eliminate artifacts. The selection density is set by the half width of the autocorrelation central peak and the target signal duration (i.e. no overlap allowed). The selected elements are fit to a gamma distribution, and outliers above a threshold (typically four standard deviations) are discarded. This process repeats until no outliers remain. The resulting estimate on the mean is subtracted from each element of the corresponding frequency bin in the PSD matrix, giving a matrix of excess power (or 'cross excess power' in the two-detector case).
To create a time series out of the excess power matrix, we project onto the time axis. For wide-band target signals we include all frequency bins within the search band in the projection. For monochromatic target signals we take the two loudest adjacent frequency tiles in every time bin. Taking two tiles instead of one guards against mismatch between tiling frequency bin boundaries and signal location.
Simulations
GWs have two independent polarization states h + (t) and h × (t). The magnitude of the response excited in an interferometric detector by a passing wave depends on the direction from which the wave arrives relative to the detector, and its polarization state, and is customarily described by the 'antenna functions' F + (θ, φ, ψ) and F
× (θ, φ, ψ).
Here θ is the altitude of the source relative to the detector's horizon, φ is the azimuth of the source relative to the detector's x-arm, and ψ is the polarization angle. (In a triggered search the source location is well-known.)
Our goal is to simulate incoming GWs chosen from the 'signal space.' The pipeline measures the detector output h d (t), consisting of the detector signal response ξ d (t) in the presence of detector noise n d (t) (assuming a perfectly calibrated detector):
where ξ d (t) is given by We recover the loudest event in a time window (with length set by the on-source region) around each injected simulation. We repeat this process with a range of simulation energies in order to determine the pipeline's response (Fig. 2) .
Sensitivity

Measuring sensitivity
When running the search pipeline on real data we choose a sensitivity curve threshold equal to the loudest on-source event (Section 2.1). With simulated data we desire a sensitivity curve threshold set relative to the noise (Fig. 2) . We divide a long stretch of processed data into shorter segments (of a length equal to a simulated 'on-source' region of 2 s) and choose the loudest event from each segment. We then take the level corresponding to the 90th percentile of this collection as the sensitivity curve threshold.
For every injected simulation, we determine whether an event exists above this threshold in the 2 s long time window surrounding the injection (e.g. Fig. 2(a) ). If there is such an event, which may be due either to the injected simulation or a noise peak (false alarm), a value of 1 is recorded at the simulation h rss value; if not a value of 0 is recorded. The sensitivity curve describing detection efficiency vs. h rss is given by fitting to f sigmoid (x) = 1/ 1 + e −α(x−β) [19] where α and β are fit parameters (Fig. 2(b) ). At a fraction detected of 0.9, false alarm levels are less than ∼ 10
−7
Hz and thus contribute negligibly to the h 90% rss value.
Example results of two-detector searches
We present sensitivity estimates for simulated data with noise PSD matched to real LIGO data (H1 and L1 detectors on 2005 Dec 02, during the 5th science run), for three example target signal classes: 22 ms duration WNBs between 100 and 200 Hz; 100 ms duration WNBs between 64 and 1024 Hz; and neutron star ringdown (RD) waveforms with time constant τ = 150 ms at 1900 Hz. We expect some performance degradation when running on real data, which may contain non-stationarities and phase relationships not present in simulated data. Search bands for the WNB searches were chosen to match the detectors' sensitive region. RD waveforms between ∼ 1 − 2 kHz (we choose a search band between 1 and 2 kHz) are predicted GW signals in some SGR flare models [20] [21] [22] . We note that for the case of RD waveforms we do not expect our search to perform as well as a matched filtering search [23] .
Searches were run as they would be run for a real event, using the celestial coordinates of SGR 1806-20 and a simulated trigger time chosen to give optimal source location relative to the LIGO detectors. FARs depend on vetoes and waveform consistency cuts and are not presented here.
22 ms WNBs between 100 Hz and 200 Hz
This search targeted narrow-band WNBs limited to between 100-200 Hz, with 22 ms duration ( Table 1) .
We choose to impose two constraints on the h + and h × polarization components of this example signal class: equal energy, and an absolute cross-correlation between polarization components of less than 0.1 (where maximum correlation is +1 and maximum anti-correlation is -1). If no cross-correlation constraint is imposed, search sensitivity to relatively narrow-band white noise bursts shows a ψ-dependence. This can be understood with the observation that band-limited WNB simulations approach sine-Gaussian waveforms as the allowed bandwidth approaches zero. The distribution in cross-correlation between h + and h × becomes wider as simulations approach pairs of sine-Gaussian-like signals with an undetermined relative phase.
100 ms WNBs between 64 Hz and 1024 Hz
This search targeted relatively broadband WNBs between 64 and 1024 Hz, with 100 ms duration ( Table 1) . As before, we choose to impose a constraint that h + and h × carry equal energy. In this case there is no need to impose a constraint on the cross-correlation between h + and h × , since the distribution in cross-correlation is already sharply peaked around zero.
Neutron star ringdown waveforms with τ =150 ms
The target signal class for this search were τ =150 ms ringdowns. We present results for both linearly and circularly polarized ringdowns at 1900 Hz (Fig. 3, Table 1 ). Fig. 3 represents several sensitivity curves over one period (π/2) in polarization angle ψ. Variation over polarization angle is evident in the linearly polarized case only; we do not expect ψ-dependence in the circular case because the h + , h × cross-correlation is zero.
Conclusion
We have described a search method targeting unmodeled transient GWs which may be emitted during SGR flare events or other burst events. The search can be run either on data from a single interferometric GW detector, or coherently on simultaneous data from two detectors.
We have presented sensitivity estimates for three classes of target signals. In the case of 22 ms duration white noise bursts in the 100-200 Hz band, we find a characteristic strain sensitivity h Fig. 2 (b) ). The grayscale depth represents fraction detected. The sensitivity minimum in (a) at ψ 0.3 corresponds to the LIGO Hanford antenna pattern minimum, and the minimum at ψ 0.8 corresponds to the LIGO Livingston antenna pattern minimum.
