Cloud computing is a new computational and commercial model. It brings the illusion of a virtually infinite computing infrastructure/platform that provides advanced features. The increased number of VMs and applications in virtualized data centers triggers serious scalability concerns with regards to monitoring. Many features of Cloud need supports from underlying Cloud monitoring system. There is a lack of a lightweight monitoring tool for on-demand virtual machine scheduling in open literature, especially considering traffic analysis, elastic capacity provisioning, and power consumption. In this paper, a monitoring framework for Infrastructure as a Service (IaaS), CloudMoni, is proposed. CloudMoni can report utilization and status, also provides sufficient information for developers and users to have deep insights on on-demand virtual machine management and scheduling, which involving traffic analysis, elastic capacity provisioning, power metering of virtual machines. The prototype application of proposed architecture is presented in the end.
Introduction
In a traditional data center, applications are tied to specific physical servers that are often overprovisioned to deal with peak workload and unexpected failures. Such configuration makes data centers expensive to maintain with wasted energy and floor space, low resource utilizations and significant management overheads. With virtualization technology, today's Cloud data centers become more flexible, secure and on-demand allocating. With virtualization, Cloud data centers have ability to migrate an application from one set of resources to another in a non-disruptive manner. These features of virtualization are driving forces in modern cloud computing that aim to efficiently share and manage extremely large data centers. Elastic provisioning is therefore possible. Resource scheduling plays an important role in Cloud data centers. One of the challenging scheduling problems in Cloud datacenters is to take into consideration allocation and migration of virtual machines with full lifecycle constraints, which is often neglected. Resource management and scheduling are heavily depending on information and data collected from Cloud monitoring system. To establish a robust and light weighted Cloud monitoring system requires careful design. Most of existing monitoring systems are designed for relatively fixed or slowly changing physical infrastructure, these monitoring systems may not be suitable for highly dynamically changing virtual infrastructure in Cloud. In virtual infrastructure, virtual machines arrive and depart randomly. To reduce power-consumption, many physical machines and virtual machines may be shut-down/ or put into sleep frequently. Also virtual machines can be migrated from one physical server to another. These dynamics require different monitoring system than traditional systems [1] . Many monitoring tools have been developed to help administrators to monitor, manage and analyze the data and performance of data centers. Liu et al. (2009) [6] presented the Green Cloud architecture imbedded with monitoring system, which aims to reduce data center power consumption while guaranteeing the performance from users perspective. A monitoring framework is proposed to support scalability, elasticity, migration, adaptability to load, automatic running by Chapman et al. (2011) in [3] . Kivity et al. [5] introduces Linux virtual machine monitor KVM in details. The ganglia distributed monitoring system is introduced by Massie et al. (2004) in [7] . Ren et al. (2011) [8] introduce a tool called Otus, which can collect data at different levels of the cluster, including OS and other high-level services such as HDFS or Hadoop MapReduce. Otus is designed to monitor resources on clusters that run on traditional bare metal servers. Rabkin et al. (2010) [9] propose a system called Chukwa for reliable large-scale log collection, mainly for monitoring Hadoop mapreduce applications. Rosenblum et al. (2005) [10] discuss current technology and future trends of virtual machine monitors. Tian (2011) [11] develops a Cloud monitoring system called CloudMoni and apply a computer software copyright, which is focusing on monitoring virtual resource scheduling in Cloud datacenters. Amazon [13] introduces Cloudwatch, a web service for monitoring Amazon Web Service cloud resources such as EC2. Citrix [14] introduces its monitoring system for Xenserver. CoMon [15] provides a monitoring statistics for PlanetLab at both node level and slice level. It can be used to see what is affecting the performance of nodes and to examine the resource profiles of individual experiments. In view that there is a lack of a lightweight monitoring tool for on-demand virtual machine scheduling in open literature, especially considering traffic analysis, elastic capacity provisioning, and power consumption, a monitoring framework for infrastructure as a service (IaaS) is proposed in this paper.
Proposed Architecture and Its Main Features
Cloud monitoring system should not affect the performance of underlying computing infrastructure and be responsible for quick failure/fault alarm, utilization queries and traffic analysis etc. To build a Cloud monitoring system with low overhead, elastic and short response time is the major focus of this paper. Considering C/S for quick data processing and transmission in client side and B/S for low cost and centralized management and other features, a mixed C/S and B/S model is proposed. C/S model is applied in WAN/LAN monitoring while B/S model is applied in Web service level. As shown in Fig. 1 (a) , three layers are set in CloudMoni. At lowest layer, client agent is responsible for collecting information of single PM or VM, encapsulating collected information and then transmitting to Server node, the second layer. Server node is in charge of all client agents in a Datacenter, collecting and storing data coming from client agents, then preparing sending information to the top layer, Super-monitoring center. The Super-monitoring center is communicating with all Server nodes to obtain information for all datacenters in charge. Note that client agent is installed on a single host (server) to monitoring the host and its virtual machines; Server management node is responsible for a datacenter (may be a LAN or WAN); Super monitoring center is a centralized management node for all datacenters. Fig. 1 (b) shows the B/S architecture adopted by CloudMoni. In the Web service (B/S) model, data management, information queries and data analysis functions are provided. Data management provides data from physical machines PMs, virtual machines (VMs) to clusters to Datacenters. Resource configuration, usage and status are provided by information queries. Data analysis provides user requests analysis, traffic characteristics analysis, and power consumptions analysis so that decision-makings of scheduling system can be bases on.
The major functions of CloudMoni are shown in layered architecture in Fig. 2 (a) . There is a web portal at the top layer for logical view of datacenters, configurations of datacenters, PMs and VMs, and user information such as users account, online/offline etc. The core functions include utilization monitoring and status of CPU, memory (MEM), disk and network bandwidth (NET) for both PMs and VMs; VM migration monitoring keeps records of migration information of VMs, including their status, their original host and current host, required capacities, arrival times and departure times etc.; traffic analysis and capacity prediction are based on arrival time and departure time of user requests, capturing the characteristics of traffic and provide prediction for capacity dimensioning, elastic provisioning is conducted based on traffic characteristics analysis and is able to dynamically adjust the total capacity of a datacenter; Power metering provides power consumption information for each PM and VM so that suitable scheduling policies (algorithms) can be taken; load-balancing provides balancing values (or imbalance value) of each PM and VM and datacenter so that suitable load-balancing scheduling strategies can be initiated. Table 1 shows eight types of VMs from Amazon EC2 online information. We can also form three types of different PMs based on compute units. The configuration of VMs and PMs are shown in Table 1 and 2. Fig. 2 (b) shows lifecycles abstraction of virtual machine in a slotted time window. For example, vm (1, 2, 0, 6, 2) shows that the request ID is 1, virtual machine is of type 2 (corresponding to integer 2), starting-time is 0 and ending-time is 6 (here time 6 can mean the sixth hour started at time 0). Other requests can be represented in similar ways.
Monitoring User Requests and Status

Energy Metrics of both PMs and VMs
In [2] , authors found that CPU utilization is typically proportional to the overall system load, and proposed a power model defined in Eq. (1):
where P max is the maximum power consumed when the server is fully utilized; k is the fraction of power consumed by the idle server (studies show that on average it is about 70%); and u is the CPU utilization. In this work we use the power model defined in (1) . According to the SPEC power benchmark, for the fourth quarter of 2010, the average power consumption at 100% utilization for servers consuming less than 1000 W was approximately 259 W [2] . In real environment, the utilization of the CPU may change over time due to the workload variability. Thus, the CPU utilization is a function of time and is represented as u(t). Therefore, the total energy consumption by a physical node (Ei) can be defined as an integral of the power consumption function over a period of time as shown in (2).
If average utilization (u i ) is adopted, then the energy consumption of PM i during [t 0 , t 1 ] is
CloudMoni can analyze the power consumption of each PM and VM during an observation period, and help scheduling system to take energy-efficient strategies.
Traffic Monitoring and Elastic Capacity Provisioning
To implement elastic capacity provisioning, an automatic tool of traffic modeling and provisioning has to be imbedded into the software. Tian 2009 [12] proposed queueing model analysis and capacity planning for Cloud datacenter considering both standard random processes and general cases. Elastic provisioning module can apply these models to incoming traffic, automatically compute the total capacities. Also when the total number of physical machines is fixed in a datacenter, the module can be used to automatically predict Quality of Service (QoS) information such as average request blocking probability, average response time, average delay time etc.
Considering the Erlang loss model with Poisson arrivals, assuming there is N servers and single type of virtual machines request, ρ is the offered load, then the blocking of probability of the request can be found by the following Eq. (4) [12] :
Reversely, assuming there is single type of virtual machines request and is the offered load. To meet the quality of service requirement that blocking probability is less than ϵ, then the total number of servers can be found by Eq. (5)
where
and ψ(ϵ) = √ ( − 2ln(ϵ)) is proposed in [6] . In [12] , elastic provisioning for delay model are also considered. Both models can be extended to consider multi-class types of virtual machine requests. These can help service provider to plan the network based on traffic characteristics and other QoS requirements.
Metrics
(1) Detailed Monitoring for physical and virtual machines: including Datacenter IDs, ClusterIDs, physical server IP addresses, virtual machine IP addresses, configurations of each PM and VM, utilization of CPU, memory, bandwidth of each PM and VM.
(2) User requests monitoring: using slotted windows, all user requests are presented in intervals. Max number of requests of each type of VMs in each slot can be counted. Total number of PMs therefore can be computed. Also user information such as account, online/offline, and usage time can be computed and analyzed.
(3) Power meters: For each PM and VM, power consumption during observation period (for example each hour) can be recorded and compared to analytical models for validation. Power consumptions of each VM and PM, total power consumption of each data center can be computed and analyzed.
Prototype Design and Applications
The prototype is developed using open resources including Apache web server, MySQL database server, OpenSSH remote access tools; also VMWare workstation 5.5 is used to create virtual platforms. Please visit website for more detailed information. Fig. 3 shows some user information, including user name (username), request ID (taskID), VM type (vmType), task types (taskType) which maybe instant or reservation etc. scheduleDomain Type is used to indicates which scheduling domain (corresponding to scheduling algorithm) the user request is applied, cost is used to billing based on the type and time a customer uses the resource. Fig. 4 (a) shows CPU utilization (CPU%), memory utilization (MEM%), bandwidth utilization (BW%), Time stamp (timestamp with/without time zone), and IP addresses (computerIP) of PMs. Fig. 5 (b) shows power consumption of a PM in slot window where x axis is in slot (5 minute per slot) and y axis is for power metering in watt. In this way the management system can monitor the power consumption of each PM and each VM so that efficient scheduling algorithms can be applied. 
Conclusion
In this paper, a monitoring framework CloudMoni for infrastructure as a service (IaaS) is proposed. CloudMoni proposes a mixed C/S and B/S model for efficient monitoring, provides elastic capacity provisioning and performance prediction, power consumption monitoring and analysis, load-balancing metrics. The proposed Cloud monitoring system currently is focusing on IaaS layer, and it can be extended to other layers such as PaaS, SaaS easily. A unique integral monitoring system for all cloud layers are under research.
