Abstract
database, and categorized with the following thresholds: IQ>70 normal, 50<IQ<70 mild 138 intellectual disability, IQ<50 severe intellectual disability.
139
Clinical reports from the ASD patients were examined for missing values, and clinical features 140 with more than 70% information were retained for the analysis. To minimise missing value 141 imputation bias, individuals with missing values above this threshold for more than two clinical 142 features were also excluded. Completeness of each clinical feature is reported in Table S1 143 (Additional file 1). Missing values were imputed using the missForest [24] R package that 
147
 Clustering analysis of ASD clinical data 148 To focus on core domains of ASD symptoms, verbal skills, disease severity, adaptive behavior 149 and intellectual levels, which strongly condition prognosis, were selected for further analysis.
150
Verbal status was obtained from the ADI-R, ASD severity scored from the ADOS, adaptive 151 functioning from the VABS, using its three subdomains, and a performance IQ category from the 
155
Correlations between clinical features were assessed using the Pearson method, and features with 156 a correlation value of > 0.75 were considered correlated. The Gower [27] metric was used to was also used to define outliers in clinical data. A decrease in the Silhouette value of a cluster 166 after removing one feature indicates its importance in defining this cluster and vice versa.
167
 Goodness of clustering assessment 168 A Silhouette method [29] was employed to estimate the goodness of the clustering results. The
169
Silhouette value for each individual shows how well the individual is clustered, and ranges from 170 -1 to 1, with individuals scoring below 0 considered as wrongly clustered. In addition, the terms, and terms with a similarity score of > 0.7 were grouped. group, defined by the clustering analysis, from biological processes disrupted by rare CNVs.
213
This method employs the Bayes theorem of probability for training and testing of the model, and 214 the algorithm was implemented using the klaR R package with default parameters. Precision, 215 recall, specificity and F-score were used as evaluation measures. To train and test the Naive Bayes, a stratified five-fold cross-validation approach was used, in which data was first split into 217 five equal subsets with equal class probabilities; a Naive Bayes model was trained on any four 218 subsets, and the remaining subset was used as the test set. This process was repeated five times 219 and each time a different subset was used as test set. For each repetition, the model performance 220 was estimated and mean values for precision, recall, specificity and F-score were reported. The Naive Bayes classifier was trained on patient's data by using the "more severe" cluster as the 222 positive class and the "less severe" cluster as the negative class. All clinical measures differed significantly between the two clusters, as shown in Table 2 .
246
Cluster 1(Additional file 1: black circles in Figure S1 ) includes a higher number of individuals,
247
who generally exhibited a milder clinical phenotype, while Cluster 2 (Additional file 1: red 248 triangles in Figure S1 ) included a higher percentage of subjects with severe dysfunction. performance IQ in the range of severe intellectual disability.
259
Regarding the ADOS severity score, approximately 14% of the individuals in Cluster 1 were 260 assigned to the milder category of the ADOS severity score ("Non-spectrum" for ADOS, but Table S3 ). g:Profiler did not recognize 187 genes from the input list.
297
The redundancy of GO terms in functional enrichment analysis, caused by overlapping 298 annotations in ancestors and descendent terms in the DAG structure of GO, was reduced by 299 grouping the terms that had a semantic similarity score higher than 0.7 (Additional file 1: Table   300 S3). The Revigo tool used to reduce redundancy did not recognise one biological process
(Plasma membrane bounded cell projection organization). After redundancy reduction, 16
302 biological processes remained ( by the selected CNVs. The ten most significant biological processes were related to cell adhesion 308 and cellular organization, and also included nervous system development and protein poliubiquitination (Table 3) . Moreover, two significant biological processes were related to 310 behavior and cognition. The importance of each biological process was calculated using the mean decrease in accuracy,
311

328
computed by permuting each biological process. The feature importance analysis using Random
329
Forest, which was trained and tested using stratified 10-fold cross-validation over the integrated 
345
The Naive Bayes classifier trained on data from 1300 patients did not perform well in predicting 346 the more dysfunctional clinical phenotype from disrupted biological processes (Table 5) , with 347 scores indicating a low accuracy of the predictive model.
348
To further dissect the information available, the biological process Information Content (IC) for 
