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Abstract
In this design study, we present an analysis and abstraction of the data and task in the domain of ﬁsheries man-
agement, and the design and implementation of the Vismon tool to address the identiﬁed requirements. Vismon
was designed to support sophisticated data analysis of simulation results by managers who are highly knowledge-
able about the ﬁsheries domain but not experts in simulation software and statistical data analysis. The previous
workﬂow required the scientists who built the models to spearhead the analysis process. The features of Vismon
include sensitivity analysis, comprehensive and global trade-offs analysis, and a staged approach to the visualiza-
tion of the uncertainty of the underlying simulation model. The tool was iteratively reﬁned through a multi-year
engagement with ﬁsheries scientists with a two-phase approach, where an initial diverging experimentation phase
to test many alternatives was followed by a converging phase where the set of multiple linked views that proved
effective were integrated together in a useable way. Several ﬁsheries scientists have used Vismon to communicate
with policy makers, and it is scheduled for deployment to policy makers in Alaska.
Categories and Subject Descriptors (according to ACM CCS): I.3.8 [Computer Graphics] Applications H.5.2 [Infor-
mation Interfaces and Presentation] Graphical User Interfaces (GUI), Evaluation/methodology
1 Introduction
Fisheries management involves the regulation of ﬁshing to
balance the interests of groups of people who want to catch
ﬁsh now, and the goal of sustaining viable ﬁsh populations
forthefuture.Policymakersmaketheseregulatorydecisions
in consultation with ﬁsheries scientists, who run extensive
computer simulations informed by real-world data. The so-
phistication of these simulations has steadily increased, and
they now generate complex multi-dimensional datasets. The
latest simulation models are stochastic and time-dynamic
and reﬂect the variation in environmental inﬂuences and un-
certainties of many processes [WM04].
However, the complexity of the decision space resulting
from the simulations hampers the decision process. Cur-
rently, managers need the guidance of the scientists who cre-
ated the simulations in order to navigate this space and to
interpret the simulation model data. The simulation builders
wouldliketoallowmanagerstounderstandandreasonabout
the decision space on their own. We propose a carefully de-
signed visualization system to enable this transition, created
through a three-year collaboration with these scientists.
The contribution of this design study is two-fold. We
present an analysis and abstraction of the data, task, and re-
quirements for this ﬁsheries management domain, elucidat-
ing the similarities and differences from other domains that
also involve multi-dimensional analysis of the relationship
between input and output dimensions. We also present the
design and implementation of the Vismon interactive visual-
ization tool (see Figure 2). It supports (a) sensitivity analysis
to check whether small changes in input result in small or
large changes in output, and (b) constraint-based analysis to
rule out parts of the input space based on constraints in the
output space. Vismon supports the (c) analysis of tradeoffs
between indicators globally distributed in the output space,
whereasmanyprevioussystemsonlysupportanalysiswithin
a local neighborhood. It allows users to (d) incorporate un-
certainty information into their analysis at many levels of
detail, with a staged introduction on demand that allows,
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but does not mandate, drilling down to the full complexity
of the underlying probability distributions computed by the
stochastic model. Both the abstractions and design were de-
veloped and validated iteratively, through a long-term close
collaboration [SP06] with ﬁsheries scientists.
2 Fisheries Background
The goal of ﬁsh stock assessment is to quantitatively esti-
mate potential outcomes of contemplated management ac-
tions. Simulation has been heavily used for stock assess-
ment for decades, with increasing complexity and sophisti-
cation [Pet75,Pet04,Pet09,WM04]. Current stochastic sim-
ulation models take into account several different sources
of uncertainty and risk. Stochastic dynamic models of the
natural population implicitly encode a range of alternative
hypotheses, taking into account the scientists’ limited un-
derstanding of the structure and function of aquatic systems
and the variability of natural environments. The stochastic
models also take into account the challenges of estimating
probabilities for uncertain quantities given current monitor-
ing capabilities; real-world data collection (based on har-
vesting and assessment data) inevitably involves observation
and sampling error. The stochastic evaluation of the perfor-
mance of management options also takes into account both
naturalvariationincatchabilityandthefactthattheremaybe
imperfect compliance with governmental control of human
behavior through regulation. A ﬁnal challenge is commu-
nicating complex technical information to decision makers
and the public, that is, conveying assumptions, results, and
implications to people not actively involved in the analyses.
In this paper, we refer to the managers and stakeholders
as non-expert users. Although they are experts in the ﬁsh-
eries domain, they are non-expert users of simulation soft-
ware and statistical data analysis. In contrast, the ﬁsheries
scientists are expert users, as they are intimately familiar
with the data analysis of the simulation systems they have
created. The goal of Vismon is to make the data analysis
workﬂow commonly employed by expert users accessible to
non-expert users without needing the guidance of the expert
user. Vismon is the result of a multi-year two-phase design
process in collaboration with various expert users.
3 Data and Task Analysis
We now discuss the data, workﬂow, and tasks for this design
study using a running example, moving from the domain-
speciﬁc details to abstractions.
3.1 The AYK Simulation Model
The speciﬁc simulation model used as a concrete driv-
ing example in this paper is for chum salmon populations
in the Arctic-Yukon-Kuskokwim (AYK) region of Alaska,
U.S.A. [CPZ12]. The three major stakeholder interests at
play in this region are sustainability of salmon populations,
commercial ﬁshing revenue, and subsistence ﬁshing.
One input option used to help meet managers’ objectives
is the escapement target, which is the desired number of
spawning salmon; that is, the number that “escape” being
ﬁshed. The other is the harvest rate, the number of ﬁsh
that the combination of the commercial and subsistence har-
vesters should catch after the escapement target is met. Each
option is set to one of 11 levels, so the simulation covers 121
combinations of these input parameters. Any combination of
two options is called a scenario. If the user selects a scenario
that has not been explicitly simulated, we use bilinear inter-
polation to predict the outcome of that scenario based on the
closest four neighboring simulated scenarios.
The simulation output is 12 indicators for each scenario,
grouped into 3 categories: escapement, subsistence catch,
and commercial catch. Each simulation run covers a 100-
year time period, and the indicators are statistical measures
to characterize the results in each category with four out-
put numbers: the average, median, temporal coefﬁcient of
variation (CV, or standard deviation divided by the average),
and a risk measure expressed as the percentage of years that
something undesirable happened during the 100 simulated
years.
The stochastic simulation carries out 500 Monte Carlo
trial runs for each scenario. The high-level dataset of 1452
elements aggregates the values over the 500 runs into a sin-
gle number, either the average or the median. We use the
term underlying uncertainty to mean the information con-
tained in the full dataset rather than the high-level one.
In ﬁsheries science, indicators of outcome need to be ei-
ther maximized or minimized, but not both. Each of the
twelve indicators has a direction of desired change as asso-
ciated metadata, in addition to its set of quantitative values.
3.2 Data Abstraction
Simulation models are one particular example of multi-
dimensional models where the dimensions are divided into
two classes: inputs and outputs. The independent input di-
mensions to the simulation are known as the management
options, or options for short (two in the AYK model).
The dependent output dimensions are known as indicators
(twelve in the AYK model). The simulation generates the
outputsgiventheinputsbyrunninghundredsofMonteCarlo
trials. This full underlying dataset is summarized by a few
statistical measures for each indicator (see Figure 1).
The design target for Vismon is two input dimensions and
ten to twenty output dimensions. This abstraction covers a
signiﬁcant and interesting part of the possible design space,
but not all of it. Our collaborators do not currently run sim-
ulations with more than two input dimensions, and do not
anticipate needing more than a few dozen indicators in total
to reﬂect the interests of the major stakeholder groups. This
choice to constrain the tool to supporting few inputs and a
moderate number of outputs has many design implications;
for example, it is possible to provide overviews of the entire
input space and output space without recourse to complex
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Figure 1: The simulation model used by Vismon takes two
inputs, known as management options, and produces groups
of output, called indicators. The running example has three
groups of indicators, with a median, average, CV value, and
apercentageofsimulatedyearswithundesireablebehaviour.
The data underlying each summarized indicator are from
500 Monte Carlo trials.
user interactions for selecting which subsets to view or for
exploring only local neighborhoods.
Simulation run times do not affect the interactivity of Vis-
mon, which loads a pre-computed static data ﬁle.
3.3 Analysis Task and Previous Workﬂow
Our collaborators, who are expert users, are working with
very mature simulation models that have already been ex-
tensively reﬁned and validated [CPZ12], so their interest is
in using this model rather than building or verifying it. The
analysis workﬂow established by the scientists contained a
detailed list of domain-speciﬁc subtasks:
• W1: summarize a large number of simulations,
• W2: add constraints on value ranges for simulation input
(options) and output (indicators) based on stakeholder in-
terests,
• W3: select a few candidate combinations of options,
• W4:quantifytrade-offsinindicatorsbetweenselectedop-
tions,
The selection and trade-off analysis should allow the user
to observe the following constraints:
• C1: avoid sensitive regions of the parameter space where
smallchangesofoptionsyieldlargechangesofindicators,
• C2: avoid options with high underlying uncertainty across
all Monte Carlo trials.
At thestartof ourcollaboration, Peterman’s groupwas ac-
tively engaged in the analysis of simulation results, as they
had been for years. Their previous analysis procedure was to
use a wide range of individual plots generated with scripts
for R and other similar packages. The need to link between
these plots has long been recognized; decades ago one of
us (Peterman) proposed doing so manually with carefully
aligned paper printouts of multiple plots and physical trans-
parency printouts with multiple crosshairs [Pet75]. In addi-
tion, although scripts for general-purpose frameworks are a
powerful and ﬂexible way to create nearly any individual
view showing details at a low level, they require users to
know exactly what to specify in advance and was accessi-
ble to non-expert users only with close collaboration with
scientists. Hence, the overarching goal of our collaborating
scientists was:
• G1: enable scientists to communicate simulation results
to policy makers.
• G2: to make this workﬂow accessible to the non-expert
users without the scientists’ involvement.
In addition, in the past, only a tiny fraction of the informa-
tion theoretically available in the dataset was actively con-
sidered in the analysis process. The scientists and managers
were buried by the quantity of information put out by the
models. Essentially, they picked a few points in the parame-
ter space through trial and error and ignored the rest, because
they did not have a systematic way to explore the informa-
tion. Their view of the dataset was narrowly focused; they
lacked high-level overviews and other ways to easily syn-
thesize information across a combination of low-level detail
views. Exploring the dataset at the level of the aggregate sta-
tistical measures (see Figure 1) was very difﬁcult, and un-
derstanding the underlying uncertainty expressed in the full
details of the Monte Carlo runs was even more so.
Their analysis procedure was most successful in support-
ing the ﬁrst two subtasks of summarization (W1) and adding
constraints (W2) at a basic level. A very small set of can-
didate management scenarios was picked (W3) based on
past experience, rather than through a data-driven explo-
ration of the simulation output. While the high-level trade-
offs were well known to the scientists and managers, quanti-
fying them for any speciﬁc combination of choices was dif-
ﬁcult because the relationships are nonlinear (W4). Quanti-
fying trade-offs involved a great deal of cognition and mem-
ory, with only minimal help from their perceptual system,
in order to synthesize information across multiple individual
views. Avoiding sensitive regions (C1) required a great deal
of trial and error. Inspecting an individual contour plot show-
ing the values for one indicator could show them regions of
rapid change for that indicator where the contour lines were
closely spaced, but synthesizing a mental model across all of
the indicators was not well supported by the available meth-
ods of analysis. Understanding the complexity of the Monte
Carlo trials (C2) was also not easily addressed; the scien-
tists typically just worked with the averages because the full
dataset was too overwhelming. Communicating results (G1)
wasonlypartiallyaddressed.Althoughtheirprocessdidsup-
port some level of communication between scientists, sim-
ulation results were very difﬁcult for policy makers to un-
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derstand and extremely challenging for stakeholders and the
public to grasp (G2).
Considering their tasks at a generic level, we conjectured
that many useful scenarios might not even be considered
in the candidate set, and conversely that too much analy-
sis time was being spent exploring candidates later found to
be unsuitable. Our goal was to allow managers to explore
the data on their own and together with different stakehold-
ers. Hence, we needed to create an interface that would al-
lowanyonetoquicklyﬁndrelevantscenariosandtocompare
several of them.
3.4 Design Requirements
Two key design requirements were to allow all workﬂow
tasks (W1-W4) and constraints (C1, C2) to be carried out
within a single tool, and to support interleaving these tasks
in any order. For example, the tool should allow uncertainty
information to be incorporated into the process of selecting
of the candidate actions.
The requirement of encouraging but not forcing uncer-
tainty analysis led us to the design goal of creating views
that could all be used in a straightforward way with only the
information from the high-level simpliﬁed dataset. The com-
bination of these two goals led us to a strategy where views
could be augmented with information from the full underly-
ing uncertainty dataset at different levels of complexity. For
example, a user should be able to start exploring scenarios
using only the high-level average values, and then later in-
corporate uncertainty information to see which of them are
uncertain or risky. The user should also be able to include
that information in the initial exploration, so that when faced
with scenarios that have the same average values, they can
prefer the more certain ones.
4 Related Work
The previous work most relevant to Vismon pertains to sys-
tems for multi-dimensional analysis. One of the earliest sys-
tems for exploring multi-dimensional parameter spaces was
HyperSlice [vWvL93], later extended as the Prosection Ma-
trix [TS98]. These systems required complex navigation of
high-dimensional input spaces that is not necessary given
our target of only two input dimensions, and they did not
support uncertainty or trade-offs analysis.
The inspirational works of Piringer et al. [PBK10] and
Berger et al. [BPFG11] address some of the same problems
as Vismon. We share some aspects of their solutions in Hy-
perMoVal and its follow-on system, including our choice of
linked views in general, and sensitivity analysis via con-
tour plot matrices in particular. Although trade-off anal-
ysis was not supported by HyperMoVal [PBK10], it was
addedintheirfollow-onwork[BPFG11].TheyusedaPareto
front [EMKH10] technique that allowed the user to change
the position of a single scenario in order to understand the
trade-off of two indicators, supporting local trade-off anal-
ysis. Similarly, HyperMoVal does not support uncertainty
analysis at all, whereas the follow-on system does provide
simple uncertainty visualization such as box plots. A major
difference between these two systems and Vismon is their
support for validating simulations by comparing measured
data to simulated data, a task that is not required in our do-
main. Another is their emphasis on navigating the space of
many input dimensions, adding complexity that is not nec-
essary for our target of only two inputs.
Two previous systems have focused on parameter se-
lection for image segmentation algorithms [PBCR11,
TWSM∗11]. Both of these systems handle the case of many
input dimensions rather than many output dimensions, for a
key difference from Vismon. Pretorius et al. [PBCR11] sup-
port sensitivity analysis for this complex case by presenting
segmented images at the leaves of a tree encapsulating input
parameter settings; users can make visual judgements of the
difference in quality between nearby segmentations in local
neighborhoods. Their system does not support uncertainty
analysis. On the other hand, the Tuner system [TWSM∗11]
does handle sensitivity analysis in a similar fashion to Vis-
mon, but only with two outputs rather than many. Tuner’s
trade-off analysis is constrained to a local analysis, and un-
certainty analysis is covered only to a limited extent. A
strength of both systems is the incorporation of sampling
into the analysis pipeline; however, in Vismon the simula-
tion of the data and its analysis are decoupled, so handling
sampling issues is not a requirement for our problem.
A number of other systems, such as Design Gal-
leries[MAB∗97]andthemorerecentFluidExplorer[BM10]
use clustering to present a comprehensive overview of the
variations in the high-dimensional output space. However,
neither sensitivity analysis, trade-offs analysis, nor uncer-
tainty is covered in their systems. Classifying the parameter
space into classes of different outcomes would be interesting
future work to augment Vismon’s current capabilities.
Previous work on speciﬁc visual encoding and interaction
techniques used in Vismon is discussed in the context of the
design decisions covered in Sections 5 and 6.
5 Vismon Interface
Vismon is built using multiple linked views, as shown in
Figure 2. The three main data abstractions used in Vismon
are options (the two input dimensions), indicators (the many
output dimensions), and scenarios (a speciﬁc combination of
the two input options, each of which has associated with it
a value for each output dimension). Each of the three main
views has a different visual encoding to emphasize differ-
ent aspects of these elements and the relationship between
them. The color coding for scenarios is the same across all of
them. Each main view is itself composed of small-multiple
charts, with linked highlighting between analogous items on
mouseover. All views provide ways to show uncertainty at
multiple levels of complexity on demand, but do not force
uncertainty analysis on users who want to start simply.
The Constraint pane on the left has sliders that show
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Figure 2: The Vismon interface: (a) Constraint pane, top-left, shows the list of management options and indicators in separate
tabs; (b) Contour Plot Matrix pane, top-right, shows the contour plots of indicators as functions of the two management options
and supports scenario selection; (c) Trade-offs pane, bottom, shows detail with the indicators for the selected scenarios; (d)
Separate sliders are assigned to management options and indicators in Constraint pane.
ranges for, and allow constraints to be imposed on, individ-
ualoptionsandindicators,withoptionalhistogramsshowing
the underlying data distributions for a richer view. The loca-
tionoftheaverageormedianofeachscenariowithrespectto
the value ranges is shown with a colored triangle. The Con-
tours pane on the right has a contour plot matrix with one
plot for each active indicator showing values with respect
to options axes, with scenarios shown as colored dots. The
Trade-offs pane on the bottom shows details about indicator
values for the active scenarios through rectangular or radial
charts. The view can either show a chart for each scenario
with marks for indicators, or vice versa.
5.1 Constraint Pane
The Constraint pane shows a tab for the management options
and a tab for indicators, both as one-dimensional ranges.
In both cases, the base small-multiple view shows a range
slider [AWS92,TSDS96], with both a moveable handle for
quick interactive positioning and a text box for precise nu-
merical entry when the user knows a value of interest in ad-
vance. The sliders allow the user to restrict the active range
of any input option or output indicator to avoid unacceptable
regions, which changes the shape of the shaded permissible
scenario region in the Contours pane plots.
The results of moving the input option sliders are not sur-
prising; a straight line sweeps out horizontally or vertically
to change the rectangular size of the active region, because
these values correspond with the underlying grid used for
both simulation computation and the contour plot display
axes. However, changing the undesirable range of the output
indicators leads to complex and non-obvious shapes for the
active region, as shown in Figure 2. With just a few minutes
of exploring with these sliders, the analyst can get the gist of
how constraining the different input and output dimensions
affects the set of possible scenarios (helping to achieve W2).
Options have bidirectional sliders with both a minimum
and maximum handle, and two text boxes. Indicator sliders
have only a single handle, since their directionality is known
from the metadata. The label Best appears instead of a text
box on the side that is the most desirable direction, and the
handle also has a small ﬂag pointing in that direction as a
subtle visual cue.
The plain sliders for the indicators convert to scented
widgets [WHA07] on demand from the user, showing his-
tograms of distributions in the underlying dataset in order to
provide more guidance on what choices to make when set-
ting the ranges (Figure 3).
There are two choices, either or both of which can be
shown. The simpler choice, MC Trials, shows a his-
togram with the distribution of all values for this indicator
across all the Monte Carlo trials. Figure 3a (as well as the
video) shows an example for the Average commercial
catch indicator, where the slider bar has been moved from
the default position of 0 to the value of 100K. We can see
this is an indicator where the maximum value is the most
desirable because the Best label is on the right side of the
slider. The geometric intuition is straightforward: the user
can see in advance whether a small or a large part of the dis-
tribution will be ﬁltered out when the slider bar is moved
to a particular position, rather than using a trial and error
process where the slider is moved and then the results are
scrutinized. Figure 3b shows the result of drilling down even
further by clicking on the red triangle representing the thus-
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Figure 3: The Constraint pane sliders become scented
widgets showing histograms on demand. (a) MC Trials
shows the distribution of all indicator values across all
Monte Carlo trials (500 in our example data). (b) Selecting a
scenario shows its distribution vs. the full distribution, log-
scaled vertically. (c) Probabilistic Objectives al-
lows the user to set a second probabilistic constraint.
far best scenario as chosen by the manager in the video. The
histogram has a colored overlay allowing the user to com-
pare the distribution of the trials just for the chosen scenario
with that of the full dataset of all simulated scenarios. The
Log label appears on the left to show that in this mode the
vertical axis is now log-scale rather than linear, to ensure that
the overlay details are fully visible.
The more complex choice, Probabilistic Objec-
tives, allows a sophisticated user to reason about all the
Monte Carlo trials, not just their average (following con-
straint C2). It uses a two-part ﬁlter with a second slider and
histogram. The base slider still sets a limit on the value of
the target indicator. The second slider allows the user to set a
probabilistic limit corresponding to the percentage of Monte
Carlo simulation trials that are above that indicator limit for
indicators that need to be maximized, or below for those that
need to be minimized. The second slider allows the user to
change this probability value interactively from the default
of 0%, meaning that no possibilities have been ruled out, up
to a higher number. In Figure 3c, the user has set the proba-
bility to 80% that the % of years escapement be-
low target indicator is smaller than 50; that is, a high
probability of avoiding low escapement. The plots in the
Contours pane will show which scenarios have been ruled
out by this limit by crossing them out with X’s, as illustrated
in Figure 4d.
The sliders are not only controls but also displays, even
when not augmented by the histograms. They act as legends
that document the range of each option or indicator; the slid-
ers have the same visual range on the screen but cover very
different regions of data space. They also show the full name
for options and indicators, rather than the short names used
in the other panes to save space. Most importantly, the sce-
nario triangles show the distribution of the scenarios with
Figure 4: Contour plots can show (a) small points showing
the underlying 11×11 grid of our example data that is the
basis for isocontour interpolation, (b) the points size coded
in two directions to summarize the underlying uncertainty
as two numbers, (c) a histogram showing the full probability
distribution for the point under the cursor, (d) the X’d out
region from probabilistic constraints, for comparison to the
greyed-out region from the deterministic constraints.
respect to these ranges in a high-precision way using spatial
position. That distribution would require more mental effort
to glean from the Contour plots, where it is encoded more in-
directly and with lower precision as the color of the contour
band in which the scenario dot is embedded.
5.2 Contours Pane
The Contours pane contains a contour plot matrix that has
one two-dimensional plot for each active output indicator.
Each contour plot is drawn using Marching Squares based
on simulation values given at an 11×11 grid. Each (x,y)
location in the contour plot represents a scenario. Again, a
scenario is characterized by two independent variables, the
parameter settings used for the input management option
choices, and has many dependent variables, the output indi-
cators. The small-multiple views are linked with a crosshair
that appears at the same (x,y) location in each of them when
the cursor moves across any of them, and the exact numeric
value for the indicator at that point is shown in each title bar.
Numeric legends on contour lines are automatically shown
when the plot size is sufﬁciently large, as shown in Figure 4;
these are different in each plot, since each indicator is sepa-
rately normalized to the color map.
The plots are all linked to the Constraint pane sliders that
provide data-driven constraints on the active region within
each of them. All plots have the same two axes of the op-
tions, and the demarcation between the colored active region
and the greyed-out restricted region is the same in all. The
plots show the high-level dataset: either the average or the
median of the underlying simulation runs (500 in our exam-
ple data) for their indicator. The plots resize dynamically to
ﬁt within the pane as it resizes or the number of plots to show
changes as indicators are de- or re-activated, so that they are
always visible side by side without the need to scroll. By de-
fault, all indicator plots are shown; Figure 2 shows the full
set of 12 in the example dataset. They can be turned on and
off with a right-mouse popup menu when the cursor is over a
plot, or through the control pane which is accessible through
the Options tab on the top right of the pane.
The static array of contour patterns provides an overview
of the high-level dataset that is focused on the individ-
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ual indicators (helping to achieve W1). Moving the cursor
across the plot allows fast comparison between the indica-
tor values for a single scenario because of the dynamically
linked crosshairs. We chose to keep a contour plot matrix
at the heart of the system because they were both familiar
and effective, and facilitate sensitivity analysis by allowing
users to note regions where isocontours fall close together as
places to avoid (facilitating constraint C1).
One main use of this view is to guide the user in selecting
a small set of candidate scenarios (part of W3), which can be
compared in detail in the Trade-offs pane. Clicking within a
contour plot selects the scenario at that point. Its location
is marked with a colored dot in all plots in this pane and
a colored triangle along each indicator range on the Con-
straint pane sliders. Marks representing selected scenarios
are small and show an identiﬁer that is unique for each sce-
nario, so they are coded with high-saturation colors in dif-
ferent hues. This shared color coding acts as a link across
different views.
The user can also explore some of the underlying uncer-
tainty data in the Contour pane (facilitating constraint C2),
as shown in Figure 4a-c. The 11×11 grid of our example
data through which the contours are interpolated is the set
of 121 pre-computed scenarios, which can be shown on de-
mand as small points (Figure 4a). These points can be size
coded with two additional numbers that summarize the un-
derlying Monte Carlo trials in terms of the same 95% con-
ﬁdence interval information that is used for the error bars
described in the next section (Figure 4b). Uncertain regions
are clearly indicated by large dots, and strongly asymmetric
intervals can be seen where the dots have visibly different
aspect ratios. The user can also turn on a histogram showing
the full distribution over all Monte Carlo trials at the point
underthecrosshair(Figure4c).Thehistogramupdatesasthe
cursormoves,andcanbedisplayedeitherintheplotcontain-
ing the cursor or in all of the linked plots.
5.3 Trade-offs Pane
The Trade-offs pane allows a detailed assessment of the
trade-offs between a small set of scenarios with a set of
small-multiple bar chart plots (supporting W4).
These plots support two kinds of analysis. The default
mode is to group outputs by indicator, showing one plot for
each indicator with a different colored bar for each scenario,
allowing easy comparison of how indicators change across
scenarios. The opposite mode is to group by scenario, where
each plot shows a single scenario with the bar heights show-
ing all of its indicators. Conversely, this mode allows easy
comparison of indicator values within a particular scenario,
and the proﬁles of entire scenarios with each other. When the
plots are grouped by indicator, the bars in all of them can be
sorted by the value of any indicator, rather than the default
based on the order in which the scenarios were created.
The plots support four different levels of showing the un-
derlying uncertainty information, as shown in Figure 5a-d.
Figure 5: The Trade-offs pane can show uncertainty infor-
mation on bars in four ways. (a) None. (b) Error bars. (c)
Box plots. (d) Shaded distributions.
The simplest possibility is none (Figure 5a), so that analysts
who want to do only high-level analysis are not forced to
deal with uncertainty. The default error bar mode superim-
poses a simple error bar showing the 95% conﬁdence inter-
val on top of the mark (Figure 5b). In box plot mode (Fig-
ure 5c) the high-level aggregate number is still shown ex-
plicitly, but with less salience. Both error bars and box plots
are part of the standard arsenal of visualization techniques
for uncertain data [OM02,HKDP06,PKRJ10]. The shaded
distribution mode shows the uncertainty information in full
detail (supporting C2) by using a saturation map that en-
codes the full distribution as normalized density (Figure 5d);
this visual encoding was ﬁrst introduced by Jackson with the
nameof densitystrip[Jac08].Thehigh-level aggregate num-
ber is not the most visually salient aspect of the display, but
this visual encoding conveys the most information.
5.4 General Functionality
Vismon is implemented in Java 1.6, with diagrams drawn
using custom Java2D graphics code. The tick marks on plot
axes dynamically adapt to use the available space [TLH10].
Our implementation achieves interactive response on current
hardware with the datasets in use by our collaborators, after
start-up preprocessing of several seconds.
6 Process and Validation
The requirements for and design of Vismon were created
through an iterative two-phase process, through engagement
with target users in ﬁsheries science. It has already been
successfully deployed for communication between scientists
and policymakers, and will soon be deployed for use by pol-
icymakers in Alaska.
6.1 Two-Phase Process
We embarked on a two-stage design process for Vismon:
a diverging phase to test alternatives and reﬁne our under-
standing of the requirements, and a converging phase to re-
combine the successful elements into a focused and useable
system based on the ﬁne-tuned requirements.
We chose a framework featuring multiple linked views as
the obvious starting point given known visualization design
principles [BWK00,LM10]. We reasoned that this baseline
capability would speed up the previous analysis process im-
mensely, since our target users were essentially doing link-
ing and brushing [BC87] by hand in their previous workﬂow.
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In the diverging design phase, we assembled many views,
both existing and novel, within a testbed linked-view frame-
work. These views included contour plots and scatterplots
as single views or a full matrix, a correlation matrix, par-
allel coordinates, histograms, box plots, star glyphs, and an
experimental pixel-based view to show probability distribu-
tions. In the terminology of Lloyd and Dykes [LD11], this
prototype/testbed functioned as a data sketch, allowing the
users to explore real data with many different visual encod-
ing and interaction techniques.
In formative testing over the course of 18 months, we
gathered feedback from the target users about many versions
of the interactive prototype. We were able to distinguish be-
tween the more and less effective views for their purposes,
iteratively reﬁned the more promising views, and iteratively
reﬁned our understanding of the tasks, requirements, and use
case. Section 3 lays out this ﬁnal understanding; it was not
nearly so clearly understood at the start of this design study.
In the converging design phase, we redesigned the entire
interface for usability based on the combination of previ-
ously gathered user feedback and a cognitive walkthrough
that incorporated our validated requirements. We carefully
considered the trade-offs between the power of multiple
views and the cognitive load of excessive window manage-
ment, and considered screen real estate as a scarce resource.
The ﬁnal design had a core set of three main views with crit-
ical functionality that were always visible on screen, with
a very small set of optional pop-up views for uncommon
operations. This design proved to meet the needs of the sci-
entists (as expressed in goal G1) much better than the ﬁrst
version, and was ﬁnalized after only a short round of further
reﬁnement. Section 5 describes the capabilities of this ﬁnal
version.
6.2 Lessons Learned
We were able to simplify some aspects of the interface as
we moved to a more precise data abstraction: for instance,
the constraint sliders started as two-way sliders, but after we
realized that indicators did not need to be both maximized
and minimized, we substituted one-way sliders.
Other changes were based on a better understanding of
the task abstraction. For example, noting that users had cre-
ated individual scatterplots as part of their previous analysis
process, we conjectured that a scatterplot matrix might be
even more useful than a collection of separate plots located
athaphazardlocations;wealsoprovidedacorrelationmatrix
with small boxes color-coded by correlation as a compact
overview. However, these views were not used; we eventu-
ally understood that ﬁnding correlations between the indica-
tors was not a central task for sensitivity analysis.
Several more exotic visual encodings were not effective in
this domain. The familiar bar charts were strongly preferred
by many of the users. Some were willing to use star glyphs,
which were left active in the ﬁnal tool. Parallel coordinates
were ﬁrmly rejected by these users.
The histogram sliders underneath the constraint sliders
evolved in response to the failure of an experimental visual
encoding of uncertainty that proved to be incomprehensibly
complex. The original probability statement plot encoding
was a two-dimensional plot with the horizontal axis encod-
ing indicator values from minimum to maximum, and the
vertical axis showing probabilities from 0 to 1. Within the
box, a pixel had a greyscale value indicating the percentage
of management option combinations that satisﬁed the x axis
as the boundary value and the y axis value as the probability
value. The ﬁnal solution does not attempt to show this en-
tire two-dimensional space simultaneously: the Probabilis-
tic Objectives histogram shows only a single one of those
curves, and changing the top slider changes which curve is
shown. We realized that the users did not need to internal-
ize the full details of the global uncertainty distribution; they
only needed to inspect local regions.
6.3 Validation and Deployment
A ﬁsheries scientist with extensive experience in building
andanalyzing simulationmodelswasourprimarytarget user
and source of domain information (Peterman, a coauthor of
this paper). Over the course of 30 months, 15 interviews
and feedback sessions took place. We also solicited feed-
back from four more ﬁsheries scientists who work directly
with ﬁsheries policymakers for the AYK region, as arms-
length target users who were not directly involved in the de-
sign process. There were a total of ﬁve individual sessions
of a few hours each where they used versions of the Vismon
ﬁrst-phase prototype with Peterman’s data in individual ses-
sions, and one additional session where one used a near-ﬁnal
Vismon second-phase prototype with his own dataset.
Vismon is being deployed through a staged process, in
a similar spirit to the staged development approach of Liv-
eRAC[MMKN08].Theprimarytargetuseristhegatekeeper
to other ﬁsheries scientists, and they in turn are the gatekeep-
ers to ﬁsheries policymakers. The two interesting deploy-
ment milestones for Vismon match our goals G1 and G2.
Several versions of the Vismon prototype have been de-
ployed at the G1 (scientists’ communication with policy-
makers) level by Peterman, including a demonstration to 40
research biologists and high-level ﬁsheries managers from
the Alaska Department of Fish and Game. The response of
these policymakers was highly positive, verifying that the
goal of facilitating communication between technical and
nontechnical users was achieved. More speciﬁcally, the vi-
sual framework allowed managers to ask new questions, pro-
moted discussion and debate, and built trust between man-
agers and scientists for the data analysis process.
Vismon is freely available, with written and video tutori-
als,athttp://www.vismon.org.Scientistshavebegun
to use it at the G1 level using only these training materials,
for example a recent presentation to the Fraser River panel
of the Paciﬁc Salmon Commission. Two scientists have now
gained sufﬁcient conﬁdence in Vismon to plan for its de-
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Figure 6: Case study.
ployment at the G2 (analysis by policymakers) stage, as part
of the AYK Sustainable Salmon Initiative. It will be a cen-
tral tool for scientists and managers to carry out model-
based analysis to consider alternative harvesting policies.
The commitment has been made that "the software will be
used by the Panel at Phase 2 workshops and stakeholder
meetings"; the ﬁrst such workshop is scheduled for April
2012 in Alaska. Workshop participants will be trained to
build and run a management strategy evaluation model, and
will use Vismon to visualize its output.
7 Case Study
This case study summarizes the interactive Vismon session
shown in more detail in the accompanying video, using the
driving example dataset described in Section 3. It incorpo-
rates the kinds of information shown in demonstrations by
the ﬁsheries scientists, as discussed above.
The target user is a ﬁsheries manager in Alaska who
hopes to make an informed policy decision by ﬁnding a sce-
nario with low uncertainty that best suits her objectives. On
startup, no constraints have yet been set, so the entire rect-
angular region of each plot in the Contours pane is fully col-
ored to show that it is active. The manager decides to add
constraints using the sliders in the Constraint pane on the
left, to reduce the size of the active region by eliminating
scenarios that produce unacceptable values of particular in-
dicators (Figure 2). The resulting active region in the con-
tour plots showing the feasible scenarios is much smaller
than the full original set, thereby simplifying the complex-
ity faced by the manager. Some indicators within the active
region are dark blue, showing that they are in the highly pre-
ferred range, while others are the lighter green color indicat-
ing unfavorable values.
The manager then explores a few management options by
clicking the mouse in a few locations within the active re-
gion, and the Vismon window updates to include the Trade-
offs pane showing detailed information about those scenar-
ios. Figure 6a shows the Trade-offs pane after she switches
to showing more detailed uncertainty information as box
plots rather than error bars. She then digs even deeper by
looking at the shaded distributions (bottom of Figure 6b). By
assessing the trade-offs for the chosen scenario, and consid-
ering her objectives of having high commercial catch while
having low percentage of years with low escapement target
and no commercial ﬁsheries, she decides that the red sce-
nario looks promising.
She scrolls down in the Constraint pane to look at the
commercial catch indicators, and then sorts the charts in the
Trade-offs pane by the Average commercial catch indicator.
She also changes the settings to show the distributions for
each indicator (Figure 3b).
Figure 3c shows the display after she turns on the second
set of histograms underneath the sliders in the Constraint,
and sets some probabilistic limit. The Contours plots now
have many crossed out locations, indicating the option com-
binationsthathavebeenruledoutbythissettingfortheprob-
abilistic acceptable values. She notes that none of the scenar-
ios are in the crossed out region that is unacceptable accord-
ingtothisprobabilisticconstraint(Figure6b).Sheconcludes
that the red scenario is indeed the best alternative, given her
analysis of the underlying Monte Carlo information in addi-
tion to the summarized version of the dataset.
8 Conclusion and Future Work
Over the past three years we worked closely with ﬁsheries
scientists to develop a tool that allows the analysis of ﬁsh-
eries models to move from their builders into the hands of
managers and policymakers. We engaged in a requirements
analysis that allowed us to articulate and abstract data and
tasks for this domain. The resulting Vismon system facil-
itates the analysis of multidimensional data with two in-
dependent inputs, 10 to 20 outputs, and includes a multi-
level view of the models underlying uncertainty, expressed
by multiple Monte Carlo runs. Sensitivity of a policy deci-
sion is encoded by close contour lines in the contour plots.
A comprehensive trade-off analysis allows users to compare
several alternative policy options.
An iterative design and validation process for Vismon has
led ﬁsheries scientists to deem it ready for deployment with
policymakers. Future work will focus on facilitating this de-
ployment, adapting it to more closely ﬁt the needs of policy-
makers, and observing the learnability and utility of methods
for uncertainty visualization.
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