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АСИМПТОТИЧЕСКАЯ СКОРОСТЬ СХОДИМОСТИ МЕТОДА . 
НАИСКОРЕЙШЕГО СПУСКА В ЗАДАЧАХ НА СОБСТВЕННЫЕ ЗНАЧЕНИЯ 
ЖУК Л. Ф о 
(Херсон) 
Определена существенная область значений асимптотической ско­
рости сходимости V(v). Указана структура множества V~i (с) = 
= V(v)=c}. . • ' ' 
1. Исследование асимптотического поведения нормированных градиентов мето­
да наискорейшего спуска при отыскании наименьшего собственного значения %i ко­
нечномерного оператора, проведенное в [1], позволило естественным образом опре­
делить асимптотическую скорость сходимости V(v) метода как функцию от началь­
ного приближения v: 
V(v)=* l im (fJift—Xi) (Hh+i-Xi)-1. 
Величина V(v) существенно зависит от v; изучение этой зависимости представляет, 
по-видимому, не только теоретический, но и практический интерес, так как позво­
л и т более точно определять преимущества того или иного метода для конкретных за­
дач. На необходимость таких исследований для метода минимальных невязок при 
решении матричных уравнений указывалось в [2]. 
В настоящей i работе, являющейся продолжением [1], изучается зависимость 
асимптотической скорости сходимости V(v) метода наискорейшего спуска при 
отыскании наименьшего собственного значения от начального приближения и. 
В п. 2 определена существенная область значений V(v). Полученный результат поз­
воляет утверждать, что существенная область значений V(v) определяется, как и 
для матричных уравнений [3] , близостью собственных значений оператора A-KiE 
'к середине отрезка [ ^ 2 — X i , 'kn—'ki]. В ц. 3 изучается множество начальных прибли­
жений V~{ (с) = {v : V(v) =с} с заданной асимптотической скоростью сходимости с. 
В частности, установлено, что при некоторых естественных предположениях ^отно­
сительно спектра; мера Лебега У - 1 (с) равна нулю. Аналогичные результаты спра­
ведливы и для неявного метода наискорейшего спуска. 
605 
2. Без ограничения общности можно считать, что Я есть л-мерное евклидово про-, 
странство со скалярным произведением 
п 
( и , и) = ^ Н щии 
a 4 = d i a g ( X i , . . . Д п ) - диагональная матрица (здесь и далее обозначения взяты и з 
[1] ) . Для простоты изложения предположим, что 0 < X i < . . . <Хп~ некратные соб~ 
ственные значения. . 
Обозначим л-мерную меру Лебега, заданную на Я, через р,. Возьмем произволь­
ное начальное приближение v— (v\,..., vn). Положим 
V{V): 
О, если Vi — О, 
l im (\ik - A*) ( \> k + 1 если vxФ0, %г к = 0, 1, . . . , 
о о в остальных случаях . 
Таким образом, асимптотическая скорость сходимости V(v) определена на всем Я.. 
Нетрудно доказать, что функция V(v) является ^-измеримой на Я. 
Обозначим через ns(t) многочлен степени s, наименее уклоняющийся от нуля н а 
множестве чисел A = { X 2 - ^ i , . . . и нормированный условием я в ( 0 ) = 1. По­
ложим , 
а « = min \n>a(Xi-Xi) j - * 1 . 
i=2,3,...,n 
Имеет место 
Т е о р е м а 1. Если п>3, то 
(1) vrai sup V(v)= аг, 
^ н 
(2) vrai inf F ( i ; ) = a i 2 . 
я 
Сформулируем предварительно несколько лемм. Начальное приближение и бу ­
дем называть вырожденным, если для некоторого конечного k=Q, 1 , . . . существует 
1 = 1 , 2 , . и такое, что t-я компонента &-го приближения 1 ^ = 0 . Пусть U - множест­
во всех.вырожденных начальных приближений. 
Л е м м а 1. Если гс>3, то ц.(£/)=(Х 
Д о к а з а т е л ь с т в о . Пусть - множество всех У , Д Л Я которых г>,-( ь - ^ О , , 
но Vih=Q, а • -
п 
Hi={v±=(vu...1vn):vi=0}, В=[}Н{. 
" i = l 
Исходя из вычислительной схемы метода нетрудно убедиться, что Uik является под­
множеством множества Ф гь нулей некоторого многочлена Pih(vi,..., у п ) ^ 0 от w п е ­
ременных. Используя теорему Фубини, имеем ц.(Фгь)=0, следовательно, 
u.(cO<u-((J Ф<к[}Й)=0. 
Лемма доказана. 
Положим 1/(ъ) = {v : V(v) >а2 + еу. 
Л е м м а 2. Если t rc>3, то для любого е > 0 будет U(е) я17. 
Д о к а з а т е л ь с т в о . Пусть v&U. Тогда, в силу [1, формула (3.11)], V(v)<a2~ 
Лемма доказана. 
Л е м м а 3. Пусть п>3. Тогда: 1) если для некоторого v будет V(v) & [ a t 2 , а 2 ) г 
то v — точка непрерывности функции V(v); 2) если V{v)&[a,i2, а2], то v — точка 
разрыва. 
Д о к а з а т е л ь с т в о . В случае 1) в формуле (3.11) из [1] выполнено строгое* 
неравенство 
(3) шах | р г | < р 2 . 
i e l , 2 < t < n 
Используя (3), можно доказать непрерывную зависимость предела последовательно­
сти нормированных градиентов {z2k, & = 0 , 1 , . . . } от начального приближения в точ­
ке v. Непрерывность V(v) в v теперь следует из [1, теорема 5 и формула (3.10)], 
m 
В случае 2), в силу леммы 2, v^U. Пусть 0(v) - некоторая окрестность v. В силу 
леммы "1, существует v^O(v) такое, что v&U. Но тогда V(v) е [ а 4 2 , а 2 ] . Лемма до­
казана . 
Д о к а з а т е л ь с т в о т е о р е м ы 1. Пусть е > 0 . В силу лемм 1,2, 
(4) р ( С / ( 8 ) ) < | х ( С / ) = 0 . 
Пусть е < 0 . Тогда существует v такое, что a 2 + 8 < F ( £ ) < a 2 , <Xi2<V(v). В силу лем­
м ы 3, V(v) непрерывна в v, следовательно, \i(U(s))^=0. Используя (4), получаем со­
отношение (1). Доказательство (2) аналогично. Теорема доказана. 
3. Положим V-i(c) = {u :V(v)==c}. , 
Т е о р е м а 2. Для любого п>3 и любого с е [ a i 2 , а 2 ) 
F " ' ( c ) = [}SU 
где i = l , 2, . . . . ,— непустые непересекающиеся (п—1)-мерные поверхности клас­
са С 1 . 
Доказательство теоремы 2 ввиду его громоздкости опускаем. 
Так как | i ( S » ) = 0 7 т о из теоремы 2 следует, что для любого c e [ a i 2 , сх2) 
<5) I x ( F - 4 c ) , ) = 0 . < 
Равенство (5) верно и для c«£[ai 2 , a 2 ) (для c ^ [ a i 2 , a 2 ] оно следует из, леммы 2; слу­
чай с=а2 требует отдельного исследования). Таким образом, имеет место 
Т е о р е м а 3. Если / г>3 , то для любого c&R выполняется равенство (5). 
З а м е ч а н и е . Теоремы 1-3 справедливы и для неявного метода наискорейше­
го спуска при отыскании наименьшего собственного значения v 4 обобщенной задачи 
на собственные значения Av=vSv, S=S*>0 (относительно схемы метода см. [4] ) . 
В качестве . . . Д п следует брать собственные значения (возможно, кратные) 
матрицы D=B-i/2(A^ViS)B-il2 (В=В*>0- стабилизатор). 
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