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The brain is wider than the sky,
For, put them side by side,
The one the other will include
With ease, and you beside.
The brain is deeper than the sea,
For, hold them, blue to blue,
The one the other will absorb,
As sponges, buckets do.
The brain is just the weight of God,
For, lift them, pound for pound,
And they will differ, if they do,
As syllable from sound.
Emily Dickinson
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ABSTRACT
It is known that humans are capable of making decisions based on context and
generalizing what they have learned. This dissertation considers two related problem
areas and proposes different models that take context information into account. By
including the context, the proposed models exhibit strong performance in each of the
problem areas considered.
The first problem area focuses on a context association task studied in cognitive
science, which evaluates the ability of a learning agent to associate specific stimuli
with an appropriate response in particular spatial contexts. Four neural circuit models
are proposed to model how the stimulus and context information are processed to
produce a response. The neural networks are trained by modifying the strength of
neural connections (weights) using principles of Hebbian learning. Such learning is
considered biologically plausible, in contrast to back propagation techniques that do
not have a solid neurophysiological basis. A series of theoretical results for the neural
vi
circuit models are established, guaranteeing convergence to an optimal configuration
when all the stimulus-context pairs are provided during training. Among all the
models, a specific model based on ideas from recommender systems trained with a
primal-dual update rule, achieves perfect performance in learning and generalizing
the mapping from context-stimulus pairs to correct responses.
The second problem area considered in the thesis focuses on clinical natural lan-
guage processing (NLP). A particular application is the development of deep-learning
models for analyzing radiology reports. Four NLP tasks are considered including
anatomy named entity recognition, negation detection, incidental finding detection,
and clinical concept extraction. A hierarchical Recurrent Neural Network (RNN) is
proposed for anatomy named entity recognition, which is then used to produce a set
of features for incidental finding detection of pulmonary nodules. A clinical context
word embedding model is obtained, which is used with an RNN to model clinical con-
cept extraction. Finally, feature-enriched RNN and transformer-based models with
contextual word embedding are proposed for negation detection. All these models
take the (clinical) context information into account. The models are evaluated on
different datasets and are shown to achieve strong performance, largely outperform-
ing the state-of-art.
vii
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1Chapter 1
Introduction
It is well known that an object may have a different meaning under different contexts.
For examples, when a tick mark is shown as an annotation, people from many English-
speaking countries believe it indicates ‘Yes’ while people from Finland, Sweden, and
Japan use it as error mark to indicate ‘No’ (Wikipedia contributors, 2018b). One
must determine what a tick mark means after knowing what is the context. This
phenomenon also appears in linguistics, where a word or phrase has different meaning
under different contexts. For example, the word ‘play’ can mean ‘match’ (a football
play), or ‘drama’ (a Shakespeare play), or even ‘perform’ as a verb (play the violin) etc.
(Wikipedia contributors, 2018a). Therefore, understanding the context is important
for making a wise decision for many tasks.
Humans are capable to learn new rules from some examples and summarize and
generalize what they have learned. The generalization ability means interpreting
previously unseen sensory input to make a correct decision based on a previously
learned rule (Fodor and Pylyshyn, 1988). To learn new rules, the neural circuit
in cortical, especially the prefrontal cortex are believed to play a very important
role (Miller and Cohen, 2001; Wallis et al., 2001). The ability requires some form of
symbolic processing for the neural circuit to flexibly apply learned rules to new input.
There are various models in the literature characterizing the way neural circuits form
a link between an unseen sensory input and the correct response. In this work, a
flexible gating mechanism between different cortical working memory buffers by the
2basal ganglia (Kriete et al., 2013) and the flexible routing in the prefrontal cortex
(Miller and Cohen, 2001) are considered. Three neural circuit models are proposed
similar to the one in (Hasselmo and Stern, 2018). These models gate neurons on the
synaptic spread of activity between other neurons by interacting populations based on
neurons. This gating mechanism can be interpreted as the result of voltage-sensitive
conductances, i.e., N-Methyl-D-Aspartate (NMDA) current (Poirazi et al., 2003; Katz
et al., 2007). An alternative explanation may be the regulation of the spiking output
via axo-axonic inhibitory interneurons (Cutsuridis and Hasselmo, 2012).
Apart from cognitive science, making decisions based on context is also important
for clinical natural language processing (NLP). In today’s image-driven care practice,
radiology reports are commonly used to capture and store clinical observations and
the corresponding interpretations by radiologists and to communicate relevant infor-
mation to the primary care physicians and patients. Every observation within the
medical images has a corresponding anatomical site of reference. Therefore, a promis-
ing approach for the automatic structuring of radiology report content is based on
the identification and sorting of clinical named entities such as clinical problems,
treatments, tests, anatomy sites and its properties such as being negated or hedged.
Despite the promising performance of Recurrent Neural Network(RNN)-based mod-
els in Named Entity Recognition (NER) (Huang et al., 2015; Ma and Hovy, 2016),
capturing the contextual information for inferring anatomy type is a remaining short-
coming. For example, consider the following sentence in the: ‘The right lobe of the
lung is clear, but the 5mm ground glass nodule in the upper left lobe may require
further follow up’. It is straightforward to determine the anatomical label for ‘right
lobe of lung’ as it contains the organ name; however, in order to determine the label
for ‘upper left lobe’ at the end of the sentence, the anatomy cue existing in ‘right
lobe of lung’ at the beginning of the sentence should be taken into account. Based
3on this observation, this dissertation will propose different neural network models for
different clinical tasks, by taking context information into account.
1.1 Ogranization and Contributions of the Thesis
1.1.1 Reinforcement Learning Methods for Context Association Task
In Chapter 2, a context association task is introduced and different reinforcement
learning approaches for the task are considered, including book-keeping reinforcement
learning methods, Q-learning and actor-critic learning with linear function and neural
network approximation. This dissertation first proves the book-keeping reinforcement
learning methods, Q-learning and actor-critic learning methods with a linear function
approximation fail to generalize and converge to an optimal solution to the context
association task. Then Q-learning and actor-critic learning methods with neural net-
work approximation, both fully connected and recurrent, are proposed. Simulation is
conducted and the result shows that the Q-learning and actor-critic learning methods
with neural networks are able to generalize in the context association task.
1.1.2 Neural Circuit Gating Model for Context Association Task
In Chapter 3, two neural circuit gating models are proposed for the context association
task. These models gate neurons on the synaptic spread of activity between other
neurons by interacting populations of neurons. The models learn their coefficients
using Hebbian learning. For the discrete neural circuit gating model, a convergence
guarantee is established when all the examples are provided during training. Finally,
simulation is provided to evaluate the performances of both proposed models.
41.1.3 A Recommender-System Inspired Neural Circuit Model for Con-
text Association Task
In Chapters 2 and 3, different models for the context association task are provided,
but none of them can achieve ideal generalization performance under different num-
bers of hidden neurons. In Chapter 4, a novel neural circuit model is proposed for
the context association task. The model is inspired by recommender system and two
learning methods are provided. Some convergence guarantees are obtained when all
the examples are obtained during training for the two learning methods. Finally,
some simulation experiments are conducted. The primal-dual learning method, in-
spired by the collaborative filtering algorithm in recommender system, achieves a
ideal generalization performance.
1.1.4 A Recommender-System Inspired Neural Circuit Model for Con-
text Association Task with EZ Rule
In Chapter 4, the neural circuit model achieves an ideal generation performance, but
it can only make binary decisions. In Chapter 5, we extend this model to produce
multiple responses. A context association task with EZ rule is first proposed, in which
three responses are required. Then, we extend the neural circuit model inspired by
recommender systems, described in Chapter 4, for multiple responses for the context
association task. A learning algorithm is provided based on Hebbian learning. Finally,
simulation experiments are conducted to evaluate the performance of the proposed
neural circuit model.
1.1.5 Context-based Neural Network Models for Anatomy Name Entity
Recognition
In Chapter 6, an anatomy NER problem is first introduced, in which context informa-
tion is important for making a good decision. Then, two RNN models are proposed, by
5utilizing sentence-level and document-level information as weak supervision. Specifi-
cally, a sentence encoder is used to capture the information of the sentence while an
RNN-CRF model is used for producing the token-level features. Finally, we train and
evaluate different models in the datasets from two clinical sites and concluded that
our proposed models have the best performances among all the models.
1.1.6 Feature-Enrich Neural Token Representations for Negation and
Speculation Scope Detection
In Chapter 7, a negation and speculation scope detection problem is considered. A
bidirectional Long short-term memory (LSTM) model and a BERT-finetuned model
are proposed and different neural token representations, including word embedding
and contextual word embedding, are included in the model. In addition, some syn-
tactic and semantic features are taken into account to enrich token representation.
Finally, two negation and speculation detection datasets are used for evaluation and
the proposed models established a state-of-art result.
1.1.7 Incidental Finding Classification for Pulmonary Nodule in Radiol-
ogy Report
In Chapter 8, an incidental finding classification problem is introduced for pulmonary
nodules in the radiology reports. A two-stage method is proposed to decompose the
classification problem into two problems. A sentence classification problem for pul-
monary nodule finding is first performed, followed by a classification task for incidental
findings. Different sentence classification models are considered, including traditional
machine learning and deep learning methods. Also, some additional features includ-
ing the anatomy NER model in Chapter 6 and regular expression-based features are
taken into account. The models are trained and validated in a real-world dataset and
the performances of the models are compared.
61.1.8 Clinical Concept Extraction with Contextual Word Embedding
Automatic extraction of clinical concepts is an essential step for turning the un-
structured data within a clinical note into structured and actionable information. In
Chapter 9, we propose a clinical concept extraction model for automatic annotation
of clinical problems, treatments, and tests in clinical notes utilizing domain-specific
contextual word embedding. A contextual word embedding model is first trained
on a corpus with a mixture of clinical reports and relevant Wikipedia pages in the
clinical domain. Next, a bidirectional LSTM-CRF model is trained for clinical con-
cept extraction using the contextual word embedding model. We tested our proposed
model on the I2B2 2010 challenge dataset. Our proposed model achieved the best
performance among reported baseline models and outperformed the previous state-
of-the-art models by 3.4% in terms of F1-score.
7Chapter 2
Reinforcement Learning Methods for a
Context Association Task
In this chapter, the context association task, which is first introduced in (Raudies
et al., 2014) and later analyzed in (Hasselmo and Stern, 2018), is first introduced.
Two different types of reinforcement learning methods are proposed for this task.
Simulation experiments are conducted to access the performance of the reinforcement
learning methods on the context association task.
Considerable recent research has focused on the strength of deep reinforcement
learning (Mnih et al., 2015; Hausknecht and Stone, 2016; Mnih et al., 2016). This
recent work returns to the use of neural networks as function approximators in the
context of reinforcement learning, first considered by Tesauro (Tesauro, 1994), but
introduces deep architectures instead of the earlier multilayer perceptron with one
hidden layer used in (Tesauro, 1994). Arguably, this represents a break from a body
of work considering function approximators as linear combinations of hard-to-engineer
nonlinear feature functions (Bertsekas, 1996).
It is therefore worthwhile to consider the mechanisms by which deep reinforce-
ment learning could be used to perform complex cognitive task modules for associa-
tions between stimuli and responses. The recent work mentioned above, has shown
that deep learning techniques coupled with reinforcement learning algorithms can
learn decision making over a high-dimensional state space such as images in a video
game (Mnih et al., 2015; Hausknecht and Stone, 2016; Mnih et al., 2016). In (Mnih
8et al., 2015), the deep Q-network is used to train a reinforcement learning agent play-
ing Atari games using game images. (Mnih et al., 2016) further develops this idea into
actor-critic learning and also proposes a parallel computing scheme for reinforcement
learning. The neural networks in these models enable the learning agent to make
decisions hierarchically. The models in these papers all use the traditional neural
network elements with continuous values representing the mean firing rate across a
population of neurons that increases when the input crosses a threshold (Rumelhart
et al., 1988).
2.1 Context Association Task
The basic learning task we analyzed was considered in (Raudies et al., 2014). The
task aims to evaluate the ability of a learning agent to associate specific stimuli with
appropriate responses in particular spatial contexts. Figure 2·1 shows the mapping
between input and responses. The input consists of stimuli, denoted by letters A,
B, C, and D, and a spatial context corresponding to four quadrants and denoted
by numbers 1, 2, 3, and 4. This dissertation will use the term state to refer to the
stimulus-context pairs. The two legal responses (or actions) are X and Y .
Figure 2·1: Mapping between individual stimuli (A, B, C, D) and
the spatial context (quadrants 1, 2, 3, 4) onto correct actions X or Y ,
providing 16 state-action pairs. The underlined (red) state-action pairs
are not seen during training but presented during testing.
9Notice that for both tasks the mapping from states to actions exhibits symme-
try, in the sense that the association rule learned in one spatial context is shared
with another context. To test the generalization ability of the various models, some
context-stimulus pairs are hidden during training. For the basic task, the hidden
states are underlined and in red in Figure 2·1.
The task is designed to test the following abilities for a learning agent: 1) The
agent should make a decision, i.e., associating the stimulus with the correct response,
based on the context. 2) The agent should generalize beyond what it learned.
Two different presentations (codings) for the state are used in this dissertation,
shown in Figure 2·2. The first encoding method is the vector representation intro-
duced in (Raudies et al., 2014). It uses a (κ + l)-dimensional binary vector to code
the state, where l is the number of contexts and κ the number of stimuli. This dis-
sertation will use n = κ+ l to denote the dimension of the entire vector encoding the
state. Here n = 8 since there are four contexts and four stimuli considered in the
task. The first κ = 4 bits correspond to the stimuli and the last l = 4 bits correspond
to the contexts 1, . . . , l. Each 4-bit codeword uses one-hot encoding to represent the
stimulus or context, with one bit being set to one to encode for the corresponding
context. Figure 2·2(b) provides an example of this type of encoding for the task of
Figure 2·1.
The second representation consists of a sequence of two n-dimensional binary
vectors. The first one in the sequence represents the stimulus; for our tasks, bits 1
through κ (= 4) being 1 correspond to stimuli A through D, respectively, while the
last l bits are set to zero. The second vector in the sequence has its first κ bits set to
zero and the last l bits, κ through κ+ l, being set to 1 in order to represent contexts
1 to 4, respectively. Figure 2·2(c) shows an example of representing state B3 in the
task of Figure 2·1 using a two vector sequence s1, s2. For the proposed neural circuit
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models, this type of representation is used.
(a) The encoding of different stimuli and contexts in the task of Figure 2·1.
Stimuli and contexts Encoding
Stimulus
A (1, 0, 0, 0, 0, 0, 0 ,0)
B (0, 1, 0, 0, 0, 0, 0 ,0)
C (0, 0, 1, 0, 0, 0, 0 ,0)
D (0, 0, 0, 1, 0, 0, 0 ,0)
Context
1 (0, 0, 0, 0, 1, 0, 0 ,0)
2 (0, 0, 0, 0, 0, 1, 0 ,0)
3 (0, 0, 0, 0, 0, 0, 1 ,0)
4 (0, 0, 0, 0, 0, 0, 0 ,1)
(b) An example of vector encoding for
stimulus-context pairs.
Stimulus-context pair: B3,
Stimulus B → (0, 1, 0, 0, 0, 0, 0, 0),
Context 3 → (0, 0, 0, 0, 0, 0, 1, 0),
Encoded vector:
s = (0, 1, 0, 0, 0, 0, 1, 0).
(c) An example of sequential encoding
for stimulus-context pairs.
Stimulus-context pair: B3,
Stimulus B → (0, 1, 0, 0, 0, 0, 0, 0),
Context 3 → (0, 0, 0, 0, 0, 0, 1, 0),
Encoded time series:
s1 = (0, 1, 0, 0, 0, 0, 0, 0),
s2 = (0, 0, 0, 0, 0, 0, 1, 0).
Figure 2·2: The vector encoding and the sequential encoding for the
stimulus-context pairs.
2.2 Q-Learning Algorithms
In this section, we will introduce the Q-learning algorithm and its variants for solving
the discounted MDP problem. Q-learning (Watkins and Dayan, 1992) is a method
for solving (2.3) and can be used even in the absence of an explicit model for a
MDP. Essentially, Q-learning solves (2.3) using a value iteration method but with
the expectation with respect to the next state being approximated by sampling. The
original Q-learning algorithm iterates over the Q-factors at all states and actions,
which is computationally intractable for large MDPs. Approximate versions of the
method have been introduced (see (Bertsekas, 2012; Bertsekas, 1996)), where the
Q-factor function is approximated using a set of features of the state-action pairs.
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2.2.1 Markov Decision Process
To introduce Q-learning methods, it would be convenient to assume a learning agent
who is continuously being presented with states (the stimuli-context pairs) and pro-
duces an action (response) that can be either X or Y . Given a state and the selected
action, the agent transitions to a next state which simply corresponds to the next
state at which the agent is asked to produce a response. We will use a discrete-time
Markov Decision Process (MDP) (Bertsekas, 2012; Bertsekas, 1996) to represent this
learning process.
The MDP has a finite state space S, consisting of the states and an action space
U , consisting of the actions X and Y . Let sk ∈ S and uk ∈ U be the state and the
action taken at time k respectively, and let s0 be an initial state of the MDP. Let
p(sk+1|sk, u) denote the probability that the next state is sk+1, given the current state
is sk and action u is taken. We assume, without loss of generality in our setting, that
these transition probabilities are uniform in all non-hidden states for all states and
actions.
When the agent selects a correct action, it receives a reward; otherwise, it gets
penalized. Let g(sk, uk) be the one-step reward at time k when action uk is selected
at state sk. We define the one-step reward to be 1 if uk is the correct response at state
sk and −4 otherwise. We seek a policy, which is a mapping from states to actions, to
maximize the long-term discounted reward
R¯ =
∞∑
k=0
γkg(sk, uk), (2.1)
where, from now on, we will use a discount rate of γ = 0.9.
The value function V (s) for a state s is the maximum long-term reward obtained
12
starting from s. The value function satisfies the following Bellman’s equation
V (s) = max
u
(
g(s, u) + γ
∑
q∈S
p(q|s, u)V (q)
)
. (2.2)
Given a solution V ∗(·) to (2.2), one can easily find the optimal action u∗ at each state
s as the maximizing u in (2.2) and that u∗ will necessarily be the correct action.
Define now the so-called Q-factor which is a function Q(s, u) of state-action pairs
and is equal to the maximum long-term reward obtained starting from s and selecting
as first action u. The Q-factor also satisfies a recursive equation, namely
Q(s, u) = g(s, u) + γ
∑
q∈S
p(q|s, u) min
v
Q(q, v). (2.3)
From a solution, say Q∗(·, ·), of (2.3) one can also obtain the optimal action at each
state s as u∗(s) = arg minu∈U Q(s, u).
2.2.2 Original Q-Learning Algorithm
The original Q-learning algorithm updates the Q-factors as follows:
Qk+1(sk, uk) = Qk(sk, uk)− λkTDk
TDk = Qk(sk, uk)− γmin
u
Qk(sk, u)− g(sk, uk), (2.4)
where λk is a Square Summable but Not Summable (SSNS) step-size sequence, which
means λk > 0,
∑∞
k=0 λk = ∞, and
∑∞
k=0 λ
2
k < ∞. The actions uk can be chosen
according to an ε-random policy, i.e., with probability ε, choose a random action and
with probability 1−ε, choose an action minimizing Qk(sk, ·). The algorithm maintains
all Q-factor estimates for all state-action pairs during the training processes. Hence,
it requires a large amount of memory and a long training time if the number of the
state-action pairs is excessive (Bertsekas, 2012).
Although convergence proofs for the original Q-learning algorithm under some
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conditions can be found in (Watkins and Dayan, 1992; Bertsekas, 1996; Tsitsiklis,
1994), the Q-factors obtained by this algorithm do not work perfectly for the learning
task we are considering. A negative result is shown in the next theorem.
Theorem 2.1. The Q-factors obtained by the Algorithm in (2.4) do not converge to
the optimal Q-factor Q(s, a) for the MDP of the learning task in Subsection 2.1 if the
initial Q0(s, a) 6= Q(s, a) for any s included in the hidden states.
Proof: According to the updating rule of the Q-learning, the Q-factor for state-
action pair (s, a) can be updated if sk = s and ak = a for some k. However, hidden
states are not shown during the training. Hence, Q-factors for state-action pairs
(s, a), where s is a hidden state are never updated from their initial states. Thus, if
their initial values are not optimal, the Q-factors obtained by the Algorithm in (2.4)
do not converge to their optimal values for all state-action pairs. 
Therefore, the original Q-learning algorithm can not learn the optimal policy of
the learning task. This is because the original Q-learning maintains a look-up table
for Q-factors of all state-action pairs and can not generalize by using previous seen
examples.
2.2.3 Q-Learning with Linear Function Approximation
To reduce the large memory used by the look-up table representation in the original
Q-learning algorithm, linear function approximation emerged as an alternative. A
linear function approximation is used, since it is simple and leads to convergence
results (Bertsekas, 2012; Bertsekas, 1996). The algorithm approximates the Q-factors
as
Q˜(s, a) = φ(s, a)′θ (2.5)
where φ(s, a) is a feature vector of the state-action pair of the MDP and θ is a
parameter vector obtained iteratively during the Q-learning. The performance of this
method depends heavily on the selection of the features. As we show later, even
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when using a set of features that contain sufficient information regarding the future
costs/rewards associated with a state-action pair, the linear architecture fails to find
an optimal policy.
We use the vector encoding of the state, shown in Subsection 2.1, to construct
features. Since this is only a feature for the state, it needs augmentation to account
for actions as well. To that end, we use the following Q-factor estimate:[
Q˜(s,X)
Q˜(s,Y)
]
= Θx(s), (2.6)
where Θ ∈ R2×8 is a parameter matrix and x(s) ∈ R8 is the vector encoding of the
state s. Notice that this approximation is a special case of (2.5).
Theorem 2.2. The Q-factors obtained by the Q-learning algorithm under the linear
function approximation in (2.6) are not optimal for the MDP of the learning task in
Subsection 2.1. Moreover, the policy obtained by this algorithm is not optimal.
Proof: We will show that the policy obtained from the Q-factors derived by this
algorithm does not agree with the optimal one. Suppose we find a Q-factor function
in the form (2.6) that selects the optimal actions for all states. From Fig. 2·1, it
follows:
Q˜(A1,X) > Q˜(A1,Y), (2.7)
Q˜(A2,X) < Q˜(A2,Y), (2.8)
Q˜(C1,X) < Q˜(C1,Y), (2.9)
Q˜(C2,X) > Q˜(C2.Y). (2.10)
From Fig. 2·2, we obtain
x(A2)− x(A1) + x(C1) = x(C2). (2.11)
Using (2.11), the linearity of the Q-factor estimates (cf. (2.6)) and (2.7)-(2.9), it
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follows Q˜(C2,X) < Q˜(C2,Y). This contradicts (2.10). 
So, even if one uses a meaningful feature mapping that contains all relevant in-
formation regarding a state, Q-learning may not always produce the correct answer.
This is because the linear function approximation does not have the ability to make
decisions hierarchically. This result can be easily generalized to affine functions as
well. Hence, Q-learning relies heavily on the feature selection, with the latter being
more of an art and very much problem specific.
2.2.4 Q-Learning with Neural Network-based Function Approximation
To avoid feature engineering, neural networks offer an alternative for learning ap-
proximations of the value function, or the Q-factor, or even the policy directly. Deep
learning is making major advances in solving problems that have resisted the best
attempts of the artificial intelligence community for many years (LeCun et al., 2015).
The advance of deep learning makes it possible to use deep neural networks to approx-
imately solve the MDP efficiently. One such method is the deep Q-network (DQN),
proposed in (Mnih et al., 2015). The main idea is to use a deep neural network to
approximate the Q-factor function and obtain the neural network weights using Q-
learning. Following this line of work, (Mnih et al., 2016) proposed an asynchronous
method for Q-learning and actor-critic learning, on which the Q-learning method we
use for our learning task is based. Though the neural network used for our task is not
deep and only contains one thread, it provides some insight on the ability of neural
networks to generalize as is needed in the task we consider.
The algorithm we use for Q-learning with a neural network is showed in Algo-
rithm 1 in (Mnih et al., 2016). We only use the algorithm in (Mnih et al., 2016) with
a single agent. It uses a neural network to approximate the Q-factor of the MDP.
The neural network takes as input the state and outputs the estimated Q-factor of
the state and each possible action. In particular, in this dissertation we compare
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two kinds of neural networks (Goodfellow et al., 2016) to approximate the Q-factor.
The first one is a feedforward neural network, which consists only of Fully-Connected
(FC) layers and inputs in the vector encoding form of Fig. 2·2(b). The second neural
network is a so-called Recurrent Neural Network (RNN), which accepts inputs in the
sequential encoding of Fig. 2·2(c) and produces an estimate of the Q-factor.
(a) An illustration of the neural net-
work for Q-learning using vector en-
coded input.
(b) An illustration of the neural net-
work for Q-learning using sequen-
tially encoded input.
Figure 2·3: An illustration of the neural networks used in Q-learning.
The FC layer in the diagram represents a Fully-Connected feedforward
layer. RNN indicates a Recurrent Neural Network. Q-value est. in the
diagram denotes the estimate of the Q-value at the input state for all
possible actions.
In the feedforward network, the input is the vector encoded state s; an vector of 8
dimensions. The output is the Q-factor at each possible action in that state, that is,
the 2-dimensional vector (Q(s, X), Q(s, Y )). The activation functions of the neurons
are all Rectified Linear Units (ReLU), except for the output layer (Nair and Hinton,
2010). In particular, ReLU(x) = max(x, 0), for some vector x, where the maximum
is taken element-wise. There is no activation function in the output layer, since the
Q-factor should not be restricted. Letting s be the input state, and h,q the outputs
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of the two FC layers, we have
h = ReLU(W1s + b1), (2.12)
q = W2h + b2,
where W1 ∈ Rm×8 is the weight matrix of the first fully-connected layer, W2 ∈ R2×m
is the weight matrix of the second fully-connected layer, and b1 ∈ Rm, b2 ∈ R2, are
additional parameters of the first and second layers we need to learn. Here, m is the
number of hidden neurons in the first fully-connected layer and q is the estimate of
(Q(s, X), Q(s, Y )). A diagram of this structure can be found in Figure 2·3a
Next, we turn to the RNN architecture. The input, in this case, uses the sequen-
tial encoding and is a sequence of two vectors s1, s2 ∈ R8 as shown in Fig. 2·2(c).
The output, similar as above, is the Q-factor at each possible action in that state,
i.e., (Q(s, X), Q(s, Y )). For simplicity, we use a neural network with a simple RNN
layer and a fully-connected layer to approximate the Q-factor. Letting s1, s2 be the
sequential encoding of the input state s, h1,h2 the outputs of the first and the second
RNN layers, and q the output of the FC layer, we have
h1 = ReLU(W11s1 + W12h
0), (2.13)
h2 = ReLU(W11s2 + W12h
1),
y = W2h
2 + b2,
where the initial state of the RNN is h0 = 0, W11 ∈ Rm×8, W12 ∈ Rm×m, W2 ∈ R2×m
and b2 ∈ R2 are parameters we wish to learn, m is the number of the hidden states
in the simple RNN layers, and y is the estimate of (Q(s, X), Q(s, Y )). A diagram of
the proposed model can be found in Figure 2·3b
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(a) An illustration of the neural net-
work for actor-critic learning using
the vector encoding of the state.
(b) An illustration of the neural net-
work for actor critic learning using
the sequential encoding of the state.
Figure 2·4: An illustration of the neural networks used in actor-critic
learning. The FC layer in the diagram represents a fully-connected
layer. Q-value est. in the diagram denotes the estimate of the Q-value
of the state at all possible actions.
2.3 Actor-Critic Learning Using Neural Networks
The actor-critic algorithm is also a type of reinforcement learning algorithm. It
posits a parametric Randomized Stationary Policy (RSP) and rather than seeking an
optimal policy, it seeks an optimal parameter vector for the RSP. Traditionally, actor-
critic learning uses a logistic function for the policy which leads to a linear function
approximation for the Q-value function (Konda and Tsitsiklis, 2000). In particular,
the policy is specified through a probability for selecting action u at state s given by
µθ(u|s) = exp{θ
′φ(s, u)}∑
v exp{θ′φ(s, v)}
, (2.14)
where θ is a parameter vector and φ(s, u) is a vector of features of the state and
the action. The operation on the right hand side of (2.14) which assigns the highest
probability to the action that maximizes the exponent θ′φ(s, u) is often referred to
as Softmax. Specifically, for some vector x = (x1, . . . , xk) ∈ Rk, Softmax(x) ∈ Rk and
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the ith element is given by
Softmax(x)i =
exp(xi)∑k
j=1 exp(xj)
,
i = 1, . . . , k. It can be shown (Konda and Tsitsiklis, 2000), that given an RSP as in
(2.14), a good linear approximation of the Q-value function is Qθ(s, u) = r
′ψθ(s, u)
where ψθ(s, u) = ∇ lnµθ(u|s).
The actor critic method alternates between an actor step which is a gradient
update of the parameter vector θ using the gradient of the long-term reward, and
a critic step which, given the current θ, uses Temporal-Difference (TD) learning
(Pennesi and Paschalidis, 2010; Sutton, 1988) to learn the appropriate parameter r
in the Q-value function approximation in addition to the long-term reward and its
gradient with respect to θ. As we commented earlier when discussing Q-learning,
these methods have been shown to converge (Konda and Tsitsiklis, 2000) but depend
on proper selection of feature functions in order to be effective.
If instead one uses a neural network to approximate the value function and the
policy, the actor-critic updating steps should be modified. For example, (Hausknecht
and Stone, 2016) proposed a deep actor-critic learning similar to the DQN. (Mnih
et al., 2016) used a simpler way, updating a loss function that combines the policy
advantage and a temporal-difference term for the value function.
In this dissertation, we use the actor-critic learning algorithm of (Mnih et al., 2016)
to handle the learning tasks we introduced in Sec. 2.1. The neural network takes as
input the state s of the MDP, and outputs both a policy and a value function estimate.
As we did with Q-learning, we will use both a feed-forward neural network and an
RNN version of the algorithm. Again, we only use the actor-critic learning algorithm
in (Mnih et al., 2016) with a single agent.
In the feed-forward network case, the neural network structure for actor-critic
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learning is shown in Figure 2·4. For the policy, we use a fully-connected layer with
a Softmax activation function. For the value function, we use an additional fully-
connected layer without an activation function. Letting s the vector encoded state, h
the output of the the first FC layer, v the output of the FC layer producing the value
function estimate, and µ the output of the FC layer producing the policy estimate,
we have
h = ReLU(W1s + b1), (2.15)
µ = Softmax(Wµh + bµ),
v = Wvh + bv,
where W1 ∈ Rm×n, b1 ∈ Rm, Wµ ∈ R2×m, bµ ∈ R2, Wv ∈ R1×m and bv ∈ R are
the parameters in the neural networks we need to learn, and m is the number of the
hidden neurons in the first FC layer.
In the RNN case, and similar to the Q-learning case, we let s1, s2 be the sequential
encoding of the input state s, h1,h2 the outputs of the first and the second RNN
layers, v the output of the FC layer producing the value function estimate, and µ the
output of the FC layer producing the policy estimate, which leads to
h1 = ReLU(W11s1 + W12h
0), (2.16)
h2 = ReLU(W11s2 + W12h
1),
µ = Softmax(Wµh
2 + bµ),
v = Wvh
2 + bv, (2.17)
where the initial state of the RNN is h0 = 0, W11 ∈ Rm×n, W12 ∈ Rm×m, Wµ ∈
R2×m, Wv ∈ R1×m, bµ ∈ R2 and bv ∈ R are parameters to learn and m is the number
of hidden neurons in the RNN layers.
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2.4 Results
Most neural models encode information in a distributed manner across a population
of neurons (Dayan and Abbott, 2001). This has many advantages, such as graceful
degradation when individual neurons are lost. However, the distributed representa-
tion makes it difficult to interpret the activity patterns in trained models. In order
to overcome this difficulty, this dissertation uses two approaches to investigate the
performance of different methods. The first one is a minimalist approach, which tries
to use the simplest model to train the Q-learning agents. Using the least number of
units and parameters, it becomes easier to understand how these methods solve the
learning task of Subsection 2.1. The other approach is to use a larger numbers of
neurons to learn the task since the real neural system encodes the information in a
distributed manner. We will compare the performance of each model across different
numbers of units and seek to discover potential relationships among these methods.
First, we test the Q-learning and actor-critic learning algorithm with function ap-
proximation using a feedforward neural network (2.12). For minimalism, we use only
2 hidden neurons in the hidden layer. For training the network we use Algorithm 1
in (Mnih et al., 2016). We visualize the decision rule for a set of learned parameters
which are successful in selecting a correct action even at the 4 states which are not
seen during training. The values associated with the 2 hidden neurons h = (h1, h2)
are shown in Fig. 2·5.
Next, we test the Q-learning algorithm using sequentially-encoded input (2.13).
Again, the neural network we use has 2 hidden neurons in each simple RNN layer.
Using the same setting, the learned model successfully makes each generalization and
finds the correct answer. We visualize its decision rule in Fig. 2·6.
Finally, we tested the Q-learning algorithm and actor-critic learning using differ-
ent numbers of hidden neurons. It is known that biological neural systems encode
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(a) Q-learning using the vector-encoded
input.
(b) Actor-critic learning using vector-
encoded input.
Figure 2·5: The hidden state of the feedforward neural networks for
the task of Figure 2·1. The activation function is ReLU, so the hidden
state variables are nonnegative. The black dashed line in the figures
is the decision boundary determined by the output layer; points above
the line correspond to action Y and below the line to action X.
information in a distributed manner. One pattern of information may be encoded by
many neurons. This encoding may not be very efficient (Dayan and Abbott, 2001),
but increased numbers of units may help in the learning procedure. We changed the
number of the hidden neurons to assess its effect on the performance of the neural
network. We used the following settings for the various parameters of the Q-learning
and actor-critic algorithm. We used the Adam optimizer (Kingma and Ba, 2014)
with a learning rate of 0.05, β1 = 0.9, β2 = 0.999,  = 10
−8. The discount factor was
γ = 0.9 for Q-learning. We let the algorithm update every 100 actions. The maxi-
mum learning step was set to 50, 000 actions. Shown in Fig. 2·7 is the performance
of the two methods we described so far in this section as we vary the number of hid-
den neurons. In the figure, “Q-learning (FC)” corresponds to the method in (2.12)
with the vector-encoded input. “Q-learning (RNN)” corresponds to the method in
(2.13) with the sequentially-encoded input. Similarly, “actor-critic learning (FC)”
corresponds to the actor-critic learning method with the vector-encoded input and
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(a) Q-learning using the simple RNN.
(b) Actor-critic learning using the simple RNN.
Figure 2·6: The hidden state of the simple RNN for the task of Fig-
ure 2·1. The activation function is ReLU, so the hidden state variables
are nonnegative. The linkage between the two time steps in the cor-
responding figures indicates that a state s1 in time step 1 is precursor
of a state s2 in time step 2. The black dashed line in the figures in
time step 2 is the decision boundary: points above the line correspond
to X and points below the line correspond to Y . For example, note
in Figure (a), stimulus C in the left figure is connected to contexts 2
and 3 in the right figure and map to X. To make the dots easier to
differentiate, a small amount of noise was added to the position of the
dots in time step 2.
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“actor-critic learning (RNN)” corresponds to the actor-critic learning with sequence-
encoded input. For all four experiments, by increasing the number of hidden neurons
we improve the performance of the learning process.
Figure 2·7: The average accuracy (% of correct actions in a test set
of input states) of different models for the context associate task. We
tested each algorithm 500 times and averaged the test results.
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Chapter 3
Neural Circuit Gating Model for the
Context Association Task
In Chapter 2, a set of reinforcement learning methods are proposed for the context
association task. However, the biological plausibility of reinforcement learning mod-
els with neural networks is questionable, since the biological brain do not appear to
perform a backwards propagation. In this chapter, we consider two types of neu-
ral circuit model trained using Hebbian learning, and show convergence of Hebbian
learning in one neural circuit model. Simulations are also provided for supporting the
theoretical results.
3.1 Neural Circuit Models for Context Association Task
In this section, three neural circuit models are proposed for the context association
task.
3.1.1 A Class of Continuous Neural Circuit Gating Models
First, a neural circuit gating model will be presented using neurons with simple step-
function threshold dynamics that could be considered similar to the generation of
single spikes in individual neurons. These single spikes then gate the spread of activity
between other neurons by altering the weight matrix. Our neural circuit model is
defined next, which is based on the model presented in (Hasselmo and Stern, 2018).
An illustrative example of this model and how it operates for the context association
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task can be found in Figure 3·1.
With regard to biological justification, this gating mechanism is based on the non-
linear effects between synaptic inputs on adjacent parts of the dendritic tree that are
due to voltage-sensitive conductances such as the N-Methyl-D-Aspartate (NMDA)
current (Poirazi et al., 2003; Katz et al., 2007). These interactions could allow synap-
tic input from a spiking neuron to determine whether adjacent neurons have a signif-
icant influence on the membrane potential. Here, this is represented by the spiking of
hidden neurons directly gating the weight matrix. Alternatively, these effects could
be due to axo-axonic inhibition gating the output of individual neurons.
Learning parameters for this model are based on the Hebbian rule for plasticity
of synaptic connections. Previously, (Hasselmo, 2005) presented a neurobiological
circuit model with gating of the spread of neural activity combined with local Hebbian
learning rules and suggested it could have functions similar to TD learning. In this
dissertation, we present another neural circuit model based mostly on Hebbian rules,
which has a performance comparable to the more abstract neural network models.
Our neural circuit model is defined next. An illustrative example of this model and
how it operates for the context association task can be found in Figure 3·1.
We will use the sequential encoding of the state as input, where a state s is
presented as a sequence of two n-dimensional vectors s1 and s2. We have n neurons to
receive these signals. In addition to the input neurons, we use m = 5 hidden neurons
to process the information. Three of these neurons store an internal state and two
are used to output actions X and Y (see Fig. 3·1(b)). We denote by ati the activation
of neuron i at time t; ati = 1 if the neuron gets activated and is zero otherwise. Here,
i = 1, . . . , n corresponds to the input neurons and i = n + 1, . . . , n + m corresponds
to the hidden neurons. We let at = (at1, . . . , a
t
n+m). For simplicity, we assume there
is only one hidden neuron spiking at each time.
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Spiking of different hidden neurons induces a different structure of the neural net-
work weight matrix between input neurons and hidden neurons. As noted above, this
reflects the nonlinear interaction of synapses on the dendritic tree, in which activation
of one synapse can allow an adjacent synapse with voltage-sensitive conductances to
have an effect. The weight matrix of the neural network is denoted as Wj ∈ Rm×(n+m),
when hidden neuron j is spiking. Let
f t = Wja
t, (3.1)
where j = {i | ati = 1} is the index of the activated hidden neuron at time t. Notice
that the activated hidden neuron determines the weight matrix to be used. We assume
these iterations start with the first hidden neuron being activated at t = 1, namely
a1 = (s1, 1, 0, 0, 0, 0).
To determine the state of the hidden neurons (at+1n+1, a
t+1
n+2, a
t+1
n+3) at time t+ 1, we
use the following probabilistic model. With a small probability ε, we randomly pick
one of these hidden neurons to emit a spike at time t + 1. Otherwise, we let the
neuron k = n + 1, n + 2, n + 3 with the highest f tk to emit a spike. This procedure
can be interpreted as a balance of exploration and exploitation in the reinforcement
learning context (Bertsekas, 2012; Bertsekas, 1996).
The last two hidden neurons (atn+4, a
t
n+5) represent selection of either action X or
action Y . Specifically, (atn+4, a
t
n+5) = (1, 0) selects action X and (a
t
n+4, a
t
n+5) = (0, 1)
action Y . Otherwise, no action is implemented.
An example of the decision-making process using the neural circuit is shown in
Figure 3·1. This example uses the stimulus-context pair A2 as input, provided in
the form of the sequential encoding s1, s2. For illustrative proposes, the noise  is
always set to zero. The first hidden neuron is activated by default at t = 1. The
encoded input for stimulus A spreads across this weight matrix W1 gated by the
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(a) The decision-making process using the neural cir-
cuit gating model.
(b) An interpretation
of the hidden states.
Figure 3·1: An diagram of the decision-making process of the neural
circuit model for the context association task. The stimulus-context
pair ‘A2’ is used and the sequential encoding is applied. For the diagram
above, gray entries denote 1 and empty (white) entries denote zero. For
illustrative proposes, the noise in the forward propagation is set to zero
( = 0).
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hidden neuron, resulting in the output pattern in which the second hidden neuron is
activated, which gates the weight matrix W2. Thus, at t = 2, the network weight
matrix W2 is applied to a
2 = (0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0, 0, 0). With the coded input
of context 2, the activity spreads across the weight matrix to generate an output in
which the fifth hidden neuron is activated, corresponding to action Y .
To learn the weight matrices Wi we follow the properties of the Hebbian learning
rule. The synapses are updated by reward-dependent Hebbian Long-Term Poten-
tiation (LTP), in which active synapses are tagged based on the presence of joint
pre-synaptic and post-synaptic activity, and then, the synapse is strengthened if the
output action matches the correct action. Long-Term Depression (LTD) provides
an activity-dependent reduction in the efficacy of neuronal synapses to serve as a
regularization of the learning process.
The LTP rule is mostly based on the basic Hebb rule in (Dayan and Abbott, 2001),
in which simultaneous pre- and post-synaptic activity increases synaptic strength. In
particular, suppose the it hidden neuron is activated at time t. Let a
t
h denote the
vector consisting of the last m components of at, corresponding to the hidden neurons.
Then the LTP term is
∆Wit,LTP = a
t′
ho
t,
where ot ∈ Rm indicates the spiking of hidden neuron at time t. In particular, we let
oti = 1 if hidden neuron i is activated at time t, and o
t
i = 0 otherwise. The LTD term
is
∆Wit,LTD = −(ath)′e
where e ∈ Rm is the vector of all 1’s.
Finally, the weight matrices Wi are updated as follows. For a given input signal,
when the output of the neural circuit model coincides with the correct output, we
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update the weight matrices Wi1 and Wi2 as
Wit,t+1 = Wit,t + αLTP∆Wit,LTP + αLTD∆Wit,LTD (3.2)
where αLTP and αLTD are appropriate stepsizes. Since this updating rule is not
necessarily stable, we project the elements of Wi to [0, 1] after every update.
3.1.2 A Discrete Neural Circuit Gating Model
The first type of the neural circuit model we presented is biologically plausible but
has a number of drawbacks. First, even though all the neurons perform a certain task,
the number of neurons is more than what is needed. Second, it is hard to characterize
the convergence properties of the neural circuit model, i.e., if all the data are provided
during the training, is it able to converge to some model that performs correctly for
all stimulus-context pairs?
In this section, a discrete neural circuit model is provided to overcome the draw-
backs described above. Compared with the model in the last section, this one uses a
more compact neural circuit design and has a finite number of possible weight matri-
ces in the neural circuit. These will make it possible to characterize the convergence
property of the neural circuit.
The input to the neural circuit model is the stimulus-context pair s we described
earlier, represented as a sequence (s1, s2) of two 8-dimensional vectors. The model
has n = 8 neurons that receive such input sequences in two time instances. In
addition, there are m ≥ 2 hidden neurons and m weight matrices connecting the input
neurons and the hidden neurons; these weight matrices are denoted by Wi ∈ Rm×n,
i = 1, . . . ,m.
For each input s, the model makes a decision in two time steps denoted by t = 1, 2.
t = 0 will correspond to the initial condition. After a decision is made, the model
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gets initialized again and t is set to zero. We assume that the stimulus s1 is the input
at time t = 1 and the context s2 at time t = 2. Denote by at = (at,1, . . . , at,m) ∈
{0, 1}m the indicator vector associated with the activation of hidden neurons at time
t; specifically, at,i = 1 if neuron i spikes at time t and is zero otherwise. At each
time instance, there is only one hidden neuron spiking. We denote by it the activated
neuron at time t, i.e., it = arg maxi at,i.
The decision-making rule of the neural circuit model is described as follows. We
assume neuron 1 is spiking initially, i.e., a0,1 = 1. At each time instance t, the
pre-activation function ft = (ft,1, . . . , ft,m) of the hidden neurons is defined as
ft = Wit−1st + ωt, (3.3)
at,i =

1, if i = arg maxi ft,i,
0, otherwise,
(3.4)
where ωt ∈ Rm is an environment noise with each element independent of the others
and uniformly distributed in [0, 1). (Ties in (3.4) are broken arbitrarily.) We assume
ωt are independent for different times t. Notice that the activated hidden neuron
at the previous time instance determines the weight matrix to be used. The spiking
neuron at t is the neuron that has the maximum pre-activation value.
At the last time instance for each input (t = 2), the last two hidden neurons
determine the selection of either response X or response Y . Specifically, if a2,m−1 = 1,
then response X is selected. If a2,m = 1, then response Y is selected. If the activated
neuron is not one of the last two, then no response is provided.
We provide an example to illustrate the operation of the neural circuit model.
Suppose there are two hidden neurons (m = 2) and the two corresponding weight
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matrices are:
W1 =
[
1 1 0 0 1 0 0 1
0 0 1 1 0 1 1 0
]
,
W2 =
[
0 0 0 0 0 1 1 0
0 0 0 0 1 0 0 1
]
. (3.5)
Suppose the input is the stimulus-context pair C1 and the noise ωt = (0, 0). The
input at the first time instance is s1 = (0, 0, 1, 0, 0, 0, 0, 0). Then, the pre-activation
function becomes f1 = W1s1 = (0, 1). Therefore, a1 = (0, 1) and the second hidden
neuron spikes at time t = 1. The input for t = 2 is s2 = (0, 0, 0, 0, 1, 0, 0, 0) and
f2 = W2s2 = (0, 1). Hence, a2 = (0, 1) and response Y is selected since it is the
second hidden neuron spiking at the final time instance t = 2. It can be verified
that the weight matrices in (3.5) will always yield the correct response for every
stimulus-context pair input according to the context association task.
To train the weight matrices, We devise a learning algorithm for the neural cir-
cuit based on the Hebbian rule for plasticity of synaptic connections. The weight
matrices Wi are updated according to a combination of LTP and LTD, modulated
by appropriate gating and depending on whether the output response matches the
correct one.
The LTP rule is mostly based on the basic Hebbian rule in (Dayan and Ab-
bott, 2001), in which simultaneous pre- and post-synaptic activity increases synaptic
strength. Recall that it is the index of the spiking hidden neuron at time t, t = 0, 1, 2.
According to our assumption, i0 = 1. The LTP term is:
∆Wit−1,LTP = ots
′
t. (3.6)
LTD provides an activity-dependent reduction in the efficacy of neuronal synapses to
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serve as a regularization of the learning process. The LTD term is:
∆Wit−1,LTD = −es′t. (3.7)
Finally, the following update rule is considered for this neural circuit model. Given
an input signal, if the response of the neural circuit model coincides with the correct
response, the LTP rule is applied for updating the weight matrices. Otherwise, when
either the response is incorrect or there is no response produced, the LTD rule is
applied. Finally, the elements of the weight matrices Wi are projected to [0, 1] after
every update. Algorithm 1 specifies the steps of the learning algorithm, where α ∈
(0, 1) is a stepsize.
Algorithm 1 Hebbian Learning Algorithm for the neural circuit model.
Initialization: Initialize Wi = 0, i = 1, . . . ,m.
repeat
Sample a state s. Set i0 = 1.
for t = 1, 2 do
Find the spiking neuron at time t using (3.3) and (3.4).
Set ∆Wit−1,LTP , ∆Wit−1,LTD according to (3.6) and (3.7).
end for
Select response X or Y according the spiking neuron at t = 2.
if the response is correct then
Perform an LTP update for the weight matrices
Wit−1 ←Wit−1 + α∆Wit−1,LTP , t = 1, 2.
else
Perform an LTD update for the weight matrices
Wit−1 ←Wit−1 + α∆Wit−1,LTD, t = 1, 2.
end if
Project all elements of Wi to [0, 1], ∀i = 1, . . . ,m.
until some convergence criterion on Wi is satisfied.
The following theorem summarizes the convergence properties of the neural circuit.
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Theorem 3.1. The neural circuit model converges to an optimal state under Algo-
rithm 1 if each input (stimulus-context pair) is sampled in Algorithm 1 uniformly.
The proof to Theorem 3.1 is shown in the next subsection.
3.1.3 Convergence of the Neural Circuit Gating Model
In this section, we establish the convergence of Algorithm 1 for the context association
task we have introduced. To that end, we will consider a discrete-time Markov chain
whose “state” is characterized by the weight matrices. We will use xt to denote the
state of a (generic) Markov chain at time t. We make the following assumption about
the inputs provided to the algorithm.
Assumption 3.2. Each input (stimulus-context pair) is sampled in Algorithm 1 uni-
formly.
In fact, it suffices to sample any input with a constant positive probability at each
time; we assume a uniform sampling distribution for simplicity.
Definition 3.3 ((Bre´maud, 2013)). A state i in a Markov chain is called closed, if
P (xt+1 = i|xt = i) = 1. We say a state i is accessible from a state j, if there exists
some T > 0, such that P (xt+T = i|xt = j) > 0.
The following lemma follows from standard Markov chain theory. We omit the
proof.
Lemma 3.4. Consider a Markov chain with a finite state space X . Let Xc be the
set that contains all its closed states. Suppose that for all states i ∈ X , there exists
some j(i) ∈ Xc such that j(i) is accessible from i. Then, for every initial distribution
of the Markov chain, a stationary distribution exists and is such that all elements
corresponding to non-closed states are zero.
Proof : According to Definition 3.3 and the above assumption, for all state i ∈ X ,
there exists some j(i) ∈ Xc, ε(i) > 0 and L(i) > 0, such that
P (xt+L(i) = i|xt = j(i) = ε(i) (3.8)
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Denote the L = maxi L(i) and ε = mini ε(i). Since X is finite, L < ∞ and ε > 0.
This implies for any i ∈ X ,
P (xt+L ∈ Xc|xt = i) ≥ P (xt+L = j(i)|xt = i)
=P (xt+L = j(i)|xt+L(i) = j(i))P (xt+L(i) = j(i)|xt = i)
=ε(i) ≥ εˆ. (3.9)
Suppose there are N states in X and we index the states so that the last Nc states
are corresponding to ones in Xc. Denote the transition matrix of the Markov chain
P. Then P is s.t.
PL =
[
A O
B I
]
,
where A ∈ R(N−Nc)×(N−Nc) and B ∈ RNc×(N−Nc) has non-negative elements. By (3.9)
and the fact all column sums of a transition matrix are one, we have
max
N1∑
j=1
A[i, j] < 1− ε
Given an initial probability distribution µ0 and let µt+1 = Pµt. The last Nc
elements are monotonically increasing since they are closed states. And so is their
sum. We need to show their sum will converge to 1 eventually. This is also trivial
since we can establish the bound of the non-closed elements every L steps as follows.
Denote η(t) =
∑N−Nc
j=1 µ
t
j. η(t) is monotonically decreasing since the last Nc
elements of µt is monotonically increasing. Also,
η(t+ L) =
N−Nc∑
j=1
µt+Lj =
N−Nc∑
j=1
N∑
i=1
PL[i, j]µti
=
N−Nc∑
j=1
N−Nc∑
i=1
A[i, j]µti ≤ (1− ε)
N−Nc∑
j=1
µtj = (1− ε)η(t)
Hence a subsequence η(kL) of η(t) will converge to 0. This implies η(t) converges
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to 0 when t tends to infinity. In the other word, for every initial distribution µ0, it
will converge to some stationary distribution that its elements corresponding to the
non-closed states are zero. 
Let us now denote by W = {W1, . . . ,Wm} the collection of weight matrices for
the neural circuit and by W the set of all possible weight matrices generated by Al-
gorithm 1. We consider a Markov chain with states W and state spaceW . The state
space is finite since, as a result of the updates in Algorithm 1, each element of a weight
matrix takes values in {0, α, 2α, . . . , b 1
α
cα, 1, 1−α, . . . 1−b 1
α
cα}. The zero state is
defined as the collection of zero weight matrices and notice that it corresponds to the
initial condition of Algorithm 1. The Markov chain we have defined is homogeneous
due to Assumption 3.2.
Consider now Algorithm 1 and the updates it performs when the input is some
s = (s1, s2). We will denote a decision path by the 5-tuple (i0, j1, i1, j2, i2), where
i0 = 1, i1 and i2 are the activated neurons at times 0, 1, and 2, respectively, and
j1 = arg maxk s1,k, j2 = arg maxk s2,k are the indices of the non-zero entries in the
stimulus s1 and the context s2, respectively. For example, for the stimulus-context
pair C2, j1 = 3 and j2 = 6. Notice that an LTP update under a decision path
(i0, j1, i1, j2, i2) implies an increase of Wi0(i1, j1) and Wi1(i2, j2). Similarly, an LTD
update under the same decision path implies a decrease of all the elements in the
j1th column of Wi0 and all the elements in the j2th column of Wi1 . We will call the
first four columns of each Wi the stimulus columns and the last four columns the
context columns. From the above discussion, it is seen that the stimulus columns of
Wi, i = 2, 3, . . . are not updated by Algorithm 1, since i0 is always 1. Hence, given
the initialization, these columns maintain all elements equal to zero.
Definition 3.5. We call a state W sub-optimal, if for all inputs and all possible
values of the noise, the forward propagation (3.3) under W yields the correct response.
We say a state W is optimal, if it is sub-optimal and invariant under all possible
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LTP updates.
Lemma 3.6. For any sub-optimal state W, there is an optimal state W∗ that is
accessible from W.
Proof: An LTP update only reinforces the matrix elements in a decision path. Since
a sub-optimal state only produces the correct response for all inputs, it can be seen
that the state after an LTP update remains sub-optimal. Further, the LTP update
is monotonic with respect to the elements of all weight matrices. Hence, if we keep
sampling uniformly all possible inputs at a sub-optimal state, the LTP updates will
lead to saturation (a value equal to 1) all nonzero elements of the weight matrices,
which will result in an invariant, hence, optimal state. 
Next, we argue that an optimal state exists for all the circuits with m ≥ 2. For
m = 2 we have provided an optimal state in Equation (3.5) and we can easily extend
that construction for m > 2. It is possible that there exist multiple optimal states.
In any case, however, an optimal state is accessible from the zero state, since we can
always provide the appropriate inputs to reinforce the desired matrix elements.
We note that, based on the initialization assumptions in Algorithm 1, hidden
neuron 1 always spikes at time t = 0. This implies that the stimulus columns of W1
determine which neuron will spike after the stimulus is presented.
Corollary 3.7. If all elements in the ith column of W1 are smaller than 1, for i ≤ 4,
then all hidden neurons could spike after the ith stimulus is presented. Similarly, if
all the elements in the ith column of W1 are all equal to 1, for i ≤ 4, then all hidden
neurons could spike after the ith stimulus is presented.
This is a simple observation due to (3.3) and the noise term ωt; we omit the proof.
Lemma 3.8. The zero state is accessible from state W if for all i = 1, . . . ,m, all
elements in the stimulus columns of the matrix W1 are either all smaller 1 or all
equal to 1.
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Proof: First, by Corollary 3.7, all hidden neurons have the possibility to spike after
any stimulus is presented. Moreover, given a stimulus, all responses are possible
depending on the context. It follows that it is possible to find an adversarial input
that leads to an incorrect response.
As a result, given a weight matrix W1 with elements in the stimulus columns
smaller than 1 or all equal to 1, it is possible to find a sequence of adversarial inputs
that eventually drive to zero every nonzero element in the stimulus columns of W1.
Extending this argument, it is possible to drive to zero all remaining nonzero elements
in the weight matrices included in W. Specifically, for a context j2 and hidden
neuron 1, it is possible to find a stimulus with index j1 and associated decision path
(1, j1, 1, j2, i2) that leads to an incorrect response. We can first drive to zero the
context columns of W1 using LTD. Then, for a stimulus j1, since the last four column
of W1 are all zeros, we can pick an incorrect response i2 in the decision path of the
form (1, j1, 1, 5, i2). This will drive to zero the stimulus columns of W1. Finally, to
drive to zero any j2th column in matrix Wi, where j2 > 4 and i > 1, we can pick a
stimulus j1 that leads to an incorrect decision path of the form (1, j1, i, j2, i2). 
Lemma 3.9. Suppose W is invariant under LTD given all possible examples. If there
is a zero column in the stimulus columns of W1, then W is the zero state.
Proof: Suppose a non-zero W is invariant under LTD given all possible inputs, and,
without loss of generality, the first column of W1 is zero. This implies that all hidden
neurons, i = 1, . . . ,m, can spike after stimulus A is presented. Also, recall that
the stimulus columns of Wi, for i = 2, 3, . . ., are zero since they are not updated
by Algorithm 1. Therefore, the fact that W is not zero implies the following two
possibilities.
1. The context columns of Wi are all zero for all i. This indicates there is some
non-zero element in the context columns of W1. This is impossible since there is
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some decision path resulting in an LTD update which will decrease this non-zero
element.
2. There is some non-zero element in the context columns of Wi. Given the
invariance under LTD, the neural circuit will produce the correct response for
every input. In this case, since all hidden neurons, i = 1, . . . ,m, may spike
after stimulus A is presented, Wi should map context 1 to response X for all
i, according the rule in Figure 2·1. This also implies that each of the context
columns of Wi leads to a unique response. Consider now the input C1. No
matter which hidden neuron, say neuron k, is spiking at time t = 1, the neural
circuit will produce response X, which is not correct. Hence, according to
Algorithm 1, an LTD update will be performed and matrix Wk will be changed.
This contradicts the invariance of W. 
Corollary 3.10. Suppose a non-zero W is invariant under LTD given all possible
inputs. It is impossible to have a column in the stimulus columns of W1 whose
elements are either all smaller than 1 or all equal to 1.
By using Lemma 3.7, the proof is similar to the proof of Lemma 3.11 and is
therefore omitted.
Lemma 3.11. Suppose W is invariant under LTD given all possible examples. If W
is not sub-optimal, then W is the zero state.
Proof: By Lemma 3.9, if W is not sub-optimal or the zero state, then all stimulus
columns of W1 have all their elements being non-zero. Since W is not sub-optimal,
then there exists some decision path, say (1, 1, j1, i2, j2), which produces an incorrect
response. According to Algorithm 1, an incorrect response will lead to an LTD
update. Since W is invariant under LTD, according to Corollary 3.10 the first column
of W1 should not lead to an uncertain choice of the hidden neuron to be activated.
This implies that W1(1, j1) > 0, which is not invariant under an LTD update. This
contradicts the assumption that W is invariant under LTD. 
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Lemma 3.12. For every W ∈ W, there exists an optimal solution W∗ such that W∗
is accessible from W.
Proof: If W is sub-optimal, the result holds by Lemma 3.6. Now consider a W which
is not sub-optimal. This implies that the neural circuit model can produce an incorrect
response. Then, an LTD update is performed according to Algorithm 1. After such
an LTD update, some elements of the matrices in W are decreased. Consider the
set UW, which contains all states invariant under LTD we can reach by starting from
W and providing as many adversarial inputs as necessary (with all resulting in LTD
updates). According to Lemma 3.11, states in UW can only be sub-optimal or the
zero state. If the zero state is in UW, then it is accessible from W. Therefore, any
optimal state W∗ is accessible from W since optimal states are accessible from the
zero state. If UW contains only sub-optimal states, the result is also true since there
exist some optimal state accessible from a sub-optimal state. 
Finally, we state our proof to Theorem 3.1
Proof: Consider the Markov chain on W induced by Algorithm 1. Optimal states
are closed. By Lemma 3.12, for any state W˜, there exists some optimal state W∗
such that W∗ is accessible from W˜. By Lemma 3.4, and given the zero initial state,
Algorithm 1 converges to some optimal state. 
Remark 3.13. The convergence result can be easily extended to the case where the
environment noise ωt has elements taking values in [0, Unoise], where Unoise < 1. Fur-
ther, the result can be extended to the case where the initial state does not consist
of all-zero weight matrices. In such a case, optimal states may contain some weight
matrices with elements in (0, 1).
3.2 Simulation
In this section, we train and evaluate our neural circuit models on the context asso-
ciation task defined in Figure 2·1.
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First, we train the continuous neural circuit model for the context association
task. We use the same model configuration as in Figure 3·1, where there are five
hidden neurons, three of which are being used to store the internal state. The neural
circuit gating model uses the sequentially-encoded input. We let ε = 0.01, αLTP = 0.8,
and αLTD = 0.1. This neural circuit gating model can successfully generalize what it
learned and find the correct actions. One set of learned parameters that succeeded
in the task is shown in the equation (3.10) - (3.13).
W1 =
stimulus context hid. neur.
A B C D 1 2 3 4 1 2 3 4 5

0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
(3.10)
W2 =
stimulus context hid. neur.
A B C D 1 2 3 4 1 2 3 4 5

0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 1 0 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0 0 0
(3.11)
W3 =
stimulus context hid. neur.
A B C D 1 2 3 4 1 2 3 4 5

0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0 0 0
0 0 0 0 1 0 0 1 0 0 0 0 0
(3.12)
W4 = W5 = 0. (3.13)
Then, we analyze the neural circuit model applied to the context association task,
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with the decision rule illustrated in Figure 3·2. Suppose the input is A1. Recall that
hidden neuron 1 is activated before the first input. So the neural network structure
used at time 1 is W1. From the matrices (3.10) - (3.13), it can be seen that stimulus A
or B will activate hidden neuron 2 while stimulus C or D will activate hidden neuron
3. Thus, at time 2, if hidden neuron 2 is activated, the network uses weight matrix
W2, whereas if hidden neuron 3 is activated, the network uses weight matrix W3 in
(3.12). From the structure of W2, context 1 or 4 will activate hidden neuron 4 and
context 2 or 3 will activate hidden neuron 5. Thus, for stimulus A or B in context
1 or 4, the network generates action X, and for stimulus A or B in context 2 or 3 it
will generate action Y . If stimulus C or D is presented, then activation of neuron 3
results in the network using weight matrix W3 and the network selects the opposite
actions in response to the contexts (e.g., contexts 1 & 4 result in generation of action
Y ). The neural circuit model makes this decision hierarchically. It also utilizes the
similarities, say between context 1 and context 2, to make decisions. Thus, based on
our mechanism of gating, the trained neural circuit gating model has the capacity to
abstract the learning rules and properly select actions for previously unseen pairings
of contexts and stimuli.
Next, we consider the discrete neural circuit gating model. In our first experiment,
we let the number of hidden neurons to be m = 2 and set the stepsize to α = 0.1. We
run the learning algorithm for many iterations and after each iteration we evaluate
the accuracy of the neural circuit model over all inputs. Fig. 3·3 plots the accuracy,
measured by the fraction of correct responses to all possible inputs, while we vary the
number of iterations. We observe convergence to an optimal state. Note that 100%
accuracy does not necessarily imply we have reached an optimal state. However,
based on our results, we are guaranteed we will reach an optimal state.
We evaluate the performance of Algorithm 1 with respect to the two hyperpa-
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Figure 3·2: The hierarchical decision rule of the neural circuit model
demonstrated for the task of Figure 2·1. The blocks at the three dif-
ferent levels show the state of the hidden neurons at each time instant.
The gray block indicates the spiking of the corresponding hidden neu-
ron.
rameters: the stepsize α and the strength of the noise Unoise defined in Remark 3.13.
We set the number of hidden neurons to m = 2. To evaluate the performance with
respect to the stepsize α, we use noise terms uniformly distributed in [0, 1). For each
value of α, we run the learning algorithm 100 times and compute the average number
of iterations required to reach an optimal state. The results are shown in Fig. 3·4a.
It can be seen that there exists a stepsize value (close to 0.7) which minimizes the
average number of iterations. Having a too small, or too large stepsize, can lead to
slower convergence either due to small stepsize, or due to oscillations.
To evaluate the performance with respect to the noise strength Unoise, we fix the
number of hidden neurons to m = 2 and the stepsize to α = 0.1. For each value of
Unoise, we run the learning algorithm 100 times and compute the average number of
iterations required to reach an optimal state. Shown in the Fig. 3·4b is a plot of the
average number of iterations as a function of Unoise. Not surprisingly, the number of
iterations increases as the noise strength increases.
Finally, Figure 3·5 compares the generalization ability of the two neural circuit
models. The experiment shows only 12 context-stimuli pairs during training and
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Figure 3·3: Accuracy of the neural circuit model trained by Algo-
rithm 1.
hides 4 pairs for evaluation of the generalization ability of the learning agent. For
a fixed type of model and a fixed number of hidden neurons, 1000 experiments are
performed and the average of the performance is reported in the plot. For the con-
tinuous neural circuit model, we set αLTP = 0.8 and αLTD = 0.1 during training. For
the discretized neural circuit model, we set α = 0.2. Unlike the four reinforcement
learning models with neural networks, where increasing the complexity of the model
improves generalization ability, the neural circuit models, both continuous and dis-
cretized, have a worse performance with more hidden neurons. This is because the
models converge to the best configuration when there are only two hidden neurons.
When the number of hidden neurons increases, there is a chance that the model will
overfit to the training samples and fail to generalize. Therefore, there is some level
of decay of model performance.
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(a) Average number of iterations with respect to the stepsize α.
(b) Average number of iterations with respect to the noise strength Unoise.
Figure 3·4: Average number of iterations required to converge to an
optimal state with respect to the stepsize α and the noise strength
Unoise.
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Figure 3·5: Performance of different learning agents in the general-
ization test.
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Chapter 4
A Recommender-System Inspired Neural
Circuit Model for the Context Association
Task
Behavioral data from a range of cognitive tasks indicate that humans and animals can
learn rules based on specific examples and generalize these rules to a broader range of
different contexts (Carpenter et al., 1990; Hummel and Holyoak, 1997; Aminoff et al.,
2006; Rasmussen and Eliasmith, 2011; Badre and Frank, 2012; Miller and Cohen,
2001; Eliasmith et al., 2012; Chatham et al., 2014; Raudies and Hasselmo, 2017;
Bhandari and Badre, 2018; Santoro et al., 2018; Wallis et al., 2001). This learning of
context-dependent rules is consistent with the interaction of general roles and specific
fillers in symbolic processing, in which a rule learned with specific instances of stimuli
and contexts can be generalized to apply to previously unseen combinations of stimuli
and contexts (Hummel and Holyoak, 1997; Badre and Frank, 2012; Chatham et al.,
2014; Hasselmo and Stern, 2018). This process enables agents to generalize well from
previous experiences and interpret previously unseen sensory input according to a
learned context-dependent set of rules. For example, humans learn that a red light
means to stop when driving, and can generalize this rule to multiple locations, but
they also learn more complex, location-dependent rules such as the fact that one can
turn right after stopping at a red light, except in certain cities and countries.
Experimental data from the rodent hippocampus addresses potential neurophysi-
ological changes associated with context-dependent learning and generalization. Data
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shows that neural responses increase in selectivity dependent upon context in a behav-
ioral task that provides reward for different stimulus items in different contexts (Ko-
morowski et al., 2009; Komorowski et al., 2013). In this task, the rat is in one of two
visually distinct environments, which define the context for the rat. Each of the two
environments has two stimulus pots, with distinct features such as filling material.
The stimulus pots can appear in different locations, but only one contains reward
dependent upon context. Neurophysiological recordings show that hippocampal neu-
rons develop specificity toward specific pairings of a stimulus item in a specific context
during learning (Komorowski et al., 2009). In addition, data from the hippocampus
shows the replay of memory representations during sharp-wave ripple events during
quiet waking and sleep which can occur in forward or backward order (Lee and Wilson,
2002; Diba and Buzsa´ki, 2007; Karlsson and Frank, 2009; Carr et al., 2011). These
replay events provide an opportunity for the development of rule representations for
generalization. In this light, our work can be seen as modeling the effect of hip-
pocampal circuit mechanisms involving repeated interleaved reactivation of learning
examples in different sequential orders referred to here as primal (stimulus followed
by context) and dual (context followed by stimulus). This interleaved reactivation
could generate the context-item selectivity seen experimentally in this task, which
could then generalize to the selectivity for different contexts. The replay could alter
context-item selectivity by updating gating mechanisms in the hippocampus in which
entorhinal input to region CA1 gates the influence of synaptic input from region CA3
to region CA1 as shown in previous models (Hasselmo and Eichenbaum, 2005; Katz
et al., 2007).
Understanding how humans learn to make flexible decisions has motivated consid-
erable research on biologically plausible neural circuit models in the brain (Hasselmo,
2005; Eliasmith et al., 2012; O’Reilly, 1998; O’Reilly et al., 2016; Melrose et al.,
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2007; Badre et al., 2010; Badre and Frank, 2012; Chatham et al., 2014; Bhandari
and Badre, 2018; Hasselmo and Stern, 2018; Chang et al., 2017; Zhu et al., 2018).
This work includes models of cognitive function in cortical circuits based on theo-
retical frameworks such as the Semantic Pointer architecture (Eliasmith et al., 2012)
and the LEABRA cognitive architecture (O’Reilly, 1998; O’Reilly et al., 2016). In
particular, many models include mechanisms for gating the spread of neural activity
between regions to recruit different neural circuits for flexible application of different
context-dependent rules (Miller and Cohen, 2001; Hasselmo, 2005; Eliasmith et al.,
2012; O’Reilly, 1998; O’Reilly et al., 2016; Badre et al., 2010; Badre and Frank, 2012;
Chatham et al., 2014; Bhandari and Badre, 2018; Hasselmo and Stern, 2018; Chang
et al., 2017; Zhu et al., 2018). On a circuit level, this could involve the role of gating
neurons that regulate the response of other neurons to synaptic input due to the mul-
tiplicative interaction of adjacent synapses on the dendritic tree (Mel, 1993; Poirazi
et al., 2003), or circuit level multiplicative interactions (Nezis and Van Rossum, 2011;
Sherfey et al., 2018) that can be mediated by populations of neurons (Eliasmith and
Anderson, 2004), or oscillatory dynamics of cortical circuits (Buschman et al., 2012;
Lundqvist et al., 2018b; Lundqvist et al., 2018a; Sherfey et al., 2018).
In this chapter, we consider a neural circuit model inspired by recommender sys-
tems for the context association task. Although the discrete neural circuit gating
model presented in Chapter 3 is guaranteed to converge to an optimal configuration
when all the examples are presented, it does not have a perfect generalization per-
formance when the number of hidden neurons increases. This means that if some
examples are hidden during training, the neural circuit model may fail to generalize
from what it has learned. In this chapter, an alternative neural circuit is proposed
inspired by the collaborative filtering approach, a common technique used in recom-
mender systems (Murphy, 2012). Although it is not possible to theoretically establish
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that this type of circuit will generalize perfectly, it has an almost perfect generaliza-
tion performance in simulations.
Our computational model significantly outperforms earlier models because it has
the ability, through low-rank matrix factorization, to discover the proper amount of
internal memory needed for the task and use additional available memory for redun-
dancy. We analyze results from human subject behavioral experiments which validate
the key observation of a low-rank synaptic connection structure linking stimuli to be-
havioral responses.
4.1 A Recommender-System Inspired Neural Circuit Model
4.1.1 Response Matrix Factorization
We first define the response matrix of the task, whose columns correspond to stimuli
and rows to contexts. The elements of the matrix represent the likelihood of the
response being Y for the corresponding stimulus-context pair. The likelihood starts
with a value between 0 and 1 and can change in a graded manner during learning.
The correct response matrix for the task of Fig. 5·1 is shown below:
R =
A B C D

1 0 0 1 1
2 1 1 0 0
3 1 1 0 0
4 0 0 1 1
. (4.1)
Notice that R can be factorized as the product of two low-rank matrices M =
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(Mi,j) ∈ R2×4 and G = (Gi,j) ∈ R2×4:
R =
t1 t2

1 0 1
2 1 0
3 1 0
4 0 1
·
A B C D[ ]
t1 1 1 0 0
t2 0 0 1 1
= G>M, (4.2)
where superscript > denotes transpose and t1 and t2 can be interpreted as two types
of association (as in the task).
Let us encode each of the four stimuli A, B, C, and D, by a vector s equal to one of
the four unit vectors in R4, respectively (e.g., B is encoded by (0, 1, 0, 0)). This vector
represents activity across a population of neurons representing the input stimuli, but
the model uses only simple connectionist threshold units and does not include the
intrinsic dynamics of real neurons. Similarly, each of the contexts 1, 2, 3, and 4, are
encoded by one vector c equal to one of the four unit vectors in R4, respectively.
Then, the correct response can be computed from R as c>Rs = (Gc)>Ms and is 1
for Y and 0 for X.
To find the low-rank factorization of R, one can refer to the collaborative fil-
ter algorithm in recommender systems (Murphy, 2012). As we will see, the low-rank
property of the solution leads to a more explainable solution and better generalization
ability. To provide some intuition through an example, the recommender system can
start with a general matrix mapping a set of movies to a set of individual viewer pref-
erences, and then factorize this general matrix into two separate low-rank matrices.
One of these low-rank matrices maps individual viewers to preferred movie categories,
while the other low-rank matrix allows mapping of individual movies to movie cat-
egories and can thus provide a prediction of viewer preferences. In our application,
the low-rank matrix factorization allows each context to be associated with a specific
set of weights representing a rule which then allows each stimulus to be mapped to
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a response. Similar to the prediction of viewer preferences based on mapping movies
to previously learned movie categories, the correct response to a stimulus can be
learned by mapping the context of that stimulus to a specific context rule, and then
the mapping can be generalized to other stimuli from that same context. In the work
presented here, matrix factorization similar to the recommender system factorization
is obtained by interleaved training of different orders of presentation, proposed to
result from replay of neural representations in the hippocampus as described next.
Primal Circuit and Primal Only Training Technique
Next, we consider a neural circuit model that updates appropriate matrix weights in
a specific order of stimulus and context. In this case, we consider a decision-making
rule to involve a sequence in which the stimulus is considered first, and then followed
by the context. This is referred to as a primal only update, in contrast to a later
condition where two different orderings of stimulus and context are used, which is
referred to as the primal-dual update. The forward propagation rule of the neural
circuit is defined as follows:
mi =
4∑
j=1
Mijsj + µσi, i = 1, . . . , p, (4.3)
where m is the activation of the postsynaptic neuron, p is the number of hidden
neurons, M is the weight matrix of this component of the circuit (from stimulus
to postsynaptic neuron), s is the stimulus input, and the environmental noise, σ, is
uniform in [0, 1] with a noise gain 0 < µ < 1. After this update, the neuron with the
highest activation mi spikes. Denote this neuron by k = arg maximi. The spiking
of the neuron acts as a gate for the next component of a matrix G of the neural
circuit model, whose update rule is rˆ =
∑4
j=1Gkjcj, where r is the activation of the
postsynaptic neuron, G is the weight matrix of this component of the circuit, and c
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is the context input. The activation of output r indicates the probability of selecting
the response action. Action X is selected if rˆ < 0.5, otherwise action Y is selected.
A diagram of this kind of forward propagation rule is shown in Figure 4·1a. In this
dissertation, this neural circuit is called the primal model.
A Hebbian learning rule is applied to the neural circuit model for obtaining the
best weight matrices M and G after observing some training examples. The Heb-
bian learning rule is applied after each individual instance, which includes sequential
presentation of a stimulus input s, a context input c and the correct response r. The
update of the weights in M and G is performed as follows. Suppose the gating neuron
k is activated after applying (4.3). Let is = arg maxj=1,...,4 sj be the index of the input
stimulus and ic = arg maxj=1,...,4 cj the input context index. If the final response is
correct, then the following learning rule is applied, analogous to Hebbian Long-Term
Potentiation (LTP):
Mk,is = Mk,is + α, Gk,ic = Gk,ic + α, (4.4)
where α ∈ (0, 1) is a learning rate. Otherwise, we perform an update analogous to
Long-Term Depression (LTD):
Mk,is = Mk,is − α, Gk,ic = Gk,ic − α. (4.5)
Finally, we project the elements of M and G onto [0, 1], i.e., any element larger than
1 is set to 1 and any element smaller than 0 is set to 0; the matrix elements with
value greater than 0 and smaller than 1 are not modified.
The above algorithm can be viewed as a process of either LTD or LTP modulated
by the error signal, based on whether the output response r on a given trial is correct
or not. These effects could correspond to neuromodulation of the mechanisms of LTD
or LTP (Blitzer et al., 1990; Bro¨cher et al., 1992; Hasselmo et al., 1995; Adams et al.,
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(a) Neural circuit model of the stimulus input first.
(b) Neural circuit model of the context input first.
Figure 4·1: Performances of the neural circuit models with two dif-
ferent update rules.
2004).
This update rule has the following convergent guarantee, which is a simple exten-
sion of Theorem 3.1.
Corollary 4.1. The neural circuit model converges to an optimal state under the
primal-only update if each input (stimulus-context pair) is sampled uniformly, noise
is independent over time, and all examples are provided during training.
Primal-Dual Circuit and Primal-Dual Training Technique
Next we consider a symmetrical way of computing the response. This could be con-
sidered to arise from an alternate order of replay of events in the hippocampus, with
context input occurring before stimulus input. Specifically, the response can be writ-
ten as r = (Gc)>Ms = (Ms)>(Gc), which suggests the following circuit we call dual.
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In the dual circuit, we will use G˜ and M˜ to denote the weight matrices. The context
is processed first to determine activation levels of gating units, by computing G˜c.
The update is:
g˜i =
4∑
j=1
G˜ijcj + µσi, (4.6)
where g˜i represents the activation level of a gating neuron. The gating neuron
l = arg maxi g˜i with the highest activation potential spikes, gating the neural cir-
cuit corresponding to M˜, which gates the stimulus input and produces the response
rˆ =
∑4
j=1 M˜ljsj, interpreted as the probability of selecting Y (see the diagram in
Fig. 4·1b).
To simultaneously learn the elements of G,M in the primal circuit and G˜, M˜ in
the dual circuit (all initialized with elements in [0, 1]), we can use Hebbian updates
analogous to (4.4) and (4.5). In the following, we combine the primal and dual circuit
computations in what we call a Hebbian primal-dual learning. Each stimulus-context
pair (s, c), with corresponding indices is, ic (defined earlier) and correct response r, is
first processed by the primal circuit (cf. (4.3)). Using k as the index of the activated
gating neuron, we update:
Gk,ic = Gk,ic + αsgn(r −Gk,ic), (4.7)
where sgn(x) is the sign of x. The input is also processed using the dual circuit
(cf. (4.6)) which activates gating neuron l. We update:
M˜l,is = M˜l,is + αsgn(r − M˜l,is). (4.8)
In both (4.7) and (4.8), the argument of the sgn function is r−rˆ, the difference between
the correct and predicted response. After each primal-dual ((4.7)-(4.8)) update, we
project the elements in M˜ and G onto [0, 1]. The algorithm keeps performing one
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primal and one dual update for each input presented. After K inputs processed, the
primal and dual weights are synchronized:
M = M˜, G˜ = G. (4.9)
We call K the synchronization period of the update.
Similar to the primal model presented above, the following convergence guarantee
holds for the primal-dual update for K = 1.
Theorem 4.2. The neural circuit model converges to an optimal state under the
primal-dual update with K = 1 if each input (stimulus-context pair) is sampled uni-
formly, noise is independent over time, and all examples are provided during training.
The proof of Theorem 4.2 is shown in next subsection.
4.1.2 Convergence Guarantee for the Primal-Dual Update
We restate the primal-dual learning algorithm for the neural circuit model with a
synchronization period K = 1.
Algorithm 2 Primal-dual learning algorithm for the neural circuit model.
Initialization: Initialize matrices M and G with all elements being set to zero.
repeat
Sample a stimulus-context pair (s, c) and its corresponding action r. The index
indicating the non-zero element of s is is and the corresponding index for c is ic.
Update G:
Let mi =
∑4
j=1Mijsj + µσ.
k = arg maximi (Ties broken arbitrarily).
Update matrix G using the rule Gk,ic = Gk,ic + αsgn(r −Gk,ic).
Project elements of G onto [0, 1].
Update M:
Let gi =
∑4
j=1Gijcj + µσ.
l = arg maxi gi (Ties broken arbitrarily).
Update matrix M using the rule Ml,is = Ml,is + αsgn(r −Ml,is).
Project elements of M onto [0, 1].
until Some convergence criterion on G and M is satisfied.
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In this algorithm, µ is the noise gain; σ is a noise term uniformly distributed in
[0, 1); and α is the learning rare (or step-size). For simplicity of the analysis, we
assume µ = 1.
Then, We model the primal-dual learning process of the neural circuit model using
a Markov chain. Denote by X = {M,G} the pair of matrices associated with the
neural circuit model. According to Algorithm 2, both M and G are initialized so that
all elements are zero. Denote by X the set of all possible weight matrices generated
during the course of Algorithm 2. We consider a Markov chain with states Xt, where
t is the iteration count, and state space X . Note that the state space is finite since
each element of a weight matrix can only takes values in {0, α, 2α, . . . , b 1
α
cα, 1, 1−
α, . . . 1−b 1
α
cα}, as a result of the updates in Algorithm 2. Furthermore, the Markov
chain we have defined is homogeneous due to Assumption 3.2.
To fully define a Markov chain, we need to define transitions from state to state.
We define an update path (i, k, j, l) for a stimulus-context pair with stimulus indexed
by i and context indexed by j, provided during training, where k and l are the neurons
activated during the updating of G and M (cf. Algorithm 2). Such a path corresponds
to updates of matrix elements Gk,j and Ml,i which take place if the corresponding
values change, i.e., when Gk,j < 1 (resp., Ml,i < 1) and the increment is positive or
Gk,j > 0 (resp., Ml,i > 0) and the increment is negative. If at least one of these two
values changes, the Markov chain transitions into a new state.
Definition 4.3. A state X is called optimal, if its matrices M and G are invariant
under all updates of Algorithm 2 in response to all stimulus-context pairs.
Definition 4.4. A vector x is called binary if and only if its elements are either zero
or one. A matrix is called binary if all of its columns are binary. A state X = {M,G}
is called binary if its matrices M and G are binary.
We split the stimuli in two groups: Group-α consists of stimuli A and B and
Group-β consists stimuli C and D. Similarly, we group contexts 2 and 3 into Group-I
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and contexts 1 and 4 into Group-II. Given a stimulus, we call a positive example the
stimulus-context pair that contains this stimulus and is associated with action Y.
Similarly, we call a negative example a stimulus-context pair that is associated with
action X.
Lemma 4.5. For each state X, there exists a binary state X0 that is accessible from
X.
Proof: Without loss of generality, suppose M in X = {M,G} is not binary and
0 < Ml,i < 1 for some l, i. Then, we will argue that there exists a sequence of update
paths that update M to some matrix M˜ with M˜l,i = 1. To that end, we first find a
context j so that (i, j) is a positive example. Then (i, l, j, l) is a valid update path.
(After updating G, then Gl,j > 0 and neuron l has a positive probability of being
activated in the update steps for M.) Repeating this update path enough times, we
end up with a new state where Ml,i = 1 and Gl,j = 1.
If now some elements in G are in (0, 1), a similar procedure can be used to saturate
these elements. Without loss of generality, assume 0 < Gk,j < 1 for some k, j. First,
we find a stimulus i so that (i, j) is a positive example. We use a valid update
path (i, l, j, k), for some l, enough times to yield Mk,i > 0. This condition renders
(i, k, j, k) a valid update path, which we keep using until we saturate Mk,i and Gk,j.
The procedure we described can increase the value of Gl,j which can then be saturated
using the exact same approach.
We can keep applying this procedure for every non-binary element of M and G,
until all elements become binary. 
The following lemma is a simple corollary of Lemma 4.5.
Corollary 4.6. An optimal state X has associated matrices M and G with elements
either 0 or 1.
Proof: Suppose there are non-binary elements in either of the matrices M and G.
According to Lemma 4.5, there exists some context-stimulus pair that changes the
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corresponding elements. Therefore, the state is not invariant, which establishes a
contradiction. 
We have thus established that the set of binary states is accessible from all states
and the closed states are binary. Next, we will analyze properties of the binary states.
Definition 4.7. We say that a state X = {M,G} has a conflict at row k, if there
exists a negative example with stimulus index i and context index j such that Mk,i =
Gk,j = 1. We say that a state is a conflict state if there exists a row k with a conflict.
Definition 4.8. We say a vector is deterministic, if it contains either zero or one,
and it is neither a zero vector nor a vector consisting of all ones. We say a matrix
is deterministic, if all of its columns are deterministic vectors. We say a state X is
deterministic, if the corresponding matrices M and G are deterministic.
It clear so far that a state is optimal if it has no conflicts and is deterministic.
We need, however, to show that if a state X is not optimal, then there exists some
non-conflict state that is accessible from X. To that end, we need the following
definition.
Definition 4.9. For a non-conflict state X = {M,G} and for a row index k:
• we say that row k is in Group-1, if there exists a stimulus i in Group-α such
that Mk,i = 1 and there exists a context j in Group-I such that Gk,j = 1;
• we say that row k is in Group-2, if there exists a stimulus i in Group-β such
that Mk,i = 1 and there exists a context j in Group-II such that Gk,j = 1;
• we say row k is a zero row, if the kth row of M and G consists of all zeros.
Lemma 4.10. For a given conflict binary state X, there exists a non-conflict binary
state X0 such X0 is accessible from X.
Proof: We will show that if there are conflicts in M or G, there exists a sequence of
examples that eliminates these conflicts.
Suppose, without loss of generality, that X = {M,G} has a conflict at row 1.
Also suppose that we would like to transform this row so that it becomes a row in
60
Group 1. Since the row has a conflict, there should exist a negative example (i, j) so
that M1,i = G1,j = 1. We distinguish two cases.
Case 1. Stimulus i is in Group-α and context j is in Group-II. Then we can find
a context j˜ that is in Group-I. Notice that (i, j˜) is a positive example. Furthermore,
(i, 1, j˜, 1) is a valid update path. After repeating this update path enough times,
G1,j˜ = 1. Since (i, 1, j, 1) and (i, 1, j˜, 1) are valid update paths, one can repeat those
two paths alternatively for a sufficient number of times. That will bring G1,j to zero
(nullify) while keeping M1,i = 1. Similarly, one can nullify all j’s in Group-II such
that G1,j = 1. Using a similar approach, one can nullify all Group-β stimuli to arrive
at a non-conflict row in Group 1.
Case 2. Stimulus i is in Group-β and context j is in Group-I. We can now find
a stimulus i˜ in Group-α and we seek to satisfy M1,˜i = 1. There are two possibilities.
If there exist some element k such that Mk,˜i = 1, then (˜i, k, j, 1) is a valid path. One
can saturate Gk,j and M1,˜i by repeating this update path a sufficient number of times.
The other possibility is there does not exist an element k such that Mk,˜i = 1. In this
case, (˜i, 1, j, 1) is a valid path, which can be used for saturating M1,˜i. After making
M1,˜i = 1, we can just use the construction of Case 1 to eliminate the conflict.
Note in Case 2, it is possible to saturate Gk,j, which may not be in row 1. However,
if row k has no conflict, saturating this element will not generate a new conflict. 
For a non-conflict state, a row can not be in both Group-1 and Group-2. Also, for
a row k to be a zero row, it can not be in either Group-1 or Group-2. The following
corollary can be readily obtained by using the proof of Lemmata 4.5 and 4.10.
Corollary 4.11. Consider a binary state X = {M,G}. If a row k in X is not
zero, there exists a state X′ with row k containing no conflicts that belongs to either
Group-1 or Group-2.
Lemma 4.12. For a binary state X = {M,G} with no conflicts, these exists some
optimal state that is accessible from X.
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Proof: First, we can use Corollary 4.11 to transform a binary and non-conflict state
X to a state where every row is either zero, in Group-1 or Group-2. We can distinguish
four possibilities for the state X.
1. X is the zero state (i.e., all elements of M,G are zero).
2. Some of the rows of X belong to Group-1 (or Group-2), and the remaining ones
are zero rows.
3. All of the rows of X belong to Group-1 (or Group-2).
4. Some of the rows belong to Group-1, some of the rows belong to Group-2, and
some of the rows may be zero rows.
For Case 1, it can be seen that a state in Case 2 is accessible from the zero state
since one can saturate some elements in M and G and reach a non-conflict state in
Case 2.
Consider now a state X in Case 3. We would like to show that there exists a state
X˜ in Case 4 that is accessible from X. Without loss of generality, suppose that all
rows in X belong to Group 1. We will generate a conflict in row 1. To that end, we
consider a stimulus i in Group-β and a context j in Group-II. Since all the rows in
X belong to Group 1, (i, 1, j, 1) is a valid update path. Specifically, the column of
M corresponding to stimulus i has no ones and the same is true for the column of G
corresponding to context j, which implies that in response to input (i, j), k = l = 1 is
possible. Using this path a sufficient number of times, we can saturate M1,i and G1,j.
This creates a conflict; we can then use the technique shown in the proof to Lemma
4.10 to eliminate the conflict and make row 1 be in Group-2.
Next we consider a state X in Case 2. We will establish that there exists a state Xˆ
in Case 4 that is accessible from X. Without loss of generality, suppose there exists
a Group-1 row in X and the first row is a zero row. Then, using the same reasoning
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as in the paragraph above, (3, 1, 1, 1) is a valid update path. We can saturate M1,3
and G1,1 by following this path a sufficient number of times. The resulting state is
non-conflict and it is a state in Case 4.
Finally, we will show that for a state X in Case 4, there exists a non-conflict and
deterministic state Xˇ that is accessible from X. If X is deterministic, then there is
nothing to do. Otherwise, we aim to saturate some elements in M and G so that
the resulting state is optimal. Without loss of generality, suppose the ith columns of
M is nondeterministic and stimulus i belongs to Group-α. Since there exist Group-1
and Group-2 rows in the state X, we assume row k is of Group-1. Recall that context
2 is of Group-I. Then, (i, k, 2, k) is a valid path. By repeating this path a sufficient
number of times, and we can saturate Mk,i and Gk,2. In the resulting state, row k
has no conflicts and is in Group-1. Similarly, we can repeat this procedure for every
nondeterministic column of M and G, and arrive at a optimal state, i.e., non-conflict
and deterministic. 
Finally, we prove the Theorem 4.2 in Chapter 3.
Proof: According to Lemma 3.4, it suffices to show that for every state X in the
Markov chain there exists an optimal state which is accessible from it. For an arbitrary
state X, according to Lemma 4.5 there exists a binary state X˜ which is accessible
from X. Then according to Lemma 4.10, there exists a non-conflict binary state Xˆ
that is accessible from X˜. Finally, according to Lemma 4.12, there exists an optimal
state Xˇ that is accessible from Xˆ. Therefore, the optimal state Xˇ is accessible from
X, which completes the proof. 
4.2 Simulation Results
We use the following simulation to evaluate the performance of the proposed models.
In a first simple example we consider the context association task shown in Fig. 2·1,
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and set the number of the gating neurons to p = 2 and the synchronization period
K = 1. The accuracy of the neural circuit models, measured by the number of
stimulus-context pairs correctly processed in testing, is shown in Fig. 4·2 as a function
of the number of learning iterations. The accuracy increases during the training
process and converges to 16 accurately identified pairings.
We next investigate the capacity of the neural circuits to generalize to stimulus-
context pairs not seen during training. We fix the learning rate to α = 0.2, the noise
gain to µ = 0.99, and vary the number of hidden neurons p. The neural circuit models
are initialized with the value 0.5 in all elements of the two matrices M and G, and
are trained until convergence. For each instance m, we perform 1000 trials and report
the average accuracy (normalized to 1) of the model for all the stimulus-context pairs,
including the hidden ones (which were not used for training). For the behavioral task
shown in Fig. 5·1, the underlined inputs are hidden during training. For this task, the
generalization results are shown in Fig. 4·3. In light of Theorem 4.2, which requires
that all inputs are used during training, it is interesting that primal-dual learning
yields 100% accuracy. Apparently, even though it is possible for the neural circuit to
converge to a non-optimal state, the corresponding probability is very low. On the
other hand, primal-only learning does not lead to good generalization except when
there are only two gating units (the minimum required for the task).
To better understand why increasing the number of hidden neurons does not
impact performance for primal-dual learning, we run the algorithm for p = 6 and
K = 1. The algorithm converges to the following matrices:
M =

1 1 0 0
1 1 0 0
0 0 1 1
1 1 0 0
0 0 1 1
0 0 1 1
 , G =

0 1 1 0
0 1 1 0
1 0 0 1
0 1 1 0
1 0 0 1
1 0 0 1
 , (4.10)
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where rows 1, 2, and 4 are identical and correspond to Group 1 (cf. Fig. 4·1a) and
rows 3, 5, and 6 correspond to Group 2. It is evident that primal-dual learning
enforces a low-rank property and simply replicates the appropriate entries when the
number of hidden neurons exceeds the minimum necessary.
To explore the convergence properties of the two types of Hebbian learning rules
with respect to the hyperparameters, we trained our neural circuit models with dif-
ferent hyperparameters. Under each hyperparameter, we run the simulation for 1000
trials and report the average convergence time of the model. The convergence time
is defined as the number of learning iterations before the neural circuit reaches the
state that produces all correct actions on all training input pairs.
We considered the task of Fig. 2·1 and first evaluated the effect of the learning
rate α. We fixed the noise level to µ = 0.99 and the number of hidden neurons to
p = 2. We also varied the synchronization period K (abbreviated as SP in Fig. 4·4a)
in the primal-dual learning. The results are shown in Figs. 4·4a and 4·4b. For both
types of learning, there is an optimal learning rate (not too small and not too large)
minimizing convergence time. The convergence time also increases with K. Finally,
we observed that primal-dual training requires a much smaller amount of time to
converge compared with with primal-only training.
Then, we explored the dependence on the noise gain µ. We set α = 0.2 and p = 2
during training. Figs. 4·5a and 4·5b depict average convergence time as a function
of noise gain. When the noise gain is high, the neural circuit models can be easily
misled by noise and oscillate near the optimal states. But when the noise level is
low, it is possible for a neural circuit to too strongly trust what it has learned and
become “stuck” in a local minimum. (Notice that convergence time can increase as µ
approaches zero for both learning modes.) Again a huge difference in the convergence
times is shown for primal-dual versus primal-only training.
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Figure 4·2: Accuracy of a primal-dual neural circuit.
Figure 4·3: Comparison of generalized task (normalized to 1). The
primal-dual model (top, square symbols) shows perfect generalization
accuracy for the context-association task with 4 contexts as shown in
Fig. 2·1.
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(a) (b)
Figure 4·4: Average convergence time as a function of learning rate
for primal-dual training (A) and primal-only training (B).
(a) (b)
Figure 4·5: Average convergence time as a function of noise gain for
primal-dual training (A) and primal-only training (B).
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Finally, we evaluate the convergence speed with respect to the number of hidden
neurons. We set α = 0.2 and µ = 0.99 during training. The results are shown
in Fig. 4·6a and 4·6b. When the number of hidden neurons increases, the model
complexity increases. Therefore, it takes more time for the neural circuits to converge.
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(a) (b)
Figure 4·6: Average convergence time as a function of the number of
hidden neurons for primal-dual training (A) and primal-only training
(B).
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Chapter 5
A Recommender-System Inspired Neural
Circuit Model for Context Association
Task with EZ Rule
In Chapter 5, we consider the context association task introduced in (Raudies et al.,
2014) and depicted in Figure 2·1 and with only two responses. In the recent ex-
perimental study shown (Chang et al., 2017), another variant of context association
task with three responses is used, where more types of stimuli have been considered
and consists of three types of responses. Furthermore, (Hasselmo and Stern, 2018)
studied this task and proposed a neural circuit model for the task. In this chapter,
we consider extending the neural circuit model defined in Chapter 2 for the context
association task with more stimuli and multiple responses.
5.1 Context Association Task with EZ Rule
Here we model a behavioral task that requires learning of rules guiding the associa-
tion of specific sets of stimuli with the behavioral responses under different location
contexts (Chang et al., 2017; Hasselmo and Stern, 2018). The association rule is
summarized in Figure 5·1 and we call it the context association task with EZ rule in
this dissertation. There are four location contexts 1, 2, 3, and 4 in the behavioral
task, represented by different quadrants on a computer monitor screen. Under dif-
ferent contexts, five stimuli, A, B, C, D, and E are associated with three responses
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X, Y, and Z in different ways. Context 1 and Context 4 share the same association
rule while Context 2 and Context 3 share a different association rule, as shown in
Figure 5·1. Compared with the context association task discussed in Chapters 2, 3,
and 4, stimulus E is added and there are three responses. In this chapter, we aim at
investigating in this task and how a neural circuit model can be constructed to learn
the rules E for context association.
Figure 5·1: The association rules for the context association task with
four contexts.
We define the stimulus input s and the context input c as a unit vector shown in
Table 5.1.
Table 5.1: The encoding of different stimuli and contexts in the con-
text association task.
Stimuli and contexts Encoding
Stimulus
A (1, 0, 0, 0, 0)
B (0, 1, 0, 0, 0)
C (0, 0, 1, 0, 0)
D (0, 0, 0, 1, 0)
E (0, 0, 0, 0, 1)
Context
1 (1, 0, 0, 0)
2 (0, 1, 0, 0)
3 (0, 0, 1, 0)
4 (0, 0, 0, 1)
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5.2 A Recommender System Inspired Neural Circuit Model
with Multiple responses
In Chapter 4, we considered a neural circuit model inspired by recommender system.
Despite the excellent performance in generalization ability, the output of the model
is binary. However, the context association task considered in this chapter has three
valid responses X, Y, and Z. Therefore, we need to redesign the model so that it
extends to this situation.
5.2.1 Model
Since there are three responses in the context association task with EZ rule, the neural
circuit models developed in Chapter 4 is not appropriate to perform this task since
its output has to be binary. However, inspired by the one-vs-all classification method
(Murphy, 2012), we proposed the following model to overcome this problem.
The neural circuit model consists of 3 submodules, each of which corresponds to
a response X, Y, or Z. For the kth submodule, there are two matrices Mk ∈ Rn×5
and Gk ∈ Rn×4 in this submodule, where n is the number of hidden neurons in it.
Each submodule is used to produce a score rk for predicting the response that the
submodule corresponds to should be activated. And the decision-making procedure
of the model is detailed as follows.
When a pair of stimulus s and context c is presented, then there are two types of
update rules similar to the neural circuit model in Chapter 4.
• Primal Model and Primal Update: In this case, the stimuli input s is first
provided and then followed by the context input c. First, let
mki =
5∑
j=1
Mkijsj + µσ
k
i , (5.1)
where m is the activation of the postsynaptic neuron, Mk is the weight matrix
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of the kth neural circuit submodule (from stimulus to postsynaptic neuron), s
is the stimulus input, and the σki is environmental noise, which is uniform in
[0, 1] and a noise gain 0 < µ < 1.
After the update, the neuron with the highest activation in mk spikes. We
denote this neuron by lk = arg maxim
k
i . The spiking of the neuron acts as
a gate for the next component matrix Gk of the neural circuit model, whose
update rule is
rk =
4∑
j=1
Gkljcj, (5.2)
where r is the activation of the postsynaptic neuron, Gk is the weight matrix
of this component of the submodule, and c is the context input.
• Dual Model and Dual Update: In this case, the context input c is first
provided and then followed by the stimulus input s. First,
gki =
4∑
j=1
Gkijcj + µσ
k
i . (5.3)
Then neuron pk = arg maxi g
k
i spikes. The spiking of this neuron acts as a gate
for the next component matrix Mk of the neural circuit model, whose update
rule is
rk =
5∑
j=1
Mkpjsj (5.4)
We assume in the above forward updating procedure, either the primal update or
the dual updates is performed. The maximum response of all submodules is considered
as the selected output. Specifically, q = arg maxk r
k, and action X is selected if q = 1,
action Y is selected if q = 2 and action Z is selected if q = 3.
The operations of the neural circuit model is summarized in Algorithm 3.
Next, we consider a Hebbian learning algorithm for the entire learning process.
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Algorithm 3 Decision-making based on the neural circuit model.
Parameters: Mk and Gk, k = 1, 2, 3.
Inputs: stimulus input s and context input c.
for k = 1 to 3 do
Perform primal update:
Let mki =
∑5
j=1M
k
ijsj + µσ
k
i
Choose lk = arg maxim
k
i (Ties in comparison are broken arbitrarily)
Let rkp =
∑4
j=1G
k
lkj
cj
Perform dual update:
Let gki =
∑4
j=1G
k
ijcj + µσ
k
i
Choose pk = arg maxi g
k
i (Ties in comparison are broken arbitrarily)
Let rkd =
∑5
j=1M
k
pjsj
Random select rk = rkp or r
k = rkd
end for
Choose q = arg maxk r
k (Ties in comparison are broken arbitrarily)
Selected action X if q = 1; select action Y if q = 2; and select action Z if q = 3.
For simplicity, this chapter assumes the synchronization period defined in Chapter 4
to be 1 for all the subsequent analysis. Similar to our previous primal-dual learning
algorithm for the neural circuit, we consider the learning algorithm as follows.
Unlike the neural circuit model in Chapter 4, there are some differences in the
above model. The first one is we perform normalization after each update. We found
that without normalization, the model fails to converge to the optimal solution. This
is because the newly introduced context E will prevent the neural circuit model from
converging in the submodule of X and Y. Also, the normalization is not included in
the previous model, because it will make proving Theorem 4.2 impossible using the
same framework. Also, the number of parameters in the models is tripled compared
with the previous model, which makes it harder to control overfitting.
5.3 Simulation and Results
In this section, we present the simulation results for the proposed neural circuit model
for the context association task with EZ rule. First, we aim at illustrating the model
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Algorithm 4 Primal dual learning algorithm for the neural circuit model.
Initialization: Initialize matrices M and G.
repeat
Sample a stimulus-context pair (s, c) and its corresponding action r. The index
for s is is and the index for c is ic
Perform the forward update algorithm described in Algorithm 3
Update Gq
Perform LTP or LTD update. Let Gqlq ,ic = G
q
lq ,ic
+ αsign(rq −Gqlq ,ic)
Project Gqlq ,ic onto [0, 1]
Perform normalization. Gqj,ic = G
q
j,ic
/
∑
j G
q
j,ic
Update Mq
Perform LTP or LTD update. Let Mqpq ,is = M
q
pq ,is
+ αsign(rq −Mqpq ,is)
Project Mqpq ,is onto [0, 1]
Perform normalization. Mqj,is = M
q
j,is
/
∑
j M
q
j,is
until Some convergence criterion on G and M is satisfied.
performance when all the stimulus-context pairs are provided. We set α = 0.2,
µ = 0.9, and the number of hidden neurons n = 3 and run the experiments with a
maximum iteration 100,000. We observed that 931 out of 1000 trials converged to the
optimal solution. Some models failed to converge on time. We believe those models
are trapped in some suboptimal configuration far from an optimal solution and hard
to escape from. Also, we plot the accuracy of one of the models during training in
Figure 5·2.
Next, we consider the model performance under different numbers of hidden neu-
rons n. As shown in Chapters 2. 3, and 4, the number of hidden neurons plays a very
important role in controlling overfitting of the model. For the context association
task with the EZ rule, we again set α = 0.2, µ = 0.9, and vary the number of hidden
neurons to see the model performances. We run the training for 30,000 iterations and
we perform 100 trials for every setting of the number of hidden neurons. We use the
average accuracy of the final model as an evaluation metric, as well as the percentage
of trials that successfully converged to the optimal configuration. Shown in Figure 5·3
is the result. Unlike the neural circuit models in Chapter 2 and 3, the performance
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Figure 5·2: Accuracy of the model during training
of this model is quite stable when the number of hidden neurons changes.
Finally, we consider the performance of the model when we vary the learning rate
α and the noise level µ. We fix the number of hidden neurons to 3 and use the
same way to run and evaluate the model mentioned above. We set α = 0.2 when we
vary the noise level µ while we set µ = 0.9 when varying the learning rate α. The
results are shown in Figure 5·4. The results are similar to the neural circuit models
in Chapter 4. When the learning rate increases, the performance decreases. This is
because it takes more steps for the model to converge to the optimal configuration.
But if the learning rate is too large, then the parameter may overshoot and fails to
converge quickly. Also when the noise is large, more perturbations lead to a slower
convergence rate.
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Figure 5·3: Accuracy and percentage of successful trails under differ-
ent number of hidden neurons.
(a) learning rate (b) noise level
Figure 5·4: Average Accuracy and percentage of successful trails as a
function of the learning rate α and the noise level µ.
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Chapter 6
Context-based Neural Network Models
for Anatomy Name Entity Recognition
In this chapter, a clinical name entity recognition task will be introduced, in which
context should be taken into consideration for making a good decision. Then, two
Recurrent Neural Network (RNN) architectures are proposed for this task. Finally,
the simulation suggests that taking context into account improves the performance
of the Named Entity Recognition (NER) task.
6.1 Anatomy Name Entity Recognition Task
Radiologists communicate with other physicians using a radiology report. Most ra-
diologists transcribe reports by ordering content based on the anatomy of reference.
Therefore, a common approach for automatically structuring the report content is
to build an NER model for detecting anatomical phrases within every sentence, and
furthermore, normalizing detected phrases based on predefined categories (i.e., Lung,
Liver, Brain, etc.). Figure 6·1 shows a snippet from a radiology report. As can be
seen from the figure, detail descriptions of radiological findings are organized based
on anatomical structures (e.g., Lung and Liver).
Anatomy inference in radiology reports can be performed at word/token, sen-
tence, or document level. The desired level varies depending on the application. For
example, in order to determine relevant prior imaging studies, a radiologist can take
advantage of a solution that could determine the target anatomy of the study at the
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document (report) level. On the other hand, sentence-level labeling can be used to
help with co-referencing problems, such as linking diagnoses to observations that may
be found in different sections of the radiology report. Finally, token-level annotations
can be used for structuring report context into a searchable database.
Figure 6·1: A snippet from a radiology report with highlighting of
anatomical phrases.
In this chapter, we consider an anatomy NER problem. In particular, our aim is
to develop a solution for automatic labeling of anatomical phrases in radiology reports
at the token level.
Previous efforts for concept labeling can be categorized into three types of ap-
proaches: 1) dictionary/ontology lookup; 2) rule/grammars/pattern matching; and
3) data-driven machine learning. As the name implies, dictionary-based approaches
rely on existing domain knowledge resources such as ontologies to build keyword dic-
tionaries and the labeling is achieved via string matching. RADA(Johnson et al.,
1997) (Radiology Analysis tool), and cTAKES(Savova et al., 2010) (clinical Text
Analysis and Knowledge Extraction System) are among the common dictionary-based
entity labeling tools. In grammar-based approaches, rules are learned and generated
based on repeatable patterns, and morphologies and semantics. In order to provide
standard labeling, grammar matching approaches are guided by standard ontologies.
MedLEE(Hripcsak et al., 1995; Friedman et al., 1994) (Medical Language Extraction
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and Encoding System) and Metamap(Aronson, 2001) are among the earliest proposed
grammar-based approaches.
Machine learning-based annotators refer to classification models that are learned
from clinical text datasets. The anatomical annotation problem is intrinsically re-
lated to NER. The aim of NER algorithms is to identify and classify target concepts
such as anatomical phrases, morphological abnormalities, etc. Deployment of deep
learning models for NER-related problems has demonstrated promising results. Deep
learning for NER has been successfully proposed for different applications in the
medical domain including de-identification,(Dernoncourt et al., 2017) medical events
labeling,(Jagannatha et al., 2016) and clinical concept extraction.(Boag et al., 2018)
Typical architectures proposed for NER applications, especially for sequence labeling
problems, include bidirectional RNN models(Graves et al., 2013; Cho et al., 2014) and
bidirectional RNN-based Conditional Random Field (CRF) variants (Huang et al.,
2015; Ma and Hovy, 2016).
Despite the promising performance of RNN models for different sequence labeling
tasks, capturing the long-term dependency is a remaining shortcoming. This is a
major limiting factor for the anatomy NER task. Consider the following sentence:
‘The right lobe of the lung is clear, but the 5mm ground glass nodule in the upper left
lobe may require further follow up’. It is straightforward to determine the anatomical
label for ‘right lobe of lung’ as it contains the organ name; however, in order to
determine the label for ‘upper left lobe’ at the end of the sentence, the anatomy cue
existing in ‘right lobe of lung’ at the beginning of the sentence should be taken into
account. Such distance relation would be difficult for an RNN model to learn through
its memory-based architecture.
Supervised and semi-supervised learning approaches have been proposed for NER
problems in different domains, utilizing probabilistic graphical models such as CRF,
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and Hidden Markov Models (HMM). More recently, Neural Network models such as
RNN has been successfully proposed for NER applications (Huang et al., 2015; Ma
and Hovy, 2016; He et al., 2017). A major challenge in developing an NER model for
the proposed application compared to use cases from other domains is the long and
short-term dependency of the labeling task on the context of the sequence. Consider
the example given in Figure 6·5. “Right lobe” appears in two different context (Lung,
and Liver) and as a result, is assigned two different anatomical labels. Most classical
approaches for NER in healthcare including dictionary-based (Johnson et al., 1997),
and rule-based (Aronson, 2001), are unable to yield correct labeling for cases as shown
in Figure 6·1.
6.2 Context-based Neural Network Model for NER
As discussed in the above section, context is important to determine the anatomy
reference of the anatomy named entity. In this section, two context-based RNN
architectures are proposed for the anatomy NER problem.
6.2.1 An Overview of a Name Entity Recognition Model
This subsection will give an overview of the NER model. A typical framework of
the NER problem is introduced first. Then some existing RNN models for sequence
labeling are provided. Figure 6·2 shows an overview of the NER models.
Figure 6·2: A overview of the proposed framework.
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Preprocessing A sentence parsing is first performed using spaCy1 to extract sen-
tence boundaries in a given radiology report. Each extracted sentence is then pro-
cessed by removing special characters (e.g., HTML tags), unnecessary white space,
and new lines. Next, tokenization is applied to partition each text string into individ-
ual words. Finally, a normalization step is considered for specific types such as case
(lowercase alphabetic), dates and times (make all identical), and numerical values
(replace each labeled token with ‘9’).
Word Embedding The input to the RNN architecture is the word embedding
representation of tokens. Word embedding refers to a transformation of a string
representation of tokens into low-dimensional real-number vectors derived through
a set of unsupervised language modeling and feature learning techniques. A few
of the most popular word embedding generation approaches are the continuous bag
of words (CBOW), skip-grams (SG) (Mikolov et al., 2013), and GloVe (Pennington
et al., 2014). Word embeddings are desirable for their ability to capture similarity
between words with respect to semantic relationships and are purely learned from
unlabeled data. Word embeddings have been used as input feature vectors for many
deep learning-based sequence labeling approaches. In this dissertation, a large corpus
of radiology reports was used as the training set. The word embedding model used
is skip-grams with window size 10 and vector size 500. Since the word embedding
model is trained on the radiology reports, very few Out-Of-Vocabulary (OOV) cases
have been observed in the training and test corpora.
Sequence Labeling Model This subsection presents some existing sequence la-
beling models using an RNN. RNN has been used for producing many benchmark
results on many NLP tasks including language modeling (Chelba et al., 2013), se-
1https://spacy.io/
82
quence labeling, (Huang et al., 2015), Q&A (Wang and Jiang, 2016), and translation
(Bahdanau et al., 2014).
Assume xit represents the word embedding vector of a token t within sentence i of
a given report. A typical unidirectional RNN model derives a vector representation
of tokens within a sentence as follows:
−→
h it = RNN(
−→
h it−1,x
i
t), (6.1)
where RNN(·, ·) is some function that maps the current input and last state to the
next state. A bidirectional RNN model is defined as
−→
h it = RNN(
−→
h it−1,x
i
t), (6.2)
←−
h it = RNN(
←−
h it+1,x
i
t), (6.3)
and hit = (
−→
h it,
←−
h it) is the token-specific feature vector, where the first component
−→
h it corresponds to state generated from the forward processing of the tokens and
←−
h it
corresponds to state generated from the backward processing of the tokens.
This dissertation uses Long Short-Term Memory (LSTM) (Hochreiter and Schmid-
huber, 1997), a typical RNN, for sequential modeling. Admittedly, there are some
other types of RNN models that are frequently used in language modeling such as
Gate Recurrent Unit (GRU) (Cho et al., 2014). Yet the difference in performance is
not substantial and we will just focus on LSTM. The diagram of the model is shown
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in Figure 6·3b without a sentence encoder component. Specifically, an LSTM follows
it = σ
(
Wi
[
x′t,h
′
t−1
]′
+ bi
)
,
jt = tanh
(
Wj
[
x′t,h
′
t−1
]′
+ bj
)
,
ft = σ
(
Wf
[
x′t,h
′
t−1
]′
+ bf
)
,
ct = ct−1  ft + it  jt,
ot = σ
(
Wo
[
x′t,h
′
t−1
]′
+ bo
)
,
ht = ot  tanh(ct),
where x is the input of the LSTM, h and c denote the state of the LSTM, Wi, Wj,
Wf , Wo are trainable weight matrices and bi, bj, bf , bo are trainable bias vectors.
σ(·) represents an element-wise sigmoid function, tanh(·) is the hyperbolic tangent
function, and  denotes element-wise multiplication of two vectors.
The output of the LSTM carries not only the information of the current token but
also some information about the other tokens in the sentence. As such, it provides a
good set of features for the NER problem. Next, the losses of the NER problem are
defined as follows.
1. Softmax cross-entropy loss: An additional fully-connected layer with a softmax
activation function is used to predict the anatomy label of the token. The loss in
sequence labeling is defined as the cross-entropy of the label and its prediction
(Goodfellow et al., 2016).
2. CRF loss: A CRF layer is used for inferring the most likely label of the token.
The loss in this case is the CRF loss in a sequence. More details can be found
in (Huang et al., 2015).
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6.2.2 Sentence-Level Information as Weak Supervision
Although the baseline models described in the last section work well in some NER
tasks including Part-of-speech tagging, text chunking and CoNLL 2003 shared task
for persons, locations, organizations and names of miscellaneous entities recognition
(Huang et al., 2015), they do not seem able to form a long-term memory and identify
the anatomy reference. Some examples are shown in Figure 6·5. In this subsection, a
context-based NER model is proposed to use the sentence-level information as a weak
supervision of the name entity recognition task. This model assumes the anatomy
reference of the named entity appears in the sentence. For example, consider the
following sentence as an example. ‘The right lobe of kidney is clear, but there is a
small nodule in the left lobe.’ The anatomy reference, word ‘kidney’, of phrase ‘left
lobe’ appears in the sentence. This model first determines what is the context of
this sentence, then the context information is used for determining what is the label
of the anatomy name entities. Figure 6·3 depicts the architecture of the proposed
context-driven sequence labeling.
Compared to the baseline methods, the context-based RNN framework consists
of two parallel RNN architectures. The first RNN, shown in Figure 6·3a, is used for
deriving a feature vector capturing the anatomy of reference based on the context of
the target sentence. The second RNN (Figure 6·3b) is considered to derive token-
specific features. Then, the two sets of features are combined together as the features
for the NER task.
The output from the last hidden state in the left RNN (Figure 6·3), referred to as
the sentence encoder, provides a feature vector that captures the context information
(in terms of the anatomy of reference) at the sentence-level. Specifically, a bidirec-
tional LSTM is used to derive the feature representation for a sentence of length Li
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(a) Sentence encoder.
(b) Sequence labeling model.
Figure 6·3: The proposed context-driven sequence labeling architec-
ture. The sentence encoder, shown in (a), provides the prediction of
the context at the sentence-level. The feature vector from the sentence
encoder (shown with the green-color circle) is used as an additional
feature for the sequence labeling model as shown in (b). For the given
example, the sentence-level label is determined as Lung as shown with
gray-color box.
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as follows:
−→g it = LSTM(−→g it−1,xit), (6.4)
←−g it = LSTM(←−g it+1,xit), (6.5)
where si = (−→g iLi ,←−g i0) denotes the feature vector of the sentence, which is the con-
catenation of the output of the forward LSTM at the last token and the output of
the backward LSTM at the first token.
Since a sentence may contain multiple anatomical phrases referring to different
anatomical sites (e.g., ‘No abnormality is observed within the urinary system includ-
ing prostate and kidney.’), a multi-label classification schema is considered for the
sentence encoder. The sentence encoder feature vector is passed to a fully-connected
layer with nine hidden neurons corresponding to nine class labels and a sigmoid ac-
tivation function. The output of the fully-connected layer provides the probability of
the sentence referring to each of the nine class labels. A cross-entropy loss function is
considered for the training by enforcing the sentence encoder to contain anatomical
context information. In particular, for the kth anatomy, zki is defined as an indicator
function such that zki = 1 if there is any token related to kth anatomy appearing in
sentence i, and zki = 0 otherwise. The loss function is
Lcontext =
M∑
i=1
8∑
k=1
zi log σ(wk), (6.6)
where wk is the output in the fully-connected layer corresponding to the anatomy k
without activation function, σ is a sigmoid function, and M is the batch size.
6.2.3 Document-Level Information as Weak Supervision
The last subsection introduced an RNN-based model that uses the document level
information as weak supervision for the anatomy NER task. The model is based on
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the assumption that the anatomy reference of a named entity should appear in the
sentence. However, this assumption does not always hold. For example, consider the
report snippet in Figure 6·1. The phrase anatomy reference of both phrases ‘right
lobe’ appear in their previous sentence. Therefore, the information neighbor sentence
should be taken into account for determining the label of the phrase ‘right lobe’.
This subsection introduces another context-based RNN model using document-
level information as weak supervision to overcome the problem of missing anatomy
reference in the sentence. Apart from determining the context of the anatomy using
the current sentence, this model uses a hierarchical LSTM model, shown in Figure
6·4, to obtain the anatomy context of the sentence. The bidirectional LSTM in the
report level is able to capture the information of the neighbor sentences and provide
better contextual information for determining the anatomy label.
Figure 6·4: The sentence encoder model at the document level. A
hierarchical LSTM model is used to produce the sentence-level features.
The feature vector produced by the sentence encoder will be used in
sequence modeling model as an additional set of features.
In particular, a bidirectional LSTM is used to derive the feature representation at
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the sentence level as follows:
−→g it = LSTM(−→g it−1,xit), (6.7)
←−g it = LSTM(←−g it+1,xit), (6.8)
where si = (
−→g iLi ,←−g i0) denotes the feature vector of the sentence i, which is the con-
catenation of the output of the forward LSTM at the last token and the output of the
backward LSTM at the first token. The constructed feature vector tends to learn short
term labeling dependencies in the sentence. Moreover, in order to learn long term
labeling dependencies that extend beyond the context of the sentence containing the
target token, another bi-LSTM is applied to derive the contextual representation of a
sentence influenced by labeling context from the surrounding sentences. Specifically,
−→mi = LSTM(−→mi−1, si), (6.9)
←−mi = LSTM(←−mi+1, si), (6.10)
where mi = (−→mi,←−mi) is used as a sentence-level feature.
Finally, a fully-connected layer is added to the sentence level presentation for
predicting the anatomical context of the sentence.
6.3 Experiments and Results
In this section, the dataset used for the anatomy NER task is first described. Hy-
perparameter tuning details are then introduced. Finally, results and analysis are
provided for the baseline models and the context-based RNN models.
6.3.1 Datasets
Tow large radiology report corpora were used in this study. 1,567,581 reports from
the University of Washington (UW); and 66,099 radiology reports from the Univer-
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sity of Chicago (UC). Reports were collected with Institutional Review Board (IRB)
approvals. All reports were de-identified by offsetting dates by randomly generated
numbers. All other HIPAA patient health information including name, date of birth
and address were removed. In order to test the robustness of the proposed approach, a
third independent radiology corpus was considered from a publicly available database,
referred to as MIMICIII (Johnson et al., 2016). The data distribution is as follows:
• UW: All reports from the UW corpus were used for training a word embedding
model.
• UC500: 500 reports were randomly selected from the UC corpus. This set was
used for training and validation.
• UC100: Another set of 100 reports were randomly selected from the UC corpus.
This set was used as a part of the testing set.
• MIMICIII100: 100 radiology reports were randomly selected from the MIMIC-
III dataset. These were also included as a part of the testing set.
Table 6.1: Numbers of occurrence per anatomical class within the
training and testing corpora.
UC500 UC100 MIMICIII100
brain 661 235 356
breast 515 198 2
kidney 810 120 131
liver 669 129 185
lung 1519 291 425
prostate 45 6 7
thyroid 131 32 0
other 10717 2385 1784
All selected reports were manually labeled for anatomical phrases by human an-
notators (UC500: one annotator; UC100, and MIMICIII100: four annotators). The
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Inter Annotator Agreement (IAA) measure in terms of Kappa (Artstein and Poe-
sio, 2008) for UC100 and MIMICIII100 were 90.1% and 87.4%, respectively. Eight
anatomical labels were considered in this study: Brain, Breast, Kidney, Liver, Lung,
Prostate, Thyroid, and Other referring to all other anatomies. The number of occur-
rence for each anatomical label within the three corpora are given in Table 6.1.
6.3.2 Hyperparameter Search
A few state-of-the-art methods were considered for the comparison as follows: 1)
cTake tools (Savova et al., 2010); 2) standard bi-LSTM; 3) bi-LSTM with CRF pro-
posed by (Huang et al., 2015); and 4) approximate skip-chain (ASC) CRF proposed
by (Jagannatha et al., 2016). Two types of inputs were considered: 1) sentence-level:
the input is only a sentence at a time; and 2) report-level: the whole report is used
as the input.
The training set, UC500, was randomly split to 80% and 20% for the training and
validation, respectively. The following hyperparameters and the corresponding range
of values were tested to determine the best performing LSTM model for the given task
using the validation set: LSTM hidden units: 32, 64, 128, and 256; LSTM depth: 1
and 2; dropout ratio: 0.3, 0.5, and 0.7. The Adam optimizer (Kingma and Ba, 2014)
was used with a learning rate of 10−3 and mini-batch size 16 for sentence-level input
and 8 for report-level input during training. All models were trained for 300 epochs
with early stopping based on the validation set results.
6.3.3 Model Performance
Precision, Recall, and F1-score for different models are shown in Tables 6.2 and 6.3.
Our proposed context-based LSTM outperformed all other models on both testing
corpora based on F1-scores. Specifically, our proposed model yielded significantly
higher recall compared to other models. Performance comparison of the LSTM with
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respect to the loss function (softmax or CRF) did not show an advantage of one
model over the other. Furthermore, it was observed that all models consistently
yielded significantly higher recall on the UC100 corpus compared to MIMICIII100.
This could be due to the fact that: 1) the UC100 corpus is selected from the same
clinical site as the training set; and 2) the MIMICIII corpus is collected from critical
care patients, a specific category of patients, compared to the UC corpus, which is a
random mixture of reports from different departments.
Table 6.2: Precision (P), Recall (R), and F1-score on UC 100 dataset.
Methods P R F1
cTAKES(Savova et al., 2010) 86.2% 63.2% 73.0%
bi-LSTM-sentence 89.9% 92.8% 91.3%
bi-LSTM-report 89.0% 92.3% 90.6%
bi-LSTM-CRF-sentence (Huang et al., 2015) 89.1% 92.3% 90.7%
bi-LSTM-CRF-report (Huang et al., 2015) 90.5% 93.0% 91.7%
ASC CRF-sentence (Jagannatha et al., 2016) 90.3% 92.6% 91.4%
ASC CRF-report (Jagannatha et al., 2016) 90.4% 92.3% 91.3%
Our approach with softmax-loss, sent-level info* 90.4% 92.6% 91.5%
Our approach with CRF-loss, sent-level info* 90.1% 93.2% 91.6%
Our approach with softmax-loss, doc-level info** 90.6% 94.0% 92.3%
Our approach with CRF-loss, doc-level info** 89.4% 94.5% 91.9%
* ‘sent-level info’ means models using sentence level information as weak supervision.
** ‘doc-level info’ means models using document level information as weak supervision.
As shown in Tables 6.2 and 6.3, our RNN-based architecture has demonstrated
promising performance for sequence labeling problems as it has the capability to use
its internal memory structure to take into account past and future data in decision-
making. For the NER task, this means taking into account the information from
words that occur before and after the target word. Nevertheless, if the desired context
cannot be inferred from the immediately surrounding context, an RNN would also
suffer from similar shortcomings as other memory-less machine learning algorithms.
Our proposed model exhibits the best performance compared with the baseline
methods. For the UC100 data, the context-based RNN model with document-level
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Table 6.3: Precision (P), Recall (R), and F1-score on MIMIC 100
dataset.
Methods P R F1
cTAKES(Savova et al., 2010) 82.8% 48.3% 61.0%
bi-LSTM-sentence 91.9% 83.8% 87.7%
bi-LSTM-report 90.7% 84.2% 87.3%
bi-LSTM-CRF-sentence (Huang et al., 2015) 90.8% 84.2% 87.4%
bi-LSTM-CRF-report (Huang et al., 2015) 91.9% 83.7% 87.6%
ASC CRF-sentence (Jagannatha et al., 2016) 91.3% 84.6% 87.8%
ASC CRF-report (Jagannatha et al., 2016) 91.8% 83.9% 87.7%
Our approach with softmax-loss, sent-level info* 92.7% 84.9% 88.6%
Our approach with CRF-loss, sent-level info* 91.9% 85.4% 88.5%
Our approach with softmax-loss, doc-level info** 91.4% 85.0% 88.1%
Our approach with CRF-loss, doc-level info** 90.1% 86.5% 88.3%
* ‘sent-level info’ means models using sentence level information as weak supervision.
** ‘doc-level info’ means models using document level information as weak supervision.
information as supervision has the best performance in F1 score, while for MIMIC-III
100 data, using sentence-level information as supervision yields the best performance.
Since report from the UC datasets comes from various departments and reports from
the MIMIC-III comes from the ICU, we conjecture that the document-level RNN
models learn the structure of the radiology reports and may not generalize well when
dealing with a different clinical site.
To better demonstrate the capability of the proposed framework in utilizing con-
text for labeling, consider the examples shown in Figure 6·5. The proposed approach
correctly identifies and labels ‘left lobe’ based on different surrounding context in the
same sentence. On the other hand, the vanilla RNN-based approach yields incorrect
labels. The repeated incorrect label of ‘Liver’ by the vanilla RNN approach could be
due to the fact that ‘right lobe’ occurs most frequently with ‘Liver’ within the training
corpus. As a result, the lack of explicit presentation of an anatomical reference within
the vicinity of the target word, leads the algorithm to choose the most frequent label
based on the co-occurrence within the training data.
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(a) Best vanilla model
(b) Our best model
Figure 6·5: The anatomy NER results for a set of dummy examples
using the best vanilla model and our model.
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Chapter 7
Feature-Enriched Neural Token
Representations for Negation and
Speculation Scope Detection
7.1 Negation and Speculation Scope Detection
In recent work, a set of new state-of-the-art results were established for a variety of
Natural Language Processing tasks, the majority of which can be attributed to the
introduction of context-aware token representations, learned from large amounts of
data with language-modeling like tasks as a training goal (Devlin et al., 2018; Peters
et al., 2018). It is, however, unclear to what degree the computed representations
capture and encode high-level morphological/syntactic knowledge about the usage
of a given token in a sentence. One way of exploring the potential of the learned
representation would be through investigating the performance on a task that would
require the representation to acquire some notion of syntactic units such as phrases
and clauses, as well as the relationship between the syntactic units and other tokens
in the model. An example of such a task is negation or speculation scope detection.
In general, negation and speculation scope detection can be constructed as the fol-
lowing conditional token classification task: given a negation or speculation cue (i.e.,
a word or phrase that expresses negation or speculation such as ‘No’ and ‘May’),
identify which tokens are affected by the negation or represent an event that is spec-
ulative in nature (referred to as the scope of the negation or speculation). Consider
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the following example:
These findings that (may be from an acute pneumonia) include minimal
bronchiectasis as well.
In this case, the speculation cue is may and the string of tokens that contains the
speculative information is may be from an acute pneumonia.
Each data point, as such, is a string of tokens paired with the corresponding
negation or speculation cue. Note that nested negations in the same sentence would
be distinguished only by the associated cue.
From the syntactic structure point of view, it is clear that in most cases, the
boundaries of a given scope strongly correlate with the clausal structure of the sen-
tence (Morante and Sporleder, 2012) There is also a strong connection between the
fine-grained part-of-speech (POS) of the cue and the scope boundaries.
Consider the following examples where the type of possible adjectives (either at-
tributive or predicative) results in different scope boundaries (scope highlighted as
italic):
This is a patient who had possible pyelonephritis with elevated fever.
Atelectasis in the right mid zone is, however, possible.
Such a property of the task requires a well-performing model to be able to de-
termine cue-types and the corresponding syntactic scope structure from a learned
representation of cue-sentence pairs. As such, it can be used as an (albeit imperfect)
proxy for assessing the knowledge about the structure of the syntax that a sentence
aware token representation potentially learns during training.
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7.2 Neural Token Representation
The use of pre-trained continuous word representations has been ubiquitous in modern
statistical natural language processing. The importance of an appropriate word-level
representation is especially noticeable in per-token prediction tasks: in such a set-up
the model goal is to fine-tune or modify the existing input token representation in
such a way that it contains the necessary information to make a correct classification
decision at prediction time.
In this work, we consider the following approaches for generating the input token
representation:
• Global Vectors (GloVe) (Pennington et al., 2014): A pre-trained token rep-
resentation that relies on the direct matching of tokens and the corresponding
ratios of token co-occurrences with their neighbours. Note that the definition of
the neighbour in this setup is static (that is, the ultimate representation would
incorporate an averaged notion of context) and relies on the bag-of-words rep-
resentation of the context.
• Embeddings from Language Models (ELMo) (Peters et al., 2018): A
bi-directional LSTM model-based token representation, pre-trained on the lan-
guage modeling task. Instead of modeling the bag-of-words neighborhood co-
occurrence probabilities directly, this model approximates the conditional prob-
ability of a token given the ordered linear context of the token usage.
• Bidirectional Encoder Representations from Transformers (BERT)
(Devlin et al., 2018): A transformer-based token representation trained on the
modified language modeling task together with a broader context next sentence
prediction task. In this model, the context of a token is continuously incor-
porated into the representation of the token itself as a weighted sum of the
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neighboring token representations through the use of the multi-head-attention
mechanism. The linear order of the token information is provided at input
time as an additional positional embedding, since the unmodified transformer
architecture does not encode any notion of the linear order.
Despite the performance gains achieved by the widespread use of contextual word
embeddings like ELMo and BERT, the questions about the nature of the learned
representation remain unanswered. Both ELMo and BERT were introduced to incor-
porate the wider structure of the given input into individual token representations at
the time of training; however, both models only have access to the linear order of the
context.
The question then arises: To what degree does the word embedding trained on a
language modeling like task and computed using the whole linear context of a sentence
encode the broader syntax-related characteristics of a token used within a context?
In order to gain insight into the nature of the learned representations and their
potential use for negation and speculation scope detection, we introduce the following
syntax-informed features to be used together with the token embedding:
POS : Part-Of-Speech of a given token as defined by the Penn Treebank tagging
scheme (Marcus et al., 1993).
DEP : Type of dependency between the token and its parent, representing limited
dependency tree information of a given token.
PATH : A string of Google Universal POS tags (Petrov et al., 2012) of the three
direct ancestors of the token in the dependency tree; this feature captures local
constituent-like information of a given token.
LPATH : Depth of the token in the syntactic dependency tree.
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CP : The distance between a given token and the negation cue in the constituency
parse tree generated using (Kitaev and Klein, 2018). If a negation cue has
multiple tokens, the minimum of the distances is used.
Note that all features were automatically generated, and as a result, represent a
“noisy” source of information about the syntactic characteristic of a token. If adding
syntactic features as additional inputs would not affect or would significantly degrade
the model’s performance, it is reasonable to assume that the information represented
by such features is already present in the token representation in some way.
7.2.1 Modes of Evaluation
To provide a fair comparison of different types of embeddings, we introduce two
different modes of evaluation. The first mode (referred to as Feature-based em-
beddings later in the dissertation) is designed to test the embeddings in the same
setup as previously used to get the state-of-the-art performance on the dataset. The
second mode (referred to as BERT fine-tuning later in the dissertation) is designed
to test BERT embeddings in their native direct fine-tuning setting.
Feature-based Embeddings using Bi-directional LSTM: Figure 7·1 demon-
strates the proposed framework for the desired task. One should note that the factor
that differentiates the two experiments from one another is the embeddings. The task
specific layers (two-layer Bi-directional LSTM) remains the same across all experi-
ments. To properly condition each scope on a given cue, we concatenate a specific
cue embedding to the input embedding, before computing the final representation for
each token. Additional syntactic information is also provided by concatenating the
input embedding with all of the syntactic feature embeddings.
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Figure 7·1: A diagram of the proposed bi-directional LSTM model
for negation and speculation detection with additional features.
7.2.2 BERT Fine-tuning:
The original setup for the use of BERT embedding does not require an elaborate
task-specific layer; the task specific model is a copy of the original transformer-based
BERT architecture with the corresponding pre-trained model-parameters, and the top
prediction layer swapped for a new task specific layer that predicts the probability of a
given label for a token representation. Crucially, the token representation is allowed to
change during the fine-tuning. For this particular setup, it is unclear how to account
for the conditional nature of the scope prediction task. In other words, a sentence
can potentially contain more than one negation/piece of speculative information.
We consider two different testing scenarios to evaluate the different ways of pro-
viding the cue information to the model:
1. Providing the embedded cue at the top layer of the model by concatenating it
100
to the learned token embedding.
2. Providing the embedded cue at the bottom as a part of the input to the trans-
former layer before the fine-tuning by adding the cue embeddings (initialized
randomly at the fine-tuning stage) to the initial token representation.
To test if the additional syntactic information provides any additional benefit to
our framework, we also add the mean of all of the syntactic feature embeddings to
the initial pre-transformer representation of the input.
Figure 7·2: A diagram of the proposed BERT-based architecture for
negation and speculation scope detection with inclusion of additional
features.
7.3 Experiment and Result
In this section, the dataset used for the anatomy NER task is first described. Hyper-
parameter tuning details are then introduced. Finally, results and ablation study are
provided for the proposed model and baselines.
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7.3.1 Datasets
There are no universal guidelines on what constitutes a scope of a given negation or
speculation; different definitions might affect a given model’s performance. To take
this ambiguity into account, we report our results on two different datasets: BioScope
(Vincze et al., 2008) and NegPar (Liu et al., 2018).
• The BioScope corpus (Vincze et al., 2008) consists of three different types of
text: Biological publication abstracts from Genia Corpus (1,273 abstracts),
Radiology reports from Cincinnati Children’s Hospital Medical Center (1,954
reports), and full scientific articles in the bioinformatics domain (nine articles in
total). In this work, we focus on two of the sub-corpora: Abstracts and Clinical
reports. One should note that the BioScope corpus does not allow discontinuous
scopes.
• NegPar (Liu et al., 2018) is a corpus of Conan Doyle stories annotated with
negation cues and the corresponding scopes. The corpus is available both in
English and Chinese. In this work, we only use the English part of the corpus.
Unlike BioScope, NegPar provides a canonical split as training (981 negation
instances), validation (174 instances) and test sets (263 negation instances).
NegPar annotation guidelines allows for discontinuous scopes.
7.3.2 Hyperparameter Setting
Feature-based Embeddings For the aforementioned set of experiments, the fol-
lowing architecture parameters have been considered:
• Word embedding dimension: GloVe: 300; ELMo, BERT: 1024;
• Syntactic feature embedding dimension: 10 per feature;
• Task-specific LSTM embedding dimension: 400.
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During training, a dropout rate of 0.5 (Gal and Ghahramani, 2016) was used
to prevent overfitting. The Adam optimizer (Kingma and Ba, 2014) was used with
step size of 10−3 and batch size of 32 for 50 epochs for BioScope and 200 epochs
for NegPar. The reason for using different epochs is that there are fewer training
examples for NegPar than BioScope. Therefore, it takes more epochs for the NegPar
models to converge.
BERT Fine-tuning The BERT models have the following architecture parameters:
• Word embedding dimension: 1024;
• BERTLARGE layer transformer configuration (Devlin et al., 2018);
• Syntactic features embedding dimension: 1024 for each feature;
• Cue embedding dimensions: 1024.
We perform fine tuning on the negation/speculation task for 20 epochs. The Adam
optimizer was used with learning rate of 10−5 and batch size of 2 for 10 epochs in the
BioScope corpus and 50 epochs in the NegPar corpus.
7.3.3 Model Performance
Effect of embedding on performance: Except for the negation scope detection
task on BioScope clinical notes, ELMo embeddings significantly outperformed GloVe
embeddings as well as the feature-based use of BERT embeddings, but not the fined-
tuned version of BERT. While the former is expected, the latter is noteworthy: for
the NER task (Devlin et al., 2018), for example, the difference in performance be-
tween the fine-tuning and feature-based approach results is 1.5% of the F1 score. For
negation scope detection, the difference is a striking 7.68% on BioScope-abstracts
and 10% on a test set of the NegPar dataset. For speculation scope detection the
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difference remains as large (7.93%). We theorize that this differences comes from
the different syntactic nature of the target strings of tokens: NER systems are con-
cerned with finding named entities in text, where the majority of the named entities
are represented by relatively short (token-wise) noun phrases, negation/speculation
scope detection requires recognition of a much more diverse set of syntactic phenom-
ena. This suggests an important difference between the featurized and fine-tuned
approaches for highly syntax-dependent token classification tasks.
Syntactic features induced gains: In general, we observe consistent small
gains in performance for all types of embedding on BioScope (both speculation and
negation detection modalities) but not on the NegPar dataset. The only exception
to this pattern is in non-context aware GloVe embeddings. Adding syntactic fea-
tures embeddings has inconsistent effects on standard deviations over modalities and
datasets.
7.3.4 BERT fine-tuning approach
Cue-conditioning influence on the results: The way to condition a given in-
stance on a particular cue greatly influences the model performance: providing cue
information at the top layer of the model results in poor performance of the model
for all datasets and both negation and speculation modalities.
Syntactic features induced gains and the importance of Cross Validation
evaluation: Adding features to the best performing BERT fine-tuned models does
not result in any significant differences on the BioScope dataset. We observe a signifi-
cant gain in performance on NegPar: note that in this case the gain is purely train/test
set split induced and disappears entirely in a cross-validation mode of evaluation.
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Table 7.1: Performance of the negation scope detection task on Bio-
Scope corpora using different approaches. Results are reported as the
percentage of the number of predicted scopes that exactly match the
golden scope (PCS)
Model Biology Abstracts Clinical Report
(Fancellu et al., 2017) 81.38% 94.21%
Bi-LSTMGloVe 63.24%(1.80%) 90.46%(3.64%)
Bi-LSTMELMo 81.62%(1.87%) 93.10%(2.18%)
Bi-LSTMBERT 79.29%(3.06%) 91.26%(2.82%)
Bi-LSTMGloVe + AF 79.00%(2.07%) 94.02%(1.98%)
Bi-LSTMELMo + AF 83.30%(3.16%) 94.25%(2.86%)
Bi-LSTMBERT + AF 80.68%(3.23%) 93.10%(2.77%)
BERT finetuned 86.97%(2.24%) 93.68%(2.37%)
BERT finetuned + AF 87.03%(2.38%) 93.45%(1.63%)
The number within the parentheses indicates the standard deviation of the score. The suffix
‘+ AF’ means the model are with all additional features
Table 7.2: Performance of the negation scope detection task on Neg-
Par corpora using different approaches. Results are reported as the
percentage of number of predicted scopes that exactly match the golden
scope (PCS)
Model NegPar Holdout NegPar(CV)
(Fancellu et al., 2017) 68.93 % N/A
Bi-LSTMGloVe 51.48%(4.45%) 49.18%(4.97%)
Bi-LSTMELMo 71.52%(1.98%) 75.29%(3.35%)
Bi-LSTMBERT 66.78%(3.50%) 69.45%(3.55%)
Bi-LSTMGloVe + AF 69.70%(2.81%) 73.11%(3.19%)
Bi-LSTMELMo + AF 69.96%(2.12%) 75.43%(4.82%)
Bi-LSTMBERT + AF 67.42%(2.10%) 73.39%(4.12%)
BERT finetuned 76.78%(2.04%) 81.91%(3.04%)
BERT finetuned + AF 79.00%(1.37%) 80.64%(2.57%)
The number within the parentheses indicates the standard deviation of the score. The suffix
‘+ AF’ means the model are with all additional features
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Table 7.3: Performance of speculation scope detection task on Bio-
Scope corpus using different approaches. Results are reported as the
percentage of the number of the predicted scopes that exactly match
the golden scope (PCS).
Model Biology Abstracts Clinical Report
(Qian et al., 2016) 85.75% 73.92%
Bi-LSTMGloVe 47.99%(4.07%) 46.90%(2.87%)
Bi-LSTMELMo 84.62%(2.33%) 81.82%(2.74%)
Bi-LSTMBERT 81.35%(1.95%) 78.75%(3.24%)
Bi-LSTMGloVe + AF 85.07%(2.66%) 80.73%(3.01%)
Bi-LSTMELMo + AF 86.57%(2.65%) 81.55%(2.74%)
Bi-LSTMBERT + AF 84.43%(1.08%) 81.37%(4.32%)
BERT finetuned 89.28%(1.65%) 83.71%(2.77%)
BERT finetuned + AF 88.91%(1.65%) 82.36%(4.27%)
The number within the parentheses indicates the standard deviation of the score. The suffix
‘+ AF’ means the model are with all additional features
Artificial noise and model performance: Even though the experimental results
suggest no to minimal contribution of the additional features to the best model per-
formance, natural questions to ask are: “Does the feature enriched model rely on the
provided features during the prediction phase?” and “Do the final learned represen-
tations differ significantly for feature-enriched and featureless inputs?” We introduce
noise into the trained model inputs to check if artificial noise undermines its perfor-
mance. In particular, we consider the model BERT(cue-bottom) + AF, as it provides
the best performance out of all feature-enriched models.
With a given probability, which we call the noise level, we replace a given feature
value with a random value: for categorical features (POS, DEP, PATH), we replace it
with a random category, and for numerical features (LPATH,CP), we replace it with a
random integer drawn from a uniform distribution bounded by the feature’s possible
minimum and maximum values. We observe a consistent and significant decrease in
performance as the probability of seeing the incorrect features increases (see Figure
7·3). This suggests that the additional features introduced in this dissertation play an
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important role in decision making. This is supported by the fact that the performance
on clinical reports negation detection remains almost unaffected by the change, since
the majority of the negation scopes in this dataset can be captured by structure-
independent heuristics.
Figure 7·3: Performance of the BERT models with additional features
with respect to the noise level, averaged over 10 fold cross-validation
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Chapter 8
Incidental Finding Classification for
Pulmonary Nodules in Radiology Reports
8.1 Incidental Finding Classification
Incidental findings are radiological observations that are not directly related to the
reason for the exam (Lumbreras et al., 2010; Zafar et al., 2016). One of the major
challenges in current clinical workflow is the identification and management of inci-
dental findings. Failure to define the appropriate action and following-up on these
findings may cause significant impact on patient health and cost of care. According
to (Blagev et al., 2014), the follow up rate of the pulmonary nodule in the radi-
ology reports is poor, especially when the incidental finding is shown only in the
finding section of the report. Most clinical centers use a manual approach to identify
patients with incidental findings from patient records. This is quite labor intensive,
time consuming and prone to human error. In this dissertation, we propose a machine
learning-based framework to automatically extract incidental findings from radiology
report content.
There are some previous works that focus on building some models for incidental
finding and follow-up/recommendation detection in clinical reports, which include
finding detection (Yetisgen-Yildiz et al., 2011a), findings type classification (Has-
sanpour et al., 2017), incidental finding classification (Johnson et al., 2014; Pham
et al., 2014), and recommendation detection(Dutta et al., 2013; Yetisgen-Yildiz et al.,
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2011b). But most of the previous works only train and evaluate their models in a
small corpus. This dissertation considers a moderate amount of lung-related radiol-
ogy reports. We aim at building an automated way to detect incidental findings of
pulmonary nodules in radiology reports. To start with, we decompose the incidental
finding detection problem into the following two classification tasks.
1. Given a sentence in a radiology report, determine if this sentence is related to
a pulmonary nodule finding.
2. Given a sentence related to a clinical finding about pulmonary nodules, deter-
mine if the finding is incidental or not.
The above two tasks are typical text classification problems in natural language pro-
cessing.
To build a text classification model, we consider some traditional machine learning
methods in the literature as well as recent deep learning methods. The traditional
machine learning methods (Schu¨tze et al., 2008; Johnson et al., 2014) extract n-
gram features or term frequency-inverse document frequency (TFIDF) features from
the text and use standard machine learning models, including naive Bayes, logistic
regression and support vector machine, to build a text classifier. The recent deep
learning models rely on some word embedding technques such as skip-gram (Mikolov
et al., 2013) or Glove (Pennington et al., 2014) and perform some composition over
the word vectors. The common architectures of the deep learning models for NLP
includes: Convolutional Neural Networks (CNN) (Kim, 2014; Kalchbrenner et al.,
2016), Recurrent Neural Networks (RNN) (Graves and Schmidhuber, 2005; Lee and
Dernoncourt, 2016), and Attention-based transformer models (Vaswani et al., 2017).
In this dissertation, many of the above methods are used and evaluated for the two
classification tasks we consider.
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8.2 Method
Figure 8·1 demonstrates an overview of the proposed framework. The following sec-
tions detail each step as depicted in the figure.
Figure 8·1: Diagram of our proposed framework for incidental finding
classification.
8.2.1 Document Preprocessing and Word Embedding
For a given radiology report, we first perform some text cleaning steps by removing
some special characters (e.g., HTML tags), unnecessary white spaces, and empty
lines. Then a sentence parsing is performed to segment a report into sentences. Next,
tokenization is applied to partition each sentence into a list of words. An in-house
tokenizer (Tahmasebi et al., 2019) was used in this dissertation. Finally, the tokens
are normalized for case (lowercase alphabetic), dates and times (make all identical),
and numerical values (replace each labeled token with ‘9’).
One popular feature representation for textual data is the word embedding. Word
embedding refers to low-dimensional real-number vectors derived through a set of
unsupervised language modeling and feature learning techniques, which are desired
for their ability to capture the similarity between words with respect to semantic
relationships and are purely learned from unlabeled data. Word embedding can be
used as input feature vectors for many machine learning models including all the deep
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learning models considered in this dissertation. We train word embeddings using a
skip-grams model (Mikolov et al., 2013) with window size 10 and vector size 500 in a
large text corpus of radiology reports from the University of Washington (Tahmasebi
et al., 2019).
8.2.2 Traditional Machine Learning Method
Some traditional machine learning methods are considered for both sentence clas-
sification problems. In particular, a sentence encoding is first generated to map a
sentence into a feature vector. Then some classifier uses the obtained feature vector
to make a prediction. The detail of the sentence encoding method and classifiers are
listed in the following.
Sentence Encoding Method In this dissertation, the sentence encoder extracts
a feature vector from a sentence so that it can be used for a machine learning
model. Three types of sentence encoding method are considered: n-gram, TFIDF
and Word2Vec aggregate models. Specifically,
• n-gram feature: n-gram model uses the contiguous sequence of n tokens as
features. In this dissertation, we consider unigram (i.e., n = 1), bigram (i.e.,
n = 2) and the combination of unigram and bigram as a feature vector.
• TFIDF feature: TFIDF, short for term frequency-inverse document frequency,
is a weighting scheme that uses different weights for the same token in different
sentences in order to capture the importance of the token in the sentence.
• Word2Vec averaging feature: The (weighted) average of the word vectors of the
tokens in a sentence is used as the feature vector. Some previous work (Iyyer
et al., 2015) considered this type of feature and reported a good performance
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in some text classification problems. Also, we consider the weighted averages
of the word vector by its TFIDF weight in the sentence.
In addition to the sentence encoding features, we also handcraft some features for
the pulmonary nodule finding classification task. Those features are listed in Table
8.1. We use regular expression match with pulmonary keywords and nodule keywords.
Also, QuickUMLS (Soldaini and Goharian, 2016) is used for producing a set of features
related to pulmonary nodule findings. Finally, we use the Anatomy NER model
in Chapter 6 (our approach with softmax-loss, document-level information as weak
supervision) to produce a set of features, indicating if there is an anatomy named
entity related to lung in the current sentence, the previous sentence or two sentence
ahead.
Table 8.1: Additional features considered for pulmonary nodule find-
ing detection.
Features
Regex keyword match for pulmonary keywords
Regex keyword match for nodule keywords
UMLS keyword match for semtype T047: Disease or Syndrome
UMLS keyword match for semtype T033: Finding
UMLS keyword match for semtype T191: Neoplastic Process
UMLS keyword match for semtype T046: Pathologic Function
UMLS keyword match for semtype T184: Sign or Symptom
Lung anatomy detection results in Chapter 6
UMLS keywords match is performed using the QuickUMLS library (Soldaini and Goharian, 2016).
Classification Model After obtaining a vector presentation of a sentence, we con-
sider the following machine learning models for text classification. We consider three
typical types of classification model for both tasks.
• Logistic Regression (LR): Logistic regression (Murphy, 2012) assumes a linear
relationship between the feature vector and the log odds of the predicted label.
In order to avoid overfitting, an L1 regularization is used to control the sparsity
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of the coefficients. In particular, we uniformly select 21 regularization parameter
from 10−10 to 1010 on a log scale for cross-validation.
• MultiLayer Perceptron (MLP): The MLP used in this dissertation is a the two-
layer neural network with fully-connected layers similar to (Iyyer et al., 2015).
The hyperparameters considered are listed in Table 8.2.
Table 8.2: Hyperparameters for the Multilayer Perceptron Model.
hyperparameter value
hidden layer sizes (16, 16), (32, 16), (32, 32), (64, 32), (64, 64),
(128, 64), (128, 128), (256, 128), (256, 256)
L2 regularization coefficients 10
−4, 10−3, 10−2
• Random Forest (RF): The random forest is an algorithm that builds multiple
decision trees and merges them together in order to get a more accurate and sta-
ble prediction (Murphy, 2012). In this dissertation, we consider cross-validating
a random forest model using the following hyperparameters Table 8.3.
Table 8.3: Hyperparameters for the Random Forest Model.
hyperparameter value
max depth 3, ∞
max features 1, 3, 10, 50, 100
min samples split 2, 3, 10
min samples leaf 1, 3, 10, 20
bootstrap True, False
stop criterion gini, entropy
8.2.3 Deep Learning Method
The recent advanced of the deep learning techniques stamp many state-of-art NLP
models. This dissertation also considers three deep learning methods for sentence clas-
sification: Convolutional Neural Networks (CNN), Recurrent Neural Network (RNN)
and the recent Transformer model.
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Recurrent Neural Networks: A recurrent neural network models a sentence as
a sequence of words. The Long Short-Term Memory model(Hochreiter and Schmid-
huber, 1997), which is a typical type of RNN model, is used to produce the feature
vector of the sentence. We consider uni- and bi-directional LSTM models with differ-
ent depths and number of hidden states (Graves and Schmidhuber, 2005). Dropout
is applied as a regularization of the LSTM model (Gal and Ghahramani, 2016). The
hyperparameters considered in this work are shown in Table 8.4.
Table 8.4: Hyperparameters for the RNN Model.
hyperparameter value
number of layer 1, 2
hidden size 8, 16, 32, 64, 128
dropout rate 0.1, 0.3, 0.5, 0.7, 0.9
Convolutional Neural Networks: An alternative type of model for text classi-
fication is the convolutional neural network. In this dissertation, two types of CNN
models are considered. The first type of CNN model (Kim, 2014), which is called
Kim’s CNN for short in this dissertation, convolves word embedding input with fil-
ters of different lengths, then aggregates the convoluted results to build the sentence
feature. In particular, we select filter length 2, 3, 4 and 5 with same number of feature
maps each. The hyperparameters are shown in Table 8.5
Table 8.5: Hyperparameters for the Kim’s CNN Model.
hyperparameter value
kernel size 25, 50, 100
l2 regularization parameter 10
−3, 10−4, 10−5
dropout rate 0.1, 0.3, 0.5, 0.7, 0.9
Also, we consider ByteNet (Kalchbrenner et al., 2016), another CNN architecture,
for text classification. This framework uses dilated convolution layers for extract text
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features hierarchically. The hyperparameters of ByteNet considered are listed in Table
8.6.
Table 8.6: Hyperparameters for the ByteNet Model.
hyperparameter value
number of block repeated 2, 3, 4, 5
kernel height 3, 4, 5
number of layer 2, 3, 4, 5
kernel size 16, 32, 64, 128
dropout rate 0.1, 0.3, 0.5, 0.7, 0.9
Transformer Models: The transformer model is introduced in (Vaswani et al.,
2017), which uses attention layers only to transform one sequence to another one. In
this dissertation, only the encoder part of the transformer architecture in (Vaswani
et al., 2017) is used to produce the feature vector for classification. The hyperpareme-
ters of the model considered are listed in Table 8.7.
Table 8.7: Hyperparameters for the Transformer Model.
hyperparameter value
number of attention head 2, 4, 8
number of hidden layers 2, 3, 4
number of hidden dimension 32, 64, 128
kernel size 64, 128, 256
8.3 Experimental Results
8.3.1 Data
2000 lung-related radiology reports from the University of Chicago (UC) were used for
the proposed study. They were collected with Institutional Review Board approvals.
All reports were de-identified by offsetting dates by randomly generated numbers. All
other HIPAA patient health information including name, date of birth and address
were removed. The split of the data is described as follows.
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• Training dataset: 1000 radiology reports are randomly selected from the UC ra-
diology corpus. All sentences describing pulmonary nodule findings are labelled,
with assertions of incidental finding or prior finding.
• Test dataset: Another 1000 reports are randomly selected from the UC corpus,
labeled manually and excluded from the training dataset.
The statistics of the two datasets are shown in Tables 8.8. There are very few
sentences related to pulmonary nodule findings among all the sentences. This means
that the classification problems for detecting these sentences are highly unbalanced.
On the other hand, there are roughly 1/3 of the sentences with pulmonary nodule
findings are incidental.
Table 8.8: Sentence counts in the training and test datasets
dataset total pulmonary nodule finding incidental finding
training 23100 453 155
test 26347 510 161
8.3.2 Model Performance
We first train different classification models on the training dataset. A stratified 5-
fold cross-validation is performed for finding the best hyperparameter. Then we fit
the whole training dataset using the best hyperparameter, and finally evaluate the
model performance in the test set.
Table 8.9 compares the results of different text classifiers for pulmonary nodule
finding. We consider two types of baseline methods for compassion. To begin with,
we curated two sets of keywords that are related to lung and nodule, respectively. The
simple regular expression method predicts a sentence has a pulmonary nodule finding
if one pulmonary keyword and one nodule keyword match in the sentence. Also, we
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considered using a set of classification methods utilizing only additional features in
8.1.
Generally, the additional feature set improves the performance of all the machine
learning models. The best algorithm is obtained with an TFIDF encoder and a
logistic regression classifier, which achieves 95.2% F1-score. Generally, deep learning
methods perform better than traditional machine learning methods, but none of them
achieve the best performance. We believe they may suffer from overfitting since the
training dataset is not large enough and the deep learning models usually have many
model parameters.
We show some typical examples of the mistakes made by this classifier in Table
8.10. The false positives are related to negation or unclear context of the sentences.
False negatives are misled by the work ‘unchanged’.
Next, the performances for the incidental finding classification obtained by dif-
ferent classifiers is listed in Table 8.9. We curate a set of keyword that describes
stable nodule findings and consider a regular expression classifier as a baseline, which
predicts incidental if there are not keywords about stable finding in the sentence. In
this classification task, deep learning methods achieves a higher recall score compared
to other methods. The best model is Kim’s CNN model, which achieves an 84.0% F1
score. TFIDF sentence encoding with a logistic regression classifier obtains a good
result, leading the precision score and accuracy. Some examples of the mistakes made
by the CNN models are shown in Table 8.12. The main reason for the mistakes may
be due to missing the context information. Also, some misleading words including
‘increase’, ‘unchanged’ contribute to false negatives.
Finally, we combine the two classifiers in the two tasks together into a single
classification pipeline and test its performance on the testing dataset. The overall F1
score is 77.5% with a 68.1% precision and a 90% recall at the sentence level. At the
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Table 8.9: Performance of difference algorithms in pulmonary nodule
sentence classification.
Methods Accuracy AUC Precision Recall F1
Regex (pulmonary + nodule) 98.6% NA 61.3% 78.4% 68.8%
Additional Feature + LR 98.6% 98.7% 77.2% 71.8% 74.4%
Additional Feature + MLP 98.3% 98.3% 71.6% 67.8% 69.7%
Additional Feature + RF 98.6% 98.8% 77.4% 70.6% 73.8%
RNN 98.9% 99.2% 77.9% 85.5% 81.5%
Kim’s CNN 99.1% 98.4% 84.6% 83.9% 84.3%
Sentence Enc. Cls. AF Accuracy AUC Precision Recall F1
n-gram LR 0 98.8% 98.0% 81.3% 75.1% 78.1%
n-gram LR 1 99.3% 99.8% 88.5% 87.8% 88.2%
n-gram MLP 0 98.8% 98.6% 79.1% 81.6% 80.3%
n-gram MLP 1 99.0% 99.5% 80.1% 88.6% 84.2%
n-gram RF 0 98.5% 99.0% 89.1% 54.3% 67.5%
n-gram RF 1 99.0% 99.0% 92.0% 69.8% 79.4%
TFIDF LR 0 98.9% 99.6% 79.4% 85.5% 82.3%
TFIDF LR 1 99.7% 99.9% 91.1% 99.8% 95.2%
TFIDF MLP 0 98.8% 99.5% 76.7% 84.1% 80.3%
TFIDF MLP 1 99.1% 99.6% 85.5% 82.4% 83.9%
TFIDF RF 0 98.4% 98.5% 84.6% 56.1% 67.5%
TFIDF RF 1 98.8% 99.0% 93.4% 64.1% 76.0%
W2V + Average LR 0 98.2% 98.9% 65.9% 79.2% 72.0%
W2V + Average LR 1 99.3% 99.7% 88.0% 86.1% 87.0%
W2V + Average MLP 0 98.6% 99.3% 72.0% 83.3% 77.3%
W2V + Average MLP 1 99.0% 99.6% 80.8% 84.9% 82.8%
W2V + Average RF 0 98.6% 98.1% 90.7% 55.7% 69.0%
W2V + Average RF 1 99.0% 99.2% 91.6% 72.5% 81.0%
W2V + TFIDF LR 0 98.2% 98.9% 66.1% 78.8% 71.9%
W2V + TFIDF LR 1 99.2% 99.7% 87.8% 82.9% 85.3%
W2V + TFIDF MLP 0 98.8% 99.3% 79.3% 79.6% 79.5%
W2V + TFIDF MLP 1 98.8% 99.4% 78.3% 82.7% 80.5%
W2V + TFIDF RF 0 98.6% 98.0% 89.2% 56.9% 69.5%
W2V + TFIDF RF 1 99.0% 98.8% 91.5% 73.5% 81.5%
Column Sentence Enc. shows different sentence encoders. Column Cls. indicates different classifier
algorithms: Logistic Regression (LR), Multi-layer Perceptron (MLP), and Random Forest (RF).
Column AF indicates the use of addition features (1) or just features from the sentence encoder (0).
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Table 8.10: Some erroneously classified examples by the best pul-
monary nodule classifier.
False Positive
The largest in the right lower lobe right lung measures 8 x 9 mm.
The lung fields are clear and free of any focal opacities.
Vascular malformation the left lower lobe stable.
No evidence of primary nodules at the lung bases.
False Negative
Right upper lobe mass with small pleural effusions, greater on the right un-
changed.
Table 8.11: Performance of difference algorithms in incidental finding
sentence classification.
Methods Accuracy AUC Precision Recall F1
Regex 64.5% NA 46.3% 78.3% 58.2%
RNN 85.9% 93.9 73.0% 87.5% 79.7%
Kim’s CNN 89.0% 95.6 77.7% 91.3% 84.0%
ByteNet 86.5% 94.7 73.7% 88.8% 80.5%
Transformer 88.8% 94.5 82.1% 82.6% 82.4%
Sentence Encoder Classifier Accuracy AUC Precision Recall F1
n-gram LR 81.4% 89.0% 69.9% 72.0% 70.9%
n-gram MLP 84.3% 90.7% 76.1% 73.3% 74.7%
n-gram RF 86.3% 92.7% 76.9% 80.7% 78.8%
TFIDF LR 89.4% 93.0% 84.1% 82.0% 83.0%
TFIDF MLP 83.1% 89.1% 74.2% 71.4% 72.8%
TFIDF RF 86.9% 93.2% 74.7% 88.2% 80.9%
W2V + Average LR 80.8% 88.2% 66.5% 78.9% 72.2%
W2V + Average MLP 82.5% 90.5% 70.5% 77.0% 73.6%
W2V + Average RF 78.4% 84.7% 69.8% 55.9% 62.1%
W2V + TFIDF LR 80.6% 88.4% 66.1% 78.9% 72.0%
W2V + TFIDF MLP 81.2% 90.9% 66.7% 80.7% 73.0%
W2V + TFIDF RF 81.4% 84.9% 75.8% 60.2% 67.1%
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Table 8.12: Some erroneously classified examples by the best inciden-
tal finding classifier.
False Positive
Pulmonary nodules.
Several other scattered pleural based opacities likely represent scarring.
3-cm mass in the right lower lobe highly suggestive of malignancy.
There is a nodule in the left upper lobe which measures about 1.8 centimeter in
diameter.
False Negative
Increase in size and number of lung nodules as described above.
Calcified scattered pulmonary nodules compatible with prior granulomatous dis-
ease.
Right upper lobe mass with small pleural effusions, greater on the right un-
changed.
report level, the overall score F1 is 78.8% with a precision of 68.4% and a recall of
92.9%.
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Chapter 9
Clinical Concept Extraction with
Contextual Word Embedding
9.1 Clinical Concept Extraction
Automatic clinical concept extraction is a crucial step in transforming unstructured
patient clinical data into a set of actionable information. A major challenge towards
developing clinical Named Entity Recognition (NER) tools is access to a corpus of
labeled data. The 2010 i2b2/VA challenge (Uzuner et al., 2011) released such a corpus
of annotated clinical notes to facilitate the development of clinical concept extraction
systems. Since the release of the 2010 i2b2/VA dataset, there have been numerous
efforts on developing NER tools reported in the literature.
In earlier works, Conditional Random Fields (CRF) with token-level features were
proposed for concept extraction (de Bruijn et al., 2011; Jonnalagadda et al., 2012;
Fu and Ananiadou, 2014). Nevertheless, such approaches require manual feature
engineering, which makes its application limited. Recently, with the advancement
of deep learning models and its usage for natural language processing, Recurrent
Neural Network (RNN) models, such as Long Short-Term Memory (LSTM), have
been widely used for deriving contextual features for CRF model training and have
demonstrated promising performance for clinical concept extraction tasks (Boag et al.,
2015; Chalapathy et al., 2016; Boag et al., 2018; Xu et al., 2018). Although RNN
models provide a good set of features for NER, they depend heavily on the word
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embedding models (Mikolov et al., 2013; Pennington et al., 2014), which are not
good at dealing with the complex characteristics of word use under different linguistic
contexts.
Recently, Peters et al. proposed a contextual word-embedding model (ELMo),
which claims to improve the performance of various NLP tasks such as sentiment
analysis, question answering and sequence labeling (Peters et al., 2018). By including
the features of a language model, the word representations of the ELMo contain richer
information compared to a standard word embedding such as skip-gram (Mikolov
et al., 2013) or Glove (Pennington et al., 2014). Although the ELMo model is shown
to achieve a good performance in some NER tasks such as the CoNLL 2003 NER task,
it is trained on a corpus in a general domain (Chelba et al., 2013) and, as a result,
it does not demonstrate a desired performance for a clinical concept extraction task.
This could be due to the fact that clinical text is structured differently compared
to text in a general domain and therefore, the language model trained on a general
domain corpus fails to generalize well on it.
In this dissertation, we train an ELMo model using a corpus with a mixture
of clinical reports and relevant Wikipedia pages in the clinical domain. Next, a
bidirectional LSTM-CRF model is applied to identify the clinical concepts. This
model is trained and tested on the 2010 i2b2/VA challenge (Uzuner et al., 2011). Our
proposed model achieves the best performance among other state-of-the-art models
outperforming them by 3.4% in terms of F1-score.
9.2 Method
The proposed model consists of an ELMo model trained from the corpus in a clinical
domain and a bidirectional LSTM-CRF model for the clinical context extraction.
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9.2.1 ELMo Training
ELMo (Peters et al., 2018) is a recently proposed model that extends a word embed-
ding model with features produced by a bidirectional language model. It has been
shown that the utilization of ELMo for different NLP tasks results in improved per-
formance compared to other types of word embedding models such as skip-gram or
Glove(Peters et al., 2018; Kitaev and Klein, 2018; He et al., 2018). Although (Peters
et al., 2018) released several pretrained ELMo models, all of them are trained on a
general text corpus (Chelba et al., 2013). We believe that clinical reports are struc-
tured differently compared to general language corpora. Therefore, it is necessary
to train an ELMo model specifically for the clinical domain in order to achieve the
desired performance for clinical NLP tasks such as concept extraction. To do so, the
following corpora were considered for training the ELMo model.
• Wikipedia pages with titles that are items (medical concepts) in a standard
clinical ontology, known as SNOMED CT (Rogers and Bodenreider, 2008). The
following sections were excluded: ‘See also’, ‘References’, ‘Further reading’ and
‘External links’. Furthermore, if a term has more than one Wikipedia pages, we
include just none of these pages in the corpus to avoid introducing ambiguity.
• The discharge summaries and radiology reports from the MIMIC-III dataset
(Johnson et al., 2016). Phrase normalization is performed on the de-identified
entities in the dataset, e.g., converting all names to ‘John Does’, removing the
prefixes and suffixes for de-identified data and numbers. The reason for the
normalization is to transform the de-identified reports to be more similar to
actual reports.
This dissertation uses our in-house sentence segmentation tool1 to detect sentence
boundary. NLTK (Bird et al., 2009) is used for tokenization. Statistics of the training
1https://github.com/noc-lab/simple_sentence_segment
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Table 9.1: The corpus statistics for training the ELMo model.
number of sentences average sentence length
Wikipedia pages 3,687,501 20.84
MIMIC-III discharge summaries 10,457,035 9.61
MIMIC-III radiology reports 12,786,115 9.62
corpus are shown in Table 9.1. For training the ELMo model, we use the default
hyperparameter settings shown in (Peters et al., 2018). Particularly, a character-
based Convolutional Neural Network (char-CNN) embedding layer (Kim et al., 2016)
is used with character embeddings dimension 16, filter widths [1, 2, 3, 4, 5, 6, 7] and
number of filters [32, 32, 64, 128, 256, 512, 2014]. Next, a two-layer bidirectional LSTM
(bi-LSTM) with 4,096 hidden units in each layer is considered. After each char-CNN
embedding and LSTM layer, the output is projected to 512 dimensions and a high-way
connection (Srivastava et al., 2015) is applied. In addition, we define the vocabulary
in the language model as the tokens that appear not less than 5 times in the corpus.
We randomly split the whole corpus into a training corpus (90%) and a testing
corpus (10%). We train an ELMo model using the training corpus for 10 epochs.
The average perplexity in the testing corpus is 17.80. On the other hand, the ELMo
model2 trained in a corpus of a general domain only achieves a perplexity of 628.26.
Despite the fact that comparing these two perplexities is not fair due to the different
vocabularies in the two language models, such large gap between them suggests that
training a specific ELMo model for the clinical domain is necessary.
9.2.2 Bidirectional LSTM CRF model for NER
We use a bidirectional LSTM-CRF (Huang et al., 2015) model for the NER task.
The architecture of the proposed model is shown in Figure 9·1. The input is a list
of tokens. Contextual word embeddings are generated as a learnable aggregation of
2The ‘Original’ model in section ‘Pre-trained ELMo Models’ at https://allennlp.org/elmo
124
Figure 9·1: The proposed bidirectional LSTM model diagram for
medical concept extraction. The char-based CNN word embedding
and the bidirectional language model layers (ELMo), shown in the blue
color, are pretrained with a corpus from the clinical domain and hold
fixed during training the NER model.
char-CNN word-embedding layer and two bi-LSTM layers for the language model.
Suppose xk is the context-independent token representation for the kth token in the
sentence produced by the character CNN layer and denote h0k = [xk,xk] as the token
layer. Also denote h1k = [
←−
h1k,
−→
h1k] and h
2
k = [
←−
h2k,
−→
h2k] the two bidirectional LSTM layers
in ELMo with forward and backward language models. Following (Peters et al., 2018),
we use
yk = γ
2∑
i=0
sih
i
k
as the features for the NER model, where γ is a scaling factor and si’s are softmax-
normalized weights. During training the NER model, the parameters of the ELMo
model is fixed while γ and si’s are learnable parameters. Next, a two layer bidirec-
tional LSTM is applied with yk’s as input. Finally, a linear-chain CRF layer (Huang
et al., 2015) is applied for predicting the label of each token. In this dissertation, the
BIO-tagging format is used, as shown in Figure 9·1.
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9.3 Experiments and Results
9.3.1 Dataset
In this work, we used the data provided by the 2010 i2b2/VA challenge (Uzuner
et al., 2011) for training a clinical concept extraction system. Due to the restrictions
introduced by Institutional Review Board (IRB), only a portion of data from the
original dataset is available. The released dataset consists of clinical summaries from
three different medical sites: Partners Healthcare, Beth Israel Deaconess Medical
Center, and the University of Pittsburgh Medical Center. There are three clinical
concepts annotated in this corpus: problems, tests, and treatments. There are 170
summaries for training and 256 for test. The dataset statistics are shown in Table
9.2.
Table 9.2: Number of reports, sentences, tokens and named entities
in training and test corpora.
corpus reports sentences tokens problem treatment test
training 170 16,414 149,541 7,073 4,844 4,606
test 256 27,763 267,249 12,592 9,344 9,225
9.3.2 Results
A two-layer bidirectional LSTM is used for NER task, each of which consists of 256
hidden states. For regularization, dropout (Gal and Ghahramani, 2016) is applied
to the LSTM layer with a rate of 0.5. We train the model with the Adam optimizer
(Kingma and Ba, 2014) using a learning rate of 0.001, a batch size of 32, and 200
epochs. We also consider the following basedline models:
1. Distributional semantics CRF (Jonnalagadda et al., 2012);
2. Hidden semi-Markov model (de Bruijn et al., 2011);
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3. Truecasing CRFSuite (Fu and Ananiadou, 2014);
4. CliNER (Boag et al., 2015);
5. Binarized neural embedding CRF (Wu et al., 2015);
6. Glove-BiLSTM-CRF (Chalapathy et al., 2016);
7. CliNER 2.0 (Boag et al., 2018);
8. Att-BiLSTM-CRF + Transfer (Xu et al., 2018).
Table 9.3: Performance comparison between the proposed models and
the state-of-the-art models on the 2010 i2b2/VA dataset.
Methods Precision Recall F1
Distributional semantics CRF* 85.60 82.00 83.70
Hidden semi-Markov model* 86.88 83.64 85.23
Truecasing CRFSuite 80.83 71.47 75.86
CliNER 79.5 81.2 80.0
Binarized neural embedding CRF 85.10 80.60 82.80
Glove-BiLSTM-CRF 84.36 83.41 83.88
CliNER 2.0 84.0 83.6 83.8
Att-BiLSTM-CRF + Transfer 86.27 85.15 85.71
ELMo(G) + BiLSTM-CRF ** 83.26± 0.25 81.84± 0.22 82.54± 0.14
ELMo(C) + BiLSTM-CRF ** 87.44± 0.27 86.25± 0.26 86.84± 0.16
ELMo(C) + BiLSTM-CRF (Ens.) 89.34 87.87 88.60
* These models were trained using the original larger labeled dataset of the 2010 i2b2/VA
challenge.
** Performances are reported as mean ± standard deviation across 10 runs with different
random seeds.
ELMo(G) means the ELMo obtained in general domain. ELMo(C) means the ELMo model
trained using a clinical corpus. (Ens.) means the ensemble model.
Three different scenarios of the proposed ELMo-based model were considered
and compared in this study: Two BiLSTM-CRF models were trained using 1) an
ELMo model trained on a general domain corpus (Peters et al., 2018), referred to as
“ELMo(G) + BiLSTM-CRF”; and 2) an ELMo model trained on a clinical corpus as
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described before, referred to as “ELMo(C) + BiLSTM-CRF”. The training was per-
formed 10 times starting with 10 different random seeds and the mean and standard
deviation of the performance metrics were reported. We also trained an ensemble
model based on the most voted label by the 10 models for each token. The perfor-
mance of our models and several previously published baseline models for the 2010
i2b2/VA challenge is reported in Table 9.3 in terms of precision, recall and F1-score
for exact class spans using the definition given in (Uzuner et al., 2011). As expected,
it can be observed from the table that an ELMo model trained using domain-specific
data results in significant improvement in performance. The BiLSTM-CRF model
with ELMo trained on the clinical corpus outperforms other alternatives. Further-
more, it was observed that our best model yielded similar performance among three
types of named entities (problem, treatment and test).
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Chapter 10
Summary and Future Directions
10.1 Summary
It is known that humans are capable of making decisions based on context and gener-
alize what they have learned. This thesis considered two related topics and proposed
different models that take context information into account. By including the context,
the proposed models exhibit good performance in the both problem areas.
• First, a context association task inspired by cognitive science was proposed to
evaluate the performance of a learning agent making a decision based on con-
text information including the ability to generalize beyond what it has seen
during training. Then, three neural circuit models were proposed for the learn-
ing task. These models assume the linkage between neural changes according
to the stimulus, which may be a result of the N-Methyl-D-Aspartate current.
Some theoretical results were shown for the neural circuit models, guarantee-
ing convergence to an optimal configuration when all stimulus-context pairs
are provided during training. Finally, the performance of the different mod-
els was evaluated using simulation. Among all the models, the recommender
system-based neural circuit model with primal-dual updating achieved the ideal
performance in the generalization task.
• In the second part of the thesis, four clinical natural language tasks were consid-
ered. Some deep learning models were proposed for analyzing clinical reports,
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especially radiology reports. In particular, a hierarchical recurrent neural net-
work model was first introduced for an anatomy named entity recognition prob-
lem. Then, some feature-enriched bi-LSTM-CRF and transformer-based models
were proposed for negation and speculation scope detection. Next, an inciden-
tal finding detection task was considered and a two-stage classification method
was proposed for the task. Finally, a clinical contextual word embedding was
obtained for a clinical concept extraction task. Those models all took con-
text information into account and achieved state-of-art performance in different
tasks compared to various baseline models.
10.2 Possible Future Directions
Possible future directions include:
• This dissertation considered the context association task and proposed four
types of neural circuit models for the task. The design of neural circuit models
for some other types of context-based tasks can be considered as the next step.
For example, the Context-First Context-Last (CFCL) task (Chatham et al.,
2014) is a context-based task that requires remembering stimuli and using con-
text in decision-making. Unlike the context association task, the CFCL task
requires neural circuits to form a working memory, selectively gating informa-
tion and making a comparison based on context. Compared with the context
association task, this task requires a more complicated decision-making rule.
Therefore, a neural circuit model for this task needs more components such as
a gating mechanism and a memory model. Also, some existing RNN models,
such as LSTM, can be included in the analysis for such a task.
• Chapter 9 introduced a clinical word embedding model using ELMo (Peters
et al., 2018). However, some recent contextual word embedding methods in-
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cluding BERT (Devlin et al., 2018), XLNet (Yang et al., 2019), and ALBERT
(Lan et al., 2019), which are based on a transformer model (Vaswani et al.,
2017), show promising results on different NLP tasks. Also, the more results
show the effectiveness of those types of word embedding models in the clinical
domain (Alsentzer et al., 2019; Nejadgholi et al., 2019). On the other hand,
some techniques incorporating clinical knowledge information into either con-
textual word embedding training or using it as auxiliary information achieved
a performance gain in various NLP tasks (Ostendorff et al., 2019). Therefore,
combining a transformer-based language model training technique and knowl-
edge base integration is a promising future direction for some NLP tasks in the
clinical domain.
• In Chapter 8, this dissertation considered various classification methods for de-
tecting incidental findings in radiology reports. Some more features can be
included in the future, for example, the clinical concept extraction results from
Chapter 9 and the negation scope detection results from Chapter 7. A good
clinical word embedding can be used for producing features to be used by a
classifier. In this context, solving the following dilemma for incidental finding
detection problem would be useful. Although the context information is use-
ful and some classification errors may be due to missing context information,
adding the information of the neighbor sentences may increase the model com-
plexity and result in overfitting of the model. Therefore, some techniques that
can address this problem are necessary for building a good incidental finding
detection model. For example, introducing coreference resolution or language
inference features, a document-level attention model, or some smart fine-tuning
technique (Houlsby et al., 2019) offer some promising directions for improving
performance.
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