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Acoustic echo aries due to the coupling between loudspeakers and microphones in the
same room during hands-free teleconferencing. The sound that is played from the
loudspeakers in the near-end room will be convolved with the near-end room impulse
responses (RIRs), picked up by the microphones in the same room, and eventually
transmitted back to the far-end room. Due to the round-trip transmission delay, this
acoustic echo is very distracting and severely limits the quality of the conversation.
An acoustic echo reduction system is required in such situations to ensure high quality
hands-free teleconferencing.
In such scenarios, an adaptive filter is a powerful tool to keep track of the time
variations of the unknown system, i.e., the near-end RIRs, and to produce an estimate
of the acoustic echo at the near-end room in attempt to cancel the echo. However,
due to the mismatch between the true and the estimated near-end RIRs, acoustic
echo cancellation (AEC) alone is not sufficient and residual echo suppression (RES)
is often required to further suppress the echo that cannot be entirely canceled by the
AEC.
Figure 1 shows a single-channel acoustic echo reduction system with an adaptive
filter w for AEC and a postfilter H for RES. Let y be the near-end microphone
signal, which consists of the near-end noise or speech v mixed with the acoustic echo
d = hTx, where h is the RIR vector (a truncated version of the actual RIR),1 x is
1Although in reality the RIR can be infinite in length, for simplification of the analysis of adaptive
filter algorithms h is assumed to be of finite length L unless otherwise specified.
1
the far-end reference signal vector, and { · }T is the transpose operator.
Figure 1: An acoustic echo reduction system with an adaptive filter w for AEC and
a postfilter H for RES.
The adaptive filter coefficients w model the RIR, and the filtered output d̂ = wTx
approximates the echo d. The observed estimation error e of the AEC is given by
e[n] = v[n] + d[n]− d̂[n] = v[n] + b[n], (1)
where n is the time-domain sample index and b is the true error (residual echo)
that comes from the misalignment between the RIR and the estimated adaptive filter
coefficients, i.e., (h−w)Tx. The term “true” means a noise-free quantity, i.e., v = 0.
A postfilter H further suppresses the residual echo before the processed near-end
signal is sent to the far-end room. The presence of a strong near-end signal v may
disrupt the tracking of the near-end RIR, resulting in a corrupted error signal b.
Traditionally, a double-talk detector (DTD) is used to detect such a signal mixing
environment, i.e., to determine if the near-end signal is present, and once so detected,
to freeze the adaptation of the filter coefficients.
The acoustic echo reduction system also finds applications in other application
scenarios such as multiplayer online gaming or voice commands for smart televisions
(TVs). In multiplayer online gaming, the system (game consoles) actively produces
music or sound effects that may interfere with the communication among players at
different sites. Specifically, both the music or the sound effects from the game and
the voice of the user in the near-end room will be captured by the microphones and
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transmitted to the far-end room. The acoustic “echo” in this case consists of the music
and sound effects from the game. For smart TVs, a user may issue voice commands to
control the TV at any given moment without pausing the program that is currently
played on the set. In such a scenario, the audio from the TV program constitutes the
acoustic “echo” in the eyes of the voice command unit. In both cases, the microphone
signals, which will be either transmitted to the far-end for communication purposes
or recognized by the local machines, are contaminated by the sound produced by the
system itself and an effective acoustic echo reduction system can either enhance the
speech quality for communication or increase the speech recognition performance.
In these scenarios, the signal of interest, v, always causes the system to operate
in a double-talk mode since the loudspeaker will continuously play back either music
and sound effects from games or audio from TV programs. The traditional usage of a
DTD to freeze the adaptive filter during double talk no longer provides adequate echo
cancellation for such scenarios. Therefore, noise robust adaptive algorithms that allow
the adaptive filter coefficients to be updated continuously in the presence of a strong
near-end signal are very desirable. In addition, these systems often employ multiple
loudspeakers and microphones and thus the echo reduction system must perform
multi-channel acoustic echo cancellation (MCAEC) with multiple adaptive filters,
each of which models the echo path from each loudspeaker to each microphone. Due
to the high correlation nature of the loudspeaker signals, the so called non-uniqueness
problem causes the convergence speed to slow down significantly for MCAEC.
1.2 Objectives
The objective of the research is to achieve a systematic combination of acoustic echo
reduction components that together achieve a robust performance of the MCAEC
system as a whole. Conventional approaches to the acoustic echo reduction system
typically assume that individual components would perform ideally. For example, the
3
adaptive algorithm for AEC is often developed in the absence of strong near-end sig-
nal, the algorithm for RES is often an added module that is developed as a separate
noise reduction component, and the decorrelation procedure for MCAEC is yet an-
other add-on module that simply introduces some form of distortion to the reference
signal. Specifically, the signal of interest in the AEC component is the error signal
(i.e., the signal after the subtraction of the estimated echo), proper calculation of
which is marred by the presence of the near-end signal which acts as the interference,
or noise, to the adaptive filter in the AEC component. On the other hand, the signal
of interest of the RES component is the near-end signal which needs to be preserved
for transmission to the far-end while the residual echo is being suppressed. The main
challenge is in designing a consistent criterion across all modules that can be jointly
optimized to form a more consistent framework for acoustic echo reduction. The
decorrelation procedure can potentially benefit from the system approach as well if it
is designed by taking the near-end listener into account. The MCAEC system should
be optimized not only for the echo cancellation and suppression performance, but
also for the reference signal quality after the added distortion from the decorrelation
procedure.
1.3 Outline
The rest of this dissertation is organized as follows.
In Chapter 2, we review the least mean squares (LMS) and the normalized least
mean squares (NLMS) algorithms that is traditionally used in AEC. The frequency-
domain processing framework for the AEC is also introduced. We then discuss the
non-uniqueness problem and the misalignment problem that occur in MCAEC. We
review algorithms that deal with the double talk situation and related robustness
issues. We then provide the single-channel speech enhancement framework that deals
with the nonlinear processing of residual echo and noise suppression after the AEC.
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We also define the performance measures for AEC and RES and the coherence mea-
sure for MCAEC.
In Chapter 3, we present the system approach to AEC and RES for the single-
channel case. To include RES in the system approach, we propose a novel estimation
procedure for the residual echo that utilizes both the linearly estimated echo signal
from the adaptive filter and the nonlinearly estimated echo from the noise suppression
(NS) unit. We then propose a novel combination of the AEC and the RES to form an
system approach to AEC that achieves effective echo reduction even during double
talk. We finally show the application of the system approach to AEC on the KinectTM
audio and demonstrate the superior performance of the voice quality enhancement
system both in terms of objective quality measures and automatic speech recognition
results.
In Chapter 4, we present a novel sub-band resampling (SBR) approach suitable
for the decorrelation procedure in MCAEC. We first formulate the misalignment
problem and show how the signal coherence affects the misalignment. We then pro-
pose a novel resampling procedure and perform a deep analysis to show the link
between resampling, coherence, and misalignment. We discuss the algorithmic design
issues and proper smoothing method to avoid possible processing artifacts from the
resampling procedure. We then extend the resampling technique to SBR so that the
coherence can be finely adjusted in each frequency bin. In doing so the decorrelated
speech signal can retain as high fidelity as possible while significantly improving the
convergence rate of the MCAEC. We demonstrate the superior sound quality of SBR
through objective quality measures as well as a formal listening test.
In Chapter 5, instead of looking at individual components, i.e., AEC, RES, or
decorrelation, we piece together all the components to build a robust multi-channel
voice system that aims at achieving the best voice quality with a given computational
complexity constraint, suitable for real-time applications on many different platforms.
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We first discuss a complete signal-channel voice system that includes the components
designed in Chapter 3. We then formulate the tuning of the signal-channel voice
system as a constrained optimization problem to optimize the system for best voice
quality within the computational budget of a target platform. Finally, we include the
SBR approach described in Chapter 4 and present a robust regularization procedure
for MCAEC.





This chapter is organized as follows. In Section 2.1, we review the algorithms that
are suitable for the acoustic echo cancellation (AEC) problem. Specifically, we review
the least mean squares (LMS) algorithm, the normalized least mean squares (NLMS)
algorithm, and their frequency-domain variants. We then review the multi-channel
acoustic echo cancellation (MCAEC) problem in Section 2.2 and formulate the non-
uniqueness and the misalignment problem. In Section 2.3, we review the robust
acoustic echo cancellation (RAEC) and its various components that are suitable for
our applications, i.e., to enhance the speech signal even during continuous double
talk situation. In Section 2.4, we review the single-channel noise reduction framework
that is necessary to further suppress the residual echo, which often results from the
mismatch of the estimated impulse response in the AEC. In Section 2.5, we introduce
several performance measures that are suitable for the evaluation of the AEC, the
residual echo and noise suppressor, and the coherence measure that is useful for
measuring the correlation between the loudspeaker signals in MCAEC.
2.1 Acoustic Echo Cancellation
Assuming that the additive noise v is zero in (1), the error signal is expressed as
e[n] = b[n] = d[n]−wT[n]x[n], (2)
where d is the desired signal (acoustic echo), w[n] = [w0[n], . . . , wL−1[n]]
T is the
adaptive filter coefficients vector of length L, and x[n] = [x[n], . . . , x[n − L + 1]]T is
the reference signal vector.
Gradient descent is an optimization algorithm that finds a local minimum of a
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cost function by taking steps proportional to the negative of the gradient of the cost
function at the current point, i.e.,
w[n+ 1] = w[n]− µ∇w∗J(w[n]), (3)
where µ is the step-size, { · }∗ is the element-wise complex conjugate operator, and




, . . . , ∂J
∂w∗L−1
]T
with J( · ) being the cost function.1
Based on the choice of the cost function, there are basically three types of gradient-
descent based adaptive algorithms, i.e., the LMS, the affine projection (AP), and the
recursive least squares (RLS) algorithms [99, 100]. Table 1 shows a comparison of
the three gradient-descent based adaptive algorithms, where E{ · } is the expectation
operator, L is the length of the adaptive filter, Q is the AP order, and 0 λ < 1 is
the “forgetting factor” which gives exponentially less weight to older error samples.
Note that for the RLS algorithm, the input signals are considered deterministic, while
for the LMS and the AP algorithms they are considered stochastic. Compared to the
LMS and the AP algorithms, the RLS algorithm exhibits extremely fast convergence
speed at the expense of high computational complexity and numerical instability. On
the other hand, the LMS algorithm is widely used for the AEC and will be the focus
of this work due to its low computational complexity, numerical stability, and ease of
implementation.
Table 1: A comparison of three gradient-descent based adaptive algorithms that are
commonly used for AEC: the LMS, the AP, and the RLS algorithms.









Faster convergence and computational efficiency of the LMS algorithm can be
1For a complex vector w, the partial gradient with respect to w∗ gives the direction of maximum
rate of change [13], rather than the gradient with respect to w.
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achieved by using block-based frequency-domain least mean squares (FDLMS) algo-
rithms [102] instead of sample-based time-domain LMS algorithm. Faster and more
uniform convergence is achieved through the diagonalization in the discrete Fourier
transform (DFT) domain so that the adaptation step-size can be adjusted indepen-
dently for each frequency bin, while the computational efficiency is achieved through
the efficient implementation of the convolution operation with DFT via the overlap-
add or the overlap-save (OLS) method [92].
2.1.1 Least Mean Squares
For the analysis of the LMS-type algorithms, all signals are assumed to be generated
by zero-mean random processes, and the near-end noise v is assumed to be zero. By
omitting the sample index for simplicity, the cost function using the mean squared
error (MSE) can be expanded as
J(w) = E{|e|2} = E{(d−wTx)(d−wTx)∗}
= σ2d − rHdxw −wHrdx + wHRxw, (4)
where { · }H is the Hermitian transpose (conjugate transpose) operator, σ2d ≡ E{dd∗}
is the variance of the signal d, rdx ≡ E{dx∗} is the cross-covariance vector between
d and x, and Rx ≡ E{xxH} is the autocorrelation matrix of x. The gradient of the
cost function is given by
∇w∗J(w[n]) = −(rdx −Rxw[n]). (5)
Using (3) and (5), the update rule is given by
w[n+ 1] = w[n] + µ(rdx −Rxw[n]). (6)
Note that (6) requires the statistical information of rdx and Rx which are rarely
available in practice. As a result, the instantaneous values rdx ≈ dx∗ and Rx ≈ xxH
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are used and the LMS algorithm is given by
w[n+ 1] = w[n] + µ(d[n]x∗[n]− x[n]xH[n]w[n])
= w[n] + µ(d[n]−wT[n]x[n])x∗[n]
= w[n] + µe[n]x∗[n]. (7)
The LMS algorithm is summarized in Table 2, where 0L×1 ≡ [0, . . . , 0]T is a zero
vector of length L.
Table 2: The LMS algorithm.
Initialization
w[0] = 0L×1
{x[n] = 0;n < 0}, L > 0, µ > 0
Filter adaptation
x[n] = [x[n], . . . , x[n− L+ 1]]T
e[n] = d[n]−wT[n]x[n]
w[n+ 1] = w[n] + µe[n]x∗[n]
2.1.2 Newton’s Method
The gradient update of the filter coefficients in (3) can actually be of the more general
form
w[n+ 1] = w[n]− µu[n], (8)
where u = B∇w∗J(w) and B is any Hermitian positive-definite matrix. Using (4),
(5), and (8), the MSE after each iteration can be written as
J(w[n+ 1]) = σ2d − rHdxw[n+ 1]−wH[n+ 1]rdx + wH[n+ 1]Rxw[n+ 1]
= J(w[n])− µ<{uH[n]∇w∗J(w[n])}+ µ2uH[n]Rxu[n], (9)
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where <{ · } is the real value of a complex number. Note that with B being Hermitian
positive-definite, the middle term in (9) is strictly negative and
J(w[n+ 1]) < J(w[n]). (10)
The previous derivation of the LMS algorithm can be viewed as a special case of using
the identity matrix B = IL×L ≡ diag{1L×1}, where diag{ · } is an operator that forms
a diagonal matrix and 1L×1 ≡ [1, . . . , 1]T.





, which leads to the Newton’s method






Using (5), (11), and the MSE, the Newton’s method becomes
w[n+ 1] = w[n] + µ(εIL×L + Rx)
−1(rdx −Rxw[n]), (12)
where ε > 0 is a regularization term for stability when the Hessian matrix is close to
singular. Note that by choosing ε = 0 and µ = 1, (12) leads to immediate convergence
since
w[n+ 1] = w[n] + R−1x rdx −w[n] = R−1x rdx, (13)
which is the optimum least squares solution to the MSE that can be obtained by
setting the gradient (5) to zero and solve for w. This is a well-known property of
the Newton’s method where the convergence is guaranteed in a single iteration by
choosing µ = 1 [100].
2.1.3 Normalized Least Mean Squares
By using the instantaneous values Rdx ≈ dx∗ for the cross-correlation vector and
Rx ≈ xxH for the autocorrelation matrix in (12), the update rule can be obtained
similarly to the LMS algorithm as
w[n+ 1] = w[n] + µe[n](εIL×L + x[n]x
H[n])−1x∗[n], (14)
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which requires the inversion of the matrix εIL×L + xx
H at each iteration. By using
the matrix inversion formula, the inversion can be simplified as
(εIL×L + x[n]x




where ‖ · ‖ is the Euclidean norm operator defined as ‖x‖ ≡
√
xHx. Therefore, the
NLMS algorithm with regularization is given by











Table 3 shows a summary of the NLMS algorithm with regularization.
Table 3: The NLMS algorithm with regularization.
Initialization
w[0] = 0L×1
{x[n] = 0;n < 0}, L > 0, µ > 0, ε > 0
Filter adaptation
x[n] = [x[n], . . . , x[n− L+ 1]]T
e[n] = d[n]−wT[n]x[n]
w[n+ 1] = w[n] + µe[n]
x∗[n]
ε+ ‖x[n]‖2
The NLMS algorithm is more robust to the LMS algorithm in that the update of
the filter coefficients is invariant to the scale of the reference signal vector x, since
in the LMS algorithm the update of the filter coefficients w will be proportional to
the norm of the reference signal x and the update between iterations can fluctuate
significantly depending on how large or small the norm is. Such a behavior can
have an adverse effect on the performance of the LMS algorithm when dealing with
speech signals as the reference signal, since the norm of the speech signals varies
widely between speech activity and silence. Besides being more stable than the LMS
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algorithm, the NLMS algorithm also exhibits faster convergence due to the superior
convergence speed of the Newton’s method. The NLMS algorithm can be seen as
employing a time-varying step-size µ/(ε+‖x[n]‖2) as opposed to the constant step-size
µ in the LMS algorithm. The adjustment of the step-size is indeed very important for
the robust operation of the adaptive filter and will be further discussed in Section 2.3.
2.1.4 Frequency-Domain Least Mean Squares
The frequency-domain version of the LMS algorithm using the OLS procedure can in
general be written as
w[m+ 1] = w[m] + µG10(e[m] ◦ x∗[m]), (17)
where m is the frame index, w[m] = F[wT[m],0TL×1]
T is the zero-padded filter co-
efficient vector transformed to the frequency domain,2 F is a 2L × 2L DFT matrix
with elements [F]k+1,n+1 ≡ exp(−j 2πkn2L ) = ω
kn
2L in the (k + 1)
th row and the (n+ 1)th
column, ω2L ≡ exp(−j 2π2L), exp( · ) is the exponential function, G
10 is a 2L × 2L
gradient constraint matrix, x[m] = F[xT[m − 1],xT[m]]T is the DFT of two ref-
erence signal blocks, e[m] = F[0TL×1, e
T[m]]T is the DFT of the zero-padded error
signal block, and ◦ is the Hadamard product (element-wise multiplication) defined as
[A◦B]i,j ≡ Ai,jBi,j in the ith row and the jth column for all M×N matrices A and B.
Note that the reference signal and the error signal blocks of the mth frame are given
by x[m] = [x[mL], . . . , x[(m + 1)L − 1]]T and e[m] = [e[mL], . . . , e[(m + 1)L − 1]]T,
respectively.
The zero-padding is required for the proper filtering operation in the frequency
domain by using the convolution theorem. Since the Hadamard product of two DFT
coefficient vectors result in a circular convolution in the time domain, the zero-padding
and the gradient constraint matrix together remove the aliasing artifacts from the
circular convolution. This is achieved by properly sectioning the signals in the time
2Note that an underlined vector denotes a frequency domain quantity.
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domain and then transform the sectioned signal back to the frequency domain. By
using the circular convolution, filtering of x by w can be expressed in terms of matrix-






where d̂[m] = [d̂[mL], . . . , d̂[(m+1)L−1]]T is the desired time-domain estimated echo
vector, a is an undesired aliasing vector, and W is a 2L × 2L circular convolution
matrix given by (the frame index is omitted for simplicity)
W =

w0 0 . . . . . . 0 wL−1 . . . w1
...
. . . . . . . . . . . .
...
wL−2 . . . w0 0 . . . . . . 0 wL−1
wL−1 . . . . . . w0 0 . . . . . . 0
0 wL−1 . . . . . . w0 0 . . . 0
...
. . . . . . . . . . . .
...
...
. . . wL−1 . . . . . . w0 0
0 . . . . . . 0 wL−1 . . . . . . w0

. (19)
Note that in the upper half of W, the filter coefficients are wrapped around and
contribute to the aliasing vector a. By using the circular convolution theorem, (18)
can be exactly calculated bya[m]
d̂[m]
 = F−1(w[m] ◦ x[m]), (20)
where F−1 ≡ 1
2L
F∗ is the 2L × 2L inverse discrete Fourier transform (IDFT) ma-
trix, and undesired aliasing signal can be removed by choosing the last L terms of
F−1(w[m] ◦ x[m]). By using the fast Fourier transform (FFT) in place of the DFT,
the circular convolution can be implemented much faster than a direct calculation in
the time domain.
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The gradient constraint matrix G10 in (17) is given by
G10 = FD10F−1, (21)
where D10 = diag{[1TL×1,0TL×1]T} is a diagonal matrix for sectioning the first half of
a vector. By taking the IDFT of (e ◦ x∗), zeroing out the second half of the resulting
vector, and taking the DFT again, the update to the filter coefficients is guaranteed
to have proper zero-padding in the second half of the update in the time domain.
This subsequently ensures the proper operation of the circular convolution in (20).
The FDLMS algorithm is summarized in Table 4. Although the FDLMS algorithm
in general exhibits better convergence property than the time-domain counterpart,
one draw back is the long delay L that is characteristic of the blocking operation. In
typical AEC the filter length can be as long as several hundred milliseconds which,
depending on the applications, can at times be too long.
Table 4: The FDLMS algorithm.
Definitions














{x[n] = 0;n < 0}, L > 0, µ > 0
Filter adaptation
x[m] = F[x[(m− 1)L], . . . , x[(m+ 1)L− 1]]T
d[m] = F[01×L, d[mL], . . . , d[(m+ 1)L− 1]]T
e[m] = d[m]−G01(w[m] ◦ x[m])
w[m+ 1] = w[m] + µG10(e[m] ◦ x∗[m])
To minimize the delay, other variants such as the multi-delay adaptive filter
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[2, 3, 105] or the generalized multi-delay adaptive filter [90] can be used. These algo-
rithms achieve lower delay by partitioning the adaptive filter into smaller blocks, while
preserving the benefit of improved computational efficiency and faster convergence
rate compared to the time-domain LMS algorithm. The computational complexity
of FDLMS can be even lowered with the unconstrained frequency-domain adaptive
filter [83] that uses only three FFT operations per block instead of five.
2.1.5 Frequency-Domain Normalized Least Mean Squares
The frequency-domain normalized least mean squares (FDNLMS) algorithm is ob-
tained by modifying the update rule of (17) to
w[m+ 1] = w[m] + µG10(n◦(−1)[m] ◦ e[m] ◦ x∗[m]), (22)
where n◦(−1) is a normalization vector and A◦(−1) is defined as the Hadamard inverse
(or element-wise inverse) of a matrix A with each element [A◦(−1)]i,j ≡ A−1i,j in the ith
row and the jth column, if and only if Ai,j 6= 0, ∀i, j. The vector n is given by
n[m] = ε12L×1 + sx[m], (23)
where ε > 0 ensures numerical stability. The estimated reference signal power p is
given by
sx[m] = βsx[m− 1] + (1− β)(x[m] ◦ x∗[m]), (24)
where 0  β < 1 is the forgetting factor that controls the effective memory of the
reference signal power estimate. The FDNLMS algorithm is summarized in Table 5.
2.2 Multi-Channel Acoustic Echo Cancellation
To simplify the analysis of the MCAEC, only the echo paths that are associated with
one of the microphones are considered and analyzed. Assuming the additive noise v
is zero, the microphone signal of the MCAEC can in general be expressed as
y[n] = d[n] =
P∑
p=1




Table 5: The FDNLMS algorithm.
Definitions













w[0] = 02L×1, {x[n] = 0;n < 0}, {sx[m] = 02L×1;m < 0}
L > 0, µ > 0, ε > 0, 0 β < 1
Spectral estimation
x[m] = F[x[(m− 1)L], . . . , x[(m+ 1)L− 1]]T
sx[m] = βsx[m− 1] + (1− β)(x[m] ◦ x∗[m])
n[m] = ε12L×1 + sx[m]
Filter adaptation
d[m] = F[01×L, d[mL], . . . , d[(m+ 1)L− 1]]T
e[m] = d[m]−G01(w[m] ◦ x[m])
w[m+ 1] = w[m] + µG10(n◦(−1)[m] ◦ e[m] ◦ x∗[m])
where P is the number of loudspeakers, dp is the acoustic echo generated by the
pth loudspeaker, hp,K = [hp,0, . . . , hp,K−1]
T is the pth echo path of length K from
the pth loudspeaker to the microphone, and xp,K [n] = [xp[n], . . . , xp[n − K + 1]]T is
the pth loudspeaker signal of length K. The concatenated room impulse responses
(RIRs) vector and the concatenated reference signals vector are now given as hPK =
[hT1,K , . . . ,h
T
P,K ]
T and xPK = [x
T
1,K , . . . ,x
T
P,K ]
T, respectively. Given the P echo paths,





wTp,L[n]xp,L[n] = d[n]−wTPL[n]xPL[n], (26)
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where wp,L[n] = [wp,0[n], . . . , wp,L−1[n]]
T is the pth adaptive filter for the pth echo path
and wPL[n] = [w
T
1,L[n], . . . ,w
T
P,L[n]]
T is the concatenated adaptive filter coefficients
vector. Note that here we assume the actual length of the near-end RIRs, K, is
different from that of the adaptive filter coefficients vector, L. The minimum mean
squared error (MMSE) of J(w) = E{|e|2} for the MCAEC can be obtained by solving
the normal equation
RxPLwPL[n] = rdxPL , (27)
where RxPL ≡ E{xPLxHPL} and rdxPL ≡ E{dx∗PL}.
2.2.1 Non-Uniqueness Problem
In MCAEC, the non-uniqueness problem aries due to the highly correlated reference
signals that are linearly filtered from the same source. The convergence speed of
the LMS algorithm can be slowed down significantly by the non-uniqueness problem.
Without loss of generality, Figure 2 shows a diagram of a stereophonic acoustic echo
cancellation (SAEC) system where only one of the two microphone signals is analyzed.
The non-uniqueness problem [7,104] can be mathematically characterized as follows.
Let gp,K be the p
th far-end RIR vector of length K, zf [n] be the far-end source
signal, and zn[n] = 0, i.e., no near-end noise. The p
th reference signal at sample index
n is given by
xp[n] = g
T
p,Kzf,K [n], p = 1, 2. (28)
Assuming that the RIRs are linear and time invariant, the two reference signals satisfy
the following relationship
gT2,Kx1,K [n] = g
T
1,Kx2,K [n]. (29)




















































Figure 2: A diagram for stereophonic AEC.
• L ≥ K: The vector g∆,2L = [gT2,K ,0T(L−K)×1,−gT1,K ,0T(L−K)×1]T lies in the null














 (xT1,K [n]g2,K − xT2,K [n]g1,K) = 02L×1. (30)











hT2,K − ρ[n]gT1,K 0T(L−K)×1
]T , (31)
where ρ is an arbitrary constant.
Therefore, the solution to the MCAEC depends not only on the near-end RIRs
but also on the far-end RIRs. The solution has to re-converge when there is
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a change in the far-end RIRs, even if the near-end RIRs stay the same. This
happens often in a teleconferencing scenario where there are multiple users in
one room. Whenever the users in the same room take turns talking, the RIRs
in that room change drastically, and thus the convergence speed of the adaptive
filter slows down dramatically.
• L < K: Since in reality g1,K and g2,K are infinite in length, this is normally the








Although x1,K and x2,K are linearly related from (29), the same relationship
does not hold in general for x1,L and x2,L (except for the rare case where∑K−1
l=L g2,lx1[n− l] =
∑K−1
l=L g1,lx2[n− l]). In principle the autocorrelation matrix





l=L g1,lx2[n − l] are very small. Therefore, for the case where L < K,
there is a unique solution to the normal equation (27). But the ill-conditioning
of the autocorrelation matrix leads to a poor solution due to the high correlation
between the reference signals.
2.2.2 Misalignment Problem
The mismatch between the adaptive filter and the actual RIR is quantified by the
misalignment, which is defined as




where near-end RIR is truncated to the same length of the adaptive filter. The
relationship between the misalignment and the conditioning of the autocorrelation
matrix can be mathematically described as follows.
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 , p = 1, 2, . . . , P, (34)
where hp,t represents the “tail” of the RIR. The microphone signal in the noiseless







hTp,txp,t[n− L] = hTPLxPL[n] + hTPtxPt[n− L] (35)





2,t, . . . ,x
T
P,t]
T. The normal equation (27) becomes
RxPLwPL[n] = rdxPL = E{x∗PL[n]d[n]}
= E{x∗PL[n](xTPL[n]hPL) + x∗PL[n](xTPt[n− L]hPt)}
= RxPLhPL + RxPLxPthPt, (36)
where
RxPLxPt ≡ E{xPL[n]xHPt[n− L]} =

Rx1,Lx1,t Rx1,Lx2,t · · · Rx1,LxP,t





RxP,Lx1,t RxP,Lx2,t · · · RxP,LxP,t

, (37)
with Rxi,Lxj,t ≡ E{xi,Lxj,t}. Assuming that L < K and the autocorrelation matrix
RxPL is invertible, the solution to (36) becomes













where QPt = R
H
xPLxPt
R−2xPLRxPLxPt . For L < K but large enough L, the following
approximations hold
Rxp,Lxp,t ≈ 0L×(K−L), p = 1, 2, . . . , P. (40)
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However, the same relationship does not hold in general for Rxi,Lxj,t , i 6= j, due to the
strong correlation between the reference signals. Furthermore, the ill-conditioning of
the autocorrelation matrix RxPL results in large QPt, and hence a large misalignment
for L < K. Therefore, the misalignment can be still high even if the solution is
unique.
As shown in Figure 2, a decorrelation procedure is typically inserted before playing
back the reference signal to alleviate the non-uniqueness problem and improve the
conditioning of the autocorrelation matrix while introducing minimal distortion to
the audio quality and the signal statistics. A handful of inter-channel decorrelation
procedures have been proposed in the past to address the non-uniqueness problem.
Gansler et al. [33] proposed a method that uses a half-wave rectifier to decorrelate
the reference signal at the expense of introducing nonlinear distortion. Sugiyama et
al. [106,107] proposed an input-sliding technique that introduces one sample delay to
disrupt the correlation structure. Other techniques that do not directly distort the
signal, such as the phase modulation [55], were also proposed. All of these methods,
however, require the introduction of distortion of some sort to the reference signal
to solve the non-uniqueness problem in the MCAEC and to maintain a reasonable
convergence speed for the LMS based algorithms.
2.3 Robust Acoustic Echo Cancellation
In the previous derivation of the LMS algorithm, the additive noise v was assumed
to be absent. Suppose the noise (which could be the near-end voice signal) is added
to the microphone signal y = v + d, the error signal becomes e = y − wTx and the
MSE becomes (omitting the sample index for simplicity)
J(w) = E{(y −wTx)(y −wTx)∗}
= σ2y − rHyxw −wHryx + wHRxw. (41)
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The gradient of the MSE becomes
∇w∗J(w[n]) = −(ryx −Rxw[n])
= −E{(v[n] + d[n]−wT[n]x[n])x∗[n]}
= −(rvx + rbx), (42)
with b = d−wTx being the true, i.e., noise-free, error. The gradient descent algorithm
with noisy update becomes
w[n+ 1] = w[n] + µ(rvx + rbx). (43)
Note that the optimum solution for the noiseless case was previously obtained
by setting rbx = 0L×1 and solving for w. Since the noise is often assumed to be
uncorrelated to the reference signal, i.e., rvx = 0L×1, the optimum solution can still
be obtained by setting (42) to zero and solving for w. Although this uncorrelatedness
assumption is true on average, such a relationship does not always hold when the
instantaneous value rvx ≈ vx∗ is used in the LMS algorithm, where the noisy gradient
update becomes
w[n+ 1] = w[n] + µ(v[n]x∗[n] + b[n]x∗[n]), (44)
with vx∗ 6= 0L×1. The noisy gradient may easily cause the adaptive filter to diverge
and the optimum solution can no longer be guaranteed in a noisy situation. A con-
ventional solution is to employ a double-talk detector (DTD) such that when the
local noise is active (double talk), the adaptation of the filter coefficients is frozen (to
avoid the detriment of divergence) and the filter coefficients are updated only during
noiseless period.
2.3.1 Double-Talk Detector
One of the earliest DTDs is the Geigel algorithm [25] that is based on the magnitude
ratio of the microphone signal to the reference signal. Other methods that are based
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on the cross-correlation [6, 35, 62] or the coherence [37, 109, 110] can also be used.
However, a false negative in the detection will significantly disrupt the filter adapta-
tion. A more advanced approach, motivated by the robust statistics theory [61], is to
apply a compressive nonlinearity to the error signal to limit the sudden fluctuation in
the error signal when the DTD fails [4,14,32,36] and to make the adaptive algorithms
robust to double talk scenarios.
2.3.2 Error Recovery Nonlinearity
Recently a new generation of RAEC has been proposed based on an integrated sys-
tem approach without assuming idealized performances of other traditional system
components such as DTDs or voice activity detectors (VADs) [114–117, 119]. The
algorithm uses error recovery nonlinearity (ERN) and batch adaptation, which allows
the adaptive filter to update continuously even during double talk without the use of
a DTD. The adaptive filter with ERN is given by
w[n+ 1] = w[n] + µφ(e[n])x∗[n], (45)
where φ( · ) is a nonlinearity function.
Assuming that the noise v is statistically independent from the true error b, the
objective is to derive the optimal nonlinearity that recovers b from the noisy error
signal e = v + b through either the MMSE estimate or the maximum a posteriori
probability (MAP) estimate. A comprehensive list of nonlinearity functions have
been derived in [119].
2.3.3 Noise-Robust Adaptive Step-Size
The optimal adaptive step-size for the NLMS algorithm that achieves the largest









where v and b are assumed to be statistically uncorrelated. Therefore, the optimal
step-size rescales the error signal power to be as close to the true error power as
possible. Unfortunately, neither the true error b nor the near-end noise v is accessible
in real applications.
Alternatively, an effective noise-robust adaptive regularization proposed in [58]
and utilized in [114–117,126,127] is given by




where γ > 0 is a control parameter. A close inspection reveals that the regularization


















The near-equality is obtained by approximating ‖x‖2 = Lσ2x for a long filter length
L  1 and assuming x is white and statistically independent from h such that
σ2b = E{‖h − w‖2}σ2x. (48) ensures that the Wiener step-size control is carried out
properly when the adaptive filter has not reached sufficient convergence (i.e., for large
E‖h−w‖2) or when the mixing system is weakly excited (i.e., for small σ2x/σ2v). In
this sense, (48) also performs the VAD on the reference signal and adaptively controls
the step-size to ensure a stable adaptation during the weakly-excited situation. Since
accurate estimation and tracking of σ2v are very difficult, σ
2
v ≈ σ2e is used instead in
(47) for the actual implementation.
2.4 Residual Echo and Noise Suppression
Due to the modeling mismatch (misalignment) between the adaptive filter and the
near-end RIR, there will inevitably be residual echo that can not be fully canceled
by the AEC alone. The residual echo suppression (RES) based on single-channel
noise reduction techniques is often employed after the AEC to further suppress the
25
echo. The single-channel noise reduction problem can be mathematically formulated
as follows.
From the perspective of the RES, the output of the AEC e = v + b contains the
desired near-end speech signal v plus the uncorrelated residual echo b. The noisy
observed signal e is transformed into the time-frequency domain by the short-time







where k is the frequency index, m is the frame index, N is the frame size, R is the
frame shift size, wA is an analysis window of size N (e.g., Hanning window), and
ωN = exp(−j 2πN ). Given an estimate of the clean speech STFT V̂ [k,m], an estimate








where wS is a synthesis window that is biorthogonal to the analysis window wA. For
perfect reconstruction of a signal, the analysis and synthesis windows must satisfy
the so-called completeness condition, i.e.,∑
m
wA[n+mR]wS[n+mR] = 1, ∀n. (51)
2.4.1 Wiener Filter
The objective of the single-channel noise reduction is to find an estimator V̂k[m] that
minimizes the conditional expectation of a distortion measure, given a set of noisy
measurements
V̂k[m] = arg min
V̂
E{D(Vk[m], V̂ )|E0[m], E1[m], . . . }, (52)
where D(Vk, V̂k) is the distortion measure between Vk and V̂k. This is usually done
by multiplying the noisy spectral component Ek by a non-negative and real-valued
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suppression gain Gk to obtain the estimate V̂k of the desired signal
V̂k[m] = Gk[m]Ek[m], (53)
where the noisy spectral components in each frequency bin are assumed to be statis-
tically independent and the estimator can be derived from Ek only. The frame index
m from now on will be omitted for simplicity unless otherwise mentioned.
The squared-error distortion, defined as
DSE(Vk, V̂k) ≡ |Vk − V̂k|2, (54)
is a commonly used criterion which leads to the optimization of the following MSE
E{DMSE(Vk, V̂k)} = E{|Vk −GkEk|2} = E{|Vk −Gk(Vk +Bk)|2}
= (1−Gk)2λV [k] +G2kλB[k], (55)
where the desired signal and the residual echo are modeled as statistically uncorrelated
complex Gaussian random variables with zero mean and the cross-terms E{VkB∗k} =
E{V ∗k Bk} = 0. The desired signal and the residual echo variances in the kth frequency
bin are given by λV [k] ≡ E{|Vk|2} and λB[k] ≡ E{|Bk|2}, respectively. (55) can be
minimized by taking the partial derivative with respective to Gk and equating the
partial derivative to zero, i.e.,
∂E{DMSE(Vk, V̂k)}
∂Gk
= −2(1−Gk)λV [k] + 2GkλB[k] = 0. (56)
The MMSE in (55) is obtained by solving for Gk in (56) and the solution is given by
GWk =
λV [k]





which is the most famous frequency-domain Wiener filter. The term ξk ≡ λV [k]/λB[k]
is defined as the a priori signal-to-noise ratio (SNR).
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2.4.2 Log-Spectral Amplitude Estimator
Another useful distortion measure is the log-spectral amplitude (LSA) distortion that
is given by
DLSA(Vk, V̂k) = (log|Vk| − log|V̂k|)2, (58)














where νk ≡ GWk γk and γk is the a posteriori SNR defined as γk ≡ |Ek|2/λB[k].
Perceptually speaking, (59) has much less musical noise than the Weiner filter [53],
thus making it particularly popular throughout speech enhancement literature.
2.4.3 A Priori Signal-to-Noise Ratio Estimator
Given the suppression gain (57) and (59), additional estimators are still required to
suppress the noise, i.e., the a priori SNR estimator and the noise power estimator.
The a priori SNR estimator can be derived using the maximum likelihood (ML)
estimation [29], which is based on the estimation of signal variance by maximizing
the joint conditional probability density function (PDF) of M consecutive observation
Ek[m] ≡ {Ek[m], Ek[m− 1], . . . , Ek[m−M + 1]} given λV and λB, i.e.,
λ̂V,ML[k] = arg max
λV
p(Ek[m]|λV [k], λB[k]). (60)
Based on the Gaussian statistical model and the statistical independence assumption
for the spectral components across different frames, the conditional PDF is given by









λV [k] + λB[k]
)
. (61)










Note that the estimator λ̂V is constrained to be non-negative. The ML estimator for






l=0 γk[m− l]− 1, if non-negative,
0, otherwise.
(63)
The actual implementation is a recursive average given by




ξ̂k,ML[m] = max{γ̄k[m]− 1, 0}. (65)
where 0 αML < 1 is a forgetting factor and βML ≥ 1 is a correction factor.
One drawback of the ML a priori SNR estimator is that the residual noise after
suppression becomes the annoying “musical noise,” which arises due to the over-
suppression of the spectral components in some frequency bins, resulting in metallic
and unnatural sound after suppression. Another a priori SNR estimator is the




+ (1− αDD) max{γk[m]− 1, 0}, (66)
where 0  αDD < 1 is a forgetting factor. The name “decision-directed” comes
from the fact that the a priori SNR estimator is updated based on the amplitude
estimation of the previous frame. Compared to the ML a priori SNR estimator, the
DD a priori SNR estimator is generally more preferable since the residual noise using
DD is relatively smoother and more pleasant [29].
2.4.4 Noise Power Estimator
For a stationary type of noise, e.g., car noise or air conditioner noise, several noise
power estimation algorithms, such as the minimum statistics [85,86], the minima con-
trolled recursive averaging method [19, 20], or the MMSE-based noise power estima-
tion [39–41,54], can be used. However, the residual echo resulted from the AEC is usu-
ally highly colored and nonstationary. Other methods such as the equivalent transfer
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function based method [47,49] or the coherence function based method [26–28,48,113]
can be used for residual echo power estimation.
The regressed-based method [9,17] models the magnitude of the short-term spec-
trum of the residual echo in terms of the magnitudes of the current and previous
frames of the reference signal. This is based on the assumption that the AEC is
able to model and cancel the effect of the relatively early echoes. The residual echo
can reasonably be assumed to contain a part of the early echo and most of the late
reverberation. Since the AEC captures a significant part of the phase information,
only the magnitude of the reference signal is used to model the residual echo. The
advantage of this model is that the regression coefficients can be easily estimated and
tracked using any adaptive algorithm.
2.5 Performance Measures
We have previously defined the misalignment for the AEC as






which shows the system identification performance. Another useful measure for the
AEC is the echo return loss enhancement (ERLE)






which measures the degree of “enhancement” of the microphone signal in terms of
how much the echo signal is canceled. For a well performing AEC, the ERLE should
be as high as possible, while the misalignment should be as low as possible.
However, when the additive noise v is not zero, it is more useful to use the true
echo return loss enhancement (TERLE)











i.e., the ERLE measured after the near-end noise is subtracted from both the micro-
phone signal and the error signal. The reason for using TERLE is that most often v
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contains the near-end speech signal that is to be consumed by the far-end listeners.
An over-suppression of the residual echo by RES, i.e., suppressing the residual echo
as well as the near-end speech, may result in high ERLE but actually low TERLE.
On one extreme, the error signal after the AEC is heavily suppressed, i.e., e ≈ 0, the
ERLE will be very high, but the TERLE will stay low since the near-end signal is
taken into account in the denominator of TERLE.
For measuring the RES performance, the following three measures are used: the
segmental signal-to-noise ratio (SSNR), the log-spectral distortion (LSD), and the
Performance Evaluation of Speech Quality (PESQ). The SSNR is defined as













where J is the number of frames, N is the frame size, T { · } confines the SNR at
each frame to perceptually meaningful range between −10 dB and 35 dB. The LSD
is defined as

















where C{Vk[m]} ≡ max{|Vk[m]|2, δ} is the clipped spectral power such that the log-
spectrum dynamic range is confined to 50 dB, i.e., δ ≡ 10−5010 maxk,m{|Vk[m]|2}. Note
that the SSNR measures the accuracy of the estimated desired signal in the time
domain, while the LSD measures it in the frequency domain.
The PESQ [71, 97] is an objective measurement tool that predicts the results of
the mean opinion score (MOS) in subjective listening tests and is a useful measure
for assessing the speech quality that cannot be fully addressed by the SSNR or the
LSD alone. For example, a simple delay of a signal drastically lowers the SSNR while
the perceptual quality before and after the delay is essentially the same.
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CHAPTER III
SYSTEM APPROACH TO ACOUSTIC ECHO
CANCELLATION AND RESIDUAL ECHO
SUPPRESSION
In this chapter, we present several methods to systematically combine the acoustic
echo cancellation (AEC) and residual echo suppression (RES) to improve the echo
reduction results. Traditionally, the AEC and the RES are developed with different
criteria and are treated as two separate units. The two units normally operates in
their own framework that has no commonality or shared information between them.
Through the system approach, the two units are combined in such a way that the
performance of one of the unit can be further enhanced given the processed signal
from the other unit. In Section 3.1, we discuss the system approach to RES, where
the RES unit can be enhanced by using the knowledge of the linearly estimated echo
signal from the AEC. In Section 3.2, we take the other direction and utilize the
enhanced speech signal from the RES unit to boost the performance of the AEC.
Finally, we show how the system approach works in the KinectTM audio system to
demonstrate the benefit of the system approach.
3.1 System Approach to Residual Echo Suppression
The robust acoustic echo cancellation (RAEC) described in Section 2.3 and proposed
in [117] allows the adaptive filter to update continuously even during double talk
without the use of a double-talk detector (DTD) or a voice activity detector (VAD).
This robust AEC setup warrants a new perspective for the problem of RES. Due to
natural mismatches between the room impulse response (RIR) and the adaptive filter,
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the actual echo cannot be cancelled perfectly by the AEC echo estimate. To ensure
high-quality telephony, the remaining echo must be further suppressed by RES, which
requires a residual echo estimate. However, the residual echo is often corrupted by
noise, e.g., near-end speech, and can be difficult to estimate accurately.
A new residual echo estimation method that exploits the nonlinearly estimated
echo by the log-spectral amplitude (LSA) estimator [30] and the linearly estimated
echo by an adaptive filter of the AEC was proposed in [126]. The procedure results
in a very close representation of the noise-free residual echo. Echo cancellation and
echo suppression are two distinct processes, where echo cancellation subtracts the
estimated echo samples from the microphone signal. It usually introduces much
less distortion compared to echo suppression, which attenuates the signal amplitude.
Traditional RES techniques based on frequency-domain Wiener filtering are sensitive
to the accuracy of estimated signal-to-noise ratio (SNR) and may introduce near-end
speech distortion or musical noise [81]. RES ideally should produce minimal distortion
of the near-end signal during both single talk and double talk. Towards this end a
psychoacoustic postfilter [48] is used in this section to suppress the residual echo as
much as possible without introducing audible distortion to the near-end speech. The
overall goal is to achieve a system combination of individually designed components
that together facilitate an improved performance of the AEC system as a whole.
3.1.1 Psychoacoustic Postfilter
Based on the additive noise model e = v+ b, an LSA estimator is often used for RES
to estimate v. However, using the LSA estimator with the decision-directed (DD) a
priori SNR estimator requires a residual echo variance estimate λ̂B[k], which is one
of the most critical parts that influence the RES performance. Given a residual echo
variance estimate, we can express the LSA filter as a nonlinear function
Ṽ = fLSA{E, λ̂B}. (72)
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Due to the suppressive nature of the LSA gain, i.e., 0 ≤ GLSAk ≤ 1, the near-end
signal can potentially be distorted when the residual echo magnitude is attenuated
too much. However, during periods of high background noise levels or double talk,
less suppression is required since the residual echo will be masked by the near-end
signal [48,49]. By incorporating this frequency masking property, the psychoacoustic
postfilter is derived as follows. Generally, the near-end signal is estimated in the
frequency domain as
V̂k = HkEk = Hk(Vk +Bk). (73)
Assuming that the near-end signal and the residual echo are statistically uncorrelated,
the overall distortion of the near-end signal can be written as
E{|Vk − V̂k|2} = (1−Hk)2 E{|Vk|2}+H2k E{|Bk|2}, (74)
where the second term represents the distortion of the residual echo. To minimally
impact the near-end speech, a minimum level of suppression is chosen such that the
residual echo distortion equals the masking threshold TV [k] of the near-end signal.









Therefore, if the residual echo is already masked by the near-end signal, i.e., TV [k] >
λB[k], the psychoacoustic postfilter gain will be set to 1, and the near-end signal will
be undistorted.
A block diagram of the psychoacoustic postfilter is shown in Figure 3. The oper-
ation of the postfilter is as follows [48]:
• Obtain a residual echo estimate B̂k.
• Apply the LSA gain (59) to Ek by using B̂k to obtain a rough estimate of the
near-end signal Ṽk.
34
• Calculate the masking threshold TV [k] by using Ṽk.
• Calculate the postfilter gain based on (75) and apply it to Ek to obtain a better
near-end signal estimate V̂k.
Since both the near-end signal and the residual echo are unknown, the problem of











Figure 3: A block diagram of the psychoacoustic postfilter.
3.1.2 Residual Echo Estimation Method
The near-end microphone signal is modeled as
y[n] = d[n] + v[n], (76)
which contains the true echo d and the near-end signal v. We first estimate d by
treating v as an additive noise to be removed from y by LSA filtering, i.e., D̃ =
fLSA{Y, λV }. The instantaneous estimate of λV [k] is obtained from the output of the
RAEC, i.e., e = v + b, as we assume e ≈ v after the convergence of the adaptive
filter, or at least |Ek| ≈ |Vk| due to the sparsity of a speech signal in the frequency
domain. By applying the LSA filter to Yk, Dk will be emphasized whereas Vk will be
suppressed. Finally, the difference between the nonlinear echo estimate provided by
the LSA filter and the linear echo estimate provided by the AEC closely represents
the true residual echo:
b̂[n] = d̃[n]− d̂[n]. (77)
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That is, nonlinear processing by the LSA filter should not alter the residual echo
contained in d = b+ d̂, since b simply represents any remaining part of d that cannot
be cancelled linearly by adaptive filtering. Other interpretations are as follows.
The basic assumption is that due to the noise-robustness of a combination of AEC
and error recovery nonlinearity (ERN), the signal power λB is small compared to λD
during single talk or λV during double talk after the adaptive filter has converged.
Assuming that v contains speech only and is free from the background noise, analysis
of the LSA filtering can be categorized into the three cases below:
• Near-end talk (NT): Dk = 0, and only the near-end signal is active, i.e., Yk =
Ek = Vk. The LSA filter will suppress all near-end signals and D̃k ≈ 0.
• Single talk (ST): Vk = 0, and only the far-end talker is active, i.e., Yk = Dk
and Ek = Bk. Since λD[k]  λB[k], the LSA estimator will operate in high
SNR mode. Therefore, GLSA ≈ 1, and the LSA filter will not attenuate Yk and
output D̃k ≈ Dk.
• Double talk (DT): Both near-end talker and far-end talker are active, i.e.,
Yk = Dk + Vk and Ek = Vk + Bk. Since λV [k]  λB[k] (as a result of the
effective RAEC), and based on the assumption that Vk and Bk are zero mean
and statistically uncorrelated random variables, we can write
λE[k] = E{|Ek|2} = E{|Vk +Bk|2}
= E{|Vk|2}+ E{|Bk|2}
= λV [k] + λB[k] ≈ λV [k]. (78)
Therefore, the LSA filter will reduce mostly the near-end signal contained in
Yk, hence D̃k ≈ Dk.
Spectrograms of the reference signal X, the AEC output E, the true residual
echo B, and the proposed residual echo estimate B̂ are shown in Figure 4. For
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clarity, the spectrum of only up to 4 kHz is shown since a speech signal is mostly
concentrated around low frequencies. A 10 dB segmental signal-to-noise ratio (SSNR)
air conditioner noise is added to the microphone signal. The figure shows that E
contains the near-end speech, the air conditioner noise, and the residual echo. We
note that due to the strong disturbance from V during double talk, D̃ may not be
accurate enough and B̂ is possibly overestimated. However, the masking threshold
will also be high during double talk, and overestimation of B̂ will not pose a problem
in such a case. On the other hand, the near-end signal contains the air conditioner
noise during single talk, and V is not strictly equal to zero. Then B̂ will contain the
true residual echo as well as some background noise. Nevertheless, we will show in
Section 3.3 that this minor disturbance to our residual echo estimate only slightly
affect the overall system performance.































Figure 4: Spectrograms comparing the proposed residual echo estimate to the true
residual echo.
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3.2 System Approach to Acoustic Echo Cancellation
The RAEC system uses an ERN and batch-wise adaptation to permit the adaptive fil-
ter to update continuously even during double talk with robustness to mis-estimation
of the signal statistics. However, the signal models for ERN are fixed in previous
approaches. Since the underlying assumptions may change as the near-end and far-
end signal distributions change, the estimated statistics may not truly reflect the best
possible system performance. Motivated by the positive results from the system ap-
proach to RES, we continue the investigation to further enhance the entire system
performance.
An improved system approach to RAEC that utilizes the postfiltered output to
further assist the RAEC system was presented in [127]. Specifically, the RAEC sys-
tem, shown as a component within the combined AEC system in Figure 5, uses the
output from postfiltering to form an integrated loop that boosts the overall AEC
performance. We also keep track of the RAEC output that is produced both with
and without postfiltering, and the final output is chosen from the best output among
the two.
Figure 5: The system approach to AEC with an adaptive filter w, an error recovery
nonlinearity, and a postfilter H that directly assists the RAEC component (a separate
postfilter for RES is omitted).
Traditionally, a postfilter is used for RES to further suppress the residual echo
before sending the near-end signal estimate out to the far end. In our proposed
system, however, another postfiltering process is used to directly assist the ERN
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component such that the signal statistics of the near-end speech and the residual
echo are more accurately estimated through block-iterative adaptation of the whole
system. The resulting estimation error from the RAEC system will thus contain less
residual echo by incorporating information from the postfilter.
The postfilter used here is a simplified version of the postfilter presented in Sec-
tion 3.1.1, since only a rough estimate of the near-end signal ṽ is required. The
postfilter is expressed in terms of the LSA filter as
Ṽ = fLSA{E, λ̂B}. (79)
For the system approach to RES, the residual echo estimate required for LSA is
obtained by first estimating the true echo d from the microphone signal y and the
RAEC output e via LSA as
D̃ = fLSA{Y, λV } ≈ fLSA{Y, λE}, (80)
and subsequently by
b̂[n] = d̃[n]− d̂[n]. (81)
3.2.1 System Approach to Error Recovery Nonlinearity
Several choices of nonlinearity have been discussed and compared in [117, 119]. The
nonlinearity that produces the best results is used in this work. Assuming that
the residual echo b is Gaussian and the near-end signal v is Laplace distributed,
we can derive the optimal nonlinearity function based on the maximum a posteriori
probability (MAP) estimate [119]
φGLMAP(e) =

sign(e)t, |e| ≥ t = σ2b/αv,
e, otherwise,
(82)
where σ2b is the variance of b and αv is the scale parameter of v. (82) is much simpler to
implement than the minimum mean squared error (MMSE) nonlinearity used in [117]
while providing practically the same AEC performance [119].
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Let the SNR of the residual echo and the near-end speech be defined as ξ = σ2b/α
2
v
and rewrite the threshold in (82) as t = ξαv. Then by assuming that the adaptive
filter has converged sufficiently (i.e., e ≈ v) and letting ξ ≈ 1, the threshold can be




where η1 is an over-suppression factor and See is the power spectrum of the RAEC
output e. See is given by
See,i[k] = βSee,i−1[k] + (1− β)|Ei[k]|2, (84)
where i is the iteration index and β is a smoothing factor.
By (83), which is the simplified threshold estimate actually used in [117, 119] for
η1 = 1, (82) roughly mimics the double-talk robust nonlinearity derived through
the robust statistics theory [119]. The threshold in (82) can also be rewritten as
t =
√
ξσb ≈ σe for ξ ≈ 1. Then, although See indeed approximates Sbb well during
single talk with minimal background noise, it overestimates Sbb during double talk
due to the near-end speech, which may consequently lead to adaptation instability.
This is why the overall AEC performance, especially during double talk, is shown
in [118] to improve when the over-suppression factor and double-talk detection (to
reduce the step-size by a factor of 1/2 during double talk) are included.







along with η2 for over-suppression and See to estimate Svv after sufficient convergence.
The 1/
√
2 factor compensates for the overestimation of the scale parameter by
√
See
since the variance of v is equal to 2α2v. The power spectrum of the residual echo Sbb
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is estimated by
Sbb,i[k] = βSbb,i−1[k] + (1− β)|B̃i[k]|2, (86)
B̃i[k] = Ei[k]− Ṽ [k]. (87)
As discussed above, the original threshold estimate in (83) was formed in relation
to the compressive nonlinearity based on the robust statistics, where σb is represented
well by σe during single talk. However, it lacks the adaptation of the scaling term
that further enhances the robustness to impulsive noise [119], hence the estimate
of σe can easily overestimate σb during double talk due to the “burstiness” of a
speech signal. On the other hand, the proposed threshold estimate of (85) has See
in the denominator, which safeguards against the effect of overestimation by scaling
down the step-size in such a case to ensure adaptation stability. Furthermore, it has
explicit dependence on Sbb and See such that there is much tighter coupling between
the error enhancement process and the adaptive filtering than previously. That is,
better estimation of Sbb for the ERN will subsequently lead to better estimation of
See by the adaptive filter.
We note that (81), as was presented in Section 3.1.2, does not work as well when
used to directly estimate Sbb in (85), although it is still used indirectly to obtain
Ṽ [k] in (86). We have experimentally verified that (85) is better controlled via (86)
rather than (81). This may be because the threshold estimate given by (85) is linearly
dependent on the direct output RAEC, i.e., e, which contains information from both b
and v. The linear relationship is maintained better by (86) to provide more beneficial
interaction between the adaptation process and the threshold control than freely using
nonlinearly estimated b̂ of (81). The explanation is in line with the prior observations
in [117, 119] that an adaptive algorithm should be able to converge naturally to the
best solution in the presence of near-end distortion if the stability is consistently
maintained, and that smoother tracking of the signal statistics is more effective than
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otherwise. Even though the rough near-end speech estimate from LSA may introduce
more signal distortion when compared to the perceptually-masked postfiltering used
in Section 3.1.1, it is sufficient for assisting the ERN component through smoothing
by (86).
3.2.2 Two-Pass Adaptation
The near-end speech estimate ṽ obtained from LSA is possible when (80) indeed
approximates the true echo. This is true when the adaptive filter has converged, i.e.,
when λE ≈ λV as in Section 3.1.2, which nonetheless cannot be guaranteed at all time.
Therefore, the overall system is divided into a two-pass system. In the first pass, the
threshold of the ERN in (82) is first estimated using (83). Once we obtain the rough
near-end signal estimate, Sbb is calculated from (86) to update the threshold via (85).
After the first pass, the adaptive filter coefficients are saved. In the second pass, the
RAEC system is re-adapted from a whole new set of parameters. In particular, the
filter coefficients in the second pass are adapted using the proposed threshold (85)
independent of those in the first pass. We can view the first pass and the second
pass as two separate RAEC units with different threshold values to obtain the best
estimation error possible. The two-pass system is necessary since the effectiveness of
the proposed threshold is contingent upon the residual echo estimate, which is better
obtained when the adaptive filter is sufficiently converged.
3.2.3 Hybrid Approach
The proposed threshold may perform differently at certain frequency locations, e.g.,
it works better mainly at low frequencies. Therefore, a frequency selection is applied
to the RAEC outputs from the first and the second passes as follows. Let us denote
the first-pass RAEC output as e1 and the second-pass one as e2. Then the overall
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where ψ{E2[k]} is the phase of E2[k] (experimental results show that the phase of
either E1 or E2 may be used) and
|Emin[k]| = min{|E1[k]|, |E2[k]|}, (89)
which is determined during single talk. The advantage of the frequency selection is
that the error consists mostly of the residual echo during single talk. Thus by selecting
the minimum output amplitude across all frequencies, the effect of the remaining noise
is further minimized. On the other hand, the residual echo is dominated largely by
the near-end speech during double talk. A frequency selection of the error signal in
such a case results in relatively the same amount of the residual echo at the output.
Therefore, only the output with potentially the least amount of the residual echo,
i.e., the error signal from the second pass RAEC, is chosen.
The overall system based on the proposed ERN threshold, the two-pass adapta-
tion, and the hybrid approach is shown in Figure 6. Note that a DTD is used for
the output selection only and not for the entire RAEC block, as the RAEC system
can adapt continuously during double-talk situations. The application of DTD allows
our system to identify different signal mixing environments and facilitates the output
selection process to obtain a result with the lowest amount of residual echo, which
is quite different from the traditional use of DTD. Thus a DTD can still be utilized
effectively in such a manner through the system approach.
3.3 Experimental Evaluation
3.3.1 System Approach to Residual Echo Suppression
16 kHz 16-bit PCM recordings of female and male speech signals from the TIMIT
database were used as the far-end and the near-end signals, respectively. The far-end
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Figure 6: A block diagram of the overall AEC system based on the proposed ERN
threshold, the two-pass adaptation, and the hybrid approach.
signal was normalized to [−1, 1] range, and the echo signal was re-scaled to produce
a 10 dB echo return loss before the addition of the male speech of equal power. To
simulate the real world situation, the far-end and the near-end speakers took turns
talking with an overlap of 1 second. Air conditioner noise at SSNR of 0 to 30 dB
with 10 dB increments were added to the microphone signal. 10 test pairs of near-end
signal and far-end signal with an average length of 20 seconds were created. The first
5 seconds of each test pair contained no near-end speech to insure convergence. These
segments were removed prior to evaluation.
The RAEC was implemented based on [117]. A conventional, non-robust AEC was
also emulated by adjusting the parameters and modifying the RAEC (e.g., removal
of ERN, inclusion of a DTD, only one adaptive iteration per block of data, etc.) to
provide a basis for the non-robust AEC. A Hamming window with a frame size of 512
and 75% overlap was used for the postfilter. The weighting factor for the DD estimator
(66) was αDD = 0.98. The masking threshold was estimated using the “Psychoacoustic
Model 2” from the MPEG-1 audio coding standard [63]. The residual echo estimation
based on the minimum of two methods, the equivalent transfer function method and
the coherence function method [48] (abbreviated as ETF+CF), was implemented as
a traditional RES method.
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For the AEC performance evaluation, the true echo return loss enhancement
(TERLE) (i.e., echo return loss enhancement (ERLE) measured without v) was used.
In order to determine how faithfully the RES output represents the near-end signal
and how the RES affects the overall system performance, background noise reduction
was not performed. Specifically, the AEC output e and the postfiltered AEC output
v̂ were evaluated, with the near-end signal v treated as the reference containing both
the near-end speech and the air conditioner noise. Then for the RES performance
evaluation, the segmental signal-to-residual echo ratio (SSRR), the log-spectral dis-
tortion (LSD), and the Performance Evaluation of Speech Quality (PESQ) score were
chosen. The wide-band mode was used for the PESQ score. The SSRR is defined




















where the true residual echo b is calculated from b = e− v.
Table 6 provides the averaged TERLE from the robust and the non-robust AEC.
Table 7, 8, and 9 show the averaged SSRR, LSD, and PESQ score, respectively,
from the two AEC systems. The better results are reflected by boldface numbers
in all tables, and the results from the AEC outputs before the RES are provided
as baseline scores in Table 7, 8, and 9. Overall, using the RAEC over the non-
robust version increases the TERLE by over 10 dB, whereas the proposed system
approach consistently provides better SSNR, LSD, and PESQ when compared to
the traditional RES approach. The RAEC without any RES gives better quality
measures than the non-robust one with RES. In Table 7, lower input SSNR simply
means that the near-end signal power is higher since it contains more air conditioner
noise. Thus the baseline SSRR is also higher since the residual echo power is now
much smaller compared to the near-end signal power. In Table 8, the postfiltered
RAEC output scores worse than the unprocessed one due to the distortion introduced
by the suppression gain. The distortion may in fact come from the background
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noise suppression. Since our system tends to not suppress the background noise, it
introduces less distortion than the traditional RES after postfiltering. In Table 9, the
traditional RES may not significantly improve the PESQ score in all cases. On the
other hand, our proposed method always improves the score by as much as 0.53 and
0.79 when compared to the unprocessed outputs of the robust and the non-robust
AEC, respectively. Based on PESQ, our system combination of the RAEC and the
proposed RES delivers the highest overall perceptual quality.
Table 6: TERLE comparison (higher is better).
Input SSNR 0 dB 10 dB 20 dB 30 dB
Conv. AEC 14.69 18.96 19.32 19.48
Robust AEC 24.88 27.01 29.64 31.21






0 dB 22.55 23.76 24.78 29.44 28.94 29.51
10 dB 20.26 22.14 23.34 25.63 25.31 26.25
20 dB 16.02 18.41 20.71 22.74 22.33 24.23
30 dB 12.43 14.33 18.19 18.87 18.24 21.92






0 dB 1.47 1.11 0.93 0.34 0.41 0.35
10 dB 1.08 0.75 0.64 0.34 0.43 0.35
20 dB 1.07 0.69 0.55 0.28 0.39 0.31
30 dB 1.06 0.65 0.48 0.24 0.37 0.27






0 dB 2.01 2.32 2.60 3.84 3.79 4.04
10 dB 2.25 2.78 3.04 3.46 3.58 3.91
20 dB 2.41 2.80 3.04 3.36 3.52 3.89
30 dB 2.75 3.02 3.16 3.55 3.58 3.89
Figure 7 shows the spectrograms (up to 4 kHz) of the near-end signal, the RAEC
output, and the two postfiltered results at 10 dB SSNR. Although ST and DT
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information are not used by the RAEC, they are indicated in the figure to show the
RES performance under different near-end signal mixing environments. We can see
that the proposed method almost completely removes the residual echo. Informal
listening tests show that in the traditional RES approach, the residual echo is very
weak but still audible. In our proposed RES approach, the residual echo is almost
imperceptible. Figure 8 compares the TERLE from the RAEC with the two RES
methods at 30 dB SSNR. It shows that our proposed RES achieves higher overall
TERLE compared to the traditional RES approach. According to [65], 45 dB TERLE
during single talk and 30 dB TERLE during double talk are recommended when no
acoustic noise is added. The proposed system achieves more than 45 dB TERLE
during single talk and around 30 dB TERLE during double talk when the near-end
signal energy is low. The TERLE may be below 30 dB during double talk when the
residual echo is already sufficiently masked by the near-end signal.























Figure 7: Spectrograms comparing the two RES methods.
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Figure 8: Comparison of TERLE at 30 dB SSNR.
3.3.2 System Approach to Acoustic Echo Cancellation
16 kHz 16-bit PCM recordings of female and male speech signals from the TIMIT
database were used for both the far-end and the near-end signals to implement a
2 × 2 multi-channel AEC system. The far-end signals were normalized to [−1, 1]
range, and the echo signals were re-scaled to produce around 15 dB echo return
loss before the addition of the near-end speech of equal power. At each end, there
were two talkers talking with an overlap of 2 seconds. In addition, the far-end and
the near-end talkers took turns talking with an overlap of 2 seconds. Zero-mean
white Gaussian noise (WGN) at 40 dB SNR was added to the far-end signals. Air
conditioner noise at the SSNR of 0 to 30 dB with 10 dB increments was added to the
microphone signals. The measured room responses with T60 = 220 ms were truncated
to 2048 taps (128 ms). 11 test pairs of near-end signal and far-end signal with an
average length of 60 seconds were created. To evaluate the steady state performance,
the first 10 seconds of each test pair were removed prior to evaluation.
The RAEC component was based on the frequency-domain least mean squares
(FDLMS) algorithm with adaptive regularization, ERN, and block-iterative adapta-
tion [117, 119]. The following parameters were used for RAEC: L (filter length) =
2048, B (block size) = 2L, α (FBLMS step-size) = 0.15, γ = 1 (regularization pa-
rameter), β = 0.998, and η1 = η2 = 10. The baseline RAEC was executed for
8 iterations per block, while each RAEC component in the proposed AEC system
was executed for 4 iterations per block. A Hamming window with a frame size of
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512 and 75% overlap was used for the postfilter. The weighting factor for the DD
estimator (66) was αDD = 0.98.
For the AEC performance evaluation, the TERLE, the SSRR, and the LSD were
used. In order to determine how faithfully the AEC output represents the near-end
signal, neither RES nor background noise reduction was performed. Specifically, the
RAEC output and the proposed AEC system output were evaluated, with the near-
end signal v treated as the reference containing both the near-end speech and the
air conditioner noise. TERLE was not calculated when the far-end speakers were
inactive. On the other hand, SSRR and LSD were evaluated throughout the data
regardless of the near-end speakers activity to take into account the performance
of both single-talk and double-talk situations. Since our hybrid approach contains
nonlinear processing, e.g., the frequency selection (89), SSRR and LSD were used to
measure the possible near-end signal distortion due to the hybrid approach.
Table 10, 11, and 12 show the TERLE, SSRR, and LSD, respectively, averaged
over the two channels from the RAEC and the proposed AEC system. The better
results are reflected by boldface numbers in all tables. Generally, the overall perfor-
mance increases when the input SSNR increases except for Table 11, where the SSRR
decreases as the input SSNR increases. However, higher input SSNR simply means
that the near-end signal power is lower since it contains less air conditioner noise and
thus the lower SSRR. Overall, the proposed AEC system consistently outperforms
the original RAEC. Our proposed system improves the tERLE by about 5 dB and
the SSRR by about 4 dB, while lowering the LSD by about half. We can easily ob-
serve that the net effect of the proposed system is to further reduce the residual echo
of the output of RAEC without adversely affecting or distorting the near-end signal
information.
Figure 9 shows the spectrograms of the RAEC output, the proposed AEC system
output, the residual echo of the RAEC, and the residual echo of the proposed AEC
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Table 10: TERLE comparison (higher is better).
Input SSNR 0 dB 10 dB 20 dB 30 dB
RAEC 17.97 19.76 21.04 21.56
Proposed 23.25 25.74 26.53 27.19
Table 11: SSRR comparison (higher is better).
Input SSNR 0 dB 10 dB 20 dB 30 dB
RAEC 26.25 22.33 19.26 16.27
Proposed 29.86 26.63 23.27 19.92
Table 12: LSD comparison (lower is better).
Input SSNR 0 dB 10 dB 20 dB 30 dB
RAEC 0.57 0.56 0.51 0.47
Proposed 0.32 0.27 0.24 0.22
system at 10 dB SSNR. For clarity, the spectrum of only up to 4 kHz is shown. We
can clearly see that the residual echo of the proposed AEC system is greatly reduced
compared to that of the RAEC alone especially during double talk. The performance
gain during double talk comes from better control of the proposed ERN threshold
(85), whereas the gain during single talk comes from the output selection process (89)
of the hybrid approach. Figure 10 compares the TERLE of the RAEC output and
the proposed AEC system output at 30 dB SSNR. This plot is time-aligned with the
spectrogram plot to illustrate the TERLE performance for different near-end mixing
environments. While there are improvements also during single talk, we note that
the TERLE during double talk can be boosted as much as 10 dB and is almost on a
par with the performance during single talk. Overall, the proposed system approach
greatly reduces the residual echo of the AEC system, especially during double talk
where a traditional AEC system may freeze the adaptation entirely in such a situation.
The proposed AEC system produces a near-end signal of higher quality compared to
the RAEC alone.
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Figure 9: Spectrograms comparing two AEC systems (left channel).
























Figure 10: Comparison of TERLE at 30 dB SSNR (left channel).
3.3.3 Application to the KinectTM Audio
The system approach to AEC described in Section 3.2 has been successfully imple-
mented and tested for the KinectTM audio pipeline.1 A block diagram of the KinectTM
audio pipeline is shown in Figure 11, which consists of a four-microphone linear ar-
ray, a constant tone removal (CTR) unit, a multi-channel acoustic echo cancella-
tion (MCAEC) unit, a beamformer (BF), a RES unit, and a noise suppression (NS)
unit. The CTR block is used to remove the fan noise inherent to the KinectTM device.
1Work done at Microsoft Research as an research intern in the summer of 2012.
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The MCAEC cancels the echo generated by the surround sound loudspeakers. The
BF combines all four outputs after the MCAEC, and the RES and the NS further
enhance the signal by suppressing the residual echo and the background noise.
Figure 11: A block diagram of the KinectTM audio pipeline.
Since a typical home theatre setup has five channels and the KinectTM microphone
array has four microphones, the MCAEC needs to keep track of 20 echo paths and
is prone to the non-uniqueness problem. To reduce the complexity of the MCAEC
and save computation, a dual-layered AEC structure shown in Figure 12 [108] was
used. The idea is to first identify each echo path by playing a calibration tone when
the user first set up the system, assuming that the loudspeaker and the KinectTM
microphone array positions will stay intact after the initial setup. Therefore, for
each echo path a fixed filter needs to be calculated, and for each microphone an
echo signal from all the loudspeakers needs to be estimated by using the fixed filters.
The estimated echo signal from the fixed filters serve as the reference signal for the
microphone, and echo cancellation is performed using only one adaptive filter for
each microphone. This structure alleviates the non-uniqueness problem and saves five
times the computational load in our estimate. However, whenever the loudspeaker or
the microphone array positions change, the whole system needs to be recalibrated.
Since the whole system contains multiple blocks that contain a total of 180+
parameters across the entire pipeline, tuning of the system becomes tricky and time-
consuming if done by hand. Therefore, an automated tuning scheme was used to
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Figure 12: A block diagram of the dual-layered AEC. Only one of the four micro-
phones is shown.
optimize for the parameters of the system. A data corpus is created to encompass
the general user scenarios, with various loudspeaker levels, various clean speech lev-
els, different type of loudspeaker signals, and various user position relative to the
microphone array. The loudspeaker levels range from 65 to 75 dB(C) sound pressure
level (SPL) while the clean speech levels range from 60 to 65 dB(C) SPL. Several
loudspeaker signals such as game sound, stereo music, or movie surround sounds
were used. The clean speech contains either long utterances from the Harvard speech
database or some short Xbox commands that is custom made. The users are located
at 1 to 4 meters away from the microphone array with a 1-meter increment and can be
standing at either the left, the center, or the right of the array with a 1-meter incre-
ment. Therefore there are totally 12 possibile speaker locations. The users are mostly
at fixed locations, but some are moving in order to tune the tracking performance of
the beamformer.
A Gaussian minimization algorithm [108] was used to optimize the whole system.
The optimization procedure was done from the first block to the last block, where
each block is tuned one at a time. Within each block the parameters are tuned
one at a time while fixing all the other parameters. Several iterations may be per-
formed when tuning each block as well as going from block to block. A composite
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optimization criterion (similar to [111]) was used, where objective measures, such as
PESQ or ERLE, were used to optimize for the speech quality while the word error
rate (WER) and signal-to-error ratio (SER) were used to optimize for the automatic
speech recognition (ASR) system performance. The reason for using the composite
optimization criterion was that tuning the system based solely on one measure alone
may skew the parameters in favor of that particular measure at the expense of de-
grading the performance of other measures. While a composite optimization criterion
using speech quality measures (PESQ or ERLE) alone may be sufficient for human
listeners, the system may favor only speech quality improvement at the expense of
degrading the ASR performance. Therefore, a combination of both the speech qual-
ity measures and the speech recognition performance measures guarantees that the
system performs well for both human listeners and ASR systems.
The system has to function mostly in continuous double talk scenarios, e.g., when
a user is issuing a command during either movie, music or game sound playback. The
original AEC in the KinectTM audio uses the traditional least mean squares (LMS)
adaptive filter with a DTD to freeze the update during double talk. By integrating
the system approach to AEC, the echo cancellation performance can be greatly im-
proved during such continuous double talk scenario. Table 13 shows the simulation
results with the baseline system using the DTD-based traditional LMS adaptive filter
and the results with the system approach to AEC.2 For convenience of the discus-
sion, the letter “A” represents different AEC schemes, and “P” represents post-AEC,
i.e., applying a multi-channel AEC after the beamformer to further reduce the echo.
“A1” represents the system approach to AEC operating in multi-channel configura-
tion without the calibration procedure, while “A2” utilizes both the calibration and
the system approach to AEC. “P1” indicates the the post-AEC is applied while “P2”
indicates that it is turned off. The post-AEC can be seen as an extra procedure to
2Only relative improvement compared to the baseline system performance is shown.
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extract the echo signal that is not correctly estimated by the calibration procedure,
due to the measurement noise during the calibration or changes in the room condition
after the calibration.
Table 13: Simulation results. FFTs indicate the increase in computational complexity
in terms of the number of FFT operations. The system approach to AEC inevitably
increases the computational cost due to the two-pass adaptation.
method PESQ ERLE (dB) SER WER FFTs
baseline – – – – –
A1P0 +0.16 −1.2 −45.5% −25.3% +78.8%
A1P1 +0.05 −1.0 −28.7% −1.7% +105%
A2P0 +0.20 +7.8 −35.7% −19.6% + 9.9%
A2P1 +0.24 +9.6 −63.0% −60.4% +35.4%
From the simulation results we observe that both the perceptual quality (PESQ
and ERLE) and the ASR performance (SER and WER) are greatly enhanced with
“A2”; the best performance was achieved through “A2P1”. We note that the overall
ERLE of “A1” is slightly degraded, likely due to the non-uniqueness problem that
slows down the convergence speed of the multi-channel AEC without a decorrelation
procedure. Furthermore, the computational cost of “A1” is greatly increased due to
the increase in the number of echo paths that needs to be tracked by the multi-channel
AEC. Nonetheless, the ASR performance is still improved, due to the robustness of
the system approach during double talk.
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CHAPTER IV
DECORRELATION BY SUB-BAND RESAMPLING
As we have discussed in Section 2.2.1, the non-uniqueness problem arises during multi-
channel acoustic echo cancellation (MCAEC) due to the correlation between reference
signals (i.e., far-end multi-channel microphone signals) that degrades the convergence
performance of adaptive filtering algorithms [104]. The MCAEC solution (to prevent
return of the far-end signal at the near-end) is in fact dependent on the far-end room
impulse response and must reconverge, for example, when the far-end speech activities
change such as changing the talker position or even the talker all together. Applying
a decorrelation procedure before near-end playback can improve the tracking of the
signal responses along the echo paths with, hopefully, a minimal side effect on both
the audio quality and the original signal statistics [118]. Key criteria for an ideal
decorrelation procedure are as follows:
• retains the original audio quality and sound image of the far-end.
• retains the original excitation characteristics of the echo paths.
• retains the original signal statistics used for the adaptive filters.
• scalable to a large number of channels.
• requires low computational complexity.
A handful of inter-channel decorrelation procedures have been proposed in the
past to alleviate the non-uniqueness problem and the associated tracking issue, e.g.,
[7, 34, 55, 89, 106, 107]. However, these decorrelation techniques may not achieve an
optimal steady-state performance of an adaptive filter and are usually performed in
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a full-band manner, leaving no possibility for “frequency-selective” decorrelation. By
frequency-selectivity we mean performing varying degrees of decorrelation for dif-
ferent frequency channels. Although the phase modulation procedure [55] allows a
perceptually motivated frequency-selective choice of phase modulation parameters by
employing sub-band decomposition, the quantitative relationship between decorre-
lation and phase modulation remains unclear at least analytically. Moreover, the
resultant audio quality is traditionally examined in an ex post facto manner rather
than an active factor in the design of the decorrelation procedure.
Recently, Wada and Juang proposed a decorrelation algorithm by a resampling
procedure [118] which was motivated by the analysis of the sampling rate mismatch
problem inherent to audio processing using distributed audio devices [98]. The re-
sampling procedure was extended to the frequency domain [120], the time domain
[123], and the sub-band resampling (SBR) [124]. When applied to our noise-robust
frequency-domain MCAEC system [117,119,125], decorrelation by resampling results
in a faster echo path tracking than other decorrelation procedures while keeping a
minimal distortion to the signal quality and statistics [118, 120]. The power of SBR
is that the amount of decorrelation can be finely controlled for a better perceptual
quality, i.e., the amount of resampling can be arbitrarily controlled in each frequency
bin such that the perceptually less significant sub-bands can be more aggressively
decorrelated while still preserving a high speech quality [124,125,129].
We have experimentally demonstrated in [118, 120] the effectiveness of decorrela-
tion by resampling on MCAEC and in [124, 125, 129] the superior processed speech
quality of SBR. The objective of this section is to extend these contributions, provide
a deep analysis of the performance bounds of the resampling procedure, and devise a
proper overall scheme for SBR. Specifically, we analyze the links between the proposed
resampling, the level of decorrelation, and the achievable steady-state misalignment
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performance. We then derive new closed-form expressions to demonstrate how re-
sampling affects the misalignment for different types of reference signals, i.e., a white
Gaussian noise or a speech signal, with or without the far-end room impulse response.
Following these analyses, we provide a novel, theoretically justifiable, and perceptu-
ally motivated SBR strategy for achieving fast MCAEC convergence with a minimal
signal distortion. In our experimental evaluation, we show that the proposed SBR
scheme outperforms other decorrelation methods in terms of the convergence rate and
the processed speech quality.
4.1 Decorrelation by Resampling
4.1.1 Misalignment Problem Revisited
It can be shown [5, 34, 75] that the steady-state misalignment for a two-channel
frequency-domain adaptive filter (FDAF) after convergence can be approximated by









where 0 λ < 1 is a forgetting factor, σ2v is the variance of the near-end noise,1 S is
the spectral density matrix of the reference signals, and tr{ · } is the trace operator.














1Without the near-end noise but with properly decorrelated reference signals, an adaptive algo-
rithm converges to the true solution. This is reflected in (91) since ζ goes to negative infinity as σ2v
goes to zero, i.e., the near-end noise sets the lower bound of (91).
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and the submatrices are given by
S1 = S11(I2L×2L −C12) (94)
S2 = S22(I2L×2L −C12) (95)
Sij = diag{Sxixj [0], . . . , Sxixj [2L− 1]}, i, j = 1, 2 (96)
C12 = diag{Cx1x2 [0], . . . , Cx1x2 [2L− 1]}, (97)
where Sxpxp [k], p = 1, 2, Sxixj [k], i 6= j, and Cx1x2 [k], are respectively the power
spectral density (PSD), the cross-spectral density (CSD), and the coherence (or
magnitude-squared coherence) function [16] between the two signals in the kth fre-
quency bin. The operator diag{ · } forms a diagonal matrix. Note that a frame
length of 2L is used so that our analysis in later sections will be consistent with the
overlap-save (OLS) FDAF structure [102].
Let rxixj [n] be the auto- and cross-correlation function for i = j and i 6= j,








The coherence, which is a real-valued function that represents the amount of corre-
lation between two signals in the frequency domain, is defined in terms of the PSDs




, 0 ≤ Cx1x2 [k] ≤ 1. (99)








First note that for the trivial case of x1[n] = x2[n], the coherence becomes one, the
spectral density matrix S becomes singular, S−1 does not exist, and the misalignment
is unbounded. On the other hand, when there is only one source at the far-end,
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the highly correlated reference signals result in a spectral density matrix that is
still close to singular. Consequently, the misalignment is negatively affected by the
highly correlated reference signals as dictated by (91) and (100). A decorrelation
procedure is required to lower the coherence between the reference signal channels
and consequently improve the misalignment of MCAEC.
4.1.2 Proposed Resampling Method
Our resampling approach was first introduced in [118,120] to address the non-uniqueness
problem in MCAEC. The idea behind decorrelation by resampling is to exploit the
effect of sampling rate mismatch examined in [98], where a slight sampling rate mis-
match between audio channels of a few hundred parts per million (∼ 0.01%) is enough
to break down the correlation structure necessary for a sufficient MCAEC perfor-
mance. Conversely, by artificially introducing a sampling rate mismatch between the
highly correlated reference signals, we should achieve improved MCAEC performance
while minimizing the distortion to the reference signal quality.
For discrete-time signals, decorrelation by time expansion/compression is imple-
mented by up/downsampling a signal to a different sampling rate f ′s and playing back
the resampled signal at the original rate fs, where the expansion/compression ratio is
related to the resampling ratio by R = f ′s/fs. By properly adjusting the resampling
ratios across channels, a variable delay is introduced across channels to decorrelate
the reference signals.
Figure 13 shows the proposed resampling scheme that was successfully used in
[120, 123–125, 128, 129]. The variable delay between the two channels is achieved by
properly resampling the reference signals, and the delay is varied smoothly (mainly
without disruptive discontinuity) across time to eliminate the potential distortion
associated with sudden changes in the delay. Furthermore, it is shown in [124,125,129]
that this resampling procedure with SBR achieves a higher audio quality compared to
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the nonlinearity proposed in [7,34,89] or the phase modulation in [55] for an equivalent
degree of decorrelation as measured by the coherence.
Figure 13: The proposed resampling scheme that achieves variable delay across the
two reference signal channels for SAEC. The dotted lines represent signal blocks of
length N and the arrows represent the direction of the signal shift after resampling.
We hereby reserve the term “block” with length N for the resampling process and
“frame” for the OLS FDAF structure. Refer to Section 4.3 for more details.
4.2 Coherence/Misalignment vs. Resampling
In this section, we focus on the resampling procedure and derive the relationships
between resampling, the level of decorrelation, and the misalignment of SAEC. Once
the links are established, we can properly adjust the resampling ratios in each fre-
quency bin to achieve an improved convergence rate with minimal signal degradation.
Since (91) and (100) already show the relationship between the coherence and the
misalignment, we need to find out how resampling influences the coherence.
The resampling process for a discrete-time signal is related to the time-scaling
process for a continuous-time signal. By time expanding a continuous-time signal
x(t) to x(t/R) with an expansion ratio R > 1, the delay is steadily built up over time
between the original signal and the time-expanded signal. Intuitively, the coherence
between x(t) and x(t/R) should decrease due to the delay buildup. Similarly, the
time-compression process can be easily obtained from x(t/R′) = x(Rt) by choosing a
compression ratio R′ = 1/R.
This time-scaling process and its effect on the coherence have been studied in [124].
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However, a similar relationship for discrete-time signals has yet to be established.
Here we analyze the resampling procedure for both continuous-time and discrete-
time signals and show how the coherence is altered. We then study the proposed
resampling scheme in Figure 13 and show how it effectively decorrelates the reference
signals and improves the misalignment of SAEC.
4.2.1 Link between Coherence and Continuous-Time Scaling
Given two wide-sense-stationary random processes xt and yt, the coherence at each




, 0 ≤ Cxy(ω) ≤ 1, (101)
with Cxy = 1 being perfectly correlated and Cxy = 0 being uncorrelated. The CSD





−jωτ dτ ≡ F{Rxy(τ)}, (102)
where F{ · } is the continuous-time Fourier transform (CTFT) andRxy(τ) = E{xty∗t−τ}
is the cross-correlation. Sxx(ω) and Syy(ω) are PSDs of x and y, respectively, and are
calculated by F{Rxx(τ)} and F{Ryy(τ)}.
For x(t) and y(t) as the actual realizations of the stochastic processes in continuous




x(t)y∗(t− τ) dt, (103)
and the CSD is given by S̃xy(ω) = F{R̃xy(τ)} = X(ω)Y ∗(ω), where X(ω) = F{x(t)}
and Y (ω) = F{y(t)}. The PSDs of x(t) and y(t) are given by S̃xx(ω) = |X(ω)|2 and
S̃yy(ω) = |Y (ω)|2, respectively. However, the coherence in this case is equal to one
for (101) since only the instantaneous realizations are used for calculation without
taking into account the mathematical expectation. Therefore, the CSD is estimated
in practice by averaging over short-time evaluations. That is, let w(t) be a window
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function with the support t ∈ [0, T ], wm(t) = w(t − mt0) be the mth window with
a delay of mt0, where m = 0, 1, . . . ,M − 1, t0 ≤ T , and M is the number of signal









where Xm(ω) = F{x(t)wm(t)} and Ym(ω) = F{y(t)wm(t)}. The PSD can be simi-











By time expanding a continuous-time signal x(t) to x(t/R) with an expansion
ratio R > 1, the delay is steadily built up over time between the original signal and
the time-expanded signal. Intuitively, the cross-correlation between x(t) and x(t/R)
should go down due to the delay buildup. We can quantify this effect through the
analysis below, which can be similarly applied to time compression x(t/R′) = x(Rt)
by choosing a compression ratio R′ = 1/R. From now on we will always assume
R > 1.
Let x(t) = ejω0t, y(t) = x(t/R), and w(t) be the rectangular window that is zero
outside t ∈ [0, T ]. The CTFTs of the signals and the mth window function are
X(ω) = 2πδ(ω − ω0), (106)
Y (ω) = 2πRδ(ω − ω0/R), (107)
Wm(ω) = T sinc(ωT/2)e
−jω(mt0+T/2) (108)
where δ(x) is the Dirac delta function and sinc(x) ≡ sin(x)/x. Using the convolution
theorem F{x(t)wm(t)} = 12πX(ω) ∗Wm(ω), where ∗ is the convolution operator, the
CTFTs of the windowed signals xm(t) and ym(t) are given by























and the frequency contents at ω0 are given by
Xm(ω0) = T, (111)

















where A is a complex constant independent of m and ∆R ≡ R− 1. Using (105), the



























First of all, we note that (113) is independent of the window size T , which only
contributes as a constant factor, and the phase term goes away after taking the
absolute value. Second, if M = 1, (113) is always equal to one since it is calculated
over only a single instance. Third, (113) is always one also if ∆R = 0 since there is
no time scaling. Finally, for M > 1 and ∆R 6= 1, we can evaluate the reduction in
the coherence by the following numerical example.
Suppose the continuous-time signal is bandlimited to fc = 8 kHz at a sampling rate
of fs = 16 kHz. If the coherence measurement block size is N = 2048 samples that is
divided into M = 8 sub-blocks with 50% overlap, then the block shift in continuous





= 16 ms. We can fix ∆R at certain values and sweep the
signal frequency f0 = ω0/2π ∈ [0, fc] kHz. By doing so with (113) and selecting
∆R = 0.0004, 0.0008, 0.0012, and 0.0016, we obtain the coherence-frequency plot in
Figure 14.
We observe from the plot that for a given ∆R, the coherence is generally inversely
dependent on the signal frequency. In particular, we see that before the coherence
reaches the first zero, the coherence reduction vs. frequency relationship is approxi-
mately linear. Furthermore, for a fixed frequency before the coherence first reaches
zero, e.g., f0 = 3 kHz, the coherence also decreases roughly linearly as ∆R increases.
Thus (113) provides a way to measure the amount of decorrelation at each frequency
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∆ R = 0.0004
∆ R = 0.0008
∆ R = 0.0012
∆ R = 0.0016
Figure 14: Coherence-frequency plot obtained from (113).
point for a certain expansion ratio R. Conversely, it allows us to control R for a
desired amount of decorrelation in terms of the coherence at certain frequency points,
e.g., to minimize the distortion of a signal at low frequencies.
4.2.2 Coherence vs. Resampling
The discrete short-time Fourier transform (STFT) of a real-valued discrete-time signal







where Xm[l] is the l
th discrete Fourier transform (DFT) coefficient in the mth block,
N is the block size, Ns ≤ N is the block shift size, ωl = 2πl/N , and wN [n] is a window
function that is zero outside n = 0, . . . , N−1. Let Ns = N , xm[n] = x[n+mN ]wN [n],
and wN [n] be the rectangular window, which is chosen to be consistent with the






−jωln ≡ DFT{xm[n]}, (115)
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and xm[n] can be expressed in terms of the inverse discrete Fourier transform (IDFT)
as (assuming N is divisible by 2 for simplicity)





















where <{ · } denotes the real part of a complex number. Since xm[n] is assumed
to be real, only l = 0, . . . , N
2
of conjugate symmetric Xm[l] are required for the
reconstruction of xm[n].
For the signal block xm[n] of length N , the time-shifting property of the DFT is
given by
xm[n− n0] = IDFT{Xm[l]e−jωln0}, (117)
where n0 is a fixed delay. Given a resampling ratio R > 1, the delay between the
resampled signal and the original signal is D = RN−N = ∆RN , where ∆R ≡ R−1.








As the delay varies with respect to the original time after resampling, (118) is used
to represent the delay instead of a fixed delay in (117). Resampling by time shifting
can be performed by calculating the DFT coefficients Xm[l] of xm[n], multiplying
Xm[l] by the phase-shift term e
−jωld(n), and applying the IDFT on the modified DFT
coefficients. This results in the resampled signal x̃m[n] given by






















Note that the time-shifting property assumes the signal xm[n] to be N -periodic, which
is not always true for a general signal. The accuracy of the resampled signal may
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decrease as the sample index n gets close to N . Special treatment is needed for
block-wise resampling and will be discussed in Section 4.3.
Comparing (119) to (116), we can view x̃m[n] as obtained from applying what is
referred to as the modified inverse discrete Fourier transform (MIDFT)













where Xm[−l] = X∗m[l], l = 0, . . . , N2 (conjugate symmetry is assumed for other values
hereafter). From here on, the negative frequency indices, whenever appropriate, will
be used for a compact representation of the MIDFT in (120), since the phase term ej
ωl
R
is scaled by R and is no longer sampled at equally-spaced intervals on a unit circle. To
account for possible frequency-domain aliasing when a compression ratio R′ = 1/R
is used and |ωl/R′| > π, Xm[l] has to be first low-pass filtered. This is achieved by
simply setting Xm[l] = 0, |l| > N2R , and is automatically assumed hereafter for the






























where k = 0, . . . , N − 1 and
φN(x) ≡











Let x[n] be a white Gaussian noise (WGN) process with zero mean and variance
σ2x. The CSD estimate of x[n] and x̃[n] is expressed in terms of the ensemble average
as
Ŝxx̃[k] = E{Xm[k]X̃∗m[k]}, (123)

















(l2−l1)n = Nσ2xδ(l2 − l1), (125)
where δ( · ) is the Dirac delta function. Therefore, the first denominator term in (124)
is given by
Ŝxx[k] = E{Xm[k]X∗m[k]} = Nσ2x. (126)


























∣∣φN( lR − k)∣∣2.
(127)



























∣∣φN( lR − k)∣∣2 , (129)
where k = 0, . . . , N − 1.
Figure 15 shows the actual measured coherence of a WGN before and after re-
sampling, where only one of the channels in Figure 13 was applied to the WGN and
the theoretical coherence is shown as black solid lines. The sampling frequency was
16 kHz, the resampling block size was N = 2048 samples, and the coherence was mea-
sured across 100 non-overlapping blocks. The resampling ratios R = 1.0004, 1.0008,
1.0012, and 1.0016 were used.
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Frequency (kHz)















∆ R = 0.0004
∆ R = 0.0008
∆ R = 0.0012
∆ R = 0.0016
Figure 15: Coherence-frequency plot calculated from a WGN before and after resam-
pling with various ∆R. The black solid curves are calculated from (129). Notice its
similarity to Figure 14.
Note that (129) becomes identical to (113) for the same measurement/resampling
block size and resampling ratio, albeit with different assumptions of the underlying
signals. This WGN model is more useful than the simple sinusoid model for the
analysis of the proposed resampling scheme in Figure 13, as we can precisely predict
the misalignment in SAEC using the WGN as the reference signals [34,75]. We observe
from Figure 15 that for a given ∆R, the coherence is generally inversely dependent
on the signal frequency. In particular, we see that before the coherence reaches the
first zero, the coherence reduction vs. frequency relationship is approximately linear.
Furthermore, for a fixed frequency, e.g., at around 3 kHz, before the coherence first
reaches zero, the coherence also decreases roughly linearly as ∆R increases. Thus
(129) provides a way to measure the amount of decorrelation at each frequency point
for a certain expansion ratio R. Conversely, it allows us to control R for a desired
amount of decorrelation in terms of the coherence at certain frequency points, e.g.,
to minimize the distortion of a signal at low frequencies.
4.2.3 Misalignment vs. Resampling: without Far-End Room
We now show the link between the proposed resampling scheme in Figure 13 and
the misalignment of SAEC when the reference signals of both channels are resampled
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from a single WGN source. To fit the OLS FDAF structure, let L be the length
of the adaptive filter and 2L be the length of a discrete STFT analysis frame. The
analysis frame covers Q cycles of the sawtooth delay variation in Figure 13 such that
the time-varying delay mismatch occurs more often within the frame. For simplicity,
we assume Q to be a positive integer.
Let u[n] be a zero-mean WGN with variance σ2u and x̃p[n], p = 1, 2, be the
resampled version of u[n] by applying the resampling scheme in Figure 13. The






Um[l]Φp(k, l), p = 1, 2, (130)
where k = 0, . . . , 2L − 1 and Um[l] is the lth DFT coefficient of the windowed signal
um[n] in the m
th frame. Note that negative frequency indices, similarly used in (120),
are used for a compact notation. Φp(k, l), p = 1, 2, is defined as










































where φQ(x) is similarly defined as in (122). Using (130), (131), and (132) together






















∣∣Φ1(k, l)∣∣2)(∑l ∣∣Φ2(k, l)∣∣2) , (135)
where l = −L, . . . , L− 1.













∣∣Φ1∣∣2)(∑l ∣∣Φ2∣∣2)− ∣∣∑l Φ1Φ∗2∣∣2 . (137)
Using (136) and (137), the theoretical steady-state misalignment (91) can be analyt-
ically expressed as a function of R








where the excess mean squared error (MSE) or the lower bound of the misalignment
is






and the echo-to-noise ratio (ENR) is ‖h‖22σ2u/σ2v .
Figure 16 shows the misalignment vs. resampling ratio plot with L = 1024, Q = 4,
λ = (1 − 1/(6L))L, ENR = 25 and 35 dB, and the resampling ratio varying from 1
to 1.05. The straight lines represent the lower bounds of the misalignment when
the two channels are uncorrelated, i.e., C12 = 02L×2L. Note that the misalignment
goes to infinity if R = 1, i.e., no resampling, since the spectral density matrix S
becomes singular. As expected, the misalignment approaches the lower bound as the
resampling ratio increases.
4.2.4 Misalignment vs. Resampling: with Far-End Room
We now show the effect of resampling on the reference signals that are obtained from
convolving a single WGN source with the far-end room impulse response. Let u[n]
be the zero-mean WGN at the far-end room with variance σ2u. The noise is convolved
with the far-end room impulse response gp[n], p = 1, 2. Assuming the length of the
far-end room impulse response is K ≥ 2L, the CSD of the reference signals after
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ENR = 35 dB
Figure 16: Misalignment vs. resampling ratio plot obtained from (138). The straight



















, p = 1, 2 (142)
with k = 0, . . . , 2L − 1 and φ2L(x) defined similarly as in (122). Given (140), the
















∣∣G1[s]Ψ1(k, s)∣∣2)(∑s ∣∣G2[s]Ψ2(k, s)∣∣2) , (144)
where s = −K, . . . ,K − 1.
Using (143) and (144) with (91) and (100), we can obtain the misalignment as a
function of the resampling ratio
















∣∣G1Ψ1∣∣2)(∑s ∣∣G2Ψ2∣∣2)− ∣∣∑sG1Ψ1G∗2Ψ∗2∣∣2 . (146)
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Figure 17 shows the misalignment vs. resampling ratio plot with L = 1024,
K = 2048, Q = 4, λ = (1 − 1/(6L))L, ENR = 25 and 35 dB, and the resampling
ratio varying from 1 to 1.05. The measured far-end room impulse response with
T60 = 250 ms was truncated to K = 2048 taps (128 ms). The ENR was measured
using ENR = ‖h‖22‖g‖22σ2u/σ2v to take into account the far-end room impulse response.







2 = 0 in (146). This is required since incorporating the far-
end room impulse response in the model effectively raises the lower bound above ζMSE.
Resampling ratio


















ENR = 25 dB
ENR = 35 dB
Figure 17: Misalignment vs. resampling ratio plot obtained from (145). The straight
lines are the lower bounds of the misalignment when the coherence is zero.
Compared to Figure 16, Figure 17 shows that even without resampling, i.e., R = 1,
the misalignment is lower than 0 dB. This is expected since the far-end room impulse
response may slightly decorrelate the reference signals even though they are generated
from the same source at the far-end room. On the other hand, the achievable mis-
alignment at the same resampling ratio is less than (138) when we model the far-end
room in (145). This is also expected since spectral nulls at the far-end room effectively
lowers the PSDs at the spectral nulls. Due to the spectral nulls, the spectral density
matrix S may be ill-conditioned, resulting in a higher misalignment according to (91)
and (100). To achieve the same level of misalignment, a much larger resampling ratio
73
is required when we model the effect of the far-end room impulse response.
4.3 Algorithmic Design and Related Issues
In this section, we discuss the implementation details of the proposed resampling
scheme. Proper attention must be paid when constructing the resampling scheme to
achieve decorrelation without introducing an unnecessary time-domain or frequency-
domain distortion. We present two frameworks for implementation, i.e., frequency-
domain resampling (FDR) and time-domain resampling (TDR), and discuss the rel-
ative strengths and weaknesses of each framework. Finally, we discuss the trade-off
in terms of resampling accuracy and processing delay for different frameworks.
4.3.1 Proper Resampling Scheme
Resampling a block of N samples introduces a total delay of N(R − 1) samples,
where time expansion (R > 1) and time compression (0 < R < 1) introduce positive
and negative instantaneous (sub-)sample delay, respectively. Since the discrete-time
signal is resampled block-by-block without any overlap, there can potentially be a
signal discontinuity between the blocks if we do not resample each block correctly.
Although a signal is usually resampled in one direction, i.e., forward in time, it
may also be resampled in the backward direction by first time-reversing the signal
block, applying the resampling procedure, and reversing the block back afterward.
Different combinations of the resampling ratio (expansion or compression) and the
resampling direction (forward or backward) give rise to four possibilities: forward
expansion, forward compression, backward expansion, and backward compression.
The change in the delay after resampling a signal block in four different situations
are illustrated in Figure 18.
There are two constraints for smooth transition between the resampled blocks.
First, there should be no sudden change in the delay across blocks. Second, the
reference points of the adjacent blocks should be matched. In other words, we should
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Figure 18: Signal delay after resampling. The black dots indicate the anchoring point
from which the positive/negative delay starts to grow after resampling.
connect edges to edges and dots to dots in Figure 18 to ensure smooth transition of
the resampling delay across blocks. Otherwise, a sudden change in the delay across
block edges introduces a signal discontinuity, or decimation, which in turn causes the
undesirable aliasing distortion [106].
Based on the delay smoothing rules, several possible resampling schemes can be
designed, and Figure 19 shows two schemes that obey the delay continuity constraints.
Although it may appear that the alternative scheme in Figure 19(b) can achieve inter-
channel decorrelation, it actually fails to do so and thus should be avoided. The reason
is that the expansion or the compression occurs in both channels at the same time,
with the only difference being resampling in forward or backward direction. That
is, expanding or compressing the channels simultaneously with the same resampling
ratio R near unity results in a slight shifting of the entire blocks in the opposite time
direction. Due to the constant amount of induced delay between two blocks, the
CSD is unchanged and therefore no short-time decorrelation occurs. In other words,
the instantaneous delay difference between channels is constant in such a case. The
entire process becomes much like the input-sliding technique of [106] but with no
aliasing distortion at all due to the delay smoothing, hence no decorrelation. For the
proposed scheme, the delay difference between channel 1 and channel 2 continuously
varies with time. This specifies another design rule, where for a given time, two
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adjacent channels must not be expanded or compressed with the same R even if the
direction of resampling is different.
(a) Proposed scheme. (b) Inappropriate alternative scheme.
Figure 19: Resampling schemes. The first scheme properly decorrelates the reference
signals whereas the second one fails to do so.
4.3.2 Frequency-Domain Resampling
For continuous-time signals, we know from the time-scaling property of the CTFT
that CTFT{x(t/R)} = RX(Rω). The goal of FDR is to interpolate across frequency
rather than across time, with appropriate expansion or compression of the spectrum,
to reduce the computation via the fast Fourier transform (FFT). Given a resampling
ratio 0 < R < 2, the FDR procedure for an N -point signal block of x[n] is as
follows [120]:
• Zero-extend the signal by a factor of J = 2α, α ≥ 1.
• Apply a JN -point FFT on the zero-extended signal.
• Linearly interpolate between X[k] and X[k + 1]
X̃[k̃] = R((1− β)X[k] + βX[k + 1]) (147)
with the constraints k ≤ Rk̃ ≤ k + 1 and β = Rk̃ − k for each k̃th new sample
to form 2N equally spaced samples.
• Apply a 2N -point inverse fast Fourier transform (IFFT) on X̃[k̃].
76
• Discard the samples at the end of the resampled signal x̃[n] to retain the first
RN resampled values.
Using the zero-extension factor J ≥ 2 and taking the 2N -point IFFT avoids the time
domain aliasing after resampling with R > 1. Although it was shown that a zero-
extension power 4 ≤ α ≤ 6 is sufficient in terms of the resampling accuracy for most
applications [120], this translates to a rather large signal block size JN for α ≥ 6,
where the computational complexity per block is dominated by the FFT and the
complexity per sample is O(J log(JN)).
4.3.3 Time-Domain Resampling
According to (120), we can reformulate the TDR process by using the DFT matrix and
matrix-vector multiplication. Let x = [x[0], . . . , x[N − 1]]T, x̃ = [x̃[0], . . . , x̃[N − 1]]T,
and F be the N × N DFT matrix, where [F]k+1,n+1 = e−jωkn is the element at the
(k + 1)th row and the (n + 1)th column and ωk = 2πk/N . Let M be the MIDFT
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The low-pass filtering of X[k] is directly embedded in the matrix M to account for
possible aliasing when time compression occurs, i.e., when R′ = 1/R is used in stead
of R. With the given DFT and MIDFT matrices, (120) becomes
x̃ = MFx = Px, (149)
where P ≡ MF is defined as the resampling matrix. Although F and M are in
general complex, P is always real due to the conjugate symmetries in the rows of M
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and the columns of F. For a fixed R, the resampling matrix can be computed once
and stored in memory for future resampling tasks.
4.3.4 Block Processing
As shown in Figure 19(a), the resampling delay goes back to zero every two blocks,
which naturally ensures continuity at those points. However, the continuity may not
be maintained at other block boundaries where sudden changes, i.e., the non-zero
inflection points in Figure 19(a), in the delay occur. To preserve the continuity, the
resampling procedure must be constructed properly every two blocks. The following
analysis focuses on TDR although similar principles to smooth out the delay should
be applied to FDR as well.
Let x2N = [x[0], x[1], . . . , x[2N − 1]]T represent a block of signal, where 2N is the
block size. We now construct a 2N × 2N matrix M and apply an FFT of size 2N
on each row of the matrix to obtain P, where we form one resampling matrix for
expansion and another for compression. The rows of the two matrices represent a set
of interpolation filters for either signal expansion or compression.
Figure 20 shows the surface plots corresponding to the resampling matrices with
N = 32 and R = 1.0512 for two channels. The upper halves of the expansion and
the compression matrices are shown in Figures 20(a) and 20(b), denoted by Pexp
and Pcomp, respectively. They are the relevant portions for the construction of the
actual resampling matrices for the two channels as shown in Figures 20(c) and 20(d),












where { · }† is a flipping operator that flips a matrix both horizontally and vertically
and { · }↪→2N denotes circular shifting the columns to the right by 2N . The reason
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(a) Expansion matrix Pexp.
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(b) Compression matrix Pcomp.







(c) Resampling matrix P1.







(d) Resampling matrix P2.
Figure 20: Resampling matrices with N = 32 and R = 1.0512 for channels 1 and
2. Note that a larger N and a smaller R are typically used. These parameters are
chosen here for illustration purpose.
the resulting resampling matrices. By combining each half of the expansion and the
compression matrices, the continuity is ensured after resampling as indicated by the
smooth transition of the coefficients for the interpolation filters (i.e., horizontal cross-
sections) of P1 and P2 in Figures 20(c) and 20(d). The corresponding computational
complexity per sample is O(N) with an algorithmic delay of 2N samples.
4.3.4.1 Block Mirroring
Due to the nature of block processing by the proposed resampling scheme and the
spectral leakage, the resampling error at the block edges will inevitably be higher than
towards the center of the block. More specifically, the DFT assumes the input signal
to be periodic, but periodically repeated blocks of any signal are not guaranteed to be
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continuous. We may then extend the signal block by mirroring it to make the block
edges circularly continuous and to improve the resampling accuracy.





†]T be formed by concatenating x2N with its mirrored ver-
sion. Since the block size is 4N , the resampling matrix is constructed through the
FFT of size 4N . However, we are only interested in the first 2N samples after re-
sampling xM2N . Therefore, it suffices to take the upper quarters, i.e., the N × 4N
sub-matrices, of the mirrored resampling matrices corresponding to expansion and
compression. This is illustrated in Figure 21, where PMexp and P
M
comp, shown in Fig-
ures 21(a) and 21(b), respectively, are used to construct via (150) the resampling
matrices PM1 and P
M
2 , shown in Figures 21(c) and 21(d), respectively. We note here
that the circular shifting in (150) is indeed required in this case to ensure that the
coefficients for the interpolation filters are continuous. The computational complexity
per sample is O(N) with an algorithmic delay of 2N samples.




(a) Expansion matrix PMexp.




(b) Compression matrix PMcomp.




(c) Resampling matrix PM1 .




(d) Resampling matrix PM2 .
Figure 21: Resampling matrices for the mirrored signal.
4.3.4.2 Center Filtering
The mirroring may be less than ideal since we do not have access to the future signal
values after the latest block. By utilizing a look-ahead strategy, we can further reduce
the block edge distortion and the processing delay by center filtering. Observing the
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structure of the resampling matrices in Figure 20, we can immediately see that only
the center rows of the resampling matrices achieve the center filtering of the input
signal block x2N . All the other rows of the resampling matrices correspond to filtering
a periodic signal x2N that is not equal to the actual underlying input signal as the
periodicity is assumed by the DFT. Therefore, instead of processing the input signal
block-wise, we may, in the same manner as resampling by interpolation, resample
continuously in time by applying the appropriate interpolation filter to generate each
sample. This is achieved by circularly shifting the rows of the resampling matrices
such that all of the coefficients for the interpolation filters are appropriately centered
at the middle columns of the matrices.
Figure 22 shows the resampling matrices, denoted by PCIRC1 and P
CIRC
2 for the two
channels, after circular shifting. The input signal block to be used with the circularly
shifted resampling matrices is
xC2N = [x[−N ], . . . , x[−1], x[0], . . . , x[N − 1]]T, (151)
with {x[n];n < 0} being the past samples, x[0] being the current sample, and
{x[n];n > 0} being the future samples. For subsequent rows of the resampling matrix,
the input signal block is shifted to the right one sample at a time to ensure center
filtering. The computational complexity per sample is still O(N) but the algorithmic
delay is lowered to N samples.
4.3.5 Comparison of Frequency- and Time-Domain Resampling
The computational complexity for different resampling methods is summarized in
Table 14. The resampling accuracy of FDR and TDR is compared using sinusoids.
Given a sine wave x[n] = sin (2π f
fs
n), where f is the sinusoidal frequency and fs =
16 kHz is the sampling frequency, the resampled signal x̃[n] is compared to the ground
truth signal x̄[n] = sin (2π f
Rfs
n) with a resampling ratio R = 1.001. The sinusoidal
frequency is swept from 20 Hz to 8 kHz with an increment of 10 Hz. The block size is
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(a) Resampling matrix PCIRC1 .







(b) Resampling matrix PCIRC2 .
Figure 22: Resampling matrices after circular shifting.
set at N = 512. To evaluate the resampling accuracy, the signal-to-error ratio (SER),
defined below, is used.







Table 14: Complexity per sample and algorithmic delay comparison.
Method Complexity Delay
FDR, J = 2α O(J log(JN)) 2N
Mirroring O(N) 2N
Center Filtering O(N) N
Figure 23 shows the SER obtained from different resampling methods. For FDR
to have high enough accuracy, α has to be as high as 6. Although not shown, the
resampling accuracy for FDR cannot be improved much further when α is increased
beyond 6. TDR, on the other hand, gives higher accuracy than FDR at α = 6 and is
used for the experimental evaluation.
The mirroring method and the center filtering method achieve the highest resam-
pling accuracy in general. We note, however, that the resampled signal is a simple
sinusoid, where the block edge distortion will not be high since the mirrored signal
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FDR, P = 6
FDR, P = 4
Figure 23: SER plot for different resampling methods.
still has the same frequency. For actual signals such as speech, we expect that the
mirroring method will result in lower resampling accuracy than the centering filtering
method.
Although TDR has comparable complexity and delay to FDR, the construction of
the resampling matrix P for TDR, however, can be computationally expensive since
it requires a complexity of O(N3) for the multiplication of two N × N matrices in
(149). On the other hand, we note that the matrix product MF is equivalent to
applying the DFT row-wise on the matrix M. Thus instead of directly computing
the matrix product, we can apply the FFT on each row of M to obtain P. This
reduces the complexity in practice to O(N2 logN). For example, with a sampling
rate of fs = 16000 kHz and a typical block size of N = 512, the computational saving
can be roughly 57 fold. For a fixed R the computation may be required to be done
only once, but the savings still translate to significantly faster initialization of the
resampling procedure.
In general TDR outperforms FDR in terms of the resampling accuracy at the cost
of high complexity O(N2 logN) for the resampling matrix initialization. Depending
on applications, this high complexity may prevent us from changing the resampling
ratio on the fly, where FDR becomes the preferred choice for this task. On the other
hand, we may precompute a number of resampling matrices and store the results, so
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that we can still retain the resampling accuracy of TDR while having the flexibility
of changing the resampling ratio on the fly at the same time.
4.3.6 Sub-Band Resampling
For the perceptual quality and the actual cancellation performance reasons [118,120],
we may want to modify the signal only in certain sub-bands [124]. To that end,
Figure 15 suggests that to achieve the same overall reduction in the coherence, the
resampling ratio R may be adjusted separately over each sub-band in the frequency
domain. This can be done to make sure that the speech distortion will be minimized
by the resampling process. In addition, a sudden change in R between sub-bands, e.g.,
R = 1 in the low sub-band and R > 1 in the high sub-band, may introduce unwanted
frequency-domain distortions. We experimentally verified that the distortion created
by such a discontinuity in R has the characteristics of a musical noise. Therefore, we
propose to vary the resampling ratio per frequency bin as smoothly across the bins as
possible. This procedure involves making R a continuous function of frequency, i.e.,
R[k], and using the desired R[k] for resampling.
4.4 Experimental Evaluation
4.4.1 Application to Stereophonic Acoustic Echo Cancellation
A two-channel FDAF [5,34,75] is used to verify the accuracy of the theoretical steady-
state misalignment in (145). Table 15 summarizes the FDAF algorithm. The reg-
ularization parameter plays an important role in adaptive algorithms [8]. Without
proper regularization, an adaptive algorithm may not behave properly. Assuming a
fixed regularization term δ, a constant term δ/(1− λ) should be added to the PSDs
in (134) and (143) to reflect the regularization procedure in Table 15.
The room impulse responses were recorded at a 16 kHz sampling rate with a
length of 4096. The near-end room impulse response was truncated to 1024 samples
to neglect the effect on misalignment due to under-modeling, and the far-end room
84






















T, p = 1, 2
µ′ = µ(1− λ), 0 < µ ≤ 1, 0 λ < 1
Spectral estimation
Xp[m] = diag{F[xp[(m− 1)L], . . . , xp[(m+ 1)L− 1]]T}, p = 1, 2
Ŝij[m] = λŜij[m− 1] + (1− λ)Xi[m]X∗j [m], i, j = 1, 2
Ŝpp[m] = Ŝpp[m] + δI2L×2L, p = 1, 2
Ĉ12[m] = (Ŝ11[m]Ŝ22[m])
−1Ŝ12[m]Ŝ21[m]
Ŝp[m] = Ŝpp[m](I2L×2L − Ĉ12[m]), p = 1, 2
K1[m] = Ŝ
−1
1 [m](X1[m]− Ŝ12[m]Ŝ−122 [m]X2[m])
K2[m] = Ŝ
−1
2 [m](X2[m]− Ŝ21[m]Ŝ−111 [m]X1[m])
Filter adaptation
y[m] = F[01×L, y[mL], . . . , y[(m+ 1)L− 1]]T
e[m] = y[m]−G01(X1[m]ĥ1[m− 1] + X2[m]ĥ2[m− 1])
ĥp[m] = ĥp[m− 1] + 2µ′G10K∗p[m]e[m], p = 1, 2
impulse response was truncated to K = 2048. The length of the adaptive filter was








uncorrelated WGN at ENR = 30 dB was added to the near-end microphone signal.
The proposed resampling scheme in Figure 13 was applied to the two reference signals,
which came from either a single WGN or a speech signal at the far-end room. The
resampling block size was N = 256 with Q = 4 such that the reference signals frame
of length 2L covered 4 cycles of the sawtooth wave.
The speech signal was obtained by concatenating roughly 200 randomly chosen
utterances from the TIMIT [38] testing database and was modeled using the linear
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predictive coding (LPC) analysis. The order of the LPC analysis was 20, and the
analysis frame size was 320 samples with a 50% overlap. A Hamming window was
applied to each LPC analysis frame before calculating the autocorrelation function.
The averaged gain and the averaged spectrum of the speech signal were calculated
from averaging the autocorrelation functions of all analysis frames and performing the
LPC analysis on the averaged autocorrelation function. The theoretical steady-state
misalignment was still calculated from (145) with a modified far-end room impulse
response G̃p[k], p = 1, 2, to take into account the effect of the speech source. The
modified far-end room impulse response was obtained from multiplying the original
far-end room impulse response Gp[k], p = 1, 2, with the averaged speech spectrum
and the averaged gain in each frequency bin. The variance σ2u in (140) and (143) was
the variance of the excitation signal obtained from the LPC analysis of the speech
signal.
Figure 24 shows the theoretical steady-state misalignment calculated from (145)
and the actual measured misalignment using a single WGN source at the far-end room
with the proposed resampling scheme applied to the reference signals. Note that a long
period of time is required to achieve the theoretical lower bound with a relatively small
∆R, i.e., ∆R = 0.002. The long convergence time for a small ∆R is expected since
only a fixed far-end room impulse response is used for the simulation such that the
spectral nulls in the far-end room impulse response effectively limits the convergence
speed when only a small amount of decorrelation is applied. Furthermore, since we
know the true ENR, the ideal regularization term sets a much smaller lower bound
than without the ideal regularization such that the convergence time is long when
only a small amount of decorrelation is applied. Nonetheless, the theoretical steady-
state misalignment (145) accurately predicts the actual measured misalignment if we
allow sufficient time for the adaptive filter to converge.
Figure 25 shows the misalignment measured with a single speech source at the
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-22 ∆ R = 0.002
∆ R = 0.004
∆ R = 0.008
Figure 24: Misalignment for a WGN at the far-end room with the proposed resampling
scheme. The straight lines are calculated from (145).
far-end room. Only two resampling ratios are shown to better illustrate the two
misalignment curves since the theoretical steady-state misalignments are quite close
together when using a speech source at the far-end room. We observe that the theoret-
ical steady-state misalignment (145) with the modified far-end room impulse response
G̃p[k], p = 1, 2, accurately predicts the lower bound of the actual misalignment. Note
that for the same resampling ratio, the lower bound of the misalignment is larger
for the speech source than the WGN. This is expected since the power spectrum of
speech has a spectral roll-off of 6-10 dB/octave so that the high frequencies are weakly
excited compared to the WGN. Even though the steady-state misalignment differs by
at most 2 dB in Figures 24 and 25, the convergence rate is much faster for a larger
∆R. The convergence rate, rather than the lower bound of the misalignment, is an
essential design criterion for choosing a proper resampling ratio.
4.4.2 Decorrelation by Sub-Band Resampling
In this section, we discuss how we properly choose the resampling ratios in different
frequency bins to achieve fast convergence and a high speech quality after SBR.
Since the energy of speech is usually concentrated below 4 kHz, we can divide the
speech spectrum into several sub-bands, where we apply less decorrelation in the low
frequency sub-bands to preserve the speech quality and more decorrelation in the high
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∆ R = 0.008
Figure 25: Misalignment for a speech signal at the far-end room with the proposed
resampling scheme. The straight lines are the theoretical steady-state misalignment
(145) with a modified far-end room impulse response.
frequency sub-bands to achieve a better convergence rate. This frequency-selective
decorrelation strategy is consistent with the human sound localization capability in
that the interaural level difference (ILD), rather than the interaural time difference
(ITD), is used for localizing high frequency sounds and vice versa. ILD is not as
susceptible to resampling as ITD.
Figure 26 shows the proposed SBR curve ∆R(f) for a sampling rate fs = 16 kHz.
Here we divide the frequency into three sub-bands, and only four resampling ratios,
i.e., R1 to R4, need to be determined. We note that other possible SBR curves can
be used, and this proposed SBR curve is chosen to reduce the number of controlling
parameters. The resampling ratios are varied linearly within each sub-band. Note
that ∆R1 should be small so that less signal modification is applied below fs/4 while
∆R2 and ∆R3 should be large to apply more resampling above fs/4. ∆R4 should be
smaller than ∆R3 since a relatively smaller ∆R4 is sufficient for heavy decorrelation
near the Nyquist frequency.
To determine the four resampling ratios in Figure 26, we first choose ∆R1 to
be relatively small, i.e., ∆R1 = 0.001, and determine ∆R2 for a certain desirable
coherence reduction in the high frequency sub-bands. In this experiment, we choose









Figure 26: Proposed SBR curve for decorrelation. Note that the ∆R values are for
illustration purpose and may be different depending on the design criteria.
and calculate the minimum required ∆R2 using (135). ∆R3 and ∆R4 are chosen to
be relatively large, i.e., ∆R3 = 0.005 and ∆R4 = 0.004, such that the coherence drops
to zero from 3fs/8 to fs/2. Figure 27 shows the required ∆R2 to achieve the desired
coherence in the high frequency sub-bands. We note that while (144) accurately
calculates the coherence when the far-end room impulse response is involved, (135)
is sufficient to determine the averaged behavior of the coherence. This is verified in
Figure 28 by comparing (135) and (144) using the same SBR curve.
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∆ R = 0.002
∆ R = 0.003
∆ R = 0.004
∆ R = 0.005
∆ R = 0.006
Figure 27: Coherence plot using (135) and the proposed SBR curve with ∆R1 = 0.001,
∆R3 = 0.005, and ∆R4 = 0.004, while varying ∆R2 to achieve the desired coherence
in the high frequency sub-bands.
Table 16 shows the speech quality measured by the Performance Evaluation of





















Figure 28: Comparison of (135) and (144) using the proposed SBR curve with ∆R1 =
0.001, ∆R2 = 0.004, and ∆R3 = 0.005, and ∆R4 = 0.004.
stand for the narrowband mode for handset listening and the wideband mode for
headphone listening, respectively. The same utterances and the far-end room impulse
response from Section 4.4.1 were used for the PESQ evaluation. Note that both
PESQNB and PESQWB drop consistently as ∆R2 increases. While varying ∆R2 from
0.002 to 0.005 slightly degrades the speech quality, the degradation becomes more
severe at ∆R2 = 0.006.
Table 16: Speech quality after applying the proposed SBR curve with ∆R1 = 0.001,
∆R3 = 0.005, and ∆R4 = 0.004.
∆R2 0.002 0.003 0.004 0.005 0.006
PESQNB 4.47 4.46 4.45 4.41 4.27
PESQWB 4.44 4.45 4.42 4.38 4.26
Figure 29 shows the misalignment plot with various values of ∆R2. The measured
misalignment curves are above the lower bounds (not shown) since the plot is zoomed
in to better illustrate the convergence behavior. We observe that the convergence rate
is dramatically improved for a larger ∆R2, with a convergence performance gain of
up to 5 dB. Note that while increasing ∆R2 from 0.002 to 0.004 drastically improves
the convergence rate, further increase of ∆R2 shows marginal improvement while
heavily degrading the PESQ. Due to these observations, we fix ∆R2 = 0.004 to
achieve a sufficient convergence rate without sacrificing the speech quality too much.
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Recall from Figure 27 that these values correspond to a coherence that is below
0.4 for frequencies above fs/4 and gradually decreases to 0 at 3fs/8. Therefore,
by properly choosing the resampling ratios in the high frequency sub-bands, we can
heavily decorrelate the signal while introducing perceptually negligible distortion, as
measured by the PESQ. Once the resampling ratios in the high frequency sub-bands
are determined, we can vary ∆R1 to achieve even more decorrelation in the low
frequency sub-band and look at the convergence behavior and the processed speech
quality.
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∆ R = 0.002
∆ R = 0.003
∆ R = 0.004
∆ R = 0.005
∆ R = 0.006
Figure 29: Misalignment for the proposed SBR curve with ∆R1 = 0.001, ∆R3 =
0.005, ∆R4 = 0.004, and various values of ∆R2.
Table 17 and Figure 30 show the PESQ and the measured misalignment, respec-
tively, with various values of ∆R1. We observe from Table 17 that PESQ
NB stays
high while PESQWB degrades slightly as ∆R1 increases. Depending on the quality
of the playback equipment, we may choose a larger ∆R1 without harming the signal
quality according to PESQNB. Here we base our choice on PESQWB assuming that
high quality playback equipment is used. We observe that while the lower bounds
are essentially the same for different resampling values of ∆R1, a larger ∆R1 results
in much faster convergence. We further note from Figure 30 that while increasing
∆R1 from 0.001 to 0.003 gives a nice boost to the convergence rate, increasing ∆R1
beyond 0.003 provides marginal improvement while degrading PESQWB. From these
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observations we choose ∆R1 = 0.003 for the improved convergence performance with
slightly degraded PESQWB.
Table 17: Speech quality after applying the proposed SBR curve with ∆R2 = 0.004,
∆R3 = 0.005, and ∆R4 = 0.004.
∆R1 0.001 0.002 0.003 0.004 0.005
PESQNB 4.45 4.45 4.45 4.45 4.45
PESQWB 4.42 4.41 4.40 4.39 4.39
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∆ R = 0.001
∆ R = 0.002
∆ R = 0.003
∆ R = 0.004
∆ R = 0.005
Figure 30: Misalignment for the proposed SBR curve with ∆R2 = 0.004, ∆R3 =
0.005, ∆R4 = 0.004, and various values of ∆R1. The straight lines at the bottom
represent the theoretical steady-state misalignment (145).
4.4.3 Comparison with Other Decorrelation Methods
To compare the SAEC performance with the proposed SBR curve against other com-
monly used decorrelation procedures, the following methods were tested:
• Uncorrelated additive white Gaussian noise (AWGN) at 30 dB signal-to-noise
ratio (SNR).
• Nonlinear processor (NLP) [7, 34,89], given by
x′1[n] = x1[n] +
γ
2
(x1[n] + |x1[n]|) (153)




where γ = 0.5.
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• Phase modulation (PMod) described in [55, Figure 2], where the window length
was 48 at fs = 16 kHz, the modulation frequency was 0.75 Hz, and the modu-
lation amplitude was chosen according to [55, Figure 3].
• Proposed SBR curve with ∆R1 = 0.003, ∆R3 = 0.005, and ∆R2 = ∆R4 =
0.004.
Table 18 summarizes the quality measures using the segmental signal-to-noise
ratio (SSNR), the log-spectral distortion (LSD), and the PESQ. PESQLR-NB and
PESQLR-WB correspond to the evaluation obtained after averaging the measures taken
individually from the left and the right channels. Although the SSNR and the LSD
may not directly relate to the perceptual quality, the SSNR and the LSD measure the
deviation of the processed signal from the original signal in the time domain and the
frequency domain, respectively. We note that even though the SSNR and the LSD
of AWGN are the best, the distortion introduced by AWGN at 30 dB SNR is quite
audible as indicated by the low PESQ. Therefore, the SSNR or the LSD alone is not
indicative of the perceptual quality after decorrelation, and the PESQ is a much more
suitable measure for the perceptual quality.
Table 18: Processed speech quality comparison.
method AWGN NLP PMod SBR
SSNR (dB) 18.31 9.05 11.87 11.91
LSD (dB) 0.13 2.34 0.17 0.51
PESQLR-NB 3.90 3.82 4.53 4.52
PESQLR-WB 3.22 3.33 4.58 4.59
PESQNB 3.38 4.05 4.19 4.45
PESQWB 2.90 3.62 4.03 4.40
NLP has the highest LSD due to the heavy distortion introduced by the half-
wave rectifier, and the frequency-domain distortion of NLP is clearly audible. The
somewhat higher LSD of SBR is expected since the frequency contents (both the
magnitude and the phase) are slightly shifted by the resampling process. The LSD
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of PMod is low since the magnitude is not changed. Although the LSD of SBR is
higher than that of PMod, the distortion of PMod is easily audible through our formal
listening test with headphones. PMod heavily distorts the sound image due to the
phase modulation process, shifting the image back and forth between the left and the
right channels. On the other hand, we observe no noticeable adverse effect to the
sound image of SBR. We note that the SSNR, the LSD, and PESQLR are calculated
for individual left and right channels and averaged together, while the PESQ takes a
stereo signal as the input and possibly considers the sound image of the input signal.
This explains why PMod has high PESQLR, similar to SBR, and a better LSD but a
much lower PESQ than SBR. Overall, decorrelation by resampling with the proposed
SBR curve achieves the best processed signal quality as measured by the PESQ, which
is high above 4.4.
Figure 31 shows the coherence comparison using different decorrelation proce-
dures, split into two figures for clarity. Figures 32 and 33 show the convergence
behavior, where the far-end room impulse response is fixed in Figure 32 while the
source location is changed for every 10 seconds in Figure 33. We note that AWGN
and NLP are full-band methods without direct control over the coherence in the fre-
quency sub-bands. By comparing AWGN and NLP against no decorrelation, AWGN
only slightly decorrelates some high frequency regions, and NLP slightly decorrelates
both the low frequency and the high frequency regions. We observe from Figure 32
that NLP and PMod eventually converge to the same lower bound as SBR, while
AWGN never converges to that level due to insufficient decorrelation in the low fre-
quency regions.
Although it may appear that the stereo phase modulation procedure [55, Fig-
ure 2] is similar to the resampling procedure achieved through the MIDFT in (120),
the phase shift introduced by the resampling procedure is an instantaneous linear
phase shift in sequential linear increment as opposed to the randomized phase change
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Figure 31: Coherence comparison with AWGN, NLP, PMod, and SBR. The black
solid curve in (b) is the coherence estimated from (135).
in PMod. While both SBR and PMod apply similar concept, i.e., heavy decorrelation
in the high frequency sub-bands, the amount of phase shift introduced by the resam-
pling procedure is much smaller compared to PMod since high level of decorrelation
can be achieved through a small ∆R. Even though PMod provides some control
over the modulation amplitude in each frequency sub-band to adjust the amount
of decorrelation, the distortion to the sound image is highly noticeable and signif-
icantly degrades the perceptual quality while the resampling procedure provides a
much stabler sound image. Furthermore, despite the fact that PMod applies a heav-
ier decorrelation than SBR, there is no performance gain in terms of the convergence
rate compared to SBR, as is evident in Figures 31(b), 32, and 33. On the other hand,
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Figure 32: Misalignment comparison with AWGN, NLP, PMod, and SBR. The
straight line at the bottom is calculated from (145).
Time (s)
























Figure 33: Misalignment comparison. The vertical dotted lines represent the instances
when the far-end source location is changed.
by properly designing the proposed SBR curve, the coherence of SBR from the low
frequency sub-bands to the high frequency sub-bands decreases smoothly with very
low coherence in the high frequency sub-bands and low signal modification in the low
frequency sub-bands.
Figure 34 shows the standardized subjective listening results obtained from the
MUltiple Stimulus with Hidden Reference and Anchor (MUSHRA) [64] test, where
HR stands for “hidden reference” and the anchor is a 3.5 kHz low-pass filtered ver-
sion of the reference. 3 male and 3 female utterances from the TIMIT database were
selected for the test, and the following six sentences were used: “I’d ride the subway
but I haven’t enough change,” “Don’t ask me to carry an oily rag like that,” “But she
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suffered in her off-duty hours,” “A muscular abdomen is good for your back,” “One
could hear a very faint ladylike sigh of relief,” and “Pretty soon a woman came along
carrying a folded umbrella as a walking stick.” The MUSHRA test was performed by
12 (9 of them experienced) listeners using the Beats StudioTM headphone. The audio
quality is quantified on a scale from 0 (very bad) to 100 (indistinguishable from the
reference). We asked the test subjects to evaluate the audio quality based on both
the perceived frequency-domain distortion and the spatial localization accuracy after
processing. The mean and the 95% confidence intervals are plotted in Figure 34,
and the listeners clearly prefer the audio quality of the proposed SBR. A significant
amount of overlap in the 95% confidence intervals of the SBR and the hidden refer-
ence indicates that most listeners cannot reliably tell the difference between the SBR
and the hidden reference, indicating the superior audio quality after SBR. Both the
sound quality and the sound image after SBR remain close to the original reference.
Although PMod does not introduce frequency-domain magnitude distortion, the sub-
jective quality score is much lower than SBR due to the constant shifting of the sound
image. NLP and AWGN generate too much frequency-domain distortion and receive
poor scores. Our experimental comparisons summarized in Table 18 and Figures 32,
33, and 34 clearly demonstrate the superior performance of SBR in terms of not only
the convergence rate, but also the processed speech quality.
        HR   SBR   PMOD  NLP   AWGN Anchor       
        0
      Bad
       20
     Poor
       40
     Fair
       60
     Good
       80
Excellent
      100
Average and 95% confidence intervals
Figure 34: Subjective audio quality comparison from the MUSHRA test.
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CHAPTER V
PRACTICAL CONSIDERATIONS FOR VOICE SYSTEMS
We have shown in Chapter 3 the advantage of the system approach for improved
acoustic echo cancellation (AEC) and residual echo suppression (RES). We have
also presented in Chapter 4 a decorrelation procedure that is designed through the
system approach to introduce the least amount of loudspeaker signal distortion while
greatly accelerate the convergence rate of a multi-channel acoustic echo cancellation
(MCAEC).
However, we have thus far only considered individual component one at a time
and optimize the algorithm for limited cases (although inter-modular characteristics
have been communicated among various components). When all individual pieces
are combined together, the behavior of the whole system can still be very different.
Furthermore, the system needs to perform well in a wide variety of acoustic mixing
environments with different levels of signal-to-noise ratios (SNRs). Optimal parame-
ter tuning of the system can drastically increase the performance of the whole system.
The traditional approach by tuning the components one block at a time using a small
set of database quickly becomes inadequate as the system complexity increases with
many different components and tuning parameters. Therefore, an alternative auto-
mated database generation and tuning approach is presented and discussed in this
chapter to complete the essential idea of “a system-based approach” towards echo
and distortion management.
For real world applications, the computational complexity of the whole system
cannot exceed the processing power of a target platform. We may achieve a good
AEC performance through more iterations, but the specific configuration may exceed
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the computational budget of the target platform, which can be low for embedded
platforms such as a bluetooth loudspeaker. To address this issue, we implement the
full algorithm and calculate the actual computational cost for each block as a function
of the tuning parameters, e.g., number of iterations. We then formulate the tuning
procedure as a constrained optimization problem and show how the computational
constraint results in a parameter set that maximizes the voice quality and is still
feasible on the target platform.
Finally, we present a robust stereo echo canceler using the decorrelation procedure
presented in Chapter 4 and propose an improved robust regularization procedure for
the stereo echo canceler.
5.1 Robust Single-Channel Voice System
Let y[n] be the near-end microphone signal, which consists of the near-end speech
s[n] and noise v[n] mixed with the acoustic echo d[n] = h[n] ∗ x[n], where h[n] is
the impulse response of the system and x[n] is the far-end reference signal. The
overall block diagram of the speech enhancement algorithm is shown in Figure 35,
which consists of two robust acoustic echo cancellation (RAEC) blocks, a double-talk
probability (DTP) estimator, two residual power estimation (RPE) blocks, a noise
power estimation (NPE) block, a noise suppression (NS) block and a binary mask.
The system was designed with low computational complexity in mind to allow for
deployment on embedded devices. Some of the design choices were made due to the
low computational power of the target platform. Detailed descriptions of each block
are given in the following sections.
5.1.1 Robust Acoustic Echo Cancellation with Multi-Delay Filter
The AEC algorithms introduced thus far were all block-based AEC algorithms, where
the algorithmic delay is equal to the length of the adaptive filter. However, for
actual real-time systems, the length of the adaptive filter can be on the order of
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Figure 35: A block diagram of a robust single-channel voice system.
thousand taps at a sampling rate of 16 kHz, leading to a long algorithmic delay
on the order of hundred milliseconds. Other delays such as the input/output buffer
delay and the transmission delay on top of the algorithmic delay can easily render the
algorithm unfeasible for real-time telecommunication. The multi-delay filter (MDF)
[105] circumvents this algorithmic delay problem by breaking the adaptive filter into
smaller sub-blocks. Given a filter length L, the adaptive filter is broken into M blocks,
where the length of each block is N and MN = L. The multi-delay adaptive filtering
algorithm is summarized in Table 19.
Note that due to the partitioning of the adaptive filter, the gradient constraint
has to be applied on each partition for the fully constrained adaptation, resulting in
significantly more fast Fourier transform (FFT) operations for each block of incoming
signal compared to the regular block frequency-domain adaptive filter. Ultimately,
it is a trade-off between computational complexity and algorithmic delay. In the
extreme case, when the block size N equals one, the complexity increases to be the
same as the time-domain direct convolution while the algorithmic delay reduces to one
sample only. The design to balance complexity and algorithmic delay is an important
issue when deploying the system on real-time processing platforms.
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Table 19: The multi-delay adaptive filter.
Definitions













{wl[0] = 02N×1, l = 0, . . . ,M − 1}, {x[n] = 0;n < 0}, {sx[m] = 02N×1;m < 0}
MN = L, N > 0, µ > 0, ε > 0, 0 β < 1
Spectral estimation
x[m] = F[x[(m− 1)N ], . . . , x[(m+ 1)N − 1]]T
sx[m] = βsx[m− 1] + (1− β)(x[m] ◦ x∗[m])
n[m] = ε12N×1 + sx[m]
Filter adaptation





wl[m] ◦ x[m− l]
)
wl[m+ 1] = wl[m] + µG
10(n◦(−1)[m] ◦ e[m] ◦ x∗[m− l]), l = 0, . . . ,M − 1
One way to reduce the computational complexity is to utilized the alternate con-





10(µ[m] ◦ φ(e[m]) ◦ x∗[m− l]), mmodM = l,
wl[m] + (µ[m] ◦ φ(e[m]) ◦ x∗[m− l]), otherwise.
(155)
The alternate constrained scheme inevitably slows down the convergence rate but
also greatly reduces the computational complexity. For example, consider a typical
case at 16 kHz sampling rate where the adaptive filter length is L = 2048 and the
block size is N = 256 (16 ms algorithmic delay) which results in M = 8 blocks. If
we further assume the number of iteration numIterations = 4, the fully constrained
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adaptation results in 32 FFTs and 32 inverse fast Fourier transforms (IFFTs) while
the alternate constrained adaptation requires only 4 FFTs and 4 IFFTs, reducing the
number of FFT operations for the gradient constraint by a factor of 8. Even though
the computational complexity can be further reduced by using the unconstrained
adaptation [83], i.e.,
wl[m+ 1] = wl[m] + (µ[m] ◦ φ(e[m]) ◦ x∗[m− l]), (156)
it is not suggested since the convergence slows down significantly.
Recall from Section 2.3 that the RAEC algorithm contains mainly three elements
for the robust update of the adaptive filter even during continuous double talk, i.e.,
the error recovery nonlinearity (ERN), the noise-robust adaptive step-size, and the
iterative adaptation [114–117,126,127]. The RAEC algorithm was used in Chapter 3
for the system approach, but the block-based frequency-domain adaptive filter struc-
ture was used. Therefore, we formulate the RAEC algorithm with the multi-delay
adaptive filter structure such that it is more applicable for real-time systems. The
RAEC algorithm that utilizes the MDF structure is shown in Table 20.
Note that we use the assignment operator← to facilitate the notation of iterative
update. The statistics of the reference signal and the error signal are updated using
the information of the latest block, i.e., x[m] and e[m], respectively, and the error
signal of the latest block is used to update all adaptive filter blocks. Since the ERN
effectively limits the amplitude of the error signal, the convergence rate can potentially
be slowed down when there is no near-end noise. The iteration helps in such a case
to regain the convergence speed at the expense of higher computational complexity.
To reduce the complexity of the RAEC algorithm, we elect to use the alternate
constrained weight update to reduce the number of FFTs and IFFTs. Certain op-
erations of the hybrid RAEC in Chapter 3 can be costly and therefore a cascaded
structure similar to the system approach of [127] is used: the output of the first RAEC
is fed to the input of the second RAEC, which is different from the original system
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Table 20: The RAEC algorithm with MDF.
Definitions












φ(e) ≡ [φ(E0), . . . , φ(E2N−1)]T
Initialization
{wl = 02N×1, l = 0, . . . ,M − 1}, {x[n] = 0;n < 0}, sx = 02N×1, se = 02N×1
MN = L, N > 0, µ > 0, γ > 0, ε > 0, 0 β < 1
Iterative filter adaptation
x[m] = F[x[(m− 1)N ], . . . , x[(m+ 1)N − 1]]T
y[m] = F[01×L, y[mN ], . . . , y[(m+ 1)N − 1]]T





wl ◦ x[m− l]
)
sx ← βsx + (1− β)(x[m] ◦ x∗[m])












10(µ[m] ◦ φ(e[m]) ◦ x∗[m− l]), mmodM = l
wl + (µ[m] ◦ φ(e[m]) ◦ x∗[m− l]), otherwise
end for
approach where the input to the second RAEC is still the microphone signal (a par-
allel structure instead of the cascaded structure used in this section). Note that the
signal epri[n] in Figure 35 is the error signal before the adaptive filter update, whereas
the signals e1[n] and e2[n] are the error signals after the filter update. The tuning
parameters for each of the RAECs consist of the frame size NRAEC, the number of
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partitioned blocks MRAEC, the number of iterations Niter, the step-size µRAEC, the
tuning parameter γRAEC for the robust adaptive step-size, and the smoothing factor
αRAEC for the power spectral density estimation.
While some tuning parameters such as the step-size may affect only the system
performance, other tuning parameters such as the frame size and the number of par-
titioned blocks may directly affect the computational complexity and/or delay. Even
though we may manually optimize the AEC to balance the complexity and echo can-
cellation performance, the overall system complexity and performance is not guaran-
teed to be optimal, i.e., locally optimized parameters for each block may not translate
to globally optimal performance when all the components are connected. Therefore,
we delay the discussion of system performance until Section 5.2, where we introduce
the automated tuning framework with computational complexity constraint.
5.1.2 Residual Echo Power Estimator
Since the AEC cannot cancel all the echo signal due to modeling mismatch, further
enhancement from the RES is required to improve the voice quality. A coherence
based method similar to [28, 45] is used for the RPE, and a modified version of the
DTP estimator similar to [110] is used for a more accurate estimate of the residual
echo power. As shown in Figure 35, the DTP estimator differs from that in [110]
since the coherence is calculated between the RAEC estimated echo signal d̂ and the
microphone signal y rather than between the loudspeaker signal x and the microphone
signal y. This is possible since the estimated echo signal d̂ can be reliably obtained
even during double talk due to the robust echo path tracking performance of the
RAEC.
As shown in (164), the DTP estimator differs from that in [110] since the coherence
is calculated between the RAEC estimated echo signal d̂ and the microphone signal
y rather than between the loudspeaker signal x and the microphone signal y. The
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traditional way to estimate the coherence in [110] is to use the following statistical
parameters:
ΦXX,k[m] = αDTPΦXX,k[m− 1] + (1− αDTP)|Xk[m]|2, (157)
ΦY Y,k[m] = αDTPΦY Y,k[m− 1] + (1− αDTP)|Yk[m]|2, (158)





The calculation of the coherence using:
ΦD̂D̂,k[m] = αDTPΦD̂D̂,k[m− 1] + (1− αDTP)|D̂k[m]|
2 (161)
ΦY Y,k[m] = αDTPΦY Y,k[m− 1] + (1− αDTP)|Yk[m]|2 (162)







is possible since the estimated echo signal d̂ can be reliably obtained even during
double talk due to the robust echo path tracking performance of the RAEC. Therefore,
the coherence measure ρk can be estimated more reliably based on the estimated echo
d̂ and the microphone signal y.
We propose to estimate the residual echo power by utilizing the output of the
double talk probability estimator. Ideally, when the double-talk probability is high,
the level of residual echo power estimate should be low so as to not distort the near-end
speech when suppressing the residual echo. On the other hand, when the double-talk
probability is low, the level of residual echo power estimate should be high to suppress






is estimated based on the coherence of the microphone signal Yk and the reference
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is estimated based on the coherence of the error signal Ek and the reference signal






1 + ΛDTk [m]
(167)
obtained from DTP to combine λBH,k and λBL,k:
λB,k[m] = (1− PDTk [m])λBH,k[m] + PDTk [m]λBL,k[m]. (168)
The idea is to utilize the low level residual echo power estimate during double-talk so
that the speech distortion can be reduced, while a higher level residual echo power
estimate can be used when there is no double-talk.
The tuning parameters for the DTP consists of the transition probabilities a01,
a10, b01, and b10, the smoothing factors αDTP and βDTP, the frequency bin range
[kbegin, kend], the frame duration TDTP, and the adaptation time constants τ
(0) and
τ (1), where { · }(0) is for the statistical parameters corresponding to the non-double-
talk state and { · }(1) is for that of the double-talk state. The tuning parameters for
the RPE consist of the numbers of partitions MRPEH and MRPEL to calculate the
coherence and the smoothing factors αRPEH and αRPEL for the power spectral density
estimation. The RPE with the DTP estimator is summarized in Table 21.
5.1.3 Residual Echo and Noise Suppressor
The low complexity minimum mean squared error (MMSE) noise power estimator [41]
that implicitly accounts for the speech presence probability (SPP) is used for the NPE.
The MMSE estimation of a noisy periodogram under speech presence uncertainty
results in
E{λV,k[m]|Ek[m]} = P (H1|Ek[m])λV,k[m] + P (H0|Ek[m])|Ek[m]|2, (169)
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Table 21: Double-talk probability and residual power estimator.
Double-talk probability estimation
ΦD̂D̂,k[m] = αDTPΦD̂D̂,k[m− 1] + (1− αDTP)|D̂k[m]|
2
ΦY Y,k[m] = αDTPΦY Y,k[m− 1] + (1− αDTP)|Yk[m]|2






















a01 + (1− a10)ΛDTk [m− 1]

















GM[m] + (1− βDTP)ΛAM[m]
ΛDT[m] =
b01 + (1− b10)ΛDT[m− 1]






1 + ΛDTk [m]
α(0) = (1− PDTk [m])TDTP/τ (0)
ρ̄
(0)
k [m] = (1− α
(0))ρ̄
(0)




k [m] = (1− α
(0))λ
(0)









k [m] = (1− α
(1))ρ̄
(1)




k [m] = (1− α
(1))λ
(1)





Residual echo power estimation
XH,k[m] = [Xk[m], . . . , Xk[m−MRPEH + 1]]
T
ΦXE,k[m] = αRPEHΦXE,k[m− 1] + (1− αRPEH)(XH,k)
∗Ek






XL,k[m] = [Xk[m], . . . , Xk[m−MRPEL + 1]]
T
ΦXE,k[m] = αRPELΦXE,k[m− 1] + (1− αRPEL)(XL,k)
∗Ek










where the a posteriori SPP is calculated by
P (H1|Ek[m]) =
[









The noise power spectral density is then updated by
λV,k[m] = αNPEλV,k[m− 1] + (1− αNPE)E{λV,k[m]|Ek[m]}. (171)
To avoid stagnation due to an underestimated noise power, a smoothing is performed
P̄k[m] = αP P̄k[m− 1] + (1− αP )P (H1|Ek[m]), (172)
and the following ad-hoc procedure is used for the update:
P (H1|Ek[m]) =

min{P (H1|Ek[m]), PTH}, P̄k[m] > PTH,
P (H1|Ek[m]), otherwise.
(173)
We combine RPE and NPE for residual echo and noise suppression using a sin-
gle noise suppressor, as shown in Figure 35. The Ephraim and Malah log-spectral




























and λE,k, λV,k, and λB,k are the residual error signal power, the noise power, and
residual echo power respectively. To further reduce the musical noise, the suppression
gain is limited to a certain minimum value Gmin:
Ŝk[m] = ((1−Gmin)GLSAk [m] +Gmin)Ek[m]. (177)
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The tuning parameters of the NPE consist of the fixed a priori SNR ξH1 , the
threshold PTH, and the smoothing factors αP and αNPE The tuning parameters of
the the NS consist of the smoothing factor for the SNR estimator αDD and the mini-
mum gain Gmin. The residual echo and noise suppressor algorithm is summarized in
Table 22.












P̄k[m] = αP P̄k[m] + (1− αP )P (H1|Ek[m])
P (H1|Ek[m]) =
{
min{P (H1|Ek[m]), PTH}, P̄k[m] > PTH
P (H1|Ek[m]), otherwise
E{λV,k[m]|Ek[m]} = P (H1|Ek[m])λV,k[m] + P (H0|Ek[m])|Ek[m]|2





+ (1− αDD)max{γk[m]− 1, 0}















Ŝk[m] = ((1−Gmin)GLSAk [m] +Gmin)Ek[m]
5.1.4 Quasi-Binary Mask for Speech Recognition
It has been recently shown that the speech recognition accuracy in noisy condition can
be greatly improved by direct binary masking [52] when compared to marginalization
[21] or spectral reconstruction [95]. Given our application scenario, we propose to
combine the direct masking approach, particularly effective at low overall SNRs, with
the NS output mask GLSAk , as shown in Figure 35. In particular, we exploit the
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estimated bin-based a priori SNR ξk to determine the type of masking to be applied
to the spectrum. However, given that an accurate estimation of the binary mask is
very difficult for very low SNRs, we elect to use the LSA estimated gain for those
cases. Our masking then becomes:
ζk[m] =

(1−Gmin)GLSAk [m] +Gmin, ξk[m] ≤ θ1,
α
2
, θ1 < ξk[m] < θ2,
2+α
2
, ξk[m] ≥ θ2,
where Gmin is the minimum suppression gain [42], and the output is then:
Ŝk[m] = ζk[m]Ek[m]. (178)
The tuning parameters for the direct masking consist of the SNR thresholds θ1
and θ2, the tuning parameter α, and a binary variable bm that chooses the type of
masking applied (based on the LSA gain (177) or the quasi -binary mask).
Although all of the components presented above have been individually studied
and carefully tuned in the past, integrating all the components presents an enormous
challenge for tuning of the whole system. Due to the number of tuning parameters
and the possible interaction between different components, parameter tuning becomes
nontrivial, and a system tuned with suboptimal parameters may result in huge degra-
dation of the overall system performance. The tuning problem is further complicated
by the fact that some of the tuning parameters affects both the system performance,
e.g., echo return loss enhancement (ERLE), and the computational complexity. For
example, increasing the number of iterations of the AEC directly improves the con-
vergence speed at the expense of increasing the computational complexity. In the
next section, we formalize the tuning problem as a nonlinear optimization problem
with computational complexity constraint, and compare the manually tuned system
to the proposed tuning methodology.
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5.2 Automated Tuning of the Single-Channel Voice System
Very little work has been done to formalize the tuning problem in speech enhancement
(SE) systems, notably [111], due to the combinatorial nature of the problem and the
related optimization criteria that rely on the fuzzy concept of perceptually better
quality [42]. To get around the subjective and combinatorial nature of the design and
tuning problem, locally optimal or near-optimal solutions are found by considering
one component of the system at a time, and the concept of perceived quality is
approximated by measures that are easy to describe mathematically, e.g., the mean
squared error (MSE) or maximum likelihood (ML) [112]. However, it is well known
that these types of measures, as well as the assumptions behind them, are hardly
related to the auditory system [18], making the tuned solution suboptimal.
Several methods have been proposed to objectively measure the perceived quality
of speech signals [60]. The mean opinion score (MOS) is the current standardized
measure which compares a high quality fixed reference to its degraded version and
ranks the result from “inaudible” to “very annoying” on a five-point scale [69]. This
score can be calculated using automated techniques that mimic the human hearing
process [88]. The most commonly used method is the Performance Evaluation of
Speech Quality (PESQ) [71], but its scope is limited to speech codecs evaluation. A
new model called Perceptual Objective Listening Quality Assessment (POLQA) [72]
addresses many of the issues and limitations of PESQ and produces reliable scores
for evaluating SE algorithms. When SE systems are used as a pre-processor for
automatic speech recognition (ASR), the objective of the algorithmic design is to
maximize the speech recognition accuracy [73]. While enhancement methods which
facilitate proper adjustments of model parameters have been shown to better account
for the mismatch between the training condition and the application scenario [74],
methods relying on fixed acoustic models using the hidden Markov models (HMMs)
are still the most common methods for limited-vocabulary recognition on embedded
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systems [23]. Therefore, these methods rely heavily on the SE algorithms to enhance
the speech signals before feature extraction to match the training condition of the
ASR [78]. Accurate assessment of the ASR reliability is still a matter of debate since
they are heavily application and context dependent [31]. However, for embedded
systems, the phone accuracy rate (PAR), or at a higher semantic level the word
accuracy rate (WAR), is generally appropriate as a performance measure for the
ASR.
However, the objective of maximizing the perceptual quality or the speech recogni-
tion accuracy often contradicts the computational constraints imposed by the target
platform. While profiling each component of an SE system during development is
a good practice to avoid overly complex solutions, the tuning of the system is often
done at an advanced stage of the development and may influence the computational
complexity dramatically. During development and prototyping, a commercially viable
SE system must also take into account the constraints of the target platform [80]. For
audio related applications, field-programmable gate arrays (FPGAs) [87] and dedi-
cated digital signal processors (DSPs) are the most common choices since they gener-
ally have lower cost, lower latency, and lower energy consumption [103]. Meeting the
computational budget of the target hardware, commonly measured in terms of million
cycles per second (MCPS), is generally a dictating condition [93]. The computational
complexity of an algorithm is calculated by counting the number of basic mathemat-
ical operations, e.g., multiplications, additions, or multiply-accumulations (MACs),
as well as the usage of pre-defined, highly-optimized subroutines already embedded
in the processor, e.g., the FFTs [79].
Besides the optimization criteria, constructing a comprehensive database that
covers all possible scenarios is also essential to developing an effective SE algorithm,
and recent works have focused on providing a common framework to test and evaluate
SE algorithms, e.g., for noise suppression [59] or dereverberation [76]. However, to
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the authors’ knowledge, there is currently no database for evaluating SE algorithms
in full-duplex communication, which is the target of our system. Thus, a full-duplex
communication database is often “handmade” but tailors to only a few scenarios.
In this section, we propose a formal procedure for tuning the parameters of an
SE system for hands-free devices [42–44]. The tuning problem is casted as an opti-
mization problem where the cost function is a perceptual objective measure or the
back-end recognizer accuracy and the optimization variables are the parameters of
the SE chain, and a genetic algorithm is used to determine the global solution. The
idea of automatic tuning of system is consistent with the original notion of inte-
grated optimization in the system-based approach, although the relationship between
parameter values and objective functions may be quite nonlinear and difficult to con-
trol. Similar ideas were used in [111] and in [121], to tune the parameters of a noise
reduction system and the parameters of a ASR back-end, respectively. A nonlin-
ear penalty function accounting for the computational complexity is introduced in
the optimization framework to account for the computational complexity. For this
purpose, a large multi-condition database is automatically generated by consider-
ing the characteristics of human conversational speech. The database encompasses
various key factors including room impulse responses (RIRs), noise types, speakers,
echo return losses, and SNRs, to model a real full-duplex communication. We first
compare different objective perceptual measures as optimization criteria and perform
a subjective listening test on the different outputs obtained using an unconstrained
optimization. The system is then optimized for either full-duplex communications or
an ASR front-end with the computational complexity constraint specified in terms of
MCPS.
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5.2.1 Computational Complexity of the Voice System
On the system level tuning, all tuning parameters are listed as follows. The tuning
parameters for each of the RAECs consist of the frame size NRAEC, the number of
partitioned blocks MRAEC, the number of iterations Niter, the step-size µRAEC, the
tuning parameter γRAEC for the robust adaptive step-size, and the smoothing factor
αRAEC for the power spectral density estimation. The tuning parameters for the DTP
consists of the transition probabilities a01, a10, b01, and b10, the smoothing factors
αDTP and βDTP, the frequency bin range [kbegin, kend], the frame duration TDTP, and
the adaptation time constants τ . The tuning parameters for the RPE consist of
the numbers of partitions MRPEH and MRPEL to calculate the coherence and the
smoothing factors αRPEH and αRPEL for the power spectral density estimation. The
tuning parameters of the NPE consist of the fixed a priori SNR ξH1 , the threshold
PTH, and the smoothing factors αP and αNPE The tuning parameters of the the NS
consist of the smoothing factor for the SNR estimator αDD and the minimum gain
Gmin. The tuning parameters for the direct masking consist of the SNR thresholds θ1
and θ2, the tuning parameter α, and a binary variable bm that chooses between the
LSA gain [29] or the quasi -binary.
Table 23 shows the computational complexity per sample for each block, where
“mply” stands for multiplication, “add” stands for addition, “sqrt” stands for square
root, “if-else” stands for the if-else statement, “div” stands for division, “log” stands
for the logarithm function, “exp” stands for the exponential function, “MAC” stands
for multiply-accumulation, “cplx” stands for complex number, and “pwrSpectr” stands
for the square of the magnitude of a complex number. Eventually, the actual com-
plexity is platform dependent, but each of the fundamental operations, such as the
FFT, can be estimated in terms of DSP cycles, which in turn allows us to estimate
the computation on an actual platform in terms of MCPS. Note that FFTRAEC and
FFTSTFT represent the FFT cost per sample by dividing the FFT cost by its block
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Table 23: The computational complexity per sample for each block.
CRAEC = (3Niter + 2)-FFTRAEC + (5Niter + 3)-mply + (3Niter + 1)-MAC
+ (2Niter + 1)-cplx-pwrSpectr + (2Niter + 1)MRAEC-cplx-mply
+Niter(MRAEC + 1)-add +Niter-sqrt + 2Niter-div +Niter-if-else
+NiterMRAEC-real-cplx-mply
CSTFT = 2-mply + FFTSTFT
CDTP = 3-cplx-pwrSpectr + 18-mply + 12-MAC + 1-cplx-mply + 6-div
+ 9-add + 1-exp + 1-sqrt + 1-log
CRPE = 1-cplx-pwrSpectr + 4-mply + 3-MAC + (MRPE + 1)-cplx-mply
+ (MRPE + 1)-add + 1-div
CNPE = 1-cplx-pwrSpectr + 3-div + 3-add + 5-mply + 1-exp + 3-MAC
+ 2-if-else
CNS = 2-cplx-pwrSpectr + 2-add + 1-if-else + 3-mply + 2-MAC + 3-div
size. Also note that some of the tuning parameters, such as the number of partitioned
blocks MRAEC and MRPE, the 2NRAEC-point FFT of the RAEC, the NSTFT-point FFT
of the short-time Fourier transform (STFT) block, and the number of iterations Niter,
will influence directly the complexity. Given the computational complexity of each
block, the total computational complexity in terms of MCPS is given by
C(p) = (CRAEC1 + CRAEC2 + 7CSTFT + CDTP




where p is the vector of optimization parameters and fs is the sampling rate. Ad-
ditionally, there is an on-off flag to either turn on or off the second RAEC block to
determine whether using the cascaded structure of two RAEC blocks or running only
one RAEC block for a higher number of iterations is more beneficial.
5.2.2 Tuning as an Optimization Problem
The tuning problem can be easily formulated as a general optimization problem [42],
where the objective function to maximize is the speech quality, or MOS, produced by
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the SE system. Since most measures are full-referenced, we calculate the difference
in MOS as
∆MOS (ŝ[n], y[n]) = MOS (ŝ[n], s[n])−MOS (y[n], s[n]) .
The SE system tuning can be formulated mathematically as a constrained optimiza-
tion problem. Let ŝ[n,p] be the SE system output obtained with p, the problem can
be written as:
maximize Q(ŝ[n,p]),
subject to C(p) ≤ Cmax, (180)
where Q ( · ) is the optimization criterion and Cmax is the computational complexity
constraint. Additionally, we can define L and U as the lower and upper bounds
of p, i.e., L ≤ p ≤ U. Since the objective function is nonlinear and not known
to be convex, there is no formal efficient solution (180). However, the nonlinear
programming problem can still be practically solved by several approaches, each of
which involves some compromises [10].
The genetic algorithms (GAs) have been successfully applied to this type of non-
convex mixed-integer optimization problems [46]. The basic idea is to apply genetic
operators, such as mutation and crossover, to evolve a set of initial solutions, or
population, in order to find the solution that maximizes the objective function. The
key element of this evolutionary process for dealing with the nonlinear constraints
is the so-called tournament selections, which, unlike hill-climbing algorithms, allow
for several random pairwise comparisons between sets of parameters and quickly
determine the boundary of the feasible region [22]. The various steps of the algorithm
are outlined below.
• Step 1 - An initial population of M solutions is first generated by randomly
choosing the values of each set from the feasible region p
(0)
m ∼ U (L,U). As a
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general remark, the feasible region determined by the bounds in (180) is larger
than the one allowed by the constraint, e.g., the complexity of the U solution
might be much higher than Cmax. However, a methodology will be used in the
evolutionary process to enforce the feasibility of the solution.
• Step 2 - The sets that go through crossover or mutation are chosen in a series
of tournament selections: a random parameter set ω is extracted from the
population, Ω ⊂ Π(k), and the set p(k)m ∈ Ω with the best Q(ŝ[n,p(k)m ]) is then
selected. A constraint is imposed in the pairwise comparison of the tournament
selection by making sure that when a feasible and an infeasible solutions are
compared, the feasible one is chosen, and when two infeasible solutions are
compared, the one with smaller constraint violation is chosen [22].
Crossover - This operator allows to combine two sets of parameters with good
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n + (1− β) ◦ p
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l , (181)
where β ∼ U(0,1).




n ) of the set of values prevents choos-
ing all elements in the population from a local minimum. Different heuristic
approaches can be used, often associated with the type of the problem [24,84].
The uniform perturbation is a simple operator that replaces the value of a lth





) = δ, δ ∼ U (Ll, Ul) . (182)
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• Step 3 - When a halting criterion is reached, the set of parameters that maxi-
mizes the objective function will be our solution:








s.t. C(p(K)m ) ≤ Cmax. (183)
Note that, given that not necessarily all the solutions in the Kth generation
might fall within the feasible region [22], we choose the best solution that re-
spects the constraint.
5.2.3 Database Generation
A key element to any data driven approach is to have a large and well structured
amount of data for training and testing that correlates well to real world scenarios.
The modeling of human conversational speech and the so-called conversational events,
such as talk-spurt, pause, mutual silence, and double-talk, is fundamental to char-
acterizing realistic scenarios in full-duplex communication. In particular, the studies
done in [11] and [12] had a direct impact on the method for generating artificial con-
versational speech presented in [68]. However, this method is rather simplistic and
relies on hand-coded expert knowledge [77], which is not easily transferable to the
automatic generation of a large conversational speech database.
Several new methodologies have been proposed to model the turn-taking behav-
iors [96]. However, these methodologies are focused on human-machine turn-taking
with very little mutual social interaction. We therefore focus on older studies on
human-human conversations like [12]. In particular, we propose a flexible model of
conversational behavior using a 4-state Markov chain model, where the states corre-
spond to, respectively, mutual silence (MS), near-end (NE) talk, far-end (FE) talk,
and double-talk (DT), and define all the possible combinations of the components in
y[n].
The Markov chain is uniquely described by its transition matrix T to model the
generation model in [68] and the related distributions of the conversational events.
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According to the distribution of the single talk duration, TST , the double talk dura-
tion, TDT , and the mutual silence duration, TMS, presented in [68], we are able to use
a Markov chain Monte Carlo sampling algorithm [1] to find the transition matrix T
of the 4-state Markov chain. Given that the transition between active NE and active
FE and the transition between MS and DT are not allowed, and that the transition
probabilities of going from MS to NE and MS to FE are equivalent [68], the Markov
chain is uniquely represented by only four parameters:
T =

1− 2p1 p1 p1 0
p2 1− p3 − p2 0 p3
p2 0 1− p3 − p2 p3
0 p4 p4 1− 2p4

. (184)
This makes it very easy to modify and fit different types of conversation scenarios
with different levels of interactivity [50]. An example of a sequence of conversational
speech and its Markov chain model is shown in Figure 36.
Figure 36: Conversational sequence and its Markov chain model.
5.2.4 Experimental Results
5.2.4.1 Unconstrained Optimization
The speech databases were generated using the ITU-T P-Series test signals [66]. This
set includes 16 recorded sentences in each of 20 languages and sentences recorded in
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an anechoic environment, sampled at 16 kHz. From these, we generated two single-
channel signals, NE and FE, with continuous activity (i.e., without pauses). The
total duration of the speech is about one hour per channel. The NE and FE speech
segments were generated using the Markov chain with p1 = 0.04, p2 = 0.03, p3 = 0.05,
and p4 = 0.25, generating the same statistical behavior of conversational events as
specified in [68].
A noise database comprised of babble (e.g., airport, cafeteria, exhibition, and
restaurant) noise, white and pink noise, impulsive noise (e.g., hammering), airplane
cabin noise, car noise from a variety of car models, and street noise was used. The
RIRs were calculated in office environments using the Audio Precision APx525 log-
swept chirp signal through the Beats PillTM portable speaker and truncated to the
desired length (fs= 48 kHz, resampled at 16 kHz). A set of 10 RIRs was then chosen
with average reverberation time, RT60, of 280 ms [101].
In order to generate the NE and FE segments, the starting and ending points
were chosen randomly within the NE and FE channels. We generated 1000 segments
with lengths between 6 to 8 s, ideal for objective quality measures [71, 72]. The two
segments were then normalized to -26 dBov to avoid clipping, following the ITU-T
Recommendation P.835 [70], and convolved with their respective RIR with normal-
ized unitary energy. The microphone signal was created as follows. The NE signal
was mixed with the FE signal at signal-to-echo ratios (SERs) uniformly distributed
between -30 and 5 dB. The scaling was done by calculating the energy of the signals
according to [67]. The noise was then mixed at an SNR uniformly distributed between
-5 to 10 dB, according to the noise and the mixed speech signal energies [59].
The genetic algorithm had a population of M = 20 possible candidates, and the
best N = 4 were migrated to the next generation. These values were chosen empir-
ically to balance the complexity and the accuracy of the results. Of the remaining
sets, half went through crossover and half went through mutation (uniform mutation
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was chosen). The perceptual objective quality measure used was the average ∆MOS,
as obtained through PESQ [71], POLQA [72], and the recently introduced Virtual
Speech Quality Objective Listener (ViSQOL) [56, 57]. We included the manually
tuned system, where the parameters were selected during the algorithmic design phase
as a reference, and obtained four sets of parameters: pPOLQA, pPESQ, and pViSQOL,
and pMANUAL. For comparison, we also optimized the SE system over four traditional
objective measures, averaged over the evaluation set, that do not account for per-
ception: log-spectral distortion (LSD), true echo return loss enhancement (TERLE),
MSE, and a combined measure where the AEC block is optimized first using TERLE,
and the RPE, NPE, and NS blocks are optimized with LSD (with fixed AEC param-
eters). The following sets were obtained with proposed optimization method: pLSD,
pTERLE, pMSE, and pTERLE+LSD.
We divided the database into two parts, where 80% was used to estimate the pa-
rameters and 20% was used for testing. Table 24 shows the ∆MOS calculated using
PESQ, POLQA, ViSQOL, and various traditional objective measures. The results
show a net improvement in MOS over the manually tuned method, which in turn
outperforms all the traditional objective measures. This proves that, in general, a
trained ear is much better at determining proper values for the various parameters
than using only the traditional objective measures, even if the tuning is done on a
limited set. However, the use of perceptual objective measures for large-scale opti-
mization greatly improves the performance of the SE algorithm over a much larger
dataset. ∆MOSPOLQA, arguably the most reliable measure for SE performance eval-
uation, shows that pPOLQA is .358 above pMANUAL which is remarkable since there is
no algorithmic modification other than using a better perceptual objective measure.
A subjective evaluation was performed through the MUltiple Stimulus with Hid-
den Reference and Anchor (MUSHRA) test [64]. We compared the manually tuned
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Table 24: Comparison between the objective improvements obtain with the SE al-
gorithm in terms of MOS calculated with POLQA, PESQ, and ViSQOL obtained
with different sets of parameters as result of optimizing with different criteria. A 95%
confidence interval is given for each value.
method ∆MOSPESQ ∆MOSPOLQA ∆MOSViSQOL
pPOLQA .455±.021 .654±.042 .387±.021
pPESQ .475±.035 .442±.050 .342±.053
pViSQOL .358±.028 .487±.450 .369±.032
pMANUAL .276±.083 .296±.121 .201±.089
pLSD .139±.042 .221±.046 .154±.043
pTERLE .147±.053 .234±.067 .121±.025
pTERLE+LSD .194±.061 .246±.049 .173±.082
pMSE .138±.089 .179±.134 .104±.091
configuration pMANUAL with the two configurations obtained with standardized ITU-
T tools, pPOLQA and pPESQ. The anchors were chosen as a 3.5 kHz low-pass filtered
version (LP3.5) of the reference signal for scaling, as specified in [64], and the unpro-
cessed speech, to represent the worst-case scenario in the listening evaluation. A pool
of eleven expert listeners, familiar in detecting small impairments, and seven naive
listeners was chosen. The test was performed using six speech excerpts randomly
selected from the testing database. The results shown in Figure 37 are in line with
the objective analysis. In particular, the confidence interval of the POLQA score only
minimally overlaps with other scores, showing a significant statistical difference. The
high variance of the LP3.5 and manually tuned scores is explained by the observed
bimodality of the distribution of these scores, with a good percentage of the sub-
jects preferring the bandlimitedness of the anchor over the manually tuned enhanced
speech. Nonetheless, all subjects consistently preferred the POLQA-based tuning.
5.2.4.2 Constrained Optimization
A new database was generated for the constrained optimization and an instance
of the database was created as follows. We concatenated two sentences, randomly
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        HR  POLQA  PESQ  MAN   LP3.5 UnProc       
        0
      Bad
       20
     Poor
       40
     Fair
       60
     Good
       80
Excellent
      100
Figure 37: Results of the MUSHRA listening test comparing three different tuning
strategies: manual tuning, PESQ-based, and POLQA-based.
chosen without replacement from a total of 6,300 TIMIT sentences to form the NE
speech. We then extracted their voice activity from their phonetic transcription
(given on a sample by sample basis) to determine the durations of the speech and
non-speech parts. Since the TIMIT sentences have little non-speech sections, we
randomly zero-padded the beginning and the end of the concatenated speech file as
well as between the two TIMIT sentences so that the speech activity had a uniform
duration distribution between 30% to 45% and the non-speech probability between
55% to 70%, in line with the studies on conversational speech presented in [11].
The FE speech pattern was generated using a 2-state Markov chain which is a
collapsed version of the 4-state Markov chain used in [44], given that the NE pattern
is already given. In particular, from the FE side, MS coincides with NE, creating
a PAU state, and DT coincides with FE itself, creating a TS state. We tuned the
transition probabilities in the transition matrix of the Markov chain to match the
above mentioned statistics of the NE speech using a Markov chain Monte Carlo
sampling algorithm [1]. The FE speech database was generated by concatenating
and removing pauses from the ITU-T P-Series [66]. Once the on-off speech pattern
of the FE was created, we randomly chose the starting and ending point in the FE
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channel, and then we overlapped it with the NE. Given that certain transitions are
not allowed in the conversational model [68], we ran several instances of the Markov
chain until the DT probability ranges from 7% to 17%, the MS probability from 20%
to 30%, and no DT-MS and NE-FE transitions occurred.
A noise database comprising of babble noise (e.g., airport, cafeteria, exhibition,
and restaurant), white and pink noise, impulsive noise (e.g., hammering), airplane
cabin noise, car noise from a variety of car models, and street noise was used. The
RIRs were calculated in office environments using the Audio Precision APx525 log-
swept chirp signal through the Beats PillTM portable speaker and truncated to the
desired length. A set of 10 RIRs was then chosen with an average reverberation time
RT60 = 280 ms. The 3,150 NE and FE segments were then normalized to -26 dBov
to avoid clipping by following the ITU-T Recommendation P.835 [70], and convolved
with their respective RIR with normalized unitary energy. The NE signal was mixed
with the FE signal at signal-to-error ratio (SER) uniformly distributed between -30
and 5 dB. The scaling was done by calculating the energy of the signals according
to [67]. The noise was then mixed at an SNR uniformly distributed between -5 to
10 dB, according to the noise and the mixed speech signal energies [59]. The choices
of RIRs, SER, and SNR were considered empirically appropriate given the possible
usage scenarios for a portable teleconferencing device.
For the ASR front-end scenario, the capability of the recognizer were examined
by measuring its accuracy in recognizing phones, the building blocks of words and
utterances [94], through PAR. We used the HTK toolkit [130] to train an acoustic
model composed of 61 phones [38]. A set of 13 mel-frequency cepstral coefficients
(MFCCs) with their first and second derivatives, for a total of 39 coefficients, were
generated and used as features for our experimental analysis. We used a 5-state HMM
with an 8-mixture Gaussian mixture model (GMM) for each phone, a fairly standard
setup [94]. We normalized the mean of the MFCCs as suggested in [52] for the proper
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application of the direct masking. We trained our HMMs with clean speech only to
focus only on the SE capabilities.
For the optimization problem in (180), the total complexity was fixed to Cmax =
50 MCPS. The genetic algorithm had a population of M = 100 possible candi-
dates and K = 10 generations, which we observed to be a good trade-off between the
accuracy of the solution and the duration of the optimization process. Given the rela-
tively small size of the population, we chose a deterministic tournament selection [15]
by calculating the fitness function Q ( · ) for all the elements of the population. A
seed was given to generate the initial population by biasing this towards a known
hand-tuned solution that achieved reasonable values in the algorithmic design phase,
pINIT. This was done with the same operator used in the crossover operation (181),
where each randomly generate solution is weighted with pINIT and β ∼ U(0.3,0.7).
The best M = 20 or less sets of parameters in each generation that fulfill the con-
straint were migrated to the next generation, of the remaining sets half went through
crossover and half through mutation. The optimization process took about 90 hours
on a 16-core Intel Xeon machine with parallelized scripts. Note that while the tuning
database is fixed, calculating Q (ŝ[n,p]) requires running all 3,150 signals for each
population element p at each iteration. The analysis-modification-synthesis as well
as the different algorithmic components operated on a 16 ms frame size (256 samples
at 16 kHz) with 50% overlap.
The scatterplots of the fitness values Q ( · ) for each element of the initial pop-
ulation and final population of the evolutionary optimization process are shown in
Figure 38. The solution optimized for PAR, p̂PAR, and the solution optimized for
MOS, p̂MOS, on the training database not only achieve much higher PAR and ∆MOS
but also achieve a net 20% reduction in computational complexity. The unconstrained
solutions are also calculated, p̂PARu and p̂MOSu , respectively. The final sets of parame-
ters are chosen according to (183) and evaluated on the testing database. The results
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are shown in Table 25.
Table 25: Results of the GA optimization algorithm on the testing database.
PAR [%] ∆MOS C (p) [MCPS]
pINIT 51.04 0.32 49.14
p̂PAR 62.94 0.65 41.17
p̂PARu 63.15 0.68 53.56
p̂MOS 60.07 0.87 42.56
p̂MOSu 60.22 0.92 55.23
While similar mean fitness values for the the last population Π(K) and its im-
mediate preceding ones, i.e., Π(K−1) proved overall convergence, it was observed the
existence of quasi-optimal solutions within the final population that can have sig-
nificantly different element-wise values, p
(K)
ml . This non-uniqueness problem, often
encountered in nonlinear programming, [10] is, arguably, not a weakness in our case.
In fact, having a set of possible candidates with different characteristics increases our
chances of determining a set of parameters that offers better properties for our pur-
poses, while still moving in the neighborhood of the optimal value. In this regard, we
have observed that the seed for the generation of the initial population given by p̂INIT,
did not affect the values of the final fitness function or the overall behavior of the final
population. In fact, p̂INIT biased the initial population but did not restrict the actual
search region determined by the bounds L and U. The major impact of pointing
the search towards a reasonable path results in speeding up the genetic algorithm
convergence by reducing both number of iterations and size of the population.
In informal listening, the difference in the output processed with p̂PAR and p̂MOS,
follow known differences in SE when targeting recognition and intelligibility versus
perceived quality of speech. A clear example is the binary mask being enabled by
the optimization process only in the p̂PAR, while the p̂MOS solution exploited the
perceptual masking properties of speech in noisy conditions.
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Figure 38: Results of the GA on the training database. Initial population (squares)
and final population (circles) in the constrained optimization over ∆MOS and PAR on
the training database. The initial solution pINIT is the red square, while the optimal
final solution that respects the constraint is the red circle.
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5.3 Robust Stereophonic Echo Canceler
5.3.1 Robust Regularization for Stereophonic Adaptive Filter
The two-channel FDAF [5, 34, 75] used in Section 4.4.1 was shown to achieve fast
convergence with the proposed decorrelation by sub-band resampling introduced in
Chapter 4. The fixed regularization term in Table 15, however, assumed that the
near-end interference, i.e., the echo-to-noise ratio (ENR), was known a priori and
fixed at a constant level. In practical scenarios, the near-end interference, or near-
end speech, is constantly varying across time and frequency. Therefore, using a
fixed regularization term is no longer adequate for a robust performance of the AEC
under nonstationary near-end interference. Here we propose a modified two-channel
frequency-domain adaptive filter (FDAF) to adjust the regularization term according
to the level of near-end interference.
Recall that the regularized power spectral densitys (PSDs) in Table 15 is equal to
S̃pp[m] = Ŝpp[m] + δI2L×2L, p = 1, 2, (185)










For loudspeaker-enclosure-microphon (LEM) devices, e.g., Beats PillTM, the ENR is
typically very high at around 25 to 35 dB due to the close proximity of the loudspeak-
ers to the microphones. Therefore, the frequency domain regularization term in (186)
can be approximated as
δ(ω) ≈ γSx1x1(ω) + Sx2x2(ω)√
ENR





where γ is a constant factor and Sss, Svv, and Sdd are the PSDs of the near-end
speech, near-end noise, and the echo, respectively. The last equality in (187) assumes
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the near-end speech and noise are uncorrelated.
The PSD of the near-end echo can be rewritten as (omitting the frequency index)
Sdd = E{(D1 +D2)(D1 +D2)∗}
= |H1|2Sx1x1 + |H2|2Sx2x2 + E{H1H∗2X1X∗2}+ E{H2H∗1X2X∗1}
≈ |H1|2Sx1x1 + |H2|2Sx2x2 (188)
where the last equality assumes that the reference signals are sufficiently decorrelated,
i.e., E{XiX∗j } ≈ 0, i 6= j. If we further assumes that the two loudspeakers and the
microphones are closely and symmetrically spaced such that H1 ≈ H2 ≈ H, (187)
can be further simplified as (again omitting ω)
δ ≈ γ
√




(Sx1x1 + Sx2x2)See, (189)
where the last approximation assumes that the RIRs vary slowly compared to the
PSDs such that the frequency-domain RIRs can be approximated as a constant term
and be absorbed by the constant γ. Although constant term γ in theory should
be a frequency dependent term that approximates the statics of the RIRs, here we
assume no prior knowledge of the RIRs and choose a fixed γ across all frequency bins.
We also assumes that the adaptive filter is sufficiently converged such that the error
PSD is approximately equal to the PSD of the near-end speech plus noise. The final
two-channel FDAF algorithm with robust regularization is summarized in Table 26.
The simulation setup was the same as Section 4.4.1 for direct comparison, and all
parameter values were also set to be the same as before except for the robust regular-
ization and γ = 1. Refer to Section 4.4.1 for the detailed description of the parameter
values. The decorrelation procedures and the parameters were the same as Sec-
tion 4.4.3. Figure 39 shows the misalignment performance using the proposed robust
regularization term, where the near-end interference is white Gaussian noise (WGN)
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T, p = 1, 2
µ′ = µ(1− λ), 0 < µ ≤ 1, 0 λ < 1, γ > 0
Spectral estimation
Xp[m] = diag{F[xp[(m− 1)L], . . . , xp[(m+ 1)L− 1]]T}, p = 1, 2
y[m] = F[01×L, y[mL], . . . , y[(m+ 1)L− 1]]T
e[m] = y[m]−G01(X1[m]w1[m− 1] + X2[m]w2[m− 1])
E[m] = diag{e[m]}
Ŝee[m] = λŜee[m− 1] + (1− λ)E[m]E∗[m]
Ŝij[m] = λŜij[m− 1] + (1− λ)Xi[m]X∗j [m], i, j = 1, 2
∆[m] = γ[(Ŝ11[m] + Ŝ22[m])Ŝee[m]]
◦ 1
2
S̃pp[m] = Ŝpp[m] + ∆[m], p = 1, 2
Ĉ12[m] = (S̃11[m]S̃22[m])
−1Ŝ12[m]Ŝ21[m]
Ŝp[m] = S̃pp[m](I2L×2L − Ĉ12[m]), p = 1, 2
K1[m] = Ŝ
−1
1 [m](X1[m]− Ŝ12[m]S̃−122 [m]X2[m])
K2[m] = Ŝ
−1
2 [m](X2[m]− Ŝ21[m]S̃−111 [m]X1[m])
Filter adaptation
wp[m] = wp[m− 1] + 2µ′G10K∗p[m]e[m], p = 1, 2
at ENR = 30 dB. Compared to Figure 33, we notice a similar convergence behavior
between additive white Gaussian noise (AWGN), nonlinear processor (NLP), phase
modulation (PMod), and sub-band resampling (SBR), and the steady-state misalign-
ment is around −25 dB. The proposed SBR still achieves the fastest convergence rate.
Figures 40 and 41 show the misalignment performance comparison using a fixed δ
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Figure 39: Misalignment comparison with robust regularization according to Table 26.
The near-end interference is WGN at an ENR = 30 dB. The vertical dotted lines
represent the instances when the far-end source location is changed.
and the proposed robust regularization, respectively, when the near-end interference is
a speech signal. The near-end speech signals were mixed at ENR = 30 dB on average.
We note that when using a fixed δ, the FDAF quickly diverges, especially when the
far-end echo path or the near-end instantaneous ENR changes. The proposed SBR
still reconverges much faster than other decorrelation methods each time the FDAF
diverges. On the other hand, the proposed robust regularization achieves a much
more stable misalignment performance even as the near-end speech level changes.
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Figure 40: Misalignment comparison with fixed δ according to Table 15. The near-
end interference is speech at an averaged ENR = 30 dB. The vertical dotted lines
represent the instances when the far-end source location is changed.
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Figure 41: Misalignment comparison with robust regularization according to Table 26.
The near-end interference is speech at an averaged ENR = 30 dB. The vertical dotted
lines represent the instances when the far-end source location is changed.
Figure 42 shows the same graph as Figure 41 but zoomed out to show the steady-
state convergence behavior when no decorrelation is applied. We notice that the
steady-state misalignment is around −25 dB, which is the same as the theoretical
prediction in Figure 33. The large fluctuation of the misalignment is likely due to
the fact the the near-end ENR fluctuates greatly such that the FDAF converges to a
smaller error when the instantaneous ENR is higher than the nominal value of 30 dB.
Still, with the proposed robust regularization and the proposed SBR, the steady-
state misalignment rarely goes above −25 dB and is almost always better than other
decorrelation methods in terms of the convergence and the misalignment performance.
5.3.2 Robust Stereophonic Multi-Delay Adaptive Filter
The stereophonic AEC discussed in the previous section is still the block-based algo-
rithm, which introduces large algorithmic delay. Therefore, we introduce the MDF
version of the stereophonic AEC with robust regularization. To make the algorithm
even more robust to the near-end interference, we also introduce the ERN and iter-
ative adaptation that was used in the previous sections. Again due to the compu-
tational complexity constraint of the target platform, we elect to use the alternative
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Figure 42: Misalignment comparison with robust regularization according to Table 26.
Same configuration as Figure 41 but zoomed out to show the steady-state behavior.
constrained adaptation so that the gradient constraint is only applied to one parti-
tion per iteration. Table 27 summarizes the two-channel robust MDF algorithm with
robust regularization, ERN, and iterative adaptation.
The simulation setup was again the same as Section 5.3.1 for direct comparison
with all parameter values were also set to be the same as before except for µ = 0.25,
the frame-shift size N = 256, the number of partitions M = 4, and the number of
iterations numIterations = 1. The decorrelation procedures and the parameters
were again the same as Section 5.3.1. Figure 43 shows the misalignment performance
using the MDF with the proposed robust regularization term, where the near-end
interference is WGN at ENR = 30 dB. Compared to Figure 39, we notice a slightly
slower convergence rate. This is due to the alternate constrained adaptation and
the ERN that inevitably slow down the convergence rate. However, the alternate
constrained adaptation is required for computational complexity reasons. Overall,
the convergence behavior between different decorrelation procedures remains similar
as Section 5.3.1.
Figures 44 and 45 show the misalignment performance comparison using a fixed δ
and the proposed robust regularization with MDF, respectively, where the near-end
interference is a speech signal. The near-end speech signals were mixed at an averaged
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Table 27: The two-channel robust MDF algorithm.
Definitions













{wp,l = 02N×1, p = 1, 2, l = 0, . . . ,M − 1}, {x[n] = 0; n < 0}
{sij = 02N×1, i, j = 1, 2}, see = 02N×1
MN = L, N > 0, 0 < µ ≤ 1, γ > 0, 0 < ε 1, 0 β < 1, µ′ = µ(1− β)
Iterative filter adaptation
Xp[m] = diag{F[xp[(m− 1)N ], . . . , xp[(m+ 1)N − 1]]T}, p = 1, 2
y[m] = F[01×L, y[mN ], . . . , y[(m+ 1)N − 1]]T










Sij ← βSij + (1− β)(Xi[m]X∗j [m]), i, j = 1, 2
See ← βSee + (1− β)(E[m]E∗[m])
∆ = γ[(S11 + S22)See]
◦ 1
2
S̃pp = Spp + ∆, p = 1, 2
C12 = (S̃11S̃22)
−1S12S21
Sp = S̃pp(I2N×2N −C12), p = 1, 2
K1,l = S
−1
1 (X1[m− l]− S12S̃
−1
22 X2[m− l]), l = 0, . . . ,M − 1
K2,l = S
−1
2 (X2[m− l]− S21S̃
−1











′G10K∗p,lφ(e[m]), mmodM = l
wp,l + 2µ
′K∗p,lφ(e[m]), otherwise




























Figure 43: Misalignment comparison with robust regularization according to Table 27.
The near-end interference is WGN at an ENR = 30 dB. The vertical dotted lines
represent the instances when the far-end source location is changed.
ENR = 30 dB. We note again in Figure 44 the adaptive filter quickly diverges, and the
divergence is worst with PMod, in some instances even worse then no decorrelation.
Therefore, the fixed regularization term δ is unsuitable for real-world scenarios where
the near-end interference is speech and the ENR constantly and drastically changes.
The proposed robust regularization, on the other hand, provides stable adaptation as
shown in Figure 45, and the proposed SBR still achieves the fastest convergence rate.
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Figure 44: Misalignment comparison with fixed δ according to Table 15. The near-
end interference is speech at an averaged ENR = 30 dB. The vertical dotted lines
represent the instances when the far-end source location is changed.
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Figure 45: Misalignment comparison with robust regularization according to Table 27.
The near-end interference is speech at an averaged ENR = 30 dB. The vertical dotted




We conclude by reviewing the main ideas presented in this dissertation.
First, we presented several methods to systematically combine the acoustic echo
cancellation (AEC) and residual echo suppression (RES) to improve the echo reduc-
tion results. Traditionally, the AEC and the RES are developed with different criteria
and are treated as two separate units. The two units normally operates in their own
framework that has no commonality or shared information between them. Through
the system approach, the two units are combined in such a way that the performance
of one of the unit can be further enhanced given the processed signal from the other
unit. We discussed the system approach to RES, where the RES unit can be enhanced
by using the knowledge of the linearly estimated echo signal from the AEC. We took
the other direction and utilized the enhanced speech signal from the RES unit to
boost the performance of the AEC. We showed how the system approach works in
the KinectTM audio system to demonstrate the benefit of the system approach.
Next, we proposed a perceptually motivated decorrelation procedure based on the
system approach to alleviate the non-uniqueness problem during multi-channel acous-
tic echo cancellation (MCAEC) due to the correlation between reference signals that
degrades the convergence performance of adaptive filtering algorithms. Although ap-
plying a decorrelation procedure before near-end playback can improve the tracking
of the signal responses along the echo paths, the audio quality is usually compromised
with the traditional decorrelation procedures. Furthermore, these decorrelation tech-
niques may not achieve an optimal steady-state performance of an adaptive filter and
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are usually performed in a full-band manner, leaving no possibility for frequency-
selective decorrelation based on human perception. The resultant audio quality is
traditionally examined in an ex post facto manner rather than an active factor in the
design of the decorrelation procedure.
We proposed a sub-band resampling (SBR) decorrelation procedure motivated
by the analysis of the sampling rate mismatch problem inherent to audio processing
using distributed audio devices. The proposed SBR enables finer control and trade-
off between the convergence rate of an adaptive filter and the audio quality, where
the amount of resampling can be arbitrarily controlled in each frequency bin such
that the perceptually less significant sub-bands can be more aggressively decorrelated
while still preserving a high speech quality. We presented a thorough analysis of
the inter-channel decorrelation by resampling for MCAEC. By smoothly varying the
resampling ratio per frequency bin to achieve the desired coherence in each sub-band
in order to minimize the signal distortion of the low frequency signal components, the
proposed SBR scheme delivers consistently higher signal quality after the processing
than other conventional decorrelation methods. Besides the superior speech quality,
as measured by the high objective quality score and verified by a subjective listening
test, a fast convergence rate is achieved with SBR.
Finally, we proposed an automated tuning framework for optimizing the whole
voice system in a wide variety of acoustic mixing environments with different levels
of signal-to-noise ratios (SNRs) and under various complexity considerations. Tra-
ditional approach to system tuning is usually done by expert tuners using a small
set of database. However, this approach quickly becomes inadequate as the system
complexity increases with many different components and tuning parameters. An
alternative automated database generation and tuning approach was presented and
discussed. Furthermore, due to the computational complexity constraint of a target
platform, a constrained optimization framework was presented such that the tuned
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parameter set maximizes the voice quality and is still feasible on the target platform.
We verified experimentally the proposed tuning framework on the Beats PillTM and
demonstrated results of the tuning on either the objective voice quality or the au-
tomatic speech recognition (ASR) performance. Last but not least, we presented
a robust stereo echo canceler using the proposed SBR decorrelation procedure and
proposed an improved robust regularization procedure for the stereo echo canceler.
We list below our specific contributions from this dissertation.
• Proposed a system approach to RES and AEC and demonstrated the benefit of
the system approach on the KinectTM audio pipeline.
• Analyzed the decorrelation by resampling technique and showed the link be-
tween the resampling and the level of decorrelation measured in terms of coher-
ence.
• Derived new closed-form expressions to demonstrate how resampling affects the
steady-state misalignment performance of a stereophonic acoustic echo cancel-
lation (SAEC).
• Proposed the perceptually motivated SBR technique, where the amount of
decorrelation can be finely controlled for each sub-band, to alleviate the non-
uniqueness problem with minimal distortion to the audio quality.
• Proposed an automated tuning procedure for a system-based approach towards
echo cancellation performance and objective voice quality.
• Formulated the tuning prodecure as a constrained optimization problem to max-
imize the voice quality under a target computational complexity constraint.
• Proposed a robust regularization procedure for the SAEC that is low-delay and
low complexity, suitable for implementation on embedded systems.
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APPENDIX A
DISCRETE FOURIER TRANSFORM COEFFICIENTS OF
WHITE GAUSSIAN NOISE AFTER RESAMPLING:
WITHOUT FAR-END ROOM IMPULSE RESPONSE
Let u[n] be a zero-mean white Gaussian noise (WGN) with variance σ2u. To fit the
overlap-save frequency-domain adaptive filter (FDAF) structure in [102], here we
assume the discrete short-time Fourier transform (STFT) of u[n] is calculated every









where l = −L, . . . , L − 1, um[n] = u[n + mL]w2L[n], and w2L[n] is the rectangular
window of length 2L. We further assume that the whole frame of length 2L covers Q
cycles of the resampling delay curve in Fig. 13, where the period of each cycle is 2N
and Q is a positive integer, and we have the relationship L = QN .
We know from (118) that the sub-sample delay for an expansion ratio R > 1
is given by (R − 1)n/R = ∆Rn/R. The sub-sample delay for a compression ratio
R′ = 1/R can be similarly given by (R′ − 1)n/R′ = −∆Rn. Therefore, we can





(n− 2qN), n ∈ [2qN, (2q + 1)N − 1]




∆R(2qN − n), n ∈ [2qN, (2q + 1)N − 1]
∆R
R
[n− (2q + 2)N ], n ∈ [(2q + 1)N, (2q + 2)N − 1],
(192)
where dp(n), p = 1, 2, is the resampling delay in the p
th channel and q = 0, . . . , Q−1.
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Using the time-shifting property of the discrete Fourier transform (DFT), the











l(n−dp(n)), p = 1, 2, (193)
and the DFT coefficients of the resampled signals are


































































































































































































Using (199) and (200) for the last term of (194), we obtain (130).
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APPENDIX B
CROSS-SPECTRAL DENSITY OF WHITE GAUSSIAN
NOISE AFTER RESAMPLING: WITH FAR-END ROOM
IMPULSE RESPONSE
Let u[n] be a zero-mean white Gaussian noise (WGN) with variance σ2u and gp[n],
p = 1, 2, be the far-end room impulse response. The filtering operation at the far-end
room is analyzed in the frequency domain using the circular convolution theorem
of the discrete Fourier transform (DFT). Here we assume K ≥ 2L, where L is the
length of the near-end room impulse response and K is the length of the far-end room
impulse response. The reason for this assumption is that for a usable filtered output
of length 2L at the far-end (which is required to meet the overlap-save frequency-
domain adaptive filter (FDAF) structure [102] for the near-end stereophonic acoustic
echo cancellation (SAEC)), we enforce an input data length of at least 4L. We can
zero-pad the actual far-end room impulse response if it is smaller than 2L. The







sn, p = 1, 2, (201)
where s = −K, . . . ,K − 1 and gp[n] = 0, n ≥ K. The discrete short-time Fourier











where um[n] = u[n+mL]w2K [n] and w2K [n] is the rectangular window of length 2K.
Note that we shift the filtering operation of the noise block by L to produce a 50%
overlap for a usable filtered output of length 2L as the reference signal.
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Since the multiplication in the DFT domain is equal to the circular convolution
in the time domain, the usable filtered output is given by









where n = 2(K −L), . . . , 2K − 1 and only the last 2L samples are the usable filtered
output. By rearranging the sample indices, the reference signals in the time domain
can be written as












where n = 0, . . . , 2L−1. Therefore, the DFT coefficients of this block of filtered noise















































where k = 0, . . . , 2L− 1. The cross-spectral density between the resampled reference

























































where the last equality is obtained by using (125). Substituting the last two terms of
(207) by (141), we obtain (140).
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