We define two categories of Dirac manifolds, i.e., manifolds with complex Dirac structures (real Dirac structures give subcategories). The first notion of maps I call Dirac maps, and the category of Dirac manifolds is seen to contain the categories of Poisson and complex manifolds as full subcategories. The second notion, dual-Dirac maps, defines a dual-Dirac category which contains presymplectic and complex manifolds as full subcategories. The dual-Dirac maps are stable under B-transformations. As an example, we consider the case of a Lie group with a complex Dirac structure and establish conditions for which multiplication is a Dirac map. In particular we get two structures of a category on Hitchin's generalized complex manifolds, i.e., two reasonable notions of generalized complex maps.
Introduction
The notion of (complex) Dirac structures on manifolds is a common generalization of several basic concepts of differential geometry: Poisson, presymplectic, and complex structures and integrable distributions. Formally, this is a generalization of integrable distributions where the tangent bundle T M is replaced by V M = T M ⊕ T * M and the Lie algebroid structure on T M is replaced by the Courant algebroid structure which is a bracket operation [−, −] on V M . For the geometry of Courant algebroids (also called generalized geometry) we refer the reader to [2] , [3] . A Dirac structure D on a manifold M , is a subbundle of V M which is maximal isotropic for the natural quadratic form on V M = T M ⊕ T * M and integrable in the sense that the sections of D are closed under the Courant bracket. A complex Dirac structure on M is a subbundle D of the complexification of V M with analogous properties. A manifold with a complex Dirac structure will be called a Dirac manifold and we say "real Dirac manifold" if we only allow real structures D ⊆ V M .
We define two categories of manifolds with complex Dirac structures. As the complexification of any ordinary ("real") Dirac structure D is a complex Dirac structure D C , we have full subcategories of manifolds with real Dirac structures. The first notion of maps I call Dirac maps, and the corresponding category of Dirac manifolds is seen to contain the categories of Poisson and complex manifolds as full subcategories. The second notion, dual-Dirac maps, defines a dual-Dirac category which contains symplectic and complex manifolds as full subcategories. This is an alternative definition to the one presented by Crainic [1] , which also contains complex and symplectic manifolds as full subcategories but which is only defined for generalized complex structures, not for Dirac structures in general. The notion of dual-Dirac maps has an additional property that it is stable under B-transforms. As an example, we consider Dirac groups (G, D), i.e., Lie group G endowed with a complex Dirac structure D such that the multiplication is a Dirac map.
An expanded version of this paper will also treat the more general category of twisted Dirac structures. These are the Dirac structures with respect to the Courant algebroids that one obtains from V M by twisting with closed 3-forms.
In §2 we recall the linear algebra of linear Dirac structures on vector spaces and define the notions of linear (dual-)Dirac maps between those. In §3 and §4 we construct the categories of Dirac maps and dual-Dirac maps manifolds and their full subcategories. In §5 we consider the structure of groups in the category of Dirac manifolds.
Notation. For any vector space X and any ε ∈ ∧ 2 X * , we will use ε ♯ : X −→ X * to denote the map x → ι x ε = ε(x, −). For any vector space V there is a natural bilinear form , on V ⊕ V * given by
denotes the annihilator of U in V * while U ⊥ will denote the orthogonal subspace V ⊕ Ann(U ) to U with respect to , .
Linear Dirac Maps
In order to define morphisms between manifolds with Dirac structures, we first develop the notion for vector spaces equipped with linear Dirac structures, i.e. maximal isotropic subspaces.
For a vector space V, we will denote by p V : V ⊕ V * −→ V and p V * : V ⊕ V * −→ V * the natural projection maps. Recall from [2] that for a linear map f : V −→W the pullback of a Dirac structure
, and the pushforward of a linear Dirac structure
⋆ L V and that these are again Dirac structures.
Such a map will also be written as
Notice that a linear Dirac structure on V 1 is also a linear Dirac structure on V 1 * , however Dirac maps are not invariant under duality. We will say that f is a linear dual-Dirac map if (1) is equivalent to either of the two following conditions:
is simply a rewriting of (M2) in terms of elements. Now, (M2 ′′ ) is equivalent to the following statements.
(
So to show that (M2) and (M2 ′′ ) are equivalent, it suffices to show that (f
Recall that for any linear Dirac structure L V there is a unique data of a subspace E ⊂ V and
We denote the inclusion maps by j E : E ֒→ V and i U :
The next two propositions 2.2 and 2.3 state conditions (M1) and (M2) of definition 1 in terms of presentations of linear Dirac structures as L(π, U ) or L(E, ε).
(D1) and (D2) can be expressed by the requirement that the following diagram commutes.
Proof. Conditions (D1) and (D2) of this proposition correspond to the conditions (M1) and (M2) of definition 1.
Now suppose that conditions (M2
But this is true for arbitrary ξ ∈ U 2 , which means φ
) is a linear Dirac map if and only if: (1) and (M1) are apparently equivalent. Condition (2) is a direct restatement of (M2 ′ ) in terms of E and ε.
Proposition 2.4. Pairs (V, L) of vector spaces with linear Dirac structures form a category in two ways by taking morphisms to be either the linear Dirac maps (this category will be denoted LD) or the linear dual-Dirac maps (category LD
gives an equivalence of LD opp with LD * Proof. We must show that the composition of two linear Dirac maps (
Here we use the criteria of prop 2.2.
Because f 1 and f 2 satisfy (D1) so doe the composition:
Again, because f 1 and f 2 also satisfy (D2), i.e., φ *
Finally, associativity and the existence of identity morphisms is obvious since linear Dirac maps are functions.
3 Dirac Maps
Dirac Structures
Recall that a Dirac structure on a manifold M is a subbundle D ⊂ V M = T M ⊕ T * M which is integrable for the Courant bracket and maximally isotropic for the standard quadratic form on V M (i.e., at each p ∈ M the fiber D p is a linear Dirac structure on the tangent space T p M ). Any real Dirac structure L on a manifold M determines a complex Dirac structure L ⊗ C on M . Thus, the set of complex Dirac structures contains real Dirac structures. Henceforth Dirac structure will always mean complex Dirac structure. A particularly interesting class of Dirac structures are the generalized complex structures. These are maps J : V M −→V M such that J 2 = −1, J is orthogonal with respect to the quadratic form on V M , and the i-eigenbundle L ⊂ (V M ) C of J is integrable with respect to the Courant bracket. A generalized complex structure is equivalent to a complex Dirac structure L with L ⊕ L = (V M ) C .
Lemma 3.1. We recall from [2] that he following procedures create Dirac structures from geometric structures on M . The first three are real, and (4) and (5) are special cases of generalized complex structures. 
To an integrable distribution
D ⊂ T M , assign [D ⊕ Ann(D)] C .
To a Poisson structure
π ∈ Γ(M, ∧ 2 T M ), assign L(π, T * M ).
To a presymplectic structure
ω ∈ Ω 2 (M ), assign L(T M, ω).
To a symplectic structure
ω ∈ Ω 2 (M ), assign L(T M C , iω).
Dirac Maps
Definition 2. Let f : M −→N be a C ∞ map of manifolds, and let L M be a Dirac structure on M and L N a Dirac structure on N. The function f is said to be Dirac or a Dirac map if at each point p ∈ M ,
If L M and L N are both generalized complex structures, we also say that f is a generalized complex map A Dirac map f between manifolds with Dirac structures will also be denoted by f : (M, Proof. This follows from proposition 2.4.
• df p is composition of linear Dirac maps, so it is itself a linear Dirac map. 
is a local isomorphism (i.e., df p is an isomorphism for all p ∈ M ) is a symplectomorphism if and only if f is Dirac.
Proof. Consider Dirac manifolds (M 1 , L 1 ), (N 2 , L 2 ) and a map f : M 1 −→ M 2 . Since the property of being holomorphic, Poisson, or Dirac map is determined pointwise, we fix a point p ∈ M 1 and q = f (p) ∈ M 2 . We use the notation of proposition 2.2.
If L 1 and L 2 are complex strucutres, we need to check that f is holomorphic if and only if f is Dirac. Let E 1 and E 2 be the holomorphic tangent bundle for complex structures so that
. Because π i = 0 for i = 1, 2, condition (M2) is trivially true. The map f is holomorphic if and only if df p (E 1 ) p ⊂ (E 2 ) q . Also, f is Dirac if and only if df * (Ann(E 1 )) ⊂ Ann(E 1 ). It is clear now that f is Dirac exactly when f is holomorphic.
We check that if L 1 and L 2 are Poisson structures, then f is a Poisson map if and only if f is Dirac. Now let The dual statement of proposition 2.2 is as follows.
is any linear map, then f is a linear dual-Dirac map if and only if
These two conditions are equivalent to the existence and commutivity of the diagram 
* and L 1 and L 2 are complex structures, then E 1 and E 2 are the holomorphic tangent bundles, and ε 1 = ε 2 = 0. In light of proposition 4.1, a map f : M 1 −→M 2 is holomorphic if and only if it is dual-Dirac. If L j = L(T M j , iε j ) (j = 1, 2) are symplectic structures, then proposition 4.1 states that f : M 1 −→M 2 is dual-Dirac if and only if f is a symplectomorphism. 
B-transforms
For a vector space V and B ∈ ∧ 2 V * , we extend the composition V
Proposition 4.5. Dual-Dirac maps are stable under B-transforms in the sense that if
Proof. For dual-Dirac maps, it is enough to prove this statement pointwise for the derivative df of f , where one may represent
Remark 4.6. Crainic's notion [1] of generalized complex maps is also stable under B-transforms. 
Dirac Groups

Then there is a bi-invariant subbundle
2. β e = 0, and
g . This defines some U ⊂ T * G, and we must show that U is a subbundle. The Dirac structure
This is true for all g, h ∈ G. In particular, if h = e, (dL g ) * e U g ⊂ U e , and if g = e, (dR h ) * e U h ⊂ U e . Hence, U g ⊂ (dL g ) − *
e U e and U g ⊂ (dR g ) − *
e U e for all g ∈ U g .
On the other hand, if h = g −1 , we get (dR g −1 ) * g U e ⊂ U g . This implies that dimU g ≥ dimU e . Therefore,
e U e . We conclude that U is a subbundle and in fact bi-invariant.
Proof. By lemma 5.1, D = L(β, U ), and β e = 0. Now (D1) and (D2) are trivially satisfied for {e} ֒→ G. For inversion, we use left multiplication to identify G × g ≃ T G. Since U is bi-invariant, by lemma 5.1, (D1) is satisfied. Since multiplication dµ (g,h) : g ⊕ g−→g is given by dµ (g,h) (X, Y ) = Ad(h −1 )X + Y , (D1) holds true for µ if and only if β gh = β h + Ad(h −1 )β g . The derivative of inversion at g ∈ G is given by dι g = −Ad(g). Letting h = g −1 , we get β g −1 = −Ad(g)β g , which is exactly what is needed for (D2) to be satisfied for ι.
Real Dirac Groups
Here we consider Dirac groups (G, D) for which D is a real Dirac structure. 
To see that (G/K, β) is a Poisson group, we must must show that β is multiplicative. Let µ : G × G−→G and µ : G/K × G/K−→G/K denote group multiplication in G and G/K respectively. We know that µ • π × π = π • µ. Recall that γ is multiplicative, meaning dµ(γ g1 + γ g2 ) = γ g1g2 just as for Poisson groups. We also know that β = (dπ)γ because π :
Therefore β is multiplicative and (G/K, β) is a Poisson group. This correspondence
To complete the proof, it suffices to show that for any Poisson group structure L = L(β, T
is satisfied.
It remains to show that γ is multiplicative. This follows in the same way as before.
Therefore γ is multiplicative. This proves the first two statements. Now suppose that G is semisimple. By the first part of this proposition, to prove our correspondence it suffices to show that every Ad-invariant k ⊂ g is the Lie algebra of some normal closed subgroup. Any Ad-invariant k ⊂ g is an ideal. Since g is semisimple, g = k ⊕ k ⊥ , where k ⊥ is determined by the Killing form on g. We know that k ⊥ is also an ideal and semisimple. The identity component of the centralizer Z G (k ⊥ ) is a closed subgroup with Lie algebra Z g (k ⊥ ) = k.
Generalized Complex Groups
We now show that if (G, D) is a generalized complex group, then D is a deformation of a complex group structure on G by a multiplicative bi-vector. Proof. By lemma 5.1, D = L(β, U ), where U is a bi-invariant subbundle of G × g C * . Then k = Ann(U e ) is an ideal in g C and G-invariant. Since D e ⊕ D e = g C ⊕ g * C , U e + U e = g C * . Because k = Ann(U e ), k ∩ k = Ann(U e + U e ) = Ann(g C * ) = 0.
In order for (M2) to be satisfied, β e = 0 (because dµ (g,h) (β g + β h ) = β gh ) and so D e = L(0, U e ). Hence 0 = D e ∩ D e implies U e ∩ U e = 0 and therefore k + k = g C . Consequently, g C = k ⊕ k and g C * = U e ⊕ U e ≃ k * ⊕ (k) * , where k and k are Ad-invariant. This gives G the structure of a complex group.
We now identify V G , via left translation, with g C ⊕ g C * . With this identification, we view D as an assignment of a subspace D g ⊂ g C ⊕ g C * for each g ∈ G. That k and U e are bi-invariant means that pr g C * D g = U e for all g ∈ G and that therefore G × k is a subbundle of D. In fact, D = (G × k) ⊕ F , where F is a subbundle of
. We can let F = L(β, k * ) and β ∈ M ap(G, ∧ 2 k). That is, F is the graph of β ♯ in k ⊕ k * .
For each (g, h) ∈ G × G we find that dµ (g,h) : g ⊕ g−→g is given by dµ (g,h) (X, Y ) = Ad(h −1 )X + Y ; from this it follows that dµ * (g,h) ξ = (Ad(h −1 ) * ξ, ξ).
Condition (M2 ′ ) states that if ξ ∈ U e and (X, Y ) + (Ad(h −1 ) * ξ, ξ) ∈ F g ⊕ F h , with X, Y ∈ k, then Ad(h −1 )X + Y + ξ ∈ F gh . In other words, if ξ ∈ U e , (β g ) ♯ (Ad(h −1 ) * ξ) = X, and (β h ) ♯ (ξ) = Y , then (β gh ) ♯ (ξ) = Ad(h −1 )X + Y . Condition (M2 ′ ) is therefore equivalent to the condition (β gh − β h ) ♯ ξ = Ad(h −1 )(β g ) ♯ Ad(h −1 ) * ξ for ξ ∈ U e . Yet another way to say this is that β is multiplicative, meaning β gh = β h + Ad(h −1 )β g .
