The homotopy perturbation method and analytical solution of the problem of flow past a rotating disk  by Ariel, P. Donald
Computers and Mathematics with Applications 58 (2009) 2504–2513
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
The homotopy perturbation method and analytical solution of the
problem of flow past a rotating disk
P. Donald Ariel
Department of Mathematical Sciences, Trinity Western University, Langley, BC, Canada
a r t i c l e i n f o
Keywords:
Homotopy perturbation method (HPM)
Extended HPM
Single-parameter HPM
Rotating disk
Ackroyd’s method
a b s t r a c t
Analytical solutions have been obtained for the problemof steady, laminar flowof a viscous,
incompressible fluid past a rotating disk using the homotopy perturbation method (HPM).
The single-parameter HPM is attempted first. Since it does not give adequately accurate
results, the extendedHPM is invoked next, inwhich the independent variable is scaled, and
the scale factor is expanded in a power series in p, the homotopyparameter. The coefficients
in this power series are calculated by ensuring that the resulting solution is free of secular
terms. It is shown that the extended HPM solution converges to the true solution and that
just eight terms in the perturbation expansion are sufficient to produce a highly accurate,
yet fully analytical, solution.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The flow generated by a rotating disk placed in a fluid is considered as one of the very basic flows in fluid dynamics
of viscous fluids. Besides being useful in innumerable physical situations, it is also one of those rare flows for which the
Navier–Stokes equations admit an exact solution. The solution has been listed in several books devoted to the viscous flow
of the fluids such as Schlichting [1],White [2] etc. The flow is characterized by a system of three coupled non-linear ordinary
differential equations in the three components of the velocity vector B, the independent variable being the distance normal
to the rotating disk.
Von Karman [3] was the first to give a solution of the aforementioned problem. He employed an integral approach,
which was quite popular at the time for computing boundary layer flows, and gave an approximate solution. Cochran [4],
while correcting someminor flaws in Von Karman’s analysis, proposed a solution which was a curious mixture of analytical
and numerical techniques. It consisted of developing two series, one a power series near the disk and the other a series
in exponential functions away from the disk. The power series had two parameters while the exponential series had three
parameters. Cochran matched the two solutions at some finite distance from the disk and computed the values of these
parameters to three-digit accuracy to complete a truly formidable task. It is remarkable that Cochran’s effortwas undertaken
at a time when the numerical methods were still in their infancy. Stuart [5] much later gave a complete numerical solution
for the flow due to a rotating disk, taking into account the porosity of the disk. His solution was obtained by integrating
the differential equations away from the disk and matching the asymptotic boundary conditions at infinity. Ackroyd [6]
probably gave themost accurate solution, rather astonishingly, by extending Cochran’s solution for large distances from the
disk all the way to the disk and matching the boundary conditions on the disk.
The solutions of most of the problems in the real world are usually given numerically, on computers. However, analytical
solutions, even if they may not be very accurate, can provide some penetrating insight into the physics of the problem
which quite possibly is easy to miss in a maze of numbers crunched on a computer. For that reason, researchers still look
for analytical solutions of the known and the unknown problems, particularly the former, as they can act as a benchmark
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for the latter. A number of different methodologies have been suggested in the literature for deriving the approximate
analytical solutions, some of which are even open for generalization in the sense that more accurate results can be obtained
by including an increasing number of parameters in the solution.
Jain [7] formulated an interesting scheme based upon the collocation method, from a group of methods which have
come to be known as weighted residual methods. His idea was to choose the collocation points in such a manner that the
errors were optimized. In a way, this was similar to using the minmax principle in fitting the data, using the Chebyshev
polynomials. Using his scheme, Jain derived an approximate solution for the flow past a rotating disk. Ariel [8], on the other
hand, used the idea of introducing a scale factor to stretch the independent variable and computing its optimum value by
minimizing the residual of the differential equations in the least square sense. Employing only one parameter (the scale
factor), his results were found to be quite satisfactory.
One of themost promising of themodern analyticalmethods for obtaining the solutions of realworld non-linear problems
is the homotopy perturbationmethod (HPM) introduced, developed and refined byHe [9]. Essentially themethod consists of
generating a sequence of solutions of the system corresponding to the homotopy parameter p taking the values from 0 to 1.
For p = 0, the system reduces to a linear problem whose solution is rather trivial, and for p = 1, the system reproduces the
original boundary value problem (BVP) whose solution is sought in the first place. The hallmark of the method is expanding
the relevant variables, and if necessary someparameters, into power series in p. Themethod has proved to be highly effective
for a variety of problems ranging from solutions of algebraic equations to the solutions of differential (including partial) and
integral equations [10–16]. The latest wrinkles of the method are outlined by He [17] in his recent monograph.
There is a particular class of problems in fluid dynamics, namely, the those of the flow due to moving boundaries in
unbounded domains, which HPM is especially suited to address. Ariel et al. [18] obtained the solution for the axisymmetric
flow of a viscous fluid past a stretching sheet using the HPM. Using just a single parameter they demonstrated that the
HPM gives an approximate solution that shows an excellent agreement with the exact solution of the problem. Further,
such a solution not only does not degrade upon the inclusion of the important physical effects such as suction and/or the
presence of a magnetic field, no matter how strong such effects are, but also, in fact, gets better as their intensity increases.
This is in sharp contrast to the case for numerical schemes; e.g., with the shooting methods the performance degenerates
as the boundary layer effects start to manifest themselves. Ariel [19] also studied the effects of partial slip on the stretching
sheet. A comparison of the results obtained by various techniques demonstrated the viability of the HPM. The HPM is not
restricted in application to the problems characterized by a single BVP; Ariel [20] showed its usefulness by deriving the
solution for the three-dimensional flow past a stretching sheet for which the system is described by a pair of BVPs. Again
in [19,20], a single-parameter solution produced sufficiently accurate results. Because of the way in which these problems
were formulated for the HPM, their solutions were limited to the first-order perturbations. Of course, since these solutions
were sufficiently accurate, it was felt that there was no need to look for the solutions involving higher order perturbations.
Nevertheless there can be situations where the first-order perturbation solutions may not give the desired accuracy. In such
cases the variant of the HPMmust be such that it can be extended to the higher order perturbations. He [21,22] has given in
some detail the parameter expansion method, in which the parameters, including constants, can be expanded into power
series in p, Ariel [23] instead suggested scaling the independent (and if necessary the dependent) variable and expanding the
scale factor in a power series in p. The proposed technique paves the way to obtaining the HPM solution up to any order of
perturbation. For the axisymmetric flow past a stretching sheet it has been shown that the sequence of functions generated
by solutions with increasing order of perturbation converges to the actual solution. Indeed the advantage of using the HPM
solution is that it can be terminated at any stage after the required accuracy is attained.
In the present work we first apply the single-parameter HPM to compute the steady, laminar flow of an incompressible,
viscous fluid past a rotating disk, to see whether it gives a sufficiently accurate solution.We compare the results so obtained
with the exact numerical solution given by Ackroyd [6]. Since the results do not quite agree to a reasonable degree of
accuracy, we next apply the extended HPM to compute the flow. As mentioned earlier, the flow is completely described by
a system of three ordinary differential equations in the three components of the velocity field. We show how the extended
HPM can systematically generate a sequence of analytical solutions which ultimately converge to the exact solution.
2. Equations of motion
Consider the steady, laminar flow of an incompressible, viscous fluid past a disk which is rotating with a uniform velocity
ω about the z-axis. The fluid occupies the upper half-plane z > 0. The Navier–Stokes equations adequately describe the
motion. In view of the rotational symmetry, we work in cylindrical coordinates (r , θ , z). If the velocity vector at any point
is (u, v, w) in the cylindrical coordinate system, then the equations of motion in dimensionless form can be written as
(Schlichting [1])
F ′′ − HF ′ − F 2 + G2 = 0, (1)
G′′ − HG′ − 2FG = 0, (2)
2F + H ′ = 0, (3)
with the boundary conditions
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F(0) = 0, G(0) = 1, H(0) = 0, (4)
F(∞) = 0, G(∞) = 0. (5)
In Eqs. (1)–(5), F , G and H are given by
u = rωF(ζ ), v = rωG(ζ ), w = √νωH(ζ ), (6)
ζ =
√
ω
ν
z, (7)
ν being the coefficient of kinematic viscosity, and a prime denotes the derivative with respect to ζ .
3. Single-parameter HPM solution
The single-parameter HPM solution is quite attractive as it gives a compact analytical solution which can serve several
purposes. It can give a deeper insight into the physics of the problem. It can give a rough first-hand idea about the
mathematical structure of the solution (for example, presence of boundary layers etc.). It can be launching pad for obtaining
a more accurate solution using a numerical iterative technique. Further, if it gives sufficiently accurate results then there is
no need to look any further for other solutions.
We follow the same theme as was successfully employed in computation of the three-dimensional flow past a stretching
sheet by the author [20], though there is some variation. The homotopy perturbation equations corresponding to Eqs. (1)
and (2) are written as
F ′′ − b2F + G2 + p(−HF ′ − F 2 + b2F) = 0, (8)
G′′ − b2G+ p(−HG′ − 2FG+ b2G) = 0, (9)
where p is the homotopy perturbation parameter and b is an auxiliary parameter whose valuewill be calculated by invoking
the principle that the solution should be free of the secular terms.
Note the presence of the non-linear term G2 in the terms independent of p in Eq. (8). Normally such termsmust be linear,
but here because of the homogeneous boundary conditions on F it is prudent to depart from this practice.
Seeking the perturbation solutions for the velocity components F , G, and H , as under
F = F0 + F1p+ F2p2 + · · · ,
G = G0 + G1p+ G2p2 + · · · ,
H = H0 + H1p+ H2p2 + · · · ,
(10)
we obtain the following systems of equations for the zeroth and first order.
Zeroth-order system:
F ′′0 − b2F0 + G20 = 0, G′′0 − b2G0 = 0, 2F0 + H ′0 = 0,
F0(0) = 0, G0(0) = 1, H0(0) = 0; F0(∞) = 0, G0(∞) = 0. (11)
First-order system:
F ′′1 − b2F1 + 2G0G1 − H0F ′0 − F 20 + b2F0 = 0,
G′′1 − b2G1 − H0G′0 − 2F0G0 + b2G0 = 0,
2F1 + H ′1 = 0,
F1(0) = 0, G1(0) = 0, H1(0) = 0; F1(∞) = 0, G1(∞) = 0.
(12)
The solution of the zeroth-order system is straightforward. We have
F0 = 13b2 e
−bζ (1− e−bζ ), G0 = e−bζ , H0 = − 13b3 (1− e
−bζ )2. (13)
Substituting for F0,G0, andH0 in Eq. (12) and solving the differential equations for F1, andG1, and applying the appropriate
boundary conditions, we obtain the following first-order solution for arbitrary b:
F1 = 13b2
[
1− 53
360b4
+ 1
2
(
1− 1
3b4
)
bζ
]
e−bζ − 1
3b2
[
1− 1
36b4
+
(
1− 1
3b4
)
bζ
]
e−2bζ
+ 1
24b6
e−3bζ − 1
540b6
e−4bζ , (14)
G1 = 12
(
1− 1
3b4
)
bζe−bζ + 1
24b4
(e−bζ − e−3bζ ). (15)
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Fig. 1. Illustrating the variation of the velocity components F , G and H with ζ , the dimensionless distance normal to the disk. The solid lines denote the
exact solution due to Ackroyd [6]. The symbols denote the corresponding solution obtained using the single-parameter HPM.
For the solution to be free of the secular terms such as ζe−bζ etc., it is obvious that we require
b = 14√3 . (16)
With this value of b, the first-order solution simplifies to
F1 = 1√
3
e−bζ (1− e−bζ )
(
67
120
− 43
120
e−bζ + 1
60
e−2bζ
)
,
G1 = e−bζ (1− e−bζ )
(
1
8
+ 1
8
e−bζ
)
,
H1 = − 1√
3b
(1− e−bζ )2
(
53
120
− 7
30
e−bζ + 1
120
e−2bζ
)
.
(17)
In Eq. (17), H1 is obtained by integrating F1 and using the third equation in (12).
As pointed out in [18–20], the variant of the HPM introduced above cannot be further extended to obtain the second-order
perturbation solution as the latter will have secular terms in its expression. Therefore, we have to terminate our solution at
this stage.
Truncating the perturbation solution (10) after the first-order terms, and setting p = 1, we obtain the final solution as
F = F0 + F1 = 1√
3
e−bζ (1− e−bζ )
(
187
120
− 43
120
e−bζ + 1
60
e−2bζ
)
,
G = G0 + G1 = e−bζ
[
1+ (1− e−bζ )
(
1
8
+ 1
8
e−bζ
)]
,
H = H0 + H1 = − 1√
3b
(1− e−bζ )2
(
173
120
− 7
30
e−bζ + 1
120
e−2bζ
)
,
(18)
with b defined by Eq. (16).
To see how good the first-order HPM solution is for the present problem, in Fig. 1 the HPM solution is plotted along
with the exact numerical solution given by Ackroyd [6]. While there is a good qualitative agreement between the velocity
profiles obtained by the two techniques, quantitatively there is something left to be desired – the two do not match with a
reasonable degree of accuracy. This is in contrast with the case for the results obtained earlier for the flows past a stretching
sheet [18–20], where there was an excellent agreement between the exact numerical and HPM solutions. We now seek a
more accurate solution, using the extended HPMdeveloped by Ariel [23] to compute the flow due to themoving boundaries.
4. Extended HPM solution
In accordance with the methodology of the extended HPM, we introduce a scale factor α, for stretching the independent
variable ζ , defined by
η = αζ . (19)
In terms of the new independent variable η, we redefine the velocity field as
f = F , g = G, h = αH. (20)
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The BVP (1)–(5) then can be recast as
α2
d2f
dη2
− h df
dη
− f 2 + g2 = 0, (21)
α2
d2g
dη2
− hdg
dη
− 2fg = 0, (22)
2f + dh
dη
= 0, (23)
f (0) = 0, g(0) = 1, h(0) = 0, (24)
f (∞) = 0, g(∞) = 0. (25)
We set up the extended HPM equations
α2
(
d2f
dη2
− f
)
+ g2 + p
(
−h df
dη
− f 2 + α2f
)
= 0, (26)
α2
(
d2g
dη2
− g
)
+ p
(
−hdg
dη
− 2fg + α2g
)
= 0, (27)
2f + dh
dη
= 0, (28)
and expand the variables f , g , and h, and the scaling factor α as under
f = f0 + f1p+ f2p2 + · · · ,
g = g0 + g1p+ g2p2 + · · · ,
h = h0 + h1p+ h2p2 + · · · ,
α2 = b0 + b1p+ bp2 + · · · .
(29)
Substituting for f , g , h and α from Eq. (29) into Eqs. (26)–(28) and equating various powers of p on both sides, we obtain
the following system of equations:
Zeroth-order system:
b0
(
d2f0
dη2
− f0
)
+ g20 = 0,
d2g0
dη2
− g0 = 0, 2f0 + dh0dη = 0, (30)
f0(0) = 0, g0(0) = 1, h0(0) = 0, f0(∞) = 0, g0(∞) = 0. (31)
Higher order system (n > 0):
b0
(
d2fn
dη2
− fn
)
+ g0gn = −
n−1∑
m=0
[
bn−m
(
d2fm
dη2
− fm
)
− hn−m−1 dfmdη − fn−m−1fm + bn−m−1fm
]
, (32)
b0
(
d2gn
dη2
− gn
)
= −
n−1∑
m=0
[
bn−m
(
d2gm
dη2
− gm
)
− hn−m−1 dgmdη − 2fn−m−1gm + bn−m−1gm
]
, (33)
2fn + dhndη = 0, (34)
fn(0) = 0, gn(0) = 0, hn(0) = 0, fn(∞) = 0, gn(∞) = 0. (35)
Zeroth-order solution:
The solution of the zeroth-order system is rather obvious. We obtain
f0 = 13b0 e
−η(1− e−η), g0 = e−η, h0 = − 13b0 (1− e
−η)2. (36)
First-order solution:
Upon substituting for the zeroth-order solution from Eq. (36) in Eq. (33), for n = 1, we get
b0
(
d2g1
dη2
− g1
)
=
(
1
3b0
− b0
)
e−η − 1
3b0
e−3η. (37)
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Clearly the solution for g1 will be free of the secular terms only if the coefficient of e−η in Eq. (37) vanishes, i.e., if
b0 = 1√
3
, (38)
in which case the zeroth-order solution takes the form
f0 = 1√
3
e−η(1− e−η), g0 = e−η, h0 = − 1√
3
(1− e−η)2, (39)
and Eq. (37) reduces to
d2g1
dη2
− g1 = −e−3η. (40)
The solution of Eq. (40) subject to boundary condition (35) is
g1 = 18e
−η(1− e−2η). (41)
If we substitute the zeroth-order solution from Eqs. (38) and (39) and the solution for g1 from Eq. (41) into Eq. (32) for
n = 1, we obtain the following differential equation for f1:
b0
(
d2f1
dη2
− f1
)
= √3b1e−2η − 1112e
−2η + e−3η − 1
12
e−4η, (42)
the solution of which, satisfying boundary condition (35), is
f1 = −b1(e−η − e−2η)+ 1√
3
(
67
120
e−η − 11
12
e−2η + 3
8
e−3η − 1
60
e−4η
)
. (43)
Integrating Eq. (34) for n = 1, and using Eq. (35), we obtain
h1 = b1(1− e−η)2 − 1√
3
(
53
120
− 67
60
e−η + 11
12
e−2η − 1
4
e−3η + 1
120
e−4η
)
. (44)
In Eqs. (43) and (44) the value of b1 is to be determined by using the fact that the second-order solution is free of the
secular terms. This is the pattern for all higher order solutions — bi is determined from the next order, i.e., the (i+1)st-order
solution.
Second-order solution:
Substituting the zeroth-order and first-order solutions in Eq. (33) for n = 2, we obtain
b0
(
d2g2
dη2
− g2
)
=
(
53
120
√
3
− 2b1
)
e−η +
(
2b1 − 155
120
√
3
)
e−3η − 1√
3
e−4η −
√
3
20
e−5η. (45)
For the solution free of the secular terms we require
b1 = 53
240
√
3
. (46)
With this value of b1, the first-order solution can be finalized and we have
f1 = 1√
3
e−η(1− e−η)
(
27
80
− 43
120
e−η + 1
60
e−2η
)
,
g1 = e−η(1− e−η)
(
1
8
+ 1
8
e−η
)
,
h1 = − 1√
3
(1− e−η)2
(
53
240
− 7
30
e−η + 1
120
e−2η
)
.
(47)
Further, Eq. (45) simplifies to
d2g2
dη2
− g2 = −1720e
−3η + e−4η − 3
20
e−5η. (48)
Its solution is given by
g2 = e−η(1− e−η)
(
11
240
+ 11
240
e−η − 29
480
e−2η + 1
160
e−3η
)
. (49)
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The solution process is quite systematic. We substitute for g2 from Eq. (49), and for the zeroth-order and first-order
solutions from Eqs. (36) and (47) respectively in Eq. (32) for n = 2, to obtain the differential equation for f2. The latter will
now contain b2, which in turn will be obtained from the third-order solution. Solving for b2, f2 and h2, we obtain
b2 = 63 461
806 400
√
3
, (50)
f2 = 1√
3
e−η(1− e−η)
(
12 973
89 600
− 17 519
67 200
e−η + 173
12 600
e−2η − 2279
100 800
e−3η + 19
11 200
e−4η
)
,
h2 = − 1√
3
(1− e−η)2
(
63 461
806 400
− 3331
25 200
e−η + 839
13 440
e−2η − 433
50 400
e−3η + 19
33 600
e−4η
)
.
(51)
Higher order systems (n > 2):
The solutions for the higher order systems up to any order can be readily developed along the lines indicated above. In
the present work the solutions have been obtained up to the eighth order, though there should be no problem in obtaining
the still higher order solutions, if needed. From these solutions a clear pattern emerges as regards the expressions of bn, fn,
gn, and hn for n > 0. One can write
fn = 1√
3
e−η(1− e−η)
2n∑
m=0
fmne−mη, (52)
gn = e−η(1− e−η)
2n−1∑
m=0
gmne−mη, (53)
hn = − 1√
3
(1− e−η)2
2n∑
m=0
hmne−mη, (54)
bn = h0n√
3
, (55)
where fmn, gmn, and hmn are appropriate constants which are rational numbers and whose values depend on n only. Indeed
the expressions (52)–(55) can be proved by mathematical induction on n (see Ariel [23]).
After deriving the solutions up to the desired order, the velocity distribution can be formally obtained by substituting
for fn, gn, and hn in Eq. (29) and setting p = 1. The actual dimensionless components F , G and H are then determined from
Eq. (9) — the independent variable ζ being determined from Eq. (19) after finding α from Eq. (29). The solution for the flow
can thus be considered to be complete.
One of the issues in implementing the present method is specifying the stopping criterion. Several criteria can be
suggested, such as the maximum norm between the values of F , G, and H in the solutions at two successive orders of
perturbation being less than some prescribed tolerance; agreement with the exact profiles given by Ackroyd [6] within
given accuracy etc. We decided to stop the generating of the perturbation solutions when the last coefficient in each of the
expansions in (52) through (54) became less than 0.5×10−10, which happened after the eighth-perturbation solution.With
the aforementioned accuracy a complete analytical solution of the problem at hand is given by
F = 1√
3
e−η(1− e−η)[1.6007391458− 9.3971310987× 10−1e−η + 5.4750153500× 10−1e−2η
− 3.3868396345× 10−1e−3η + 2.0587373058× 10−1e−4η − 1.1638995588× 10−1e−5η
+ 5.9598344183× 10−2e−6η − 2.6504159944× 10−2e−7η + 1.0262127632× 10−2e−8η
− 3.2405695569× 10−3e−9η + 9.1244521491× 10−4e−10η − 1.8528098023× 10−4e−11η
+ 3.1999829474× 10−5e−12η − 3.5503687934× 10−6e−13η + 2.9021916497× 10−7e−14η
− 1.4347651951× 10−8e−15η + 3.1958259980× 10−10e−16η], (56)
G = e−η + e−η(1− e−η)[2.0196030096× 10−1 + 2.0196030096× 10−1e−η
− 1.7240767698× 10−1e−2η + 1.1696226164× 10−1e−3η − 7.0467198384× 10−2e−4η
+ 3.7896411361× 10−2e−5η − 1.7910895000× 10−2e−6η + 7.1879677466× 10−3e−7η
− 2.4591019003× 10−3e−8η + 6.3596545403× 10−4e−9η − 1.7310345580× 10−4e−10η
+ 2.4508648612× 10−5e−11η − 3.0849488584× 10−6e−12η + 2.1654422525× 10−7e−13η
− 9.7890999050× 10−9e−14η + 1.8679120364× 10−10e−15η], (57)
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Fig. 2. Illustrating the variation of the velocity components F , G and H with ζ , the dimensionless distance normal to the disk. The solid lines denote the
exact solution due to Ackroyd [6]. The symbols denote the corresponding solution obtained using the extended HPM.
Table 1
Listing the coefficients occurring in the expressions for fn . f0 = 1√3 e−η(1− e−η); fn = 1√3 e−η(1− e−η)
∑2n
m=0 fmne−mη, n ≥ 1.
n 1 2 3 4 5 6 7 8
f0,n 0.3375000000 0.1447879464 0.0649526848 0.0295829286 0.0135566444 0.0062376279 0.0028466652 0.0012746486
f1,n −0.3583333333 −0.2606994048 −0.1542437145 −0.0840789495 −0.0438480794 −0.0221593436 −0.0109785849 −0.0053717000
f2,n 0.0166666667 0.1377380952 0.1429888934 0.1064035876 0.0683342593 0.0404743027 0.0226843919 0.0122113382
f3,n −0.0226091270 −0.0681879626 −0.0800136580 −0.0679590389 −0.0488073221 −0.0317626398 −0.0193442151
f4,n 0.0016964286 0.0180244217 0.0390362130 0.0471514220 0.0431446253 0.0334701520 0.0233504682
f5,n −0.0026557973 −0.0125469991 −0.0234313518 −0.0283831403 −0.0271221217 −0.0222505457
f6,n 0.0001637298 0.0025556586 0.0082887287 0.0142895467 0.0173140252 0.0169866552
f7,n −0.0002937361 −0.0020215004 −0.0052173144 −0.0085397649 −0.0104318441
f8,n 0.0000141247 0.0003187313 0.0014442519 0.0033417303 0.0051432894
f9,n −0.0000286991 −0.0002758880 −0.0009199119 −0.0020160707
f10,n 0.0000010960 0.0000345094 0.0002548209 0.0006220189
f11,n −0.0000024960 −0.0000321771 −0.0001506078
f12,n 0.0000000777 0.0000033012 0.0000286209
f13,n −0.0000001968 −0.0000033535
f14,n 0.0000000051 0.0000002851
f15,n −0.0000000143
f16,n 0.0000000003
H = − 1√
3α
e−η(1− e−η)[1.3546390217− 4.9220024828× 10−1e−η + 2.0141273745× 10−1e−2η
− 4.9146709298× 10−2e−3η + 4.8778598303× 10−2e−4η − 2.3815174268× 10−2e−5η
+ 1.1012281981× 10−2e−6η − 4.4426332163× 10−3e−7η + 1.6280776176× 10−3e−8η
− 4.7149767646× 10−4e−9η + 1.2946646726× 10−4e−10η − 2.4662983878× 10−5e−11η
+ 4.1619308378× 10−6e−12η − 4.4097132452× 10−7e−13η + 3.4726265636× 10−8e−14η
− 1.6545386505× 10−9e−15η + 3.5509177755× 10−11e−16η], (58)
where
η = αζ , with α = 0.8843648590. (59)
In Fig. 2, a comparison is made between the exact solution due to Ackroyd [6] and the solution given by Eqs. (56)–(59).
There is a total agreement between the two solutions. It is interesting to note that whereas the extended HPM produced the
above solution after just eight perturbation terms, it required over 50 terms of the exponential series to give the comparative
accuracy using the Ackroyd method, which further is an iterative method that solves for two unknowns.
In Tables 1–3, we present the values of fmn, gmn, and hmn for n = 0–8. From the tables one can see the rapid decay of the
coefficients as n is increased. If a not very accurate distribution of the velocity profiles is sought then it is not necessary to
go up to n = 8, and the perturbation series can be terminated after, say, 3 to 4 terms.
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Table 2
Listing the coefficients occurring in the expressions for gn . g0 = e−η, gn = e−η(1− e−η)∑2n−1m=0 gmne−mη, n ≥ 1.
n 1 2 3 4 5 6 7 8
g0,n 0.1250000000 0.0458333333 0.0182824901 0.0075524190 0.0031771009 0.0013507947 0.0005549830 0.0002091799
g1,n 0.1250000000 0.0458333333 0.0182824901 0.0075524190 0.0031771009 0.0013507947 0.0005549830 0.0002091799
g2,n −0.0604166667 −0.0491679067 −0.0304316890 −0.0168823040 −0.0088345374 −0.0044649995 −0.0022095736
g3,n 0.0062500000 0.0286098710 0.0303970147 0.0230393574 0.0149240573 0.0088302998 0.0049116615
g4,n −0.0059213790 −0.0150420354 −0.0173742010 −0.0147138624 −0.0105587569 −0.0068569636
g5,n 0.0004278274 0.0040131422 0.0081964177 0.0097231405 0.0087888563 0.0067470273
g6,n −0.0005440387 −0.0024547447 −0.0044706250 −0.0053605314 −0.0050809551
g7,n 0.0000283212 0.0004460217 0.0014255429 0.0024085122 0.0028795697
g8,n −0.0000436438 −0.0003051369 −0.0008028117 −0.0013075095
g9,n 0.0000017104 0.0000410013 0.0001829634 0.0004102904
g10,n −0.0000030457 −0.0000369160 −0.0001331418
g11,n 0.0000000928 0.0000031889 0.0000212270
g12,n −0.0000001854 −0.0000028996
g13,n 0.0000000045 0.0000002121
g14,n −0.0000000098
g15,n 0.0000000002
Table 3
Listing the coefficients occurring in the expressions for hn . h0 = − 1√3 (1− e−η)2, hn = − 1√3 (1− e−η)2
∑2n
m=0 hmne−mη, n ≥ 1.
n 1 2 3 4 5 6 7 8
h0,n 0.2208333333 0.0786966766 0.0316318084 0.0133775436 0.0058078576 0.0026338807 0.0011735790 0.0004843423
h1,n −0.2333333333 −0.1321825397 −0.0666417529 −0.0324107698 −0.0154975734 −0.0072074942 −0.0033461724 −0.0015806125
h2,n 0.0083333333 0.0624255952 0.0542810851 0.0354627948 0.0206017193 0.0113481023 0.0059593262 0.0030007812
h3,n −0.0085912698 −0.0229511487 0.0236519987 −0.0180872138 −0.0118520654 −0.0071771597 −0.0041398505
h4,n 0.0005654762 0.0054050454 0.0104418306 0.0113705022 0.0095885793 0.0069098703 0.0044972944
h5,n −0.0007237143 −0.0030842885 −0.0052159662 −0.0057515550 −0.0050962165 −0.0039434339
h6,n 0.0000409325 0.0005839965 0.0017251567 0.0027508993 0.0030951214 0.0028161756
h7,n −0.0000627636 −0.0003966005 −0.0009388427 −0.0014095828 −0.0016348436
h8,n 0.0000028249 0.0000591995 0.0002481306 0.0005491606 0.0007687620
h9,n −0.0000050519 −0.0000452442 −0.0001324283 −0.0002887732
h10,n 0.0000001827 0.0000054090 0.0000383112 0.0000855636
h11,n −0.0000003737 −0.0000045370 −0.0000197522
h12,n 0.0000000111 0.0000004478 0.0000037030
h13,n −0.0000000256 −0.0000004153
h14,n 0.0000000006 0.0000000341
h15,n −0.0000000017
h16,n 0.0000000000
5. Conclusion
In the presentworkwehave obtained a totally analytical solution for the steady, laminar flowof a viscous, incompressible
fluid near a rotating disk using He’s homotopy perturbation method (HPM). First we attempted the one-parameter solution
which generally leads to a very good approximate solution. However, for the present problem it did not give a sufficiently
accurate solution. Consequently, we resorted to the extended HPM, in which the independent variable is stretched by a
scale factor which is also expanded in a power series in p, the homotopy perturbation parameter, besides the usual physical
quantities characterizing the problem. The coefficients in the power series of the scale factor are determined using the
principle that the perturbation solutions are free of the secular terms. It was found that just eight terms of the perturbation
solution were enough to guarantee the accuracy of the solution to the same extent as was attained by the Ackroyd method
which uses a series of exponentials, but requires over 50 terms besides being an iterative method. The upshot of using the
extended HPM is that a completely analytical solution is generated non-iteratively with a minimal number of terms.
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