We present in this chapter a review of some recent research work about a new approach to the numerical simulation of time harmonic wave propagation in infinite periodic media including a local perturbation. The main difficulty lies in the reduction of the effective numerical computations to a bounded region enclosing the perturbation. Our objective is to extend the approach by Dirichlet-to-Neumann (DtN) operators, well known in the case of homogeneous media (as non local transparent boundary conditions). The new difficulty is that this DtN operator can no longer be determined explicitly and has to be computed numerically. We consider successively the case of a periodic waveguide and the more complicated case of the whole space. We show that the DtN operator can be characterized through the solution of local PDE cell problems, the use of the Floquet-Bloch transform and the solution of operator-valued quadratic or linear equations. In our text, we shall outline the main ideas without going into the rigorous mathematical details. The non standard aspects of this procedure will be emphasized and numerical results demonstrating the efficiency of the method will be presented.
Introduction
Periodic media play a major role in applications, in particular in optics for micro and nano-technology [18, 20, 23, 28] . From the point of view of applications, one of the main interesting features is the possibility offered by such media of selecting ranges of frequencies for which waves can or cannot propagate. Mathematically, this property is linked to the gap structure of the spectrum of the underlying differential operator appearing in the model. For a complete, mathematically oriented presentation, we refer the reader to [23, 24] . There is a need for efficient numerical methods for computing the propagation of waves inside such structures. In real applications, the media are not perfectly periodic but differ from periodic media only in bounded regions (which are small with respect to the total size of the propagation domain). In this case, a natural idea is to reduce the pure numerical computations to these regions and to try to take advantage of the periodic structure of the problem outside: this is particularly of interest when the periodic regions contain a large number of periodicity cells.
In the case where the unperturbed medium is homogeneous (in some sense, a periodic medium with an arbitrarily small period), this is a very old problematic. Various methods can be used to restrict the computation around the perturbation. A first class of methods consists in applying an artificial boundary condition which is transparent or approximately transparent. Let us cite :
(i) the coupling techniques between volumic methods and integral representations or integral equation techniques [19, 25, 14, 17] (ii) the DtN approaches which consists in computing exactly the Dirichlet-to-Neumann operator associated to the exterior medium, provided that the geometry of the boundary is properly chosen (typically a circle in 2D) (iii) the local radiation conditions at finite distance [8, 2] , constructed as a local approximation of the exact non local condition at various orders with respect to a small parameter, typically the inverse of the frequency.
Methods (i) and (ii) are exact (up to numerical approximation). The method (iiii) is approximate and its accuracy improves where the order of the condition increases or the artificial boundary goes to infinity. However, none of these methods can be applied or extended directly to general exterior periodic media because they use the homogeneous nature of the exterior medium (explicit formulas are used for the solution of the exterior problem in (i), (ii) and (iii), the knowledge of the Green function is used in case (ii) and separation of variables is used in case (iii) ).
The second approach consists in surrounding the computational domain by an absorbing layer in which the PML technique [3] is applied. Physically the method can be interpreted as letting an incident wave from the computational domain enters the layer without reflexion and absorbs the wave inside the layer preventing it to come back in the computational domain. This principle is not adapted a priori to periodic media for which a wave leaving the computational domain will interact with heterogeneities of the medium up to infinity. That is why the standard PML technique cannot work in this case (see however the pole condition techniques that can be seen as a generalization of the PML method in the case of non-homogeneous media [15, 16] ).
It seems that there are very few works in the same spirit in the mathematical literature for the case of periodic perturbed media. A problem similar that have some similarities with the one we consider in this paper is the numerical computation of localized modes (non trivial solutions of the propagation model in the absence of any source term) that may appear for specific frequencies due to the presence of a local perturbation of the periodic media (see [9, 10, 11] for existence results). The supercell method analyzed [29] has similarities with the radiation condition at finite distance (i) : it consists in making computations in a bounded domain of large size, the resulting solution converging to the true solution when the size goes to infinity. Note however that in this case as the localized modes are exponentially decreasing, this convergence is exponentially fast with respect to the size of the truncated domain.
The notion of DtN maps already appears for instance, in the works of T. Abboud [1] for the diffraction problem by periodic gratings or of J. Tausch [30] for periodic open waveguides. However in these two cases the DtN map is used to deal with the unboundedness of the propagation medium in the direction(s) transverse to the periodicity direction(s).
In a first paper [21] , we treated the case of locally perturbed periodic waveguide: typically the unperturbed propagation medium is bounded in one direction and periodic in the other. We proposed a numerical method for determining DtN operators by solving local cell problems an operator valued stationary Ricatti equation. In a second paper [13] , we proposed an extension of the above work to the case where the unperturbed media is periodic in the two directions. We presented the conceptual aspects of the method for the construction of the DtN operator and we exposed the main theoretical issues and results.
This chapter is devoted to a general presentation of the method of [13, 12] adapted to the case of a RtR (for Robin-to-Robin) boundary condition: instead of relating the Dirichlet and the Neumann traces of the solution, we want to relate two different Robin traces of the solution, typically
where Z is a non-zero impedance, that are related through a transparent RtR operator. Such Robin traces naturally appear in non overlapping domain decomposition methods for solving the Helmholtz equation [4, 5, 6] . They are also used in the context of periodic media in [7] . From the numerical point of view, one of the interest of RtR operators is that, contrary to DtN operators for instance, they are bounded operators with bounded inverse and their discretization leads to well-conditioned matrices.
For the sake of conciseness of the presentation, we shall restrict ourselves to the exposition of the main ideas and results and to illustrate the method through numerical results. On the other hand, for the sake of rigor, we have chosen to make precise the functional framework inside which the arguments we shall develop can be completely justified. However, most theorems will be stated without proofs. The reader can find these proofs together additional details in [21, 13, 12] . Moreover, the functional analysis makes the presentaton of the method involved but it can be omitted at the first reading.
Let us also mention that, in order to avoid mathematical difficulties, we consider the case where the propagation medium is slightly absorbing, the absorption being quantified by a small positive parameter ε > 0 (see section 2). The challenging question of studying the limit case when ε tends to 0 (i.e. the limiting absorption principle) is still an open question to our knowledge. However the method that we present here can be formally extended to non absorbing media by using the heuristics proposed in [21, 12] for the case of periodic waveguides. Another advantage of RtR conditions is that they seem better adapted to the development of a numerical limiting absorption principle, which is the object of a future work.
Model problem
The model problem that we consider is the propagation of a time harmonic scalar wave in a 2D periodic medium, Ω = R 2 , with a local perturbation. More precisely, we shall assume that the geometry as well as the material properties of the plane are x and y− periodic except in a bounded region (see Figure ( 1) for an example). Specifically, we want to solve the 2D Helmholtz equation
under the following hypotheses :
1. The local perturbation to the periodicity in the domain of propagation Ω = R 2 is contained inside the bounded region Ω i .
In Ω e = Ω \ Ω i the periodicity is along the x and y directions with the same period L. We denote by C the reference unit periodicity cell
Without loss of generality, Ω i is chosen to be a square of the same size as C :
The boundary of Ω i is denoted by Σ i = ∂ Ω i . See Figure ( 2) for notation. Figure ( 2): Geometry and notation.
2. The index of refraction satisfies the following conditions:
3. The support of the source f is contained in Ω i .
4. ε is a physical parameter, typically small, that represents a slight absorption in the medium. We shall assume that ε > 0.
It is well known that the problem (P) admits a unique solution in H 1 (△, Ω), the closed subspace of functions in H 1 (Ω) whose laplacian is in L 2 (Ω).
In order to compute numerically the solution, our goal is to characterize the restriction of the solution u to Ω i , that we denote u i via a transparent boundary condition on Σ i . Instead of looking for an exact DtN condition as it is done in [13] , we want to write an impedance-like boundary condition. To be more precise, let us define the impedance
with the convention Im √ z > 0 and n i the unit normal vector which is outgoing with respect to Ω i . We wish to relate two "Robin traces" of u i along σ i , namely
Troughout the rest of this paper, this kind of boundary traces will be symbolized by arrows whose directions indicates what type of trace (outgoing or incoming) is considered. We look for an operator Λ, Robin-to-Robin or RtR, acting on functions defined on Σ i such as the transparent boundary condition for u i is written
To characterize, at least in an abstract way, the operator Λ, it suffices to write (P) as the transmission between u i to u e , the restriction of u to Ω e and rewrite the standard transmission conditions using Robin traces of u e and u i , namely
(u e and u i exchange their outgoing and incoming Robin traces) where n e = −n i is the unit normal vector of Σ i outgoing with respect to Ω e .
From (2) and (3), Λ be defined as (P e )
The notation u e (ϕ) indicates the dependence of the solution to (P e ) on the incoming Robin boundary data. The RtR operator Λ maps the incoming Robin boundary data of u e (ϕ) onto its outgoing Robin boundary data.
We derive a method for the characterization of the RtR operator Λ and we show that it can be characterized through the solution of local PDE cell problems, the use of analytical tools such as the Floquet-Bloch transform and the solution of operator-valued quadratic or linear equations.
We shall restrict ourselves to a particular situation that makes the presentation of our method simpler. More precisely, we shall consider the case where the periodicity cell C and the boundary Σ i are squares (as indicates previously), that implies that they are doubly symmetric and (H3) the restriction of the function ρ p to C is a function doubly symmetric.
The notion of double symmetry will be explained in section 3. This situation is often met in the applications. The method can be extended to the cases where (H3) is relaxed ( see the appendix B of [13] ).
Double symmetry and related results
We consider now a specific situation where the geometry and material properties, in addition to satisfying periodicity along the lines x and y, must satisfy some symmetry properties.
General definitions
We introduce the two diagonal lines A subset O is doubly symmetric if, the origin being chosen as the barycenter of O, it is invariant through the transformations S 1 and S −1 . We will denote O i , i ∈ {0, 1, 2, 3} the four isomorphic sets : 
Functional spaces on doubly symmetric sets
where
Note that this spaces are orthogonal in L 2 .
Given (p, q) ∈ {s, a} 2 , we define the closed subspace H
and the closed subspace H
REMARK 3.1
Despite the notation,
By definition, we can prove that (4) holds for H = In the sequel it will be useful to define restriction to a subset
. This is a slightly delicate issue for an analytical point of view.
Let R be the restriction operator defined by
Its inverse is an extension operator, which can be given explicitly thanks to the symmetries. Given φ 0 ∈ L 2 (∂ O 0 ):
with ε s = 1 and ε a = −1. For each (p, q) ∈ {s, a} 2 , we define the following spaces
equipped with the graph norm. One can show that R (p,q) is an isomorphism from
whose inverse is E (p,q) and that
Next, we extend the operator R (p,q) to H
This can be done by duality, noticing that ((·, · Γ is the inner product in L 2 (Γ))
This suggests an extension of R (p,q) as an operator
Thus, introducing the subspace of H
equipped with the graph norm, R (p,q) is an isomorphism from
Conversely, E (p,q) is extended as an operator
using :
REMARK 3.2
We can easily see that
using the notation of [26] and
with continuous injections.
Finally, we have
Physical assumptions and related decomposition of Λ
The sets C , Ω i and Ω e are doubly symmetric in the sense of Section 3.2.
In the following, we will suppose that the restriction of ρ p to C is a function satisfying double symmetry. Figure Using properties of the laplace operator, we can show that if the incoming Robin data ϕ has given symmetry or antisymmetry properties, the solution u e (ϕ) of the exterior problem (P e ) satisfies the same symmetries. Then, it is easy to conclude that Λ preserves symmetry and antisymmetry:
Hence we can write Λ in block diagonal form:
Therefore characterizing and computing Λ amounts to characterize and to compute each of the Λ (p,q) 's. For this, we will use a factorization of Λ (p,q) that we construct in the next section.
The characterization of Λ (p,q) is based on the factorization as the product of two operators. To do so, we need to introduce some additional notation, summarized by Figure (7) .
We shall divide the boundary Σ = ∂ Ω H of the halfspace Ω H into three parts:
The RtR operators I (p,q) .
We introduce the operator which maps the incoming trace ϕ on the square Σ i of u e (ϕ) (i. e. the boundary data of (P e ) into another Robin data along another boundary, namely the incoming trace of u e (ϕ) on Σ, as illustrated by Figure (8) . Since the incoming normal vector of Ω H is nothing but e x , this gives :
and the associated operators:
. The computation of these operators will be discussed in Section 6. Since Σ 0 = Σ i ∩ Σ, we have formally
which can be stated more rigorously
where we have defined another restriction operator R :
extended to an operator
by duality as we did for R (p,q) (See Section 3.2).
The halfspace RtR operator Λ H .
We define the halfspace RtR operator Λ H as follows
associated with the half space problem with incoming Robin boundary conditions (9). 
The factorization of Λ (p,q)
The important result concerning the factorization of the desired RtR operator Λ (p,q) is the following theorem whose proof is formally a consequence of the construction of the operators Λ H and I (p,q) (see figures (8) and (9)). Technically, the proof relies on the uniqueness of the solution of (P H ), see [13, 12] for more details.
and one has the factorisation
In (12), the two extension and restriction operators E (p,q) and R are trivial operators. However, we need to have a numerical method for computing, at least approximately, the operators Λ H and I (p,q) . The next two sections are devoted to a characterization of these operators that lead to a numerical method.
5 Computation of the halfspace RtR operator Λ H
Technical tools
We recall the definition and more useful properties of the Floquet Bloch Transform (see [22] for a more complete exposition) of function of one variable. This transform maps a function of y ∈ R into a function (y, k y ) ∈ K where
By defintion, k y is a dual variable or a wave number.
DEFINITION 5.1
The Floquet Bloch Transform (FBT) with period L is defined by ( see [22] )
where C ∞ 0 (R) is the set of C ∞ -functions with compact support.
Note that the sum in the definition of the FB Transformation is finite because of the compact support of f .
PROPOSITION 5.2
The FB Transformation extends to an isometry between L 2 (R) and L 2 (K) :
This identity allows us to extend uniquely the operator F by density to an isometry from L 2 (R) to L 2 (K).
The most important formula for us is the inversion formula:
The operator F is an isometric isomorphism from L 2 (R) into L 2 (K) whose inverse is given by
We shall use in the sequel the following properties of the FB transformation (the proofs are straightforward and left to the reader. See also [22] ). These properties make the FB transformation a priviligied tool for the analysis of linear PDEs with periodic coefficients.
PROPOSITION 5.4
The FB tranformation has the following properties 1. it commutes with the differential operators, in the sense that
It diagonalizes the translation operators
3. It commutes with the multiplication by a periodic function, in the sense that if µ is a Lperiodic function
Next we define the partial Floquet Bloch Transform in the y−direction in the halfspace Ω H
It is easy to see that F y is an isomorphism from
We want to know, now, how the Floquet Bloch Transform can extend to every spaces appearing naturally in the study. We need then to introduce spaces of functions on the domain Ω w of so-called k y quasi-periodic functions (k y being a parameter in ] − π/L, π/L[. We start from smooth quasi-periodic functions in Ω w :
where in the last equality we have identified the spaces H 1/2 (Σ + ) and
or equivalently
where in the last equality we have identified the spaces H
Moreover, the injection from H
Finally, the trace application
is a continous application from
Moreover, we can show that
We can now state the following results.
equipped with the norm
Finally, we can extend by duality the definition of F y to the space H −1/2 ( Σ) introducing the dual of
DEFINITION 5.6
Let ψ be in H −1/2 ( Σ), the following application (< ·, · > is the duality product between H −1/2 ( Σ) and
is a continuous linear application of
because of Theorem 5.5. The theorem of Riesz representation implies then
where the first duality product is between
and the second one is between
Finally, we define the FBT F y in H −1/2 ( Σ) by
which coincides with the classical definition in L 2 ( Σ) (see Proposition 5.2). Similarly, for anŷ
we define by duality F −1 yψ in H −1/2 ( Σ).
Reduction of the halfspace problem to half-waveguide problems
In this section, we reduce the solution of the halfspace problem (P H ) and thus the characterization of Λ H to the solution of a family of a half-waveguide problem in Ω w (See Figure (7) ) parametrized by the wavenumber k y .
Let u H (ψ) be the solution of (P H ) and F y u H (ψ) its FBT in the variable y. Applying F y to (P H ) and using Proposition 5.4 one easily sees that each F y u H (ψ) (·, k y ) is the solution of a waveguide problem. More precisely,
THEOREM 5.7
For each k y ∈] − π/L, π/L[,
Hence to determine the solution u H (ψ) of (P H ), we compute for all k y ∈] − π/L, π/L[ the solution u H k y (ψ k y ) of (P H k y ) and use the inversion formula in Proposition 5.3 : 
Let us introduce the RtR operator on Σ 0 for the k y quasi periodic half-waveguide problem, namely
The link between Λ H and Λ H is given by the THEOREM 5. 8 The halfspace RtR operator Λ H is given by:
where Λ H is given by (15) .
Solving the half-waveguide problems (P H k y )
Here we discuss the determination of Λ w (k y ). We shall use the division of the half-waveguide into periodicity cells separated by vertical segments (See Figure (10) ) :
The segments Σ n = Σ 0 + (nL, 0) can all be identified to the leftmost one Σ 0 ∼ [−L/2, L/2] and the cells C n can all be identified to the first cell 
One can show that P(k y ) is compact (using interior elliptic regularity forû H k y ), injective (using an argument of unique continuation) and has a spectral radius less than 1 (because of the L 2 nature ofû H k y ). See [21, 12] for more details for the proof of these results.
The second operator, D(k y ), is defined by Using the periodicity of the problem, one easily that
Then, by linearity, we have for any j ≥ 1, where for anyψ k y ∈ H −1/2 k y (Σ 0 ), the two fonctions e 0 (k y ;ψ k y ) and e 1 (k y ;ψ k y ), namely the unique solutions in H 1 (C ) of the following elementary cell problems posed on C :
satisfying k y quasi-periodic boundary conditions on
and nonhomogeneous incoming Robin conditions on Σ 0 et Σ 1 (see Figure (13 ) for an illustration):
Formula (20) shows that the computation of the e 0 (k y ;ψ k y )
The functions e j (k y ;ψ k y ), j = 0, 1 solutionû H k y is achieved through the characterization of the two operators D(k y ) and P(k y ). At this stage of the exposition, the definitions of these operators rely onû H k y (ψ k y ) which is a solution of a problem posed in an unbounded domain. We shall see in the following how to determine these operators by solely solving local problems of the type (21, 22, 23) , which is one key point of the method.
Note that the relation (20) ensures thatû H k y (ψ k y ) is the solution of the Helmholtz equation inside each cell C j . To make the characterization complete, we have to write that the correct transmission condition across Σ j , that we can write as
(24) If we define the local RtR operators such that for any incoming Robin data (see Figure (14) for a schematic illustration)
the reader can easily that the relations of continuity 
Eliminating D(k y ), the operator P(k y ) is then a solution of the stationary Riccati equation (the operator T 11 k y is invertible, see [12] )
Actually, this equation characterizes uniquely the operator P(k y ):
THEOREM 5.9 (CARACTERISTIC EQUATION)
The operator P(k y ) is the unique compact operator
satisfying the condition ρ(P(k y )) < 1 (27) which solves the stationary Riccati equation:
and is the quadratic map given by
Once P(k y ) is determined solving the stationary Ricatti equation, D(k y ) is obtained using the first relation of (26) :
we build cell by cell the solutionû H k y using (20) and finally using again (20) for j = 0, we see that
6 Characterization of the RtR operators I (p,q)
In this section, we establish a linear equation that characterized the operator I (p,q) and is adapted for numerical computation. This requires to introduce again new operators.
New RtR operators associated to the half space problem
Here we define some incoming RtR operators associated with the halfspace problem (P H ). Let Σ be the boundary of Ω w :
We can identify Σ with Σ (≡ R), as well as Σ ± with Σ ± via the bijection Φ (see Figure (15 )) : Accordingly, functions defined on Σ can be associated to functions on Σ. More precisely, for any ψ : Σ → C, we will note in the following :
The arrow in the notation − → Σ ± simply emphasizes the fact that he identification between Σ ± and Σ ± is coherent with the orientations indicated of Figure  (15 ). Next we introduce additional operators the interest of which will appear later.
To define rigorously these operators, we first recall that taking the restriction of a function defined on Σ respectively to Σ 0 , Σ + and Σ − , can be extended, when properly defined by duality, as a continuous linear operator from
repectively in
We need an analogous framework for the concatenation operation : construct a function on Σ by concatenating functions defined on Σ 0 , Σ + and Σ − . For this we need new functional spaces :
equipped with its natural Hilbert structure and its dual (this is a definition)
The interest of this space is that the concatenation operator, naturally defined for L 2 functions, can be extended continuously into a continuous operator from the product
DEFINITION 6.1
Given ψ ∈ H −1/2 ( Σ) and u H (ψ) be the solution of (P H ), we define the RtR operators:
such that for all ψ ∈ H −1/2 ( Σ)
Characterization of the incoming RtR operators I (p,q)
By definition of I (p,q) and thanks to (11) , it is easy to see that each incoming RtR operator belongs to the following affine space :
where R is defined in 4.1. Now we present the fundamental relation satisfied by I (p,q) .
THEOREM 6.2
For each (p, q) ∈ {s, a} 2 , the operator I (p,q) is the unique solution to the following problem: 
In the same way, from Σ − = S −1 Σ − , we deduce that
Completing the above equalities with
we easily conclude, using the definition of I (s,s) .
For the uniqueness of the solution, one combines symmetry arguments with uniqueness results for quarter plane problems with incoming RtR conditions. The idea are are similar to the ones developed in [13, 12] , respectively for Dirichlet or Neumann conditions.
The equation E (p,q) is quite abstract for he moment but we are going to see how it can be solved numerically.
About the resolution of the affine equation (E (p,q) )
To be able to solve E (p,q) we need to be able to compute the operators I H (p,q) .
The computation of these operators relies on the solution u H (ψ) of the halfspace problem (P H ) which can be computed via their Floquet Bloch transforms and the method described in section 5.
To express our result, we need to introduce some local RtR operators depending on the elementary solutions e 0 and e 1 of the cell problems (21)-(22)-(23) (see Figure (10) ), namely:
are oriented segments (the trace on − → Σ + 1 is taken in the direction of increasing x whereas the trace on − → Σ − 1 is taken in the direction of decreasing x). See Figure (16) . 
Next, we form new operators in
and, setting ε s = 1 ans ε a = −1,
It can be shown that, for each (p, q) ∈ {a, s} 2 ,
and leads to a useful characterization of I H (p,q) :
PROOF:
We write the proof for (p, q) = (s, s), the other cases follow similarly.
For simplicity, we restrict ourselves to the case of sufficiently smooth ψ for instance. In this case,
and its restriction to any subset of Σ is defined directly. The extension to the more general case can be done by duality.
In the case n = 0, Expression (14) gives:
whereψ k y = F y ψ(·; k y ). We denote by − → Σ − n and − → Σ + n the following sequence of intervals of length L :
Using the relations (20) , we see easily that the outgoing Robin data of the solutionû H k y (ψ k y ) of (P H k y ) on − → Σ + n and − → Σ − n can be expressed via the operators I {0,1},± (k y ) defined in (31) , for all k y ∈] − π/L; π/L[ and n ≥ 1:
where I ± (k y ) = I 0,± (k y ) + I 1,± (k y )D(k y ). Using these relations, we obtain
We apply then the FB-Transform to I H (s,s) ψ using the identification Σ ∼ R,
By inverting the integrals over [−π/L, π/L] and the sum over n, we are led to using the following formula
In fact for every k y , P(k y ) is compact and its spectral radius is strictly less than 1. Actually, we could prove (see [12] for more details) that for ε > 0 small enough, the spectral radius of P(k y ) is uniformly bounded in k y by a constant that is strictly less than 1:
The property: lim n→+∞ P(k y ) n 1/n = ρ(P(k y ))
for the norm of L (L 2 (Σ 0 )) ( [31] ), implies that for some ρ * ∈ ]e −τ ε , 1[, n large enough we have for all k y P(k y ) j ≤ ρ j * which yields the absolute convergence of the series (34). Therefore, for each k y and k x , I − P(k y )e ±ıLk x is inversible and the sum (34) converges uniformely in the norm of L (L 2 (Σ 0 )). The inversion of the integral and the sum is then possible.
Let us come back now to the resolution of the affine equations (E (p,q) ). Since the operators I H (p,q) (see Definition 6.1 and Proposition 6.3) are defined via their Floquet Bloch tranforms, it makes sense that we will try to formulate (E (p,q) ) using the FB tranform as well.
COROLARY 6.4
For any ϕ ∈ H −1/2 (p,q) (Σ i ), the function
is the unique solution to the following problem:
where R (p,q) is the restriction operator on Σ 0 defined in section 3 andÎ H (p,q) is given in Proposition 6.3.
PROOF:
To obtain (35-(i)), we apply the FB tranform to the equation Numerically, we wish to apply a Galerkin procedure to approximate the problem (35). This means that we would like to look for the unknown function in a vector space which amounts to make the condition (35-(ii)) homogeneous. To do so, we introduce an extension operator
so that I (p,q) ϕ − Eϕ = 0 on Σ 0 .
Introducing the new unknown
we easily see that it is the unique solution to the problem :
In practice, we will solve (37) instead of (35).
Variational formulation
Before discussing a variational formulation of (37) we define some function spaces:
W := ψ 0 ∈ V,
and W ′ := ψ 0 ∈ V ′ , π/L −π/Lψ 0 (·, k) dk = 0 . (42) REMARK 6.5 According to proposition 5.3, it is clear that
where we recall that the restriction of a function in
Similarly,
Note that by definition, V ′ is the dual of V . In what follows, we shall denote the duality product between V and V ′ ψ,θ · V := π/L −π/L ψ(·; k x );θ (·; k x )
where the duality product inside the integral is the one between H −1/2 k x (Σ 0 ) and H 1/2 k x (Σ 0 ). This duality product simply extends the standard inner product in
We choose to solve by a Galerkin method the problem (37), which according to proposition 6.3 corresponds to the integral equation:
with the linear constraint (37-(ii)). The kernel K (p,q) is defined in (32).
Now we describe the variational formulation
where we look for a solution in W with test functions also in W ′ .
PROPOSITION 6.6 (VARIATIONAL FORMULATION)
For (p, q) ∈ {s, a} 2 and ϕ ∈ H
where Eϕ is defined by (36) andψ 0 pq ∈ W is the unique solution to the following problem :
withĝ ϕ defined by (38) and < ·, · > the dual product between V and V ′ .
PROOF:
It is easy to see that ifψ 0 pq is the solution of (37), it is also the solution of (Q ϕ (p,q) ).
Let us show now the uniqueness. Letψ 0 be a solution of
and let us show thatψ 0 = 0. The proof can be done in three steps.
(1) We prove first that (I −Î H (p,q) )ψ 0 ∈ W . (2) We prove now that (I −Î H (p,q) )ψ 0 = 0.
Given the step (1) and the relation (43), the functionν
and then since (44), we have ∀θ 0 ∈ V ′ ,
We conclude writing that ν 0 ,
by definition of W .ν 0 is an element of W ⊂ V , for which the scalar product with any element of V ′ vanishes, that implies thatν 0 = 0.
(3) We can prove now thatψ 0 = 0.
Indeed, the uniqueness of the problem (35) gives
which can be summarized by
We know thatψ 0 ∈ W and the result of the step (2) givesψ 0 ∈ Ker(I −Î H (p,q) ). We conclude thatψ 0 = 0.
According to proposition 6.3, (Q ϕ (p,q) ) can be rewritten as Findψ 0 ∈ W, such that for allθ 0 ∈ W ′ a (p,q) (ψ 0 ,θ 0 ) = ℓ(θ 0 ), (Q ϕ (p,q) ) where a (p,q) (ψ 0 ,θ 0 ) := π/L −π/L dk x ψ 0 (·; k x );θ 0 (·; k x ) − π/L −π/L K (p,q) (k x , k y )ψ 0 (·; k y );θ 0 (·; k x ) dk y ℓ(θ 0 ) := π/L −π/L ĝ ϕ (·; k x );θ 0 (·; k x ) dk x (45) where K (p,q) (k x , k y ) is defined by (32) and < ·; · > is the duality bracket between
. This is the problem we solve in practice.
7 Algorithm for the resolution of (P)
We summarize the method presented in the previous sections for the computation of the RtR operator Λ in the following algorithm : 
where R is the restriction operator from Σ onto Σ i 0 and E (p,q) is the extension operator introduced at the end of Section 3.
Determination of the RtR operator Λ from (9) .
Once the RtR operator Λ is computed, the interior problem posed in the bounded domain Ω i
The choice for the discretization of the problem is taken mainly because of the resolution of the non standard integral equation (Q ϕ (p,q) ). Indeed, a priori, the discretization of (Q ϕ (p,q) ) relies on • the choice of an appropriate finite dimensional approximation space for W ;
• the construction of an appropriate approximation of the bilinear form a(·, ·).
One has to take into account that
• The operator K (p,q) (k x , k y ) is not known analytically and must be approximated numerically (this is related to the resolution of the cell problems ans the approximation of the operators I 0,± (k y ), I 1,± (k y ) defined in 31, D(k y )) defined in (19) and P(k y ) defined in (18) ;
• the approximation of K (p,q) (k x , k y ) (which depends smoothly on (k x , k y )) can be done only for discrete values of (k x , k y ) : quadrature in (k x , k y ) is required.
For this reason it seems to us that it is easier to work in a space of functions generated by basis functions which are tensor product, as we shall detail later. Moreover, we need in principle to deal with two constraints :
• the constrain of zero-mean value in the kvariable appearing in the definition of W ;
• the k y -quasi-periodicity in the y−variable condition for the operators P(k y ), D(k y ), K (p,q) (k x , k y ),...
It appears difficult to take into account these two constraints strongly in the approximation space, especially if we want to work in the "(x, k)-tensor product space".
We have chosen to take into account the quasiperiodicity condition weakly by using a mixed variational formulation and a mixed finite element approximation of the cell problems, which allows us to construct approximate operators
where V h is a finite dimensional subspace of L 2 (Σ 0 ) (typically with piecewise polynomial functions).
Using appropriate discretization of the periodicity cell problems, we can construct
See Section 8.1.2 for more details. Finally, by construction,
Then, we shall construct the approximation subspace of V as a subspace of :
and then the approximation subspace of W as a subspace of :
It suffices then to choose the same approximation subspaces for V ′ and W ′ as respectively the ones for V and W and to replace the duality product in (45) by the scalar product in L 2 (Σ 0 ).
The semi-discrete (in y) problem is :
where a h (p,q) (ψ 0 h ,θ 0
For the discretization in k, we divide the interval
Given q ∈ N, we introduce
where P q is the set of polynomials of degree q.
Let us now introduce
with N k = N(q + 1) − 1 and consider the approximation space of W
Finally, we consider a quadrature formula in
and introduce the quadrature points
The fully-discret problem that we solve is :
Discretization of the half waveguide problem (P H k y )
For each quasi-period k y (typically the quadrature points introduced in the previous section), we need to construct discrete approximations of P(k y ), D(k y ) and also I 0,± (k y ) and I 1,± (k y )
The first two quantities require approximations to the operators T i j k y , i = 0, 1, j = 0, 1.
We introduce a regular (for simplicity) 1D mesh of Σ 0 (and then Σ 1 by periodicity) made of N h equal segments of length h > 0. We introduce the same mesh for Σ + 1 and Σ − 1 to keep the double symmetry property of the periodicity cell. We approximate
by the subspace V h of piecewise constant functions on this mesh.
The approximate operators For solving the cell problems (21-22-23) (we have 2N h problems of this type), we first rewrite them as a (∇, div) first order system, use H(div) × L 2 mixed formulation and discretize the resulting variational problem with the lowest order Raviart-Thomas mixed finite elements [27] on the doubly-symmetric periodic mesh of C (i.e. the "traces" of this mesh on Σ 0 , Σ 1 and Σ ± 1 coïncide with the 1D mesh introduced above).
The advantage of such a choice is that both the traces of the scalar unknown and of its normal derivative are degrees of freedom of the method and both belong to V h , so that the operators T i j k y ,h , I 0,± h (k y ) and I 1,± h (k y ) are naturally in L (V h ).
To determine P h (k y ), we solve the discrete problem
is a matrix quadratic equation.
The resolution of (48) can be done using one of the two following methods (see [21] for more details about these methods) :
(i) a spectral approach ;
(ii) a modified Newton method.
The spectral approach (i) leads to solve the matrix quadratic eigenvalue problem:
We can show that the solutions of this matrix quadratic eigenvalue problem are associated by pairs (λ , 1/λ ). We keep exactly those N h eigenvalue and eigenvector pairs, {(λ 1 , ϕ k 1 ), · · · , (λ N h , ϕ k N h )}, for which |λ i | < 1, and discarding the rest (also numbering N h ).
One can also think about solving directly the nonlinear equation (48) using a Newton's algorithm for instance. The difficulty is to take into account the constraint about the spectral radius. That is why we have proposed a heuristic modified Newton's algorithm where a projection step is applied at each step of the algorithm. The algorithm we suggest consists in constructing, from the initial guess P 0 h (k y ) = 0, the sequence P n h (k y ) defined by:
• is small enough.
The solution P h (k y ) is expected to be the limit of the sequence P n h (k y ).
Once, P h (k y ) is determined, the operator D h (k y ) is obtained using the discrete version of the first relation of (26) and the approximation of the solution of (P H k y ) can be constructed cell by cell using a discrete version of (20) once we have the 2N h basic solutions of the cell problems (21-22-23) , P h (k y ) and D h (k y ).
For the approximation of the halfspace RtR operator Λ H (resp. the approximation of the solution of (P H )), it suffices to apply the theorem 5.8 (resp. the relation (14)) taking into account the discretization of the k y -variables introduced in Section 8.1.1.
Since we do not have actual solutions to the problem of wave propagation in a general locally perturbed periodic media, we cannot say for certain that the solution we obtain by following the procedure described in the previous sections is indeed the solution. However, we make comparisons to check self-consistency in all the numerical examples.
Particular case of homogeneous media
We first apply the procedure described in the previous sections to the case of a locally perturbed homogenous media, namely the case where ρ p is a constant. Note that for an homogeneous media, it is quite original to use a square boundary to construct the DtN operator.
We represent Figure 17 (a) the source f whose support is included in Ω i = [−0.5, 0.5] 2 , the index ρ p = 1 and we suppose the period of the media equal to 1 (which means that all the computations will be done in a periodicity cell whose size is 1). Using the algorithm described previously, the RtR operator can be computed and the interior problem can be solved. We represent the interior solution Figure (17) : The source f on [−6.5, 6.5] 2 (its support is included in Ω i = [−0.5, 0.5] 2 ) and the solution u i of in Ω i (P i ) (computed thanks to the construction of RtR operator Λ)
Finally to build the solution everywhere, we use the algorithm presented in Section 7. Note that in this case, since the source is with double symmetry, ϕ i is too : ϕ i = ϕ i (s,s) . Here again, we recover the revolution symmetry of the solution. 
More general periodic media
We can apply now our algorithm to a general periodic media, whose refraction index is represented Figure (23) , the source is given in Figure (24) . The period here is equal to 1. After computing the DtN operator, the interior problem can be solved and we represent the interior solution Figure (25) . We use finally the same algorithm as previously for the reconstruction of the solution outside Ω i (see Figure (26)). 
Invariance with respect to the choice of Σ i and C
The solution of the whole problem has to be independant of the choice of the artificial boundary Σ i and the periodicity cell C . One easy way to validate the method is to change their size and check that the solution is the same. For the same media as previously, we choose a bigger boundary Σ i as shown Figure (27) . All the computations are done in a periodicity cell whose side is equal to 2. The new interior solution u i is represented Figure (28 ) and the solution is finally reconstructed in the region [−6.5, 6.5] 2 as shown in Figure (29) . We recover the solution computed in the previous section and shown Figure ( 
