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ABSTRACT
Essays in Agriculture and the U.S. Economy
Christopher D. A. Boone
This dissertation studies the agricultural sector in the United States. The first two chap-
ters investigate the U.S. agricultural economy during the Great Depression, while Chapter
3 looks at the effects of air pollution on crop yields in recent years.
In Chapter 1, Laurence Wilse-Samson and I examine the widespread migration to farms
in the U.S. during the Great Depression. We show that the option to move to farms serves as
informal insurance during times of economic crisis, and that modernization in the agricultural
sector reduces the ability of the land to provide this insurance function. The movement to
farms also has spillovers on the broader economy, facilitating a decline in market-based
expenditure and a shift into home production. At the same time, by absorbing surplus
labor, the subsistence farm sector puts upward pressure on nonfarm wages and thus provides
a countervailing force against deflation. We also provide evidence that the introduction of
formal unemployment compensation reduces the movement to farms later in the decade.
Our results bring attention to a less-studied effect by which formal insurance stabilizes the
economy during deep crises: it increases market demand by diverting consumption away
from home production and towards market-based expenditure.
Chapter 2 examines the effects of the Great Depression on out-migration from farms, and
how those effects vary across different groups of agriculturalists. Using complete count data
from the U.S. population census, I match a sample of individuals from the 1930 census to
their records in the 1940 census. Because the 1940 census includes information on location
and farm status in 1935, this linked sample provides information on location and farm status
for the years 1930, 1935, and 1940, allowing me to follow individuals over the course of the
Great Depression. I show that farmers in mechanized agricultural regions are more likely
to leave their farms during the crisis, compared to farmers in less mechanized regions, but
they are no more likely to transition to the non-farm sector. While tenant farmers are
in general more likely to out-migrate compared to farm owners, this differential is even
larger in the more mechanized, high-productivity areas. And while farm owners from more
productive regions end up earning higher incomes than owners in less productive areas, there
is no corresponding earnings premium for tenant farmers. These results suggest that the
benefits from productivity-enhancing technological progress accrue to the owners of the land
resources, while the costs of the farm crisis (in terms of displacement) are borne heavily by
renters. Finally, I show that places with high levels of farm mortgage debt experience higher
rates of out-migration, and their residents report lower subsequent income; in addition, the
negative effects of mortgage debt on income are more heavily concentrated among farm
owners.
In Chapter 3, Wolfram Schlenker, Juha Siikamäki and I provide new empirical evidence
of a possible nonlinear effect of ozone on corn yields using data for the years 1993-2011 from
a comprehensive sample of the Eastern United States that accounts for 91% of U.S. corn
production. Our county-level panel analysis links observed historic corn yields to various air
pollution measures constructed from fine-scaled hourly pollution monitor data. We find a
statistically significant critical threshold of 72 ppb for hourly daytime ozone, considerably
higher than the 40 ppb threshold derived in controlled experiments that is used as a standard
in Europe. The reduction in peak ozone levels is responsible for 41% of the observed trend
in average yields in 1993-2011. Our results improve the understanding of the benefits from
environmental regulations and contribute to better projections of future agricultural yields
and long-term commodity prices.
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Chapter 1
Modernization, Rural Migration, and
Market Withdrawal: Evidence from
the Great Depression
Christopher Boone and Laurence Wilse-Samson
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1.1 Introduction
The reallocation of labor across sectors is an important part of economic development and
growth, and there is a large literature focusing specifically on the process of structural
change from agriculture to manufacturing. This process is generally accompanied by large-
scale urbanization, as workers leave the agricultural sector and migrate to cities. Periods of
economic crisis, however, have witnessed substantial declines in the rate of migration from
farms to cities, as well as increases in the rate of so-called reverse migration back to farms.
This pattern has been observed during the Great Depression (Boyd 2002; Spengler 1936;
Thompson 1937), during the East Asian crisis of the late 1990s (World Bank 2007; Li 2009),
as well as during the recent financial crisis of 2008-2009 (Kong, Meng, and Zhang 2010;
Huang et al. 2011).
In this paper we study the migration between agriculture and the nonfarm sector in the
United States during the Great Depression, and particularly the movement out of towns and
cities and onto farms. First, we show that the ability to move to farms serves as a source of
informal insurance in the early years of the crisis, during a time when formal insurance is not
widely available.1 But while the farm sector as a whole absorbs large numbers of migrants,
the pattern of migration is not evenly distributed across space. Capital-intensive farm areas
are far less able to absorb in-migrants, and the bulk of the movement is to low-productivity
farms for the purpose of subsistence production.
Second, we demonstrate that the movement to farms has spillovers on the broader
economy. Counties with easier access to available farmland witness a relative decline in
1. Owen (1966) used the term “farm-financed social welfare” to refer to the “maintenance at farm-sector
expense of any labor that is rendered redundant by the development process in that sector until such time
as this labor actually realizes an alternative employment opportunity in the nonfarm sector.” World Bank
(2007) used the same term to refer specifically to the social protection provided by the movement to farms
during the East Asian financial crisis.
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market-based output, indicating that the movement to farms facilitates a withdrawal from
market-based consumption and a corresponding shift into home production. In a demand-
constrained economy, this reduction in aggregate demand is likely to exacerbate the downturn
in the market. At the same time, by reducing labor supply in the nonfarm sector, the sub-
sistence farm sector also puts upward pressure on local nonfarm wages, with implications for
the aggregate price level.
Third, we present evidence that the introduction of unemployment insurance in the later
years of the Depression reduces the movement to farms. Taken together, our findings high-
light an under-studied channel through which formal insurance can have stabilizing effects
during deep downturns: it helps to divert consumption away from home production and
towards market-based expenditure. That is, it reduces the “market withdrawal” that ac-
companies some of the informal strategies that people employ to cope with shocks, like
moving to farms.
Our empirical strategy in this paper relies on three main sources of spatial variation: (1)
differences across U.S. counties in the initial nonfarm industrial composition, which affects
the depth of the economic downturn during the Great Depression; (2) variation in farm-
related endowments, including land topography, which affects the suitability for mechanized
agriculture; and (3) differences in state-level banking regulations, which lead to discrete
changes across state boundaries in the level of exposure to formal credit markets. We use
data from a number of sources, including the population and agricultural censuses. In
addition to data on total population and farm population at the county level, we also have
a direct measure of the movement to farms from towns and cities. This measure comes from
the 1935 U.S. Census of Agriculture, which reported county-level statistics on the number
of farm residents in 1935 who had previously lived in a nonfarm residence in 1930.2
2. The data are described in detail in Section 3.2.
4
We begin by confirming the prevailing narrative that the migration to farms is driven
at least in part by the crisis in the nonfarm economy. We find that counties facing worse
shocks to their nonfarm industries see higher rates of migration onto farms and a relative
increase in their farm population. People are fleeing the cities with the most job losses and
moving to farms because the farms provide some means of subsistence, like a job, food or
shelter. In order to obtain causal impacts of the decline in local-area industrial employment,
we construct two instruments, both of which are based on the initial industrial composition
in the county in 1930. The first is the percentage of all manufacturing workers in the county
in 1930 who are employed in industries classified as producing durable goods, and the second
is the Bartik-predicted change in nonfarm employment between 1930 and 1940.3
We then examine the characteristics of the places that people are migrating to, and we
observe that much of the movement is to less-productive farm areas.4 We show that this
variance in the rate of migration across counties reflects differing levels of modernization in
the agricultural sector; that is, mechanization and commercialization reduce the ability of
the land to provide informal insurance as a direct means of basic subsistence. Our empirical
strategy relies on spatial variation in agricultural endowments that affect the suitability of the
land for modernized production. We show how land topography — specifically the average
slope, or ruggedness, of the land — influences the suitability for large-scale mechanized
agriculture. Farm areas with smoother (or less-rugged) land have higher land values and
3. Romer (1990) has shown that the national consumption decline in durable goods was much greater
than for non-durables, and our results confirm that higher employment in durable industries translates into
much larger job losses at the county level. On this topic, see also Rosenbloom and Sundstrom (1999) and
Bernstein (1987). The Bartik-predicted change in county-level employment is obtained by weighting the
national-level change in each nonfarm industrial sector by the initial county-level employment shares in
those sectors (Bartik 1991; Blanchard and Katz 1992). See Section 1.5.1.
4. This is true across a variety of measures: people are moving to places with lower land values, lower
values of farm equipment, lower measures of soil fertility and crop suitability, and lower levels of output per
farm resident.
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more capital-intensive production. Rugged farm areas, however, are far more likely to attract
in-migrants compared to their less rugged (and more mechanized) counterparts. While the
ruggedness of the land makes these areas less amenable to modernization in agriculture,
it also preserves the ability of these lands to provide a means of subsistence during the
downturn. This insurance function appears to be quite valuable, especially during the worst
years of the crisis, which occurred prior to the provision of New Deal relief programs.5
Two additional tests provide further support for the idea that modernization reduces the
ability to migrate to farms during the crisis. First, we consider the effect of a proxy for market
integration, namely, whether the county has access to navigable waterways, which reduces
transport costs and makes it easier for farmers to ship their goods to market. Based on our
earlier results, we would expect that farm areas with higher levels of market integration are
less able to absorb in-migrants, and this is precisely what we find. Second, we test whether
integration into formal markets for credit and banking affects the movement to farms. The
reasoning is that access to financial capital promotes modernization by allowing for increased
investment. And here again we find that exposure to markets reduces the movement to farms.
We investigate a number of related characteristics in order to determine why people
are moving to these less-productive areas. We find that people are moving to farm areas
not because there are explicit market-based employment opportunities available there, but
because the farmland offers some other means of subsistence, such as shelter and the ability
to grow your own food.6
5. Moreover, we find evidence that this pattern of migration is not unique to the Great Depression era.
Using county-level population data from the decennial census from 1860 to 1940, we find that rugged areas
gained population relative to less-rugged areas during the decades with lower rates of national GDP growth,
and they lost population during decades with higher GDP growth. But this relationship is most stark in the
Depression years.
6. We also show that the relative changes in the farm population are not driven solely by variation in
the number of in-migrants seeking access to cheap or available land. In fact, a large proportion of counties
actually witness a decline in their farm population. It’s not just that there are fewer in-movers in these
6
Finally, we investigate how the reliance on migration as a source of social protection
affects local labor markets and macroeconomic performance. In order to do so, we exploit
the fact that ruggedness affects the rate of in-migration. We can then compare rugged areas
to less-rugged areas in terms of their changes in both the farm and nonfarm sectors.
Rugged farms are drawing in migrants both from nearby (rugged) cities as well as from
less-rugged places farther away. As a result, rugged counties experience a relative increase
in population. Yet despite this influx of population, these areas see a relative decline in
aggregate sales and employment in the local retail and wholesale sectors. One interpretation
of this result is that a large number of people in the county are satisfying their needs via home
production instead of engaging in market-based trade. So, while it’s reasonable to think that
(at least some of) these migrants are individually better off as a result of having access to
available land, the accompanying retreat from the market economy may also exacerbate the
downturn by reducing the market-based demand for goods and services.
At the same time, however, rugged counties witness a relative increase in the aggregate
wage bill in these nonfarm sectors. The availability of a nearby subsistence farm sector puts
upward pressure on nonfarm wages, most likely through the effects on labor supply. Because
laid-off workers in rugged towns have the option of moving to farms, they are less likely
to seek employment in the local retail and wholesale sectors; people in less-rugged towns,
however, have more difficulty moving to farms and thus are more likely to search for nonfarm
employment, driving down wages.
Our results have several implications for policy. First, since modernization in agriculture
reduces access to informal insurance, as the economy modernizes there is a greater need for
alternative insurance mechanisms like state-sponsored social insurance. Second, the results
bring attention to an important channel through which formal insurance payments boost
(modernized) areas, but that the existing population leaves, or gets driven out.
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aggregate demand and help the economy buffer shocks: to the extent that cash payments
reduce the movement to farms, they divert consumption away from home production and
towards market-based expenditure. Third, in a deep crisis like the Great Depression, changes
in labor supply can have large impacts on wages; to the extent that policies like unemploy-
ment insurance reduce search intensity in the labor market, this can actually lead to an
increase in aggregate wages.
The remainder of the paper proceeds as follows. Section 1.2 discusses the relevance of
our results in relation to the existing literature. We follow with a brief discussion of the
historical background (Section 1.3), a description of our data (Section 3.2) and empirical
specifications (Section 3.3), and our main empirical results (Section 1.6). Informed by our
earlier results, Section 1.7 discusses the macroeconomic implications of the movements to
farms. We present evidence that the provision of unemployment insurance substitutes for
the informal insurance provided by migration to farms; we discuss the spillover effects of
the withdrawal from the market; and we comment on the effects on agricultural prices.
Section 1.8 concludes.
1.2 Related Literature
Our paper relates to a number of existing literatures, including the large body of work
studying the process of structural transformation from an agriculture-based economy to an
industrialized economy (Lewis 1954; Ranis and Fei 1961; Matsuyama 1992; Gollin 2010).
Models of long-term transformation contain assumptions about the mechanisms underlying
the sectoral transitions. We study these transitions by taking a short-term view, which
can be useful for judging the validity of existing growth models.7 We also bring renewed
7. These implications are addressed in more detail in Section 1.8.
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attention to the concepts of surplus labor (Lewis 1954) and access to land for the poor and
dispossessed.
In addition, our paper relates to the literature on informal insurance and individual
and household coping strategies in response to shocks. Klasen and Woolard (2009) look at
changes in the dynamics of household formation in response to high unemployment in South
Africa; in the US, Kaplan (2010) finds that the option to delay leaving home or to move back
in with parents serves as an important source of insurance for the young. Yagan (2014) finds
large migration responses to labor market shocks. Like these papers, we see large changes in
population movements in response to economic shocks; in addition, we present evidence of
negative effects of this migration, in the form of reallocation of workers into low-productivity
regions and sectors, as well as a general withdrawal from the market economy.
There is a large literature suggesting that exposure to markets and new technologies af-
fects social relations and can erode traditional forms of social protection (Scott 1977; Polanyi
1944; Marx 1847).8 Li (2009) discusses the rural migration during the East Asian crisis of
the late 1990s, and she draws attention to the tension between inequality in access to land
for the poor and the promotion of modernization in agricultural production. Our data from
the historical U.S. reveals this same tension. While much of the existing literature focuses
on this inequality as a source of conflict, our focus here is on the economic consequences and
what they tell us about how markets function.
The financial crisis of 2008 and subsequent global recession has led to renewed interest
8. See, for example, Scott (1977, p. 199): “To focus on price fluctuations alone is to understate the vulner-
ability of an agrarian cash economy to subsistence crises. In the course of its development a commercialized
economy tends both to trip away traditional structures of protection that characterized the earlier society
and to create a floating labor force that is wholly dependent on the cash nexus. So long as the price of rice
rose and the market for labor remained buoyant, the erosion of these traditional securities might occasion
little alarm. It is indeed possible to imagine a willing complicity of the lower class in the commercialization
of labor relations in the rare cases where it appears to benefit them. But when a crisis strike there are fewer
retreats for this population.”
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in the causes of sharp economic contractions, and it has inspired comparisons between the
recent crisis and the Great Depression. Some early analyses of the causes of the Great
Depression focused heavily on the shock to agricultural prices (Ohlin 1931). More recently,
Delli Gatti et al. (2012) focus on the relationship between long-run sectoral adjustments
and short-run crises, and they draw explicit comparisons between the decline of agricultural
employment in the U.S. economy in the 1920s and 1930s and the much more recent decline in
manufacturing employment.9 Our contribution to this literature is twofold. First, we offer
evidence of the displacement of agricultural workers as a result of improved productivity
on farms. And second, we highlight the heterogeneity within the agricultural sector, in the
sense that the subsistence agricultural sector should be viewed as significantly distinct from
the market-based commercial sector. While a naive reading of the agricultural population
and output data might suggest a relative resurgence of “agriculture” during the Depression,
we demonstrate how the increase in the agricultural population is in fact consistent with a
large negative shock to that sector, and that any comparisons to (say) the manufacturing
sector today should focus explicitly on market-based agriculture.
While the wealth of literature on the Great Depression is vast and impossible to survey
here, there are several papers focused on migration that are especially relevant. Boustan,
Fishback, and Kantor (2010) note that home economy shocks resulted in out-migration.
Using variation in New Deal program generosity and weather shocks, they study the effect
of migration on local labor markets. They find that in-migration “had little effect on the
hourly earnings of existing residents... [instead causing] some residents to move away and
others to lose weeks of work or access to relief jobs” (p. 720). They note that the lack of
9. Earlier economists also emphasized the interaction between the agricultural and manufacturing sectors.
Garraty (1987) quotes Gardiner Means arguing in 1935 (p. 54) “The whole Depression might be described as
a general dropping of prices at the flexible end of the price scale [agriculture] and a dropping of production
at the rigid end [manufacturing].”
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an effect on wages is consistent with “the presence of sticky wages and high unemployment
during the Depression” (pp. 720-721). Fishback, Horrace, and Kantor (2006) document a
positive in-migration response to New Deal public works and relief grant spending. On the
other hand, they find that payments made to farmers under the Agricultural Adjustment
Act (to reduce production) were associated with out-migration on net.10
Much of this existing literature studies the New Deal period beginning after the dramatic
downturn; indeed, a number of these papers exploit spatial differences in the intensity of New
Deal fund disbursements as a source of identifying variation. In contrast, our paper examines
the movement to farms during the economic crisis, most of which occurred during the initial
downturn and prior to the introduction of New Deal policies. An important prerequisite for
interpreting the findings discussed in these papers is to understand how the enormous shock
of the downturn affected the distribution of population going into the New Deal. In this way
our paper feeds into this rich literature.11
10. On the effects of the AAA, see also Depew, Fishback, and Rhode (2013) and Alston (1981). There
are also a number of papers examining the growth and diffusion of tractors in the first half of the twentieth
century. Sorensen, Fishback, and Kantor (2008) study the effects of New Deal programs on tractor adoption
in the 1930s. They document an increase in the share of farms owning tractors between 1930 and 1940, from
16.8 percent to 32.4 percent. Lafortune, Tessada, and Gonzalez-Velosa (2013) look at the interaction between
migration flows and technological change. They study the effect of immigration flows (and hence, access to
labor) on technological choice, organizational form, and output between 1910 and 1940 using data from the
Census of Agriculture. Higher labor availability is associated with smaller farm size and lower capital-labor
ratios. They also find differences in response to immigration flows depending on county-level crop specificity.
Where agriculture was relatively less specialized in terms of crop, the adjustment was on the crop mix
margin, whereas in more specialized counties the margin of adjustment was more along the technology or
organizational structure dimensions. Their identification strategy relies on historical immigration flows such
as those developed by Card (2001).
11. We also demonstrate that there were systematic migration patterns occurring between the population
censuses of 1930 and 1940, some of which were reversed. See for example Figure 1.1, which shows the
dramatic rise and fall in the farm population, all of which occurred between 1930 and 1940. This means that
we do not have great measures of local population levels within the 1930s, and therefore special care must
be taken when interpreting other outcomes.
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1.3 Historical Background
1.3.1 Agriculture and the Structural Transformation of the U.S.
Economy
The settlement of America’s West was completed by the turn of the 20th century. The
closing of the frontier meant that the U.S. could no longer rely on westward expansion to
increase agricultural production or to absorb a growing farm population. Nevertheless, the
early 20th century saw continued increases in the farm population as well as the land under
cultivation, as farmers increased acreage by expanding onto marginal lands. By around 1916,
however, the farm population reached its peak; it then declined throughout the 1920s, as
higher birth rates in farm areas no longer kept up with the increasing rates of farm-to-city
migration. The country continued to urbanize and the farm sector continued to modernize.
One of the factors influencing these changes was World War I and its effects on agricultural
prices. The war caused an increase in demand for U.S. agricultural exports and a big
increase in the prices farmers received for their crops. However, the end of the war brought
a dramatic decline in agricultural prices. The commodity boom during the war coincided
with a boom in land values and mortgage debt (Rajan and Ramcharan 2012), but after the
war, the agricultural sector went through a period of extreme distress — the so-called “farm
depression” of the 1920s. Earlier concerns about the ability of agricultural production to
keep up with a growing population shifted instead towards concerns about the shock to farm
incomes and the falling farm population (Baker 1929; Gray and Baker 1930). In addition to a
decline in farm incomes, this decade witnessed large numbers of farm foreclosures and rural
bank failures.12 Altschul and Strauss (1937, pp. 2-3) attribute what they call the “long
12. Alston (1983) investigates the farm foreclosures during the 1920s and 1930s and finds a positive associ-
ation between farm foreclosures and elevated levels of “mortgage debt, depressed farm earnings, and ex post
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run depression” in agriculture during the 1920s and 1930s to an “accelerated expansion
in agricultural production” combined with the “low elasticity of demand for agricultural
products”.13 While several factors may have contributed to the farm depression, Altschul
and Strauss (1937, p. 2) argue that “one feature stands out from the rest, namely, rapid
mechanization and its consequences.”
The process of modernization and mechanization in U.S. agriculture had been going on
for some time — notably including the introduction and widespread adoption of the reaper
in the 19th century. But the 1920s witnessed the rapid expansion of several important
agricultural technologies, including the motorized tractor, the automobile, the combined
harvester-thresher (or combine), and the corn picker (Gardner 2006). These innovations
served to increase the amount of land that a single worker could cultivate, and they reduced
the need for horses and mules as sources of power. As a result, mechanization also served
to increase the available farmland: as tractors replaced mules and horses, land that had
previously been used for pasture and feed crops was freed up for other uses.14
The effect of mechanization was not uniform across the country, however; it varied by
geographic area and by crop. Altschul and Strauss (1937) note that mechanization initially
had the greatest impact on wheat production.15 Even within crops, there was important ge-
excessive expansion during the World War I agricultural boom,” though the latter is not significant in the
1930s.
13. These same features are key characteristics of the model developed by Delli Gatti et al. (2012).
14. Citing data from O.E. Baker, Altschul and Strauss (1937, p. 31) estimate the displacement of horses
and mules on farms between 1915 and 1939 resulting from the introduction of the automobile and tractor
freed up about 10% of total cropland and pastureland for other uses (corresponding to about 30 million acres
of cropland and 31 million acres of pastureland).
15. Areas where wheat was the principal grain crop and where the harvest season was accompanied by dry
weather were particularly amenable initially to the adoption of combine harvesters. Farmers in the winter
wheat regions (southern Great Plains) began to adopt combines earlier, whereas farmers in the spring wheat
regions (northern Great Plains) were less amenable to the combine early on, fearing hailstorms and weeds.
Some of these obstacles were overcome with the introduction of the windrower in the mid-1920s.
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ographic variation in physical and climatic characteristics affecting the suitability for adop-
tion of different agricultural technologies. The Great Plains region was the most amenable
to mechanization due to such characteristics as “wide extremes of temperature, low rainfall,
high winds, a loose loam soil, and comparatively large stretches of level land” (USDA 1932,
p.417) — with sloped land being relatively unsuitable for tractor use. A decade earlier,
Baker (1921) had noticed that “[t]he invention and extensive use in the United States of
farm machinery, which is constantly becoming more efficient and essential to profitable crop
production, has greatly increased the influence of topography in determining the utilization
of land”; that is, hilly regions were “poorly adapted to the use of modern farm machinery.”
We investigate the relationship between farm mechanization and land topography in more
detail in Section 1.5.2.
During the 1920s, a growing nonfarm sector absorbed many of the workers no longer
needed on farms. But with the onset of the Great Depression, large numbers of workers were
expelled from nonfarm employment. At the same time, farm prices fell dramatically, putting
further strain on the agricultural sector. Nevertheless, the net flow of people between farms
and cities turned sharply away from cities and towards farms during the early years of crisis.
1.3.2 The Great Depression and the Movement to Farms
Our analysis focuses on characterizing the changes in migratory patterns during the Great
Depression, as well as studying its effects on other economic outcomes. As shown in Figure 1,
the process of structural transformation described in the previous subsection was associated
with a decline in the U.S. farm population. In the 1920s, the farm population fell from 32
million at the start of the decade to 30.5 million by 1927, where it stayed until the onset
of the Depression. During the Depression, however, there was a remarkable reversal. The
farm population increased by two million people between 1930 and 1933, reaching a level
14
above that at the start of the 1920s. A decade of “structural transformation” was undone
in a three-year period. Figure 2 illustrates that this was comprised both of an increase in
migration to farms, as well as a sudden stop in the flow of migrants from farms to cities.
Thus, it is not just that farm population was increasing due to differentially higher rates of
fertility; the years 1931-33 were a period when the net flow to farms was positive. Economists
writing at the time, such as Galbraith and Black (1938), noted this reversal of urbanization
as well as an increase in the production of agricultural goods for own consumption.16
This reverse migration became the subject of commentary by politicians and popular
authors at the time. In 1931, Franklin Delano Roosevelt, then Governor of New York, gave
a radio address in which he asked, “Is it worthwhile for us to make a definite effort to get
people in large numbers to move out of cities...? It seems to me that to that question we
must answer an emphatic YES.”17 The themes around reverse migration are documented in
the literature of the time (Conn 2009). Ralph Bosordi’s book, Flight from the City (1933)
included how-to chapters on “Domestic Production,” “The Loom and the Sewing-machine,”
and “Water, Hot Water, and Waste Water.” Other writers approached these topics through
fiction. Now in November (1934) by Josephine Winslow Johnson tells of a family’s return
to the countryside following layoffs at a lumber mill.18
16. Galbraith and Black (1938, p. 311) write, “It is a matter of common observation that the last depression
caused many farmers to increase their reliance upon their own foodstuffs. And the farm population increases
more rapidly than usual at such times because of a checking or reversing of the farm-to-city migration”.
17. As quoted in Garraty (1987, p. 199). But, as Garraty observes (p. 122), the resettlement of urban
workers into rural areas was not just a phenomenon in the United States. Brazil removed 40,000 from cities
to rural districts in 1930, a similar commission followed in Argentina in 1932. From 1935, France, whose
depression started last, began subsidizing rural return. The Canadian government’s response to depression
included a back-to-the-farm program (Bowen 1999).




Much of the data used in this paper comes from the U.S. Population Census and the Census
of Agriculture, and specifically the county-level tables published by the U.S. Census Bureau.
These data were digitized by Haines and the Inter-university Consortium for Political and
Social Research (2010) and made available on the ICPSR website.19 Digitized versions of the
1925 and 1935 Censuses of Agriculture are not available on ICPSR, but these were generously
provided to us by Michael Haines, Price Fishback, and Paul Rhode.
To obtain county-level statistics on farm mortgage debt in 1930, we digitized the corre-
sponding tables from the 1930 Census of Agriculture. County-level information on employ-
ment, sales and wages in the retail, wholesale, and manufacturing sectors has been made
available by Price Fishback. The original data sources are described in detail in the appendix
to Fishback et al. (2011).20
In all, we have data on county-level population every ten years from the decennial census
of population for the years 1860 to 1940. We know the population on farms for certain years
in which there was an agricultural census, including the decennial census years between 1900-
1940, as well as for 1925 and 1935. The agricultural censuses also include information on crop
production, land values and farms equipment values. Notably, we do not have county-level
information on agricultural wages or total persons employed in agriculture, but we do have
some information on farm labor, including cash expenditure on farm labor (for the years
1910, 1920, 1925 and 1930) and number of hired workers (for 1935). We also know the value
19. The data are available at the following url: http://doi.org/10.3886/ICPSR02896.v3.
20. The data can be downloaded from https://econ.arizona.edu/faculty/webpage2_fishback_
climate.asp.
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of farm garden vegetables grown for home use (in 1930 and 1935), which we use as a measure
of home production.
1.4.2 Individual-level census data
We also make use of individual-level data from the population censuses, including the IPUMS
5% sample for 1930 and the 1% sample for 1940. Both of these data sets include information
on the county of residence, as well as whether or not the person lives on a farm. We also
use the IPUMS samples in order to construct county-level characteristics that are unavail-
able in the county-level files, including statistics related to age, household composition, and
industrial composition.
The 1940 census also recorded where people lived in 1935, and whether the 1935 residence
was on a farm. For people living in rural areas in 1935, the county of residence was recorded;
for others, the town or city was recorded. We cleaned the string variables reporting 1935
location in the IPUMS sample and matched them to 1935 counties, so that we can trace
individual movements across counties between 1935 and 1940. We also make use of the
IPUMS Linked Representative Samples, which match individuals between the full 1880 U.S.
population census and earlier and later 1% census samples between 1850 to 1930.21
In addition, we use a sample of individuals from the 1920 population census who have
been matched to records from the 1930 census; this data set was created by Boustan, Kahn,
and Rhode (2012).22 For this sample, we know the location of residence in 1920 and 1930,
21. The data are available at https://usa.ipums.org/usa/linked_data_samples.shtml. Individuals
are matched between the following pairs of years: 1850-1880, 1860-1880, 1870-1880, 1880-1900, 1880-1910,
1880-1920, and 1880-1930.
22. We are grateful to Leah Boustan for kindly sharing these data with us. Individuals were matched
between the census rounds based on their first and last names, year of birth, and state of birth. We keep only
those individuals for whom corresponding IPUMS data were available for 1920, dropping the “oversampled”
individuals. See Boustan, Kahn, and Rhode (2012) for more details.
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but we only know the farm status for 1920.
1.5 Empirical Methodology
1.5.1 The shock to industry
For the first part of our analysis, we want to test whether the movement to farms is driven
by the economic downturn. In order to do so, we exploit variation across counties in the
magnitude of the shock to the nonfarm sector.
Appendix Figure A.2 displays the distribution of county-level changes in log manufac-
turing employment between 1929 and 1933. While virtually all counties witnessed a decline
in manufacturing employment during this period, there is substantial variation in the depth
of the shock.
To study the causal impact of the decline in nonfarm employment on the movement back
to farms, we need to isolate some exogenous variation in the shock to nonfarm employment.
Even though manufacturing industries are more likely than the retail and wholesale sector to
be producing tradable goods, and thus less likely to be influenced by local demand, it is still
possible that the employment change in manufacturing is influenced by local economic con-
ditions. In order to isolate more exogenous shocks to the local nonfarm sector, we construct
two instruments that are strongly related to the local decline in manufacturing employment.
The IPUMS industry classifications categorize manufacturing industries into either durable
and non-durable. We use this classification to construct our first instrument, which is sim-
ply the percentage of manufacturing employment in the county that is in durable industries.
Romer (1990) has shown that the national consumption decline in durable goods was much
greater than for non-durables; Rosenbloom and Sundstrom (1999) have demonstrated how
this translated into lower employment growth for regions specialized in the production of
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durables.
As an additional instrument, we construct the Bartik-predicted change in county-level
employment, or the “Bartik shock,” after Bartik (1991). Using data from the 1930 and 1940
IPUMS samples, we determine the percentage change in aggregate national employment
in each of the available industrial classifications. Using the 1930 IPUMS sample, for each
county we determine the share of total county-level nonfarm employment in each industry.
Then, we weight the national-level employment growth in each industry by the county-level
employment shares, and this gives us the predicted employment change between 1930 and
1940.23 The Bartik shock has the advantage that it is constructed using data from all
nonfarm sectors, unlike the durables instrument. However, a disadvantage is that the Bartik
shock is constructed using the change in employment over the entire decade, even though we
are most interested in the shock during the early crisis years. For this reason, the durables
instrument may provide a stronger prediction of the depth of the initial downturn.
Table 1.1 displays the first stage relationship between these two instruments and the
change in employment in the manufacturing sector between 1929 and 1933. As expected,
the percent durable employment is strongly (negatively) correlated with the change in manu-
facturing employment, while the Bartik shock is positively and significantly correlated. The
joint F statistic for these two instruments is over 50. When we run the first stage separately
for each instrument, the durables instrument results in a larger F-statistic (105) than the
Bartik instrument (24.0).
23. Since the 1940 sample is only a 1% sample, we do not compute the actual county-level change in
employment by industry, which would be necessary in order to construct the “leave one out” measure of
change in national employment by industry. Instead, we confirm that our results are robust to dropping
counties that contain a large share of national employment in any one sector.
19
1.5.2 Agricultural modernization and the movement to farms
The second part of our empirical strategy relates variation across counties in farm migration
to characteristics of the local agricultural sector. We begin by showing the OLS correlations
between county-level farm characteristics and rates of to-farm migration. In order to better
understand the mechanisms at work, we then consider the effects of several instruments for
the county-level suitability for modernized agriculture. We consider two characteristics of
the land endowments: the ruggedness of the terrain, and whether the county has direct
access to navigable waterways. As mentioned above, the ruggedness of the land affects the
suitability of the land for mechanized production. We take access to navigable waterways
to be an instrument for transport costs or market access (broadly interpreted). We also
examine the effects of access to credit and banking markets, which may facilitate agricultural
modernization by allowing for easier access to capital.
We examine the effects of ruggedness on mechanization using two proxies for the level of
mechanization on farms: the value of agricultural equipment and the number of tractors on
farms. This also allows us to run instrumental variables regressions, in which we instrument
for mechanization using the average ruggedness of the county, and examine the effects on
migration and other outcomes.
Column 1 of Table 1.3a displays the first stage results in which we regress the proportion
of farms with tractors on the average ruggedness in the county, conditional on state fixed
effects. As expected, tractors are negatively correlated with ruggedness, and the relationship
is strongly significant, with an F-statistic of 12.5.24 Using the total value of farm equipment
as an alternative measure of mechanization on farms, we again find a negative and strongly
24. We also run this regression separately for each state in order to show that the relationship is relatively
consistent across space and not driven largely by a single region. Appendix Figure A.1 displays the histogram
of first stage t-statistics (on ruggedness) for the 48 separate regressions. The estimated relationship is negative
in 41 out of 48 states.
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significant relationship with ruggedness.
When we regress baseline characteristics on ruggedness, it is clear that many of our
baseline characteristics are not balanced between rugged and non-rugged areas; indeed, this
is to be expected, since mechanization in US agriculture had been going on for some time.
There are two important points to make here. First, we show that several key characteristics
do not vary substantially by ruggedness during the decade prior to the 1920s, which supports
our argument that the observed patterns during the Depression are related to the downturn.
Second, part of our argument is that rugged areas are indeed different, and this is what
makes the observed migration patterns so interesting. For example, these areas have lower
land values and lower agricultural output per person precisely because they are less amenable
to mechanized farming, and yet we see large inflows of population to these farms.
We also test whether the observed migration patterns are in some sense related to expo-
sure to the market, holding constant the suitability of the land for mechanized production.
To do so, we look at whether the county has access to a navigable waterway, which is likely
to lower transport costs and make it easier for farmers to access markets for their output.
To further investigate our conjecture that market exposure reduces access to farms, we
study the effects of exposure to banking and credit markets. During the time period of
our study, variation in state-level banking regulations meant that access to banking services
could change abruptly at state boundaries (Rajan and Ramcharan 2012; Calomiris and
Mason 2003).25 We can test this conjecture by comparing the county-pair differences in
farm mortgage debt for county pairs that straddle a state boundary to those for county
pairs located in the same state. By county-pair differences, we mean that for each pair of
neighboring counties in the U.S., we compute the absolute value of the difference across
the two counties in the average farm mortgage debt-to-value ratio. When we regress this
25. As noted in Rajan and Ramcharan (2012), inter-state banking was prohibited.
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difference on an indicator for whether the neighbors are located in different states, the
coefficient is strongly significant.
For our empirical specification, we regress the level of to-farm migration and the change
in farm population on the debt-to-value ratio for farm mortgages in the county. The debt-to-
value ratio is defined as the total value of outstanding mortgage debt for all owner-operated
farms in the county divided by the total value of those farms. Our identification relies on
cross-border differences in state-level debt ratios, and counties that are not located adjacent
to a state border are dropped. The sample includes all possible pairs of geographically-
adjacent counties located in two separate states — that is, all cross-border county pairs.
Specifically, we estimate the following equation for county c located in cross-border county-
pair p:
ycp = debtcp + γp +Xcp + ecp
where γp is a fixed effect for the border county-pair. Each county is included in the sample
one time for every pair of which it is a member; since many counties are located in multiple
cross-border pairs, many counties will be in the sample more than once. Following Dube,
Lester, and Reich (2010), we use multi-way clustering to adjust for clustering separately at
the state level as well as the state-border-segment level. Doing so accounts for the arbitrary
serial correlation induced by the fact that counties can be located in more than one pair, in
addition to accounting for arbitrary serial correlation across counties within the same state.
In order to ensure that we are identifying off of the variation provided by the state-level
policies, we instrument debtcp in the above equation using debts,−c, which represents the
average debt ratio in state s after excluding county c.
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1.6 Empirical Results
In this section, we first discuss our results on migration patterns during the Depression. As
our main outcome variables, we focus on the county-level movement to farms from towns
and cities, as well as the change in various measures of county-level population, including
the farm population, urban population, and total population. We then turn to the effects
on employment and output in the nonfarm sectors.
1.6.1 Impacts of nonfarm employment shocks on the migration to
farms
We begin by examining the effects of county-level employment losses in the nonfarm sec-
tor on the movement to farms. Column 2 of Table 1.1 displays the results of a “reduced
form” specification where we regress migration to farms directly on our two instruments for
the nonfarm shock: the percent of manufacturing employment in durables, and the Bartik-
predicted change in employment. A higher percentage of employment in durables (which
corresponds to a bigger drop in nonfarm employment during the crisis) leads to a statistically
significant increase in the proportion of farms in the county reporting a to-farm mover.26 We
also run an instrumental variables specification, where we predict the change in manufactur-
ing employment between 1929 and 1933 using both of our instruments; the results indicate
that a better performing manufacturing sector results in fewer farms reporting in-migrants.
When we run the same regressions using the farm population as the outcome, we find sim-
ilar results. A better-performing manufacturing sector leads to a relative reduction in the
1935 farm population (controlling for the initial 1930 farm population). The Bartik shock
also enters significantly in the accompanying reduced form specification: a higher predicted
26. The coefficient on the Bartik shock is not statistically significant.
23
increase in county-level employment is associated with a lower farm population in 1935.
The results here are consistent with the explanation that counties facing a larger shock
to their nonfarm sector see higher levels of migration out of their towns and cities and onto
their farms; that is, people are moving within the county from nonfarm residences to farms.
Employment losses in nonfarm industries appear to serve as a “push” factor driving people
out of nonfarm areas.
Because our data do not indicate where migrants are leaving from, we need to examine
additional outcomes in order to confirm this explanation. We do so in Section 1.6.3 below.
But first, we want to understand more about the farm areas that are receiving migrants.
1.6.2 Agricultural modernization and in-migration to farms
While the shock to the nonfarm sector acts as a “push” factor driving people out of towns
and cities, we also want to investigate the “pull” factors that are attracting in-migrants to
farms. We start by looking at simple correlations between the movement to farms and various
characteristics of the local agricultural sector. Table 1.2 shows how people tend to move to
farm areas with lower land values, lower values of farm equipment, and lower values of crop
output. People also move to areas with less suitable land for growing crops, as proxied by
the average water capacity of the soil or by the average agro-ecological suitability across six
main crops. Interestingly, we note that our index of crop yield (i.e., output per acre) is not
significantly correlated with migration to farms.27
These correlations suggest that people are moving to places with lower-value agriculture.
We are especially interested in finding out to what extent the migration patterns are related
to modernization and mechanization on farms, so we consider the effects of our three in-
27. The index of yields is also uncorrelated with several measures of mechanized agricultural production,
such as the percent of farms reporting tractors.
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struments for suitability for modernized agriculture: land topography; access to navigable
waterways; and cross-border differences in access to credit.
Land Topography
The suitability of farmland for mechanized agriculture is strongly influenced by land topog-
raphy: places with plenty of smooth, flat farmland are the most amenable to mechanization.
Table 1.3 displays the relationship between movement to farms and the average slope of the
land in the county — our measure of ruggedness. There is a strong positive relationship
between ruggedness and in-migration to farms. A 10 percentage point increase in slope
corresponds to an increase in the percent of farms reporting a city-to-farm migrant of 1.4
percentage points. Similarly, ruggedness is strongly correlated with the change in the farm
population, with a 10% increase in slope leading to about a 5% increase in the 1935 farm
population.
In Table 1.4, we display the results of instrumental variables regressions, where we instru-
ment the percent of farms reporting tractors in 1930 with the average ruggedness of the land.
The results are highly significant. We do not interpret this estimate as the direct effect of
tractors per se, since ruggedness affects agriculture and migration in more ways than simply
through the prevalence of motorized tractors. Instead, we interpret tractors as a proxy for
mechanized agriculture more generally. The estimated magnitudes are useful for interpret-
ing the effects. The point estimate indicates that a 16 percentage point increase in share
of farms with tractors (corresponding to 1 standard deviation) results in a 4.8 percentage
point decrease (0.7 standard deviations) in the share of farms reporting in-migrants from
cities. The table also shows the results of specifications where we use the total value of farm
equipment as a proxy for mechanization, and instrument this using ruggedness. Again the




We expect access to navigable waterways to promote modernized agriculture through facili-
tating market integration via lower transport costs. Columns 4 and 6 of Table 1.3a further
support our hypothesis that modernized agricultural production reduces the movement to
farms: areas with better market access see lower rates of to-farm migration and relative de-
creases in the farm population during the crisis. Column 2 displays the relationship between
market access and mechanization: there is a positive relationship between waterways and
tractorization, but this relationship is weaker than the relationship between waterways and
migration. In addition, when we add controls for ruggedness or tractors to the specification
in column 4, the coefficient on market access continues to enter significantly (not shown).
These results suggest that mechanization alone may not fully account for the observed re-
lationship between migration and modern agricultural production. That is, the mechanism
prohibiting in-migration or driving out existing farm residents from these areas appears to
be more than simply capital-intensive production reducing the demand for farm labor.
Credit Access
The results in panel (b) also support the interpretations so far: that modernization reduces
movement to farms, and that the channel may be broader than simply mechanization. We
see no relationship between measures of farm mortgage indebtedness and tractors on farms.
But we do see a relationship with movement to farms. Columns 3 and 5 run cross-sectional
regressions using all counties and including state fixed effects, and these results indicate that
farm areas with more exposure to credit markets see lower rates of migration to farms. These
estimates are likely to be plagued by omitted variables bias, however, since county-level farm
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mortgage debt is surely influenced by a number of factors.
To address these concerns, columns 4 and 6 display the results using the cross-border
county pairs sample. These specifications include fixed effects for each county pair, and
the county-specific debt ratio is instrumented using the state-level debt ratio. Comparing
neighboring counties ensures that these areas are likely to be similar in terms of factors like
climate and topography. Instrumenting with state-level variables allows us to exploit the
differences in credit exposure due to state-level banking characteristics. Column 4 indicates
the estimated effect of the debt ratio on in-migration; while the point estimate is negative,
it is not statistically significant at conventional levels. But the result in column 6 indicates
that counties with higher debt-to-value ratios see relative declines in their farm population
between 1930 and 1935. These results suggest that either fewer people are moving to farms
in highly leveraged counties, or more people are leaving farms, or both.
1.6.3 Characterizing the migration flows
One of the challenges we face with the available data on migration to farms is that we are
only able to observe the locations where people are moving to, and not where they are coming
from. But by separately examining the effects on migration and population changes, and
by looking at the effects of both “push” and “pull” factors, we are able to infer quite a bit
about the migration patterns. Table 1.5 displays the results of regressions where we examine
the effects of ruggedness and nonfarm employment shocks on a number of population-related
outcomes.
The results in Table 1.1 described above suggest that in counties experiencing larger
negative shocks to their nonfarm sector during the Depression, people are leaving the towns
and cities and moving to farms. In Table 1.5, we find additional support for this interpre-
tation. The table shows the effects on total county-level population, urban population, and
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rural population. We have information for these variables for 1930 and 1940, but not during
the middle of the decade. Larger employment losses in the nonfarm sector translate into a
decline in total population, total urban population, and the percent located in urban areas,
but an increase in the percentage of the population on farms.28 Taken together, these results
indicate that negative shocks to nonfarm employment lead to movement within the county
from towns and cities onto farms, and they also drive people out of the county.29
The specifications in Table 1.5 also display the effects of county-level ruggedness. As we
saw earlier, rugged areas see higher rates of in-migration to their farms and a bigger increase
in their farm population. Table 1.5 indicates that these areas also see relative increases in
their total population over the 1930s, and this increase is driven entirely by increases in the
rural population. If anything, these rugged counties see a relative decline in their urban
population, though the coefficient is not statistically significant in the specification shown in
Table 1.5. Accordingly, rugged counties also see a decline in the percent of the population in
urban areas and a rise in the percent on farms. Compared to less rugged areas, these counties
are de-urbanizing and becoming more agricultural. The people moving to farms in rugged
areas appear to be coming not only from nearby towns and cities, but also from other less
rugged counties, thus contributing to a rise in county-level population. At the same time
as the U.S. experiences a reallocation of the population into the agricultural sector as a
whole, it also sees a reallocation of the existing farm population away from more-productive
farmland towards less-productive farmland.
28. The results for total rural population are more ambiguous, and the two instruments give conflicting
results. There are likely two competing effects: a positive shock to nonfarm employment pulls people into
the county, some of whom are moving to towns still classified as rural, contributing to an increase in the
rural population; but the positive shock also pulls people off farms and into towns and cities, contributing
to a decrease in rural population. The overall effect is some combination of these separate effects.
29. Unfortunately these results do not tell us what percentage of people leaving the county are moving to
farms in other counties or to other cities.
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An important limitation of our data is that we do not have direct information on the
flows of individuals between locations, so we can only compare the relative differences across
regions in population levels or in rates of in-migration. This means that when we observe
a negative coefficient estimate for the effect of ruggedness on urban population, we cannot
distinguish between the following two scenarios. It could be that, within rugged counties,
there is a flow of individuals from towns to farms; or, it could be that, within non-rugged
counties, there is a flow of individuals from farms into the cities.
1.6.4 Mechanisms and alternative explanations
We now investigate the mechanisms through which ruggedness might matter. One reason
likely has to do with its effects on land prices. Less rugged farm areas have higher values
precisely because of their better suitability for mechanized farming, and economic refugees
fleeing the cities during the Depression are probably searching for inexpensive land.
Indeed, while this explanation is likely to account for a sizable portion of the observed
migration patterns, we note that it is not the only dynamic at play. For example, at the
same time that large numbers of people are moving to farms, there are large numbers of
people leaving farms. Appendix Figure A.3 displays the histogram of county-level changes
in log farm population between 1930 and 1935. Thirty-seven percent of the counties in
the sample witness declines in their farm population over this period. Of those, 37% have
durable manufacturing shares above the median — meaning that their nonfarm sectors are
performing worse than average, and so the decline in farm population is not likely to be
driven by a booming nonfarm sector. Additionally, 31% of counties see a drop in their total
population between 1930 and 1940, and these counties tend to be less rugged.30
30. When we regress an indicator variable for negative population growth on ruggedness, the estimated
coefficient is negative and highly significant.
29
The Depression witnessed a large shock to the agricultural sector in the form of falling
prices. As a result, expenditures on inputs fell dramatically as well, including expenditure on
farm labor. The places with the largest decline in cash expenditure on farm labor also see the
largest decline in farm population. This decline in farm labor expenditure was largest in the
least rugged areas — those places with the most tractors and the highest-value agriculture.31
This result points to a second possible channel: the agricultural labor market. When the
commercial farm sector gets shocked by the Depression, the demand for farm labor falls
dramatically, and the consequence is out-migration of farm workers from the commercial
farm sector.
Beyond wage workers we also see strong correlations between the decline in the farm
population and the percent of farms operated by tenants. Tenancy is a pervasive feature of
the agricultural labor market at the time. Rather than hire laborers and pay them wages,
many landowners rent land to tenants, who pay in cash, or with a share of farm output, or
by working on the owner’s land. When the crisis hits, these areas see the lowest levels of to-
farm migration and the biggest drops in farm population, as many existing tenants leave (or
are forced off) their farms. Appendix Table A.2 displays the relationship between migration
to farms and the prevalence of tenant farms. In-migration to farms is negatively related to
farm tenancy, and strongly so. Similar results hold for the change in farm population. In
contrast, places with many owner-operated farms are more likely to absorb in-migrants and
less likely to see declines in population. These results suggest that the migration patterns
are affected by property rights and the consequent impact on access to the land.
Table 1.6 displays the results from regressions examining the effects of ruggedness and the
nonfarm employment shock on the production of garden vegetables for home consumption
on farms. Rugged areas see a relative increase in the total production, as well as production
31. Prior to the downturn, these places had higher levels of farm labor expenditure, on average.
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per farm resident, relative to less rugged areas. This result indicates that the people moving
to farms are engaging in subsistence production. Since this type of production is likely
to be less mechanized and less capital-intensive than commercial production, the relative
disadvantage of rugged areas is likely to be far smaller.
In addition, places with a higher employment share in durables see relative increases in
this home production as well — these are the places that experience worse shocks to their
nonfarm sectors. This result indicates that the shock to market-based work leads people to
substitute into home production, which is consistent with the findings of Aguiar, Hurst, and
Karabarbounis (2013) for the contemporary U.S.
Columns 3 and 4 of Table 1.6 display the effects on the composition of farm labor between
family and hired labor. Rugged areas see a higher proportion of farmwork in 1935 performed
by family members of the farm owner. The same result holds for areas experiencing worse
shocks to their nonfarm employment. These findings are consistent with our interpretation
so far: that people are moving to rugged areas and engaging in small-scale farm production,
rather than being drawn there by better formal employment opportunities on farms.
1.6.5 Effects of migration on nonfarm sector
In the previous section, we established that land topography has a large impact on migration:
ruggedness acts as a strong “pull” factor attracting people to farms. We now use this fact
to examine the effects of the back-to-farm movements on the local economy. Comparing
rugged areas to less-rugged areas, we examine the economic performance of the local nonfarm
sector. Specifically, we look at the change in employment, sales, and wages at the county
level between 1929 and 1935 in the retail, wholesale, and manufacturing sectors.
Table 1.7 reports the results from a regression of county-level log employment, log sales,
or log total wages on ruggedness. The specifications are panel regressions with county fixed
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effects, containing data for several years. Data availability varies across outcomes and sectors.
All specifications contain data for the years 1929, 1935, and 1939, and some specifications
include data for 1931, 1933, or 1937. We estimate the following equation for county c in year
t:
yct = γc + δt + β1t · δt · ruggednessc + β2t · δt ·Xc + εct
where γc is a county fixed effect, δt is a year fixed effects and Xc is a vector of county-level
controls containing the log population and log farm population in 1930 and the initial 1929
level of the dependent variable. We interact county-level ruggedness with the year fixed
effects, and omit the interaction for the initial year, 1929. As a result, the coefficient on
the interaction can be interpreted as the effect of ruggedness on the outcome in that year,
relative to 1929.
Panel (a) of Table 1.7 presents the results for the retail and wholesale sectors. The point
estimates on log total retail sales are negative for 1933, 1935, and 1939, but only the 1935
estimate is significant and only at the 10% level. These results suggest that retail sales are
falling in rugged areas, relative to their less rugged counterparts; at the very least, sales are
not increasing in rugged areas. This is despite the fact that rugged areas see a large influx
of migrants and a consequent increase in the total county population. We saw above that
the increase in population was entirely explained by the movement to farms. Since many of
the people moving to farms are presumably poor or unemployed, their consumption levels
are likely to be lower than average. And many of them may be moving in with relatives,
so their housing demand would be low as well. We might therefore have reason to expect a
decline in per capita sales in the places receiving migrants, but it is rather surprising that
we also witness a decline in aggregate sales. In column 4, we see that total wholesale sales
declines in these areas as well, and the coefficients are strongly significant.
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Looking at the effects on employment and wages in retail and wholesale, in both sectors
we see a decline in employment and an increase in the aggregate wage bill. This result allows
us to rule out that the observed effects are driven entirely by changes in the demand for labor,
since shifts in labor demand cause employment and wages to move in the same direction. But
in our case, we observe a relative increase in wages accompanying a decline in employment,
which means that, in addition to any changes in labor demand, there are differential changes
in labor supply between rugged and non-rugged areas. The results correspond to either a
fall in labor supply in rugged areas, or an increase in labor supply in non-rugged areas, or
some combination of both. Because we are identifying relative changes only, we are unable
to distinguish between these scenarios. Both scenarios seem plausible: the shock to the
nonfarm sector could make moving to farms an attractive option, one that people in rugged
areas are more able to take advantage of; alternatively, people in non-rugged areas who have
been forced off of farms or laid off from factories could be crowding in towns and cities
looking for nonfarm employment opportunities.
Moreover, in our case we see a relative increase not just in average wages, but also in
the aggregate wage bill. This result is more likely to occur when the demand for labor is
inelastic. We can interpret the observed increase in wages in the retail and wholesale sectors
as evidence that the demand for labor is relatively inelastic, which makes sense in the context
of a severe depression.
1.7 Conceptualizing the Aggregate Impacts
Our paper draws attention to the role of the agricultural sector in providing a source of
informal social protection during times of crisis. In this section, we describe how our earlier
results — based on observed variation across local labor markets — can help us understand
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the overall impacts on the broader economy. We do so in part by contrasting the effects of the
movement to farms with formal methods of social protection, like unemployment insurance.
1.7.1 Unemployment insurance reduces the movement to farms
We begin by asking the following question: How does the provision of formal insurance affect
the uptake of informal protection? Intuition suggests that if formal social protection is made
available, people will be less likely to rely on informal means of protection. We confirm this
prediction using data from the second half of the 1930s, where we find evidence that the
provision of unemployment insurance reduced the movement from cities back to farms.
Using individual-level data from the 1940 census, we have information on a person’s
location (the county) in both 1935 and 1940, as well as their farm status in both years. In
1935, Congress passed the Social Security Act, which created the federal-state unemployment
compensation program that persists to this day.32 The Act contains grants and strong
incentives to encourage states to set up an unemployment insurance program, subject to
certain requirements, and all states complied. Some states took longer to begin paying
benefits than others, and the timing of the first benefit payments varied by state. The first
state in which benefits became payable was Wisconsin, in July 1936; the final two states were
Illinois and Montana, in July 1939.33 Using the census data, we look at how the introduction
of UI is related to the likelihood of a 1935 nonfarm resident moving to a farm by 1940. We
32. Changes have been made over time, of course. For more information on the structure and setup of the
UI compensation program, see Baicker, Goldin, and Katz (1998).
33. The dates on which benefits were first payable come from the General Notes section of
the Unemployment Insurance Financial Data Handbook of the U.S. Department of Labor, avail-
able at the following url: http://workforcesecurity.doleta.gov/unemploy/hb394/notes.asp. If you
are reading this from the future and the link no longer works, try the Wayback Machine:
http://web.archive.org/web/20130513150353/http://workforcesecurity.doleta.gov/unemploy/hb394/notes.asp.
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estimate the following equation for individual i located in county c and state s in 1935:
yics = α + UI shares + εics
where UI shares represents the proportion of months between 1935 and 1940 that UI benefits
are being paid in state s, so that the value is larger for states that begin paying benefits
earlier. The outcome yics is an indicator variable for whether person i lives on a farm in
1940, and the sample is restricted to 1935 nonfarm residents. The results are displayed in
Table 1.8, and indicate that having UI benefits available earlier reduces the probability that
a nonfarm resident moves to a farm.
We take these results as suggestive evidence that access to formal social insurance reduces
the movement back to farms during times of crisis, and thus substitutes for informal means
of insurance. We say suggestive since the empirical strategy suffers from some important
limitations. Most notably, our variation is only at the state level, and we should not expect
the timing of benefit payments to have been randomly assigned across states. In addition,
the period 1935-1940 comes well after the deep downturn of the early 1930s and the large
wave of migration to farms; and while there is a deep recession in 1937, there are also periods
of recovery from 1935-1937 and 1939-1940.
1.7.2 Macroeconomic implications of social insurance
In this section, we consider the ways in which individual strategies to cope with shocks could
have spillovers on the broader economy and the depth of the economic downturn. The results
in Section 1.6 suggest two effects worth considering: (1) the movement to farms appears to
facilitate a withdrawal from the market economy; and (2) the availability of nearby farmland
has notable effects on wages in the nonfarm sector. We discuss both of these effects below.
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To guide the discussion, we contrast the observed outcomes with two counterfactuals: How
would the provision of unemployment insurance payments change the results? And what if
there were no available farmland for people to migrate to?
The movement to farms and market withdrawal
Our earlier regression results suggested that the movement to farms caused a drop in sales
and employment in the local nonfarm sectors. But this does not necessarily mean that there
was a corresponding decline in total consumption or even hours worked. This is because we
are lacking detailed data on non-market consumption and production, as well as detailed
information on consumption and work in the agricultural sector. It might even be the case
that individuals moving to farms are able to increase their overall consumption levels relative
to other available alternatives — which is likely to be the point of moving to the farm, after
all. What we do know, however, is that there appears to be a decline in market-based
consumption and employment and a corresponding rise in home production.
So how should we think about the effects of this shift away from market-based demand
towards home production? Is the main importance simply that a portion of the consumption
in rugged areas has shifted into sectors for which statistics are harder to collect? In fact, there
is good reason to believe that this result matters for more than accounting purposes. This
reason is that there are likely to be spillovers associated with changes in market demand —
spillovers that are not counteracted by a corresponding increase in non-market consumption.
In the most simple and general terms, if we assume that there are some sort of agglomera-
tion economies within the market sector which are not present in the non-market sector, then
a movement from the market to the non-market sector could have a greater than one-for-one
impact on market-based output and lead to a drop in total output.
Another way to think about this is in terms of a textbook Keynesian model of the
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macroeconomy. In a simple Keynesian framework, a reduction in aggregate demand has an
associated multiplier effect, leading to a further decline in output and employment. If the
dynamics of the multiplier effect are different for market versus non-market consumption,
then we would expect a “diversion” of a unit of consumption away from the market to have
spillover effects.
To clarify, suppose that market-based demand declines by 1 unit, resulting in a decline
in output of 1 + ε, for ε > 0, where ε represents the additional decline in output due to
a multiplier effect. In addition, suppose non-market consumption increases by 1 unit, but
that there are no multiplier effects associated with non-market consumption. As a result,
aggregate output — the sum of market and non-market output — declines by ε, as the losses
to the market sector are larger than the gains in the non-market sector.
Now we ask how the observed outcomes might differ under two counterfactual scenarios,
beginning with the effects of formal social insurance payments like unemployment com-
pensation. If unemployed workers receive cash payments, they are likely to increase their
market-based consumption. They may also be less likely to move to farms — consistent with
the results from Section 1.7.1 — and instead remain in towns and cities, and thus less likely
to engage in home production.
Suppose an individual receives cash payments and that these payments keep him from
migrating to a farm. Suppose further that the payments are just equivalent to what he would
consume by moving to a farm, such that his overall income and consumption are identical in
either scenario. By diverting consumption towards the market sector, these payments could
have spillovers on aggregate demand, leading to increased output, even though they have no
effect on the recipient’s overall level of consumption. The point here is that the movement
to farms can have negative spillovers on the market economy by facilitating a “withdrawal”
from the market, and social insurance payments counteract this effect.
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What about the second counterfactual scenario? Suppose that there were no farmland for
people to migrate to. Our regressions compare places with nearby rugged farmland to places
with flatter land nearby, and the results show that non-rugged areas see a relative increase
in their urban population and their nonfarm employment. In areas with non-rugged land
nearby, there is less opportunity to move to farms, and as a result either fewer people leave
nonfarm employment or more people try to obtain jobs in the nonfarm sector. Therefore, in
the absence of available farmland there does seem to be less “market withdrawal.” At the
same time, we see a big decline in relative wages, such that aggregate wages fall further in
the non-rugged areas, suggesting that the lack of available farmland for out-migration can
also have negative effects on the nonfarm economy. The next section explores this further.
Wage deflation and surplus labor
As we have seen, the rugged farm areas absorb a large number of in-migrants. The people
moving to rugged farms are coming from nearby towns and cities, as well as from farther away
counties and states. But our presumption is that migration costs are related to distance,
so that people with available farmland nearby are more able to move to farms — and our
results bear this out. Towns that are located in rugged areas perform differently from towns
in less-rugged areas.
One of the most striking differences is the performance of the local nonfarm sector.
There is a large relative increase in retail and wholesale employment in less-rugged areas,
but a corresponding decline in aggregate wages. In a competitive labor market framework,
this result implies a relative increase in nonfarm labor supply in areas with less farmland
available, and that this effect on supply depresses wages. In the context of a deflationary
contraction like that of the U.S. from 1929-1933, further downward pressure on wages could
have depressing effects on employment and output.
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We cannot work out the aggregate implications of these several competing effects without
more assumptions and a fully-specified structural model. But it is nonetheless useful to
consider again our two counterfactual scenarios. This time we begin with the question:
What if there were no available farmland to migrate to? The migration to farms appears to
be absorbing a large portion of the population, and presumably a disproportionate share of
the unemployed or underemployed population. We can think of the rugged farm sector as
absorbing surplus labor in a demand-constrained economy. If there were no farms at all, more
people would be trying to gain employment in the nonfarm sector, putting upward pressure
on employment and downward pressure on wages. The net effect on output and welfare
is unclear, as it is possible that the deflationary pressure from lower wages or increased
aggregate supply pushes the economy further into depression.
What about the second counterfactual — providing unemployment compensation to laid-
off workers? We discussed above how unemployment insurance payments could reduce the
movement to farms and corresponding withdrawal from the market. Here we note that cash
payments may also reduce the deflationary pressure in the nonfarm labor market: in the
same way that nearby farmland leads to a reduction in labor supply and an increase in
aggregate wages in the nonfarm sector, we might expect to observe similar outcomes as a
result of formal insurance payments.
***
There are several effects to consider when evaluating the overall impact of the movement to
farms on the aggregate economy, and while the aggregate impacts are not identified in our
regressions, the results are nonetheless informative. People are moving to farms for a means
of subsistence, such that the welfare effects for individuals in distress are of first-order impor-
tance. There may also be negative spillovers on the market economy due to the shift away
from market-based trade. And there could be positive spillovers on the market economy as
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the farm sector absorbs surplus labor, providing subsistence to the unemployed and pushing
back against deflationary pressures. One implication that is especially interesting is that the
provision of formal insurance payments may push back against negative spillovers from both
of these effects: it can reduce the movement to farms and associated drop in market-based
demand; and it can reduce the deflationary wage pressure in the nonfarm labor market by
reducing search intensity.
1.7.3 Agriculture and the causes of the Great Depression
As mentioned earlier, our findings are relevant to the literature examining the effects of the
shock to agriculture on the downturn in the global economy. The commercial agricultural
sector was in deep distress, shedding jobs and population. And these losses seem to be
related to both technology and the distribution of ownership over productive resources.
There is one more thing to note, however. The movement of large numbers of unemployed
people into subsistence agriculture is likely to have had important effects on the price level
of agricultural products. As people substitute into home production, we can think of this as
either an increase in total production of agricultural goods, or a drop in the market-based
demand for these goods. Either way, the impact on prices is unambiguous: agricultural
prices are likely to fall.
This effect is especially worth considering given the attention paid to the potential role
of the agricultural price decline in exacerbating the depth of the downturn (Ohlin 1931) and
contributing to the international transmission of the Great Depression (Madsen 2001). Sev-
eral recent models suggest that this downward pressure on agricultural prices could deepen
the downturn. For example, Delli Gatti et al. (2012) argue that the shock to the agricultural
sector could lead to a drop in overall aggregate demand, depressing output and employment.
More generally, the decline in agricultural prices puts downward pressure on the overall price
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level. If the monetary authority is unable or unwilling to combat this deflationary pressure,
the resulting increase in the expected real interest rate can reduce aggregate employment
and output (Eggertsson 2010).
1.8 Conclusion
It was an old place and the land had been owned by Haldmarnes since
the Civil War, but when we came no one had been living there for
years... The land was stony, but with promise...
Josephine Winslow Johnson, Now in November, 1934
The process of modernization in agriculture has a direct impact on the ability of the country-
side to provide “farm-financed social welfare” (Owen 1966). If back-to-farm migration is one
of the few sources of insurance available, then a heavily modernized agricultural sector could
lead to large welfare losses during an economic crisis, insofar as it restricts the ability of this
land to provide insurance. At the same time, we have shown how back-to-farm migration
could exacerbate the downturn in the market economy, reducing output in the formal or
nonfarm sectors. Thus, formal social insurance could be welfare-improving, to the extent
that it provides similar consumption insurance as informal migratory mechanisms but avoids
negative spillovers on the market economy.
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(d) Percent, 1880−1991
Notes: The figures display the total U.S. farm population over time, and the farm population as a share
of total population. Data is available for 1880, 1890, and 1900, and then for each year beginning in 1910.
Panels (a) and (c) restrict the series to the years 1916-1940. The dotted vertical line is placed at 1929 to
indicate the onset of the Great Depression. The farm population reached its peak level in 1916. Source:
Series Da1, Da2, Da14, and Da15 from Olmstead and Rhode (2006).
42
















1920 1925 1930 1935 1940
from farms to farms
net to farms
Notes: This figure shows the yearly change in the farm population resulting from internal migration between
farms and nonfarm residences. The series labeled “from farms,” for example, represents the number of people
(in thousands) who move from a farm to a nonfarm residence in that year. Source: Series Ac416, Ac417 and
Ac418 from Ferrie (2006).
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1910 1920 1930 1940
Notes: This figure displays the percentage of all workers on farms who are related to the farm operator.
Workers are classified as either hired or family. This percentage increases during the early years of the
Depression, as the total number of paid workers falls while the total number of family workers increases.
Source: Farm Employment and Wage Rates 1910-1990. National Agricultural Statistics Service, Estimates
Division, U.S. Department of Agriculture. Statistical Bulletin No. 822 (March 1991). Available at http:
//usda.mannlib.cornell.edu/.
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percent urban
Notes: This figure reports the coefficients from a series of regressions of county-level log population in 1940
on ruggedness of nearby areas, controlling for log population in 1930. Counties are first ordered according to
percent urban, and then a series of regressions are run using adjacent subsamples, ranging from the 400 least
urban counties to the 400 most urban counties. The coefficient on ruggedness is then plotted against the
average percent urban value of the 400 counties in the estimation sample. (There are actually 1578 counties
that are 0% urban, hence the large collection of estimates at 0.) The ruggedness measure used here is the
simple average of own-county ruggedness and the average of all neighboring counties, or own+nbr avg2 . The
regression specification includes census division fixed effects, and standard errors are adjusted for clustering
at the state level; 95% confidence intervals are displayed.
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Notes: The figure plots the estimated effect of ruggedness on the change in rural population in each decade
between 1860 and 1940. The estimates are obtained from a pooled regression of 10-year changes in log rural
population vs. the interaction between ruggedness and dummy variables for each decade, controlling for
state and year fixed effects. Each point estimate is then plotted vs. the average annual GDP growth during
the corresponding decade. Rugged areas see bigger relative losses in rural population during decades with
faster GDP growth.
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Table 1.1: Movement to farms vs. county-level manufacturing employment shock
∆ Mfg Emp Movers to Farms 1930-35 Log Farm Population 1935
(1) (2) (3) (4) (5) (6) (7)
1st stage IV IV
∆ Mfg Emp 1929-33 -0.00192 -0.0298∗∗ -0.0139∗∗ -0.0866∗∗∗
(0.00207) (0.0129) (0.00668) (0.0323)
% Mfg in Durables -0.538∗∗∗ 0.0148∗∗ 0.0287∗
(0.0553) (0.00611) (0.0167)
Bartik Shock 1930-40 0.405∗∗∗ -0.0125 -0.129∗∗∗
(0.0945) (0.0151) (0.0366)
Observations 1990 2907 2002 1990 2907 2002 1990
R2 0.146 0.461 0.497 0.459 0.976 0.974 0.971
F stat on instruments 51.26
Notes: The dependent variable in column (1) is the change in manufacturing employment 1929-1933; in columns (2)-(4), it is the
percentage of farms in the county reporting at least one to-farm migrant; in columns (5)-(7), it is the log farm population in 1935. All
specifications include controls for log population and log farm population in 1930, as well as state fixed effects. A “to-farm migrant”
is defined as a person living on a farm in 1935 who resided in a non-farm area 5 years earlier. “∆ Mfg Emp 1929-33” is the change in
county-level log manufacturing employment between 1929 and 1933. “% Mfg in Durables” is the percentage of manufacturing employment
in the county in 1930 in industries classified as producing durable goods. The “Bartik Shock 1930-40” is the predicted percentage change
in employment based on the county-level industrial composition in 1930 and the national industry-level changes in employment between
1930 and 1940. “IV” in columns (4) and (7) indicates that these are insturmental variables specifications in which we instrument for
the change in manufacturing employment using the durable percentage and the Bartik shock. Column (1) displays the “first stage”
relationship between these instruments and the change in manufacturing employment. Robust standard errors in parentheses, adjusted
for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 1.2: Movement to farms vs. county-level agricultural characteristics
(1) (2) (3) (4) (5) (6) (7)
log value per acre 1930 -0.00818∗∗ -0.000278
(0.00343) (0.00292)
log value farm equipment 1930 -0.0108∗∗∗ 0.00317
(0.00391) (0.00570)
log crop value per farm pop 1930 -0.0154∗∗∗ -0.0178∗∗
(0.00525) (0.00665)
soil average water capacity -0.333∗∗∗ -0.214∗∗∗
(0.0779) (0.0790)
avg suitability, 6 crops -0.0459∗∗∗ -0.0324∗∗
(0.0134) (0.0131)
yield rank 1900 -0.00431 0.00897
(0.0103) (0.0105)
Observations 2127 2127 2125 2072 2118 1918 1890
R2 0.446 0.449 0.456 0.468 0.446 0.465 0.488
Notes: The dependent variable is the percentage of farms in the county in 1935 reporting at least one person living on the farm who had
resided in a non-farm area 5 years earlier. All specifications include controls for log population and log farm population in 1930, as well
as state fixed effects. The sample is restricted to rural counties only, defined as those with less than 30% of the population located in
urban areas in 1930. Robust standard errors in parentheses, adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p <
0.01.
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Table 1.3: Agricultural Modernization and the Movement to Farms
(a) Ruggedness and water transport access
% Farms w/ Tractors Movers to Farms 1930-35 Log Farm Population 1935
(1) (2) (3) (4) (5) (6)
ruggedness -0.421∗∗∗ 0.139∗∗∗ 0.496∗∗∗
(0.119) (0.0312) (0.0460)
water 1860 0.0132∗ -0.0112∗∗∗ -0.0210∗∗
(0.00761) (0.00311) (0.00887)
Observations 2072 1361 2072 1359 2072 1359
R2 0.634 0.659 0.477 0.456 0.985 0.977
F stat 12.53 3.016
(b) Farm mortgage debt-to-value ratio
% Farms w/ Tractors Movers to Farms 1930-35 Log Farm Population 1935
(1) (2) (3) (4) (5) (6)
Debt -0.000269 0.000784 -0.000709∗∗ -0.00151 -0.00283∗∗∗ -0.00675∗∗
(0.00104) (0.00144) (0.000267) (0.00141) (0.000724) (0.00330)
Observations 3079 2450 3066 2450 3066 2448
R2 0.563 -0.003 0.458 -0.020 0.358 -0.117
Fixed Effects? state county pair state county pair state county pair
Notes: The dependent variables are: the percentage of farms in the county reporting tractors in 1930; the
percentage of farms in the county in 1935 reporting at least one person living on the farm who had resided
in a non-farm area 5 years earlier; and the log of the county-level farm population in 1935. All specifications
include controls for log population and log farm population in 1930, as well as state fixed effects. The
sample is restricted to rural counties only, defined as those with less than 30% of the population located
in urban areas in 1930. In panel (b), even-numbered columns include only those counties located along a
state border as well as fixed effects for each cross-border county pair; in addition, the county-level debt
is instrumented using the state-level value to ensure that the identifying variation comes from differences
in state-level policies. Robust standard errors in parentheses, adjusted for clustering at the state level.
For the county-pair regressions, standard errors are adjusted using multi-way clustering at the state and
state-border-pair levels. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 1.4: Movement to farms vs. tractors and farm equipment
Movers to Farms 1930-35 Log Farm Population 1935
(1) (2) (3) (4) (5) (6) (7) (8)
OLS IV OLS IV OLS IV OLS IV
% farms w/ tractors 1930 -0.0615∗∗∗ -0.330∗∗∗ -0.243∗∗∗ -1.180∗∗∗
(0.0201) (0.0960) (0.0361) (0.372)
log value farm equipment 1930 -0.0108∗∗∗ -0.0485∗∗∗ -0.0724∗∗∗ -0.174∗∗∗
(0.00391) (0.0183) (0.0137) (0.0330)
Observations 2127 2072 2127 2072 2127 2072 2127 2072
R2 0.451 0.277 0.449 0.385 0.982 0.972 0.983 0.983
F statistic on ruggedness 12.53 23.75 12.53 23.75
Notes: The dependent variable in columns (1)-(4) is the percentage of farms in the county reporting at least one to-farm migrant and in
columns (5)-(8) it is the log of the farm population in 1935. All specifications include controls for log population and log farm population
in 1930, as well as state fixed effects. Even-numbered columns instrument for tractors or farm equipment using county-level ruggedness.
The sample is restricted to rural counties only, defined as those with less than 30% of the population located in urban areas in 1930.
Robust standard errors in parentheses, adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 1.5: Population outcomes vs. ruggedness and non-farm employment shock
1935 1940
(1) (2) (3) (4) (5) (6) (7) (8)
Movers Farm Pop Total Pop Rural Pop Urban Pop % Urban % Farm % Employed
ruggedness 0.127∗∗∗ 0.468∗∗∗ 0.256∗∗∗ 0.317∗∗∗ -0.0745 -0.0527∗∗ 0.0603∗∗ -0.102∗∗∗
(0.0318) (0.0563) (0.0856) (0.0850) (0.0614) (0.0201) (0.0270) (0.0129)
% Mfg in Durables 0.0111∗∗ 0.0229∗ -0.0000470 0.0341∗∗∗ -0.0688∗∗∗ -0.0219∗∗∗ 0.0207∗∗∗ -0.0166∗∗∗
(0.00520) (0.0128) (0.0134) (0.0125) (0.0230) (0.00503) (0.00537) (0.00289)
Bartik Shock 1930-40 -0.0133 -0.0898∗∗∗ 0.0949∗∗∗ 0.0726∗∗ 0.186∗∗∗ 0.0120 -0.0429∗∗∗ 0.0224∗∗
(0.0117) (0.0317) (0.0271) (0.0312) (0.0477) (0.0120) (0.00952) (0.0102)
Observations 2838 2838 2838 2830 1613 2838 2837 2838
R2 0.506 0.979 0.984 0.964 0.984 0.945 0.952 0.639
Notes: The dependent variable varies by column, as indicated. “Movers” in column (1) refers to the percent of farms reporting a to-farm
mover; for columns (2)-(5), the dependent variable is in logs. The specifications in columns (2)-(8) control for the initial 1930 value of
the outcome variable, and use the 1935 or 1940 value as the dependent variable. This table shows how rugged counties experience a
relative increase in population; this increase is driven entirely by the gain in the farm population. All specifications include controls
for log population and log farm population in 1930, as well as state fixed effects. Robust standard errors in parentheses, adjusted for
clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 1.6: Home vegetable garden production and family farm labor in 1935 vs.
ruggedness
Value of Garden Vegetables Family Labor
(1) (2) (3) (4)
log total per farm pop % farms % days
ruggedness 1.095∗∗ 3.620∗∗∗ 0.0429∗∗∗ 0.277∗∗∗
(0.427) (1.320) (0.00948) (0.0464)
% Mfg in Durables 0.157∗∗ 0.208 0.00209 0.0202∗∗
(0.0661) (0.196) (0.00209) (0.00930)
log farms 1930 -0.0537 0.0525 0.00797 0.158∗∗
(0.202) (0.570) (0.00742) (0.0607)
value garden vegetables 1930 0.475∗∗∗ 1.176∗∗∗
(0.0856) (0.171)
Observations 1914 1916 1918 1918
R2 0.814 0.681 0.423 0.474
Notes: The dependent variables are (1) log of total county-level value (in dollars) of garden vegetables
produced on farms for home use in 1935; (2) the value of garden vegetable production per 1935 farm
persons; (3) the percentage of farms reporting using family labor out of all farms reporting family or hired
labor; and (4) the percentage of farm labor days by family members out of of total days of (family or hired)
farm labor. All specifications include controls for log population and log farm population in 1930, as well as
state fixed effects. Robust standard errors in parentheses, adjusted for clustering at the state level. * p <
0.10, ** p < 0.05, *** p < 0.01.
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Table 1.7: Non-farm sectors performance (retail, wholesale, manufacturing) vs.
ruggedness
(a) Retail and Wholesale Sectors
Retail Wholesale
(1) (2) (3) (4) (5) (6)
Sales Emp Wage Bill Sales Emp Wage Bill
1933 × ruggedness -0.125
(0.0870)
1935 × ruggedness -0.217∗ -0.390∗∗ 0.297∗∗∗ -0.464∗∗∗ -0.876∗∗∗ 0.429∗∗
(0.118) (0.166) (0.0867) (0.156) (0.207) (0.172)
1939 × ruggedness -0.142 -0.187 0.478∗∗∗ -0.768∗∗∗ -0.750∗∗ 0.337∗
(0.164) (0.173) (0.165) (0.273) (0.333) (0.191)
Observations 11938 8950 8942 8052 7930 7899
R2 0.837 0.436 0.973 0.489 0.293 0.990
Number of counties 2994 2992 2990 2751 2746 2745
(b) Manufacturing
(1) (2) (3) (4)
Emp Value Added Output Wage Bill
1931 × ruggedness -0.149 -0.137 -0.0578
(0.169) (0.201) (0.177)
1933 × ruggedness -0.452∗ -0.262 -0.207
(0.225) (0.332) (0.289)
1935 × ruggedness -0.288 -0.281 -0.357 -0.177
(0.201) (0.253) (0.239) (0.271)
1937 × ruggedness -0.0968 -0.0449 -0.265
(0.464) (0.285) (0.232)
1939 × ruggedness 0.0426 -0.166 -0.249 0.0831
(0.617) (0.411) (0.289) (0.610)
Observations 13367 12653 12652 6752
R2 0.243 0.465 0.496 0.387
Number of counties 2486 2486 2486 2486
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Notes: The dependent variable is (a) the log of county-level employment, sales, or total wages in the retail
or wholesale sector, or (b) log of county-level employment, value added, total output, or total wages in the
manufacturing sector. The specifications are panel regressions with county fixed effects and include data
for 1929 in addition to the years displayed. The coefficients displayed are the estimates on the interaction
between county-level ruggedness and year fixed effects; the first year is omitted, so coefficients should be
interpreted as the change relative to 1929. All specifications include controls for log population and log farm
population in 1930, as well as the initial 1929 level of the dependent variable, all of which are interacted
with year fixed effects. Robust standard errors in parentheses, adjusted for clustering at the state level. * p
< 0.10, ** p < 0.05, *** p < 0.01.
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Table 1.8: Movers to farms 1935-40 vs. unemployment insurance availability in 1935
location.
State Level SEA Level County-Level
(1) (2) (3) (4) (5) (6) (7)
All All All All All Urban Rural
UI Available -1.208∗ -0.805∗∗ -0.287 -1.056∗∗ -0.610∗∗ -0.380 -0.861∗∗
(0.698) (0.383) (0.235) (0.394) (0.270) (0.380) (0.402)
N 49 465 465 2272 2272 820 1365
R2 0.054 0.023 0.207 0.018 0.081 0.131 0.060
Fixed Effects? division division division division
Notes: The dependent variable is the fraction of people living in an area in 1935 who move from a non-farm
residence to a farm residence by April 1940; the data are from the 1940 IPUMS 1% sample, and aggregated
to the state, state economic area (SEA), or county level. “UI Available” is a (state-level) variable measured
as the percentage of months between January 1935 and April 1940 that the state is paying out unemployment
insurance benefits; it ranges from 0.14 to 0.71.
Chapter 2
The Agricultural Sector in Crisis:





The onset of economy-wide depression after 1929 coincided with a precipitous decline in
the price of agricultural products and continued distress for the agricultural sector. Farm
mortgage debt, taxes, and rents did not fall as quickly or as far as farm output prices, making
it difficult for many farmers to remain on their farms. Tenants were expelled and the rate
of foreclosures shot up. At the same time that farm earnings plummeted, the industrial
depression reduced the demand for labor in the cities and thus the opportunities for farmers
to migrate into the non-farm sector.
In the previous chapter, we highlighted the fact that large numbers of people moved
out of towns and cities and onto farms during the downturn, despite the massive shock to
agriculture, and we argued that this is because of the ability of the farm sector to provide
subsistence outside of the market.
In this chapter, I look more closely at the shock to the farm sector and the subsequent
migration off of farms. In particular, I examine the differential effects of the crisis across
different classes of agriculturalists, focusing on migration and labor market outcomes. I
make use of an individual-level data set that links census respondents in the 1930 census to
their records in the 1940 census and thus allows me to follow people over the course of the
Depression.
Using variation in the ruggedness of the land as a proxy for its suitability for mechanized
farming, I show that farmers living in mechanized areas are more likely to out-migrate during
the depression. Furthermore, this effect is stronger for renters than it is for owners: it is
tenant farmers in the most productive regions who are most likely to leave their farms during
the crisis.
I then look at individual income at the end of the depression (in 1940), and compare
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it to an individual’s farm and tenancy status at the beginning of the depression (in 1930).
Farmers owning land in high productivity areas end up with higher earnings than owners in
low productivity areas, but the same result is not true for farm renters: among renters we
see no difference in earnings across regions.
These results highlight how the costs and benefits associated with technological change
are not borne evenly across individuals. Increasing commercialization and mechanization in
agriculture led to large regional differences in productivity, and the most productive areas
appear to be the hardest hit by the agricultural crisis. Within these areas, the benefits from
productivity-enhancing technological progress accrue to the owners of the land resources,
while the costs of the farm crisis (in terms of displacement) are borne heavily by renters.
Another feature of the agricultural crisis involved the high levels of debt and subsequent
farm foreclosures. Here I show that high-debt areas experienced higher rates of out-migration
during the crisis. Unlike the mechanization results, however, I find that the consequences of
mortgage debt are not borne more heavily by renters, and if anything, it is the farm owners
who are more affected by debt.
The results in this paper suggest that the modernized agricultural areas were hit harder
by the economic crisis, but that the incidence of the shock varied by tenancy status. Prior
to the crisis, mechanization in agriculture led to higher land values and labor productivity in
more amenable regions, but when the crisis hit, these areas witnessed large outflows of farm
labor. The labor-displacing effects of the farm technology are bunched during the crisis,
during a time when the expelled workers have fewer opportunities to reallocate into growing
sectors of the economy. Examining subsequent outcomes of tenant workers shows that those
workers coming from more productive areas end up no better off than workers from less
productive areas. In contrast, landowners were the ones taking on high levels of mortgage
debt, and as such they were relatively more affected by the debt crisis.
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Related Literature This paper is related to the vast literature on the effects of tech-
nological change on employment and livelihoods. Szostak (1995) argues that technological
change was an important contributor to the Great Depression, and that in order to better
understand macroeconomic dynamics is it useful to study the process of reallocation of re-
sources across different sectors of the economy.1 The present paper nibbles at this problem,
by studying the transitions out of agriculture during the crises, as well as the relationship
between farm out-migration and farm technology.
I also present evidence that the job losses associated with farm mechanization are con-
centrated during the downturn, even though the process of mechanization stalled during the
crisis. This finding is related to Jaimovich and Siu (2012), who document that the longer-
term disappearance of routine jobs in the U.S. economy in recent decades is fully accounted
for by the job losses that occur during economic downturns.
In examining the consequences of technological change in an agrarian economy, this paper
is related to the work of Scott (1985). He documents, for example, efforts by peasants to
stop the introduction of the combine-harvester in Malaysia in the 1970s, due to the perceived
threat to their livelihoods from mechanized farming.2
Another relevant contribution is that of Brown (2005), who focuses on how the impacts
of the Depression in colonial Burma varied across different classes of agriculturalists. Brown
emphasizes the high levels of indebtedness prior to the crisis, and argues that as a consequence
1. “We must understand why the resources released by some sectors did not — indeed, could not — flow
smoothly into other sectors. Why didn’t the labor market clear?” (Szostak 1995, p. 3)
2. “The introduction of combine-harvesting, as the most sudden and devastating of changes associated
with double-cropping, also stirred the most active resistance.... Throughout the rice bowl of Kedah there
were efforts physically to obstruct its entry into the fields, incidents of arson and sabotage, and widespread
attempts to organize ‘strikes’ of transplanters against those who first hired the machine.... Combines were,
of course, not the first machines that had threatened the livelihood of poorer villagers in Muda.... the use of
tractors and trucks to haul paddy directly from the field to town had earlier sparked spirited and successful
resistance in some villages. The threat posed by combines, however, was of a far greater magnitude.” (Scott
1985, p. 248)
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it is the “modest owner-cultivators” who suffered most deeply.3 I find similar results in this
paper when I observe the higher rates of farm out-migration from heavily indebted regions,
and particularly among landowners. But I also show that the heavily mechanized nature of
U.S. agriculture led to high levels of distress which was more heavily concentrated among
workers further down the agricultural ladder.
Two existing papers on migration in the Great Depression have different objectives from
mine: Fishback, Horrace, and Kantor (2006) study the effects of New Deal programs on
internal migration, using county-level population data; and Boustan, Fishback, and Kantor
(2010) study the effects of migration on wages and employment across local labor markets,
using individual-level data from the 1940 census. My objective here is to examine differences
in migration outcomes as a response to the economic crisis in order to compare the effects
of the crisis across different groups of people and different regions.
2.2 Data
To study migration patterns I make use of individual-level data from the U.S. population
census. I construct an individual-level panel that allows me to follow people over time and
observe the origin and destination locations for migrants.
2.2.1 Individual census data
I use individual-level data from the U.S. Census of Population for the years 1930 and 1940.
The 1930 data set is a 5% sample of the total population and is made available by IPUMS.
3. “[T]he terrifying collapse in the rice price in late 1930 and the credit and foreclosure crisis that it
triggered, threw the expectations and aspirations — the economic and social world — of the delta agricul-
turalist, none more so than the modest owner-cultivator, into turmoil. It swept away all points of reference.”
(Brown 2005, p. 111)
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These data contain information on age, gender, geographic location, place of birth, and
farm status, among other characteristics. The data set also has the individual’s first and last
names, which were originally written on the census manuscript schedules by the enumerators
and then (much more recently) transcribed by IPUMS.
For the 1940 census, I use the complete count 100% sample (digitized by Ancestry.com
and made available to researchers at the NBER). These data contain much of the same type
of information as the 1930 sample, including names, age, location, place of birth, and farm
status (though not all of the information originally recorded in the 1940 census has been
digitized). The 1940 data also contain information on the person’s income, occupation, and
employment status, as well as information on where the person lived in 1935, including state,
county, and farm status.
In order to construct a panel data set with information on individuals in 1930 and 1940,
I link people between these two census waves. Since the 1930 data set is only a 5% sample
of the population, not all individuals in the 1940 sample will be present in the 1930 sample.
Note that these data lack unique identifiers that would allow one to easily match individ-
uals between the 1930 and 1940 data sets (social security numbers, for example). Instead,
I need to match individuals based on the characteristics contained in the data. To do this,
I use first and last names, age, and state of birth. I only include males in the sample,
since women are much more likely to change their names (upon marriage), so I’m implicitly
matching on gender as well.
Since I’m interested in migration patterns, I do not use a person’s current location to
find a match, since doing so would cause the linked sample to contain a disproportionate
number of people who don’t migrate. I avoid using race, as well, since people may report
different races in different years. Other possible variables to match on include mother’s and
father’s birthplace, but unfortunately in 1940 these questions were only included in the long
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form questionnaires, and so the information is only available for 1% of respondents.
For the main results in this chapter, I use a linked sample where individuals are matched
on exact place of birth, exact first and last names, and year of birth within a +/-3 year band.
First, for the 1930 sample, I drop any duplicate observations, meaning any individuals who
share the same names, place of birth, and age. Then, after matching the remaining 1930
observations with potential matches from 1940, I drop any individuals who match with more
than one record from 1940. This leaves me with a sample of unique matches only.
I use this conservative matching procedure in order to minimize false positives. One cost
is that I am unable to assign matches to the vast majority of individuals. My final linked
data set represents 18% of the males in the 1930 IPUMS data set; however, because that
data set is large to begin with, my linked sample is still quite large, containing over 550,000
people.
2.2.2 Other data
In addition to the linked census data, I construct a number of county-level characteristics,
including agricultural characteristics from the Census of Agriculture and farm mortgage debt
information from the 1930 census. I use individual-level occupation data from the 1930 5%
and 1940 1% IPUMS sample to create county-level measures of the predicted change in local
employment. And I use measures of land ruggedness, or the average county-level gradient of
the land, from contemporary GIS databases. All of these data sources are described in more
detail in chapter 1.
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2.2.3 Descriptive statistics
Table 2.1 displays some descriptive statistics for the full linked sample of 552,000 people,
as well as for the subset of 139,000 people living on farms in 1930. The fraction of the
population living on farms increases from 25.2% in 1930 to 28.3% in 1935, and then drops
back to 26.1% in 1940. This increase in the farm population mid-decade is consistent with
the results in the previous chapter.
I also compute statistics for the fraction of people who change their county of residence,
reported in the table as “% migrate”. Recall that the 1940 census includes both 1935 as
well as 1940 location, so the migration status between 1935 and 1940 does not rely on
the linking procedure, while the 1930-35 and 1930-40 variables do. Any incorrect matches
(false positives) produced by the linking procedure are very likely to show up as migrants
in the sample, since the falsely linked records are unlikely to be located in the same county.
These errors would inflate the migration statistics shown in the table. 31.5% of people
are recorded as changing counties between 1930 and 1935, while only 8.3% report changing
counties between 1935 and 1940. Some of this difference could indeed reflect higher rates of
migration during the first half of the decade, but much of it is likely due to matching errors.
(If we were to assume that the true migration rates aren’t much different between the two
time periods, that would suggest that the false positive rate for the matching procedure is
on the order of 20%.)
The table also indicates that the average farm resident is somewhat younger than the
average non-farm resident (the sample includes young children) and reports substantially
less income. 53.7% of farm residents live in a dwelling owned by a member of the household.
The average debt-to-value ratio for farms with mortgages is 39.1%, and 42.7% of owned
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farms have a mortgage.4
2.3 Empirical Specification
I estimate individual-level specifications of the following form, for person i located in county
c and state s:
yics = β0 + β1 · ruggednessc + γs + δXi + εis
where ruggednessc is the average slope of the land in county c, with higher values indicating
more rugged terrain; γs is a fixed effect for the state, included in all specifications; Xi are
additional control variables, usually including age and age-squared; and the error term, εis,
is adjusted for clustering at the state level.
For the regressions investigating the effect of farm mortgage debt, I interact two different
measures of indebtedness to form a composite debt variable, and I estimate the following
specification:
yics = β0 + β1 · debt-to-valuec · percentMortgagedc + γs + δXi + εis
where debt-to-valuec is the average debt-to-value ratio of mortgaged farms in county c and
percentMortgagedc is the percentage of owned farms in county c with a mortgage. Both of
these variables variables come from the 1930 census, and both are increasing in indebtedness,
so the interaction is increasing as well.
Finally, I estimate specifications where I interact the different measures agricultural mod-
ernization (debt, ruggedness) with an indicator variable for whether the person lives in a
4. The debt statistics are person-weighted averages of county-level statistics.
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rented dwelling or one that is owned by a member of the household:
yics = β0 + β1 · ruggednessc + β2 · owneri + β3 · ruggednessc · owneri + γs + δXi + εis
The coefficient estimate on the interaction term indicates whether or not the effect of rugged-
ness (or debt) differs across owners and renters.
2.4 Results
I begin by looking at the effects of the depression on migration outcomes. As mentioned
above, the ruggedness of the farmland influences its suitability for modernized agricultural
production. I compare farmers in rugged areas to those in less rugged areas – including
individuals who change their location over the course of the decade.
Table 2.2 shows that, on average, people in rugged areas in 1930 are no more likely to
move to another county by 1935 or 1940 than people in less rugged areas. But when I
disaggregate by farm status, I see that farmers in rugged areas in 1930 are much less likely
to out-migrate during the depression (columns 3 and 4), meaning that farmers in non-rugged
areas are more likely to leave their farms.
Is this because farmers in non-rugged areas are more likely to move to a city? Table 2.3
indicates that this is not the case. When I compare the destinations of the farm migrants, I
find that these farmers are no more likely to end up living in a nonfarm residence, compared
to farm migrants from rugged areas. So it’s not the case that farmers are leaving non-rugged
areas because there is a stronger pull from employment opportunities in the nearby non-farm
sector.
More likely, the higher rates of out-migration represent higher levels of distress as a
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result of the crisis. Taking a closer look at the income and employment status of migrants
can help us figure out if this migration represents “moving to opportunity” or a “migration
of despair”.
In Table 2.4 I examine the relationship between migration status and log income in 1940.
Respondents with no reported income in 1940 are therefore dropped from this sample. I
classify people as farmers or non-farmers based on where they live in 1930 (these are really
farm residents and non-farm residents — they may or may not be farmers by occupation),
and then I compare people who remain in the same county in 1940 to those who moved to
a new county (“migrants”).
On average, migrants end up with similar incomes to non-migrants. But farmers who
migrate tend to have higher incomes than farmers who remain in the same county, while non-
farm residents who migrate end up with lower incomes than non-farm residents who don’t
move. Columns 5 and 6 make clear that these income differentials are entirely driven by the
subset of migrants who change their farm status. Among farm residents, people who migrate
to non-farm places end up earning higher incomes, on average, while people who migrate to
another farm end up earning the same as non-migrants. Among non-farm residents, people
moving to other non-farm places earn about the same as non-migrants, while people moving
to farms earn substantially less income. These results highlight the importance of taking into
account movement between the farm and non-farm sectors when examining the relationship
between migration and income during this time period.
In Table 2.5, I look in more detail at the relationship between ruggedness and out-
migration among farmers. Farmers living in rugged areas are much less likely to out-migrate
between 1930 and 1935 (panel a) or between 1930 and 1940 (panel b). This is true for both
farm owners and farm renters, though farm owners are in general less likely to leave. Note,
however, that the magnitude of the effect of ruggedness on out-migration is much larger for
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renters than it is for owners. The less rugged (more mechanized) farm areas are experiencing
a decline in their farm population during the crisis, and this decline is driven in large part
by out-migration of tenant farmers. If this migration off farms is in response to the farm
crisis, then it is tenant farmers — and especially tenant farmers in high productivity areas
— who are bearing the brunt of the shock.
To get a more complete picture of the distributional effects of the farm crisis, I look at
reported incomes in 1940. I also examine the effect of farm mortgage debt on these outcomes.
Table 2.6 shows that people from rugged areas report lower incomes in 1940, and this is
true for people from both farm and non-farm households. However, when I disaggregate farm
residents into those living on owned versus rented land, we see that the income differential is
driven entirely by farm owners. Tenant farmers, by contrast, earn similar incomes whether
they come from a highly productive (non-rugged) farm area or a less productive (more
rugged) region.
The relationship between migration and county-level farm mortgage debt is displayed in
Table 2.7. The measure of debt used here is the product of two statistics: the ratio of total
county-level farm mortgage debt to the total value of mortgaged farms, and the percentage
of owned farms in the county that are mortgaged (as opposed to owned free and clear). In all
of the debt regressions, I control for the (log) average farmland value per acre in the county.
We can see from Table 2.7 that there is a strong positive relationship between the level
of indebtedness in 1930 and subsequent out-migration among farmers, meaning that farmers
are leaving the areas with the highest debt levels during the Depression. (Table 2.9 shows
that out-migrants from indebted farm areas are actually less likely to move to non-farm
residences compared to other farm migrants, so much of this out-migration is towards other
farms.) Land values, on the other hand, are negatively related to out-migration, so the
estimated effect of debt does not appear to be driven by higher land values in more indebted
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regions.
Higher debt leads to greater out-migration among farm owners as well as farm renters.
In columns 4 and 5 of Table 2.7, I test whether the estimated effect differs for owners versus
renters, and the coefficient is not statistically significant. This result stands in contrast to the
ruggedness results, where we saw higher rates of out-migration among tenants in smoother
(less rugged) areas, compared to owners. Here, debt leads to more out-migration, but the
effect is not more heavily concentrated among tenants, perhaps because owners are the ones
taking on the debt.
Table 2.8 examines the relationship between debt and subsequent earnings in 1940. Col-
umn 1 shows that people from places with high land values earn significantly higher incomes,
but those from more indebted counties earn lower incomes. Columns 2 and 3 show that much
of the negative estimated effect of farm debt on earnings is driven by variation among non-
farm residents. In column 4, I test for different effects of farm debt among farm owners and
farm renters, and while the coefficient for tenant farmers is higher than for owners (posi-
tive, in fact), the difference is not statistically significant. However, when I add controls
for county-level ruggedness in column 7, the coefficient becomes significant, indicating that
indebtedness reduces subsequent earnings for farm owners more than for renters.
People may be out-migrating for any number of reasons. One important distinction
to make is whether farm out-migrants are moving to towns and cities, or whether they
are moving to another farm. While not definitive, this distinction gives some insight into
whether people are transitioning into non-farm employment or being pushed off their current
land (due to, for example, loss of employment or difficulty making mortgage, tax, or rent
payments). In Table 2.9, I restrict the sample to only those individuals on farms in 1930
who subsequently change counties, and I look at whether or not they end up living on a
farm in their destination location. We saw earlier (Tables 2.5 and 2.7) that landowners are
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much less likely to out-migrate, as you might expect; here we see that those owners who do
choose to leave are much more likely to end up on a non-farm residence compared to other
migrants. Migrants coming from areas with the highest land values are also more likely to
end up on a non-farm residence.
When I compare migrants from rugged versus non-rugged areas, there is no difference
in the propensity to end up on another farm. When I compare high-debt areas to low-debt
areas, however, there are stark differences. Migrants coming from high-debt areas are far
more likely to move to another farm. This finding is consistent with a story where the debt
overhang pushes out existing residents, who then move to other farmland with less expensive
(rent or mortgage) payments. These out-migrants could be the owners themselves, who are
fleeing high mortgage payments, or they could be tenants who were pushed out because the
high levels of debt allowed their landlords less flexibility in relaxing rent payments. (Columns
3-6 indicate that renters migrating from high-debt areas are just as likely as owners to end
up on another farm.)
Finally, in Table 2.10, I examine how race affects migration and income. The omitted
category is Whites, who make up 92% of the sample, while Blacks account for 7.5%, and the
other two groups less than 1% each. The results indicate that Black people are much more
likely to migrate during this time period compared to other groups.
2.5 Concluding Remarks
This paper examines two aspects of agricultural modernization — farm mechanization and
credit market integration — and analyzes how these factors are related to individual out-
comes during the Depression. The results suggest that there were differential effects of the
crisis on different groups. Farmers in more modernized areas were far more likely to leave
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their farms during the downturn, and not because they faced better outside options. But
the results also highlight that there were different dimensions to the agrarian distress, and
each of these dimensions affected people in different ways. Mechanization on farms appears
to have increased the vulnerability of tenant farmers in particular, while the mortgage crisis
appears to have more heavily affected the landowners.
I conclude by remarking on the implications of the results in this chapter and the pre-
ceding one for our understanding of the longer-run processes of economic development. Eco-
nomic models of structural transformation contain assumptions about the process by which
individuals transition from one sector into another. Explicitly studying this transition pro-
cess over relatively short-term time scales and using micro-level data, as I do in these papers,
can help us develop a better understanding of the transition dynamics influencing longer-
run structural transformation. These results therefore allow us to consider the assumptions
contained within popular models of growth and development. I comment here on two such
models: models that emphasize the so-called food problem; and models that emphasize the
presence of surplus labor.
A class of models in the literature around the transition from an agriculture-based econ-
omy to an industrialized economy emphasizes the so-called “food problem”: the idea that
poor countries are largely agrarian because of low productivity in the agricultural sector,
which requires a large portion of the population to be engaged in agriculture in order to
meet the food needs of the population (Schultz 1953). In these models, agriculture is “spe-
cial” because it produces a special output — food — which has the unique characteristic
that it’s a basic good that everybody needs, though people only need so much (i.e., its share
of expenditure falls as income rises). Industrialization occurs as agricultural productivity
increases, because fewer farm workers are needed in order to meet the nation’s food require-
ments, and so workers transition into nonfarm industries. My results presents a challenge to
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this class of models: not only does the glut of cheap farm products during the crisis fail to
spur industrial growth, but also a large number of the people thrown off farms as a result
of productivity improvements actually move into lower-productivity agriculture, rather than
into the modern sector.
These papers also bring renewed attention to the concepts of surplus labor and access to
land for the poor and dispossessed. The early development literature on the dual economy
focused attention on the distinction between the traditional sector and the modern sector.
The traditional sector was often talked about in the context of agriculture, but authors were
careful to note that the two were not necessarily synonymous (Lewis 1954; Ranis and Fei
1961); some parts of the agricultural sector look particularly “modern” and some nonfarm
employment looks more traditional.
In many developing countries, available farmland is scarce: there is no abundance of
unused land that is well-suited for agriculture. In a dual economy framework, this means
that the fixed amount of available farmland is split between the modern agricultural sector
and the traditional agricultural sector. As more land is converted into the modern sector, it
means that less is available for the traditional sector. The results in these papers emphasize
that this is an important distinction to take into account. In the first chapter, we find that
the traditional agricultural sector shows a remarkable ability to absorb surplus labor during a
crisis. But as the present chapter highlights, in the modernized agricultural sector, precisely
the opposite is true: people are driven off the land during crisis, either to nearby towns or
to be absorbed by the less modernized farm areas.
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Table 2.1: Descriptive Statistics
Variable Mean Std. Dev.
Everybody
% farm 1930 .252 .434
% farm 1935 .283 .451
% farm 1940 .261 .439
% migrate 1930-35 .315 .465
% migrate 1930-40 .369 .482
% migrate 1935-40 .0826 .275
age in 1930 27.2 18.4
income in 1940 ($) 719 1025
1930 Farm Residents Only
% migrate 1930-35 .316 .465
% migrate 1930-40 .376 .484
% migrate 1935-40 .105 .307
age in 1930 26 19
income in 1940 ($) 312 646
ruggedness of 1930 county .0924 .0868
ruggedness of 1935 county .0934 .0881
ruggedness of 1940 county .0944 .0891
owned dwelling 1930 .537 .499
farm debt-to-value ratio in 1930 county .391 .075
owned farms with mortgage in 1930 county .427 .146
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Table 2.2: Ruggedness and out-migration
migrate (change counties)
(1) (2) (3) (4) (5) (6)
30-35 30-40 30-35 30-40 30-35 30-40
ruggedness, 1930 county -0.0159 -0.000843 -0.276∗∗∗ -0.263∗∗∗ 0.137∗∗ 0.156∗∗
(0.0524) (0.0512) (0.0547) (0.0493) (0.0657) (0.0714)
Observations 471176 505228 128170 137158 343006 368070
R2 0.019 0.022 0.027 0.028 0.019 0.023
Sample (1930 status) everybody everybody farm farm non-farm non-farm
Notes: The dependent variable is an indicator for whether the person moves to a different county between
1930 and 1935/40. The results indicate that farm residents in rugged counties are less likely to out-migrate,
while the opposite is true for non-farm residents. The first two columns include all males in the sample;
the second two columns include only residents living on farms in 1930; and the last two columns include
only non-farm residents in 1930. The “Sample (1930 status)” indicates the sample used in the regression,
based on an individual’s location of residence in 1930, not his occupation. All regressions control for age,
age-squared, and state fixed effects. Robust standard errors in parentheses, adjusted for clustering at the
state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 2.3: Ruggedness and out-migration: farm vs. non-farm destinations
lives on farm moves to farm (migrants only)
(1) (2) (3) (4) (5) (6)
1935 1940 1935 1940 1935 1940
ruggedness, 1930 county 0.239∗ -0.0395 -0.0627 0.00854 0.0459
(0.122) (0.0515) (0.0438) (0.0383) (0.0298)
ruggedness, 1940 county 0.334∗∗
(0.127)
Observations 505228 447759 22337 46461 74696 159425
R2 0.157 0.131 0.046 0.034 0.087 0.070
Sample (1930 status) everybody everybody farm farm farm+nonfarm farm+nonfarm
Notes: Columns (1) and (2) simply show that rugged areas have a higher proportion of residents located on farms, on average. The
dependent variable in columns (4)-(6) is an indicator variable for whether the person lives on a farm in 1935 or 1940; the sample is
restricted to only those individuals who change counties between 1930 and 1935/40. People leaving non-rugged areas are no more or less
likely to migrate to a non-farm residence, compared to people leaving rugged areas. See notes to Table 2.2 for additional information.
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Table 2.4: Migration status and 1940 income
log income 1940
(1) (2) (3) (4) (5) (6)
change counties 1930-40 -0.00768 0.386∗∗∗ -0.0702∗∗∗ 0.00324 0.292∗∗∗ -0.00681
(0.0159) (0.0211) (0.0171) (0.0129) (0.0181) (0.0135)
on farm, 1940 -0.702∗∗∗ -0.433∗∗∗ -0.480∗∗∗
(0.0309) (0.0188) (0.0245)
on farm × migrant -0.0673∗∗∗ -0.298∗∗∗ -0.295∗∗∗
(0.0209) (0.0198) (0.0243)
Observations 287253 51497 235727 247773 47824 199928
R2 0.214 0.171 0.193 0.280 0.239 0.229
Sample (1930 status) everybody farm non-farm everybody farm non-farm
Notes: The dependent variable is the log of individual income in 1940; persons with no income are dropped
from the sample. People living on farms in 1930 who subsequently move to another county tend to earn more
in 1940 compared to farm residents who remain in the same county; the opposite is true for non-migrants.
These differences are driven entirely by the migrants who change their farm status: some of the people out-
migrating from farms are moving to non-farm residences and earning more (column 5), while some people
out-migrating from non-farm residences are moving to farms and earning less (column 6), compared to people
who stay put. (A test of the first and third coefficients in column (5) indicates no significant difference in
earnings between farm non-migrants and farm migrants who move to another farm.) See notes to Table 2.2
for additional information.
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Table 2.5: Farm tenancy and out-migration: effect of ruggedness
(a) 1930-35
migrate 1930-35 (change counties)
(1) (2) (3) (4)
ruggedness, 1930 county -0.276∗∗∗ -0.0843∗∗∗ -0.325∗∗∗ -0.260∗∗∗
(0.0547) (0.0271) (0.0738) (0.0729)
owner -0.139∗∗∗
(0.0108)
owner × ruggedness 0.121∗
(0.0679)
Observations 128170 69190 58980 128170
R2 0.027 0.011 0.026 0.044
Sample (1930 status) farm farm owners farm renters farm
(b) 1930-40
migrate 1930-40 (change counties)
(1) (2) (3) (4)
ruggedness, 1930 county -0.263∗∗∗ -0.0741∗ -0.301∗∗∗ -0.251∗∗∗
(0.0493) (0.0373) (0.0666) (0.0645)
owner -0.143∗∗∗
(0.00962)
owner × ruggedness 0.135∗∗
(0.0644)
Observations 137158 73496 63662 137158
R2 0.028 0.013 0.022 0.044
Sample (1930 status) farm farm owners farm renters farm
Notes: The dependent variable is an indicator for whether the person changes counties between 1930 and
1935 (panel a) or between 1930 and 1940 (panel b). Farm residents in rugged areas are substantially less
likely to leave the county. The magnitude of the effect of ruggedness is much larger for residents of a rented
dwelling than it is for residents of a dwelling owned by a member of the household. Put another way,
renters are more likely to out-migrate than owners, and this differential is largest in the least rugged places.
Columns (2) and (3) run the specifications separately for owners and renters, respectively, while column
(4) tests whether the effect of ruggedness differs by ownership status. See notes to Table 2.2 for additional
information.
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Table 2.6: Farm tenancy and 1940 income: effect of ruggedness
log income 1940
(1) (2) (3) (4) (5) (6)
ruggedness, 1930 county -0.552∗∗∗ -0.264∗∗ -0.510∗∗∗ -0.634∗∗∗ -0.104 -0.169
(0.170) (0.131) (0.152) (0.158) (0.137) (0.132)
owner 0.194∗∗∗
(0.0231)
owner × ruggedness -0.365∗∗
(0.148)
Observations 260043 50572 209471 25920 24652 50572
R2 0.214 0.136 0.193 0.119 0.151 0.142
Sample (1930 status) everybody farm non-farm farm owners farm renters farm
Notes: The dependent variable is log of individual income in 1940; persons with no income are dropped from the sample. Residents of
rugged counties end up earning lower incomes in 1940. This is true for non-farm residents as well as farm owners, but not for farm renters.
There is no statistically significant relationship between ruggedness and income for farm renters. See notes to Table 2.2 for additional
information.
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Table 2.7: Farm tenancy and out-migration: effect of farm mortgage debt
(a) 1930-35
migrate 1930-35 (change counties)
(1) (2) (3) (4) (5)
debt 1930 0.419∗∗∗ 0.170∗∗∗ 0.393∗∗∗ 0.274∗∗∗ 0.177∗∗∗
(0.0613) (0.0449) (0.0657) (0.0643) (0.0599)
log value per acre 1930 -0.00534 -0.0191∗∗∗ 0.000542 -0.0103∗ -0.0138∗∗∗
(0.00629) (0.00364) (0.00988) (0.00558) (0.00512)
owner -0.133∗∗∗ -0.152∗∗∗
(0.0113) (0.0135)
owner × debt 0.0293 0.0692
(0.0574) (0.0519)
ruggedness, 1930 county -0.233∗∗∗
(0.0623)
owner × ruggedness 0.144∗∗
(0.0680)
Observations 130279 70417 59862 130279 128170
R2 0.028 0.012 0.026 0.045 0.045
Sample (1930 status) farm farm owners farm renters farm farm
(b) 1930-40
migrate 1930-40 (change counties)
(1) (2) (3) (4) (5)
debt 1930 0.467∗∗∗ 0.202∗∗∗ 0.450∗∗∗ 0.349∗∗∗ 0.260∗∗∗
(0.0637) (0.0525) (0.0743) (0.0664) (0.0676)
log value per acre 1930 -0.0130∗ -0.0281∗∗∗ -0.00622 -0.0182∗∗∗ -0.0217∗∗∗
(0.00721) (0.00460) (0.0113) (0.00655) (0.00606)
owner -0.124∗∗∗ -0.145∗∗∗
(0.0119) (0.0149)
owner × debt -0.0327 0.0154
(0.0597) (0.0569)
ruggedness, 1930 county -0.214∗∗∗
(0.0516)
owner × ruggedness 0.140∗∗
(0.0663)
Observations 139420 74802 64618 139420 137158
R2 0.030 0.015 0.023 0.045 0.045
Sample (1930 status) farm farm owners farm renters farm farm
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Notes: The dependent variable is an indicator for whether the individual moves to a new county over the
time period indicated. “debt 1930” is the product of the county-average farm mortgage debt-to-value ratio
and the percent of owned farms in the county with a mortgage. All specifications control for (log) value
per acre of land and buildings in 1930. Residents of high-debt regions are more likely to out-migrate; the
effect of debt on owners is not significantly different from the effect on renters. See notes to Table 2.2 for
additional information.
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Table 2.8: Farm tenancy and 1940 income: effect of farm mortgage debt
log income 1940
(1) (2) (3) (4) (5)
debt 1930 -0.629∗∗∗ -0.121 -0.343∗∗ 0.149 0.276
(0.183) (0.184) (0.156) (0.222) (0.241)
log value per acre 1930 0.103∗∗∗ 0.136∗∗∗ 0.0731∗∗∗ 0.144∗∗∗ 0.144∗∗∗
(0.0159) (0.0171) (0.0107) (0.0171) (0.0168)
owner 0.195∗∗∗ 0.297∗∗∗
(0.0346) (0.0475)
owner × debt -0.154 -0.431∗∗
(0.176) (0.184)
ruggedness, 1930 county 0.286∗∗
(0.139)
owner × ruggedness -0.587∗∗∗
(0.176)
Observations 274240 51466 222774 51466 50572
R2 0.228 0.141 0.202 0.147 0.148
Sample (1930 status) everybody farm non-farm farm farm
Notes: The dependent variable is log of individual income in 1940; persons with no income are dropped from
the sample. In column (5), the effects of debt are significantly different for owners vs. renters, but neither
effect is statistically significant from zero. See notes to Table 2.2 for additional information.
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Table 2.9: Farm tenancy and out-migration: farm vs. non-farm destinations
moves to farm (migrants only)
(1) (2) (3) (4) (5) (6)
1935 1940 1935 1940 1935 1940
owner -0.0939∗∗∗ -0.0916∗∗∗ -0.113∗∗∗ -0.0894∗∗∗ -0.111∗∗∗ -0.103∗∗∗
(0.0140) (0.00913) (0.0179) (0.0103) (0.0287) (0.0157)
ruggedness, 1930 county 0.0703 -0.0141 0.134 0.0467
(0.0627) (0.0530) (0.0862) (0.0533)
owner × ruggedness -0.0514 0.0460 -0.0192 0.0654
(0.0739) (0.0698) (0.0939) (0.0764)
debt 1930 0.267∗∗∗ 0.224∗∗∗ 0.305∗∗∗ 0.247∗∗∗
(0.0761) (0.0591) (0.0938) (0.0620)
owner × debt 0.0980 0.0260 0.0939 0.0681
(0.0933) (0.0566) (0.113) (0.0598)
log value per acre 1930 -0.0227∗∗∗ -0.0124∗∗ -0.0174∗∗ -0.0108∗
(0.00617) (0.00516) (0.00655) (0.00546)
Observations 22337 46461 22703 47255 22337 46461
R2 0.054 0.040 0.055 0.041 0.056 0.041
Sample (1930 status) farm farm farm farm farm farm
Notes: The dependent variable is an indicator for whether the person lives on a farm in 1935 or 1940, and the sample is restricted to
migrants only, i.e., only those individuals living on farms in 1930 who move to a different county by 1935 or 1940. See notes to Table 2.2
for additional information.
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Table 2.10: Race, out-migration, and income
out-migrate (change counties) log income
(1) (2) (3)
1930-35 1930-40 1940
Black 0.135∗∗∗ 0.118∗∗∗ -0.306∗∗∗
(0.00773) (0.00958) (0.0228)
American Indian/Alaska Native -0.0936∗∗∗ -0.140∗∗∗ -0.474∗∗∗
(0.0262) (0.0332) (0.0536)
Asian and/or Pacific Islander -0.0521 -0.0449 -0.0368
(0.0346) (0.0275) (0.129)
Observations 130347 139493 51497
R2 0.033 0.032 0.144
Sample (1930 status) farm farm farm
Notes: The dependent variable in columns (1) and (2) is an indicator for whether the person changes counties
over the time period indicated; the dependent variable in column (3) is the log of reported income in 1940.
See notes to Table 2.2 for additional information.
Chapter 3
Ground-Level Ozone Pollution and
Corn Yields in the United States
Christopher Boone, Wolfram Schlenker, and Juha Siikamäki
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3.1 Introduction
Corn yields in the United Sates have been trending upward at a rapid pace since 1940, ex-
periencing a remarkable productivity gain that outpaced most other sectors of the economy.
Some commonly cited reasons for this gain include the expanded use of fertilizer, irrigation,
and pesticides, as well as the introduction of new crop varieties like hybrid corn (Jorgen-
son and Gollop 1992; Alston, Pardey, and Roseboom 1998). The United States currently
produces roughly 40% of the world’s corn, which is responsible for a substantial portion of
global caloric consumption.1 There was a general downward trend in real commodity prices
over the 20th century as production increases outpaced increases in demand. However, since
2005, prices have reversed their long-term trend. The demand for calories has increased as
emerging economies switch to a meat-based diet that uses corn as feedstock. At the same
time, corn-based biofuel mandates have put additional pressure on food supplies (Hill et al.
2006). The combined increase in calorie demand can only be met if yields continue to grow
rapidly. Understanding the driving forces behind the strong past growth in average yields
is an important step in modeling the future of commodity prices. Here we focus on the
contribution of air pollution reduction to yield growth in the United States.
The United States sets two regulatory standards for air pollutants: the primary standard
is designed to protect human health, while the secondary standard is designed to protect
human welfare, which includes agricultural yields. The two standards are currently the same
for most pollutants, but the Environmental Protection Agency (EPA) recently proposed to
lower the primary ozone standard, which is based on the highest daily consecutive 8-hour
average, and introduce a new secondary standard based on a nonlinear weighted sum of
hourly ozone exposure.
1. On a calorie-weighted basis, the U.S. share of total production of corn, rice, soybeans and wheat was
23%, and the majority of that share comes from corn (Roberts and Schlenker 2013).
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In this paper, we examine the effects of ozone pollution on agricultural production using
data on annual county-level corn yields in the Eastern U.S. for the years 1993-2011. The
counties in our sample account for over 90% of U.S. corn production. We combine the
data on yields with a variety of measures of local ozone exposure, which we construct using
hourly readings from all ozone monitors maintained by the EPA. We focus in particular
on identifying nonlinearities in the relationship between ozone and yields. One challenge
we face involves transforming our pollution data so that it corresponds to the same spatial
and temporal scale as our agricultural data. Simply averaging across space or time makes
it harder to identify possible nonlinear relationships, and we therefore take great care to
capture the actual ozone exposure.
To do so, we first construct several measures of ozone exposure by using different proce-
dures to aggregate the hourly ozone concentrations over the entire growing season (March
to August). The five sets of ozone variables that we construct are: (i) the maximum daily
8-hour average, which is the basis for the current U.S. secondary ozone standard; (ii) the
simple daytime mean exposure; (iii) the weighted sum of all hourly daytime exposure using
EPA’s W126 weight, the basis for the proposed revised secondary ozone standard; (iv) a
measure of cumulative linear exposure above a threshold, which has been used in labora-
tory experiments that form the basis for some regulatory standards in Europe;2 and (v) a
semi-parametric approach that models the relationship with the help of flexible splines.
We then interpolate the monitor-specific ozone values over space in order to construct a
measure of county-level exposure. In doing so, we develop a new methodology to approximate
missing values using the cumulative distribution function of each station and then fit a
pollution surface between monitors that is evaluated on a 1
24
-degree grid (2.5 minutes, or
2. While the European standards usually rely on a 40 ppb threshold, we vary it between 1 ppb and
120 ppb.
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about 4.5 km by 4.5 km) in both longitude and latitude. Ozone exposure is estimated as
the weighted average of all grids in a county, where the weights are the cropland area in
a county obtained from a satellite scan, the same weights that were used to construct the
weather data set of Schlenker and Roberts 2009, which we extend to 2011.
We estimate the effect of ozone on corn yields using a panel regression containing county
fixed effects. In our baseline specifications, we control for weather since ozone formation is
correlated with temperature, which itself affects yields (Schlenker and Roberts 2009). We
also include two sets of time controls: state-specific quadratic time trends to capture overall
yield trends, as well as year fixed effects to capture system-wide effects like movements in
global commodity prices. To address concerns about omitted variables bias, we show that our
results are robust to a variety of controls and across a number of specifications. The inclusion
of county fixed effects, as well as county-specific time trends in some specifications, ensures
that the parameters are identified by fluctuations around baselines that are allowed to trend
separately in each county. Threats to the validity of our empirical estimates must entail
some unobserved factor that varies systematically with ozone around a county-specific mean
or trend. The most likely candidate would be weather. We demonstrate that our results are
insensitive to the inclusion of a variety of different weather-related controls. The only other
obvious candidates are other (non-ozone) air pollutants, and we show that controlling for
other pollutants leaves the estimated effect of ozone unchanged.
We find strong and robust evidence that the effect of ozone exposure is large in magnitude
and may result in substantial production losses. We also identify a critical threshold of 72
parts per billion (ppb): below this threshold, there is no statistically significant effect of
ozone exposure on yields; above this threshold, however, there is a negative and significant
effect on yields, and the magnitude of the effect is linearly increasing in ozone concentrations
above 72 ppb.
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To help assess which concentration-response specification best predicts variation in our
data, we conducted a series of cross-validation experiments (Efron and Tibshirani 1993)
to evaluate alternative empirical specifications using out-of-sample predictive power. The
model using linear exposure above a critical threshold of 72 ppb performs almost as well
as the very flexible spline model. On the other hand, the model that uses the 4th highest
daily maximum 8-hour average, the basis of the current U.S. ambient air quality standard,
performs the worst out of all the models.
In order to get a better sense of the magnitude of the effects, we use our empirical esti-
mates to investigate the impact of ozone concentrations above 72 ppb on crop production.
We compare production in our sample counties under observed ozone levels to a counter-
factual where ozone concentrations are truncated at 72 ppb, i.e., all hourly ozone readings
above 72 ppb are set to 72 ppb. The estimated crop losses due to ozone pollution are as
much as 16-17.5% of potential production in the early years of our sample. A 17.5% loss
corresponds to the caloric equivalent of feeding 134 million people on a 2000 calories/day
diet. The estimated losses in recent years are smaller, resulting from the decline in exposure
to ozone concentrations above 72 ppb.
Finally, we investigate the contribution of declining pollution levels to the observed
growth in corn yields. Peak ozone levels have been trending downward in recent years,
and our estimates of production shortfalls therefore decline from 16-17.5% at the beginning
of our sample period to almost zero recently. At the same time, corn yields have been grow-
ing at a rate of 1.88% per year, for a total increase of 34% between 1993 and 2011. We
estimate that the reduction in peak ozone levels is responsible for about 41% of the growth
in corn yields.
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Related Literature. Much of the current understanding about the effects of ozone on
crop yields comes from the results of controlled experiments using growth chambers such as
glass houses or open-top chambers (Heagle 1989). In these experiments, crops are grown in
fully or partially enclosed environments, where the ambient ozone concentration is controlled
by adding ozone or filtering the air. More recently, experiments have been run in open-air
environments using free-air gas concentration enrichment technology (Morgan et al. 2006).
Albeit such experiments offer powerful means to test for the effects of ozone in controlled
settings, the differences between the controlled settings and actual agricultural production
environments, including the full range of relevant environmental conditions (e.g., weather,
insects, disease) and farmers’ production decisions, may considerably limit the applicability
of the currently available evidence to project damages from ozone pollution in real-world
agricultural production. This has led to calls for comparable assessments using actual crop
production and environmental data. For example, the extensive assessment of ozone pollu-
tion by the Royal Society highlights the need for empirical studies to verify the effects of
ozone pollution, including potential threshold effects, using observational data under real-
world growing conditions (Royal Society 2008). Similar concerns were raised by the United
States Environmental Protection Agency in the recent regulatory documents concerning the
National Ambient Air Quality Standard for ozone (Environmental Protection Agency 2008).
Previous research employing data from real-world agriculture has studied the effect of
ozone on corn and soybean yields in a cross-section of several hundred fields in the Eastern
U.S. (Westenbarger and Frisvold 1995). However, cross-sectional studies are potentially
subject to and limited by omitted variable bias, a concern we examine in Section 3.4.5.
Another study focused on soybean yields using five years of data from three states in the
Midwestern U.S. (Fishman et al. 2010). Our analysis focuses on corn, a key agricultural
crop, and encompasses almost all corn production in the United States over a time period
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of 19 years. Following the results of earlier studies, we allow for the existence of thresholds
and nonlinear relationships. We investigate these nonlinearities in more detail than has been
done in previous observational studies or has been feasible in experimental settings where
there are practical limitations on how much the treatment can be varied. We develop a
unique fine-scaled pollution data set that constructs a pollution surface over a county and
averages it over the agricultural area within a county to obtain a more accurate measure of
the actual exposure. And we provide evidence that simply averaging monitor stations in a
county will lead to significant attenuation bias.
3.2 Data Description
We begin by describing the data on maize yields and ozone pollution that we use for our
analysis. This section outlines in detail how we aggregate the hourly ozone readings at
the monitor level into daily ozone measures at the county level. (Later, when discussing
our empirical methodology in Section 3.3, we discuss the various techniques that we use to
aggregate the daily pollution measures into annual statistics.)
3.2.1 Agricultural Yields
Agricultural yields were downloaded from the National Agricultural Statistics Service Quick
Stats website for the years 1993-2011.3 Annual county-level corn yields are defined as the
ratio of total production in a county to the harvested area. We focus on dryland agriculture
and therefore only use counties east of the 100 degree meridian (except Florida) that report
corn yields. These counties are shaded grey in Figure 3.1 and account on average for 92%
3. We downloaded data from the “Survey” program at http://quickstats.nass.usda.gov
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of annual US production in 1993-2011. The aggregate log yield in our sample is shown in
Figure 3.2.
3.2.2 Pollution Data
Since yield data are reported on an annual level for each county, we need to aggregate the
hourly ozone data to an annual county-level panel as well. Earlier studies linking corn yields
to weather outcomes used a growing season of March 1st-August 31st of each year (Schlenker
and Roberts 2009). Our model uses the same definition of the growing season to derive a
season-total ozone measure.
We start by downloading hourly monitor-level ozone readings for all monitors in the
United States for the years 1993-2011.4 Some ozone monitors only operate for a fraction of a
season. Figure 3.3 shows the average number of monitors that report ozone readings on a day
across the days of the year. There is a significant increase in the number of active monitors
on April 1st. We therefore separately interpolate ozone data for the month of March (when
fewer monitors are available) and the time period from April through August.
For each of the two time periods (March and April-August) we follow the same script:
(i) The data is limited to monitors that report values for at least 75% of the days in the
time period of consideration in a year. We do this separately for each year as few
monitors report consistently for the entire time period 1993-2011. It is possible that a
monitor is included in only some years. We construct a balanced panel for all days of
those years. The number of “good” monitors in our data set, i.e., the ones that have
at least 75% of their daily values non-missing for at least one of the time periods, are
shown in Figure 3.4.
4. http://www.epa.gov/ttn/airs/airsaqs/detaildata/downloadaqsdata.htm
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(ii) We construct various daily ozone measures: mean values, exposure above threshold,
etc. (see Section 3.3.2), for each day. Some hourly observations are missing. Since
hourly ozone readings are highly serially correlated, missing observations are better
approximated by the previous reading than the daily average. We weight each hourly
observation by the time until the next reading. For example, if readings occur at 9am
and 11am, the 9am reading will get a weight of 2 (hours). By the same token, if
the first readings of the day are missing, we count the hours until the first reported
reading and assign it to the first observed reading. For example, if we calculate the
daily average between 6am and 8pm, and readings occur at 8am, 9am, and 10am, the
8am reading will receive a weight of 3 (hours). Similarly, if the last readings of the
day are missing, we assign them to the last observed reading. As a result, the weights
of all readings on a day always sum to the number of hours of the day over which the
ozone measure is calculated.
(iii) In a third step we fill in the missing daily values in step (ii) by using the average
cumulative distribution function (CDF) of surrounding non-missing stations. Specifi-
cally, we compute the empirical CDF of daily readings for each monitor; then, for each
non-missing monitor on a particular day, we compute the corresponding percentile of
that day’s reading based on the monitor’s CDF; and finally, for any monitor with a
missing value on that day, we compute the weighted average of the percentiles from
all the surrounding non-missing monitors, where the weights are the inverse squared
distance, and we fill in the missing value using the value that corresponds to the
weighted-average percentile from that (missing) monitor’s own CDF. For example, if
a non-missing monitor 1 km away has a value that equals 80th percentile of all read-
ings in 1993-2011 for the given time period (e.g., March or April-August), and another
that is twice as far away has a value that equals the 60th percentile, the weighted
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average will be the 76th percentile. Supposing that the weighted average of all non-
missing monitors corresponds to the 76th percentile, we then replace the missing value
at the station with the value at the 76th percentile of its own cumulative distribution
function. As a result we have a balanced panel of daily ozone characteristics.
(iv) We interpolate the daily monitor readings to the fine-scaled grid used by the Parameter-
elevation Regressions on Independent Slopes Model (PRISM),5 the grid underlining our
daily weather data. It is an evenly spaced grid in both the longitude and latitude with
a grid size of 1
24
degrees. Pollution readings at a grid point are the squared inverse
distance weighted average of all monitor readings.6
(v) We then average the daily ozone readings for all grid cells in the county in order to
construct a county-average daily ozone reading, weighting by the cropland area in each
grid cell, which was obtained from the 1992 Land Cover database provided to us by
Shawn Buchholz at the Economic Research Service at USDA.
3.3 Empirical Methodology
3.3.1 Regression Equation
We run panel regressions of log corn yields in county i and year t on measures of ozone as
well as other explanatory variables. Specifically, we estimate:
log(yit) = αoit + Witβ1 + Xitβ2 + f(t) + γi + εit
5. http://www.prism.oregonstate.edu
6. We always add 1m to the distance to avoid division by zero as some monitors are located at a grid
centroid.
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The main coefficient of interest α captures the effect of various ozone measures oit over the
growing season in year t in county i on log corn yields. The various ozone measures are
discussed below in Section 3.3.2.
We control for weather variables Wit to capture the direct effect of weather on yields.
Since ozone formation is correlated with warmer temperatures, controlling for weather vari-
ables is crucial to avoid omitted variable bias. If we omit weather variables, the coefficient
α becomes more negative as it also captures the direct damaging effects of extreme heat,
which is conducive to ozone formation. Similarly, Xit can include other control variables
that could covary with ozone and directly influence yields, e.g., other pollutants.
Yields exhibit strong upward trends over time, and we hence include temporal controls
f(t). The baseline specification uses state-specific quadratic trends to capture overall move-
ments in average yields over time as well as year fixed effects that capture economy-wide
shocks (e.g., fluctuations in world prices).
Finally, county fixed effects γi ensure that our identification stems from comparing out-
comes within a county across years, i.e., if pollution is higher than normal (average) in a
county, what happens to yields. The error terms εit are clustered at the state level to ac-
count for spatial correlation. This procedure gives comparable standard errors to approaches
that more specifically model the covariance of error terms between counties as a function of
distance (Fisher et al. 2012), e.g., Conley’s standard errors (Conley 1999).
3.3.2 Pollution Data
We estimate regression models using several measures of ozone exposure that have been
proposed in the literature. All variables are constructed from hourly ozone monitor readings.
We summarize them here. The exact specifications are:
93
1) Daily maximum 8-hour average in ppb: We calculate average ozone levels for
consecutive 8hr intervals starting at each hour of the day, i.e., the average ozone con-
centration from midnight to 8am, 1am-9am, etc. We utilize the maximum daily 8-hr
average in two ways:
1a) We pick the fourth highest for the year (March-December).7 The current US ambient
air quality standard is based on the fourth highest of these daily maximum 8hr averages,
averaged over three consecutive years.
1b) We take the average of all daily maximum 8hr averages over the growing season (March-
August).
2) Daily mean in ppb: We derive the simple average of all hourly observations between
6am and 8pm of each day and then average the daily values over all days of the growing
season (March-August).
3) Weighted sum of hourly exposures by EPA: EPA recently proposed a new sec-
ondary ozone standard based on a weighted sum of all hourly observations.8 The
weighting function is shown in Figure 3.5. Specifically, we multiply all hourly ozone
observations between 8am and 8pm by the appropriate weight and sum these values
over all days in the growing season (March-August). We follow EPA, which uses a time
period of 8am to 8pm, but results are the same if we start at 6am instead to keep the
7. We separately interpolate the ozone data for October and November-December using the above proce-
dure.
8. The primary ambient air quality standard is designed to protect human health, while the sec-
ondary standard is designed to protect human welfare, i.e., visibility, damages to crop, etc. The
new standard is outline in http://www.epa.gov/airquality/ozonepollution/pdfs/fs20100106std.pdf and
http://www.epa.gov/airquality/ozonepollution/actions.html
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time of the day consistent with other measures.9
4) Linear hourly exposure above a threshold in ppb-hours: Earlier US ambient
air quality standard were based on hourly observations, and chamber studies have
suggested that the damaging effects of ozone are linearly increasing above a threshold,
i.e., being twice as high above the threshold is twice as harmful. We therefore derive
linear exposure measures above various thresholds b. For each hour between 6am and
8pm, we calculate the difference between the monitor reading and the threshold if the
monitor reading is larger than the threshold and then sum it for these hours of the
day for all days of the growing season. For example, a linear exposure measure above
72 ppb sums max{v− 72, 0} for all hourly values v between 6am and 8pm for all days
of the growing season (March-August).
5) Spline polynomials in hourly ozone exposure: Instead of imposing weights on
various ozone readings, we estimate the effect of various hourly ozone levels on annual
yields. We use flexible restricted cubic splines, which are a series of third-order poly-
nomials that approximates the unknown function between consecutive knot locations
subject to the constraints that the polynomials continuously “blend” into one another
(are continuous and have a continuous derivative at the knot). For a restricted cubic
spline, the function is forced to be linear below the smallest and above the largest knot.
Since we are pairing annual yields with a season worth of hourly pollution readings,
we need to aggregate the hourly readings. While the functional form is flexible, the
assumption we impose is that the effects are additively separable. Specifically, let the
effect of an hourly ozone exposure ohit be given by the splines s1(ohit), . . . , sn−1(ohit),
where n is the number of spline knots. In our baseline specification we use seven knots
9. Since ozone is generally very low in the morning, this has no significant effect on the measure.
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at 1 ppb, 15 ppb, 30 ppb, 45 ppb, 60 ppb, 75 ppb, and 90 ppb. Summing the effect

















We are hence left with n−1 variables S1it, . . . , S(n−1)it which are the spline polynomials
evaluated at each hourly reading and then summed over the entire growing season
(March-August). The coefficients α1, . . . , αn−1 then give us the estimated effect of
various ozone levels on annual log yields.
Figure 3.6 displays the evolution of the season-average of the maximum daily 8hr average
in red (left y-axis) as well as linear exposure above a 72 ppb threshold in cyan (right y-axis).10
The yearly aggregate is the weighted average of all counties in the sample, where the weights
are the average growing area in our sample. The 8hr average shows no discernible trend,
but the linear exposure measure that captures peak hourly levels shows a strong decline.
The same is true for the other ozone measures as well, as shown in Figure 3.7: there is no
significant trend in measures of average ozone exposure, but a significant decline in measures
that place a higher weight on peak levels. In other words, the overall average has not changed
much at all, but peak levels have come down over time.
The spatial distribution of the peak levels for the variable that captures linear hourly
exposure above 72 ppb is shown in Figure 3.8 for the first five years of our sample when peak
levels were higher. Some of the most productive farmland in Illinois and Indiana experienced
significant exposure above 72 ppb, but the highest exposure was found in corn fields close
to the highly urbanized Eastern seaboard between Washington, D.C. and New York City.




We find strong and robust evidence that the effect of ozone exposure is large in magnitude and
may result in substantial production losses. The effect of ozone exposure on maize yields
is approximately linearly increasing in ozone concentration above a threshold of 72 ppb.
Figure 3.9 shows the regression results for two of our models that link log yields to ozone:
The blue line shows the results using restricted cubic splines with 7 knots (the knot locations
are indicated as dashed line). The blue line gives the estimated effects on log yields from a
one hour exposure to various ozone concentrations. Changes in hourly ozone concentrations
below 72 ppb have no statistically significant effect on maize yields. On the other hand,
changes in hourly ozone concentrations above the 72 ppb threshold have a negative and
significant effect that is large in magnitude and increases linearly in ozone concentrations
above 72 ppb. A one-hour exposure to 90 ppb reduces annual corn yields by 0.2% compared
to an exposure of 72 ppb or below.
For comparison, we also add a second model in Figure 3.9 that forces the effect of ozone
to be linear in exposure levels above 72 ppb. It is shown as the red line. The slope is
comparable to the model that uses restricted cubic splines. For easier comparison, both
models are normalized so the y-value is zero at 72 ppb.
Regression results for these two models as well as the other specifications outlined in
Section 3.3.2 are summarized in Table B.1. The R-squared is increasing from left to the
right (except for column 4a). Since we are keeping all other control variables the same
between the columns, a higher R-squared implies greater explanatory power of the ozone
measures. Most of the variation in ozone is already absorbed by the county fixed effects
and time trends. A model with only county fixed effects has a R-squared of 0.5. Adding
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temporal controls brings the R-squared to 0.65, while additionally controlling for weather
variables increases the R-squared to 0.73. If we finally include the linear ozone exposure
measure above 72 ppb (column 4b), the R-squared increases modestly to 0.74.11 The reason
is that much of the ozone variation is already accounted for: in space (dirty versus clean
areas) through county fixed effects and over time through the state-specific time trends. We
prefer to control for the covariates to rule out confounding variation or spurious correlations
between two trending variables. Just for comparison, a model that only includes the linear
ozone measure above 72 ppb but no other controls has a R-squared of 0.16 and the coefficient
is -0.167, which is larger in magnitude than our preferred estimate of -0.112 in column (4b).
Our preferred estimates are more conservative.
The table also present Akaike Information Criterion (AIC) as well as the Bayesian In-
formation Criterion (BIC) in the footer of the table. For models with the same number of
parameters, the model with the highest R-square will also have the lowest AIC/BIC. Note,
however, that the reduction in AIC/BIC is much larger as we change ozone specification
from columns (0) to (4b) than it is from (4b) to (5). In other words, the piecewise linear
model does improve a lot compared to other one-variable specification, but is only slightly
inferior to the most flexible spline model.
Figure 3.10 shows the R-squared for additional linear models above an exposure threshold.
The piecewise linear model with the highest R-squared (lowest AIC/BIC) uses a threshold of
73 ppb. In-sample R-squared, however, has been criticized as a model selection criteria. For
example, it can only go up as the number of control variables increases and is not the best
measure to select between models. The next section therefore compares the out-of-sample
performance of various specifications.
11. Table B.1 gives the R-squared of the remaining variation that is not explained by the county fixed
effects, so the numbers are lower.
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3.4.2 Out-of-sample Predictions
One intuitive way to assess which model is best is to assess the out-of-sample prediction
error. Ultimately, we are interested in the model that can best predict yields. Assessing
this criterion out-of-sample avoids overfitting the data in-sample.12 We hence assess each
model in the following way. We randomly draw 80% of the data, estimate the model, and
predict log yields for the remaining 20% out-of-sample.13 We calculate the squared prediction
error for each of the observations in the 20% prediction sample, and derive the root mean
squared error. We repeat this procedure 1000 times so the results are not driven by the
particular selection of the 20% sample. Figure 3.11 plots the average percent reduction in
root-mean-squared error compared to a model with no ozone variable.
A model that uses the 4th highest daily maximum 8hr average, the basis of the current
US ambient air quality standard, has almost no effect on the RMSE, compared to a model
without any ozone variable. This is not surprising as it only counts one day of the season
and omits the rest. The highest reduction in prediction error is accomplished by the flexible
spline in hourly ozone exposure over the growing season. Recall that this model with seven
knots has six variables. It reduces the RMSE 2.3 times as much as a model that uses the
average of daytime (6am-8pm) ozone readings. It is also roughly 50% better than the newly
proposed W126 weighted sum of hourly ozone exposure.
The figure also shows that within the class of linear exposure models, a model with a
threshold of 72 ppb has the best performance; that is, when the threshold is systematically
12. It is usually possible to get an almost perfect fit by adding enough covariates, e.g., before Germany
hosted the world cup in 2010, Germany won the cup if an only if the final was played on a single digit July
date, obviously not a causal relationship. The in-sample R-squared of predicting whether Germany will win
based on the date of the final was 1! However, this spurious correlation did not extend out-of-sample, as
Germany did not win the cup in 2010 even though the final was played on a single digit July date.
13. If observations from a county only appear in the 20% prediction sample, we include a fixed effect to
make sure the average error is zero, for all other case we use the fixed effect from the 80% estimation sample.
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varied between 60 ppb and 90 ppb, the reduction in RMSE peaks at 72 ppb. (This peak
is also fairly close to the 73 ppb threshold that gave the highest in-sample R-squared in a
linear model in Figure 3.10.) Moreover, the linear exposure model performs only slightly
worse than the spline model, reducing RMSE by only 7% less. While the spline model is very
flexible and has the greatest predictive power, the linear exposure model above 72 ppb is
parsimonious and easier to interpret and use for forecasts, as it only requires the estimation
of one coefficient.
The two models we focus on are the spline polynomial in ozone exposure, which has the
best out-of-sample performance, as well as the model that calculates the linear exposure
above 72 ppb for each hour, as it is a close second in terms of out-of-sample performance
yet the most parsimonious model where the coefficient is easiest to interpret. We present
sensitivity checks below using the linear exposure measure above 72 ppb, but note that the
results are comparable if we use a spline specification instead.
3.4.3 Production Impacts of Ozone
In order to get a better sense of the magnitude of the effects of ozone on crop production, we
use our empirical estimates to investigate the impact of ozone concentrations above 72 ppb
(corresponding to the threshold observed in Figure 3.9). We derive the estimated crop losses
by comparing the sum of predicted production in our sample counties under observed ozone
levels to a counterfactual where ozone concentrations are truncated at 72 ppb, i.e., all hourly
ozone readings above 72 ppb are set to 72 ppb.
Figure 3.12 displays the reduction in maize production from hourly ozone concentrations
above 72 ppb under our two preferred model specifications: a flexible spline in hourly ozone
exposure as well as a more parsimonious model of linear ozone exposure above 72 ppb. The
figure shows that the estimated crop losses due to ozone pollution in the early years of our
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sample are as much as 16-17.5% of potential production. A 17.5% loss corresponds to the
caloric equivalent of feeding 134 million people on a 2000 calories/day diet. The estimated
losses in recent years are smaller, as exposure above 72 ppb has decreased as shown in
Figure 3.6. The large majority of the estimated yield reductions due to ozone are associated
with the 72-90 ppb range. For example, when we set all readings above 90 ppb to 90 ppb,
the estimated reduction is on average 77% of the number we get in the baseline case.
The top left panel of Figure 3.13 replicates the predicted production reductions from
hourly ozone concentrations above 72 ppb for all regression models of Table B.1. The figure
references the column number of the regression model. The production impacts are much
smaller under the other model specifications besides our two preferred specifications. The
other ozone measures pool ozone readings that matter for yields with ozone readings that do
not, resulting in a coefficient that is biased towards zero and an underestimate of the effect
of ozone on yields.
On the other hand, traditional chamber studies rely on a linear ozone exposure measure
above 40 ppb, suggesting that reducing any hourly ozone reading above 40 ppb will be
beneficial. The top right panel of Figure 3.13 displays the predicted production impacts from
hourly ozone levels above 72 ppb (grey dashed line) as well as 40 ppb (black solid line) for
a regression model that is based on a linear exposure measure above 40 ppb. The predicted
impacts of ozone pollution above 40 ppb are much larger than above 72 ppb as the same
regression coefficient is multiplied by a larger cumulative exposure measure. Note, however,
that this result relies on significant out-of-sample interpolation that might be questionable.
The bottom left panel of Figure 3.13 shows the histogram of observed annual linear
ozone exposure above 40 ppb in our data, which is never close to zero. Constructing a
counterfactual where the variable is zero presumes that the estimated linear model will
extend beyond the observed range of values in the data. For comparison, the bottom right
101
panel shows the histogram of observed annual linear ozone exposure above 72 ppb, which has
significant mass around zero. Our baseline results do not rely on out-of-sample predictions.
3.4.4 Contribution of Peak Ozone Levels on Yield Trends
We investigate the contribution of declining pollution levels to the observed growth in corn
yields. Figure 3.13 shows that peak ozone levels as measured by our flexible spline or
piecewise linear exposure measure above 72 ppb reduced aggregate corn production by up to
17% in the earlier years of our sample but had close to no impact by the end of the sample.
At the same time, corn yields have been growing at a rate of 1.88% per year, for a total
increase of 34% between 1993 and 2011 (Figure 3.2).
In this section, we derive the contribution of peak ozone on corn yields more formally
using a bootstrap technique that accounts for the uncertainty of our parameter estimates.
We estimate that the reduction in peak ozone levels is responsible for 41% of the growth in
corn yields in our piecewise linear model, with a 95% confidence interval that stretches from
28% to 55%.
We derive the effect of the reduction in peak ozone levels on the observed yield trend by
comparing yields under observed peak ozone levels and a counterfactual where they are set
to zero. Specifically, we use the following procedure:
1) Estimate our preferred model specification (columns (4b) and (5) in Table B.1).
2) Take 10,000 random draws of the joint distribution of all parameters of the model in
1. For each of the draws, evaluate steps 3-5.
3) Yield trend with observed historical peak ozone levels.
3a) Get predicted yields in each county using the observed variables and parameters
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from step 2.
3b) Derive the average yield in a year, which is the area-weighted average of all pre-
dicted yields from step 3a. In the baseline we use the observed corn acreage.
3c) Estimate the trend in predicted annual yields from step 3b.
4) Yield trend under counterfactual where peak ozone is eliminated.
4a) Get predicted yields in each county using the observed variables and parameters
from step 2 except that ozone above 72 ppb is set to 72 ppb.
4b) Derive the average yield in a year, which is the area-weighted average of all pre-
dicted yields from step 4a. In the baseline we use the observed corn acreage.
4c) Estimate the trend in predicted annual yields from step 4b.
5) Fraction explained by ozone is the 1-Trend in 4c
Trend in 3c
.
The distribution of the fraction of the observed yield trend that is due to reduction in
peak ozone levels is shown in Figure 3.14. The mean is 41% with a standard deviation of 6.9%
under the model using a linear exposure measure above 72 ppb (column 4b in Table B.1). We
conduct three sensitivity checks that all give comparable results. First, if we use historically
observed yields in step 3c) instead of predicted yields, the predicted fraction has a mean
of 40% with a standard deviation of 7.1%. Second, if we use the average area in a county
instead of the annual observed area in steps 3b) and 4b) to rule out shifts in planting areas,
the predicted fraction has a mean of 39% with a standard deviation of 6.6%. Finally, if we
use the spline model in column (5) of Table B.1, the predicted fraction has a mean of 38%
with a standard deviation of 10.1%.
The increase in average yields is not driven by a shift in the growing area as we get
comparable results if we fix the growing area in each county at average levels. The increase
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in yields due to ozone reduction was not geographically uniform: Figure 3.15 fits a separate
trend in ozone exposure above 72 ppb for each county, which are all negative, and then mul-
tiplies the linear trends by the estimated coefficient from the panel regression to obtain the
predicted trend in yields due to ozone reductions. US counties with high baseline yields that
exhibited larger yield trends are located in Illinois and Indiana. Counties on the Eastern
seaboard exhibited the largest yield gains that are due to ozone reductions, up to 2.8% per
year. Not surprisingly, these areas that had the highest pollution levels to begin with in 1993
(Figure 3.8).
3.4.5 Cross-Section
Earlier studies have linked field-level yields to ozone exposure in the cross-section (Westen-
barger and Frisvold 1995) using EPA’s W126 weighting function. For comparison, we use our
data set of piecewise linear ozone exposures to replicate a series of cross-sectional estimates
that are summarized in Figure 3.16. We use the same county-level data set and variables
(except temporal controls), but limit it to one year at a time. The x-axis indicates the year
that is used in the estimation.
The estimates vary significantly between years. More strikingly though, the top line of
the graph reports the threshold that gives the highest R2, or equivalently, lowest AIC/BIC.
(We pick the threshold among the following possible candidates: 0, 10, 20, 30, 40, 50, 55,
60, 61, ..., 89, 90, 95, 100, 110, 120.) The optimal threshold varies anywhere between 10 ppb
and 120 ppb, i.e., it largely depends on what year we use.
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3.5 Robustness Checks
We present several sensitivity checks to ensure that our results are driven by changes in
ozone and not some other confounding variation. The robustness checks evaluate the main
results both under alternatives statistical modeling approaches and under a variety of controls
for potentially confounding factors. We focus here on the parsimonious model examining
daytime hourly exposure above 72 ppb, summed over the growing season, as it can be
summarized by one parameter. It was the model with the best out-of-sample forecast. The
first column in each of the tables presents our baseline results using a linear exposure model
above 72 ppb, while additional columns present sensitivity checks. We also investigate how
the optimal threshold changes in response to our sensitivity checks. For each specification
we estimate the model using thresholds of 0, 10, 20, 30, 40, 50, 55, 60, 61, 62, ..., 88, 89,
90, 95, 100, 110, and 120 ppb. We report the coefficient estimates for the model containing
linear exposure above 72 ppb to facilitate comparison across specifications, but report the
threshold that results in the highest R-squared (and equivalently lowest AIC/BIC) value at
the bottom of the table, i.e., the best in-sample measure. The optimal threshold based on
the in-sample criteria is 73 ppb in our baseline, and our 37 sensitivity checks have a mean of
73 ppb as well with a standard deviation of 3.2 ppb, i.e., they remain close to our baseline.
3.5.1 Including Additional Temperature Controls
Higher temperatures are conducive to ozone formation. One might worry that higher ozone
levels simply approximate higher temperatures, which are themselves harmful for corn yields.
Recall that degree days above 29◦C are the best predictor of year-to-year variation in yields.
Table B.2 examines the sensitivity of our baseline results to the chosen temperature controls
by including additional temperature controls: minimum, maximum, and average tempera-
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ture, as well as the diurnal temperature range (maximum minus minimum temperature).
The last four rows display what variables are included and up to which order. The first
column replicates our baseline results, while consecutive columns add additional controls.
The last column includes an additional 20 control variables: all four temperature measures
up to order 5.
The first row of Table B.2 gives the main coefficient of interest: hourly ozone exposure
above 72 ppb, summed over the growing season. When we include the additional temperature
variables, the coefficient on degree days above 29◦C varies a lot (from -0.43 to -2.12) due to
the correlation with the other temperatures variables; nonetheless, the coefficient on ozone
exposure remains very robust (between -0.092 and -0.112), which makes it unlikely that the
ozone variable is picking up temperature effects.
3.5.2 Interaction with Maximum Temperature and PM10
In a second step we not only include additional temperature variables, but also interact them
with our preferred ozone measure.14 Since both hot temperatures as well as solar radiation
increase ozone formation, we also include PM10, which is correlated with haze and hence less
sunlight. We standardize the annual interaction term by removing the mean and normalizing
by the standard deviation of the demeaned series. The coefficient on the interaction variable
gives the effect of a one standard deviation increase in the interaction variable as we move
away from the mean.
The first row of Table B.4 now gives the effect of ozone exposure above 72 ppb if the
interaction variables are kept at their mean level. This average effect is very robust and
hardly changes at all, varying between -0.092 and -0.113. The interaction with degree days
14. We interact the season-total of the variables, not the daily values.
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above 29◦C is statistically significant, suggesting that ozone is more harmful if the crop is
experiencing heat stress.
3.5.3 Controlling for Other Pollutants
Pollution concentrations are highly correlated as many of them are by-products of the same
industrial activities. To rule out the possibility that other pollutants besides ozone are
causing the large decline in yields, Table B.5 controls for average pollution levels of carbon
monoxide (CO), nitrogen oxides (NOx), particulate matter (PM10), and sulfur dioxide (SO2)
one at a time as well as all of them together.15
The first row of Table B.5 gives the estimated coefficient on ozone exposure above 72 ppb,
which is very robust to accounting for other pollutants in the regression equation as the
coefficient hardly moves at all between -0.111 and -0.115. The only other pollutant that is
statistically significant is SO2. This is consistent with the findings of Sanders and Barreca
2012, who find beneficial effects of higher SO2 levels.
3.5.4 Sensitivity to Temporal Controls
Our baseline results include two sets of temporal controls: first, we include state-specific
quadratic time trends to capture smooth increases in average yields that are allowed to vary
by state; on top of that, we include year fixed effects to allow for common shocks to the
entire country, e.g., varying global price levels, breakthroughs in crop technologies, etc.
Table B.6 varies whether we include year fixed effects or not, and whether we include no
time trends, linear state-specific time trends, or quadratic state-specific time trends. The
15. We construct the daily daytime (6am-8pm) mean levels of the other pollutants the same way we
constructed the average ozone variable as described above, i.e., we interpolate then to the PRISM grid and
average them over the agricultural area.
107
coefficient on our ozone variable of interest in the first row varies somewhat, between -0.076
and -0.124 depending on the chosen time control, but not systematically, i.e., including year
fixed effects sometimes increases and sometimes decreases the estimated coefficient.
Table B.7 again varies whether we include year fixed effects and also varies the sensitivity
of our results to whether we include state-specific time trends or county-specific time trends.
Switching from state-specific time trends to county-specific time trends has almost no effect
on the results, ruling out that our results are spuriously driven by common trends in pollution
and yields among counties.16
3.5.5 Subset of Counties and Measurement Error
Finally, Table B.8 examines how the results vary depending on how the different counties
are weighted. Our baseline results in column (1) use a pooled analysis where all observations
receive the same weight. Column (2) use area-weights, where we weight by the average
corn-growing area in a county.17 The estimated coefficient decreases slightly from -0.112 to
-0.107. Note that agricultural areas tend to be further away from monitors and the weighted
regression might place more weight on counties with higher measurement error.
Columns (3a)-(3c) split the sample into counties based on their distance to the closest
monitor.18 Columns (3a) and (3b) estimate the model using two distinct subset of coun-
16. For example, differences across counties in the adoption of yield-improving technologies such as fertilizer,
irrigation, pesticides, or new seed technologies could lead to differential trends in yields. If these yield trends
were for some reason correlated with trends in ozone levels, this could lead to bias in the estimate on the
ozone variable. Controlling for county-specific time trends would substantially reduce this bias. It’s therefore
quite reassuring that the estimate on the ozone coefficient is robust across so many different specifications.
17. The weights are hence constant over time and not subject to annual fluctuations in the growing area.
18. For each of the PRISM grids we derive the distance to the closest monitor in a year. We then take
the maximum of the minimum distance for all grids in a county to derive the largest minimum distance to a
monitor in a county. Finally, we average the derived distance over all years for which we have corn yields in
a county. Recall that some monitors only report for some of the years, and hence the distance to the closest
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ties: those with a distance below the median and those with a distance above the median,
respectively. The coefficient for the areas further away is smaller at -0.076 compared to the
coefficient of -0.108 for close-by counties. Column (3c) therefore estimates the models for
the two subsets of the data jointly by including an interaction term for the subset of counties
whose distance is larger than the median distance.19 It is positive but not significant, and
the magnitude is of limited size. One possible explanation is that our pollution interpolation
procedure performs worse for areas that are further away from monitors and we hence have
attenuation bias.
Columns (4) go a step further and limit the analysis only to counties that have at least
one reporting monitor. Column (4a) uses the same specification and spatial interpolation as
column (1) but limits the data set to counties with a monitor. As a result, the number of
counties in the sample decreases from 2004 to 475. Column (4b) uses the same counties but
no spatial interpolation, i.e., it only averages all monitor readings in the county without any
spatial interpolation. The coefficient is cut by approximately half, which would be consistent
with measurement error in the data set that simply averages all monitor readings.
To further asses the role of measurement error, we rely on instrumental variables regres-
sion. Column (5a) instruments the pollution variable in column (4a) with the simple monitor
average in column (4b). Note how the coefficient hardly changes at all. If, on the other hand,
we instrument the pollution variable in column (4b) with our spatially interpolated variable
in (4a), the coefficient increases significantly in magnitude, which is again consistent with
the fact that simply averaging all monitor readings has more measurement error than our
spatial interpolation procedure. While our interpolation procedure might itself suffer from
monitor might change from year to year.
19. It also interacts the weather variables and time controls with an indicator whether the distance to the
closest monitor are above the median, but the results are not shown due to space constraints.
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attenuation bias in counties that are far away from a monitor, it seems to do better than
simply averaging monitor readings. In case there is remaining attenuation bias, our results
will understate the true relationship, and are hence a conservative lower bound.
3.6 Cross-validation of Pollution Interpolation
Our pollution data relies on an interpolation procedure between monitors. This section
presents checks on how well the interpolation procedure is working. We conduct cross-
validation exercises where we omit one monitor at a time and interpolate the remaining data
to the monitor location, which allows us to compare the interpolated values to the actual
observed values.
Results of regressions where we regress the interpolated values at a monitor station on
the actual reading are given in Table B.9. The table has two panels: panel A only includes
monitor fixed effects, while panel B also includes state-specific quadratic time trends and year
fixed effects, the same temporal controls we include in our baseline regression. Columns (1a)-
(1c) use daily values in March-August, while column (2a) uses annual aggregates. Column
(1a) uses all monitors and days in the Eastern United States, while column (1b) limits the
data to monitors that lie within a county that has corn yields, and column (1c) additionally
excludes days where the monitor reading is missing and had to be interpolated from adjacent
stations.
The coefficients in all regressions are significantly less than 1, i.e., if the actual value
deviates by a certain amount from the mean outcome at a monitor, the interpolated value
deviates by less. The fraction is around 0.6 in column (1a) of both panels where we use all
daily values of all Eastern monitors. If we limit the data to monitors that lie within counties
that have yield data in column (1b), the ratio is slightly higher around 0.61-0.62. Excluding
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days where a monitor reading is missing in column (1c) has close to no effect.
Finally, aggregating the data to season totals in column (2a) has no effect in panel A
when we only include monitor fixed effects, but decreases the ratio to 0.5 in we also include
the temporal controls. The reason is that there are strong regional trends in season-total
variation, and the temporal controls absorb these trends, amplifying measurement error.
If our interpolated data systematically under-predicts the true variation in the data,
we would upward bias the magnitude of our coefficients. On the other hand, if we add
measurement error but the variation in the variable remains constant, attenuation bias will
imply that our coefficient estimates are biased towards zero. The footers of each panel in
Table B.9 aims at disentangling the two influences. In panel A we regress both interpolated
and observed monitor readings on monitor fixed effects and derive the standard deviation of
the resulting error terms. Panel B also includes temporal controls in the regression before we
obtain the residuals. While our interpolated variables have less variation than the observed
readings, this effect if more pronounced if we include temporal controls in Panel B. On the
other hand, the estimated coefficient on the interpolated ozone variable is higher, not lower,
when we omit the temporal controls in column (3b) of Table B.6 (Section 3.5.4). This makes
it unlikely that we are overestimating the true coefficient. On the other hand, attenuation
bias is a real concern in columns (4) and (5) of Table B.8 (Section 3.5.5). Taken together,
we feel that our interpolation procedure reduces some of the possible attenuation bias, but
might still be a conservative lower bound on the true magnitude of the parameter.
3.7 Conclusion
This study provides robust real-world evidence that short-term (hourly) exposure to high
levels of ozone is harmful for crop yields. Using multiple empirical modeling approaches
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and a wide range of robustness checks, we identify a 72 ppb threshold above which hourly
ozone concentrations are harmful, and the damaging effect on crop yields is well explained
using a linear damage function. Laboratory studies have often relied on similar linear thresh-
old models, although they usually adopt much lower thresholds of around 40 ppb. Fuhrer,
Skärby, and Ashmore 1997 point out that exposure above 40 ppb gives a good fit for exper-
imental data, but it is “less certain that it provides the best fit to data for [...] semi-natural
communities.” Our findings suggest that a higher threshold is appropriate for maize yields.
Our results also provide support for potentially adopting an ozone standard based on hourly
ozone readings, not 8hr averages. The current US standard is 75 ppb, which is not far from
our threshold of 72 ppb. Note, however, that the 75 ppb standard is imposed on the highest
daily 8hr average, which can mask hourly spikes above 75 ppb.
Second, multiple studies have used complex simulation models to describe and predict
the effects of ozone on yields at the regional or even global level (Avnery et al. 2011; Van
Dingenen et al. 2009). The parameters used in these models are generally based on the
results of chamber studies. It’s possible that small errors in the estimated effects of micro-
level chamber studies could add up to large errors in the macro-level analysis. The results
of this paper and similar analyses could be used to validate these types of complex models.
Third, we find that falling pollution levels in recent years were a substantial driver of
the growth in corn yields. Understanding the determinants of yield growth can help with
modeling future crop production and prices. In the U.S., exposure to high concentrations of
ozone has fallen to low levels in recent years, suggesting that further benefits to corn yield
growth from reductions in air pollution are likely to be minimal (and therefore interventions
in other areas may be required to sustain the high rate of yield growth). On the other
hand, many developing countries have ozone levels that exceed those in the Eastern U.S.,
suggesting the potential for further yield gains through pollution reduction. However, there
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could be important differences across countries that cause the relationship between ozone
and yields to differ from the results observed in this study. Given the relative lack of exist-
ing data from developing countries (Mauzerall and Wang 2001), the substantial effects that
we find in the U.S. suggest at the very least that it may be worth investing additional re-
sources into data collection and analysis focused on pollution and agriculture in these regions.
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Figure 3.1: Location of Ozone Monitors used in Study 1993-2011
Notes: Figure shows the locations of ozone monitors and the counties included in our sample. We use monitors if at least 75% of the
observations are non-missing in March or April-August of a year. We separate the year into these two sub-periods as many ozone monitors
only report for part of the year as shown in Figure 3.3. Counties east of the 100 degree meridian (except Florida) that report corn yields
in any of the years 1993-2011 are shaded in grey.
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Figure 3.2: Trend in Log Yields





















1993 1995 1997 1999 2001 2003 2005 2007 2009 2011
Year
Annual Log Yields Linear Trend 95% Confidence Band
Notes: Figure displays annual log yield averaged over the counties in our sample (shown in Figure 3.1),
weighted by harvested area. Counties included in our sample accounted on average for 92% of the corn that
was produced in the United States in 1993-2011. A trend is fitted to the annual aggregate data: yields on
average grow 1.88% per year.
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Figure 3.3: Seasonality of Ozone Monitors (1993-2011)










































1 32 60 91 121 152 182 213 244 274 305 335 365
Day of Year (Omitting February 29)
Notes: Figure shows the number of monitors that are on average reporting on a particular day in 1993-2011.
Several monitors come online in April. To make years consistent, we drop February 29th in leap years.
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1993 1995 1997 1999 2001 2003 2005 2007 2009 2011
Year
Monitors in: Contiguous US Counties with Corn Data
Notes: Figure shows the number of monitors where at least 75% of the daily values in March or April-August
are non-missing. We separately interpolate values in March and April-August, as there are fewer monitors
reporting in March (See Figure 3.3). The black line shows the overall number of monitors in the database,
and the grey line shows the number of monitors that fall into counties with corn yield data.
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0 20 40 60 80 100 120
Hourly Ozone Exposure (ppb)
Notes: Figure displays the weighting function W126 (left axis) as well as the product of the weight and
the pollution exposure (right axis). The season-total weighted sum is obtained by multiplying each hourly
ozone observation between 8am and 8pm during the growing season (March-August) by the weight and then
summing all weighted observations, i.e., all blue values.
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1993 1995 1997 1999 2001 2003 2005 2007 2009 2011
Year
Notes: Figure shows ozone levels over time. The solid red line (left y-axis) shows the average of the highest
daily 8-hour average concentration over the growing season (March-August), while the solid cyan line (right
y-axis) shows the cumulative exposure above 72 ppb during daylight hours (6am-8pm) over the growing
season. Ozone levels are weighted averages of the county-level data, where we weight each county by the
average growing area in 1993-2011, i.e., weights do not change year-to-year. A linear trend (dashed lines) as
well as a 95% confidence band on the trend are added.
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1993 1995 1997 1999 2001 2003 2005 2007 2009 2011
Year
Notes: Figure replicates trends in ozone variables of Figure 3.6 for additional variables. Top panels display means: The top left panel
shows the 4th highest daily maximum 8-hr average in March-December (specification 1a), while the middle panel shows the average of
the daily maximum 8-hr average (March-August, specification 1b), and the top right panel shows daily means between 6am and 8pm
averaged over all days of the growing season (March-August, specification 2), The bottom panel shows measures that are weighted towards
counting hourly extremes during the growing season March-August: the bottom left panel shows changes in the weighted sum of hourly
exposure levels using EPA’s W126 weights shown in Figure 3.5 (specification 3). The middle panel shows the sum of hourly exposure
above 40 ppb (specification 4 with a threshold of 40 ppb), while the bottom right panel shows sum of hourly exposure above 72 ppb
(specification 4 with a threshold of 72 ppb). Predicted trends are shown as dashed lines, and 95% confidence bands around the trends
are added.
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Figure 3.8: Spatial Distribution of Baseline Pollution Levels
Notes: Figure displays the spatial distribution of the average annual cumulative ozone exposure above 72 ppb
over the growing season (March-August) in the first five years of our panel (1993-1997).
121

































0 20 40 60 80 100 120
Ozone Exposure for 1hr
Spline in Ozone Exposure Linear Above 72ppb
Notes: Figure shows the estimated effect of ozone on log corn yields from two different models. First, the blue
line shows the results of a model where log yields are allowed to flexibly depend on hourly ozone readings.
The model uses restricted cubic splines in ozone with 7 knots (indicated by dashed lines at 1, 15, 30, 45,
60, 75, and 90 ppb). The 95% confidence band is added as shaded area. The second model forces the effect
of ozone to be linear above a threshold of 72 ppb is shown in red. The slope coefficient is estimated in a
regression model. Since the regression model includes county fixed effects that allow for difference in average
yields, the graph should be interpreted in relative terms, i.e., by comparing if pollution is shifted from one
concentration to another. We normalized the plots so the estimated effect at 72 ppb is zero.
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0 20 40 60 80 100 120
Threshold Above Which Ozone Exposure is Measured
Notes: Figure shows the R2 for piecewise linear models. The x-axis varies the threshold above which ozone
exposure is measured (being 10 ppb above the threshold is forced to be 10 times as bad as being 1 ppb
above the threshold), while the y-axis gives the R2 from a model that also includes the weather variables
of Table B.1, state-level quadratic time trends as well as year and county fixed effects. The highest R2 is
reached for a model that uses a threshold of 73 ppb.
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60 70 80 90
Ozone Measure
Notes: Figure shows the reduction in out-of-sample prediction error compared to a model without any ozone
control. All models include the four weather variables of Table B.1, state-specific quadratic time trends
as well as year and county fixed effects. The first five bar charts include the following ozone variables,
respectively, as outlined in the specification Section 3.3.2: (1a) The 4th highest of the daily maximum 8hr
average (March-December, the remainder uses the growing season March-August); (1b) mean of all daily
maximum 8-hour averages; (2) average of all hourly ozone readings 6am-8pm; (3) weighted sum of hourly
ozone readings 8am-8pm (EPA’s W126 weights); (5) restricted cubic spline in hourly ozone with 7 knots. The
remaining line plots the reduction in out-of-sample prediction error as a function of the exposure threshold
of a piecewise linear model (specification 4). For each model, we estimated the parameters 1000 times using
80% of the data and predicted yields for the remaining 20%.
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1993 1995 1997 1999 2001 2003 2005 2007 2009 2011
Year
Spline in Ozone Exposure Linear Above 72ppb
Notes: Figure displays the percent reduction in overall corn production caused by hourly ozone levels above
72 ppb. We compare predicted yields under observed ozone levels to a counterfactual where all hourly ozone
readings above 72 ppb are set to 72 ppb.
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0 2000 4000 6000 8000 10000
Exposure Above 72ppb in ppb−hours
Notes: Top panels display the percent reduction in overall maize production caused by ozone. We com-
pare predicted yields under observed ozone levels to a counterfactual where all hourly ozone readings above
a threshold are set to equal the threshold. The top left panel eliminates ozone above a threshold of 72 ppb.
The model numbers correspond to the column headers of the regressions in Table B.1. In the top right panel
all hourly ozone readings above 72 ppb are set to 72 ppb (dashed line) and all hourly ozone readings above
40 ppb are set to 40 ppb (solid line) under a linear exposure model in ozone above 40 ppb (Model 4a in
Table B.1). The bottom row shows the histogram of observed linear ozone exposure above 40 ppb (bottom
left panel) as well as 72 ppb (bottom right panel).
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Fraction of Yield Trend Due to Ozone
Notes: Figure displays the distribution of the 10000 draws to evaluate the fraction of the observed yield
trend that is due to reduction in peak ozone levels as measured by ozone exposure above 72 ppb. The mean
is 41% with a standard error of 6.9%. The 95% confidence interval reaches from 28% to 55%.
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Figure 3.15: Yield Trend Due to Trends in Peak Ozone Levels
Notes: Figure displays the annual trend in log yields due to the observed trends in season-total exposure
above 72 ppb. We derive this by estimating a separate trend in season-total exposure above 72 ppb for
each county and then multiply the trend by the estimated coefficient on the ozone measure from our panel
regression. Since we are examining trends, we only include counties that report yields for two thirds of the
years in our sample, i.e., have at least 13 observations in 1993-2011. The trend in overall log yields in our
sample of counties is 1.88% per year (Figure 3.2).
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Figure 3.16: Cross Sectional Estimates of the Effect of Ozone on Corn Yields
40 10 30 40 50 66 72 60 65 60 71 50 68 55 50 40 120 40 30
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Year Used to Estimate Cross Section
Point Estimate 95% Confidence Interval
Notes: Figure displays results of county-level cross-sectional regressions. Point estimates are shown as (x)
and the 95% confidence intervals are added as (–). The x-axis indicates the year used in the estimation -
we use the same ozone and weather measures as in our baseline model in column (4b) in Table B.1. For
comparison, the estimate of column (4b) in Table B.1 is added as green dashed line. The top of the figure
gives the threshold that results in the highest R2 or equivalently, the lowest AIC/BIC.
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−15 −10 −5 0
t−statistics from state−specific regressions
Notes: Histogram of t-statistics from 48 state-specific regressions of tractors on ruggedness. Separately for
each state, we run a county-level regression of the percentage of farms reporting tractors in 1930 on the
average ruggedness in the county. The t-statistic is the coefficient on ruggedness divided by its standard
error. In 41 out of 48 regressions, the estimated relationship is negative. In 27 states, the t-statistic is less
than -2, compared to only one state with a t-statistic above +2.
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−2 −1.5 −1 −.5 0 .5
change in log employment
Notes: Histogram of the county-level changes in log manufacturing employment between 1929 and 1933
— that is, log employment in 1933 minus log employment in 1929. Most counties witness a decline in
manufacturing employment, but there is substantial variation in the size of the shock. The upper and lower
1% of counties are dropped (trimmed).
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change in log population
Notes: Histogram of the county-level changes in log farm population between 1930 and 1935 — that is, log
farm population in 1935 minus log farm population in 1930. While many counties witness an increase in
their farm population over this time period, a substantial portion (37%) see a decline. The upper and lower
1% of counties are dropped (trimmed).
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percent urban
Notes: This figure shows the effect of ruggedness during the 1920s; compare to Figure 1.4, which shows the
effect during the 1930s. This figure reports the coefficients from a series of regressions of county-level log
population in 1930 on ruggedness of nearby areas, controlling for log population in 1920. Counties are ordered
here by their percent urban in 1920. See the notes for Figure 1.4 for more details. Unlike Figure 1.4, there is
generally no relationship between ruggedness and changes in county-level population during the 1920s, and
there is also no systematic relationship between that estimated effect and the county-level percent urban.
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Table A.1: Out-migration in the 1920s
Out-migrants Farm Out-migrants Log Farm Population 1930
(1) (2) (3) (4) (5)
ruggedness 0.0723 0.129 -0.114 -0.195 -0.330
(0.0862) (0.109) (0.0961) (0.159) (0.202)
log population 1920 0.139∗∗∗ 0.423∗∗∗
(0.0175) (0.0370)
log farm population 1920 0.757∗∗∗ 0.514∗∗∗
(0.0262) (0.0389)
Observations 61339 61339 20050 2957 2043
R2 0.032 0.108 0.041 0.886 0.906
Sample All All Individuals All Rural
includes individuals individuals on farms counties counties
Notes: The specifications in columns (1)-(3) are individual-level regressions using census data linked between
1920 and 1930. Columns (4) and (5) are county-level regressions. The dependent variable in column (1) is
an indicator for whether the person moved to a different county between 1920 and 1930; in columns (2)-(3),
it is whether the person was located on a farm in 1920 and moved to a different county by 1930; in columns
(4)-(5) it is the log county-level farm population in 1930. The results indicate no differential out-migration
from rugged areas prior to the depression. All specifications include state fixed effects. Robust standard
errors in parentheses, adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table A.2: Movement to farms vs. land ownership and tenancy
Movers to Farms 1930-35 Log Farm Population 1935
(1) (2) (3) (4)
farms operated by owner, % of all farms 1930 0.0603∗∗∗ 0.170∗∗∗
(0.0108) (0.0481)
tenant farms, % of all farms 1930 -0.0598∗∗∗ -0.169∗∗∗
(0.0113) (0.0477)
Observations 2127 2127 2127 2127
R2 0.456 0.455 0.982 0.982
Notes: The dependent variable in columns (1)-(2) is the percentage of farms in the county reporting at least one to-farm migrant and in
columns (3)-(4) it is the log of the farm population in 1935. All specifications include controls for log population and log farm population
in 1930, as well as state fixed effects. Rural counties only. Robust standard errors in parentheses, adjusted for clustering at the state
level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table A.3: Farm labor
Farm Labor Movers to Farms 1930-35 Log Farm Population 1935
(1) (2) (3) (4) (5) (6)
1930 1935
ruggedness -4.118∗∗∗ -0.0673 0.128∗∗∗ 0.309∗∗∗
(0.398) (0.315) (0.0340) (0.0588)
days of farm labor employed 1930 0.591∗∗∗
(0.0427)
cash expenditure on farm labor 1930 -0.00723∗∗ -0.00261 -0.0511∗∗∗ -0.0455∗∗∗
(0.00300) (0.00288) (0.00863) (0.00875)
Observations 2072 2072 2126 2072 2126 2072
R2 0.633 0.795 0.450 0.478 0.983 0.986
Notes: The dependent variable in column (1) is the log of total cash expenditure on farm labor in 1930, in column (2) it is the log of
total number of persons hired to work on farms in the first week of January 1935, in (3)-(4) it is the percentage of farms in the county
reporting at least one to-farm migrant, and in columns (4)-(6) it is the log of the farm population in 1935. All specifications include
controls for log population and log farm population in 1930, as well as state fixed effects. Robust standard errors in parentheses, adjusted
for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.1: Effect of Ozone on Log Corn Yields under Various Specifications
Model (0) (1b) (2) (3) (4a) (4b) (5)
Ozone Measure -0.020∗∗∗ -0.023∗∗∗ -0.134∗∗∗ -0.017∗∗∗ -0.112∗∗∗
(0.004) (0.005) (0.022) (0.003) (0.018)
Ozone - Spline 1 -0.011
(0.044)
Ozone - Spline 2 -0.325
(0.512)
Ozone - Spline 3 1.402
(1.377)
Ozone - Spline 4 -2.694
(1.669)
Ozone - Spline 5 3.329∗
(1.680)
Ozone - Spline 6 -3.966∗∗
(1.786)
DDays 10-29◦C (1000) 0.275∗∗∗ 0.321∗∗∗ 0.321∗∗∗ 0.305∗∗∗ 0.318∗∗∗ 0.262∗∗∗ 0.256∗∗∗
(0.095) (0.100) (0.099) (0.095) (0.098) (0.089) (0.083)
DDays ≥ 29◦C (100) -0.522∗∗∗ -0.476∗∗∗ -0.478∗∗∗ -0.456∗∗∗ -0.466∗∗∗ -0.461∗∗∗ -0.460∗∗∗
(0.060) (0.054) (0.054) (0.049) (0.051) (0.047) (0.048)
Precipitation (m) 0.946∗∗∗ 0.970∗∗∗ 0.965∗∗∗ 0.955∗∗∗ 0.956∗∗∗ 0.947∗∗∗ 0.946∗∗∗
(0.177) (0.174) (0.172) (0.175) (0.175) (0.165) (0.156)
Precipitation (m) Squared -0.754∗∗∗ -0.818∗∗∗ -0.816∗∗∗ -0.807∗∗∗ -0.810∗∗∗ -0.786∗∗∗ -0.790∗∗∗
(0.140) (0.131) (0.130) (0.132) (0.132) (0.129) (0.122)
R-squared 0.4557 0.4645 0.4648 0.4695 0.4668 0.4752 0.4769
AIC -18025 -18547 -18565 -18853 -18687 -19199 -19294
BIC -17857 -18371 -18389 -18677 -18511 -19023 -19076
Observations 32185 32185 32185 32185 32185 32185 32185
Counties 2004 2004 2004 2004 2004 2004 2004
Years 19 19 19 19 19 19 19
Notes: Table regresses log yields in counties east of 100 degree meridian (excluding Florida) on ozone and
weather controls over the main growing season March-August for the years 1993-2011. All specifications
control for weather (degree days 10-29◦C, degree days above 29◦C, and a quadratic in precipitation) and
include county fixed effects, year fixed effects, and state-specific quadratic time trends. R-squared does not
include the variation that is explained by the county fixed effects. Robust standard errors in parentheses,
adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01. Columns differ in how the
effect of ozone is modeled. Specifications of Section 3.3.2 are indicated in the top row:
(0): No control for ozone
(1b): Season average of daily maximum 8-hour averages in ppb
(2): Season average of daily ozone average (6am-8pm) in ppb
(3): Weighted sum of hourly exposure 8am-8pm (EPA’s W126 weights) in 10 ppm
(4a): Linear exposure above 40 ppb (6am-8pm) in 1000 ppb-hrs
(4b): Linear exposure above 72 ppb (6am-8pm) in 1000 ppb-hrs
(5): Restricted cubic spline in ozone with 7 knots for ozone readings between 6am and 8pm in ppm.
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Table B.2: Effect of Ozone on Log Corn Yields - Higher Order Weather Terms
(1) (2a) (2b) (2c) (2d) (2e) (3) (4)
O3 Exp. ≥ 72ppb (1000 ppb-hrs) -0.112∗∗∗ -0.112∗∗∗ -0.096∗∗∗ -0.092∗∗∗ -0.093∗∗∗ -0.095∗∗∗ -0.095∗∗∗ -0.095∗∗∗
(0.018) (0.017) (0.018) (0.018) (0.018) (0.017) (0.018) (0.017)
Degree Days 10-29◦C (1000) 0.262∗∗∗ 0.699∗∗∗ 2.202∗∗∗ 1.438∗ 2.288∗ 2.888 3.034 -0.778
(0.089) (0.126) (0.540) (0.807) (1.134) (2.007) (2.002) (2.088)
Degree Days ≥ 29◦C (100) -0.461∗∗∗ -0.432∗∗∗ -0.634∗∗∗ -1.404∗∗∗ -1.756∗∗∗ -1.851∗∗∗ -2.141∗∗∗ -1.613∗∗∗
(0.047) (0.051) (0.170) (0.289) (0.337) (0.445) (0.448) (0.496)
Precipitation (m) 0.947∗∗∗ 0.974∗∗∗ 1.122∗∗∗ 1.163∗∗∗ 1.164∗∗∗ 1.201∗∗∗ 1.188∗∗∗ 1.214∗∗∗
(0.165) (0.163) (0.185) (0.184) (0.180) (0.179) (0.181) (0.177)
Precipitation (m) Squared -0.786∗∗∗ -0.802∗∗∗ -0.943∗∗∗ -0.969∗∗∗ -0.964∗∗∗ -0.977∗∗∗ -0.960∗∗∗ -0.981∗∗∗
(0.129) (0.129) (0.141) (0.143) (0.143) (0.143) (0.144) (0.143)
R-squared 0.4752 0.4783 0.4892 0.4926 0.4933 0.4956 0.4980 0.4995
Opt. Threshold (R2/AIC/BIC) 73 71 73 74 73 73 75 74
Observations 32185 32185 32185 32185 32185 32185 32185 32185
Counties 2004 2004 2004 2004 2004 2004 2004 2004
Years 19 19 19 19 19 19 19 19
Min Temperature Polynomial - 1 2 3 4 5 5 5
Max Temperature Polynomial - 1 2 3 4 5 5 5
Max-Min Temp Polynomial - - - - - - 5 5
Avg Temperature Polynomial - - - - - - - 5
Notes: Column (1) is the same as column (6) of Table B.1, while additional columns add further weather controls. The last
four rows give the highest order polynomials that are included for minimum and maximum temperature, diurnal range (maximum-
minimum temperatures), and average temperature. Columns (2a)-(2e) include various polynomials of minimum and maximum
temperature, while column (3) adds the diurnal range, and column (4) adds average temperature. Higher order temperatures are first
calculated for each day and then averaged over the growing season. All specifications include county fixed effects, year fixed effects,
and state-specific quadratic time trends. R-squared does not include the variation that is explained by the county fixed effects. Robust
standard errors in parentheses, adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.3: Effect of Ozone on Log Corn Yields - Higher Order Daily Precipitation
(1) (2a) (2b) (2c) (2d) (3)
O3 Exp. ≥ 72ppb (1000 ppb-hrs) -0.112∗∗∗ -0.112∗∗∗ -0.111∗∗∗ -0.110∗∗∗ -0.110∗∗∗ -0.110∗∗∗
(0.018) (0.017) (0.019) (0.019) (0.018) (0.018)
Degree Days 10-29◦C (1000) 0.262∗∗∗ 0.699∗∗∗ 0.259∗∗∗ 0.259∗∗∗ 0.259∗∗∗ 0.260∗∗∗
(0.089) (0.126) (0.089) (0.089) (0.089) (0.090)
Degree Days ≥ 29◦C (100) -0.461∗∗∗ -0.432∗∗∗ -0.459∗∗∗ -0.458∗∗∗ -0.458∗∗∗ -0.459∗∗∗
(0.047) (0.051) (0.047) (0.047) (0.048) (0.048)
Precipitation (m) 0.947∗∗∗ 0.974∗∗∗ 0.963∗∗∗ 1.012∗∗∗ 1.059∗∗∗ 1.109∗∗∗
(0.165) (0.163) (0.168) (0.180) (0.190) (0.171)
Precipitation (m) Squared -0.786∗∗∗ -0.802∗∗∗ -0.771∗∗∗ -0.772∗∗∗ -0.774∗∗∗ -0.780∗∗∗
(0.129) (0.129) (0.132) (0.131) (0.132) (0.127)
R-squared 0.4752 0.4783 0.4753 0.4756 0.4758 0.4759
Opt. Threshold (R2/AIC/BIC) 73 71 73 73 73 73
Observations 32185 32185 32185 32185 32185 32185
Counties 2004 2004 2004 2004 2004 2004
Years 19 19 19 19 19 19
Daily Precipitation Polynomial - 2 3 4 5 5
Min Temperature Polynomial - - - - - 5
Max Temperature Polynomial - - - - - 5
Max-Min Temp Polynomial - - - - - 5
Avg Temperature Polynomial - - - - - 5
Notes: Column (1) is the same as column (6) of Table B.1, while additional columns add further weather controls. The last four rows give
the highest order polynomials that are included for daily precipitation, minimum and maximum temperature, diurnal range (maximum-
minimum temperatures), and average temperature. Columns (2a)-(2d) include various polynomials of daily precipitation, while column
(3) adds all other temperature controls. Higher order polynomials are first calculated for each day and then averaged over the growing
season. All specifications include county fixed effects, year fixed effects, and state-specific quadratic time trends. R-squared does not
include the variation that is explained by the county fixed effects. Robust standard errors in parentheses, adjusted for clustering at the
state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.4: Effect of Ozone on Log Corn Yields - Interactions with Temperature and PM10
(1) (2a) (2b) (2c) (2d) (2e) (2f) (2g)
O3 Exp. ≥ 72ppb (1000 ppb-hrs) -0.112∗∗∗ -0.097∗∗∗ -0.104∗∗∗ -0.092∗∗∗ -0.113∗∗∗ -0.100∗∗∗ -0.105∗∗∗ -0.093∗∗∗
(0.018) (0.015) (0.017) (0.014) (0.021) (0.017) (0.019) (0.016)
× Degree Days ≥ 29◦C -0.022∗∗ -0.026∗∗ -0.023∗∗ -0.026∗∗∗
(0.009) (0.009) (0.009) (0.009)
× Maximum Temperature -0.011 0.006 -0.011 0.006
(0.007) (0.009) (0.007) (0.009)
× Mean PM10 0.002 0.004 0.001 0.003
(0.007) (0.006) (0.007) (0.006)
Mean PM10 (ppm) -0.515 -1.163 -0.273 -0.855
(2.541) (2.462) (2.589) (2.493)
Maximum Temperature (C) -0.028∗ -0.047∗∗∗ -0.028∗ -0.047∗∗∗
(0.014) (0.017) (0.014) (0.017)
Degree Days 10-29◦C (1000) 0.262∗∗∗ 0.258∗∗ 0.527∗∗∗ 0.521∗∗∗ 0.261∗∗∗ 0.257∗∗ 0.526∗∗∗ 0.518∗∗∗
(0.089) (0.096) (0.128) (0.128) (0.087) (0.094) (0.127) (0.127)
Degree Days ≥ 29◦C (100) -0.461∗∗∗ -0.354∗∗∗ -0.426∗∗∗ -0.305∗∗∗ -0.460∗∗∗ -0.352∗∗∗ -0.426∗∗∗ -0.304∗∗∗
(0.047) (0.059) (0.050) (0.064) (0.046) (0.059) (0.050) (0.063)
Precipitation (m) 0.947∗∗∗ 0.914∗∗∗ 0.872∗∗∗ 0.876∗∗∗ 0.946∗∗∗ 0.912∗∗∗ 0.872∗∗∗ 0.875∗∗∗
(0.165) (0.167) (0.161) (0.162) (0.163) (0.164) (0.158) (0.159)
Precipitation (m) Squared -0.786∗∗∗ -0.754∗∗∗ -0.759∗∗∗ -0.749∗∗∗ -0.786∗∗∗ -0.754∗∗∗ -0.758∗∗∗ -0.749∗∗∗
(0.129) (0.131) (0.126) (0.129) (0.129) (0.131) (0.127) (0.130)
R-squared 0.4752 0.4781 0.4779 0.4804 0.4752 0.4782 0.4779 0.4805
Opt. Threshold (R2/AIC/BIC) 73 69 72 69 72 69 72 69
Observations 32185 32185 32185 32185 32185 32185 32185 32185
Counties 2004 2004 2004 2004 2004 2004 2004 2004
Years 19 19 19 19 19 19 19 19
Notes: Column (1) is the same as column (6) of Table B.1, while other columns additionally control for interactions with temperature
and PM10. Interaction terms are standardized by removing the mean and normalizing by the standard deviation of the demeaned
series to make the coefficients easier to interpret. All specifications include county fixed effects, year fixed effects, and state-specific
quadratic time trends. R-squared does not include the variation that is explained by the county fixed effects. Robust standard errors in
parentheses, adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.5: Effect of Ozone on Log Corn Yields - Controlling for Other Pollutants
(1) (2a) (2b) (2c) (2d) (3)
O3 Exp. ≥ 72ppb (1000 ppb-hrs) -0.112∗∗∗ -0.111∗∗∗ -0.112∗∗∗ -0.112∗∗∗ -0.115∗∗∗ -0.114∗∗∗
(0.018) (0.018) (0.018) (0.019) (0.018) (0.018)
Mean CO (ppm) 0.098∗∗ 0.095∗
(0.047) (0.051)
Mean NOx (ppm) 1.652 0.722
(1.691) (1.757)
Mean PM10 (ppm) 0.244 -0.291
(2.742) (2.729)
Mean SO2 (ppm) 18.583
∗∗∗ 18.383∗∗∗
(5.619) (5.644)
Degree Days 10-29◦C (1000) 0.262∗∗∗ 0.269∗∗∗ 0.255∗∗∗ 0.262∗∗∗ 0.267∗∗∗ 0.271∗∗∗
(0.089) (0.091) (0.089) (0.088) (0.089) (0.089)
Degree Days ≥ 29◦C (100) -0.461∗∗∗ -0.463∗∗∗ -0.461∗∗∗ -0.461∗∗∗ -0.461∗∗∗ -0.463∗∗∗
(0.047) (0.047) (0.047) (0.047) (0.046) (0.047)
Precipitation (m) 0.947∗∗∗ 0.945∗∗∗ 0.939∗∗∗ 0.947∗∗∗ 0.925∗∗∗ 0.920∗∗∗
(0.165) (0.164) (0.166) (0.162) (0.159) (0.155)
Precipitation (m) Squared -0.786∗∗∗ -0.786∗∗∗ -0.782∗∗∗ -0.786∗∗∗ -0.765∗∗∗ -0.764∗∗∗
(0.129) (0.128) (0.129) (0.129) (0.124) (0.124)
R-squared 0.4752 0.4757 0.4754 0.4752 0.4767 0.4772
Opt. Threshold (R2/AIC/BIC) 73 73 73 73 72 72
Observations 32185 32185 32185 32185 32185 32185
Counties 2004 2004 2004 2004 2004 2004
Years 19 19 19 19 19 19
Notes: Column (1) is the same as column (6) of Table B.1, while other columns additionally control for other pollutants: carbon monoxide
(CO), nitrogen oxides (NOx), particulate matter (PM10) and sulfur dioxide (SO2). Columns (2a)-(2d) control for one pollutant at a time,
while column (3) controls for all four. All specifications include county fixed effects, year fixed effects, and state-specific quadratic time
trends. R-squared does not include the variation that is explained by the county fixed effects. Robust standard errors in parentheses,
adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.6: Effect of Ozone on Log Corn Yields - Various Time Controls Part I
(1a) (1b) (2a) (2b) (3a) (3b)
O3 Exp. ≥ 72ppb (1000 ppb-hrs) -0.112∗∗∗ -0.089∗∗∗ -0.120∗∗∗ -0.076∗∗∗ -0.079∗∗∗ -0.124∗∗∗
(0.018) (0.020) (0.017) (0.015) (0.011) (0.009)
Degree Days 10-29◦C (1000) 0.262∗∗∗ 0.418∗∗∗ 0.314∗∗∗ 0.441∗∗∗ 0.251∗∗ 0.579∗∗∗
(0.089) (0.058) (0.098) (0.060) (0.106) (0.068)
Degree Days ≥ 29◦C (100) -0.461∗∗∗ -0.506∗∗∗ -0.449∗∗∗ -0.538∗∗∗ -0.462∗∗∗ -0.494∗∗∗
(0.047) (0.055) (0.044) (0.057) (0.048) (0.051)
Precipitation (m) 0.947∗∗∗ 0.811∗∗∗ 0.898∗∗∗ 0.668∗∗∗ 0.952∗∗∗ 0.754∗∗∗
(0.165) (0.182) (0.171) (0.202) (0.206) (0.258)
Precipitation (m) Squared -0.786∗∗∗ -0.719∗∗∗ -0.748∗∗∗ -0.641∗∗∗ -0.786∗∗∗ -0.716∗∗∗
(0.129) (0.157) (0.146) (0.189) (0.168) (0.232)
R-squared 0.4752 0.4276 0.4507 0.3959 0.4166 0.3317
Opt. Threshold (R2/AIC/BIC) 73 77 72 82 73 77
Observations 32185 32185 32185 32185 32185 32185
Counties 2004 2004 2004 2004 2004 2004
Years 19 19 19 19 19 19
Time Trend Polynomial 2 2 1 1 - -
Year Fixed Effects Yes No Yes No Yes No
Notes: Column (1a) is the same as column (6) of Table B.1, while other columns vary the time controls. The last two rows of the Table
give the highest order polynomial in the state-specific time trends and whether year fixed effects are included. Columns (a) include
year fixed effects, while columns (b) do not. Columns (1)-(3) vary the highest order polynomial in the state-specific time trends. All
specifications include county fixed effects. R-squared does not include the variation that is explained by the county fixed effects. Robust
standard errors in parentheses, adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.7: Effect of Ozone on Log Corn Yields - Various Time Controls Part II
(1a) (1b) (2a) (2b) (3a) (3b)
O3 Exp. ≥ 72ppb (1000 ppb-hrs) -0.112∗∗∗ -0.089∗∗∗ -0.127∗∗∗ -0.078∗∗∗ -0.120∗∗∗ -0.092∗∗∗
(0.018) (0.020) (0.019) (0.017) (0.021) (0.023)
Degree Days 10-29◦C (1000) 0.262∗∗∗ 0.418∗∗∗ 0.333∗∗∗ 0.456∗∗∗ 0.280∗∗∗ 0.437∗∗∗
(0.089) (0.058) (0.101) (0.062) (0.097) (0.060)
Degree Days ≥ 29◦C (100) -0.461∗∗∗ -0.506∗∗∗ -0.453∗∗∗ -0.545∗∗∗ -0.469∗∗∗ -0.520∗∗∗
(0.047) (0.055) (0.045) (0.059) (0.050) (0.059)
Precipitation (m) 0.947∗∗∗ 0.811∗∗∗ 0.894∗∗∗ 0.668∗∗∗ 0.977∗∗∗ 0.827∗∗∗
(0.165) (0.182) (0.179) (0.213) (0.188) (0.203)
Precipitation (m) Squared -0.786∗∗∗ -0.719∗∗∗ -0.751∗∗∗ -0.649∗∗∗ -0.817∗∗∗ -0.742∗∗∗
(0.129) (0.157) (0.152) (0.200) (0.143) (0.176)
R-squared 0.4752 0.4276 0.5026 0.4478 0.5699 0.5235
Opt. Threshold (R2/AIC/BIC) 73 77 73 82 73 78
Observations 32185 32185 32185 32185 32185 32185
Counties 2004 2004 2004 2004 2004 2004
Years 19 19 19 19 19 19
State-level Trends 2 2 - - - -
County-level Trends - - 1 1 2 2
Year Fixed Effects Yes No Yes No Yes No
Notes: Column (1a) is the same as column (6) of Table B.1, while other columns vary the time controls. The last three rows of the Table
give the highest order polynomial in the state-specific or county-specific time trends and whether year fixed effects are included. Columns
(a) include year fixed effects, while columns (b) do not. Columns (1) vary the highest order polynomial in the state-specific time trends,
while columns (2) and (3) vary the highest order polynomial in the county-specific time trends. All specifications include county fixed
effects. R-squared does not include the variation that is explained by the county fixed effects. Robust standard errors in parentheses,
adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.8: Effect of Ozone on Log Corn Yields - Measurement Error for Subsets of Counties
Baseline Weighted By Distance to Monitor Counties with Monitor IV Regression
(1) (2) (3a) (3b) (3c) (4a) (4b) (5a) (5b)
O3 Exp. ≥ 72ppb (1000 ppb-hrs) -0.112∗∗∗ -0.107∗∗∗ -0.108∗∗∗ -0.076∗∗ -0.108∗∗∗ -0.096∗∗∗ -0.055∗∗∗ -0.100∗∗∗ -0.075∗∗∗
(0.018) (0.019) (0.016) (0.031) (0.016) (0.013) (0.008) (0.013) (0.010)
× Large Dist. to Monitor 0.032
(0.026)
Degree Days 10-29◦C (1000) 0.262∗∗∗ 0.280∗∗∗ 0.268∗∗∗ 0.254∗∗ 0.268∗∗∗ 0.300∗∗∗ 0.296∗∗ 0.300∗∗∗ 0.294∗∗∗
(0.089) (0.093) (0.092) (0.107) (0.092) (0.106) (0.111) (0.108) (0.108)
Degree Days ≥ 29◦C (100) -0.461∗∗∗ -0.508∗∗∗ -0.507∗∗∗ -0.441∗∗∗ -0.507∗∗∗ -0.517∗∗∗ -0.542∗∗∗ -0.514∗∗∗ -0.528∗∗∗
(0.047) (0.053) (0.057) (0.047) (0.057) (0.051) (0.058) (0.051) (0.053)
Precipitation (m) 0.947∗∗∗ 1.051∗∗∗ 1.115∗∗∗ 0.898∗∗∗ 1.115∗∗∗ 0.864∗∗∗ 0.874∗∗∗ 0.861∗∗∗ 0.856∗∗∗
(0.165) (0.166) (0.168) (0.211) (0.168) (0.208) (0.238) (0.209) (0.213)
Precipitation (m) Squared -0.786∗∗∗ -0.985∗∗∗ -0.855∗∗∗ -0.775∗∗∗ -0.855∗∗∗ -0.669∗∗∗ -0.664∗∗∗ -0.669∗∗∗ -0.661∗∗∗
(0.129) (0.131) (0.107) (0.178) (0.107) (0.156) (0.177) (0.158) (0.160)
R-squared 0.4752 0.6239 0.5118 0.4629 0.4869 0.5114 0.5034 0.5115 0.5008
Opt. Threshold (R2/AIC/BIC) 73 78 73 67 73 75 73 75 72
Observations 32185 32185 16160 16025 32185 6438 6438 6438 6438
Counties 2004 2004 1002 1002 2004 475 475 475 475
Years 19 19 19 19 19 19 19 19 19
Notes: Column (1) is the same as column (6) of Table B.1. Column (2) weights by the average corn growing area in a county in
1993-2011. Columns (3a)-(3c) separate counties by the distance to the closest monitor: columns (3a) and (3b) estimate separate
equations for counties with distances below and above the median, respectively, while column (3c) includes an interaction term whether
the distance to the closest monitor is above the median. Column (4a) replicates column (1) for the subset of counties that have a
monitor, while column (4b) uses the simple average of all monitor readings (no spatial interpolation) in those counties. Finally, column
(5a) instruments (4a) with (4b), while column (5b) instruments (4b) with (4a). All specifications include county fixed effects, year fixed
effects, and state-specific quadratic time trends. R-squared does not include the variation that is explained by the county fixed effects.
Robust standard errors in parentheses, adjusted for clustering at the state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
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Table B.9: Cross Validation: Interpolation of Pollution at Monitor Sites
(1a) (1b) (1c) (2a)
Panel A: Monitor Fixed Effects
O3 Exp. ≥ 72ppb (ppb-hrs) 0.606∗∗∗ 0.622∗∗∗ 0.621∗∗∗ 0.621∗∗∗
(0.013) (0.014) (0.014) (0.033)
R-squared 0.6447 0.6647 0.6675 0.6538
Resid. σ - Observed Pollution 32.40 29.75 29.97 9.13
Resid. σ - Interpolated Pollution 24.46 22.70 22.79 7.02
Panel B: Monitor F.E. + Time Controls
O3 Exp. ≥ 72ppb (ppb-hrs) 0.599∗∗∗ 0.614∗∗∗ 0.613∗∗∗ 0.500∗∗∗
(0.013) (0.014) (0.014) (0.006)
R-squared 0.6495 0.6706 0.6732 0.7300
Resid. σ - Observed Pollution 32.08 29.40 29.61 7.82
Resid. σ - Interpolated Pollution 24.07 22.26 22.34 5.35
Observations 3127014 1604511 1578305 20438
Monitors 1883 915 915 1883
Observed Pollution - Mean 8.38 7.53 7.64 8.38
Interpolated Pollution - Mean 9.03 7.96 8.02 9.03
Temporal Aggregation Daily Daily Daily Annual
Notes: Table regresses interpolated pollution values (interpolated to the location of the monitors without
using the monitor itself) on observed values at the monitor location. Columns vary by the temporal aggre-
gation. Columns (1a)-(1c) use daily values for March-August, while column (2a) use the anual average of
the daily values in (1a)-(1c). Columns (a) use all monitors east of the 100 degree meridian (except Florida),
while column (1b) furthermore only uses monitors that lie in a county for which we have corn yields. Finally,
column (1c) limits the daily data further by excluding days with missing values at the monitor that had to
be filled in. Panel A regresses interpolated values on observed station values, while panel B also includes
state-specific quadratic time trends and year fixed effects, the temporal controls in our baseline regressions.
The footer of each panel reports the residual standard deviation (σ) from regressing observed and interpo-
lated values on the controls of each panel, i.e., the remaining variation that is not absorbed by fixed effects
that we are using in our identification. Robust standard errors in parentheses, adjusted for clustering at the
state level. * p < 0.10, ** p < 0.05, *** p < 0.01.
