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Abstract
In the first part of the paper we present and discuss concepts of local and asymptotic hereditary proximity
to 1. The second part is devoted to a complete separation of the hereditary local proximity to 1 from
the asymptotic one. More precisely for every countable ordinal ξ we construct a separable Hereditarily
Indecomposable reflexive space Xξ such that every infinite-dimensional subspace of it has Bourgain 1-
index greater than ωξ and the space itself has no 1-spreading model.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
Concepts of proximity to a classical p (or c0) space play a significant role to the understand-
ing of the structure of a Banach space. They are categorized as follows:
The first one is the global proximity to p which simply means that p is isomorphic to
a subspace Y of X. The local proximity which occurs more frequently, due to J.L. Krivine’s
theorem [21], is measured through the Bourgain p-index [10]. The last concept is the asymp-
totic proximity that varies from A. Brunel and L. Sucheston p-spreading models [11], to
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N. Tomczak-Jaegermann in [25], is modelled on B.S. Tsirelson space [31] that answered in neg-
ative the famous Banach’s problem by showing that global proximity to some p is not always
possible.
It is well known that the hereditary global proximity, i.e. saturation by subspaces isomorphic
to p , does not imply asymptotic structure of the whole space, see for example [19,18]. If we
allow passing to infinite-dimensional subspaces, it is easy to see that the global proximity to p
is the strongest one followed by the asymptotic one. The local proximity is the weakest among
them. It is also known that the three classes are separated for each p . Namely there are spaces
with arbitrarily large local proximity to p but admitting no p asymptotic subspace, and simi-
larly there are p asymptotic spaces with no subspaces isomorphic to p . The present paper is
mainly devoted to the separation of the local and asymptotic proximity to 1 when the first one is
hereditarily large. In particular our work is motivated by a result of the third named author stated
as follows.
Theorem. (See [28].) Let X be a separable Banach space and ξ be a countable ordinal. If X is
boundedly distortable and has hereditary Bourgain 1-index greater than ωξ then it is saturated
by asymptotic ξ1 spaces.
Let’s recall that the hereditary Bourgain p-index of a Banach space X is the minimum of
Bourgain p-index of its subspaces. In the sequel by the p-index we will mean the Bourgain
p-index.
In view of the above theorem it is natural to ask how critical is the bounded distortion of X
for the final conclusion. It is also worth adding that heredity assumptions for the local proximity
to 1 could yield large asymptotic one. In this direction we prove the following
Proposition. Let (en) be a Schauder basis of a Banach space X such that the Bourgain 1-
tree supported by any subsequence of (en)n∈N has order greater than ωξ . Then there exists a
subsequence generating an ξ1-spreading model.
Our aim is to show that large hereditary 1-structure in a Banach space X does not imply in
general any asymptotic one. More precisely the main goal at the present paper is to prove the
next
Theorem A. For every countable ordinal ξ there exists a separable Hereditarily Indecomposable
reflexive space Xξ with the hereditary 1-index greater than ωξ such that Xξ does not admit an
1-spreading model. Moreover the dual X∗ξ has hereditary c0-index greater than ωξ and does not
admit c0 as a spreading model.
The space Xξ satisfies the following structural property yielding that its hereditary 1 index
is greater than ωξ . For any block sequence (xn)n of the basis (en)n of Xξ there exists a further
block (xs)s∈T with T a well-founded tree of order greater than ωξ such that for each chain
s1, . . . , sk in T , (xsi )ki=1 is C-equivalent to the standard basis (ei)ki=1 of k1 for a universal con-
stant C.
To some extent the spaces Xξ , ξ < ω1, are the reflexive analogue of the famous Gowers tree-
space (cf. [15]) and its variants (cf. [3]). For the construction of Xξ we employ the method of
attractors, appeared in [8] and extensively used in [3]. The definition of the space Xξ requires
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applying saturation methods we pass to the space Xξ and in the third step we obtain the desired
space Xξ as a quotient of the space Xξ .
Let us describe the contents of the paper in more detail.
Section 2 is devoted to preliminary notions and results.
In Section 3 we discuss different concepts of hereditary local and asymptotic proximity to 1
and relations between them. We introduce the hereditary strategic 1-index of a Banach space X,
formulated in terms of Gowers’ game and Schreier families Sξ , ξ < ω1. A non-hereditary ver-
sion of the aforementioned index, related to the asymptotic structures defined in [23], is also
presented. We show that the hereditary strategic index is essentially equivalent to the hereditary
block Bourgain 1-index, examine the relation between these concepts in the non-hereditary ver-
sion as well as in a subsequence setting, i.e. with block sequences replaced by subsequences of a
fixed basis. The main result in this part is Proposition 3.7 which has been mentioned before.
In Section 4 we start the construction of the space Xξ which is based on mixed Tsirelson
extensions and saturation methods. As we mentioned above the construction of the space is
given in three steps. In the first step an auxiliary space is constructed that partially solves the
posed problem. Namely for a given countable ordinal ξ we construct a norming set Gξ of a
reflexive space XGξ with a Schauder basis (en)n∈N and the following properties.
(i) The space XGξ does not have an 1-spreading model.
(ii) For every L ∈ [N] the 1-index of the subspace 〈(en)n∈L〉 is greater than ωξ .
The above stated proposition together with property (i) of the space XGξ indicate that property
(ii) requires special attention. Namely for every subsequence (en)n∈L of the basis the 1-index
of the corresponding subspace should be greater than ωξ but the 1-tree supported by that subse-
quence should be of small height.
To achieve property (ii) we include in the set Gξ a rich c0-tree of functionals of the height
greater than ωξ , defined by means of a coding function in a similar manner as in the classical
work of B. Maurey and H. Rosenthal [24]. A second ingredient of Gξ , essential for the prop-
erty (i), comes from James tree-like spaces [19] (see also [1, Chapter 13] or [3]). Similar to these
spaces we include in Gξ all rational 2-convex combinations of specifically chosen sequences of
functionals (Definitions 4.2 and 4.3).
In Section 5 we present the basic properties of the space XGξ and its dual. Section 6 is devoted
to the proof that the space XGξ admits no 1-spreading model. This is the most involved part of
the study of XGξ . This result is critical as some small additional effort yields that the ultimate
space Xξ shares the same property. The difference of the space XGξ from the earlier examples of
spaces with no p-spreading models (i.e. [26]) is that XGξ has a rich local 1-structure. Therefore
the proof requires new tools of combinatorial nature. The main part of the proof is given by
Proposition 6.3.
In Section 7 we define the norming set Kξ of the intermediate space Xξ . The construction
is based on a saturation method, which roughly speaking, for a given a space with a basis satis-
fying a property (P ), provides a construction of a new space with a basis, saturated with block
sequences sharing property (P ). This method was initiated by B. Tsirelson [31], and has been
used extensively (cf. [17,26,30]). We shall apply a descendant of the above method, namely the
method of attractors (cf. [8,3]). The norming set Kξ includes the set Gξ and it is closed under the
(m2j ,An2j )j -operations where (mj )j , (nj )j are appropriate sequences natural numbers. It also
includes the attracting functionals which are defined through a second coding function. Roughly
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any block subspace of X∗ξ . As in the case of Gξ we include in Kξ the 2-convex combinations of
functionals, which is crucial for the fact that Xξ as well as the space Xξ admits no 1-spreading
model. The applied method of attractors, creating a conditional structure in the space, yields also
hereditary indecomposability of the spaces Xξ and Xξ .
It is worth pointing out that the method of attractors offers a considerable reduction to the
complexity of the proofs of properties of the ultimate space. For example in the case of the space
Xξ the proof that the space does not have an 1-spreading model is essentially given for the
auxiliary space XGξ , where the norming set Gξ is simpler than the set Kξ .
Sections 8, 9, 10 are rather technical and include the necessary estimations for proving the
aforementioned properties. This part is closely related to the well-known estimations in mixed
Tsirelson and Hereditarily Indecomposable spaces. The additional complexity of this part, com-
pared to the previous similar results, arises from fact that the norming set Kξ is closed under
certain 2-convex combinations and from the local c0-structure of the set Gξ . A consequence of
the new estimations is the following theorem.
Theorem B. There exists a reflexive HI space X admitting no p , 1 p <∞, or c0 as a spread-
ing model.
The spaces Xξ , Xξ satisfy the conclusion of the above theorem. Furthermore in Section 11 we
indicate a simpler construction yielding also the aforementioned result. We also present a general
result concerning spaces with no p or c0 as a spreading model (Theorem 11.3). E. Odell and
Th. Schlumprecht [26], have presented the first example of a Banach space with no p or c0 as
a spreading model. Our result provides an alternative proof of the latter property in Odell and
Schlumprecht example.
In Section 12 we show that the space X∗ξ has hereditary c0-index greater than ωξ . This result
does not allow us to conclude that the hereditary 1-index of Xξ is also greater than ωξ . It is
worth pointing out that in general the existence of local or asymptotic c0-structure in X∗ yields
that the corresponding 1 will occur on X. For example it is easy to see that if X∗ has a c0-
spreading model then X will have a corresponding 1. This fact seems not to remain valid for the
hereditary local or asymptotic structure as Xξ indicates.
In Section 13 we make the final step by defining the space Xξ = Xξ/XLξ , where XLξ =〈(en)n∈L〉 for a suitable subset L of N. The space Xξ has a Schauder basis and its hereditary
Bourgain index is greater than ωξ . As a quotient of a space admitting no 1-spreading model, Xξ
shares the same property and, as we have mentioned, both spaces Xξ and Xξ do not admit any
p or c0 as a spreading model. We also show that Xξ is HI.
We close the introduction with a natural problem posed to us by the referee, concerning the
existence of a reflexive Banach space with an unconditional basis, hereditary Bourgain 1 index
greater than ωξ and not admitting 1 as a spreading model. Let us notice that there is no obstacle
for the existence of such a space. However, showing its existence seems to require more effort.
In general the construction of spaces with heterogeneous properties, like the space Xξ , could be
achieved easier in the frame of spaces with conditional structure.
2. Preliminaries
We start by recalling some basic definitions and standard notation. Let X be a Banach space
with a basis (ei). Given any basic sequence (xn) by 〈(xn)n〉 we denote the closed vector sub-
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we define the rangex of a vector x ∈ X as the smallest interval in N containing support of x.
Given any x = ∑i xiei and finite E ⊂ N put Ex = ∑i∈E xiei . We write x < y for vectors
x, y ∈ X, if maxsupp(x) < minsupp(y). A block sequence is any sequence (xi) ⊂ X satisfy-
ing x1 < x2 < · · · , a block subspace of X – any closed subspace spanned by an infinite block
sequence. A tail subspace of X is any subspace of the form 〈(en)nn0〉 for some n0 ∈ N.
Let (xn)n∈N be a sequence in X and (n)n∈N be a sequence of positive numbers. We say that
(yn)n∈N is (n)-close to (xn)n∈N if ‖xn − yn‖< n for every n ∈ N.
Given infinite M ⊂ N by [M] we denote the family of all infinite subsets of M , by [M]<∞
– the family of all finite subsets of M . By [M]n, n ∈ N, we denote all finite subsets of M of
cardinality n. A family F of finite subsets of N is regular, if it is hereditary, i.e. for any G⊂ F ,
F ∈ F also G ∈ F , spreading, i.e. for any integers n1 < · · · < nk and m1 < · · · < mk with
ni mi , i = 1, . . . , k, if (n1, . . . , nk) ∈ F then also (m1, . . . ,mk) ∈ F , and compact in the prod-
uct topology of 2N.
The families An, n ∈ N, are defined by the following formula:
An = {F ⊂ N: #F  n}, n ∈ N.
Define the generalized Schreier families (Sξ )ξ<ω1 of finite subsets of N by the transfinite induc-
tion [2]:
S0 =
{{n}: n ∈ N}∪ {∅},
Sξ+1 = S1[Sξ ] = {F1 ∪ · · · ∪ Fm: m ∈ N, F1, . . . ,Fm ∈ Sξ , m F1 < · · ·<Fm}
for any ξ < ω1. If ξ is a limit ordinal, choose ξn ↗ ξ and set
Sξ = {F : F ∈ Sξn and n F for some n ∈ N}.
It is well known that the families An, n ∈ N, Sξ , ξ < ω1, are regular families of finite subsets
of N.
Let us recall that a set F ∈ Sξ is called a maximal set if there is no G ∈ Sξ such that F  G.
Notice that F is Sξ -maximal if and only if there is no k ∈ N with F < k and F ∪ {k} ∈ Sξ by the
spreading property of Sξ .
Definition 2.1. Let F ⊂ [N]<∞ be a regular family and θ ∈ (0,1).
(1) A finite sequence (f1, . . . , fk) in c00(N) is said to be F -admissible if
supp(f1) < · · ·< supp(fk) and
{
min(f1), . . . ,min(fk)
} ∈ F .
(2) The (F , θ)-operation on c00(N) is the operation which assigns to each F -admissible se-
quence f1 < · · ·< fd the vector θ(f1 + · · · + fd).
Throughout this paper by a tree on a set X we mean a subset T of ⋃∞n=1 Xn such that
(x1, . . . , xk) ∈ T whenever (x1, . . . , xk, xk+1) ∈ T , k ∈ N, ordered by the initial segment in-
clusion. A tree T is well-founded, if there is no infinite sequence (xi)⊂X with (x1, . . . , xk) ∈ T
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D(T )= {(x1, . . . , xk): (x1, . . . , xk, x) ∈ T for some x ∈X}.
Inductively define trees Dα(T ): D0(T ) = T , Dα+1(T ) = D(Dα(T )) for α ordinal and
Dα(T ) = ⋂ξ<α Dξ (T ) for α limit ordinal. The order of a well-founded tree T is given by
o(T )= inf{α: Dα(T )= ∅}.
Let F be a countable family of finite subset of N endowed with the product topology, where
we identify in the usual way subsets of N with elements of {0,1}N. For α < ω1, we set Fα+1 =
{F ∈ F : F a limit point of Fα} and for α limit ordinal Fα =⋂β<α Fβ . The Cantor–Bendixson
index of F , denoted by CB(F), is defined as the least α for which Fα = ∅.
Let T be a countable tree on N. Then T defines the family
FT =
{
F ∈ [N]<∞: there exists t ∈ T with F ⊂ [min t,max t]}.
It follows that the family FT is hereditary. Conversely given F a countable family of finite
subsets of N with each F ∈ F we associate the finite strictly increasing sequence tF of integers
with range equal to the set F . We set
TF =
{
t ∈
⋃
n
[N]n: there exists F ∈ F such that t is initial segment of tF
}
.
From the above definitions it follows that F ∈ F1 if and only if the corresponding node in the
tree has infinitely many immediate successors. It follows CB(F)  o(TF ). In the case of the
Schreier families (cf. [2]) it follows that
CB(Sξ )= o(TSξ )= ωξ + 1.
For unexplained notions and notations we refer the reader to [22].
3. Concepts of proximity to 1
In this section we introduce the hereditary strategic 1-index (Definition 3.3) and show that
it is essentially equivalent to the notion of the hereditary Bourgain 1-index (Proposition 3.4).
We discuss also non-hereditary concepts of proximity to 1 and show strong relation between
these notions in the sequence setting (Proposition 3.7). Recall that parameters measuring the 1
asymptoticity of a space were introduced and studied extensively in [27].
Definition 3.1. Let X be a Banach space with a basis.
A tree T on X is an 1-tree on X with constant C  1, if any (x1, . . . , xk) ∈ T is a normalized
basic sequence C-equivalent to the unit vector basis of k1.
Given any C  1 let I (X,C) be the order of the 1-tree on X of all finite normalized basic
sequences C-equivalent to the unit vector basis of suitable finite-dimensional k1. The (Bourgain)
1-index of X is defined by I (X)= sup{I (X,C): C  1}.
The block (Bourgain) 1-index Ib(X), is defined analogously, using 1-trees consisting only
of block sequences.
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only if X does not contain 1. In this case the 1-index is of the form ωξ for some ξ < ω1 and also
it is greater than Ib(X,C) for any C  1, and the same holds for the block 1-index [20]. Recall
that if I (X) ωω, then I (X)= Ib(X), if I (X)= ωn+1, then Ib(X)= ωn or Ib(X)= ωn+1 [20].
For more information on the block 1-index see [20].
The hereditary (Bourgain) 1-index is defined as Ih(X)= min{I (Y ): Y is infinite-dimensional
subspace of X}. The hereditary block (Bourgain) 1-index, denoted as Ihb(X), is defined simi-
larly taking block Bourgain 1-indices of block subspaces.
In the sequel we will use the game introduced by W.T. Gowers [16] for a family of finite block
sequences in a Banach space:
Definition 3.2. Let X be a Banach space with basis, ξ < ω1, C  1 and consider an Sξ -game
between the players S and V defined as follows:
in the i-th move player S chooses a block subspace Xi of X and player V picks a normalized
block vector xi ∈Xi .
We say that player V wins, if the resulting sequence (xi)ki=1 is C-equivalent to the standard
basis of k1 and maximal Sξ -admissible (i.e. {minsuppxi : i = 1, . . . , k} is Sξ -maximal). We say
that V has a winning strategy, if V wins the game for any possible choice of the player S.
Simpler versions of Gowers’ game with fixed finite length, where player S chooses only tail
subspaces, where considered in [23], finite high-order Gowers games were studied in [33]. In
all settings two conditions can examined: the winning strategy of player V (which is also our
case) or the winning strategy of player S. In the second situation player S produces subspaces
with asymptotically regular properties (cf. [23,32,33]). In the first case player V produces trees
of block sequences with regular properties (cf. [23,33]), in our setting – 1-trees with complexity
of high order.
Definition 3.3. Let X be a Banach space with a basis. We define the hereditary strategic 1-index
of X by the formula
Ihs(X)= sup{ξ < ω1: for any ζ < ξ there is C  1 such that
V has a winning strategy in Sζ -game with constant C}.
If we consider the game above where S chooses only tail subspaces instead of arbitrary block
subspaces, then we define the strategic 1-index of X denoted by Is(X).
In non-hereditary case for ξ = 1 we obtain Definition 2.1 [23].
We present now the relation between the above introduced notions. i.e. relation between the
complexity of the 1-trees in a Banach space measured by different indices.
Proposition 3.4. Let X be a Banach space with a basis, ξ < ω1.
If Ihs(X) > ξ then Ihb(X) > ωξ .
If Ihb(X) > ωξ then Ihs(Y0) > ξ for some block subspace Y0 of X.
1152 S.A. Argyros et al. / Journal of Functional Analysis 261 (2011) 1145–1203Proof. We can assume that X does not contain a copy of 1. Notice that for any ξ < ω1 we
have Ihs(X) > ξ if and only if player V has a winning strategy in Sξ -game with some constant
C  1.
Assume first that player V has a winning strategy in the Sξ -game (with some constant C). Fix
a block subspace Y . Then player V in particular has a winning strategy in producing maximal
Sξ -admissible sequences C-equivalent to the unit vector basis of 1 in the SYξ -game, in which
player S chooses at each step some mk ∈ N and V chooses xk ∈ Y with xk > mk (i.e. player S
chooses only tail subspaces of Y ).
Take the tree T of all block sequences produced by player V in all SYξ -games for all block
subspaces Y , with all possible moves of player S, i.e. all block sequences (x1, . . . , xk) produced
by player V at some point in all SYξ -games according to his winning strategy. It follows that T
is an 1-tree with a constant C. We show now that o(T )  o(Sξ ) = ωξ + 1 which implies that
Ib(Y ) > ω
ξ
.
For (m1, . . . ,mk) ∈ Sξ by Tm1,...,mk denote the set of all block sequences of length k produced
by V in all SYξ -games, in which S has chosen m1, . . . ,mk in his first k moves and V has applied
his winning strategy.
By induction we show that for any α < ω1 we have
Dα(T )⊃
⋃{Tm1,...,mk : (m1, . . . ,mk) ∈Dα(Sξ )}.
Indeed, if α = β+1 (in particular if β = 0), then by the inductive assumption (or by the definition
of T in case of β = 0) we have
D
(
DβT )⊃⋃{D(Tm1,...,mk ): (m1, . . . ,mk) ∈Dβ(Sξ )}
=
⋃{Tm1,...,mk−1 : (m1, . . . ,mk) ∈Dβ(Sξ )}∪ {Tm1,...,ml : (m1, . . . ,ml) ∈Dα(Sξ )}.
For any limit α < ω1 by the inductive assumption we have
⋂
β<α
DβT ⊃
⋂
β<α
⋃{Tm1,...,mk : (m1, . . . ,mk) ∈Dβ(Sξ )}
⊃
⋃{Tm1,...,mk : (m1, . . . ,mk) ∈Dα(Sξ )}.
It follows that o(T ) o(Sξ ), which ends the proof of the first implication.
Assume now that for any block subspace Y of X we have Ib(Y ) > ωξ . We will show that in
any block subspace Y there is a block subspace Y0 and C  1 such that in any subspace W ⊂ Y0
there is a maximal Sξ -admissible block sequence (x1, . . . , xk) C-equivalent to the unit vector
basis of k1. Then by Gowers dichotomy for games for families of finite block sequences [16] in
some block subspace of Y player V has a winning strategy for producing maximal Sξ -admissible
block sequences 2C-equivalent to unit vector basis of suitable finite-dimensional spaces 1,
which will prove that Ihs(X) > ξ .
First notice that there is some block subspace Y0 and universal constant C such that for any
block subspace Z of Y0 there is an 1-tree TZ on Z with constant C and o(TZ ) > ωξ + 1. Since
we deal with 1-trees, we can assume that they are hereditary trees, i.e. for any 1-tree R, any
(xi)i∈F ∈ R and any G⊂ F we have also (xi)i∈G ∈ R.
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in each Yn there is no 1-tree with constant n and order greater than ωξ + 1. Then the diagonal
subspace does not contain any 1-tree of order greater than ωξ + 1, a contradiction with the
assumption, since the block 1-index of a Banach space is a limit ordinal.
Take Y0 and the constant C as above, for any block subspace Z of Y0 pick an 1-tree TZ with
constant C and o(TZ) > ωξ + 1. Let T =⋃{TZ: Z ⊂ Y0}. Then T is also a hereditary 1-tree
(with constant C).
Pick any block subspace W = 〈(wn)n〉 of Y0. Let L= {minsuppwn: n ∈ N} and
F = {(minsuppx1, . . . ,minsuppxk)⊂ L: (x1, . . . , xk) ∈ T ∩Wk, k ∈ N}.
Notice that the tree F is hereditary and well-founded. Indeed, assume that there is (ni)i∈N such
that (n1, . . . , nk) ∈ F for any k ∈ N. Thus for any k ∈ N there is (xk1 , . . . , xkk ) ∈ T with n1  xk1 <
n2  xk2 < · · ·< nk  xkk . By compactness argument we can assume that for some block sequence
(xi) we have xki → xi in X as k → ∞. Since each sequence (xk1 , . . . , xkk ) is C-equivalent to the
unit vector basis of k1, thus (xi)i∈N is equivalent to the unit vector basis of 1, a contradiction
with the assumption from the beginning of the proof.
By a classical result in Ramsey theory (see [14, Corollary 1.2], or [7, Corollary II.3.23]) there
is some infinite M ⊂ L such that either Sξ ∩ [M]<∞ ⊂ F or F ∩ [M]<∞ ⊂ Sξ .
We show that the first case holds by the following
Claim. Given any tree R on X let
FR =
{
(minsuppx1, . . . ,minsuppxk): (x1, . . . , xk) ∈ R
}
.
Then if trees R and FR are well-founded it follows that o(R) o(FR).
To prove the claim it is enough to show by induction that FDα(R) ⊂Dα(FR) for any α < ω1.
Let now Z = 〈(wn)minsuppwn∈M 〉. By definition of T and F we have that F ∩ [M]<∞ ⊃ FTZ ,
therefore by the above claim
o
(F ∩ [M]<∞) o(TZ) > ωξ + 1 = o(Sξ ),
hence Sξ ∩ [M]<∞ ⊂ F must hold.
Take now any (n1, . . . , nk) maximal in Sξ ∩[M]<∞ ⊂ F and the corresponding (x1, . . . , xk) ∈
T ∩Wk with minsuppxi = ni , i = 1, . . . , k. It is clear that (x1, . . . , xk) is maximal Sξ -admissible.
Therefore we picked in W a maximal Sξ -admissible block sequence C-equivalent to the unit
vector basis of some finite-dimensional 1, which by previous remarks ends the proof. 
Remark 3.5. In the non-hereditary case the above proposition takes the following form for a
Banach space X with a basis:
If Is(X) > ξ , then Ib(X) > ωξ .
If Ib(〈(en)n∈M 〉) > ωξ for any M ∈ [N], then Is(X) > ξ .
The proof goes along the same scheme as above, with passing to subspaces spanned by sub-
sequences of the basis instead of block subspaces.
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Definition 3.6. Let X be a Banach space with a basis and ξ < ω1 be a countable ordinal.
A normalized basic sequence (xi)i∈N ⊂ X generates an ξ1-spreading model, ξ < ω1, with
constant C  1, if for any F ∈ Sξ the sequence (xi)i∈F is C-equivalent to the unit vector basis
of #F1 .
We say that (xi) generates an 1-spreading model if the above property holds for ξ = 1.
The space X is ξ1-asymptotic, if any Sξ -admissible sequence (xi)ni=1 is C-equivalent to the
unit vector basis of n1 .
The space X is said to be 1-asymptotic if the above property holds for ξ = 1.
The 1-spreading models of higher order were studied in [6,4]. The asymptotic 1 spaces
were introduced in [25], the higher order asymptotic 1 spaces were studied in [27], where
a system of parameters measuring the 1 asymptoticity was presented. In particular for any
infinite-dimensional Banach space X the constants (δξ (X))ξ<ω1 (Definition 4.2 [27]) are de-
fined to satisfy (in the above terminology) the following: δξ (X) > 0 iff X is ξ1-asymptotic.
The spectral index I(X) of an asymptotic 1 space X, defined in Definition 4.22 [27], is re-
lated to Bourgain 1-index, in particular Ib(X) ωα·ω provided I(X) = α. On the other hand,
by Theorem 4.23 [27], an asymptotic 1 space X does not contain an α·ω1 -asymptotic subspace
whenever I(X)= α.
Replacing 1 by c0 in the above definitions we obtain the (Bourgain) c0-index, a cξ0 -spreading
model and an asymptotic c0 space.
The structures described in the above definitions give us a hierarchy of the representation of 1
in a Banach space X with a basis, not containing 1. For a countable ordinal ξ < ω1 we consider
the following four “local“ structures:
(A) The space X is ξ1 asymptotic.
(B) The space X contains a sequence generating an ξ1-spreading model.
(C) The strategic 1-index of X is greater than ξ .
(D) The block 1-index of X is greater than ωξ .
Let us observe that the following implications hold for the above structures
(A) ⇒ (B) ⇒ (C) ⇒ (D).
The reverse implications are not true.
First observe that for every ξ < ω1 the Tsirelson spaces T [Sξ , θ ], θ ∈ (0,1), are examples of
reflexive Banach space which are ξ1-asymptotic however they do not contain 1.
The Schreier space Xξ , ξ < ω1, is an example of Banach space with basis for which every
subsequence of the basis generates an ξ1-spreading model and it does not contain an asymptotic

ζ
1 subspace for any ζ  ξ since, as it is well known, Xξ is c0-saturated.
In the next section of the paper for every ξ < ω1 we provide an example of Banach space
XGξ with strategic 1-index greater than ξ yet XGξ does not contain sequence generating an 1-
spreading model. More precisely the space XGξ has basis such that in the game, where S chooses
subspaces spanned by subsequences of the basis, player V has a winning strategy. Therefore if a
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generating an 1-spreading model.
A richer asymptotic ξ1 structure than the one described in property (C) would be provided by
a winning strategy of player V in the following modification of the Sξ -game: player S chooses
subsequences of the basis instead of block subspaces and player V picks vectors from subse-
quences chosen by player S. In such a case every subsequence of the basis would admit 1-tree
(i.e. formed by elements of this subsequence) of order ωξ . Let us observe the following
Proposition 3.7. Let (en) be a basis of X such that any subsequence (en)n∈L admits an 1-tree
TL ⊂ {(en)n∈F : F ∈ [L]<∞} of order ωξ , ξ < ω1. Then some subsequence of (en)n∈N generates
an 
ξ
1-spreading model.
Proof. Assume first that any subsequence (en)n∈L of the basis admits an 1-tree of order greater
than ωξ + 1.
Repeating the reasoning and notation from the proof of Proposition 3.4 we can assume that
there is some subsequence (en)n∈L0 and a hereditary 1-tree T formed by elements of this sub-
sequence such that for any M ⊂ L0 the order of FT ∩ [M]<∞ is greater than ωξ + 1.
As before by I. Gasparis’ dichotomy [14] pick an infinite M ⊂ N such that either Sξ ∩
[M]<∞ ⊂ FT or FT ∩ [M]<∞ ⊂ Sξ . By the above remark the first case holds. Notice that
if M = (mi), then for any F ∈ Sξ we have (mi)i∈F ∈ Sξ ∩ [M]<∞ ⊂ FT , which implies that
(en)n∈M generates an ξ1-spreading model.
Now notice that if (en) admits an 1-tree of order ωξ , then it also admits an 1-tree of order
greater than ωξ + 1 (maybe with worse constant).
It follows by repeating the reasoning in Lemma 5.7 [20] in case of the block 1-index de-
fined not by using all block 1-trees but only 1-trees consisting of finite subsequences of (en).
Therefore we can reduce the case where all subsequences admit 1-trees of order ωξ to the case
of order greater than ωξ + 1, which was treated above and hence we finish the proof of the
observation. 
We end this section with the following observation regarding the non-hereditary indices. As-
suming only Ib(X) > ωξ does not imply Is(X) > 1, as it shown by the following example.
Let X be an 2-direct sum of n1’s, i.e. X = (
⊕∞
n=1 n1)2 .
It is clear that Ib(X) > ω, since sup{o(T ): T 1-tree with constant 1} = ω.
On the other hand Is(X)= 1. Indeed, consider S1-game with player S choosing tail subspaces
and let in the first move player S pick a tail subspace (
⊕∞
n=n0 
n
1)2 . In the (i+1)-th move player
S chooses tail subspaces after the support of vector xi picked by V in the i-th move, i.e. if in
the i-th move player V picks a vector xi ∈ (⊕nin=1 n1)2 , then in the (i + 1)-th move player S
chooses tail subspace (
⊕∞
n=ni+1 
n
1)2 .
Therefore player S forces the sequence (x1, . . . , xk) produced by player V to be 1-equivalent
to the unit vector basis of k2, hence there is no universal constant C for which player V has a
winning strategy for producing S1-admissible block sequences C-equivalent to the unit vector
basis of suitable finite-dimensional 1.
4. Definition of the ground set Gξ
In this section we define for any ξ < ω1 ground sets G′ξ and Gξ for the auxiliary spaces
YGξ and XGξ respectively, in particular we introduce the tree of Gξ -special functionals, defined
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c0-saturated (Proposition 4.7).
The space XGξ forms the first step in our construction; it does not admit 1-spreading model
and its every subspace spanned by subsequence (not a block sequence) of the basis has Bourgain
1-index greater than ωξ .
We recall that a subset G of c00(N) is said to be a ground set if:
(1) G is symmetric and {e∗n: n ∈ N} is contained in G.
(2) ‖φ‖∞  1 and φ(n) ∈ Q for φ ∈G.
(3) G is closed under the restriction of its elements to intervals of N.
A ground set G induces a norm ‖ · ‖G in c00(N) defined by
‖x‖G = sup
{
φ(x): φ ∈G} and we set XG = (c00(N),‖ · ‖G).
It is easy to see that the natural basis of c00(N) is a Schauder basis of the space XG. On the other
hand for every Banach space with a bimonotone Schauder basis (xn)n∈N there exists a ground
set G such that the natural correspondence en → xn, n ∈ N, extends to an isometry between XG
and X. Indeed, we set
G=
{
E
(∑
n
anen
)
:
∥∥∥∥∑
n
anx
∗
n
∥∥∥∥ 1, an ∈ Q, n ∈ N, and E is a finite interval of N
}
.
We pass now to define the ground set Gξ . Fix ξ < ω1. We choose two strictly increasing se-
quences (nj )j , (mj )j of positive integers, such that
(i) m1 = 25 and mj+1 =m5j ;
(ii) n1 = 26 and nj+1 = (2nj )sj where 2sj =m3j+1.
Let us observe, for later use, that 260m42j  n2j−1 for j  2. Set G0 = {±e∗n: n ∈ N}
G
j
1 =
{
1
m22j−1
∑
i∈E
fi : fi ∈G0, (fi)i∈E, #E  n2j−1
}
, j ∈ N.
Finally we set G1 =⋃j∈NGj1.
Notation 4.1. For every f ∈ Gj1 we define the weight of f as w(f ) = m22j−1 and the index as
ind(f )= j . The elements of G1 are called functionals of type I.
We consider the following set
U = {(f1, . . . , fd): f1 < · · ·< fd, fi ∈Gji1 , ji < ji+1 for all i < d ∈ N}.
Let N =M1 ∪M2 where M1,M2 are infinite disjoint sets. Let also σ1 : U →M2 be a 1–1 function
(i.e. a coding function) such that σ1(f1, . . . , fi+1) > σ1(f1, . . . , fi) for every i ∈ N.
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(1) (minsuppfi)di=1 ∈ Sξ .
(2) f1 ∈Gj11 , j1 ∈M1, fi+1 ∈Gσ1(f1,...,fi )1 for every i = 1, . . . , d − 1.
We define
Gsp =
{
E
d∑
i=1
ifi : (f1, . . . , fd) is a special sequence, i ∈ {−1,1}, E interval of N
}
.
For any element φ =E∑di=1 ifi of Gsp we set ind(φ)= {ind(fi): Efi = ∅, i  d}. We define
also
G2 =
{
d∑
i=1
aiφi : d ∈ N,
d∑
i=1
a2i  1, (φi)di=1 ⊂Gsp ∪G1, (indφi)di=1 pairwise disjoint
}
.
Definition 4.3. The ground set Gξ is defined to be the set
Gξ =G0 ∪G2(=G0 ∪G1 ∪Gξ ∪G2).
Remarks 4.4.
(1) The set Gξ is symmetric and closed under the restriction of its elements on intervals of N.
(2) The injectivity of the coding function σ1 yields that the set of the special sequences has a
strict tree structure namely if (f1, . . . , fd), (g1, . . . , gn) are two special sequences then either
fi = gj for all i, j or there exists i0 min{d,n} such that fi = gi for all i < i0 and fi = gj
for all i, j  i0, in particular w(fi) =w(gj ) for all i, j > i0.
(3) Including the set Gsp in the ground set Gξ provides the high c0-index of the dual space X∗Gξ
(see Section 5), including G2 guarantees the lack of 1-spreading models in the space XGξ
(see Section 6).
We shall call every special sequence also a segment of the tree of the special sequences.
The elements of Gsp are called Gξ -special functionals.
Notation 4.5. For every segment s = (f1, . . . , fd) of the tree of the special sequences we set
F(s)= {∑di=1 ifi : i ∈ {−1,1}} and for f ∈ F(s) we set ind(f )= ind(s).
If V = {s1, . . . , sd} is a set of segments we set
V =
{
d∑
i=1
λiφi :
d∑
i=1
λ2i  1, φi ∈ F(si) and ind(φi)∩ ind(φj )= ∅ for all 1 i = j  d
}
.
It readily follows that V is symmetric.
We set G′ =G0 ∪G1 ∪Gsp ∪ {0}.ξ
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Proof. Let (φn)n∈N be a sequence of elements of G′ξ such that limn φn = φ pointwise. It is clear
that if φn ∈G0 for infinitely many n’s then φ ∈G0 ∪ {0}.
Also if φn ∈G1 for all but finitely many n’s, then if {φn: n ∈ N} ∩Gj1 = ∅ for infinitely many
j ’s then φ = 0. Otherwise there exists j0 such that φn ∈ Gj01 for all but finitely many n’s. Since
An2j0−1 is regular we get φ ∈G
j0
1 .
Finally assume that for all but finitely many n’s there exists a segment sn = (f n1 , . . . , f ndn) of
the tree of the special sequences such that φn =En∑dni=1 ni f ni ∈ F(sn).
If supn minEn = +∞, then φ = 0. Otherwise we can assume that for all but finitely many n’s
we have En = [k,K), for some k ∈ N and K ∈ N ∪ {+∞}.
Since the family Sξ is regular we get {mi}di=1 ∈ Sξ such that
m1  f n1 <m2  f n2 < · · ·<md  f nd
(
and minsuppf nd+1 → ∞
)
.
Let i0 = min{i  d: there is no n ∈ N such that f ni = f mi for all m n}. By the reasoning above
in case (φn) ⊂ G1 we can assume that for any i = 1, . . . , d we have f ni → fi for some fi ∈
G1 ∪ {0}. Also we may assume that ni = i for all i  d and n ∈ N.
If lim supn w(f ni0) = +∞ then fi0 = 0. Also since σ1 is 1–1 we get lim supw(f ni0+j ) = +∞
and therefore fi0+j = 0 for all j = 1, . . . , d − i0.
If w(f ni0) = m22j0−1 for all but finitely many n’s, since the set G
j0
1 is compact we get that
f ni0
→ fi0 ∈ Gj01 . Again since σ1 is 1–1 we get lim supw(f ni0+j ) = +∞ and therefore fi0+j = 0
for all j = 1, . . . , d − i0.
It follows that (f1, . . . , fd) is a special sequence and therefore
∑dn
i=1 
n
i f
n
i →
∑d
i=1 ifi is a
Gξ -special functional. 
We define XGξ = (c00(N),‖ · ‖Gξ ) and YGξ = (c00(N),‖ · ‖G′ξ ).
Let us observe that since the sets Gξ,G′ξ are symmetric and closed under projections on
intervals it follows that (en)n∈N is a bimonotone basis for the spaces XGξ and YGξ .
Proposition 4.7. YGξ is c0-saturated.
Proof. The set G′ξ is countable by the construction and compact by Lemma 4.6. Since G′ξ is
norming set of YGξ we conclude that YGξ is isometric to a subspace of C(G′ξ ) and hence is
c0-saturated, see [29,5], see also [1, Theorem 4.5]. 
We end this section with the following observations regarding the norming set Gξ .
From the definition of the norming set Gξ it follows that for any finite sequence (φi) ⊂
G1∪Gsp with pairwise disjoint index sets and any (ai) ∈ 2 we have ‖∑i aiφi‖∗Gξ  (∑i a2i )1/2.
Therefore for any infinite sequence (φi)i ⊂ G1 ∪Gsp with pairwise disjoint index sets and any
(ai)i ∈ 2 the series ∑i aiφi is convergent in norm and
∥∥∥∥∥
∞∑
aiφi
∥∥∥∥∥
∗

( ∞∑
a2i
)1/2
.i=1 Gξ i=1
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w∗
.
Also it is not hard to show that Gξw
∗ =Gξ ∪ F where
F =
{ ∞∑
i=1
aiφi : (ai)i∈N ∈ B2 , φi ∈G1 ∪Gsp, ind(φi)∩ ind(φj )= ∅ for all i = j
}
.
We omit the proof since we shall not make use of this result.
5. Basic properties of the space XGξ
In this section we shall prove that the space XGξ has the following properties:
(1) It is reflexive.
(2) For every subsequence (en)n∈M of the basis the subspace 〈(en)n∈M 〉 has 1-index greater
than ωξ .
The latter statement is ensured by the presence of rich c0-tree structure of desired height in the
ground set Gξ encoded in the set Gsp (Definition 4.2). In order to prove the above properties we
shall need the following definition.
Definition 5.1. Let (xn)n be a bounded block sequence in XGξ and  > 0. We say that (xn)n is
-separated if for every φ ∈G1 =⋃j∈NGj1
#
{
n:
∣∣φ(xn)∣∣ } 1.
In addition, we say that (xn)n is separated if for every L ∈ [N] and  > 0 there exists an M ∈ [L]
such that (xn)n∈M is -separated.
Concerning the separated sequences the following holds:
Proposition 5.2. Let (xn)n∈N be a separated sequence in XGξ with ‖xn‖Gξ  1. Then for all
m ∈ N there is L ∈ [N] such that for all g ∈G2
#
{
n ∈ L: ∣∣g(xn)∣∣m−1} 65m2.
The proof of this proposition follows the arguments of Lemma 3.13 and Proposition 3.14
from [3]. Since it is crucial for the later proofs for sake of completeness we present the proof.
We begin with the following
Lemma 5.3. Let (xn)n be a bounded separated sequence in XGξ . Then for every  > 0, there
exists L ∈ [N] such that for all special functionals φ
#
{
n ∈ L: ∣∣φ(xn)∣∣ } 2.
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special functional φL and l1 < l2 < l3 ∈ L such that |φL(xli )| 0 for every i = 1,2,3.
By Ramsey theorem there exists L ∈ [N] such that [L]3 ⊂ D where
D = {(n1 < n2 < n3): there exists φ special with ∣∣φ(xni )∣∣ 0, ∀i = 1,2,3}.
Since (xn)n∈N is separated passing to a further subset we may assume that (xn)n∈L is 0/8-
separated.
For every 1 < n< k we fix a special functional φn,k for which
∣∣φ(xl1)∣∣ 0, ∣∣φ(xln)∣∣ 0 and ∣∣φ(xlk )∣∣ 0.
We have that φn,k =En,k∑i∈Fn,k if n,ki where (f n,ki )i∈Fn,k is a special sequence. Set
i
n,k
0 = min
{
i ∈ Fn,k: rangeEn,kf n,ki ∩ rangexlk = ∅
}
.
Again by Ramsey theorem passing to an infinite subset of L we may assume that
∣∣f n,k
i
n,k
0
(xln)
∣∣ 0/8 for all n < k (5.1)
or
∣∣f n,k
i
n,k
0
(xln)
∣∣> 0/8 for all n < k. (5.2)
We set
sn,k =
⎧⎪⎨
⎪⎩
(f
n,k
minFn,k , . . . , f
n,k
i
n,k
0 −1
) if (5.1) holds,
(f
n,k
minFn,k , . . . , f
n,k
i
n,k
0
) if (5.2) holds.
Let observe that sn,k is also a special sequence.
Claim. There exists M ∈ N such that for every k ∈ N
#{sn,k: n= 2,3, . . . , k − 1}M.
Proof. Assume first that (5.1) holds. Let E′n,k = En,k ∩ [minsuppf n,kin,k0 ,+∞). Then we get that
φ′n,k =E′n,k
∑
i∈Fn,k f
n,k
i ∈Gξ and also
∣∣φ′n,k(xlk )∣∣= ∣∣φn,k(xlk )∣∣ 0.
Using the tree structure of the Gξ -special functionals we get for sn1,k = sn2,k that the functionals
φ′ , φ′ have disjoint index sets. Thereforen1,k n2,k
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M∑
i=1
i
φ′ni ,k√
M
∈G2
and we get that
C  ‖xlk‖Gξ  F(xlk ) 0
√
M ⇒ M  (C/0)2.
Assume now that (5.2) holds. Then since (xn)n∈L is 0/8-separated it follows that |f n,k
i
n,k
0
(xlk )|
0/8.
Setting E′n,k =En,k ∩ (maxsuppf n,kin,k0 ,+∞) we get
φ′n,k =E′n,k
∑
i∈Fn,k
f
n,k
i ∈Gξ
and
∣∣φ′n,k(xlk )∣∣ ∣∣φn,k(xlk )∣∣− ∣∣f n,kin,k0 (xlk )
∣∣ 0 − 0/8.
If sn1,k = sn2,k then the functionals φ′n1,k, φ′n2,k have disjoint index sets. Therefore
F =
M∑
i=1
i
φ′ni ,k√
M
∈G2
and we get
C  ‖xlk‖Gξ  F(xlk )
70
√
M
8
⇒ M 
(
8C
70
)2
. 
It follows from the claim that for every k  3 there exist at most M special functionals
φ1,k, . . . , φM,k such that for any 1 < n< k there exists j M such that |φj,k(xln)| 70/8.
By the compactness of the set of the special sequences passing to a further subset we may
assume that for every i M , φi,k w
∗−−−→
k→∞ φi , for some special functional φi .
Passing to an infinite subset of N we may assume that there exists j0  M such that
|φj0(xln)| 70/8 for all n ∈ N. Since (xn)n∈N is a block sequence we get a contradiction. 
Lemma 5.4. Let x ∈ XGξ with finite support and  > 0. There exists n ∈ N such that if g =∑d
k=1 akφk ∈G2 with max{|ak|: 1 k  d}< 1n , then |g(x)|< .
Proof. Let δ = /(2‖x‖1). Choose j0 ∈ N such that
∑∞
j=j0+1 m
−2
2j−1 < δ. Let n be such that
1
n
< 2j0‖x‖Gξ .
Assume that g =∑dk=1 akφk ∈ G2 with max{|ak|: 1 k  d} < 1n . For every k = 1, . . . , d ,
let φk = φk,1 +φk,2 with ind(φk,1)⊂ {1, . . . , j0} and ind(φk,2)⊂ {j0 +1, j0 +2, . . .}. Notice now
that |∑d akφk,2(m)| ∑d ‖φk,2‖∞ for any m ∈ N and since (ind(φk,2))d are pairwisek=1 k=1 k=1
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and it follows that
∣∣∣∣∣
d∑
k=1
akφk,2(x)
∣∣∣∣∣
∑
n∈N
δ
∣∣x(n)∣∣= 
2
. (5.3)
On the other hand, since (φk,1)dk=1 have pairwise disjoint index sets, at most j0 of them are
non-zero and |φk,1(x)| ‖x‖Gξ . Therefore |
∑d
k=1 akφk,1(x)| j0 1n‖x‖Gξ < 2 . Combining this
with (5.3) we get that |g(x)|<  as required. 
Proof of Proposition 5.2. We set δ1 = 1/4m and inductively using Lemmas 5.3, 5.4 we choose
L1 ⊃ L2 ⊃ · · · such that
(1) minLi = li < li+1 = minLi+1,
(2) #{n ∈ Lp: |g(xn)| δp} 2 for all g ∈Gsp ,
(3) for all g =∑lk=1 akφk ∈G2 with max{|ak|: k  l}< 1/rp it holds that |g(xlp )| δp ,
(4) δp = min{δp−1, 14m2pr2p−1 }, rp  rp−1 for all p.
We claim that L = {li : i ∈ N} is the desired set. Let d = 65m2. We prove now that for any
g ∈G2 any set of d elements of L contains some lp with |g(xlp )|< 1/m.
Take any l1, . . . , ld ∈ L. Let g =∑lk=1 akφk ∈G2 and set
A1 =
{
k  l: |ak| 1/rl1
}
,
Ap =
{
k  l: 1/rlp  |ak|< 1/rlp−1
}
, p = 2, . . . , d,
Ad+1 =
{
k  l: |ak|< 1/rld
}
.
Since
∑
k a
2
k  1 it follows that #Ap  r2lp for all p  d . Also by property (3) for all p = 1, . . . , d
we get
∣∣∣∣ ∑
k∈⋃j>p Aj
akφk(xlp )
∣∣∣∣ δp  14m. (5.4)
For every p we split the sets Aj , j = 1, . . . , p − 1 as follows
Bj,p =
{
k ∈Aj :
∣∣φk(xlp )∣∣ δj+1}.
Notice that by (2) for each k ∈ Aj there exist at most two p’s greater than j such that k ∈ Bj,p .
Hence each k = 1, . . . , l belongs to at most two of the sets Bp =⋃j<p Bj,p .
We shall use now that #Aj  r2j to show that
∑
k∈⋃j<p Aj \Bp |akφk(xlp )| < 1/4m for any p.
Indeed
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k∈⋃j<p Aj \Bp
∣∣akφk(xlp )∣∣
p−1∑
j=1
∑
k∈Aj \Bj,p
∣∣akφk(xlp )∣∣

p−1∑
j=1
#Ajδj+1 
p−1∑
j=1
r2j δj+1 <
1
4m
. (5.5)
We show now that there at least 1 + (d/2) p’s such that
∣∣∣∣∑
k∈Ap
akφk(xlp )
∣∣∣∣ 1/4m. (5.6)
Indeed, since |∑k∈Ap akφk(xlp )| (∑k∈Ap |ak|2)2‖xlp‖Gξ , assuming that (5.6) fails for at least
d/2 p’s we get
1
l∑
k=1
a2k 
d∑
p=1
∑
k∈Ap
a2k 
d
2
1
16m2
= d
32m2
,
a contradiction since d = 65m2.
We argue now that for at least d/2 p’s it holds
∣∣∣∣∑
k∈Bp
akφk(xlp )
∣∣∣∣< 1/4m. (5.7)
Indeed if this is not the case then using that each k appears in at most two Bp’s we get
2 2
∑
k
a2k 
d∑
p=1
∑
k∈Bp
a2k 
d
2
1
16m2
= d
32m2
,
a contradiction.
By the above two observations there exists at least one xlp among xl1, . . . , xld such that (5.6)
and (5.7) hold. Therefore by (5.4) and (5.5) this xlp satisfies
∣∣g(xlp )∣∣=
∣∣∣∣∣
l∑
k=1
akφk(xlp )
∣∣∣∣∣< 1m. 
Lemma 5.5. Let (xn)n∈N be a bounded block sequence. Setting yn = 1n
∑
i∈Fn xi where #Fn = n
and Fn < Fn+1 we get that (yn)n∈N is separated.
Proof. Let  > 0, L ∈ [N] and assume that ‖xn‖Gξ  C for any n. Pick inductively sequences
(ji), (li)⊂ L such that
(1) m2 >C# rangeyl and (2) li > Cn2j −1.2ji−1 i i−1
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(yl)l∈M is -separated. 
Combining the above lemma with Proposition 5.2 and the choice of (mj ), (nj ) we obtain the
following
Proposition 5.6. Let (xn)n∈N be a bounded block sequence. Assume that yn = 1n
∑
i∈Fn xi , where
#Fn = n and Fn < Fn+1, satisfy ‖yn‖  1. Then for any j  2 there is an infinite L ⊂ N such
that for any g ∈Gξ
#
{
n ∈ L: ∣∣g(yn)∣∣ 2m−22j } n2j−1.
As corollary of the above proposition we obtain that the basis is shrinking.
Corollary 5.7. Every bounded block sequence in XGξ is weakly null.
Proof. Assume that there exist a normalized block sequence (xn)n∈N, x∗ ∈ X∗Gξ of norm one
and  > 0 such that x∗(xn) >  for all n.
Let j ∈ N, j  2 such that 1/2m22j < /4. By Proposition 5.6 setting yn = 1#Fn
∑
i∈Fn xn,
where #Fn = n and Fn < Fn+1 for all n ∈ N, we may assume that for all g ∈Gξ it holds that
#
{
n:
∣∣g(yn)∣∣ 2m−22j } n2j−1
⇒
∣∣∣∣∣g
(
1
n2j
n2j∑
i=1
yn
)∣∣∣∣∣ n2j−1n2j +
1
2m22j
 1
m22j
<

2
. (5.8)
This yields a contradiction since Gξ is a norming set for XGξ . 
We prove now the reflexivity of XGξ .
Theorem 5.8. The space XGξ is reflexive.
Proof. We show that the basis is shrinking and boundedly complete. Corollary 5.7 yields that
the basis (en)n∈N is shrinking. We prove that (en)n∈N is also boundedly complete.
On the contrary assume that supn∈N ‖
∑n
i=1 aiei‖Gξ  1 and there exist 0 > 0, successive
intervals F1 <F2 < · · · of N such that ‖∑i∈Fn aiei‖Gξ > 0.
For every n choose gn ∈Gξ such that gn(∑i∈Fn aiei) 0 and rangegn ⊂ Fn.
We distinguish the following cases.
Case 1. gn ∈G0 for infinitely many n’s.
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M∑
i=1
aiei
∥∥∥∥∥
Gξ
 1
m22j−1
n2j−1∑
n=1
gn
( M∑
i=1
aiei
)
 0n2j−1
m22j−1
,
a contradiction for large j .
We state the next three cases.
Case 2. gn ∈G1 for all but finitely many n’s.
Case 3. gn ∈Gsp for all but finitely many n’s.
Case 4. gn ∈G2 for all but finitely many n’s.
The proofs of these three cases follow the same argument hence we shall give only the proof
of Case 4.
If we have that infinitely many gn’s have pairwise disjoint index sets then for suitable n ∈ N
and A ∈ An the functional g = 1√n
∑
i∈A gi ∈G2 will give us a contradiction.
Assume that only finitely many gn’s have pairwise disjoint index sets.
Let gn =∑i∈Dn ciφi where (φi)i∈Dn have pairwise disjoint index sets. For every j ∈ N we
set φi = φ1i,j + φ2i,j where ind(φ1i,j )⊂ {1, . . . , j} and ind(φ2i,j )⊂ {j + 1, j + 2, . . .}.
Then gn = g1n,j + g2n,j =
∑
i∈Dn,1 ciφ
1
i,j +
∑
i∈Dn,2 ciφ
2
i,j . Let us observe that #Dn,1  j .
We distinguish the following two subcases.
Subcase 4a. There exists j0 ∈ N such that for all but finitely many n’s,∣∣∣∣g1n,j0
( ∑
i∈Fn
aiei
)∣∣∣∣ 0/2.
Since ind(φ1i,j0)⊂ {1, . . . , j0} it follows that # suppφ1i,j0 
∑
ij0 n2i−1 = n0 and∣∣∣∣φ1i,j0
( ∑
i∈Fn
aiei
)∣∣∣∣ n0∥∥φ1i,j0∥∥∞ maxi∈Fn |ai |
n0
m21
max
i∈Fn
|an|.
It follows
0/2
∣∣∣∣ ∑
i∈Dn,1
ciφ
1
i,j0
( ∑
i∈Fn
aiei
)∣∣∣∣ ∑
i∈Dn,1
|ci | n0
m21
max
i∈Fn
|an| j0 n0
m21
max
i∈Fn
|ai |.
From the above relation as in Case 1 we derive a contradiction.
Subcase 4b. For every j,m ∈ N there exists n ∈ N, n >m with
∣∣∣∣g1n,j
( ∑
aiei
)∣∣∣∣ 0/2.
i∈Fn
1166 S.A. Argyros et al. / Journal of Functional Analysis 261 (2011) 1145–1203Then we choose inductively an increasing sequence (ni)i∈N such that∣∣∣∣g1ni ,ji−1
( ∑
l∈Fni
alel
)∣∣∣∣ 0/2 where ji−1 = max{ind(gnk ): k  i − 1}.
It follows that |g2ni ,ji−1(
∑
l∈Fni alel)|  0/2 and the functionals g
2
ni ,ji−1 have pairwise disjoint
index sets.
Setting g = 1√
n
∑
i∈A g2ni ,ji−1 for suitable n and A ∈ An we derive a contradiction. 
From Theorem 5.8 and Proposition 4.7 we obtain the following
Corollary 5.9. The identity map Id :XGξ → YGξ is strictly singular.
We prove now that every subsequence of the basis generates a subspace with 1-index greater
than ωξ .
Proposition 5.10. For every M ∈ [N] the subspace 〈(en)n∈M 〉 of XGξ has 1-index greater
than ωξ .
Proof. It is not hard to see that for every j ∈ N the following holds
1
m22j−1

∥∥∥∥∥ 1n2j−1
n2j−1∑
i=1
eki
∥∥∥∥∥
Gξ
 2
m22j−1
. (5.9)
Let (f1, . . . , fd) be a special sequence where fi = 1
m22ji−1
∑
k∈Fi e
∗
k with #F = n2ji−1 and
F ⊂M .
For every i  d take the vector xi = m
2
2ji−1
n2ji−1
∑
k∈Fi ek . It follows that 1 ‖xi‖Gξ  2 and∥∥∥∥∥
d∑
i=1
aixi
∥∥∥∥∥
Gξ

d∑
i=1
ifi
(
d∑
i=1
aixi
)
=
d∑
i=1
|ai |.
Since for every F ∈ Sξ we have a special sequence (fi)i∈F it follows that the subspace 〈(en)n∈M 〉
contains an 1-tree with constant 1 of order ωξ . It follows that the 1-index of the subspace
〈(en)n∈M 〉 is greater than ωξ . 
From (5.9) it follows that for every M ∈ [N] the c0-index of the subspace generated by the
subsequence (e∗n)n∈M of the basis of X∗Gξ is greater than ω
ξ
. Indeed, take a Gξ -special sequence
(fi)
d
i=1 supported in the set M such that each fi = m−22ji−1
∑
k∈B e∗k with #B = n2ji−1. From
(5.9) we get ‖fi‖ 1/2 for all i  d and hence
1/2
∥∥∥∥∥
d∑
i=1
±fi
∥∥∥∥∥ 1.
From the above inequality easily follows that the c0-index of 〈(e∗)n∈M 〉 is greater than ωξ .n
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(1 + ) isomorphic to 2.
The proof of the theorem follows the arguments of Lemma B.13 and Theorem B.14 from [3].
Since this result is of independent interest and not related to the later arguments we refer the
reader to [3] for the proof.
6. The space XGξ does not have 1 as a spreading model
In this section we prove that XGξ does not contain a sequence generating an 1-spreading
model. This is the most involved part of the study of XGξ and forms the major part of the proof
of the lack of 1-spreading models in the ultimate space. This property is guaranteed by closing
the ground set Gξ under 2-convex combinations on functionals with disjoint indices (Defini-
tion 4.3). The basic tool for the proof is Proposition 6.3 which is a combinatorial result. We
begin with the following lemmas.
Lemma 6.1. For any x ∈ c00(N) and  > 0 there is j0 = j0(x, ) ∈ N such that for any g ∈ G2
with ind(g)∩ {1, . . . , j0} = ∅ we have |g(x)|< .
Proof. Let D = ‖x‖1 and take j0 so that
∑∞
j=j0+1 m
−4
2j−1 < (/D)2. Take now any g ∈ G2 ,
g =∑i aiφi with ind(g)∩ {1, . . . , j0} = ∅ and compute
∣∣g(x)∣∣ (∑
i
a2i
)1/2(∑
i
∣∣φi(x)∣∣2
)1/2

(∑
i
‖φi‖2∞‖x‖21
)1/2
D
( ∞∑
j=j0+1
m−42j−1
)1/2
< . 
Lemma 6.2. Let (xn)n∈N be a normalized block sequence and  > 0. There exist j1 ∈ N and
L ∈ [N] such that for every f of type I with ind(f ) j1 it holds that |f (xn)|>  for at most one
n ∈ L.
Proof. We set D1 = {(n,m): exists f of type I with |f (xn)|  and |f (xm)| }.
If there exists L ∈ [N] with [L]2 ∩D = ∅ the proof is complete. Otherwise by Ramsey theorem
there exists L1 such that [L1]2 ⊂ D. Let l1 = minL1 and let j1 be such that |f (xl1)| <  for all
f of type I with ind(f ) j1.
We set
D2 =
{
(n,m) ∈ [L1]2: exists f of type I with ind(f ) j1,
∣∣f (xn)∣∣  and ∣∣f (xm)∣∣ }.
If there exists L2 ∈ [L1] with [L2]2 ∩ D2 = ∅ the proof is complete. Otherwise by Ramsey
theorem there exists L2 such that [L2]2 ⊂ D2. Let l2 = minL2 > l1 and let j2 be such that
|f (xl )|<  for all f of type I with ind(f ) j2.2
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√
k0 > 1, following the above argu-
ments we get L1 ⊃ L2 ⊃ · · · ⊃ Lk0+1 such that [Li]2 ⊂ Di , where
Di =
{
(n,m) ∈ [Li−1]2: exists f of type I with ind(f ) ji−1,
∣∣f (xn)∣∣  and ∣∣f (xm)∣∣ }
and |f (xminLi )|<  for all f of type I with ind(f ) ji .
Setting li = minLi we get (li , lk0+1) ∈ Di for every i = 1, . . . , k0 and therefore there exists fi
of type I with ind(fi) ∈ [ji−1, ji) such that |fi(xlk0+1)| .
It follows 1√
k0
∑k0
i=1 ifi(xk0+1) 
√
k0 > 1, a contradiction. 
Proposition 6.3. Let 0 <  < 10−10 and (xn)n∈N be a normalized block basis such that for all
n1 < n2 < n3 there exists φ ∈G2 such that
∣∣φ(xni )∣∣ 1 −  for all i = 1,2,3. (6.1)
Then there exist j1 ∈ N and L ∈ [N] such that for all n ∈ L there exists φn =∑i∈Bn λi,nφi,n with
ind(φi,n)⊂ {1, . . . , j1} for all i ∈ Bn and ∑i∈Bn λ2i,n  1 such that
φn(xn) 0.75.
Proof. From Lemma 6.1 we get j0 ∈ N such that
∀φ =
d∑
i=1
λiφi with ind(φi)∩ {1, . . . , j0} = ∅ and
∑
id
λ2i  1 ⇒
∣∣φ(x1)∣∣< . (6.2)
Let δ > 0 such that δj0 < . From Lemma 6.2 we get M ∈ [N] and j1 ∈ N such that
for every f of type I with ind(f ) > j1,
∣∣f (xn)∣∣> δ for at most one n ∈M. (6.3)
Let M1 = {1} ∪M . After reordering we may assume that M1 = N.
Let n ∈ N and for every 1 < k < n consider the triple (1, k, n) ∈ [N]3. Let φk,n =∑
s∈Sk,n csφs ∈ G2 , where φs ∈ F(s), be the functional we obtain from (6.1) for x1, xk and xn.
We set
Jk,n =
{
s ∈ Sk,n: ind(φs) > j0
}
and Gk,n the complement of Jk.
From (6.2) we get |∑s∈Jk,n csφs(x1)|< 10−10 and therefore
( ∑
s∈Gk,n
c2s
)1/2

∣∣∣∣ ∑
s∈Gk,n
csφs(x1)
∣∣∣∣> 1 − 2/1010. (6.4)
The disjointness of the index sets of the segments s ∈ Sk,n yields that #Gk,n  j0 for every k.
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∑
s∈Jk,n
c2s  1 −
(
1 − 2/1010)2 < 4/1010 ⇒ ∥∥∥∥ ∑
s∈Jk,n
csφs
∥∥∥∥
∗
Gξ
 2/105. (6.5)
From (6.1) and (6.5) it follows that for r = k,n∣∣∣∣ ∑
s∈Gk,n
csφs(xr)
∣∣∣∣ 1 − 10−10 − 2/105 > 1 − 3/105. (6.6)
For every s ∈Gk,n, if φs =∑i∈Vs ifs,i let fs,k,n be its first node with the property range(fs,i)∩
range(xn) = ∅. Set
G0k,n =
{
s ∈Gk,n: ind(fs,k,n) j1
}
,
G1k,n =
{
s ∈Gk,n: ind(fs,k,n) > j1 and
∣∣fs,k,n(xn)∣∣ δ},
G2k,n =
{
s ∈Gk,n \G1k,n: ind(fs,k,n) > j1 and
∣∣fs,k,n(xk)∣∣ δ}.
From (6.3) it follows that for every s /∈ (G0k,n ∪G1k,n) it holds that |fs,k,n(xk)| δ and hence the
sets Gik,n, i = 0,1,2 give a partition of Gk,n.
For every 1 < k < n we set
Hk,n =
⎧⎪⎪⎨
⎪⎪⎩
G0k,n if |
∑
s∈G0k,n csφs(xk)| 0.75 (∗∗),
G1k,n if (∗∗) fails and
∑
s∈G1k,n c
2
s 
∑
s∈G2k,n c
2
s ,
G2k,n otherwise.
(6.7)
By Ramsey theorem passing to an infinite subset N of N we may assume that there exists i ∈
{0,1,2} such that for all 1 < k < n ∈N , Hk,n =Gik,n. Without loss of generality we may assume
that N = N.
If Hk,n = G0k,n for all k < n then the proof is complete. Next we show that the cases Hk,n =
G1k,n or Hk,n =G2k,n are not possible.
Claim. Assume that either Hk,n =G1k,n for all k < n or Hk,n =G2k,n for all k < n.
Then there exists N ∈ N such that for all n ∈ N there exists a family Un of segments such that:
(1) #Un N .
(2) For every 1 < k < n, sup{φ(xk): φ ∈Un} δ.
Let’s see first how the conclusion of the claim makes impossible Hk,n = G1k,n or
Hk,n =G2k,n.
Let Un = {s1,n, . . . , sdn,n} with dn  N for every n > 1. From (2) we obtain that for every
1 < k < n there exist φk ∈Un such that
φk(xk) δ.
1170 S.A. Argyros et al. / Journal of Functional Analysis 261 (2011) 1145–1203By the compactness of the set G′ξ passing to an infinite subset of N we get that there exist finite
segments s1, . . . , sN such that w∗ − limn→∞ si,n = si for every i N .
Let k ∈ N such that supp(xk) > max{maxsupp si : i N}. Then since w∗ − limn→∞ si,n = si
we obtain that there exists n0 > k such that supp si,n0 ∩ supp(xk) = ∅ for all i N , a contradic-
tion.
We proceed now to the proof of the claim.
Assume that Hk,n =G0k,n. It follows that |
∑
s∈G0k,n csφs(xk)|< 0.75 and from (6.6) we get
∣∣∣∣ ∑
s∈Gk,n\G0k,n
csφs(xk)
∣∣∣∣ 1 − 3/105 − 0.75 = 0.25 − 3/105. (6.8)
As in (6.4)–(6.5) we get that
2
∑
s∈Hk,n
c2s 
∑
s∈Gk,n\G0k,n
c2s 
(
0.25 − 3/105)2 ⇒ ∑
s∈Hk,n
c2s > 0.031. (6.9)
From (6.9) we obtain ∑s∈Gk,n\Hk,n c2s  0.97 ⇒ ‖∑s∈Gk,n\Hk,n csφs‖∗Gξ < 0.985 and therefore
for l = k,n the following holds
∣∣∣∣ ∑
s∈Hk,n
csφs(xl)
∣∣∣∣
∣∣∣∣ ∑
s∈Gk,n
csφs(xl)
∣∣∣∣−
∣∣∣∣ ∑
s∈Gk,n\Hk,n
csφs(xl)
∣∣∣∣
 1 − 3/105 − 0.985 = 0.0149. (6.10)
Assume now that Hk,n =G1k,n for all k < n.
For every s ∈G1k,n we set s˜ = s|[1,maxsupp(fs,k,n)].
Using finite induction we define sets U2,n ⊂U3,n ⊂ · · · ⊂Un−1,n as follows:
Set U2,n = {s˜: s ∈ G12,n}. Let k = 3, . . . , n − 1 and assume that the set Uk−1,n has been
defined.
If there exists φ = ∑i ciφi ∈ Uk−1,n, see Notation 4.5, with |φ(xk)|  δ we set Uk,n =
Uk−1,n.
Assume that
for all φ =
∑
i
ciφi ∈Uk−1,n it holds that
∣∣φ(xk)∣∣< δ. (6.11)
For the functional φk,n =∑s∈G1k,n csφs we set
Ek,n =
{
s ∈G1k,n: s˜ ∈Uk−1,n
}
.
Notice that the segments s˜, s ∈G1k,n \Ek,n, are different from the segments in Uk−1,n and there-
fore the functionals φ1s = φs|(maxsupp(fs,k,n),+∞), s ∈G1k,n \Ek,n, have disjoint index sets from the
functionals in Uk−1,n.
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∣∣∣∣ ∑
s∈Ek,n
csφs˜(xk)
∣∣∣∣=
∣∣∣∣ ∑
s∈Ek,n
csφs(xk)
∣∣∣∣< δ. (6.12)
Combining the above inequality with (6.6) we get
( ∑
s∈Gk,n\Ek,n
c2s
)1/2

∣∣∣∣ ∑
s∈Gk,n\Ek,n
csφs(xk)
∣∣∣∣> 1 − 3/105 − δ > 1 − 4/105, (6.13)
while from (6.10) ∣∣∣∣ ∑
s∈G1k,n\Ek,n
csφs˜(xk)
∣∣∣∣> 0.0149 − δ > 0.0148. (6.14)
From (6.13) following the arguments we used to get (6.5) it follows
( ∑
s∈Ek,n
c2s
)1/2

(
1 − (1 − 4/105)2)1/2  0.009. (6.15)
From the definition of the set Hk,n, using that |fs,k,n(xn)|< δ, and (6.15) we obtain∣∣∣∣ ∑
s∈G1k,n\Ek,n
csφ
1
s (xn)
∣∣∣∣
∣∣∣∣ ∑
s∈G1k,n
csφs(xn)
∣∣∣∣− ∑
s∈G1k,n
∣∣csfs,k,n(xn)∣∣−
∣∣∣∣ ∑
s∈Ek,n
csφs(xn)
∣∣∣∣
 0.0149 − j0δ − 0.009 > 0.005.
Set Uk,n =Uk−1,n ∪ {s˜: s ∈G1k,n \Ek,n}.
Note that in this case #(Uk,n \Uk−1,n) j0 and from (6.14) we obtain that for the functional
φk =∑s∈G1k,n\Ek,n csφs˜ ∈Uk,n it holds that φk(xk) 0.0148.
Let Un−1,n be the set of the segments we get after we complete the above procedure for
k = 2, . . . , n− 1.
We show now that there is no n with #Un−1,n > j0(2 + 1/δ20), δ0 = 0.005.
Indeed assume that there exists n such that #Un−1,n > j0(2 + 1/δ20). Since #U2,n  j0 and
#(Uk,n \Uk−1,n) j0 it follows that Uk−1,n  Uk,n holds for at least t = 1 + 1/δ20 different k’s.
For every such k we get a functional φ1k =
∑
s∈G1k,n\Ek,n csφ
1
s such that φ1k (xn) > δ0 and the
functionals φ1k have pairwise disjoint index sets. It follows that
1√
t
∑
k
φ1k (xn)
√
tδ0 > 1,
a contradiction.
Case 2. Hk,n =G2 for every 1 < k < n.k,n
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Using finite induction we define sets U2,n ⊂U3,n ⊂ · · · ⊂Un−1,n as follows:
Set U2,n = {s˜: s ∈G22,n}. Let k = 3, . . . , n− 1 and assume that Uk−1,n has been defined.
If there exists φ ∈Uk−1,n such that |φ(xk)|> δ we set Uk,n =Uk−1,n.
Assume that
for all φ =
∑
i
ciφi indUk−1,n it holds that
∣∣φ(xk)∣∣< δ. (6.16)
Set
Ek,n =
{
s ∈G2k,n: s˜ ∈Uk−1,n
}
.
We get that the segments s˜, s ∈G2k,n \Ek,n are different from the segments in Uk−1,n and there-
fore the functionals φ2s = φs|[minsuppfs,k,n,+∞) have disjoint index set from the functionals in
Uk−1,n.
As in the previous case, see (6.13), (6.15), we obtain that (∑s∈Ek,n c2s )1/2 < 0.009.
From (6.10) and (6.16) we obtain∣∣∣∣ ∑
s∈G2k,n\Ek,n
csφs˜(xk)
∣∣∣∣
∣∣∣∣ ∑
s∈G2k,n
csφs(xk)
∣∣∣∣−
∣∣∣∣ ∑
s∈G2k,n
csfs,k,n(xk)
∣∣∣∣−
∣∣∣∣ ∑
s∈Ek,n
csφs˜(xk)
∣∣∣∣
= 0.0149 − j0δ − δ > 0.0148. (6.17)
Also we get
∣∣∣∣ ∑
s∈G2k,n\Ek,n
csφ
2
s (xn)
∣∣∣∣
∣∣∣∣ ∑
s∈G2k,n
csφs(xn)
∣∣∣∣−
∣∣∣∣ ∑
s∈Ek,n
csφs(xn)
∣∣∣∣
 0.0149 − 0.009 > 0.005.
We set Uk,n = Uk−1,n ∪ {s˜: s ∈ G2k,n \ Ek,n}. Note that in this case #(Uk,n \ Uk−1,n)  j0 and
from (6.17) we get that for the functional φk =∑s∈G2k,n\Ek,n csφs˜ ∈ Uk,n it holds that φk(xk)
0.0148.
Let Un−1,n be the set of the segments we obtain after we complete the above procedure.
Assuming that there exists n such that #Un−1,n > j0(2 + 1/δ20) as in the case where Hk,n =G1k,n
we get a contradiction. 
Theorem 6.4. The space XGξ does not contain a normalized sequence generating an 1-
spreading model.
In the proof of the theorem we shall use the following well-known fact, which can be proved
following the argument of James’ distortion theorem for 1.
Fact 6.5. Let X be a Banach space and (xn)n be a normalized sequence generating an 1-
spreading model with constant c. Then for every  > 0 there exists a normalized sequence
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chosen such that each yn is a normalized convex combination of (xn)n∈N.
Proof of Theorem 6.4. Let (xn)n∈N be a sequence which generates an 1-spreading model with
constant c. Since the space XGξ does not contain 1 by standard arguments passing to a subse-
quence and taking the differences we may assume that (xn)n∈N is a block sequence and generates
a spreading model with constant (1 − )−1,  < 10−10.
By Proposition 6.3 we get that there exist j1 ∈ N and L ∈ [N] such that for all n ∈ L there
exists φn ∈G2 with index set contained in {1, . . . , j1} such that φn(xn) 0.75.
It follows that for every n ∈ L and every φ ∈ G2 with ind(φ) ⊂ {j1 + 1, . . .} it holds that
|φ(xn)|< 0.75.
Indeed if there exists such φ with |φ(xn)| 0.75 then the functionals φ and φn have disjoint
index sets and hence ψ = φ+φn√
2
∈K . It follows that ψ(xn) 0.75+0.75√2 > 1, a contradiction.
Let n0 ∈ N with n0 > nj1 . Let x = 1n0
∑n0
i=1 xli with n0  l1 < · · ·< ln0 ∈ L.
Since (xn)n∈N is assumed to generate an 1-spreading model with constant (1−)−1 it follows
that ‖x‖Gξ  1 − . Let φ ∈ K be a functional which norms x. It readily follows that φ =∑d
i=1 λiφi ∈G2 .
For every i let φ1i be the part of φi with the index set contained in {1, . . . , j1} and φ2i be the
part with index set contained in {j1 + 1, j1 + 2, . . .}. Let φ1 =∑di=1 λiφ1i and φ2 =∑di=1 λiφ2i .
By the above note we get that φ2(xli ) 0.75 for all i and hence φ2(x) 0.75.
Also for every f of type I with ind(f )  j1 it follows that |f (x)|  # supp(f )n0  w(f )−1.
Hence
∣∣φ1(x)∣∣ d∑
i=1
∑
k∈ind(φ1i )
m−1k 
∞∑
k=1
m−1k < 0.1.
Therefore |φ(x)| |φ1(x)| + |φ2(x)|< 0.85, a contradiction. 
7. The space Xξ as an extension of the space XGξ
In this section we define the intermediate space Xξ by its norming set Kξ . We introduce the
key ingredient for the definition of Kξ – attractor sequences (Definition 7.1), and the basic tool
in estimating the norm in Xξ – a tree-analysis of a functional from Kξ (Definition 7.3). As it
will be proved in next sections, the attractor method applied in the construction of Kξ as a mixed
Tsirelson extension of Gξ will make possible the transfer of c0-tree structure of desired height
into all block subspaces of X∗ξ . The lack of 1-spreading models in Xξ will be guaranteed – as in
the case of XGξ – by closing Kξ under 2-convex combinations of its weighted functionals with
disjoint weights.
Let (Λi)i∈N be a partition of N into pairwise disjoint infinite sets. Let Qs denote the set of all
finite sequences (f1, . . . , fd) such that for all i, fi ∈ c00(N), fi = 0, fi(n) ∈ Q for all n ∈ N and
f1 < f2 < · · ·< fd .
We fix a partition N1,N2 of N. Let σ : Qs →N2 be an injective function such that
m
1/2
> max
{∣∣fi(el)∣∣−1: l ∈ suppfi, i  d}maxsuppfd.2σ(f1,...,fd )
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Let Kξ be the minimal subset of c00(N) satisfying the following conditions:
(1) Kξ is symmetric i.e. if f ∈ Kξ then −f ∈ Kξ , Kξ is closed under the restriction of its
elements to intervals of N and Gξ ⊂Kξ .
(2) Kξ is closed under (An2j ,m−12j )-operations.
(3) Kξ is closed under (An2j−1,m−12j−1)-operations on attractor sequences.
(4) Kξ is closed under the operation
∑
i∈A λifi whenever:
(a) fi is the result of an (Anji ,m
−1
ji
)-operation and nji = njk for every i = k ∈A.
(b) (λi)i∈A ∈ B2 ∩ Qs .
(5) Kξ is rationally convex.
In order to complete the definition of the set Kξ we have to define the attractor sequences.
Definition 7.1. A finite sequence (f1, . . . , fd) is said to be an n2j−1-attractor sequence provided:
(1) (f1, . . . , fd) ∈ Qs and fi ∈Kξ for all i = 1, . . . , d  n2j−1.
(2) The functional f1 is the result of an (An2j1 ,m
−1
2j1)-operation on a family of functionals of Kξ
for some j1 ∈ N1 with m2j1 > n32j−1. Also for every i = 2, . . . , n2j−1/2, f2i−1 is the result
of an (An2σ(f1,...,f2i−2) ,m
−1
2σ(f1,...,f2i−2))-operation on a family of functionals of Kξ .
(3) f2i = e∗λ2i for some λ2i ∈Λσ(f1,...,f2i−1).
We say that f ∈Kξ is of type I if it is a result of some (Anj ,m−1j )-operation. In this case we
set w(f )=mj and ind(f )= j .
We say that f ∈Kξ is of type II if f =∑ni=1 λifi for some (fi)ni=1 ⊂Kξ with w(fi) =w(fj )
for all i = j and ∑ni=1 λ2i  1.
We say that f is of type III if it is a rational combination of elements of Kξ .
Remarks 7.2.
(a) Using the partition of N =⋃i Λi it follows that the set of the attractor sequences has a strict
tree structure i.e. if (fi)
n2j−1
i=1 , (gi)
n2k−1
i=1 are two attractor sequences either gi = fr for every
i, r or there exists i0 min{n2j−1, n2k−1} such that fi = gi for all i  i0 − 1 and fi = gr for
all i, r  i0. In particular w(f2i−1) =w(g2r−1) for all 2i − 1,2r − 1 > i0 and f2i = g2r for
all 2i,2r > i0.
(b) Note that in the definition of the norming set when we take functionals ∑ni=1 λifi with∑n
i=1 λ2i  1 we require w(fi) =w(fj ) but do not require supp(fi)∩ supp(fj )= ∅. This is
will be essential in order to get that no sequence generates an 1-spreading model.
(c) The attracting functionals, i.e. the results of (An2j−1 ,m−12j−1)-operations on attractor se-
quences, are responsible for carrying the structure from the set Gξ to block subspaces of X∗ξ .
To make more transparent their role notice that each attracting functional f is of the form
f = g1 + g2 where g1 = m−12j−1(f1 + f3 + · · ·) and g2 = m−12j−1(e∗l2 + e∗l4 + · · ·). The key
result for applying the method of attractors is the following lemma (see Section 12).
S.A. Argyros et al. / Journal of Functional Analysis 261 (2011) 1145–1203 1175Lemma. For every block subspace Y of X∗ξ , for every j ∈ N and every  > 0 there exists an
attracting functional f = g1 +g2 such that dist(g1, Y ) <  and ‖g1‖ cm2j−1, where c ∈ (0,1)
is a universal constant.
For such functionals we have
∥∥m−12j−1g1∥∥ c and ∥∥m−12j−1g1 − (−m−12j−1g2)∥∥m−12j−1, (7.1)
since f ∈Kξ . We recall that (−m−12j−1g2) ∈Gξ and in fact is a component of the c0-tree structure
included in Gξ . Therefore inequality (7.1) permit us to transfer into an arbitrary block subspace
of X∗ξ a c0-tree structure of height greater than ωξ .
Definition 7.3 (The tree Tf of a functional f ∈Kξ ). Let f ∈Kξ . By a tree of f we mean a finite
family Tf = (fα)α∈A indexed by a finite tree A with a unique root 0 ∈ A such that the following
hold:
(1) f0 = f and fα ∈Kξ for all α ∈ A.
(2) An α ∈ A is maximal if and only if fα ∈Gξ .
(3) For every α ∈ A not maximal, denoting by Succ(α) the set of the immediate successors of α
one of the following holds:
(a) There exists j ∈ N such that # Succ(α)  nj and fα is the result of the (Anj ,m−1j )-
operation in the set {fβ : β ∈ Succ(α)}. In this case we say that the weight of f is
w(fα)=mj .
(b) fα =∑β∈Succ(α) λβfβ where ∑β∈Succ(α) λ2β  1 the functionals fβ are of type I and
have different weights.
(c) fα is a rational convex combination of the elements fβ , β ∈ Succ(α). Moreover for every
β ∈ Succ(α) rangefβ ⊂ rangefα .
The order o(fα) for each α ∈ A is also defined by backward induction as follows.
If fα ∈Gξ then o(fα)= 1, otherwise o(fα)= 1 + max{o(fβ): β ∈ Succ(α)}.
The order o(Tf ) of the aforementioned tree is defined to be equal to o(f0).
Definition 7.4. The order o(f ) of an f ∈Kξ , is defined as
o(f )= min{o(Tf ): Tf is a tree of f }.
Every functional f ∈Kξ admits a tree analysis which is not necessarily unique.
Definition 7.5. We define Xξ = (c00(N),‖ · ‖Kξ ) and we denote the norm ‖ · ‖Kξ by ‖ · ‖.
Definition 7.6. Let k ∈ N. A vector x ∈ c00(N) is said to be a C − k1 average if there exists x1 <
· · · < xk , ‖xi‖ C‖x‖ and x = 1k
∑k
i=1 xi . Moreover, if ‖x‖ = 1 then x is called a normalized
C − k1 average.
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n nj−1 and every E1 < · · ·<En, we have that
n∑
i=1
‖Eix‖ C
(
1 + 2n
nj
)
<
3
2
C.
Proposition 7.8. For every block sequence (y) ⊂ Xξ ,  > 0 and every k  m2 there exists
x ∈ 〈(y)〉 which is a normalized 2 − k1 average.
In particular for every k ∈ N there exists n ∈ N such that for every finite block subse-
quence (yi )
n
i=1 of (y) there exist (zi)ki=1, a normalized block sequence of (yi )ni=1 such that‖z1 + · · · + zk‖ k/2.
Lemma II.22 [7] yields the existence of such average.
Proposition 7.9. Xξ is a strictly singular extension of XGξ , i.e. the identity map XGξ → Xξ is
strictly singular.
Proof. Let Y be a block subspace of Xξ and j ∈ N. By Proposition 7.8 we obtain a sequence
(yn)n∈N ⊂ Y of normalized kn1 averages and by Proposition 5.6 for any fixed j > 1 we get
L ∈ [N] such that for every g ∈Gξ
{
n ∈ L: ∣∣g(yn)∣∣m−22j } n2j−1.
It follows that
∥∥∥∥∥ 1n2j
n2j∑
i=1
yi
∥∥∥∥∥
Gξ
 n2j−1
n2j
+ 1
m22j
 2
m22j
while ‖ 1
n2j
∑n2j
i=1 yi‖  1m2j . Since j was arbitrarily chosen we have a strictly singular exten-
sion. 
8. The auxiliary space
Now we define for any j0 > 1 the auxiliary space XWj0 and discuss construction and relation
between its norming sets: Wj0 and W ′j0 . Next in Section 8.1 we estimate the supremum norm
of any norming functional from W ′j0 (Lemma 8.2) and its action on a suitable average of (en)n
of length nj0 (Lemma 8.10). The estimations in the space XWj0 will be used in next sections in
estimations on actions of functionals from Kξ on suitable averages in the space Xξ .
Let j0 > 1 be fixed. We set Cj0 = {
∑
i∈F ±e∗i : F ∈ Anj0−1}. Let Wj0 be the minimal subset
of c00(N) satisfying the following conditions:
(1) Wj0 contains the set Cj0 .
(2) Wj is closed under (A2n ,m−1)-operations for every j ∈ N.0 j j
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∑
i∈A λifi +
∑
i∈B λieti whenever A∩B = ∅, ti = tj for
all i = j ∈ B , fi is the result of an (A2nji ,mji )-operation, mji = mjk for all i = k ∈ A and∑
i∈A∪B λ2i  1.
(4) Wj0 is rationally convex.
The auxiliary space is the space XWj0 = (c00(N),‖ · ‖Wj0 ).
For every functional f ∈ Wj0 which is the result of an (A2nj ,m−1j )-operation we set
w(f )=mj and we say that f is of type I. Every functional of the form ∑i∈A λifi +∑
i∈B λieni ∈ Wj0 is called of type II. Every functional which is a convex combination of el-
ements of Wj0 is called of type III.
Consider the minimal set W ′j0 which satisfies properties (1)–(3) in the definition of Wj0 . Then
following the arguments of Lemma 3.15 [9], every f ∈ Wj0 of type I with w(f ) = mj can be
written as a convex combination
∑
i λifi of functionals from the set W ′j0 with w(fi) = mj for
every i. Hence in order to get an upper estimate for functionals of type I from the set Wj0 it is
enough to get an upper estimate for the functionals from the set W ′j0 .
An alternative definition of the norming set W ′j0 is the following:
Set W0 = Cj0 and assume that Wn−1 has been defined.
We set
W 1n =
⋃
j
{
m−1j
d∑
i=1
fi : (fi)
d
i=1 is A2nj -admissible subset of Wn−1
}
and
W 2n =
{∑
i∈A
λifi +
∑
i∈B
λieti :
∑
i∈A∪B
λ2i  1, ti = tj for all i = j ∈ B, A∩B = ∅,
fi ∈Wn−1 is of type I for all i ∈A with w(fi) =w(fj ) for all i = j ∈A
}
.
We set Wn =W 1n ∪W 2n . Then W ′j0 =
⋃
nWn.
Every f ∈W ′j0 admits a tree analysis (fα)α∈T satisfying properties similar to Definition 7.3.
Remarks 8.1. Let f ∈W ′j0 and (fα)a∈T be a tree analysis of f .
(a) If α is a terminal node then fα ∈ Cj0 . In particular if α ∈ Succ(β) and fβ is of type II then
fα = ±e∗k for some k.
(b) If α,β are different maximal nodes it is not necessary true that supp(fα)∩ supp(fβ)= ∅.
(c) A consequence of (b) is that it does not hold that ‖f ‖∞  1 for every f ∈W ′j0 . We show in
Lemma 8.2 that there is a constant c1 > 1 such that ‖f ‖∞  c1 for every f ∈W ′j0 .
8.1. Estimates on the auxiliary space
Set c0 =∑∞ m−2 and c1 = (∑∞ cn)1/2.j=1 j n=0 0
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∣∣f (et )∣∣
{ c1
w(f )
if f is of type I,
c1 if f is of type II.
Proof. We prove by induction that for every f ∈Wn the following holds
∣∣f (et )∣∣ uf (1 + c0 + · · · + cn0)1/2 (8.1)
where uf =w(f )−1 if f is of type I and uf = 1 otherwise.
Assume that for every f ∈ Wn−1 it holds that |f (et )| uf (1 + c0 + · · · + cn−10 )1/2 which is
certainly true for n= 1.
If f =w(f )−1∑di=1 fi ∈W 1n then there exists unique i  d such that t ∈ supp(fi). It follows
from the inductive hypothesis that
∣∣f (et )∣∣ 1
w(f )
∣∣fi(et )∣∣ 1
w(f )
(
1 + c0 + · · · + cn−10
)1/2
.
If f =∑i∈A λifi +∑i∈B λie∗i ∈ W 2n then either t /∈ B or there exists unique it ∈ B such that
et = eit . Assume that the latter holds. Setting At = {i ∈ A: t ∈ suppfi} from the inductive hy-
pothesis and Hölder inequality we get
∣∣f (et )∣∣∑
i∈At
∣∣λifi(et )∣∣+ |λit |
(
1 +
∑
i∈At
w(fi)
−2(1 + c0 + · · · + cn−10 )
)1/2

(
1 + (1 + c0 + · · · + cn−10 )∑
j
m−2j
)1/2
= (1 + c0 + · · · + cn0)1/2.
This proves (8.1) and completes the proof of the lemma. 
Recall that in the definition of the space we have chosen nj = (2nj−1)sj−1 where 2sj−1 =m3j .
Lemma 8.3. Let f ∈W ′j0 such that |f (et )|> 3mj0 for every t ∈ supp(f ). Then
# supp(f ) (2nj0−1)sj0−1−2.
This lemma is the key ingredient of our evaluations in the auxiliary space. Its proof is given
in four steps. As usually we shall consider the tree analysis (fα)α∈T of a functional f in W ′j0 . In
the first two steps we shall show that we may assume that the height of the tree is less or equal to
sj0−1 − 3, and for all functionals fα of type I in a tree analysis of f it holds that w(fα) < mj0 .
This will enable us to use an argument similar to Lemma A4 in [3] and get the result.
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we set
D1 =
{
α ∈ T : α is a minimal node with fα of type I and w(fα)mj0
}
.
Let us observe that the set D1 consists of incomparable nodes. We set
M1{γ ∈ T : γ is a maximal node and there exists α ∈D1 with α ≺ γ }
and also
M2 = {γ ∈ T : γ is a maximal node and γ /∈M1}.
The definition of M2 yields that for every γ ∈ M2 and every a ≺ γ with fα of type I,
w(fα) < mj0 .
We denote by f1 the functional that we get following backwards the tree analysis of f with
maximal nodes the nodes of M1 and f2 the corresponding one with maximal nodes those of M2.
Observe that f = f1 + f2.
We also set T1 = {β: there exists α ∈D1 with β  α} which is a complete subtree of the tree
T and let (gα)α∈T1 be the tree analysis of the functional f1. Let us observe that every maximal
node α of T1 belongs to the set D1 and gα = fα .
Sublemma 8.4. For the functional f1, its tree analysis (gα)α∈T1 and t ∈ N the following hold:
(1) For every α ∈D1 we have |gα(et )| c1mj0 .(2) For every non-maximal node α ∈ T1 for which gα is of type I we have
∣∣gα(et )∣∣< 9c18w(gα)mj0 .
(3) For all α ∈ T1 non-maximal with gα =∑β∈Succ(α) λβgβ of type II we have
∣∣gα(et )∣∣ 9c18mj0 .
Proof. (1) follows from Lemma 8.2 and the definition of the set M1.
(2) and (3) are proved inductively. Let α ∈ T1 and assume the result for all α ≺ β .
If gα =w(gα)−1∑β∈Succ(α) gβ it is clear that (2) holds.
We pass now to prove (3). Assume that gα = ∑β∈Succ(α) λβgβ . Then |gα(et )| =|∑β∈Succ(α) λβgβ(et )|.
If β ∈ Succ(α) is not maximal then gβ is of type I and the inductive assumptions yields
∣∣gβ(et )∣∣ 9c18w(gβ)mj0 . (8.2)
Let β ∈ Succ(α) be a maximal node, namely β ∈D1. From the definition of the set M1 it follows
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∣∣gβ(et )∣∣ c1
w(gβ)
(
 1
mj0m
k
j0
if k > 0
)
. (8.3)
We also observe that there exists at most one β ∈ Succ(α) with w(gβ) = mj0 . Without loss of
generality we assume that there does exist β0 ∈ Succ(α) with w(gβ0)=mj0 .
Set Succ(α)1 = {β ∈ Succ(α): gβ of type I with w(gβ) < mj0}.
Succ(α)2 = {β ∈ Succ(α): gβ of type I with w(gβ) >mj0} ∪ {β ∈ Succ(α): β is maximal}.
It follows from (8.2), (8.3) and the fact that w(gβ) =w(gγ ) for every β = γ ∈ Succ(α), that
∣∣gα(et )∣∣ ∑
β∈Succ(α)1
∣∣λβgβ(et )∣∣+ ∣∣λβ0gβ0(et )∣∣+ ∑
β∈Succ(α)2
∣∣λβgβ(et )∣∣

∣∣λβ0gβ0(et )∣∣+ ∑
β∈Succ(α)1
2c1|λβ |
mj0w(gβ)
+
∑
β∈Succ(α)2
c1|λβ |
w(gβ)

∣∣gβ0(et )∣∣+∑
i<j0
2c1
mj0mi
+
∑
k1
1
mk+1j0
 c1
mj0
+ 4c1
mj0m1
 9c1
8mj0
. 
Remark 8.5. Let (fα)α∈T be a tree analysis of f1 such that for all fα of type I it holds that
w(fα) =mj0 . The proof of the above sublemma yields that in this case |f1(et )| 9c18m2j0
.
Let us observe that, since f = f1 + f2, the previous sublemma yields that supp(f2) =
supp(f ). So we may assume that f = f2. Let (fα)α∈T be the tree analysis of f with all maximal
nodes belonging to M2. For β ∈ T we denote by
|β| = #{α ∈ T : α ≺ β}
the order of β .
We set dj0 = sj0−1 − 3 and we observe that c12−dj0 <m−2j0 . We also set
D = {α: α is a maximal node of T with |α| dj0 and if α ∈ Succ(β),
fβ is of type II then |λα|m−1j0
}
.
With the next two sublemmas we show that supp(f )=⋃α∈D supp(fα).
Sublemma 8.6. Let t ∈ supp(f ) be such that there is no maximal node β with |β|  dj0 and
t ∈ supp(fβ). Then it holds |f (et )| c12−dj0 .
Proof. Let t ∈ supp(f ). By induction we shall show the following: for every γ ∈ T such that
|γ | = dj0 − j , j = 0,1, . . . , dj0 we have that
∣∣fγ (et )∣∣ c12−j uγ , (8.4)
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uγ = 1 if fγ is of type II.
First we observe that Lemma 8.2 yields |fβ(et )| c1 for every maximal node β ∈ T .
Assume that the result holds for all δ  γ with |δ| = dj0 − (j − 1) and |γ | = dj0 − j .
If fγ = m−1r
∑
δ∈Succ(γ ) fδ is of type I then since there exists unique δ ∈ Succ(γ ) with t ∈
suppfδ , from the inductive hypothesis we obtain
∣∣fγ (et )∣∣m−1r c12j−1  c1mr−12j .
If fγ =∑δ∈Succ(γ ) λδfδ is of type II then each fδ is of type I. This follows from our assumption
that every δ with |δ| dj0 is not a maximal node of the tree T .
Hence setting At = {δ: t ∈ suppfδ} we get
∣∣fγ (et )∣∣∑
δ∈At
∣∣λδfδ(et )∣∣∑
i
1
mi−1
c1
2j−1
 c1
2j
. 
By the above sublemma we may assume
supp(f )=
⋃{
supp(fα): α maximal node with |α| dj0
}
.
Sublemma 8.7. Let t ∈ supp(f ) be such that for every maximal node α ∈ T with t ∈ supp(fα),
we have |α| dj0 and α ∈ Succ(β) with fβ is of type II and |λα|m−1j0 . Then
∣∣f (et )∣∣< 32mj0 .
Proof. We prove by induction on j = 0, . . . , dj0 that if |γ | = dj0 − j then
∣∣fγ (et )∣∣<
{3/2mj0 if fγ is of type II,
1/22mj0mr−1 if fγ is of type I and w(fγ )=mr.
For the predecessors of maximal nodes we have it by assumption. If fγ is of type I, then only
one of its successors has et in its support and by the inductive hypothesis
∣∣fγ (et )∣∣< 32mj0mr 
1
22mj0mr−1
.
If fγ is of type II and |fγ | = dj0 − j , let fγ =
∑
β∈Succ(γ ) λβfβ . Set At = {β ∈ Succ(γ ): t ∈
supp(fβ)}. There exists at most one fβ0 = e∗t and all other fβ are of type I with different weights.
The inductive hypothesis and Hölder inequality yield
∣∣fγ (et )∣∣ ∑
β∈At ,β =β0
|λβ | 122mj0mβ−1
+ |λβ0 |e∗t (et ) <
1
2mj0
+ 1
mj0
 3
2mj0
and the induction is finished. 
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to M2 yield that
supp(f )=
⋃{
supp(fα): α is a maximal node of T with |α| dj0 and
if α ∈ Succ(β), fβ is of type II then |λα|m−1j0
}
. (8.5)
Sublemma 8.8. Let f ∈W ′j0 with a tree analysis (fα)α∈T such that
(1) the height of T is less or equal to dj0 ,
(2) if fα is of type I then w(fα) < mj0 holds,
(3) if α is a maximal node, α ∈ Succ(β), fβ is of type II then |λα|m−1j0 .
Then
# supp(f ) (2nj0−1)dj0+1.
Proof. Inductively we show that for every α with |α| = dj0 − j , j = 0,1, . . . , dj0 holds the
following
# supp(fα) (2nj0−1)j+1. (8.6)
If fα is a terminal node it is clear that (8.6) holds.
Assume that the result holds for all α of order dj0, . . . , dj0 − (j − 1) and let |α| = dj0 − j .
If fα = w(fα)−1∑β∈Succ(α) fβ is of type I, then we get w(fα)  mj0−1 and hence
# Succ(α) 2nj0−1. Using the inductive hypothesis we obtain
# supp(fα) 2nj0−1 max
{
# supp(fβ): β ∈ Succ(α)
}
 (2nj0−1)j+1.
If fα =∑β∈Succ(α) λβfβ , setting Succ(α)1 = {β ∈ Succ(α): β maximal} from assumption (3)
we get |λβ |m−1j0 for all β ∈ Succ(α)1 and therefore # Succ(α)1 m2j0 .
Note also that for every β ∈ Succ(α) \ Succ(α)1 it holds that w(fβ) < mj0 and hence
#(Succ(α) \ Succ(α)1) j0 − 1. Hence by the inductive hypothesis we get
# supp(fα) (j0 − 1)max
{
# supp(fβ): β ∈ Succ(α) \ Succ(α)1
}+m2j0
 (j0 − 1)(2nj0−1)j +m2j0  (2nj0−1)j+1. 
Proof of Lemma 8.3 completed. The desired inequality follows from (8.5) and Sub-
lemma 8.8. 
Remark 8.9. Take f ∈ W ′j0 such that for every t ∈ supp(f ), |f (et )| > 3m−2j0 and every fα in
the tree analysis (fα)α∈T of f satisfies w(fα) =mj0 . Then Remark 8.5, Sublemmas 8.6 and 8.8
yield that # supp(f ) (2nj0−1)sj0−1−2.
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∣∣∣∣∣f
(
1
nj0
nj0∑
i=1
et
)∣∣∣∣∣
{ 4
w(f )·mj0 if w(f ) <mj0 ,
c1
w(f )
if w(f )mj0 .
(8.7)
If moreover we assume that there exists a tree analysis (fα)α∈T of f , such that w(fα) =mj0 for
every α ∈ T , we have that
∣∣∣∣∣f
(
1
nj0
nj0∑
i=1
eki
)∣∣∣∣∣
⎧⎨
⎩
4
mim
2
j0
if w(f )=mi <mj0,
c1
mi
if w(f )=mi >mj0 .
(8.8)
Proof. If w(f )mj0 Lemma 8.2 yields the result.
Let f =w(f )−1∑di=1 fi with w(f ) <mj0 . We set
A1 =
{
t : t ∈ supp(fi) for some i  d and fi(et ) 3m−1j0
}
.
It readily follows that
∣∣f (et )∣∣ 3
w(f )mj0
for every t ∈A1. (8.9)
We set Bi = supp(fi) \A1. Lemma 8.3 yields that
# supp(Bi) (2nj0−1)sj0−1−2.
It follows that #{t : t /∈A1} 2nj0−1(2nj0−1)sj0−1−2 = (2nj0−1)sj0−1−1 and therefore
∣∣∣∣f
( ∑
t /∈A1
et
nj0
)∣∣∣∣ (2nj0−1)sj0−1−1nj0 <m−2j0 . (8.10)
From (8.9) and (8.10) we get the result.
For the proof of (8.8) we consider the set
A1 =
{
t : t ∈ supp(fi) for some i  d and fi(t) 3m−2j0
}
,
and using Remark 8.9 we obtain again the relation (8.10) for the new set A1. 
9. The basic inequality and its consequences
In this section we introduce the notion of rapidly increasing sequences (RIS) in Xξ and prove
the Basic Inequality (Proposition 9.3), which by results from the previous section provides es-
timation on the norm of suitable averages of RIS (Proposition 9.4). In particular we obtain
reflexivity of Xξ .
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sequence (RIS), if there exists a strictly increasing sequence (jk) of positive integers such that:
(a) ‖xk‖ 1 for all k.
(b) m−1/22j1 <  and #(range(xk))m
−1/2
2jk+1 <  for all k  1.(c) For every k = 1,2, . . . and every f ∈Kξ of type I with w(f ) <m2jk we have that |f (xk)|
C
w(f )
.
Remark 9.2. From Proposition 7.8 and Lemma 7.7 we get that for every  > 0 any block sub-
space contains a (3, )-RIS (xk)k where each xk is a normalized 2 − njk1 average with (2jk)k
satisfying condition (b) of the above definition.
Moreover, since the space Xξ is a strictly singular extension of the space XGξ (Proposi-
tion 7.9) for every sequence (k) ⊂ (0,1), we can choose a RIS (xk)k of normalized 2 − njk1
averages as above to satisfy additionally ‖xk‖Gξ < k for any k.
Proposition 9.3 (Basic inequality). Let  > 0, 1 < j0 ∈ N, (xk)k∈N be a (C, )-RIS in Xξ with
the associated sequence (jk)k . Assume that for every g ∈ Gξ the set Ig = {k: |g(xk)|  } has
cardinality at most nj0−1.
Let (ck)k be a sequence of scalars. Then for every f ∈Kξ and every interval I there exists a
functional g ∈Wj0 such that∣∣∣∣f
(∑
k∈I
ckxk
)∣∣∣∣ C
(
g
(∑
k∈I
|ck|ek
)
+ f
∑
k∈I
|ck|
)
, f  . (9.1)
Moreover, if f is the result of an (Anj ,m−1j )-operation then g = e∗r or 0 or g is the result of an
(A2nj ,m−1j )-operation and f  w(f )−1/2.
If we additionally assume that for every f ∈ Kξ with w(f ) = mj0 , for every interval J it
holds that ∣∣∣∣f
(∑
k∈J
ckxk
)∣∣∣∣ C
(
max
k∈J
∣∣ckf (xk)∣∣+ m−1/2j0 ∑
k∈J
|ck|
)
, (9.2)
then we may select the functional g to have a tree analysis (gα)α with w(gα) =mj0 for all α ∈ A.
Proof. We shall treat the case that there exists j0 satisfying (9.2). We also assume that
range(xk) ∩ range(f ) = ∅ for every k ∈ I . We proceed by induction on the order o(f ) of the
functional f .
Let o(f ) = 1. Then we have that f ∈ Gξ and from the assumptions the set Rf =
{k ∈ I : |f (xk)| } has cardinality at most nj0−1. We set gf =
∑
k∈Rf e
∗
k and f = . It readily
follows ∣∣∣∣f
(∑
k∈I
ckxk
)∣∣∣∣ gf
(∑
k∈I
|ck|ek
)
+ f
∑
k∈I
|ck|.
Suppose now that the result holds for every functional in Kξ with order less than q and consider
f ∈Kξ with o(f )= q .
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Case 1. f is of type I and w(f ) = mj0 . We choose k0 ∈ I with |ck0f (xk0)| = maxk∈I |ckf (xk)|
and we set gf = |f (xk0)|e∗k0 . Then from our assumption (9.2) it follows∣∣∣∣f
(∑
k∈I
ckxk
)∣∣∣∣ C
(
max
k∈I
∣∣ckf (xk)∣∣+ m−1/2j0 ∑
k∈I
|ck|
)
 C
(
g
(∑
k∈I
|ck|ek
)
+ m−1/2j0
∑
k∈I
|ck|
)
.
Case 2. f is of type I and w(f ) =mj0 .
Then f =m−1j
∑d
i=1 fi with j = j0 and d  nj . We consider the following three subcases.
Subcase 2a. w(f ) <m2jk for all k ∈ I .
For every i  d we set
Ii
{
k ∈ I : range(xk)∩ range(fi) = ∅ and range(xk)∩ range(fi′)= ∅ for all i′ = i
}
.
We also set I0 = {k ∈ I : range(xk) ∩ range(fi) = ∅ for at least two i ∈ {1, . . . , d}}. We observe
that #I0  d . Condition (c) in the definition of the RIS yields
∣∣f (xk)∣∣ C
w(f )
for every k ∈ I0. (9.3)
For every i  d we have that Ii is a subinterval of I , hence our inductive assumption yields that
there exists gfi ∈Wj0 with supp(gfi )⊂ Ii such that∣∣∣∣fi
(∑
k∈Ii
ckxk
)∣∣∣∣ C
(
gfi
(∑
k∈Ii
|ck|ek
)
+ fi
∑
k∈Ii
|ck|
)
. (9.4)
The family {I1, . . . , Id} ∪ {{k}: k ∈ I0} consists of pairwise disjoint intervals and has cardinality
less than or equal to 2d  2nj . We set
gf = 1
w(f )
(
d∑
i=1
gfi +
∑
k∈I0
e∗k
)
.
Then gf ∈Wj0 , suppgf ⊂ I , while from (9.3), (9.4) we obtain
∣∣∣∣f
(∑
k∈I
ckxk
)∣∣∣∣∑
k∈I0
|ck|
∣∣f (xk)∣∣+ 1
w(f )
d∑
i=1
C
(
gfi
(∑
k∈Ii
|ck|ek
)
+ 
∑
k∈Ii
|ck|
)
 C
(
gf
(∑
|ck|ek
)
+ f
∑
|ck|
)
, where f = w(f )−1. (9.5)k∈I k∈I
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From condition (b) in the definition of RIS we get
∣∣f (xk)∣∣ w(f )−1/2 = f for all k ∈ I with k < k0. (9.6)
Using that w(f )m2j1 and condition (c) we get∣∣f (xk)∣∣ Cw(f )−1  Cw(f )−1/2 = Cf for every k0 < k ∈ I. (9.7)
Thus setting gf = |f (xk0)|e∗k0 from (9.6), (9.7) we get∣∣∣∣f
(∑
k∈I
ckxk
)∣∣∣∣ ∣∣ck0f (xk0)∣∣+ ∑
k∈I\{k0}
∣∣ckf (xk)∣∣

∣∣ck0f (xk0)∣∣+Cf ∑
k∈I\{k0}
|ck|
 C
(
gf
(∑
k∈I
|ck|ek
)
+ f
∑
k∈I
|ck|
)
. (9.8)
Subcase 2c. m2jk+1 w(f ) for all k ∈ I .
In this case as in (9.6), |f (xk)| w(f )−1/2 = f for all k ∈ I , and we set gf = 0. It follows
easily that (9.1) holds.
Case 3. f is of type II, i.e. f =∑di=1 λifi .
For the given interval I the inductive assumption associates to each fi a functional gfi satis-
fying (9.1).
We note that there exists at most one i ∈ {1, . . . , d} with w(fi) = mj0 . Without loss of
generality we assume that there does exist such an i, denoted by i0. From Case 1 we have
gfi0
= |f (xk0)|e∗k0 for some k0 ∈ I .
For every 1 i  d we set Cfi = {k ∈ I : range(fi)∩ range(xk) = ∅}.
We partition the set M = {1, . . . , d} \ {i0} as follows
L0 =
{
i ∈M: w(fi) < m2jk for all k ∈ Cfi
}
and for k = 1, . . . we set
Lk =
{
i ∈M: k ∈ Cfi and m2jk w(fi) < m2jk+1
}
.
We enlarge Lk0 by adding i0 to its elements. Note that if i /∈ L0 ∪
⋃
k Lk then gfi = 0. We set
gf =
d∑
|λi |gfi =
∑
|λi |gfi +
∑( ∑∣∣λifi(xk)∣∣
)
e∗k .i=1 i∈L0 k i∈Lk
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functionals gfi , i ∈ L0, have different weights. Also since the sets Lk are pairwise disjoint it
follows
∑
i∈L0
λ2i +
∑
k
( ∑
i∈Lk
∣∣λifi(xk)∣∣
)2

∑
i∈L0
λ2i +
∑
k
( ∑
i∈Lk
λ2i
)
‖xk‖
d∑
i=1
λ2i  1,
hence gf ∈Wj0 .
We show that (9.1) holds. First we observe that since for all i, fi  w(fi)−1/2 it follows
that
∑
id |λi |fi  . Also,
∣∣∣∣f
(∑
k∈I
ckxk
)∣∣∣∣
d∑
i=1
∣∣∣∣λifi
( ∑
k∈Cfi
ckxk
)∣∣∣∣
d∑
i=1
C|λi |
(
gfi
( ∑
k∈Cfi
|ck|ek
)
+ fi
∑
k∈Cfi
|ck|
)
 C
( ∑
i∈L0
|λi |gfi +
∑
k
( ∑
i∈Lk
∣∣λifi(xk)∣∣
)
e∗k
)(∑
k∈I
|ck|ek
)
+C
∑
k∈I
|ck|
= Cgf
(∑
k∈I
|ck|ek
)
+C
∑
k∈I
|ck|.
Case 4. f =∑di=1 rifi , where (ri)di=1 ⊂ Q, is a rational convex combination.
As in the previous case for every i = 1, . . . , d we set
Ii =
{
k ∈ I : range(fi)∩ range(xk) = ∅
}
.
Take suitable (gfi ) by the inductive hypothesis. Setting gf =
∑d
i=1 rigfi we get
∣∣∣∣f
(∑
k∈I
ckxk
)∣∣∣∣ C
(
gf
(∑
k∈I
|ck|ek
)
+ 
∑
k∈I
|ck|
)
. 
Proposition 9.4. Let  > 0, 1 < j ∈ N, (xk)k∈N be a (C, )-RIS in Xξ with the associated se-
quence (jk)k and j < j1. Assume that for every g ∈ Gξ the set Ig = {k: |g(xk)|  2m−2j } has
cardinality at most nj−1. Then:
(a) If ε  2
m2j
then for every f ∈Kξ of type I
∣∣∣∣f
(
1
nj
nj∑
k=1
xk
)∣∣∣∣
⎧⎨
⎩
5C
mjw(f )
if w(f ) <mj ,
c1C
w(f )
+ 2C
m2j
if w(f )mj .
In particular ‖ 1 ∑nj xk‖ 3C .nj k=1 mj
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sition 9.3, (9.2)), then for a linear combination 1
nj
∑nj
i=1 bixi , where |bi | 1, we have
∥∥∥∥∥ 1nj
nj∑
i=1
bixi
∥∥∥∥∥ 3Cm2j .
Proof. The proof is an application of the Basic Inequality and Lemma 8.10. 
Proposition 9.5. The space Xξ is reflexive.
The reflexivity of Xξ is a consequence of Proposition 9.4 following standard arguments, see
[3,8].
Remark 9.6. The reflexivity of the space Xξ yields that Kξ is norm-dense subset of BX∗ξ . Indeed
since Kξ is norming set it follows that conv(Kξ ) is w∗-dense. The reflexivity of Xξ implies that
conv(Kξ ) is w-dense and hence ‖ · ‖-dense. Since Kξ is rationally convex we get that Kξ is in
fact norm-dense subset of BX∗ξ .
10. Exact pairs and attracting sequences
Now we define exact pairs and show saturation of Xξ by them. Next we introduce the crucial
notion of attracting sequences and estimate the norms of averages of elements forming these
sequences: vectors (Corollary 10.5) and functionals (Corollary 10.6).
Definition 10.1. A pair (x, f ) with x ∈Xξ and f ∈Kξ is said to be a (C,2j)-exact pair, C  1,
j ∈ N if the following conditions are satisfied:
(1) f (x)= 1 and rangef = rangex.
(2) f is of type I and w(f )=m2j .
(3) 1 ‖x‖ 3C, ‖x‖∞ m−22j and for every g of type I with w(g) <m2j it holds that |g(x)|
5C
w(g)
while for g of type I with w(g) >m2j , |g(x)| 5Cm−12j .
Proposition 10.2. Let j ∈ N and Y be a block subspace of Xξ . There exists a (3,2j)-exact pair
with x ∈ Y .
Proof. Let Y be a block subspace of Xξ and j ∈ N. By Remark 9.2, Proposition 5.6 we can
choose for   2m−2j a (3, )-RIS (xk)
n2j
k=1 satisfying the assumptions of Proposition 9.4. It fol-
lows that ∥∥∥∥∥m2jn2j
n2j∑
i=1
xi
∥∥∥∥∥ 9.
Choosing fi ∈ Kξ such that fi(xi) = 1 and range(fi) ⊂ range(xi) we have that f =
m−12j
∑n2j
i=1 fi ∈ Kξ and f (m2jn2j
∑n2j
i=1 xi) = 1. Setting x = Em2jn2j
∑n2j
i=1 xi , where E = range(f ),
Proposition 9.4(a) yields that (x, f ) is a (3,2j)-exact pair. 
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n2j−1
k=1 is called a (C,2j − 1)-attracting sequence, if
there is a sequence (jk)
n2j−1
k=1 such that:
(1) (fk)n2j−1k=1 is a (2j − 1)-attractor sequence with w(f2k−1) = mj2k−1 and f2k = e∗l2k where
l2k ∈Λj2k for all k  n2j−1/2.
(2) x2k = el2k for all k  n2j−1/2.
(3) (x2k−1, f2k−1) is a (C, j2k−1) exact pair.
(4) jk = 2σ(f1, . . . , fk−1) for any k  n2j−1.
Remark 10.4. If (xk, fk)
n2j−1
k=1 is a (C,2j − 1)-attracting sequence, then (xk/(3C))
n2j−1
k=1 is a
(5/3, n2j−1)-RIS. Indeed,
#(rangexk)
1
m
1/2
jik+1
= #(rangefk) 1
m
1/2
2σ(f1,...,fk)
< min
{‖fi‖∞, i  k}m−1/2j1  n−12j−1
by the condition on σ . Condition (c) in definition of RIS is satisfied thanks to x2k = el2k and the
fact that (x2k−1, f2k−1) is a (C, j2k−1) exact pair.
Corollary 10.5. Let (xk, fk)
n2j−1
k=1 be a (C,2j − 1)-attracting sequence with associated sequence
(jk)k , with ‖x2k−1‖Gξ m−22j−1 for every k  n2j−1/2. Then
1
2m22j−1

∥∥∥∥∥ 1n2j−1
n2j−1∑
k=1
(−1)k+1xk
∥∥∥∥∥ 15Cm22j−1 . (10.1)
Proof. To see the lower estimate in (10.1) note that f˜ =m−22j−1
∑n2j−1/2
k=1 f2k ∈Gξ ⊂Kξ . Hence
∥∥∥∥∥ 1n2j−1
n2j−1∑
k=1
(−1)k+1xk
∥∥∥∥∥
∣∣∣∣∣f˜
(
1
n2j−1
n2j−1∑
k=1
(−1)k+1xi
)∣∣∣∣∣=m−22j−1/2.
The upper estimation in (10.1) follows from Proposition 9.4(b) for bk = (−1)k and j0 = 2j − 1
after we show that
(K1) for every g ∈Gξ it holds that #{k: |g(xk)| 2m−22j−1} n2j−2,
(K2) the additional property of the Basic Inequality holds for the sequence (xk/(3C))n2j−1k=1 with
constant 5/3.
To see (K1) note that from the assumption we have that ‖x2k−1‖Gξ  m−22j−1. Take now any
g ∈ Gr1 = {m−22r−1
∑
i∈F ±e∗i : F ∈ An2r−1}. If r  j then |g(el2k )|  m−22j−1 while if r < j it
holds that #{l2k: |g(el2k )|m−22j−1} n2r−1.
From the definition of the Gξ -special functionals g =E∑dr=1 gr we obtain∣∣g(el2k )∣∣ 2m−22j−1 ⇒ l2k ∈ suppgr with gr ∈ ⋃ Gi1ij−1
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#
{
l2k:
∣∣g(el2k )∣∣ 2m−22j−1}∑
r<j
n2r−1  n2j−2.
Finally let y∗ =∑dk=1 aky∗k ∈ G2 . For every k = 1, . . . , d let y∗k = y∗k,1 + y∗k,2 with ind(y∗k,1) ⊂
{1, . . . , j} and ind(y∗k,2)⊂ {j+1, j+2, . . .}. So we may write y∗ =
∑d
k=1 aky∗k,1 +
∑d
k=1 aky∗k,2.
Using the inequality
∑
ij m
−2
2i−1 <
3
2m22j−1
and the fact that sets ind(y∗k )k are pairwise disjoint
for any i with |y∗(el2i )| 2/m22j−1 we get l2i ∈ suppy∗k,1 for some k  d . As in the previous case
we get
#
{
l2i :
∣∣y∗(el2i )∣∣ 2m−22j−1}∑
r<j
n2r−1  n2j−2.
To see (K2) we have to show that for any (2j − 1)-attractor functional g and for any interval
J ⊂ {1, . . . , n2j−1} we have∣∣∣∣g
(∑
k∈J
(−1)kxk
)∣∣∣∣ 5C(max∣∣g(xk)∣∣+m−42j−1#J ).
Let g = m−12j−1
∑d
i=1 gi , d  n2j−1. If g = f = m−12j−1
∑n2j−1
i=1 fi then |g(
∑
k(−1)kxk)| = 0.
Otherwise let i0 = min{i  d: fi = gi}. Then, by definition of the attracting sequence and since
J is an interval, we have
∣∣∣∣∣
i0−1∑
i=1
gi
(∑
k∈J
(−1)kxk
)∣∣∣∣∣ 3 maxii0−1
∣∣gi(xi)∣∣. (10.2)
By Remark 7.2(a) for any 2i − 1 > i0,2k − 1 > i0 we have w(g2i−1) = w(f2k−1) and for any
2i > i0, 2k > i0 we have g2i = f2k . Notice g2i (x2k) = 0 for any 2i > i0 and any 2k ∈ J . By the
definition of the attractor sequence we get for any 2k > i0∣∣∣∣∑
ii0
gi(x2k)
∣∣∣∣max
i
‖g2i−1‖∞ m−1j1 m−42j−1. (10.3)
Now by the definition of the exact sequence for any 2i − 1 i0 and any 2k − 1 > i0 we have∣∣g2i−1(x2k−1)∣∣ 5C max{w(g2i−1)−1,m−1j2k−1} 5Cn−22j−1.
Hence using that ‖x2k−1‖∞ m−2j2k−1 we obtain∣∣∣∣∑
ii0
gi(x2k−1)
∣∣∣∣ 5Cn2j−1(n−22j−1 + ‖x2k−1‖∞) 5Cm−42j−1. (10.4)
From (10.2), (10.3), (10.4) we get
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(∑
k∈J
(−1)kxk
)∣∣∣∣
∣∣∣∣∣ 1m2j−1
(
i0−1∑
i=1
gi +
∑
ii0
gi
)(∑
k∈J
(−1)kxk
)∣∣∣∣∣
 3 max
i<i0
∣∣g(xi)∣∣+ ∣∣g(xi0)∣∣+ 5C∑
k∈J
m−42j−1  5C
(
max
k∈J
∣∣g(xk)∣∣+ #J
m42j−1
)
which ends the proof of (K2) and thus the whole proof. 
Corollary 10.6. Let (xi, fi)
n2j−1
i=1 be a (C,2j − 1)-attracting sequence of length n2j−1 satisfying
the assumption of Corollary 10.5. Set
φ =m−22j−1
n2j−1/2∑
i=1
f2i−1, ψ =m−22j−1
n2j−1/2∑
i=1
f2i .
Then
1
30C
 ‖ψ‖ 1, ‖φ +ψ‖m−12j−1.
Proof. Notice that m2j−1(φ + ψ) ∈ Kξ hence the second inequality holds. To prove the first,
from Corollary 10.5 we have ‖ 1
n2j−1
∑n2j−1
k=1 (−1)k+1xk‖ 15Cm22j−1 and therefore
‖ψ‖ψ
(
m22j−1
15Cn2j−1
n2j−1∑
i=1
(−1)i+1xi
)
= m
2
2j−1
15Cn2j−1
1
m22j−1
n2j−1/2∑
i=1
f2i (x2i )= 130C . 
Definition 10.7. A Banach space X is called Hereditarily Indecomposable (HI) if for any infinite-
dimensional subspaces Y,Z of X and any  > 0 there are vectors y ∈ Y , z ∈ Z with ‖y‖ =
‖z‖ = 1 and ‖y − z‖ .
Theorem 10.8. The space Xξ is HI.
Proof. For any two block subspaces Y,Z of Xξ choose a (C,2j − 1)-attracting sequence
(xk, fk)
n2j−1
k=1 satisfying the assumptions of Corollary 10.5 and moreover x4k−1 ∈ Y and
x4k−3 ∈ Z for every k  n2j−1/4. Then for y =∑k x4k−3 and z =∑k x4k−1 we show the fol-
lowing
‖y − z‖ C
m2j−1
‖y + z‖.
The above inequality yields that Xξ is HI.
To prove the above inequality, taking the functional f = m−12j−1
∑n2j−1/2
i=1 f2i−1 + e∗l2i corre-
sponding to the attracting sequence we get
‖y + z‖ 1
m2j−1
∑(
f4k−3(x4k−3)+ f4k−1(x4k−1)
)= n2j−1
2m2j−1
.k
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requirement of the Basic Inequality is fulfilled, namely we prove that for any (2j − 1)-attractor
functional g and for any interval J ⊂ {1, . . . , n2j−1} we have
∣∣∣∣g
(∑
k∈J
x4k−3 − x4k−1
)∣∣∣∣ 5C( max∣∣g(xi)∣∣+m−42j−1#J ). (10.5)
Let g=m−12j−1
∑d
i=1 gi , d  n2j−1. If g=f =m−12j−1
∑n2j−1
i=1 fi then |g(
∑
k x4k−3 − x4k−1)|=0.
For any attractor functional g different from f following the proof of Corollary 10.5 we get that
(10.5) holds. 
11. Spaces with no p as a spreading model
In this section we show that the space Xξ does not admit c0 or p,1 p <∞, as a spreading
model. Actually we show that this holds for a wider class of Banach spaces which describe
now.
Let G be a ground set. Let WG denote the smallest subset of c00(N) which
(1) is symmetric, closed under the projections of its elements on intervals of N and G⊂ WG,
(2) for every j ∈ N is closed under the (Anj ,m−1j )-operation,
(3) whenever (fi)di=1 is the result of an (Anji ,m
−1
ji
)-operation with njk = njm for k = m, then∑d
i=1 λifi ∈ WG for all (λi)di=1 ∈ B2 ∩ [Q]<∞,
(4) is rationally convex.
Definition 11.1. A subset DG of WG is said to be an extension of G if:
(i) The set DG is symmetric, closed under the projections of its elements on intervals of N and
G⊂DG.
(ii) For any j ∈ N we have that DG is closed under the (An2j ,m−12j )-operation.
(iii) Whenever (fi)di=1 is the result of an (Anji ,m
−1
ji
)-operation with njk = njm for k = m, then∑d
i=1 λifi ∈DG for all (λi)di=1 ∈ B2 ∩ [Q]<∞.
(iv) It is rationally convex.
Definition 11.2. Let DG be an extension subset of WG. We define YDG = (c00(N),‖ · ‖DG).
We prove now the following theorem.
Theorem 11.3. Let G be a ground set such that the corresponding space XG does not admit 1
as a spreading model. Then for every extension DG the space YDG does not admit any p or c0
as a spreading model.
Remark 11.4. The first example of a Banach space X with no p as a spreading model was given
by E. Odell and Th. Schlumprecht [26]. The spaces we consider in Theorem 11.3 are extensions
of their example. In particular the space YDG is similar to their example when G= {±e∗n: n ∈ N}
and DG = WG. Our proof provides also an alternative proof of their result.
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that only 1 is finitely block representable in YDG and hence YDG does not admit c0 or p , p > 1,
as a spreading model. We prove now that the space YDG does not contain a normalized sequence
generating an 1-spreading model.
Since the space XG does not admit 1 as a spreading model Erdös–Magidor theorem [12],
yields that for every bounded sequence (xn)n∈N and every  > 0 we can choose a block sequence
(yn)n∈N of (xn)n∈N where each yn =∑k∈Fn xk/n0, #Fn = n0, such that ‖yn‖G < .
Also by Fact 6.5 if a sequence (xn)n∈N generates an 1-spreading model with constant c then
for every  > 0 there exists a block sequence (yn)n∈N of (xn)n∈N generating an 1-spreading
model with constant (1 − )−1. So assuming that a normalized block sequence (yn) generates an
1-spreading model with constant C, passing to suitable block sequence (zn)n∈N of (yn)n∈N we
may assume that:
(A) (zn)n∈N generates an 1-spreading model with constant (1 − )−1.
(B) ‖zn‖G <  for every n ∈ N.
We shall need also the following lemmas.
Lemma 11.5. Let x ∈ YDG . Then for every  > 0 there exists j0 ∈ N such that for every φ ∈DG
of type II with ind(φ) > j0 it holds that |φ(x)|< .
The proof is similar to the proof of Lemma 6.1 and we omit it.
Lemma 11.6. Assume that (zn)n∈N satisfies (A) and (B) for  = 10−3. Then there exists j0 ∈ N
such that for all n ∈ N there exists φ of type II with ind(φ) j0 such that |φ(zn)| 0.9.
Proof. Let φ ∈ DG be such that φ(z2 + zn)  1.998. It follows that |φ(z2)|  0.998 and
|φ(zn)| 0.998.
By (B) we get that φ =∑di=1 λifi , where each fi is a weighted functional i.e. is a result
of an (Anji ,m
−1
ji
)-operation and weights of (fi)di=1 are different. Let j0 ∈ N be the number we
obtain from Lemma 11.5 for z2. Setting A= {i  d: w(fi)mj0} and B its complement we get|∑i∈B λifi(z2)|< 0.001. Therefore
(∑
i∈A
λ2i
)1/2

∣∣∣∣∑
i∈A
λifi(z2)
∣∣∣∣ 0.997.
It follows that
(∑
i∈B
λ2i
)1/2

(
1 − 0.9972)1/2 ⇒ ∥∥∥∥∑
i∈B
λifi
∥∥∥∥ 0.09.
Hence |∑i∈A λifi(zn)| 0.9. 
By the above lemma we get that
for every φ of type II with ind(φ) > j0 it holds that
∣∣φ(zn)∣∣< 0.6 for all n ∈ N. (11.1)
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previous lemma we get φ1 of type II with ind(φ1)  j0 such that φ1(zn)  0.9. It follows that
φ = 1√
2
(φ1 + φ2) ∈DG and hence ‖zn‖ φ(zn) 0.9+0.6√2 > 1, a contradiction.
Consider now the vector u = 1
nj0+1
∑nj0+1
i=1 znj0+1+i . Since we have that (zn)n∈N generates an
1-spreading model with constant 0.999−1, there exists φ ∈ DG such that φ(u)  0.999. Since
‖zn‖G  10−3 for all n ∈ N we get that φ =∑di=1 λifi where each fi is a weighted functional
and their weights are different. Set
R1 =
{
i: w(fi)mj0
}
and R2 =
{
i: w(fi) > mj0
}
.
By (11.1) for every n we obtain |∑i∈R2 λifi(zn)| 0.6 and hence
∣∣∣∣∑
i∈R2
λifi(u)
∣∣∣∣ 0.6. (11.2)
On the other hand if i ∈R1 by Lemma 7.7 we get |fi(u)| 2w(fi) .
Combining the above inequality with (11.2) we get
0.999
∣∣φ(u)∣∣∑
i∈R1
2|λi |
w(fi)
+ 0.6 < 0.8,
a contradiction. 
Corollary 11.7. The space Xξ does not admit any p (or c0) as a spreading model.
Remark 11.8. As we have mention we use the method of attractors in order to get a space with
the heterogeneous properties not admitting any p as a spreading model and having hereditary
Bourgain 1-index greater then ωξ . The conditional structure imposed by the attractors implies
that the space is also HI. We can also construct an HI space admitting no p as spreading model
using more classical mixed Tsirelson saturation, avoiding the method of attractors. Namely let
KHI be the smallest subset of c00(N) which:
(1) KHI is symmetric i.e. if f ∈ KHI then −f ∈ KHI , it is closed under the restriction of its
elements to intervals of N and {e∗n: n ∈ N} ⊂KHI .
(2) KHI is closed under (An2j ,m−12j )-operations.
(3) KHI is closed under (An2j−1 ,m−12j−1)-operations on special sequences.
(4) KHI is closed under the operation
∑
i∈A λifi whenever:
(a) fi is the result of an (Anji ,m
−1
ji
)-operation and nji = njk for every i = k ∈A.
(b) (λi)i∈A ∈ B2 ∩ [Q]<∞.
(5) KHI is rationally convex.
To complete the definition of KHI we must define the special sequences. An n2j−1-special se-
quence (fi)
n2j−1 is defined as the n2j−1-attractor sequence (Definition 7.1) with the exceptioni=1
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−1
2σ(f1,...,f2i−1))-operation of func-
tionals of KHI instead of (e∗λ2i ) we use in the attractor sequence. We define the space XHI as the
completion of (c00(N),‖ · ‖KHI ).
Observe that since as a ground set we take the set {e∗n: n ∈ N} Theorem 11.3 yields that the
space XHI does not admit any p or c0 as a spreading model. In order to show that XHI is HI
space we follow the method initiated in [17] and extended in [8,3,7].
12. The c0-index of the dual of Xξ
We show now that every subspace of the dual space X∗ξ has c0-index greater than ωξ and
does not contain a sequence generating a c0-spreading model. As it was mentioned before, high
hereditary c0-index in the dual space does not guarantee high hereditary 1-index in Xξ , therefore
in order to complete our construction we will pass to a quotient space (Section 13).
As we have observe in Remark 9.6 the set Kξ is a norm-dense subset of BX∗ξ . So proving that
every block subspace generated by a block sequence of elements of Kξ has c0-index greater than
ωξ we get that the same holds for all block subspaces of X∗ξ . Hence in the sequel we will assume
that the block subspaces are generated by block sequences of Kξ .
We shall need the dual result to Proposition 7.8.
Proposition 12.1. For every j ∈ N every block subspace Y of X∗ξ contains a 2 − c
n2j
0 average
i.e. there exists a block sequence (x∗i )
n2j
i=1 in Y such that ‖x∗i ‖  2−1 for every i  n2j and
2−1  ‖∑n2ji=1 x∗i ‖ 1.
For the proof see Lemma 5.4 in [8].
Lemma 12.2. Let Y be a block subspace of X∗ξ , j,  ∈ N. Then there exists an attracting sequence
(yi, y
∗
i )
n2j−1
i=1 such that  < y∗1 , y∗2i−1 ∈ Y for all i  n2j−1/2, and moreover
∥∥∥∥∥ 1m22j−1
n2j−1/2∑
i=1
y∗2i−1 −
1
m22j−1
n2j−1/2∑
i=1
y∗2i
∥∥∥∥∥ 1m2j−1 . (12.1)
Proof. As we note before we may assume Y is generated by elements of Kξ . By Proposition 12.1
for every j ∈ N we choose x∗i , i ∈ N such that x∗i is a 2 − c
n2ji
0 average. Let x
∗
i =
∑n2ji
t=1 x∗i,t and
xi =∑n2jit=1 xi,tn2ji where x∗i,t (xi,t ) 2−1 and ‖xi,t‖ = 1.
Let 1 < j ∈ N. Passing to a subsequence we may assume that (xi)n2ji=1 is a (3,1/n2j )-RIS and
minsuppxi >  for every i ∈ N. By Proposition 5.6 for every g ∈Gξ holds
#
{
n ∈ N: ∣∣g(xn)∣∣ 2
m22j
}
 20m42j  n2j−1.
Set y˘ = m2j
n2j
∑n2j
i=1 xi and y∗ =m−12j
∑n2j
i=1 x∗i .
Then setting y := λy˘ for some λ ∈ [1,2], Proposition 9.4 yields that (y, y∗) is a (6,2j)-exact
pair.
1196 S.A. Argyros et al. / Journal of Functional Analysis 261 (2011) 1145–1203Note that for every g ∈Gξ , setting A= {i: |g(xi)| 2
m22j
} we get
∣∣g(y)∣∣ 2m2j
n2j
(∑
i∈A
∣∣g(xi)∣∣+∑
i /∈A
∣∣g(xi)∣∣
)
 2m2j
n2j
(
n2j−1 + 2n2j
m22j
)
 6
m2j
. (12.2)
It follows that for every j ∈ N and every block subspace we have a (6,2j)-exact pair (y, y∗)
with y∗ ∈ Y and ‖y‖Gξ  6/m2j .
Therefore we are able to construct for every j,  ∈ N an n2j−1-attracting sequence (yi,y∗i )
n2j−1
i=1
with  < y∗2i−1 ∈ Y ∗, (y2i−1, y∗2i−1) – a (6,2j2i−1)-exact pair and ‖y2i−1‖Gξ < m−22j−1 for ev-
ery i. From Corollary 10.5 we get
1
2m22j−1

∥∥∥∥∥ 1n2j−1
n2j−1∑
i=1
(−1)iyi
∥∥∥∥∥ 90m22j−1 .
Setting z∗j =m−22j−1
∑n2j−1/2
i=1 y∗2i−1 and w∗j = −m−22j−1
∑n2j−1/2
i=1 y∗2i we get that
∥∥z∗j∥∥,∥∥w∗j∥∥ 1180 , and
∥∥z∗j −w∗j∥∥ 1m2j−1 .  (12.3)
Notation 12.3. Let us denote by Tξ the tree Tξ = {s: s ∈ Sξ }, where we consider s as a finite
increasing sequence, ordered by the initial segment inclusion. For L ∈ [N] we denote by Tξ [L]
the tree corresponding to Sξ [L].
In the next lemma to avoid complicated notation for s, t ∈ Tξ [L] we shall write t ∈ seg(s) if t
is an inital segment of s. Also for an increasing finite sequence Ln = {l1, . . . , ln} we shall denote
by Sξ [Ln] the finite set of elements s ∈ Sξ such that s ⊂ Ln.
Proposition 12.4. Let Y be a block subspace of X∗ξ . Then there exist L ∈ [N] and a block tree
(y∗s )s∈Tξ [L] such that for every branch B of the tree Tξ [L] it holds that (y∗s )s∈B is 360-equivalent
to the unit vector basis of #B∞ .
Proof. Inductively we shall choose an increasing sequence of positive integers l1 < l2 <
· · · , such that for every n ∈ N and every s ∈ Sξ [{l1, . . . , ln}] there exist a block sequence
(y∗t )t∈seg(s) ⊂ Y and a special sequence (gt )t∈seg(s) in Gξ such that
max t < y∗t , 1/180 <
∥∥y∗t ∥∥, ∥∥y∗t − gt∥∥<m−12jt−1, (12.4)
gu < max t < gt if u ∈ seg(t) and gt ∈Gjt1 , (12.5)
where jt = σ1((gu)u∈seg(t)). Note that if s is a singleton we choose js ∈ M1 (see Defini-
tion 4.2).
Assume that for some n ∈ N, l1 < · · · < ln have been chosen. We choose ln+1 >
max{suppg∗s : s ∈ Sξ [l1, . . . , ln]} and set Ln+1 = {l1, . . . , ln+1}. Note that (12.4) yields
ln+1 > ln.
Enumerate the elements s of Sξ [Ln+1] satisfying max s = ln+1 as s1, . . . , sd . By a finite in-
duction we shall define y∗ , gs for any i = 1, . . . , d . We present the general case.si i
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(y∗t )t∈seg(ti ) and a special sequence (gt )t∈seg(ti ) ⊂G1 such that (12.4), (12.5) are satisfied.
Let jsi = σ1((gt )t∈seg(ti )). Using Lemma 12.2 we choose y∗si ∈ Y and gsi ∈ G
jsi
1 such that
ln+1 < y∗si , gsi ,
1/180 <
∥∥y∗s ∥∥ and ∥∥y∗si − gsi∥∥<m−12jsi−1.
Moreover the sequence (gt )t∈seg(si ) is a special sequence and hence
∑
s∈seg(si ) sgs ∈ Gξ
for every s ∈ {−1,1}. It follows that (y∗s )s∈seg(si ) is 360-equivalent to the unit vector basis
of #si∞ .
This completes the inductive definition of the set L = {l1, . . . , ln, . . .} and the block fam-
ily (y∗s )s∈Tξ [L]. It readily follows that for every branch B of Tξ [L] the family (y∗s )s∈seg(B) is
equivalent to the ubv#B∞ and hence the Bourgain c0-index of the subspace Y is greater than
o(Tξ [L]) ωξ . 
Proposition 12.5.
(a) The c0-index of every subspace Y of X∗ξ is greater than ωξ .
(b) The dual space X∗ξ of Xξ does not contain a normalized basic sequence generating a c0-
spreading model.
Proof. (a) It follows from the previous proposition. (b) Notice that if there is a normalized basic
sequence in X∗ξ generating a c0-spreading model, then we get also a block sequence (fn) gener-
ating a c0-spreading model, and then a normalized block sequence (xn)⊂Xξ with fi(xj )= δi,j
generates an 1-spreading model in Xξ , a contradiction with Corollary 11.7. 
13. The space Xξ
In this section we define our final space Xξ as a suitable quotient Xξ/XL and show the desired
properties of Xξ (Corollaries 13.6 and 13.7). In order to this we show for any subspace Y ⊂ Xξ
with Y/XL infinite-dimensional the existence of an 1 average and a norming functional with
controlled behavior with respect to Y/XL and X⊥L (Lemma 13.2) and consequently the existence
of a suitable attracting sequence (Corollary 13.4).
For an infinite subset L of N we set XL = 〈(en)n∈L〉, where (en)n∈N is the basis of Xξ . We
shall prove that for every L ∈ [N] with N \ L also infinite and satisfying #(L ∩ Λi) = ∞ and
#((N \ L) ∩ Λi) = ∞ for every i ∈ N, the quotient space Xξ = Xξ/XL, does not contain a
(normalized) sequence generating an 1-spreading model but every of its subspaces has 1-index
greater than ωξ . Let Q :Xξ →Xξ denote the quotient map.
Let N = L∪M , where M ∩L= ∅. First we prove the following
Proposition 13.1. The sequence (Q(en))n∈M is a basis for the quotient Xξ .
Proof. For every x = ∑n∈N anen ∈ Xξ we get Q(x) = ∑n∈M anQ(en). Let M = (mi) and
j < n. By the bimonotonicity of (en)n∈N we have that ‖∑ni=1 amiQ(emi )‖ = ‖∑mni=m1 aiei‖ for
some ai, i ∈ [m1,mn]. Using again that (en)n∈N is bimonotone, for every j < n we obtain
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mj∑
i=m1
aiei
∥∥∥∥∥
∥∥∥∥∥
mn∑
i=m1
aiei
∥∥∥∥∥=
∥∥∥∥∥
n∑
i=1
amiQ(emi )
∥∥∥∥∥
and therefore ‖∑ji=1 amiQ(emi )‖ ‖∑mji=m1 aiei‖ ‖∑ni=1 amiQ(emi )‖. 
We shall need the following result which is analogous to Lemma 11 [13].
Lemma 13.2. Let N,m ∈ N,  ∈ (0,1/4) and Y be subspace of Xξ such that the quotient Y/XL
is infinite-dimensional. Then there exist a 2 − N1 average x ∈ {ei : i m} and f ∈Kξ such that
f (x) 1/2, minsuppf minsuppx,
dist
(
Q(x),Y/XL
)
<  and dist
(
f,X⊥L
)
< .
Proof. Let (n)n∈N be positive numbers with
∑
n n < . Let (yˆn)n∈N be a normalized w-null
sequence in Y/XL. Passing to a subsequence we may assume that (yˆn)n∈N is (n)-close to a
normalized block sequence (xˆn)n∈N ∈Xξ and there exists xn ∈Xξ such that
Q(xn)= xˆn, ‖xn‖ = ‖xˆn‖ and range(xn)=
[
minsupp(xˆn),maxsupp(xˆn)
]
.
Let also y∗n ∈ X∗ξ = X⊥L such that y∗n(xn) = 1 = ‖xˆn‖, ‖y∗n‖ = 1 for every n ∈ N. Since (e∗n)n∈N
is bimonotone basis of X∗ξ , setting x∗n = Eny∗n , where En = range(xn), we get that (x∗n)n∈N is a
block sequence such that
∥∥x∗n∥∥ ∥∥y∗n∥∥, x∗n(xn)= y∗n(xn) and x∗n ∈X⊥L .
Let k, j ∈ N be such that 2k > m22j and Nk  n2j . Such j, k exist, since by definition n2j =
(2n2j−1)s2j−1 and 2s2j−1 = m32j . Hence if N  m2j−1 setting k = s2j−1 we get Nk  n2j and
2−k < m−22j . We set
A1 =
{
L ∈ [N]: L= (li)i∈N:
∥∥∥∥∥ 1N
N∑
i=1
xˆli
∥∥∥∥∥
Xξ
> 1/2
}
.
By Ramsey theorem we may find an L ∈ [N] such that either [L] ⊂A1 or [L] ∩A1 = ∅.
Assume first that [L] ⊂ A1. We may assume that xminL  m. Since xˆn = Q(xn) for every
n ∈ N it follows that
∥∥∥∥∥ 1N
N∑
i=1
xli
∥∥∥∥∥
∥∥∥∥∥ 1N
N∑
i=1
xˆli
∥∥∥∥∥
Xξ
> 1/2.
Let x = 1
N
∑N
i=1 xli . Take g ∈ X∗ξ = X⊥L such that g( 1N
∑N
i=1 xli ) > 1/2. As before we may
assume that minsuppx = minsuppg.
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N
∑N
i=1 xli ) we get
dist(xˆ, Y/XL)
∥∥∥∥∥ 1N
N∑
i=1
(xˆli − yˆli )
∥∥∥∥∥
Xξ
 1
N
N∑
i=1
‖xˆli − yˆli‖Xξ <
∑
i
li  .
Since BX∗ξ =Kξw
∗
we choose f ∈Kξ with
f (x) 1/2, minsuppf minsuppx and ‖f − g‖< .
This is possible by taking an interval B such that ‖g − Bg‖ < /2 and using that minsuppx =
minsuppg and BX∗ξ =Kξw
∗
.
Assume now that [L] ∩A1 = ∅. Set yˆ(1)n = 1N
∑
i∈Fn xˆli where #Fi =N , Fn < Fn+1 for every
n and
⋃
i Fi = L.
Passing to a subsequence we may assume that there exists a1  2 such that xˆ(2)n =
a1
1
N
∑
i∈Fn xˆ
(1)
i is a normalized sequence in Y/Z. We may again apply Ramsey theorem defining
A2 as before. If we get some L with [L] ⊂A2 the proof finishes as before.
Assume that in none of the first k steps we get L ∈ [N] with [L] ⊂ Ak . Then there exist
a1, a2, . . . , ak  2 and l1 < l2 < · · ·< lNk in N such that the vector
yˆ = a1a2 · · · · · ak 1
Nk
Nk∑
i=1
xˆli
satisfies ‖yˆ‖Xξ = 1.
The functional y∗ = 1
m2j
∑Nk
i=1 x∗li ∈X⊥L satisfies ‖y∗‖ 1. Therefore
1 = ‖yˆ‖Xξ  y∗(yˆ)=
2kNk
m2jNk
= 2
k
m2j
which contradicts our choice of k and j . 
Corollary 13.3. Let Y/XL be an infinitely-dimensional subspace of the quotient Xξ/XL. For
every j ∈ N,  > 0 there exists a (6,2j)-exact pair (y, f ) such that
(1) dist(Q(y),Y/XL) <  and dist(f,X⊥L ) < ,
(2) ‖y‖Gξ < 6m−12j .
Proof. Let j ∈ N and (i)i ⊂ (0,1) such that ∑i i <   n−12j . Using Lemma 13.2 inductively
we choose (zi, fi)
n2j
i=1 ∈ (c00(N)×Kξ) such that:
(a) zi is a 2 − n2ji1 average and (zi)
n2j
i=1 is a (3, )-RIS.
(b) dist(Q(zi), Y/XL) < i and dist(fi,X⊥L ) < i for every i.
(c) fi(zi) 1/2.
(d) range(zi)∪ range(fi) < range(zi+1)∪ range(fi+1) for every i.
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cardinality at most nj−1. Setting z = m2jn2j
∑n2j
i=1 zi and f = m−12j
∑n2j
i=1 fi we have f (z)  1/2.
Taking y := λz for some λ ∈ [1,2] we get from Proposition 9.4 that (y, f ) is a (6,2j)-exact pair.
It is easy to see that the exact pair (y, f ) satisfies the requirements (1). The argument of (12.2)
yields that (2) also holds. 
Corollary 13.4. For every j ∈ N, any Y/XL infinitely-dimensional subspace of the quotient
Xξ/XL and any  > 0 there exists a (6,2j − 1)-attracting sequence (yi, fi)n2j−1i=1 with the asso-
ciated sequence (ji)i such that:
(A) suppf2i = suppy2i ⊂ L.
(B) For every i  n2j−1, (y2i−1, f2i−1) is a (6, j2i−1)-exact pair and ‖y2i−1‖Gξ < m−22j−1.
(C) dist(Q(∑i y2i−1), Y/XL) < .
(D) There exists g ∈X⊥L with
∥∥∥∥∥g − 1m22j−1
n2j−1/2∑
i=1
f2i−1
∥∥∥∥∥m−22j−1 and
∥∥∥∥∥g − 1m22j−1
n2j−1/2∑
i=1
f2i
∥∥∥∥∥ 2m−12j−1.
Proof. Using Corollary 13.3 and assumption on the set L we can choose an attracting se-
quence (yi, fi)
n2j−1
i=1 such that (A) holds and for every i  n2j−1/2 the couple (y2i−1, f2i−1)
is a (6, j2i−1)-exact pair satisfying the conclusion of Corollary 13.3 for i = 2−i , i.e.
(1) dist(Q(y2i−1), Y/XL) < i and dist(f2i−1,X⊥L ) < i ,
(2) ‖y2i−1‖Gξ < 6m−1j2i−1 <m−22j−1.
For every i  n2j−1/2 choose g2i−1 ∈ X⊥L with ‖f2i−1 − g2i−1‖ < 2−i and let g =
m−22j−1
∑n2j−1/2
i=1 g2i−1.
By Corollaries 10.5, 10.6 the chosen vectors and functionals satisfy the desired condi-
tions. 
Corollary 13.5. Let Y/XL be a subspace of the quotient space Xξ , , j ∈ N. Then there exist
u ∈Xξ , g ∈X⊥L and z∗ ∈Gj1 such that
 < u, z∗, dist(uˆ, Y/XL) < 1/16j , range(g)⊂ range(u),
‖g‖ 2, ∥∥g − z∗∥∥<m22j−1 and 1/8 g(u)/2 ‖uˆ‖ 90.
Proof. By Corollary 13.4 we can choose for every subspace Y/XL of the quotient Xξ and any j
an attracting sequence (yl, fl)
n2j−1
l=1 and g ∈X⊥L such that for all l, ‖yl‖G <m−22j−1 and for
z∗ =m−22j−1
n2j−1/2∑
l=1
f2l ∈G1, f =m−22j−1
n2j−1/2∑
l=1
f2l−1, u=
m22j−1
n2j−1
n2j−1∑
l=1
(−1)l+1yl
S.A. Argyros et al. / Journal of Functional Analysis 261 (2011) 1145–1203 1201we have
∥∥g − z∗∥∥< 2m−12j−1 and ‖g − f ‖m−22j−1 and dist(Q(u),Y/XL)< 16−j .
In particular we get ‖g‖ 2. Setting uˆ=Q(u) we get by Corollary 10.5
1
8
 1
4
−m−22j−1/2 f (u)/2 − ‖f − g‖/2 g(u)/2 ‖uˆ‖Xξ

∥∥∥∥∥
m22j−1
n2j−1
n2j−1∑
l=1
(−1)l+1yl
∥∥∥∥∥ 90.
It readily follows that taking instead of g the functional Eg, E = range(u) all the above
holds. 
Proposition 13.6. Every subspace of the quotient Xξ has 1-index greater than ωξ .
The proof of the proposition follows the lines of the proof of Proposition 12.4 using the above
corollary.
Corollary 13.7. The space Xξ = Xξ/XL does not contain a normalized basic sequence gener-
ating an 1-spreading model.
Proof. If a normalized basic sequence (xˆn)n∈N ⊂Xξ generates an 1-spreading model in Xξ , we
may assume that it is a block sequence. Then we get a block sequence in Xξ which generates an
1-spreading model, a contradiction by Corollary 11.7. 
Gathering the results of this and previous sections we obtain the following
Theorem 13.8. For every countable ordinal ξ there exists a separable reflexive Hereditarily
Indecomposable Banach space Xξ with the hereditary Bourgain 1-index greater than ωξ such
that Xξ does not admit an 1-spreading model. Moreover the dual space X∗ξ has the hereditary
c0-index greater than ωξ and does not admit a c0-spreading model.
Proof. By the previous results the space Xξ has all required properties except that it is HI which
we prove now. By Corollaries 13.3, 13.4 for any infinite-dimensional subspaces W/XL, Z/XL
of Xξ , any j ∈ N and (i) ⊂ (0,1) with  =∑i i < 1/(2m2j−1) we can choose a (6,2j − 1)-
attracting sequence (yi, fi)
n2j−1
i=1 such that conditions (B), (D) of Corollary 13.4 are satisfied while
(A) and (C) are replaced by
(A′) suppf2i = suppy2i ⊂ N \L and dist(f2i−1,X⊥L ) < i for every i,
(C′) dist(Q(∑ y4i−3),W/XL) <  and dist(Q(∑ y4i−1),Z/XL) < .i i
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m2j−1
∑n2j−1/2
i=1 f2i−1 + f2i has norm at most one and
its distance from X⊥L is less than . It follows that∥∥∥∥Q
(∑
i
y4i−3
)
+Q
(∑
i
y4i−1
)∥∥∥∥ n2j−12m2j−1 − 2.
On the other hand as in Theorem 10.8 we get
∥∥∥∥Q
(∑
i
y4i−3
)
−Q
(∑
i
y4i−1
)∥∥∥∥
∥∥∥∥∑
i
y4i−3 −
∑
i
y4i−1
∥∥∥∥ 15Cn2j−1m22j−1 .
The above two inequalities imply that Xξ is HI. 
We close with the following problem brought to our attention by the referee.
Problem. Let ξ be a countable ordinal. Does there exist a reflexive Banach space Yξ with an
unconditional basis not admitting 1 as a spreading model and with hereditary 1-index greater
than ωξ ?
As we pointed out in the introduction this problem could have a positive answer. However it
seems that it requires more effort than the construction of the space Xξ .
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