A Review of Well-Known Robust Line Search and Trust Region Numerical Optimization Algorithms for Solving Nonlinear Least-Squares Problems by KISETA, Jacques SABITI & AKUMOSO, Roger LIENDI
1 Published by Scientific Research Initiative, 3112 Jarvis Ave, Warren, MI 48091, USA 
  
International Science Review 2(2), 2021                         ISSN 2693-0315 
 A Review of Well-Known Robust Line 
Search and Trust Region Numerical 
Optimization Algorithms for Solving Nonlinear 
Least-Squares Problems 
Jacques SABITI KISETA *1,2,3 & Roger LIENDI AKUMOSO1,3 
1Faculty of Economics and Management, Bel Campus Technological University of Kinshasa 
2Commercial and Financial Sciences Section of Higher Institute of Commerce (ISC-Kinshasa) 
3Statistics Section of Higher Statistical Institute (ISS-Kinshasa) 
Democratic Republic of Congo 




Citation: KISETA, J.S., AKUMOSO, R. L. (2021). A Review of Well-Known Robust Line Search and Trust Region 
Numerical Optimization Algorithms for Solving Nonlinear Least-Squares Problems International Science 
Review, 2(3), 1-17. Doi: https://doi.org/10.47285/isr.v2i3.106 
 
Research Article    
Abstract 
The conditional, unconditional, or the exact maximum likelihood estimation and the least-squares 
estimation involve minimizing either the conditional or the unconditional residual sum of squares. 
The maximum likelihood estimation (MLE) approach and the nonlinear least squares (NLS) 
procedure involve an iterative search technique for obtaining global rather than local optimal 
estimates. Several authors have presented brief overviews of algorithms for solving NLS problems. 
Snezana S. Djordjevic (2019) presented a review of some unconstrained optimization methods 
based on the line search techniques. Mahaboob et al. (2017) proposed a different approach to 
estimate nonlinear regression models using numerical methods also based on the line search 
techniques. Mohammad, Waziri, and Santos (2019) have briefly reviewed methods for solving NLS 
problems, paying special attention to the structured quasi-Newton methods which are the family 
of the search line techniques. Ya-Xiang Yuan (2011) reviewed some recent results on numerical 
methods for nonlinear equations and NLS problems based on online searches and trust regions 
techniques, particularly on Levenberg-Marquardt type methods, quasi-Newton type methods, 
and trust regions algorithms. The purpose of this paper is to review some online searches and trust 
region's more well-known robust numerical optimization algorithms and the most used in practice 
for the estimation of time series models and other nonlinear regression models. The line searches 
algorithms considered are: Gradient algorithm, Steepest Descent (SD) algorithm, Newton-
Raphson (NR) algorithm, Murray’s algorithm, Quasi-Newton (QN) algorithm, Gauss-Newton (GN) 
algorithm, Fletcher and Powell algorithm (FP), Broyden-Fletcher-Goldfarb-Shanno (BFGS) 
algorithm. While the only trust-region algorithm considered is the Levenberg-Marquardt (LM) 
algorithm. We also give some main advantages and disadvantages of these different algorithms. 
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1. Introduction 
We consider the optimization problem (without constraints) which consists in minimizing , a 
real-valued function of real variables . The minimization algorithms that we 
shall describe are derived under the assumption that the function has continuous second 
derivatives. We use the following notations. The gradient vector of  a point  is the vector of 
the first derivatives  noted by : 
                                        (1) 
while the Hessian matrix at  is the  matrix of second derivatives noted by : 
.                                                     (2) 
For a function with continuous second derivatives, the conditions and is 
positive semi-definite are necessary for to be a local or global minimum of , while the 
conditions and is positive definite are sufficient for to be a local minimum 
of . When is a convex function, then  is a necessary and sufficient condition to 
have a global minimum. In this case,  is called a stationary point . We assume that  is 
continuous and has continuous first derivatives. Since in all cases, the stationary of is a 
necessary optimality condition, practically all unconstrained optimization algorithms in consist 
in looking for a stationary point such that this problem is equivalent to the solution 
of the system of nonlinear equations: 
     .                                      (3) 
To solve this system directly leads to the Newton algorithm. However, the algorithm cannot 
converge if the initial point of the iterations is too far away . 
Moreover, one assumes that the function  is twice continuously differentiable and it requires the 
computation of second derivatives at every point. This is why several algorithms operate in a 
different way. They proceed by an iterative approach, where an initial point is provided, from 
which the algorithm generates a sequence of points that are intended to 
converge to a local optimum . At each stage , the point  is defined as: 
               .                                      (4) 
where  is a displacement direction which may be : 
(i) either gradient of  at  such that  ; 
(ii) or computed from the gradient ; 
(iii) or chosen in a more or less arbitrary manner with the condition that it is a descent 
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In (4),  is obtained by a linear search or prior knowledge based on the theory of the method. 
The problem encountered in several algorithms is the determination of the direction from 
which the new estimator  is obtained. 
In the sequel, we describe algorithms for minimizing the nonlinear objective functions that exploit 
the structure in the gradient  given in (1) and Hessian given in (2). They are based on 
the Newton and Quasi-Newton algorithms with modifications that exploit the particular structure 
of the function . 
 
2. Numerical optimization algorithms 
 
2.1. The gradient algorithm 
The first criterion for a direction is that it must be a direction in which the function  is decreasing. 
Given this requirement, an appropriate approach is to choose the direction  in which is 
decreasing most quickly . This choice produces: 
                                                              (5) 
and a strategy based on this choice is called the ‘steepest descent’. This algorithm proceeds as 
follows (Minoux, 1986). Start from a point and compute the gradient . Since that 
gradient gives the direction of the largest increase of , make a stage of size  in the opposite 
direction to the gradient and find the point  such that : 
.                                                              (6) 
The procedure is repeated and generates the points  according to  
,                               (7) 
where  is a positive constant sufficiently small chosen such that or is 
obtained by linear search such that 
 
(Wolfe, 1978). Otherwise, set
 and so on until obtaining a final value . Note that the disadvantage of the 
gradient algorithm is due to its very slow convergence for certain types of functions. 
 
2.2. The steepest descent algorithm 
This algorithm is frequently used where  is chosen to minimize the function of . 
                                                      (8) 
on the set of . The steepest descent algorithm is described by the following stages: 
Stage 1: choose a starting point  and set  ; 
Stage 2: compute the gradient and take the direction  as  ; 
Stage 3: compute  such that 
                                (9) 






































  ,...2,1,0J 0)( J
)( J )()(
)()1( JJ FF  





J   )1( J
)( J 




)()( JJ GD 
)( J
   )()(
0




)()()()1( JJJJ D 
International Science Review 2(3), 2021 
4 Published by Scientific Research Initiative, 3112 Jarvis Ave, Warren, MI 48091, USA 
 
Stage 5: if a selected convergence criterion is satisfied, stop the procedure. Otherwise, set 
and go to stage 2. 
 
That algorithm is in general rather expensive in terms of a number of function evaluations or of 
gradient computations and has also the zigzag characteristic when applied to ill-conditioned 
functions. 
 
2.3. Newton's algorithm 
Let us assume that the function  is twice continuously differentiable and that all second 
derivatives can be computed. The idea consists in replacing into the neighborhood of the current 
point , the function  by the quadratic approximation 
.          (10) 
Then is taken as the minimum of  if it exists. This can only be the case when  is 
a positive matrix. The function is then strictly convex and has a unique minimum  given 
by . This leads to the linear system 
                                            (11) 
and the recurrence equation is given by : 
                                            (12) 
where is positive definite? 
This is Newton's algorithm which is also called the Newton-Raphson algorithm especially when it 
is used to optimize the log-likelihood function (Seber, 1989). That algorithm is described as follows 
(Wolfe, 1978). The stages are: 
Stage 1: choose a starting point  and set  ; 
Stage 2: compute the gradient  and the Hessian  ; 
Stage 3: compute the direction  by solving the system of linear equations  
                                                (13) 
Stage 4: compute . 
Stage 5: if a selected convergence criterion is satisfied, stop the procedure. Otherwise, set 
and go to stage 2. 
An interesting property of the algorithm is the fact that it can converge in a single-stage when 
applied to a strictly convex quadratic function. If the starting point is too far away , then 
the algorithm might not converge. To overcome these difficulties (Minoux, 1986), it is, therefore, 
necessary to introduce a number of modifications. Since, the approximation of the function 
 by  is only valid in the neighborhood of , stage four can be controlled through 
an iterative formula  
                                      (14) 
where is a scalar chosen so that the nom is not too large.  It can also be chosen 
so that  minimize  in the direction 
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Another difficulty may arise when the Hessian is not positive definite. In this case, the 
displacement direction may not be a decent direction and the 
global convergence of the algorithm is not guaranteed. 
Some authors have suggested to perturb slightly the Hessian for obtaining a positive 
definite matrix . We obtain than the iterative recurrence 
                                      (16) 
where the scalar  is found by one of the algorithms described above. The fact that the matrix 
 is positive definite ensures that the displacement direction  is a 
descent direction, since 
.                                      (17) 
The construction of  from  can be obtained as 
                                                         (18) 
where  is a scalar chosen to be as small as possible, subject to the constraint that all 
eigenvalues of be larger than or equal to a given constant . 
 
As noted in Wolfe (1978), Newton's algorithm is in general subject to the following causes of failure 
during the iteration: 
(1)  exists and is positive definite, but the  is so large that 
 ; 
(2) the direction  is orthogonal to  ; 
(3)  exists but is not positive definite ; 
(4)  does not exist. 
For reducing the probability of failure of Newton's algorithm due to these causes, a better choice 
for the direction  and  consists in satisfying  
                                                 (19) 
such that a value of . For that, a simple strategy (Wolfe, 1978) for computing a value 
of  which satisfies (19) is : 
(1) set  ; 
(2) compute  ; 
(3) if  go to stage 5 ; 
(4) set  and go to stage 2 ; 
(5) set  and  ; 
(6) if a convergence criterion is satisfied, then stop the procedure. 
Note that the introduction of the parameter  computed as above safeguards Newton's 
algorithm against the first cause of failure. There are also a number of objections to Newton's 
algorithm as a computational procedure, the most important of which are as follows (Wolfe, 1978) 
: 
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- to evaluate , we must compute  function values from the second 
derivatives. This means that partial derivatives must be computed. Also, the 
storage space must be allocated to the computer for  numbers. 
- secondly, at each iteration,  must be computed, or equivalently, a system of 
equations must be solved, this requires operations. 
 
2.4. Murray's modification of Newton's algorithm 
A particular algorithm of safeguarding Newton's algorithm (Wolfe, 1978) against failure has been 
described by Murray (1972) and implemented by Gill and Murray (1972, 1974). Murray's algorithm 
consists in replacing the matrix with a matrix that is guaranteed to be positive 
definite so that the direction  computed by solving the system of linear equations  
                                                     (20) 
is downhill for at . The approach which is used for computing is such that 
if is positive definite. 
 
We first consider the following results. I t is a  symmetric positive definite matrix, then there 
exists a  lower triangular matrix  such that . A convenient method for solving the 
system of linear equations 
                                                     (21) 
where is a given  vector and  is a  symmetric positive definite matrix. Let  
                                                                (22) 
then (21) is written as 
                                                              (23) 
Let  
                                                                (24) 
where , then by (23) and (24), we have 
                                                                                (25) 
The values are computed from 
                    (26) 
The system of linear equations (24) can now be solved by back substitution for providing  
  .       (27) 
The algorithm proposed by Murray (1972) for solving (27) which has just been described is 
Cholesky’s decomposition and the construction of the matrix is referred to as Cholesky 
factorization of the matrix . In Murray's algorithm, the matrix  is replaced with a positive 
definite matrix  such that when is positive definite, without the 
determination of any Eigensystem whatever. 
Murray's algorithm which is the modification of Newton's algorithm is described by the following 
stages (see Wolfe, 1978, p. 107) : 
Stage 1: choose a starting point  and set  ; 
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Stage 2: compute the gradient  and  the Hessian  ; 
Stage 3: compute the lower triangular matrix  by applying the Cholesky decomposition to 
the matrix  which is replaced by  ; 
Stage 4: solving the system of linear equations  
                                             (28) 
by using (26) and (27) ; 
Stage 5: compute by using the method given by the six stages after the equation (19). 
Stage 6: Compute  ; 
Stage 7: if convergence is attained, set and stop the procedure. Otherwise set
 and go to stage 2. 
The Cholesky decomposition used in Murray's algorithm allows to reduce considerably the 
number of operations and therefore the computing time. But the search of such that
 can increase the number of iterations required to attain convergence. 
 
2.5. The Quasi-Newton algorithm 
The problems encountered with the use of Newton's Algorithm provide a motive for constructing 
algorithms for the minimization of the function in which it is not necessary to compute or invert 
the Hessian matrix , but which have superlinear convergence. The preceding objections 
would be overcome if we could construct, with  operations, an approximation  of 
 from currently available quantities such as , ,  and , and 
compute  from  
                                                      (29) 
If is a positive definite in a neighborhood , then it would seem to be desirable that  
to be positive definite. Furthermore,  is symmetric, so it would seem to be desirable that 
be symmetric. 
It  has continuous second partial derivatives, Taylor's expansion gives  
                           (30) 
where as converges to . Let  
                           (31) 
Then by (30) and (31), we have : 
                                              (32) 
and neglecting the term , we obtain 
                                                       (33) 
If has a quadratic form, the approximate relation (33) becomes more nearly exact when 
approaches . It is thus desirable that the approximation  of  should satisfy 
the relation  
                                                       (34) 
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This is called the Quasi-Newton equation. It is also desirable that  be easily computable from
,  and  by adding to  a correction matrix  which depends of ,  and 
 only such that  
                                                       (35) 
I t is positive definite , then  is downhill for at, because 
if. In this case, there exists a value  such that  
                          (36) 
The Quasi-Newton algorithm can now be summarized by the following stages : 
Stage 1: choose a starting point , we assume that a matrix  is given and set  ; 
Stage 2: compute  and  ; 
Stage 3: compute the vector  from 
                                                                (37) 
Stage 4: compute  such that  
                          (38) 
Stage 5: compute  from  ; 
Stage 6: compute  and compute  and  from 
                           (39) 
Stage 7: compute  from 
                                                       (40) 
where the matrix is such that  is positive definite and satisfies the quasi-Newton equation. 
Stage 8: if convergence is attained, set and stop the procedure. Otherwise set
 and go to stage 3. 
Note that the matrix is not defined precisely by the requirements given in stage 7. Many 
updating recurrences of  have been proposed in the literature, see Davidon 
(1959). 
 
2.6. The Gauss-Newton algorithm 
 
When the function  to be minimized is a nonlinear sum of squares 
                                     (41) 
where and are the observations of the dependent and independent variables. The 
least-squares problem (41) can be solved using any of the optimization algorithms described 
below, i.e. . We shall use the notations  and  
              (42) 
The following development of the Gauss-Newton is almost similar to Newton's algorithm. For the 
clarity of the construction of the Gauss-Newton algorithm, we present completely the 
development. For obtaining the minimization of (41), we must compute the gradient vector of 
 as : 
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                                 (43) 
where 
                                                           (44) 
is the matrix. We also must compute the Hessian of  as : 
 
                                                                               (45) 
By taking a quadratic Taylor expansion of  such that 
        (46) 
where the minimum of the quadratic function (46) with respect to  is obtained when 
                                     (47a) 
which can also be written as 
                       (47b) 
and is called the Newton estimator, see the relations (11) and (12). 
 
If we only use the first Taylor expansion as 
                                   (48a) 
and applying this to the residual vector , we have 
                                   (48b) 
Substituting in  
                                                            (49a) 
leads to  
   
                                  (49b) 
The difference between (47b) and (50a) is that the part of the Hessian matrix namely in 
(47b) is ignored. The right-hand side of this expression is minimized with respect to  when 
                       (50a) 
This suggests that, given a current approximation , the next approximation should be 
                                                           (50b) 
Thus, the approximation of the quadratic form (49b) and the resulting updating equation 
(50b) are referred to as the Gauss-Newton algorithm. 
 
One can see that the Gauss-Newton algorithm (50a-b) is obtained from the Newton algorithm 
(47b) by ignoring part of the Hessian matrix namely  in (47b) since the expected value of 
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                                   (51) 
with 
                                                            (52) 
In general, the expression (52) is not equal to zero, but for the time series models, it is true since 
depends on the prior observations and which is the error terms are uncorrelated.  
The main advantage of the Gauss-Newton algorithm comes from it is requiring only the first 
derivatives of the  stored in . Thus, each iteration is less expensive than its Newton 
counterpart in terms of both time and storage. If the Jacobian matrix of the approximation  
is positive definite, then will be the global minimum of . 
The Gauss-Newton iteration is a regression procedure where the regressand is the residual and 
the matrix of regressors variables is formed by the first-order partial derivatives of the error term. 
This regression is fitted in the following way. In an initial estimator namely is known, compute 
the residuals  and the first-order partial derivatives of the error term as in (44). 
Form the matrix of these derivatives. The Gauss-Newton estimator is then obtained
. The Gauss-Newton estimator is added to the 
initial estimator for obtaining a new estimator . Note that this procedure is 
iterative. 
To illustrate the Gauss-Newton algorithm, we consider an autoregressive model namely AR(1) 
given by the following equation : 
                                                    (53) 
where are normally and independently random variables with mean zero and constant 
variance . The autoregression (53) is estimated by the ordinary least squares (OLS) method for 
obtaining the initial estimator . For , the residual  is computed from 
and the series  are obtained from . Then 
the following regression is fitted by the OLS method  
                                                 (54) 
for obtaining the regression coefficient  which, when they are added to give the 
estimator . That procedure can be iterated starting from instead of the 
residual variance becoming stable. Another approach to 
stopping iterations consists to use the following criterion based on the relative change of the 
estimators  
,                                                 (55) 
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2.7. The Levenberg-Marquardt algorithm 
As noted in Draper and Smith (1966), the linearization procedure can cause some problems. The 
Gauss-Newton algorithm may converge very slowly and a very large number of iterations may 
be required before the solution stabilizes. The algorithm may oscillate widely, continually reversing 
direction and often increasing, as well as decreasing the sum of squares. One condition that can 
cause a bad behavior of the Gauss-Newton iterations is the singularity of the derivative matrix 
caused by the colinearity of the columns. When  is nearly singular,  can be very 
large, causing the parameters to go into undesirable regions of the parameter space. 
 
To avoid these problems, one solution to the problem is to perform the computation of the 
increment in a numerically stable way by modifying the Gauss-Newton iterations. A way is 
to modify the singular or ill-conditioned matrices  by adding a positive definite 
matri x such that 
                                                 (56) 
This is assumed that is large enough for  also to be positive definite. This idea 
was used by Levenberg (1944) and Marquardt (1963) in least-squares estimation (Seber and Wild, 
1989 and Bates and Watts, 1988). The algorithm suggested by Levenberg (1944) consists to set 
 where  is a unit matrix and the increment  is computed as 
                          (57) 
where is a conditioning factor. 
Marquardt (1963) has proposed to take the matrix  as a diagonal matrix with entries equal to 
the diagonal elements of which is a popular choice. The Gauss-Newton increment 
 is now computed as 
                          (58) 
Marquardt's algorithm produces an increment that is invariant under scaling transformations of 
the parameter . This is the so-called Levenberg-Marquardt compromise. When , the 
Levenberg direction, (i.e. the direction of in (58) interpolates between the Gauss-Newton 
direction  and the steepest descent direction . Also, as the direction tends to 
the steepest descent, the step length tends to zero. If , then 
is positive definite, as  is positive definite. Thus by choosing large 
enough we can reduce the sum of squares . 
The algorithms of Levenberg (1944) and Marquardt (1963) also differ in how they choose and 
update the conditioning factor and the matrix . For Levenberg’s algorithm, choose t o 
minimize the sum of squares  for . This technique has been abandoned 
because each trial value  requires the solution of another least-squares problem. 
 
Marquardt (1963) adopted a much cheaper strategy where initially a small positive was taken, 
i.e. . If at the  iteration, the estimator reduces , he sets and 
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divides  by the factor i.e.  (see Seber and Wild, 1989, p. 625) to push the algorithm 
closer to the Gauss-Newton algorithm. If within the  iteration the stage does not reduce
, he progressively increases by a factor i.e. , each time recomputing until a 
reduction  is achieved. The Levenberg-Marquardt algorithm is summarized by the following 
stages (Scales, 1985) : 
Stage 1: choose a starting point  and  ; 
Stage 2: let  and  ; 
Stage 3: for repeating the following stages : 
Stage 4: set  ; 
Stage 5: repeat 
Stage 6: solve  
Stage 7: set  
Stage 8: if  then 
Stage 9: set  
Stage 10: end 
Stage 11: end until  
Stage 12: set  
Stage 13: end until . 
The only flaw of this algorithm is its need for matrix inversions as part of the update and the cost 
of the update becomes prohibitive when the model size increases with a great number of 
parameters. For moderately sized models with a few parameters, this algorithm is much faster 
than the other algorithms. 
 
2.8. The Fletcher and Powell algorithm 
The algorithm if Fletcher and Powell (1963) is an improved version of an algorithm to Davidson 
(1959). It is therefore referred to as the DFP algorithm. It is an algorithm for unconstrained 
minimization in which the gradient vector of the objective function is required. The DFP algorithm 
is interesting because it is at once a conjugate direction method and a quasi-Newton algorithm. 
The DFP algorithm is summarized by the following stages (Wolfe, 1979) : 
Stage 1: choose a starting point , assume the symmetric positive definite matrix  is given 
and set  ; 
Stage 2: compute the gradient  ; 
Stage 3: compute the direction  from  
                                                    (59) 
Stage 4: compute  and  from 
    (60) 
Stage 5: compute  
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                                  (61) 
Stage 7: if the convergence is attained, go to stage 11 ; 
Stage 8: compute  from  ; 
Stage 9: compute  from 
                                  (62) 
Stage 10: set  and go to stage 3 ; 
Stage 11: set and stop. 
Note that the matrix  generated by the DFP algorithm is symmetric positive definite. The 
convergence of the DFP algorithm is faster, but the amount of information to be stored is much 
larger and the number of necessary computations is larger at every stage. Another characteristic 
feature of the DFP algorithm is the fact that its convergence properties are rather sensitive to the 
accuracy in the one-dimensional optimization sub-problems. Therefore, every stage requires a 
rather large number of functions evaluations for obtaining the required accuracy. 
 
2.9. The Broyden et al (BFGS) algorithm 
This algorithm (Minoux, 1986) developed independently by Broyden (1970), Fletcher (1970), 
Goldfarb (1970) and Shanno (1970) uses for the construction of an approximation to the inverse 
of the Hessian a correction formula directly derived from equation (62). The correction formula is 
given by: 
    (63) 
where  and . Note that in (63) avoids the use of
. That correction formula has properties quite analogous to those of formula (39) and 
(40). In particular, if , then the positive definiteness of the matrices  is preserved. 
The BFGS algorithm is much less sensitive to lack of precision in the one-dimensional search than 
the DFP algorithm. This allows the use of economical one-dimensional optimization which requires 
only a very small number of evaluations of the function at each stage. 
 
3. Optimality conditions for NLS 
In most numerical methods, the descent direction is computed for every iteration until an optimal 
solution is found. Specifically, if )(F is twice continuously differentiable, the nature of this optimal 
solution can be determined by examining just the gradient )()(  Fg  and the Hessian matrix 
)()( 2  FH  )(F of at the optimal solution. The optimal solution can be a minimum point, a 
maximum point, or a saddle point. Therefore, it is important to state the optimality conditions for 
the NLS problem. These conditions are stated in the following theorems ((Madsen et al. (2004), 
Nocedal and Wright (2006) and Christina (2017)). 
Theorem 1: (first-order necessary condition). Suppose 
 is a local minimum point of )(F and
)(F  is continuously differentiable in an open neighborhood of
 , then 0)( 
F . The point
  is called a stationary point if 0)( 
F . According to Theorem (1), any local minimum point 
must be a stationary point. 
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Theorem 2: (second-order necessary condition). Suppose  is a local minimum point of )(F
and )(
2 F  exists and is continuous in an open neighborhood of
 . Then, 0)( 
F  and
)(2  F  is positive semidefinite. 
Theorem 3: (Second-order sufficient condition). Suppose )(
2 F is continuous in an open 
neighborhood of 
 and that 0)( 
F )(2  F and is positive definite. Then, 
  is a strict local 
minimum point of )(F . 
Following Madsen et al. (2004), Nocedal and Wright (2006), and Christina (2017), from theorems 
(1-3), the optimality conditions now take the special form: 
- First-order necessary condition : The gradient of )(
F  must be zero, i.e. 
0)()()()(    rJFG T  ; 
- Second-order necessary condition: The Hessian matrix of )(
 F  i.e. 
)()()()()( 2    SJJFH T  is positive semi definite: 
- Second-order sufficient condition : The Hessian matrix of )(
F , i.e. 
)()()()()( 2    SJJFH T is positive definite: 
These optimality conditions are used to check whether the optimal solution obtained from a 
numerical method is indeed the minimum point
  of the NLS objective function )(F . In other 
words, these conditions govern the properties of the optimal solution of )(F . Nonetheless, in 
cases where these conditions are violated, they may provide some helpful information to improve 
the current estimate of the solution (Nocedal and Wright, 2006). 
In addition, following Madsen et al. (2004), Nocedal and Wright (2006) and Christina (2017), the 
second-order necessary condition stated in theorem (2) is a weaker condition compared to the 
sufficient condition given in theorem (3) since a strict local minimum point is guaranteed in the 
latter theorem. However, the second-order sufficient condition is not necessary since a point   
can be a strict local minimum point while it fails to satisfy the sufficient condition.  
 
4. Types of convergence rates 
Before moving on to the comparison of numerical algorithms for NLS problem, it is worthwhile to 
state the different types of convergence rates that the numerical algorithms could take in the 
iterative process. When the initial iterate (or point) 0  starts close to a local minimum point 
 at 
which the sufficient condition stated in Theorem (3) is satisfied, we said that a local convergence 
is achieved by the numerical method. Nonetheless, the convergence rate of a numerical 
algorithm is a limiting concept which investigates how a trajectory generated by the numerical 
method converges near
 . As mentioned in Madsen et al. (2004), Nocedal and Wright (2006), 
and Christina (2017), the following definition distinguishes between the different types of 
convergence rates (Dennis et al., 1981; Kelly, 1999; Madsen et al., 2004). 
Definition: (type of convergence rates). Let
 kke  be the current error of the iterative 
process. Then, the different types of convergence rates are: 
- Linear convergence: kk ee 1  when ke  is small and 10   ; 
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- Superlinear convergence with q-order 1 , 

 kk ee 1  and 0  ; 
- Quadratic convergence: 
2
1 kk ee   and 0 . 
 
5. Comparison of optimization algorithms 
We give now a brief summary of a comparison between popular numerical optimization 
algorithms used in the literature. For the convergence criteria, the reader is referred to Seber and 
Wild (1989). One general rule is to choose an algorithm that makes as much use of the structure 
of the particular problem as possible. Another is to choose an algorithm that uses as much 
derivative information as we can reasonably supply (Seber and Wild, 1989).  
The comparison with the Levenberg-Marquardt algorithm can be made if the function is 
presented as a sum of squares. However, several comparisons have shown the efficiency of the 
Levenberg-Marquardt algorithm comparatively to other algorithms. Other criteria can also be 
used to make good discrimination between optimization algorithms as the convergence, the 
evaluation number of the functions, and the time made by each algorithm to reach the 
optimum. 
Following the number of variables to be used, it has been shown by Himmerblau (1972) that the 
DFP and the BFGS algorithms have better performances than the Gradient, steepest descent, the 
Newton and Murray's algorithms. Mélard (1985) has compared the speed and accuracy 
between the approximate methods (i.e. conditional least squares (CLS) and unconditional least 
squares (ULS)) and the exact maximum likelihood (EML) method and several methods of 
optimization of the exact likelihood. He concludes that the Levenberg-Marquardt algorithm is 
better than the other algorithms. The optimization algorithms compared in this study are the 
Newton algorithm, the Levenberg-Marquardt algorithm for NLS regression and the Quasi-Newton 
algorithms (DFP1 based on an algorithm of Fletcher, DFP2 based on the Davidon-Fletcher-Powell 
algorithm, DFP3 which is the Broyden algorithm, DFP4 makes use of a rank one correction formula) 
applied with numerical and with exact first-order derivatives and an algorithm due to Powell 
(without derivatives). 
 
However, Mélard (1985) has pointed out that: 
- the Marquardt algorithm is not faster than some of the general optimization algorithms 
making use of first-order divided differences ; 
- the difference in computing time between using or not exact derivatives is not as large as 
could have been feared ; 
- the usual combination of the ULS method with the back forecasting procedure in the 
Marquardt algorithm with divided differences is out-performed even by the EML method 




The nonlinear models are very diverse and consequently, the numerical optimization algorithms 
are equally diverse. Based on many studies in the literature, some algorithms are more efficient 
and popular than others. These algorithms have different complexities and different speeds of 
convergence. The convergence rate depends greatly on the condition number of the Hessian. 
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Some of these algorithms are very simple but rarely used in practice due to slow convergence. In 
this paper, we have briefly summarized the most popular algorithms: the gradient algorithm, the 
steepest descent algorithm, Newton's algorithm, Murray's algorithm, the quasi-Newton algorithm, 
the Gauss-Newton algorithm, the Levenberg-Marquardt algorithm, the Fletcher and Powell 
algorithm, and the Broyden et al. algorithm. We have also given the advantages and 
disadvantages of these different algorithms. 
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