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Introduction
Domain estimates at Statistics Canada are typically obtained using well-established methods based on calibration estimation. The calibration is direct or modified direct. It is direct if it is based on data within the domain of interest. It is modified direct if it is based on data within and outside the domain of interest. These methods can be viewed as design-based procedures as the variance of the resulting estimators is evaluated under the randomization distribution. The randomization distribution of an estimator is the distribution over all possible samples that could be selected from the target population of interest under the sampling design used to select the sample, with the population parameters considered as fixed values. Another way of producing these estimates is through small area methods. These methods are particularly important when the sample size in the domains is "small." They can improve the reliability of the direct estimates provided that the variable of interest is well correlated with auxiliary variables x that are available from administrative or other files. Small area estimation essentially combines direct estimates with model-based estimates in an optimal manner.
The model-based estimates involve known population totals (auxiliary data) and estimates of the regression between the variable of interest and the auxiliary data across the small areas. In general, these models are classified into two groups: unit level models and area level models. Unit level models are generally based on observation units (e.g., persons or companies) from the survey and auxiliary variables associated with each observation, whereas area level models are based on direct survey estimates aggregated from the unit level data and related area level auxiliary variables; see Rao (2003) for an overview of small area models. The more recent literature that covers empirical assessment of the properties of various small area and domain estimators includes Lehtonen and Veijanen (2009) , Datta (2009), and Pfeffermann (2013) . Lehtonen and Veijanen (2009) focused on design-based methods (calibration and regression) using auxiliary data. They reviewed the work on the extension of the linear form of the Generalized Regression Estimator (GREG) given in Särndal et al. (1992) to include logistic, multinomial logistic and mixed models for domain estimation. Datta (2009) reviewed the development of model-based procedures to obtain small area estimates. Datta focussed in particular on the theoretical properties of the resulting estimators. Pfeffermann (2013) reviewed both design-based and model-based procedures, as well as recent developments in these two procedures.
Domain estimates are currently obtained via design-based procedures at Statistics Canada. However, the increasing requirement for producing estimates for "small domains" has encouraged the need to adopt model-based procedures. A SAS-based prototype (Estevao et al. 2014 ) has been recently developed at Statistics Canada to respond to these requirements. The prototype currently incorporates two well-known methods initially developed by Fay and Herriot (1979) for area level estimation, and Battese, Harter, and Fuller (1988) for unit level estimation. Although the theoretical properties of the estimators included in the prototype are known, they were investigated via a simulation. In the simulations, we looked at the properties of estimators of domain totals. We compared model-based small area estimators with traditional estimators through simulation. The latter included the Horvitz-Thompson estimator, two calibration estimators, the modified regression estimator and the synthetic estimator. The small area estimators are the EBLUP and Pseudo EBLUP estimators based on a unit level model. More details on all of these estimators are given in section 2.
The simulation setup and results are reported in section 3. Section 4 provides a few conclusions from our findings.
Sample design
Large scale surveys are designed to satisfy reliability requirements for some subsets (domains) of the population. Examples of these subsets include partitions below the level of the initial geographical / industrial detail requested by the client. If such subsets are required before the sample is selected, then such domains are labelled as planned domains (Singh, Gambino and Mantel 1994) . Such planned domains will have some of the sample allocated to them to obtain unbiased estimates with the required precision using direct estimation procedures. If these domains are identified after the sample has been selected, they will be known as unplanned domains. Note that, in any event, unplanned domains will exist for most surveys. An example taken from business surveys is a change of industry during data collection. A business initially classified as industry A becomes industry B. Such a business would be tabulated as part of the businesses of type B, but would retain its original sampling weight. Another example, taken from household surveys, would be the arbitrary production of estimates below a geographical level that was not part of the allocation process of the sample. Traditional or small area estimators can be used for either planned or unplanned domains.
As domain estimation for most surveys at Statistics Canada is mostly of the unplanned type, we have designed our simulation to reflect this tendency: that is no units are allocated to them prior to sample selection. Domain estimates are produced after sample selection, and the number of sampled units falling in each domain is a random variable. Our simulation reflects this point, and we used the simplest sample design to carry it out. We drew repeated samples s of size n from the population U of size N using simple random sampling without replacement. The weight associated with unit jU  is denoted as j w . Let d s , 
Modified Regression (REG):
The modified regression estimator ˆd REG Y , 1, 2,..., dD  , is due to Woodruff (1966) . It is of interest as it was used to produce area breakdowns of the monthly national estimates of US Census Bureau retail trade survey. Note that it is a modified direct estimator. Singh and Mian (2003) points out that it can be viewed as a calibration estimator is design-unbiased as the overall sample size increases. It is given by:
The j c term, 0 j c  , associated with the estimators that use auxiliary data reflects that the error terms j e in the implied working model are distributed independently with mean zero and variance 22 je c  .
Small area estimators
The simplest small area estimator is the synthetic estimator (SYN),ˆd
is the population regression vector.
The next two small area estimators are based on a hierarchical model given by: Rao (2003, p.136) . It is an extension of the Battese, Harter, and Fuller (1988) estimator when the error structure of the residuals is not homogeneous. It is given by:
The terms making up ˆd 
This estimator is not design consistent, unless the sampling design is selfweighting.
Pseudo-EBLUP (PEBLUP):
This estimator denoted as ˆd
is an extension of the Pseudo-EBLUP estimator given in You and Rao (2002) . It accounts for the heterogeneity of the dj e residuals in model (1). It includes the survey weights , j w j s  , in the regression coefficient and the parameter estimate. 
Simulation
Surveys produced at Statistics Canada can be as simple as stratified one stage simple random sampling designs typically used for business surveys to the more complex stratified multi-stage design with unequal selection probabilities at each stage typically used for household surveys. We opted for a single stage simple random sample selected from the population, as it is a simplification of the sample designs used for business surveys. Had we chosen a sampling design with unequal weights, we would have had to account for the possible impact of informative sampling on the small area estimators using the procedure given in Pfeffermann and Sverchkov (2007) . Verret, Rao, and Hidiroglou (2015) used a simpler procedure than the one given in Pfeffermann and Sverchkov (2007) . Their procedure accounted for unequal selection probabilities for model-based small area estimators by incorporating them into the model. Their simulation used a design-model (pm) approach. Their results showed that incorporating the unequal selection probabilities significantly improved the performance (average absolute bias and average RMSE) of EBLUP, but had marginal impact on PEBLUP. A plot of the generated population is shown in Figure 1 . The units in the groups are shown respectively in green, blue and yellow. The three regression lines are shown in red. Without the colours to identify the groups, one might be inclined to think that the population was generated under a model with a single auxiliary variable (one intercept and slope) as shown in the inset. We ran two separate simulation "runs" to reflect that two possible models could be fitted for the selected samples. We denote these simulations as runs 1 and 2. In the first run (simulation run 1), we assumed that the model could be fitted using (1, )
Population Generation and Sample Selection
as auxiliary data; this is not correct as the population was generated on the basis of three different regressions. In the second run (simulation run 2), we acknowledged that there were three separate models and used a set of auxiliary variables reflecting the manner in which the population values were generated; this fit is correct. This meant using a set of dummy-coded auxiliary variables defined as follows for each unit:
In the small area estimation model given by equation (1), the use of this Each simulation run involved the selection of R=100,000 independent samples and the computation of various estimates for each sample. Each sample was a simple random sample s of size n selected without replacement from U. We used sample sizes n=232 (5%), n=464 (10%), n=696 (15%) and n=928 (20%), where the sampling fractions are indicated in brackets. These are within the range of the sampling fractions typically used by business surveys. 
The sample units in domain

Simulation statistics
For each selected sample in each simulation run r = 1,...,R (R=100,000), we rR  , where the subscript 'EST' is a placeholder for any one of the seven estimators. For each domain d=1,...,29, we computed the bias as: These were computed as follows:
measures the average efficiency of each estimator relative to the Horvitz-Thompson estimator. Since ˆd HT Y is known to have the least efficiency among these seven estimators, this measure is a number larger than or equal to 1.
Simulation Results
Tables 5, 6 and 7 show the differences between the two runs using the summary statistics described in the previous section. The results are discussed after each of these three tables for runs 1 and 2. as the sample size increases. The ARB associated with the traditional domain estimators is quite small: it also decreases as the sample size increases.
Model fits (Run 2):
The ARB s associated with the small area estimators have significantly decreased. However, they are still higher than those associated with the traditional domain estimators. ˆd REG Y has the smallest ARB amongst all the estimators. As noted in run 1, the ARB decreases as the sample size increases for all the estimators. : the reverse was true when the model was incorrect (run 1). 
Conclusions
We compared via simulation the behavior of a number of traditional domain and small area estimators. The sampling design used in the simulation, simple random sampling without replacement, is a simplification of the sampling design commonly used for business surveys (stratified simple random sampling without replacement). The estimators using the auxiliary data either reflected the model used to generate the population (model fits) or did not (model does not fit). The simulation design did not use unequal probability sampling. The additional complexity of using unequal probability sampling is that we would have had to modify our model-based small area estimators to account for possible informative sampling. However, since we used simple random sampling without replacement, we did not have to account for this problem.
The conclusions of our simulation are as follows. Comparing the efficiency between the traditional and small area estimators, the results very much depend on whether the model holds or not. The calibration estimator ˆd CALU Y which only uses auxiliary data at the population level is not efficient at the domain level whether the model holds or not. This is in contrast to ˆd d CALU Y that uses auxiliary data at the domain level. The estimator ˆd d CALU Y is the best traditional estimator to use when the model holds. Its average relative efficiency increases as the overall sample size increases. Its weakness is in the smaller domains, where the expected sample size is smaller than three units, as it cannot be defined when the auxiliary data consists of two auxiliary variables; in general, when there are p auxiliary variables, we are not be able to define ˆd . When the model does not hold, the ˆd PEBLUP Y estimator is the most efficient small area estimator; an explanation for this is that it is design-consistent.
