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Abstract The downward trend in overall Arctic summer sea ice extent has been substantial, particularly in
the last few decades. Departures in ice extent from year to year can be very large, however, in part due to the
high variability in summer atmospheric circulation patterns. Anomalies in the Paciﬁc sector ice cover can be
partially compensatedby anomalies of opposite sign in theAtlantic sector. An assessment of linkages between
summer atmospheric patterns and sectoral anomalies in the area of maximum open water north of 70°N
demonstrates that there is asymmetry in the mechanisms. Years with low ice extent and high open water
fraction are uniformly associated with positive temperature anomalies and southerly ﬂow in both the Atlantic
and Paciﬁc sectors. However, years with high extent and low open water fraction in both sectors reveal two
dominant mechanisms. Some years with anomalously low maximum open water fraction are associated with
negative temperature anomalies and southerly transport—a cool summer pattern that allows ice to persist
over larger areas. However, other low open water years are characterized by an “ice factory”mechanism,
whereby—even when melting—ice cover is continually replenished by advection from the north.
1. Introduction
The global climate is a “complex agent of change in the Arctic” [Lynch et al., 2004], and nowhere is this better
exempliﬁed than at the sea ice margins. The sharp decline in end-of-summer Arctic sea ice extent over the
period of satellite observations has attracted widespread attention [Stroeve et al., 2007; Comiso et al., 2008;
Kwok and Rothrock, 2009; Parkinson and Comiso, 2013]. Stroeve et al. [2007] ﬁrst noted that the decline in
September ice extent was more rapid than expected from hindcasts based on the coupled climate models
participating in the Intergovernmental Panel of Climate Change (IPCC) Fourth Assessment report. While there
is better agreement with the newer models that participated in the IPCC Fifth Assessment, as a group, these
models still have difﬁculty in capturing the observed retreat [Stroeve et al., 2012]. Indeed, the lowest nine
September sea ice extents in the satellite records have all occurred in the past 9 years [Fetterer et al., 2010].
It is well known that the atmospheric circulation patterns play an important role in determining ice edge
variability [Serreze et al., 1995; Maslanik et al., 2000; Ogi and Wallace, 2012; Mills and Walsh, 2014]. The surface
wind largely drives the sea ice circulation, affecting, for example, whether the ice motion is offshore or
onshore, and the overall thickness distribution. It also inﬂuences whether the ice motion is divergent or con-
vergent [e.g., Thorndike and Colony, 1982; Serreze et al., 1989; Arbetter et al., 2004]. Atmospheric circulation
variability also has thermodynamic inﬂuences, manifested in factors such as ice melt and growth rates.
These two components of atmospheric forcing may reinforce each other. For example, anomalous southerly
winds may lead to offshore ice motion, leaving areas of open water along the coast, and southerly winds are
also warm winds, which can accentuate summer melt. Further, wind-generated mixing of the upper ocean
has a dramatic effect on basal melting [Richter-Menge et al., 2001] and surface ocean temperatures [Saetra
et al., 2008]. On longer time scales, the inﬂuence becomes more signiﬁcant as polar lows spin up the Nordic
Seas gyre, enhancing the depth, frequency, and area of deep convection in theNordic seas, which in turn leads
to a larger northward transport of heat into the region, and southward transport of deep water through
Denmark Strait, enhancing Arctic Ocean ice export by up to 20% [Condron et al., 2006]. The forcing can also
go theotherway. For example, themarginal sea ice inﬂuences the surfacebaroclinicity, leading toamodulation
in polar low activity at the ice edge [Lynch et al., 2003; Tsukernik et al., 2007; Bracegirdle and Gray, 2008].
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Studies of linkages between atmospheric circulation patterns and the downward trend in annual Arctic sea
ice minimum have suggested systematic relationships between low sea ice years and patterns of atmo-
spheric variability including the Arctic Oscillation (AO) [Ogi and Wallace, 2007], the Arctic Dipole anomaly
[Wu et al., 2006; Overland et al., 2012] and more regionally inhomogeneous signals [Ukita et al., 2007].
While the ﬁrst-order downward trend in September Arctic sea ice extent has been strong [Deser et al.,
2000], particularly in the last few decades, departures in ice extent from year to year can be very large,
exceeding 1.0× 106 km2 in considerable part because of strong variability in summer atmospheric circulation
patterns [Serreze and Stroeve, 2015]. A good example is the contrast between the record low September
extent observed in 2012 (3.49× 106 km2) associated with warm conditions and the strong recovery in 2013
(5.35× 106 km2) when a relatively cool and cyclonic atmospheric pattern prevailed. However, years with very
different patterns of summer atmospheric circulation can also yield very similar total September ice extent,
when circulation-induced anomalies in extent in one region of the Arctic are compensated by anomalies
of opposite sign in another, a good example being the year 2013. A relevant conclusion of that paper is that
while there is merit in relating variability in total September ice extent tomodes of variability such as the sum-
mer AO and the Arctic Dipole anomaly, such frameworks are limited because even minor differences in the
location and strength of summer atmospheric circulation anomalies can lead to very different patterns of sea
ice drift and air temperature anomalies.
In the present study, we perform a rigorous assessment of linkages between summer atmospheric patterns
and regional anomalies in sea ice extent for each the Atlantic and Paciﬁc sectors of the Arctic using the self-
organizing map (SOM) framework. By separating the analyses into two sectors, we seek to ﬁlter out sectoral
covariability [e.g.,Ukita et al., 2007; Yang and Yuan, 2014] or annular character [e.g., Rigor et al., 2002] in order
to focus on the details of linkages between regional atmospheric forcing and sea ice.
2. Data Sets and Methodology
2.1. Ice Area
ThedatasourceisdailyseaiceextentfromthecombinedNimbusScanningMultichannelMicrowaveRadiometer
(SMMR, July 1979 to September 1986), the Defense Meteorological Satellite Program (DMSP) Special Sensor
Microwave/Imager (SSM/I, July 1987 to September 2007) and the Special Sensor Microwave Imager/Sounder
(SSMIS, July 2008 to September 2014) 25 km gridded sea ice concentration data product from the NASA Team
sea ice algorithm [Cavalieri et al., 1996],which is distributedby theNational Snowand IceDataCenter.
Monthly mean open water area was calculated separately for the Atlantic and Paciﬁc sectors of the Arctic.
These sectors were divided by the 100°E and 100°W meridians and bounded on the south by the 70°N par-
allel. From each daily sea ice concentration ﬁeld, the open water area of each sector was calculated as the
area of grid cells for which sea ice concentration was less than or equal to 15%. The monthly mean for each
July, August, and September for the period 1979 to 2014 was obtained from these daily values. Next, the
36 year time series for each sector month was detrended, and these detrended values were then standar-
dized according to
Az ¼ Ad " Ad
! "
=σ
where Ad is the vector of detrended open water areas, Ād and σ are the mean and standard deviation of Ad,
respectively, and Az is the vector of standardized detrended open water areas. The effect of detrending will
be discussed in more detail section 3a.
2.2. Regional Circulation
We use a SOM framework that sorts the atmospheric circulation into regimes [Hewitson and Crane, 2002;
Cassano et al., 2006]. As noted in Cassano et al. [2006], the SOM may be described as “a non-linear mapping
of high-dimensional input data onto the elements of a regular low dimensional array”. This array is con-
structed by presenting a neural network with a set of vectors—constructed by appending each row of each
input matrix into a single row—that are classiﬁed according to their Euclidean distance from a characteristic
node vector and sorted so as to be representative of the probability density function of the input data. In this
application, the SOM algorithm places the distribution of input data into a 5× 4 array of nodes. The number of
nodes selected dictates how much intranode spread will be represented by the classes. More nodes will pro-
duce a broader range of patterns with more gradual differences between them, while fewer nodes will result
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Figure 1. Paciﬁc (100oE–100oW; solid) and Atlantic (100oW–100oE; dashed) sectors September open water fraction from
the combined Nimbus SMMR and DMSP SSM/I-SSMIS 25 km product from 1979 to 2014. (a) September open water (frac-
tion of area less than 15% concentration). (b) Departures from the trend in openwater area (number of standard deviations).
Table 1. Linear Regression Statistics for the Arctic, the Paciﬁc, and Atlantic Sectors, and a Number of the Regional Seasa
Region
Trend (Percent Open
Area Per Decade) SD (%) Standard Error
Coefﬁcient of
Variation
Residual Sum
of Squares
Arctic Region, north of 70°N 5.2 6.4 0.06 0.71 0.04
Central Arctic Ocean 2.0 3.9 0.05 0.29 0.04
Paciﬁc Sector 9.1 11.7 0.11 0.65 0.17
Atlantic Sector 2.1 3.4 0.04 0.42 0.02
Bering Sea 0.1 0.1 0.0 0.72 0.0
Beaufort Sea 12.0 18.5 2.3 0.45 0.67
Chukchi Sea 16.0 20.5 0.20 0.66 0.52
East Siberian Sea 17.2 24.7 0.28 0.53 1.04
Laptev Sea 13.4 21.8 0.28 0.41 1.01
Kara Sea 7.8 14.8 0.20 0.30 0.55
Barents Sea 0.8 2.8 0.04 0.09 0.03
GINI Seas 1.1 3.2 0.05 0.14 0.03
Bafﬁn Bay and Labrador Sea 0.5 0.9 0.01 0.25 0.0
aThe GINI Seas represents the Greenland, Irminger, Norwegian, and Iceland Seas.
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in both larger intranode and internode spread, though the same broad patterns will be revealed in each case.
Twenty nodes were selected for this analysis as this size gives a balance between a pragmatic minimum of
patterns and sufﬁcient patterns to characterize the range of variability of interest for this analysis. Separate
analyses were performed for the Paciﬁc and Atlantic sectors of the Arctic.
This application uses the ERA-Interim [ECMWF, 2009; Dee et al., 2011] daily mean sea level pressure (SLP)
anomaly data for 1979–2014, interpolated to the 50 km EASE grid. This is congruent with the Arctic-wide
SOM of Mills and Walsh [2014], and our approach was veriﬁed by reproducing this SOM (not shown.)
However, for the present paper, we only analyze the circulation for the months July, August, and
September. Daily SLP anomalies were calculated by subtracting each day’s domain-averaged SLP from the
grid point value for that same day. Anomaly data were used rather than absolute values. This is justiﬁed in
that anomaly gradients of SLP are most relevant for determining variations the near-surface circulation that
Figure 2. Paciﬁc sector July through September sea level pressure anomalies (hPa) mapped to a 5 × 4 self-organizing map. The nodes outlined in red are circulation
types most frequently associated with extremely high open water in September (more than 1.5 standard deviation from the mean) in the Paciﬁc sector. The nodes
outlined in blue are circulation typesmost frequently associatedwith extremely lowopenwater (less than"1.5 standard deviation from themean) in the Paciﬁc sector.
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are of primary interest. Grid points with elevations >500m (that is, over Greenland) were ﬁltered from the
SOM analysis due to errors associated with reducing surface pressure to SLP for high-elevation locations
[Mohr, 2004; Wallace and Hobbs, 2006].
Once the SOM is trained, each input sample day is assigned to the node it most closely matches. This results
in a list of days that map to each node, and this list is used to map other data to the node. In this context, use
is made of air temperature at the 925 hPa level, gridded sea ice area (see previous section), and gridded sea
icemotion data. Temperature data are obtained from the ERA-Interim data set. The 925 hPa air temperature is
preferred over the 2m temperature because it provides a much better indicator of lower trospospheric
warmth—over a melting ice surface the 2m temperature will not vary much from the melting point. The
sea ice motion vectors are from the Polar Pathﬁnder Daily 25 km EASE grid data set available from the
National Snow and Ice Data Center [Fowler et al., 2013].
Figure 3. Fieldscorresponding toNode (3, 1)of theSOMpictured inFigure2.Asdescribed in section2b, theseﬁeldsare found
by ﬁnding themean of each ﬁeld associatedwith the days assigned to that node in the SOM. This node represents the circu-
lation that occurs withmost frequency over the summer that results in an extreme (greater than 1.5 standard deviation) high
September openwater. (a) Frequency analysis of openwater. The bars represent detrended openwater area classes ranging
fromgreater than1.5 standarddeviations (dark red), between0.5and1.5 standarddeviation (light red), between0.5and"0.5
standarddeviation (white),between"0.5and"1.5standarddeviation (lightblue), and less that"1.5standarddeviation (dark
blue). (b) Daily sea ice area anomalies (%), (c) 925 hPa temperature daily anomalies (K), and (d) mean ice vectors (cm/s).
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3. Results
3.1. Sectoral Trends in Open Water
As assessed over the period 1979–2014, the upward trend in the September open water fraction is larger in
the Paciﬁc sector (9% per decade) than over the Atlantic sector (trend of 2% per decade) (Table 1 and
Figure 1a). The smaller Atlantic-side trend is due in part to the ubiquity of Fram Strait export maintaining some
measure of ice cover in that sector [e.g., Smedsrud et al., 2016], although as Table 1 demonstrates, the trends in
variability are small in all but the Kara Sea on the Atlantic side. Indeed, the variability in open water fraction in
the Paciﬁc sector is more than an order of magnitude greater than in than the Atlantic sector. Finally, it is
apparent that the Arctic-wide departures in summer open water fraction from year to year are typically the
result of large and—at least before 2009—partially compensating regional anomalies between the Atlantic
Figure 4. Fields corresponding to Nodes (1, 3) and (4, 5) of the SOM pictured in Figure 2, calculated as for Figure 3. These
nodes represent the circulations that occur with most frequency over the summer that result in an extreme (greater than
1.5 standard deviation) low September open water. Shown are 925 hPa temperature daily anomalies (K) for (a) Node (1, 3)
and (b) Node (4, 5), and mean ice vectors (cm/s) for (c) Node (1,3) and (d) Node (4,5).
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and Paciﬁc sectors (Figure 1b). It is clear that the drivers of ice variability in the Paciﬁc sector are different from
the drivers in the Atlantic sector, and indeed it is likely that the dominant scales of variability may be smaller
than the sectoral perspective used here.
Caution is called for in interpreting linear regressions, however. It can be demonstrated that a statistical
model characterized by a series of breakpoints (difference in the means) is more statistically signiﬁcant than
a model characterized by a linear trend in the Paciﬁc sector [Goldstein et al., 2016]. The breakpoints occur in
1988 and (more weakly signiﬁcantly) in 2007. That a “three-mean” model is more signiﬁcant than a linear
trend model is apparent in both NASA Team and Bootstrap algorithm records, as well as derived records such
as ice age, and quasi-independent records such as the operational ice charts. In the Atlantic sector, this model
could also be argued to be marginally signiﬁcant [Goldstein et al., 2016].
Figure 5. Atlantic sector July through September sea level pressure anomalies (hPa) mapped to a 5 × 4 self-organizing map. The nodes outlines in red are circulation
types most frequently associated with extremely high September open water (more than 1.5 standard deviation from the mean) in the Atlantic sector. The nodes
outlined in blue are circulation types most frequently associated with extremely low September open water (less than"1.5 standard deviation from themean) in the
Atlantic sector.
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3.2. Sectoral Relationships Between Circulation and Ice
Figure 2 shows Paciﬁc sector SLP anomalies for the months July through September mapped to a 5× 4 SOM.
Variability in the summer circulation appears as dominant cyclonic (e.g., Node (1, 5)) and anticyclonic (e.g.,
Node (4, 2)) circulation, as well as dipole (opposite sign) patterns, which include a Beaufort Sea high paired
with a Laptev Sea low (e.g., Node (1, 1)) and a Beaufort Sea low paired with a Laptev Sea high (e.g., Node
(4, 5)). An important feature of the SOM approach is that the less similar pairs of circulation patterns are in
terms of Euclidean distance between the vectors formed by two SLP arrays, the further apart they will be
placed on the map.
The top left hand sector of the SOM in Figure 2 is outlined in red. This set of four circulation regimes—char-
acterized by a Beaufort Sea High and a Laptev Sea low—are associated statistically signiﬁcantly with positive
anomalies of open water, southerly advection of ice, and positive anomalies in 925 hPa temperatures. The
most extreme low ice years correspond to a high frequency of occurrence of the circulation regime depicted
Figure 6. Fields corresponding to Node (1, 1) of the SOM pictured in Figure 5, calculated as for Figure 3. (a) Frequency ana-
lysis of open water. The bars represent detrended open water area classes ranging from greater than 1.5 standard devia-
tions (dark red), between 0.5 and 1.5 standard deviation (light red), between 0.5 and "0.5 standard deviation (white),
between "0.5 and "1.5 standard deviation (light blue), and less that "1.5 standard deviation (dark blue). (b) Daily sea ice
area anomalies (%), (c) 925 hPa temperature daily anomalies (K), and (d) mean ice vectors (cm/s).
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in Node (3, 1) (Figure 3), which is characterized by warm southerlies originating over Canada and Alaska,
attended by negative open water anomalies along the Siberian coast and low snow extent in the
Canadian Arctic (not shown). These Siberian open water anomalies are known to be associated with the sup-
pression of cyclonic activity in the Beaufort sea [Lynch et al., 2003], and hence, this regime may be self-
reinforcing. Years with positive anomalies in open water predominate during summers featuring synoptic
regimes that are congruent with the Overland et al. [2012] Arctic Dipole and the Mills and Walsh [2014]
Beaufort High/Eurasian Low nodes. They also argue that these synoptic situations promote the evacuation
of ice from the Canadian sector.
In contrast to the consistent character of high open water years, low open water years in the Paciﬁc sector are
associated with a range of circulation regimes (outlined in blue in Figure 2). This ﬁnding that open water
Figure 7. Fields corresponding to Node (4, 1) of the SOM pictured in Figure 5, calculated as for Figure 3. (a) Frequency ana-
lysis of open water. The bars represent detrended open water area classes ranging from greater than 1.5 standard devia-
tions (dark red), between 0.5 and 1.5 standard deviation (light red), between 0.5 and "0.5 standard deviation (white),
between "0.5 and "1.5 standard deviation (light blue), and less that "1.5 standard deviation (dark blue). (b) Daily sea ice
area anomalies (%) and (c) 925 hPa temperature daily anomalies (K). (d) Mean ice vectors (cm/s).
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anomalies of the same sign arise from different circulation regimes is not reﬂected in research that explores
teleconnections and correlations among binary modes [e.g.,Deser et al., 2000]. Low open water years do not
typically overlap with the characteristic circulation regimes frequent in high open water, low ice, years,
although as shown in Figure 3a extremely low open water years do occasionally correspond with a frequent
occurrence of the circulation depicted in Node (3, 1). Two dominant categories of circulation are more typi-
cally associated with less open water and higher than average ice area: (i) warm southerly winds from the
Siberian coast, promoting the poleward transport of ice away from the Chukchi coast and promoting cyclonic
developments to the north, but allowing ice to concentrate in the Beaufort Sea and in the Canadian
Archipelago (e.g., Node (1, 3); Figures 4a and 4c); and (ii) cold winds from the north leading to an increase
in ice area along the Siberian coast, although in most cases the Beaufort ice cover is around average, unless
a large central Arctic low dominates for some period of time (e.g., Node (4, 5), Figures 4b and 4d).
Figure 8. Fields corresponding to Nodes (1, 3) and (4, 5) of the SOM pictured in Figure 5, calculated as for Figure 3. These
nodes represent the circulations that occur with most frequency over the summer that result in an extreme (less than"1.5
standard deviation) low September open water. Shown are 925 hPa temperature daily anomalies (K) for (a) Node (1, 3) and
(b) Node (4, 5) and mean ice vectors (cm/s) for (c) Node (1, 3) and (d) Node (4, 5).
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Similar to the Paciﬁc SOM, the Atlantic sector summer circulation consists (Figure 5) broadly of a dominant
Norwegian cyclone (consistent with the positive phase of the North Atlantic Oscillation, e.g., Node (4, 2)) and
anticyclone (consistent with negative phase of the North Atlantic Oscillation, e.g., Node (1, 5)), as well as dipole
patterns of opposite sign, which include a Barents Sea high and Greenland Sea low (e.g., Node (1, 1)) and
Barents Sea low and Greenland Sea high (e.g., Node (4, 5)).
As with the Paciﬁc analysis, the circulation regimes that occur most frequently over the summer preceding
anomalously low (high) September ice extent are outlined in red (blue). Node (1, 1) is outlined in both blue
and red because this circulation regime occurs frequently for extremely high (greater than 1.5 standard devia-
tion) openwater years aswell as extremely low (less than"1.5 standarddeviation) openwater years (Figure6a).
This is a situation where a SOMwith a greater number of patternsmight be able to separate this node into two
patterns reﬂecting small shifts in the circulation, and indeed this node does have a high intranodal spread.
However, adopting a higher dimensionality would also add excessive detail to other parts of the map.
Average ice years are more typical when the circulation regime is dominated by Nodes (1, 4), (1, 5), and (2, 5).
The ice extent, ice transport and 925 hPa air temperature anomaly characteristics typically associated with the
Node (1, 1) pattern are shown in Figure 6. This node is associated with a warmer than average Atlantic sector,
with positive anomalies stretching from the Barents Sea through the Norwegian and Greenland Seas. Sea ice
extent is lower than average on the Greenland side and higher than average on the Barents Sea side, with an
anomalous northward advection of ice through Fram Strait. In the years with extremely low September ice
cover, the balance of this pattern yields anomalously low ice extent throughout the Greenland Sea and north-
ward to the pole. Anomalous high ice extent in the Barents Sea has a small latitudinal range. For the years
with somewhat higher ice cover, the Barents Sea ice stretches northward to the pole and westward to
Svalbard and sometimes slightly beyond.
More consistently, low ice is exempliﬁed by a high frequency of the circulation type depicted in Nodes (4, 1)
(Figure 7) and (4, 2), ice export out of the anomalously warm Barents Sea and diverging, with one stream
directed toward the Canadian Archipelago and the other stream directed southward along the east coast
of Greenland. These years are also characterized by a negative phase of the North Atlantic Oscillation and
a warm Fram Strait region.
As with the Paciﬁc sector, high ice extent in the Atlantic sector is associated with two distinct mechanisms,
illustrated by their large Euclidian distance on the SOM between Node (1, 3) and Node (4, 5). A warm
North Atlantic and a cold Arctic with transport across Fram Strait keeps the Atlantic sector ice covered,
although the anomalies are not large in the years where the synoptic situation is frequently characterized
by Node (1, 3) (Figures 8a and 8c). Alternatively, a cold North Atlantic and marginal seas with strong cross
Arctic transport and Fram Strait outﬂow, associated with a steep east to west pressure gradient, yields more
extensive ice in this region as well as shown for Node (4, 5) (Figures 8b and 8c).
4. Conclusions
It is apparent that while the ice cover in the Arctic is retreating rapidly, the character of the changing ice is
very different in the Atlantic and Paciﬁc sectors. Even accounting for a possible shift in the mean of open
water fraction in the Paciﬁc sector, the trend toward more open water and less extensive ice in late summer
is larger than in the Atlantic sector. Year to year variability in the open water fraction is also apparently larger
in the Paciﬁc sector. This different character is due in large part to the consistent export of ice maintaining a
more extensive, and progressively thinner and newer, ice cover in the European Arctic peripheral seas.
Here we have found a strong asymmetry in the mechanisms that result in anomalously low or high
September open water fraction. Not surprisingly, years that result in low ice extent and high open water frac-
tion on both sides of the Arctic are uniformly associated with positive 925 hPa temperature anomalies and
southerly ﬂow, both melting ice and driving the summer ice that remains closer to the pole. However, for
years that depart from the downward trend in ice extent toward more ice cover and less open water, (parti-
cularly those that are more than 1.5 standard deviations away from the trend), there are two different
mechanisms. Some high ice years are associated with negative temperature anomalies and southerly trans-
port—a cool summer pattern that allows ice to persist over larger areas. Some high ice years, on the other
hand, are characterized by an “ice factory” mechanism, whereby ice cover is continually replenished by
Journal of Geophysical Research: Atmospheres 10.1002/2016JD025164
LYNCH ET AL. ARCTIC SUMMER CIRCULATION AND SEA ICE 7878
advection from the north. We expect that these years would also be associated with lower than normal ice
thickness than the cool summer patterns.
The intersection of sea ice variability with economic activity in the Arctic is no more apparent than in the
ongoing quest for time-sensitive decision support for technically feasible navigation routes. The long-term
trends point toward open water oil and gas infrastructure and navigable supply routes by 2040 [Smith and
Stephenson, 2013]. However, the near-term intraseasonal variability of open water in the Arctic affects deci-
sions around shipping routes, oil rig licensing, and emergency planning. Better understanding of the
mechanisms that determine large departures from the long-term trend will provide an important scientiﬁc
foundation for actionable knowledge at the ice edge.
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