Abstract-In this paper we consider the problem of linear quadratic regulator (LQR) performance for cascade control structures of series coupled systems. The necessary and sufficient condition for the linear quadratic performance of a cascade control structure to achieve the same performance as any given centralized LQR is obtained. The cascade problem could be seen as a special case of the network control problem with a special network structure. The results presented show that decentralized control is possible with some natural fundamental limitations in this particular case. Also, a constructive proof is given for the inverse LQR problem that can be used to calculate the decentralized LQR from a given centralized one.
I. INTRODUCTION
The systems to be controlled are getting more and more complex. Especially, for an interconnection between different dynamical systems, it is desired that the controllers are separated in such a way that engineers responsible for different subsystems can independently find a good controller for each subsystem, and still, when putting things together, the overall interconnected system performance is optimized in some sense. It is interesting to examine what fundamental limitations are faced when we try to find decentralized controllers on networks in terms of analysis and synthesis. Therefore, examining some special cases of interconnection structures, can give a good insight into the more general problem. Moreover, some special structures can have practical use of their own.
In this paper, we study the case of decentralized cascade control over the class of linear quadratic regulators (LQR) for a series connection structure. For series coupling of an arbitrary number of LTI systems, we obtain necessary and sufficient conditions for the performance of a cascade control structure to be as good as for any given centralized LQR.
For instance, consider a vehicle control problem, where it is desired to control the position and the velocity. To do this, one would like to affect the vehicle with some forces and torques. This is done through the system actuators, like wheels, rudders, etc (see Figure 1) . But since the actuators have dynamics, they are themselves dynamical systems that need to be controlled. connection between the actuators and the vehicle dynamics, as one system and find an LQR, which can be considered as a centralized controller. The question now is if we instead can separately find LQRs for the actuators and the vehicle, that still give the same performance index as the centralized one (see Figure 2 ). This is of potential practical importance since one would like to have two modules for controller design, one for the actuators, and the other for the vehicle in terms of the actual outputs of the actuators (like resulting forces and torques affecting the vehicle). Tuning can be done for both modules separately, rather than for the whole system. An important issue is the case when we get actuator failure, which implies a change in the actuator dynamics. Having separate controllers makes it easier to adapt to such changes in the dynamics. Another issue is that there can be constraints on the size of the forces and torques that affect the vehicle. A centralized LQR for the series connection optimizes with respect to the inputs to the actuators, and not the actual forces and torques. Controller separation gives more understanding of the behaviour of each subsystem in terms of the optimization with respect to the inputs and outputs of every subsystem, and such constraints can be handled easier. There has been previous work on similar problems. In Härkegård [6] , the control allocation problem is considered as LQ optimization combined with static optimization for the control allocation. In Aoki [4] , the decentralized control [8] , interconnection measure is introduced to compare the decentralized controller's performance index with that of a centralized controller. Rotkowitz et al. [9] gives a parameterization of stabilizing linear quadratic controllers that are equivalent to a decentralized one. Also, it is worth mentioning the standard reference book in LQ-design, namely Anderson and Moore [3] , where the LQ problem is investigated in depth.
The outline of the paper is as follows: In section II we introduce some basic notation. The main results are presented in section III. We start by the inverse LQR problem, where we give a constructive proof for the existence of a weighting matrix that corresponds to a given linear static feedback law. Then, we consider the problem of decentralized LQR of series connection consisting of two systems, and then we generalize to an arbitrary number of series connected systems. A flight control example is solved in section IV, using the results in section III. In the Appendix, we state the standard LQR problem.
II. NOTATION
For a vector v ∈ R n , we define
Let two LTI systems Σ 1 and Σ 2 be given by:
If we connect Σ 1 and Σ 2 such that the input to Σ 1 is the output of Σ 2 , i.e. u 1 = y 2 , then we write the resulting series connected system as
In general we write a series connection of n systems Σ i
for i = 1, 2,...,N, as
which means that the systems are connected in series such that the input of Σ i is the output of Σ i+1 , i.e. u i = y i+1 , for i = 1,...,N − 1.
III. MAIN RESULTS

A. The inverse LQR problem.
The inverse LQR problem is if there is a symmetric and positive definite weighting matrix
that corresponds to a given static linear controller u = Lx (see the Appendix for the standard LQR problem). A frequency domain condition that is sufficient for the existence of such a weighting matrix was shown by Kalman [7] for the SISO case. Here, we show that it always exists, and we show how to find the corresponding matrix.
Theorem 1 (Inverse LQR):
Consider the standard LQR problem. For any given stabilizing feedback law
there exists a symmetric matrix
such that the optimal LQR with respect to this weighting matrix gives u = Lx. In particular, we can find a symmetric matrix P > 0, such that
and we can choose a symmetric matrix R > 0 large enough, such that
choose Q such that
to obtain the desired optimal feedback law u = Lx, and (5) holds.
Proof: The proof is given in the Appendix.
B. Decentralized control of series connection.
Consider two LTI systems Σ 1 and Σ 2 given bẏ
respectively, where
Let the input of Σ 1 be the output of Σ 2 , that is,
Then we can write the coupled systems as a larger system
where
and C = C 1 0 .
Now consider the total system Σ (see Figure 3) . The standard LQR problem for Σ is that one would like to find an optimal control law that minimizes the cost
where ∆x = x − x * , ∆u = u 2 − u * , x * , u * are the reference trajectories, and
is a symmetric positive definite matrix(see the Appendix for more details). Then, we can find an optimal control law:
corresponding to some given choices of Q, R and S.
On the other hand, if we separately try to find LQRs for system Σ 1 and Σ 2 respectively (compare with Figure 4) , we get the control law for Σ 1
and for Σ 2
for some choices of the weighting matrices Q 1 , R 1 , S 1 , and Q 2 , R 2 , S 2 corresponding to Σ 1 and Σ 2 , respectively.
The controller for the whole system Σ is given by equation (11). The combination of the controllers for Σ 1 and Σ 2 is given by equation (13). Equivalence between the two controller designs is obtained if
Equation (14) and (16) 
and This is seen by noting that the rank of L r2 L 1 and L r2 L r1 is always less than or equal to m, since L r2 is of size n × m. Now if this condition holds we can solve for
equations (14)-(16). Now we are ready to state:
Theorem 2: The cascade LQR given by equation (13), for the series coupled systems Σ 1 and Σ 2 given by equation (1) and (2) respectively, can be made equal to any given centralized LQR for Σ = Σ 2 • Σ 1 , iff one of the conditions n ≤ m, or l, k ≤ m holds.
Proof: For the decentralized cascade LQR to be equal to any given centralized LQR, we must be able to solve equations (14)-(16) even in the case where l 1 and L r have full rank, that is
Hence, it is easy to see that equation (14)- (16) is solvable iff one of the conditions n ≤ m or l, k ≤ m holds. Now we must show that there exists weighting matrices Q 1 , R 1 , S 1 , and Q 2 , R 2 , S 2 corresponding to Σ 1 and Σ 2 , respectively, such that the feedback matrices L 1 and L 2 that solve (14)-(16) are obtained. But according to Theorem 1, it is always possible. This concludes the proof.
REMARK. These conditions simply mean that u 2 must be large enough to carry all required information about the states x 1 to system Σ 1 , in order to achieve the same performance after controller separation. Now we give a generalization of Theorem 2. Consider N LTI systems Σ i , i = 1,...,n, connected in series as
(see Figure 5 ). The next theorem gives necessary and sufficient conditions for the controller separation of the series connected system Σ (see Figure 6 ).
Theorem 3:
Consider a network consisting of N linear systems {Σ i : i = 1, 2,...,N}, defined according to equation (3) , where the output of system Σ i+1 is the input to Σ i , for i = 1, 2,...,N − 1. Then we can separately find LQRs for every system Σ i such that the network is equivalent to any LQ-optimal centralized controller, iff
Proof: The statement is easily proved by induction using Theorem 2. Note that if we write
Also, the input to Σ is u N and the output is y 2 . We can separate the controllers between Σ and Σ 1 iff
according to Theorem 2. Now let
Again, the controller over Σ can be separated over the systems Σ and Σ 2 iff
Continuing with this procedure, we see that any LQR can be split over the systems {Σ i } iff . . . . .
. 
IV. FLIGHT CONTROL EXAMPLE
In this section we Consider a flight control example that was used as a motivation in Härkegård [6] . The example is based on the ADMIRE model [1] . ADMIRE describes a small single engine fighter with a delta-canard configuration. The linearized model is given by
where α = angle of attack, β = side slip angle, p = roll rate, q = pitch rate, r = yaw rate, are the aircraft state variables, δ and u contain the actual and the commanded deflections of the canard wings, the right and left elevons, and the rudder, respectively. x 0 , y 0 , δ 0 and u 0 are the points of linearization. This model is actually a model of a connection in series 
In Härkegård [6] , the problem of cascade LQR separation is solved by approximating the rudder's dynamics to be static. We will solve the same problem without making any relaxations.
The numerical values of the system matrices are Consider the coupled systems as one system. First we try to find an optimal LQR for the total system in equation (19) with respect to the weighting matrices Q = diag (10, 10, 2, 1, 10, 1, 1, 1, 1 First, we see that the conditions of Theorem 2 hold. Using Theorem 1 we see that for the aircraft controller, we can use the weighting matrices (1, 1, 1, 1) , 
and for the actuators, we can use R 2 = diag(10, 10, 10, 10), 
and
It is easy to verify that the optimal feedback law obtained from the separated LQR-design above gives the same design obtained from considering the total system. V. CONCLUSIONS For a series connection structure of an arbitrary number of subsystems, necessary and sufficient conditions are presented for controller separation for the LQR problem. If the given conditions hold, designing a controller for every subsystem separately gives the same performance as if trying to design a centralized controller. A flight control example is solved using the results of this paper.
VI. ACKNOWLEDGEMENTS APPENDIX
The following proposition states the standard LQR design: Proposition 1: Consider the following LTI system:
For the positive definite and symmetric matrix
Q S S T R ,
(A, B) is stabilizable, the stationary optimal control law that minimizes the cost
where ∆x = x − x * , ∆u = u − u * , and x * , u * solve
is given by
Here, P is the unique positive definite and symmetric solution to the algebraic Riccati equation (ARE):
Proof: For a proof consult Glad and Ljung [5] .
Proof of Theorem 1
First, taking the Schur complement of equation (5), we see that (5) is equivalent to R > 0 and
Then, we want to show the existence of symmetric and positive definite matrices P, Q and R and a matrix S such that the ARE (23) is fulfilled, and
which is equivalent to
The ARE (23) can be rewritten as
(26) First, pick any symmetric P > 0, such that (A + BL) T P + (A + BL)P < 0.
The existence of such a P follows from the fact that L is stabilizing. Now set
Then we see that the choice of S according to equation (27) implies that L = −R −1 (B T P + S T ).
It remains to check that the condition of equation (5) hold. We first note that
Then, equation (26) 
the right hand side of equation (29) would be positive definite, which implies that
Hence, we have shown in a constructive way how to choose the matrices Q, R, S that give the desired LQR.
