Introduction {#Sec1}
============

The genome-wide association study (GWAS) has become a very effective approach to identifying the genetic loci associated with complex traits (Sladek et al. [@CR28]; WTCCC [@CR34]; Li et al. [@CR21]). Since the establishment of mixed linear model (MLM) based GWAS methods (Zhang et al. [@CR42]; Yu et al. [@CR40]), then there has been an increasing interest in using MLM in GWAS, because of their demonstrated effectiveness in accounting for relatedness between individuals and in controlling population stratification. This has stimulated the development of the MLM-based GWAS methods (Kang et al. [@CR14]; Zhang et al. [@CR43]; Lippert et al. [@CR22]; Zhou and Stephens [@CR45]; Segura et al. [@CR27]; Wang et al. [@CR35]). Furthermore, these methods have been widely used in GWAS; the loci identified in GWAS explain only a fraction of heritability of complex trait, indicating that additional loci influencing those traits exist.

To increase the robustness of quantitative trait nucleotide (QTN) detection in GWAS, nonparametric approaches have been recommended. Up to now several existing nonparametric methods have been used to conduct GWAS. For example, Atwell et al. ([@CR4]) adopted Wilcoxon rank-sum test (Wilcoxon [@CR37]; Mann and Whitney [@CR24]) to carry out GWAS for 107 phenotypes in a common set of *Arabidopsis thaliana* inbred lines; the 107 phenotypes were re-analyzed by Kruskal--Wallis test (Kruskal and Wallis [@CR18]) and more significantly associated SNPs were identified as compared with those using efficient mixed model association (EMMA) (Filiault and Maloof [@CR9]); the Kruskal--Wallis test was also generalized to group uncertainty when comparing *k* samples, and one application to a GWAS of type 1 diabetic complications demonstrated the utility of the generalized Kruskal--Wallis test for study with group uncertainty (Acar and Sun [@CR1]). Similarly, Beló et al. ([@CR5]) used Kolmogorov--Smirnov test (Kolmogorov [@CR15]; Smirnov [@CR29]) to detect an allelic variant of *fad2* associated with increased oleic acid levels in maize, and Terao et al. ([@CR32]) and Tan et al. ([@CR31]) adopted Jonckheere--Terpstra test (Terpstra [@CR33]; Jonckheere [@CR13]) to detect a T allele of rs2395185 in human leukocyte antigen locus and a T allele of rs1260326 and rs780094 in glucokinase regulatory loci, respectively. None of the above approaches have included population structure in their genetic model. Thus, Yang et al. ([@CR39]) integrated Anderson--Darling test with a population structure correction. This method was used to analyze 17 agronomic traits in maize, and some important loci were identified. In practice, the true model for a quantitative trait is rarely known, and model misspecification can lead to a loss of power. To address this issue, Kozlitina and Schucany ([@CR16]) proposed a rank-based maximum test (MAX3), which has favorable properties relative to other tests, especially in the case of symmetric distributions with heavy tails. We found that all the above methods have high false positive rates (FPRs) in our simulation experiments. To overcome this problem, multi-locus model methodologies should be recommended. For example, Li et al. ([@CR20]) proposed a two-stage nonparametric approach, in which all the markers potentially associated with quantitative trait are identified and their effects in one multi-locus model are estimated by shrinkage estimation for true QTN detection. However, none of the above methods have controlled polygenic background in single-marker association in genome scans.

In this study, we proposed a two-stage method for multi-locus GWAS. First, the model transformation of Wen et al. ([@CR36]) was used to control polygenic background in single-marker association in genome scans. Using the transformed model, Kruskal--Wallis test along with least angle regression (LARS) of Efron et al. ([@CR7]) was then used to select all the markers that were potentially associated with the trait. Finally, all the selected markers were placed into multi-locus model, these effects were estimated by empirical Bayes, and all the nonzero effects were further identified by a likelihood ratio test. Clearly, this method integrates the Kruskal--Wallis test with empirical Bayes under polygenic background control. This method, named pKWmEB, was validated by a series of Monte Carlo simulation studies and real data analyses for four flowering time related traits in Arabidopsis.

Materials and methods {#Sec2}
=====================

The *Arabidopsis thaliana* data set {#Sec3}
-----------------------------------

The *Arabidopsis thaliana* data set was downloaded from <http://www.arabidopsis.usc.edu/> (Atwell et al. [@CR4]) and used to conduct simulation experiments and real data analysis. This data set contained 199 accessions each with 216130 genotyped SNPs.

Genetic model and model transformation {#Sec4}
--------------------------------------

The standard MLM for an *n* × 1 phenotypic vector **y** of quantitative trait is$$\documentclass[12pt]{minimal}
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Based on model (1), phenotypic values ***y*** were affected by population structure, QTN and polygenes. In other words, a nonparametric test for *k* samples cannot be directly applied. Thus, we must remove the effects for population structure and polygenes before using a nonparametric test.

Population structure correction {#Sec5}
-------------------------------

If we delete **G***β* and **Zu** in model (1), its reduced model is$$\documentclass[12pt]{minimal}
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Using least squares method, the effect of **v**, denoted by $\documentclass[12pt]{minimal}
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Polygenic background correction {#Sec6}
-------------------------------

Based on model (3), the variance of ***y***~−*Q*~ is$$\documentclass[12pt]{minimal}
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It should be noted that model (7) includes QTN variation and normal residual error (Wen et al. [@CR36]). Although the polygenic background has been corrected, nonparametric test cannot be implemented owing to continual **G**~*c*~ values.

Kruskal--Wallis test {#Sec7}
--------------------

Based on model (7), we used Kruskal--Wallis test to detect whether one SNP was associated with the trait. However, the values of **G**~*c*~ were not binary variable. Thus, we must transfer **G**~*c*~ into binary variable. Let **G**~*c*~ = (*g*~*ij*~)~*n*~ ~×~ ~*p*~, $\documentclass[12pt]{minimal}
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Empirical Bayes estimation for QTN effects {#Sec8}
------------------------------------------

In GWAS, the number of SNPs is frequently 1000 times larger than sample size. In this situation, fitting all the genome markers in one model is not feasible. As we know, most SNPs are not associated with the trait. Once we delete these SNPs with zero effects, the reduced model is estimable. The purpose of the above Kruskal--Wallis test is to select all the potentially associated SNPs. If the number of markers passing the 0.05 level of significance test is more than *o*~*i*~ (*o*~*i*~ = 50, 100, and 150), we invoke LARS of Efron et al. ([@CR7]) to select *o*~*i*~ variables that are most likely associated with the trait of interest. LARS is a flexible method for variable selection, which is implemented by lars package in R language (<http://cran.r-project.org/web/packages/lars/>). The *o*~*i*~ markers are then included in a multi-locus model. If the number of markers passing the initial test is less than *o*~*i*~, we skip the LARS step and proceed to include all the selected markers in a multi-locus model$$\documentclass[12pt]{minimal}
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Empirical Bayes of Xu ([@CR38]) was used to estimate the SNP effects in model (11). In this method, each SNP effect *β*~*i*~ is viewed as random. We adopt normal prior for *β*~*i*~, $\documentclass[12pt]{minimal}
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Repeat E-step and M-step until convergence is satisfied.

Owing to *o*~*i*~ = 50, 100, and 150, so three models would be established by the above procedures. Their AIC values were calculated in order to pick up an optimal model.

Likelihood ratio test {#Sec9}
---------------------
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The flow diagram of pKWmEB is shown in Fig. [1](#Fig1){ref-type="fig"}. pKWmEB has been implemented in R and its software can be downloaded from <https://cran.r-project.org/web/packages/mrMLM/index.html>.Fig. 1A flow chart of pKWmEB method

Genome-wide efficient mixed model association {#Sec10}
---------------------------------------------

This is an existing GWAS method (Zhou and Stephens [@CR45]) and used as a gold standard for comparison. This method is the fixed model version of the original MLM, in which *β*~*i*~ was treated as fixed effect with no distribution assigned. The method was implemented in the C software GEMMA (Zhou and Stephens [@CR45]) (<http://www.xzlab.org/software.html>). The threshold of *P*-value was set as 0.05/*p* after Bonferroni correction for multiple tests, where *p* is the number of markers.

Monte Carlo simulation experiments {#Sec11}
----------------------------------

Five Monte Carlo simulation experiments were used to validate pKWmEB. In the first experiment, all the SNP genotypes were derived from 216,130 SNPs in Atwell et al. ([@CR4]) and 2000 SNPs were randomly sampled from each chromosome. The positions for the sampled SNPs were described by Wang et al. ([@CR35]). The sample size was the number of accessions (199) in Atwell et al. ([@CR4]). Six QTNs were simulated and placed on the SNPs with allelic frequencies of 0.30; their heritabilities were set as 0.10, 0.05, 0.05, 0.15, 0.05, and 0.05, respectively; and their positions and effects were listed on Table S1. Using $\documentclass[12pt]{minimal}
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To investigate the effect of polygenic background on pKWmEB, polygenic effects were simulated in the second experiment by multivariate normal distribution $\documentclass[12pt]{minimal}
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To investigate the effect of epistatic background on pKWmEB, three epistatic QTNs were simulated in the third simulation experiment. The related parameters for the three epistatic QTNs were described in Wang et al. ([@CR35]). The QTN sizes (*h*^2^), average, residual variance, and other parameter values were also the same as those in the first experiment, and all the parameters were listed on Table S3. The new phenotypes were simulated by $\documentclass[12pt]{minimal}
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All simulated data sets are available from 10.5061/dryad.sk652 (the Dryad Digital Repository).

To investigate the effect of skewed phenotypic distribution on pKWmEB, normal distribution for residual error in the first simulation experiment was replaced by log-normal distribution in the fourth simulation experiment and logistic distribution in the fifth simulation experiment, and other parameter values were the same as those in the first simulation experiment. To let residual error variance be 10, the standard deviation was set at 1.144 in log-normal distribution and 1.743 in logistic distribution. The means for the two skewed distributions were also zero. The two simulation data sets were included in Data set S2.

Results {#Sec12}
=======

Monte Carlo simulation studies {#Sec13}
------------------------------

### Statistical power for QTN detection {#Sec14}

To validate pKWmEB, five simulation experiments were conducted. In the first simulation experiment, each sample was analyzed by five methods: pKWmEB, the new method without polygenic background control (KWmEB), Kruskal--Wallis test with Bonferroni correction (KWsBC), genome-wide EMMA (GEMMA), and multi-locus random-SNP-effect MLM (mrMLM). All the power results are shown in Table S1 and Fig. [2a](#Fig2){ref-type="fig"}. Clearly, the average powers for the above five methods were 69.8, 67.3, 60.7, 46.0, and 68.6 (%), respectively, indicating the highest average power of pKWmEB (Fig. [2a](#Fig2){ref-type="fig"}). More importantly, the power using pKWmEB was significantly higher than those using KWmEB and GEMMA (Table [1](#Tab1){ref-type="table"}). Note that there were four QTNs with the same 5% heritability. The standard deviation of powers across the four QTNs might be used to measure the robustness of each method. As a result, the standard deviation was 13.01 for pKWmEB, 11.98 for KWmEB and 10.57 for mrMLM, which were much less than 35.17 for KWsBC, indicating the better stability of pKWmEB. On one occasion, the power for the fifth QTN using pKWmEB was 47.7% less than that using KWsBC. To further confirm the effectiveness of pKWmEB, polygenic effect simulated by multivariate normal distribution (*r*^2^ = 9.2%) was added to each phenotypic observation in the second simulation experiment and the polygenic background was replaced by three epistatic QTN (*r*^2^ = 15%) in the third simulation experiment. These results are listed in Tables S2 and S3, which show that the average powers for the above five methods were 69.1, 67.7, 58.9, 42.5, and 67.6 (%) in the second simulation experiment (Table S2; Fig. [2b](#Fig2){ref-type="fig"}), and 61.9, 59.9, 54.9, 39.1, and 58.9 (%), respectively, in the third simulation experiment (Table S3; Fig. [2c](#Fig2){ref-type="fig"}). The standard deviation of statistical powers among all the 5% QTNs was 21.31 for pKWmEB and 31.39 for KWsBC in the second simulation experiment, and 15.05 for pKWmEB and 40.77 for KWsBC in the third simulation experiment. Similarly, the power for the fifth QTN using pKWmEB was 47.2 and 68.3 (%) less than those using KWsBC in the second and third simulation experiments, respectively. In addition, residual error distributions in the above three experiments were replaced by log-normal (the fourth simulation experiment) and logistic (the fifth simulation experiment) distributions. The average powers for the above five methods were 76.2, 74.4, 80.1, 53.9, and 78.3 (%) in the fourth simulation experiment (Table S4; Fig. [2d](#Fig2){ref-type="fig"}), and 68.7, 66.9, 60.9, 44.1, and 68.0 (%), respectively, in the fifth simulation experiment (Table S5; Fig. [2e](#Fig2){ref-type="fig"}). Similar phenomena were observed for the fifth QTN and the standard deviation of statistical powers across all the 5% QTNs in the last two experiments. In summary, pKWmEB with polygenic background control is better than KWmEB without polygenic background control; pKWmEB retains the high power of KWsBC, and it is better in the stability of statistical power than KWsBC.Fig. 2Comparison of statistical powers of six simulated QTNs using five GWAS methods (pKWmEB, KWmEB, KWsBC, GEMMA, and mrMLM). **a** No polygenic background; **b** an additive polygenic variance (explaining 0.092 of the phenotypic variance); **c** three epistatic QTNs each explaining 0.05 of the phenotypic variance. Residual error is normal distribution with mean zero and variance 10 in (**a**) to (**c**), log-normal distribution with mean zero and standard deviation 1.144 (**d**), and logistic distribution with mean zero and standard deviation 1.743 (**e**)Table 1Paired *t* tests and their *P*-values for power and mean squared error (MSE) between pKWmEB and each of the other four methods in the first simulation experimentCaseKWmEBKWsBCGEMMAmrMLMPower*t*-value2.580.603.651.16*P*-value0.0495\*0.57600.0148\*0.2972MSE*t*-value−3.76--−3.94−0.96*P*-value0.0132\*--0.0110\*0.3824\* and \*\* significances at the 0.05 and 0.01 levels, respectively. Results using mrMLM were derived from Wang et al. (2016).

### Accuracies of estimated QTN effects {#Sec15}

The accuracy of QTN effect estimation was measured by MSE and smaller MSE indicates higher accuracy of parameter estimation. All the MSE results from four approaches in the five simulation experiments are shown in Fig. [3](#Fig3){ref-type="fig"} and Tables S6--S10, because KWsBC does not provide the estimates for QTN effects. Results showed that the average MSEs using pKWmEB, KWmEB, GEMMA, and mrMLM were 0.0797, 0.0825, 0.5467, and 0.0940 in the first simulation experiment, respectively, indicating the minimum average MSE of pKWmEB (Fig. [3a](#Fig3){ref-type="fig"} and Table S6). More importantly, the MSE using pKWmEB was almost significantly less than that using GEMMA (Table [1](#Tab1){ref-type="table"}). Almost similar trends were found in the other simulation experiments (Tables S16--S19, Figs. [3](#Fig3){ref-type="fig"}a--e). Average value of each QTN effect across 1000 replicates was listed in Tables S11--S15. These results were also confirmed the above trends.Fig. 3Comparison of mean squared errors of each simulated QTN effect using four GWAS methods (pKWmEB, KWmEB, GEMMA, and mrMLM). The descriptions in (**a**) to (**e**) are the same as those in Fig. [2](#Fig2){ref-type="fig"}

### False positive rate {#Sec16}

The FPR is similar to the empirical Type 1 error rate. The FPRs in all the five simulation experiments were 0.0356 ± 0.0085 (%) for pKWmEB, 0.0385 ± 0.0073 (%) for KWmEB, 0.6130 ± 0.1644 (%) for KWsBC, 0.0290 ± 0.0094 (%) for GEMMA and 0.0214 ± 0.0043 (%) for mrMLM (Fig. [4](#Fig4){ref-type="fig"} and Tables S1--S5). In summary, the FPRs are less than 0.05 % for pKWmEB, KWmEB, mrMLM, and GEMMA, and more than 0.60 % for KWsBC, indicating the best FPR control of pKWmEB even if a less stringent significant criterion was adopted.Fig. 4Comparison of false positive rates using five GWAS methods (pKWmEB, KWmEB, KWsBC, GEMMA, and mrMLM). The descriptions in (**a**) to (**e**) are the same as those in Fig. [2](#Fig2){ref-type="fig"}

### Computational efficiency {#Sec17}

Each sample in the first simulation experiment was analyzed by pKWmEB, KWmEB, KWsBC, mrMLM, and GEMMA. These analyses were implemented on the computer (Intel(R) Xeon(R) CPU E5-2637 v2 @ 3.50 GHz CPU). As a result, the computing times using the above five methods were 35.30, 35.20, 32.63, 13.08, and 1.63 (hours), respectively (Fig. S1). Although pKWmEB runs slightly longer than KWsBC, pKWmEB has significantly lower FPR than KWsBC.

Real data analysis in *Arabidopsis thaliana* {#Sec18}
--------------------------------------------

Four flowering time related traits in *Arabidopsis thaliana* derived from Atwell et al. ([@CR4]) were re-analyzed by pKWmEB, KWmEB, mrMLM, and GEMMA. The four flowering time related traits were FLC gene expression (FLC), FRI gene expression (FRI), days to flowering of plants grown in the field (FT Field) and days to flowering growth in greenhouse (FT GH). We also downloaded the results of EMMA from Atwell et al. ([@CR4]), with the significance criterion of Bonferroni correction (0.05/*p*, *p* is the number of markers). All the results are listed in Table S23. Results showed that the numbers of SNPs significantly associated with the four traits were 80 for pKWmEB, 77 for KWmEB, 56 for mrMLM, and 53 for GEMMA.

These significantly associated SNPs were used to mine candidate genes associated with the traits. These candidate genes were compared with those in previous studies. All the previously reported genes detected by the above four methods are listed in Table S24. As a result, 23, 16, 10, and 5 previously reported genes were found to be in the region of the significantly associated SNPs detected by pKWmEB, KWmEB, mrMLM, and GEMMA, respectively (Table S23), indicating that pKWmEB identified the most previously reported genes. Among these known genes, five were identified only by pKWmEB and were not included in the list of the previously reported genes in Atwell et al. ([@CR4]) (Table [2](#Tab2){ref-type="table"}).Table 2Previously reported genes that were identified only by pKWmEBChrPosition (bp)LODEffect*r*^2^ (%)GeneTraitAllele with code 1Reference229166754.900.0620.92*PRK2*FT GHAZhao et al. ([@CR44])2105749323.230.0981.38*ATCOL3*FT FieldTIzawa et al. ([@CR12])4173925273.05−0.1832.03*APETALA2*FLCCHuang et al. ([@CR11])573725233.960.1221.86*ANAC089*FT FieldGLi et al. ([@CR19])573725233.960.1221.86*ATTIP49A*FT FieldGHolt et al. ([@CR10])The genes in this table were not detected by Atwell et al. ([@CR4])

Discussion {#Sec19}
==========

Recently, our group has developed several multi-locus GWAS methods, i.e., mrMLM (Wang et al. [@CR35]), FASTmrEMMA (Wen et al. [@CR36]), ISIS EM-BLASSO (Tamba et al. [@CR30]), and pLARmEB (Zhang et al. [@CR41]). Actually, these are parametric methods. As we know, nonparametric GWAS methods are also very useful in GWAS. However, polygenic background in the nonparametric methods isn't controlled, so their FPRs are high. To overcome this issue, we developed pKWmEB in this study. In addition, pKWmEB can find some previously reported genes that aren't detected by parametric methods (Table [2](#Tab2){ref-type="table"}).

No existing nonparametric methods in GWAS have considered polygenic background control. This leads to the inflation of FPR. To overcome this issue, the model transformation of Wen et al. ([@CR36]) is used to whiten the covariance matrix of the polygenic matrix K and environmental noise. Meanwhile, genotypic incidence matrix and phenotypes are also transferred. Owing to continually transferred genotypic values, it is necessary to change the transferred genotypic values into binary variables (1 and −1) in order to carry out Kruskal--Wallis test. The question is how to conduct this transfer. If the values are larger than their mean or median, the values are transferred into 1. If the values are not larger than their mean or median, the values are transferred into −1. Thus, new incidence values are obtained. These new incidence values along with new phenotypes are used to conduct the Kruskal--Wallis test. Using this test, all the markers potentially associated with the trait are identified. These selected markers are placed into a multi-locus model, and original genotype and phenotype information is used to estimate their effects using empirical Bayes. Thus, true QTNs can be identified. Our results showed that mean threshold is better than median threshold in statistical power (Fig. S3 and Table S22). Although the Kruskal--Wallis test is used in this study, in addition, other nonparametric tests are also available, for example, the Jonckheere--Terpstra test (Terpstra [@CR33]; Jonckheere [@CR13]) and Anderson--Darling test (Anderson and Darling [@CR3] [@CR2]). As compared with the methods without polygenic background control, the new method demonstrates a significant improvement in statistical power and robustness for QTN detection and in accuracy for QTN-effect estimation.

In real data analysis, we should consider whether it is necessary to include population structure in the genetic model. Recently, Bulik-Sullivan et al. ([@CR6]) proposed a linkage disequilibrium score regression test to solve this issue. This method is to test the significance of difference between regression intercept and one. Results showed that population structure should be included in multi-locus model for all the four traits in this study (Table S25). Principal component analysis is also available for this purpose. We also need to consider the heterozygotes. In this case, a heterozygote is coded as zero and the others are the same as those in pKWmEB. If so, there is no significant power difference between the two homozygote genotypes (AA and aa) and the three genotypes (AA, Aa, and aa). However, the accuracy of QTN effect estimation significantly decreased as compared with no heterozygotes (Table S20 and S21).

The current nonparametric GWAS methods are almost a single-locus genome scan analysis, and such a single-marker test often requires a Bonferroni correction. To control the experimental error at a genome-wide significance level of 0.01, the significance level for each test should be adjusted as 0.01/*p*, which is 1e−8 if there are one million markers (*p*). This criterion is too stringent to detect many important loci. To avoid this issue, many multi-locus approaches have been suggested (Segura et al. [@CR27]; Moser et al. [@CR25]; Wang et al. [@CR35]). In these multi-locus approaches, there is no need for such a multiple test correction. At this situation, less stringent critical *P*-value (\~2e−4, which is the equivalent of LOD = 3.0) can be adopted. This is because its FPR is similar to that from single-locus genome scan analysis with a stringent significance criterion.

In Monte Carlo simulation studies, the estimates of powers for the four QTNs with the same effect size are highly variable. This is different from the situation in quantitative trait locus mapping. To dissect this phenomenon, the simulated data sets in this study were also analyzed by ADGWAS of Yang et al. ([@CR39]) and Jonckheere--Terpstra test with Bonferroni correction (Liu [@CR23]). As a result, similar phenomenon was observed as well. This may be due to two reasons. One is about the genotypic data sets, which are derived from the 216130 SNPs in Atwell et al. ([@CR4]). Several significant correlations of genotypes between a pair of QTNs were observed. This is not similar to ideal segregation populations in linkage analysis. Another is about single-locus genome-wide scanning of nonparametric tests. When KWsBC is implemented in the first simulation experiment, the 85.6, 46.9, 14.2, and 70.9 (%) *P*-values in the detection of the second, third, fifth, and sixth QTNs are between 5e−6 and 0.01. Owing to the stringent Bonferroni correction criterion, QTN2 and QTN6 were not detected in most situations.

We compared the results in this study with those in Atwell et al. ([@CR4]), and found that individual previously reported genes are common, for example, *FLA*, *AT4G00690* (similar to *ESD4*, 268809/276143 bp on chromosome 4) and *ATARP4* (6371569 bp on chromosome 1) are detected by all the four methods. However, most previously reported genes depend on methods (Table S24) and some previously reported genes are detected only by pKWmEB (Table [2](#Tab2){ref-type="table"}). This indicates that pKWmEB is a complement to the widely used GWAS methods (such as GEMMA). The possible reason is that each method has its own distinct assumptions.
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