Corresponding to Hayashi's R-matrix, we first follow Woronowicz's method to construct an other concrete compact quantum group U q (2), q ∈ C \ {0}; then we discuss its *-irreducible representations, and we show that these representations correspond to those of irrational algebras B θ , and in the final, we also give the formula of Haar measure of U q (2).
Introduction
It is well known [1] that for a linear space V with a basis {v 1 , v 2 , . . . , v n } and a linear map R : V ⊗ V → V ⊗ V :
there exists a bialgebra A R (Faddeev-Reshetikhin-Takhtajan (FRT) construction) whose definition is as follows.
A R is a bialgebra generated by the generators T = (t ij ) 1 i,j n and T satisfies the following relations:
= I n×n , where T 1 = T ⊗ I with matrix entries (T 1 ) ij,kl = t ik δ jl and T 2 = I ⊗ T with matrix entries (T 2 ) ij,kl = δ ik t jl and (T ⊗, T ) ij := n k=1 t ik ⊗ t kj . Here , denote the coproduct and the counit of A R respectively.
For special matrix R-Hayashi's R-matrix [2] ,
p ii e ii ⊗ e ii + i =j (p ij e ii ⊗ e jj + (1 − p 2 )e ij ⊗ e ji ), (1.1) where e ij denotes matrix unit and p ij p ji = p 2 ∈ C\{0} and p ii = 1 for i = 1, 2, . . . , n, one also obtains a bialgebra. In this paper, we consider Hayashi's R-matrix special case n = 2, and show that the bialgebra A R has a *-structure. Then we shall follow Woronowicz's method to construct the compact quantum group U q (2) in the second section, where q ∈ C \ {0}. In the third section, we shall discuss the *-representations of U q (2) and irreducible *-representations of U q (2) , and we show that its irreducible *-representation corresponds to the *-representation of the irrational algebra B θ . We will also compute the Haar measure in the final section.
Remark 1.
The quantum group U q (2) , when q is a non-zero real number, has been studied by many people such as Aref'eva, Arutyunov [3] , Bichon [4] et al. Recently, Connes and Dobois-Violette [5] construct the compact quantum group U θ ; we has discussed some properties of U θ in other papers. One also can show that the above quantum groups are the special cases of the quantum group U q (2) in this paper.
Construction of the compact quantum group U q (2)
Let n = 2 in Eq. From [1] we get the structure of the quantum matrix algebra A R corresponding to the above R.
Theorem 2.1. The quantum matrix algebra
, is generated by a, b, c and d which are subject to the rela-
Following the general theory of [6] to derive the compact quantum groups in the above case, we set
In other word, we take a
then we can derive the following relations which are consistent for p = |q| −2 : 
From the equation u * u = 1, we get
Clearly these two sets of relations are just the same as relations (2.3).
We will follow Woronowicz [7] to construct the compact quantum group generated by a, b, D and their involutions. We will denote this compact quantum group by U q (2) . This implies that · is a well-defined C * -seminorm. Therefore the set
is a two-side ideal in C a, b, D, a * , b * , D * and the seminorm produces a C * -norm on the quotient algebra
Let U q (2) be the completion of A q with respect to this norm. To follow Woronowicz's construction, the following theorem is crucial.
Theorem 2.2. The set of elements of the form
where n, l ∈ Z (all integers) and m, k ∈ Z + (all non-negative integers) forms a basis of A q .
Proof.
To prove the theorem we use the following representations. For |q| 1, let H be a separable Hilbert space with an orthonormal basis {ψ n,m,k :
For |q| < 1, we can define a similar representation on the same H as follows:
For |q| = 1, let H be a separable Hilbert space with an orthonormal basis {ψ n,m,k :
where ϕ is a real number.
The proofs of the cases |q| > 1 and |q| < 1 are exactly the same as [7] . Let us carry out the proof of the case |q| = 1. Clearly this set of elements spans the whole space A q . We just need to prove that they are linearly independent. Suppose we have a finite sum such that nmkl c nmkl n, m, k, l = 0.
Applying π of (2.7) to this sum and apply the result to ψ 0,0,0 , we have
This implies that for fixed n, i = k − m and l and an arbitrary ϕ / = jπ or j
Since ϕ can be chosen infinite real numbers, this is equivalent to saying that the above polynomial m c n,m,i+m,l x 2m has many zeros and so all of its coefficients vanish. In this way we can prove c n,m,k,l = 0, for all n, m, k and l, i.e., { n, m, k, l : n, m, k ∈ Z} is linearly independent.
Once we have the basis theorem, we can determine the two-sided ideal N of
Theorem 2.3. The two-sided ideal N (2.4) is generated by the following elements of
where θ satisfies q = |q|e iθ .
Proof. We can use Woronowicz's argument [7] to prove this exactly as he did for his twisted SU (2) . We leave it to the reader.
We also follow Woronowicz's method and get the following theorem.
where the tensor product of two C * -algebras is the spatial product.
2 0 . There is an antipode S on A q defined on generators as follows:
With the above operations and multiplication, U q (2) is a compact matrix quantum group ( for the definition of compact matrix quantum group, see [8] ). [7] as a special case. Notice that for q real, we can take a quotient with respect to the ideal generated by D − 1 to get the compact quantum group SU q (2) . However, if q is not real, there is no SU version of U q (2).
Remark 2. Our case includes Woronowicz's twisted SU (2)

Representations of U q (2)
In this section, we discuss the irreducible *-representations of U q (2) and build the relation between U q (2) and the irrational algebra B θ .
In the following we assume |q| > 1 and q = |q|e πiθ . The case |q| < 1 is similar. 
for all x ∈ H , i.e. a * x 1 − |q| −2 x , for all x ∈ H . This implies that range(a * ) is closed and a * is one-to-one. Since range(a * ) ⊥ = ker(a) = {0}, hence range(a * ) = H . This implies that a * is invertible. So is a.
Let λ ∈ sp(b)\{0}, where sp(b) is the spectrum of b. Since b is normal, λ ∈ sp(b) is equivalent to the existence of a sequence {x n } with x n / = 0 such that
Since a is invertible, ax n / = 0 and we have bax n − qλax n ax n qabx n − qλax n a −1 x n |q| bx n − λx n x n → 0, as n → ∞.
Hence qλ ∈ sp(b). Continuing this process, we have q n λ ∈ sp(b) for any non-negative integer n. This implies that the radius of the spectrum of b is infinite, which contradicts the fact the radius of the bounded operator b is less or equal to b . Thus we have proved that either ker(a) / = {0} or b = 0.
Before we discuss the irreducible *-representations of U q (2), we have the following lemmas. Proof. It is obvious using the relation of generators of U q (2) and the above theorem. From Lemma 3.1, we know bb * x = |q| −2 x for all x ∈ H 0 . Therefore 
Now by the assumption ax = 0 and (x, y) = 0 we have
This argument also implies that (a * m x, a * n z) = 0 for m / = n. By this theorem, we know all irreducible representations of U q (2) on separable Hilbert spaces once we know all irreducible representations of the non-commutative torus B θ on separable Hilbert spaces.
Theorem 3.2. Let notations be as above and suppose π is irreducible. Then
Proof. 1 0 . This is very straightforward.
2 0 . By Theorem 3.1, π(b) / = 0 implies that ker(π(a)) / = {0}. By Lemma 3.2, we know that {a * n x} ∞ n=1 is a linearly independent set for any non-zero x ∈ ker(π(a)). Combining with 1 0 , we clearly see that π(b) / = 0 is equivalent to the representation πbeing infinite dimensional.
If the induced representation of B θ on H 0 is reducible, by Lemma 3.2 we can ge a π-invariant proper closed subspace of H , but this contradicts the assumption that π is irreducible. 
where
This representation π of U q (2) on H is irreducible.
Proof. First of all , we check that π is a *-representation of U q (2) . Since
In the following, we write x for π(x). This implies ψ nj = λ j a * j ψ n0 . It easy to see ψ n0 = λ j a j ψ nj . Since 
we have
Similarly, we have D * a * j x = a * j V * x for all x ∈ H 0 . We can summarize the actions of a, b, b * , D and D * as follows:
for x ∈ H 0 . Now we can check that all the relations are satisfied. Let us just check
To check π is irreducible, suppose there is an operator A commuting with π. Then clearly H 0 is A invariant since H 0 = ker(a). It is easy to see that the restriction of A on H 0 commutes with π 0 . Hence A| H 0 = α1, where α is a constant. Since
for x ∈ H 0 . This implies that A is a constant operator on H 0 . In this way, we prove that the representation π is irreducible.
In the following, we consider the case for |q| = 1. (2) ), the center of U q (2) .
Proof. 1 0 . This is obvious once we plug |q| = 1 into the relations (2.2) which a, b and D are subject to. 2 0 . Applying the *-operation to bD = q 2 Db, we get Db * = q 2 b * D. The relations in (3.3) imply that bb * = 1 − aa * = 1 − a * a; and then a(or a * ) and bb * are commutative, so are D and bb * . bb * is a central element. Similarly we can prove that aa * and a 2 D −1 are in the center of U q (2) . 
Haar measure on U q (2)
In the following, we denote Haar measure for U q (2) by h. First of all, we can follow [7] exactly for the case |q| / = 1 to get the following. (2) . Here the representations π are defined as in (2.5) and (2.6) respectively.
The proof can be given by imitating Woronowicz's method in [7] and by using some methods of proof we are going to use for the case |q| = 1.
Lemma 4.1. For the case |q| = 1, we have
Proof. Let J be the two-sided ideal of A q (2) generated by b and b * . Obviously, J is a *-ideal. Since
where we use the convention a n = a n if n 0, a * n if n < 0 and J ⊗ J represents a finite sum in J ⊗ J . By properties of Haar measure h, we have
where J in the sum represents a finite of elements in J . In order to have h(< n, m, k, l >) / = 0, we must require from the first equality that l = 0. Now the second equation reduces to
Using Theorem 2.2, we have to require m = k, and we have
Using Theorem 2.2 again, in order to have h( n, m, m, 0 ) / = 0 we also have to take n = 0. This way gives the proof of the lemma.
Let x = bb * , now we just need to find h(x m ) for m 1. Proof. 1 0 . Since S 2 = 1, using Woronowicz's general theory [8] , this is clear. The last step h(x m ) = 1 m is easy to check by using calculus.
