ABSTRACT Accurate solar generation prediction is of great significance for grid dispatching and operation of photovoltaic power plants. In this paper, we propose a novel solar generation forecasting method based on cluster analysis and ensemble model. Two common ways to improve prediction accuracy are adopted. We first conduct cluster analysis based on solar generation to obtain a weather regime, which improves the computational efficiency and avoids the difficulty in selecting weather variables to participate in the clustering process. Then random forests with different parameters is established for different weather regimes, which is used as component models in the followed ensemble model. Finally, we weighted the predictions from different weather regimes to get the final results. To avoid manual design weights, ridge regression is used to calculate weights for each weather regime automatically. A large number of experiments have been carried out on freely available data sets to verify the performance of the proposed method. The experimental results show that our method predicts solar generation more accurately, which has broad prospects in practical application.
I. INTRODUCTION
Solar energy, as one of the cleanest and the most promising renewable energy, has enormous potential for development and application. Solar generation is an extremely important way to develop and utilize solar energy. However, its power output has obvious daily periodicity, seasonal and random fluctuations because it depends on the solar irradiance and other weather conditions. These characteristics lead to serious challenges to large scale PV grid-connected systems in safety, stability and power quality [1] . Thus, accurate and effective prediction of solar generation is of great significance for grid dispatching and operation of photovoltaic power plants and has captured the attention of academia and industry.
In recent years, machine learning has been widely used in the prediction of solar generation, and has achieved acceptable performance. Support Vector Machine (SVM) [2] - [5] ,
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Artificial Neural Network (ANN) [6] - [9] , Random Forests (RF) [10] , [11] , etc. are commonly used solar generation forecasting methods in the literature. Deep learning, a powerful machine learning method, is also utilized for solar generation forecasting [12] - [17] . Although these machine learning methods have been reported for solar generation forecasting, the accuracy and efficiency of the prediction need to be further improved.
Similar day selection is one of the important ways to improve the accuracy of solar generation prediction. The extraterrestrial solar irradiance G 0 and the surface solar irradiance G s were used to define the metric to describe different weather regimes, since the distinctions between G 0 and G s can reflect the change of weather regimes [2] . The kernel fuzzy c-means (KFCM) was utilized in [18] to classify the characteristic data of different weather regimes. Statistical values of five weather variables, including the maximum irradiance, the maximum temperature, the maximum fluctuation, mean fluctuation, standard deviation of fluctuation, and maximum third derivative of fluctuation, were used as inputs to KFCM. Chen et al. [19] considered self-organizing feature map (SOM) to classify the weather regimes of 24 hour ahead. The inputs of SOM included the solar irradiance, total cloud amount, and low cloud amount. The SOM was also used in [20] to classify the weather regimes. In this reference, the inputs of SOM were the area of daily irradiance profile, the difference between the maximum and the average of daily irradiance profile, and standard deviation of daily irradiance profile, respectively. In [21] , the wasserstein generative adversarial networks with gradient penalty (WGANGP) and convolutional neural network (CNN) based weather classification model was proposed to forecast solar generation. The WGANGP was adopted to synthesize new, realistic training data samples by simulating input samples. The CNN was used to accurately classify weather types based on enhanced training data sets. The methods introduced above have been verified to be of high accuracy. However, these methods classify weather regimes depending on weather variables, which has difficulty in selecting and leads to intensive computation. Moreover, some methods classified weather regimes based on solar generation [22] , [23] , but these methods do not take into account the fact that there may be some cases where the sample cannot be accurately classified into a certain weather regime, resulting in lower prediction accuracy. In addition, these methods lack the comparison of the clustering based on weather variables and the clustering based on solar generation.
As an important branch of machine learning, ensemble method plays an important role in improving the accuracy of solar generation prediction. Competitive ensemble forecasting and cooperative ensemble forecasting are two main categories of ensemble methods. They were discussed in detail in [24] . This paper focuses on the competitive ensemble methods. A bagging ANN model was developed and applied to a 24 hour ahead forecasting of solar generation [25] . The bagging ANN model consisted of three different types of ANNs: MLP, radial basis function ANN (RBFNN) and recurrent neural network (RNN). In [26] , time series ensembles were used to forecast day-ahead solar generation. The six winning models and numerical weather prediction (NWP) model were used as component models in the ensembles. The six winning models were from six families, including SARIMA (seasonal autoregressive integrated moving average), ETS (exponential smoothing), MLP (multilayer perceptrons), STL (season and trend decomposition using locally-weighted regression), TBATS (trigonometric, Box-Cox transform, ARMA error, trend, seasonal component) and the theta. After obtaining the prediction of each component model, the final prediction is generated using eight forecast combination methods. Raza et al. [27] proposed a multivariate neural network ensemble forecast framework. In this reference, feedforward neural network, Elman backpropagation network, and cascade-forward backpropagation network were created and trained with three different training algorithms. Although the excellent performance of the ensemble methods mentioned above has been confirmed by a large number of experiments, the ensemble method for different weather regimes has not been investigated.
Following the motivation above, we propose a novel solar generation forecasting method based on cluster analysis and ensemble model, which aims to integrate the predictions for different weather regimes. In the proposed method, two common ways mentioned above are used to improve prediction accuracy.
The main contributions of this work are summarized as follows:
1) Cluster analysis based on actual solar generation is adopted to classify weather regimes (similar day selection), which avoids the difficulty of selecting meteorological factors for clustering and reduces the amount of calculation.
2) The final prediction results are obtained by integrating the prediction results of each cluster, due to the fact that there may be some cases where the sample cannot be accurately classified into a certain weather regime. 3) Ridge regression method is utilized to calculate the weights of different weather regimes automatically.
The remainder of this paper is organized as follows. In Section II, the method proposed in this paper is presented, including cluster analysis, decision tree and random forests, and ensemble model. Experimental results are presented and discussed in Section III. Finally, the conclusion of this paper is given in Section IV.
II. THE PROPOSED FORECASTING METHOD
The proposed solar generation forecasting method is illustrated in Fig. 1 . It can be divided into four steps. To improve the computational efficiency and avoid the difficulty of selecting weather variables to participate in the clustering process, we first conduct cluster analysis based on solar generation to obtain a weather regime. Then the random forests with different parameters is established for different weather regimes. Next, the prediction of training samples in each random forests prediction model is calculated. And we use ridge regression to obtain the weights of each model. Finally, the final forecasts are computed by weighting results of each random forests. It should be noted that the random forests forecasting models for different weather regimes is used as component models in the ensembles. In the forecasting stage, the predictions of the samples under different weather regimes are calculated and integrated.
The main content of the proposed method is described in detail in the following subsection.
A. CLUSTER ANALYSIS
Cluster analysis is a common way to classify weather regimes for further improving forecasting performance. It is well known that weather is the most important factor affecting solar generation. The predictability of solar generation under dissimilar weather conditions are different. As depicted in Fig. 2 , solar generation in two consecutive days has highly-variable patterns. Therefore, a single forecasting model is difficult to predict solar generation under different weather regimes. To avoid the difficulty of selecting weather variables participating in the clustering process and improve the computational efficiency, we conduct cluster analysis based on the solar generation data.
Commonly used clustering algorithms include K-means [28] , Density-Based Spatial Clustering of Applications with noise (DBCAN) [29] , Spectral Clustering [30] , etc. In this paper, we cluster solar generation based on the K-means algorithm, because it is simple to implement and has high computational efficiency. The basic idea of K-means is to maximize the difference among different clusters and minimize the difference in the same cluster. In Euclidean space, sum of the squared error (SSE) is used to assess this difference. It can be defined as (1) :
where y is the solar generation, c k is the centroid of the kth cluster, K is the number of clusters. The special steps of K-means are as follows: 1) Randomly select K points as the initial cluster centroids; 2) Assign each sample to the nearest cluster centroid to form K clusters; 3) Recalculate the centroid of each cluster; 4) Go to step 2 until the cluster centroids no longer changes.
B. DECISION TREE AND RANDOM FORESTS
Decision tree is a basic classification and regression method, which has the advantages of strong readability and fast classification speed. Decision tree algorithms [31] mainly include ID3 (Iterative Dichotomiser 3), C4.5, CART (Classification and Regression Trees), etc. Random forests is a kind of ensemble learning method specially designed for decision tree, which makes decisions through the voting or averaging of multiple trees. This method is a flexible and easyto-use machine learning method that requires very little adjustment [32] .
CART is an important decision tree algorithm, which can be divided into classification tree and regression tree. The classification tree is used when the dependent variable is classified data, and the end of the tree is the classified value of the dependent variable. The regression tree can be used for the case where the dependent variable is the continuous variable, and the end of the tree can give a description or prediction of the dependent variable in the corresponding category. In this paper, we use CART (regression tree) as the weak learner to construct random forests for predicting solar generation. The construction process can be divided into the following three essential steps as shown in Fig. 3: 1) A number of sample sets are obtained using bootstrap strategy. The basic idea of the bootstrap strategy is to generate multiple sample sets by resampling existing samples. It can simulate the randomness in the data, and consider the impact of randomness in the final result; 2) A CART (regression tree) is trained for each bootstrapped sample set. In the training phase, CART is constructed based on m features extracted randomly. More specifically, it can be divided into the following three steps: a) Randomly select m features from all candidate features as feature subsets of the current node; b) Pick an optimal feature from m features to split the current node into two daughter nodes; c) Repeat a) and b) until the minimum node size n min is reached. 3) After obtaining the required number of decision trees, the decision of random forests is the average of the results of these trees on the test set.
Data-based pattern recognition methods are faced with the problem of data randomness. The random forests described above works by training a large number of decision trees on the bootstrapped data. Although the bias of random forests is equivalent to the bias of decision tree, the variance of random forests is improved by averaging. Meanwhile, random forests is easy to train and performs well on many problems. Thus random forests is used in this paper to forecast the solar generation.
C. ENSEMBLE MODEL
A common approach for forecasting solar generation is adopted to divide the test sample into a cluster according to the cluster criteria, and make predictions through random forests model trained in the training stage. However, the prediction of random forests trained by single clustering data may lead to larger errors, in case a sample is different from multiple cluster centers. Therefore, in order to improve the prediction accuracy, an ensemble model considering the prediction results of each cluster is proposed in this paper. The final forecasting results of the ensemble model can be obtained from the following formula:
whereŷ is the final forecasting results, w k is the weights of the kth model forecasting results calculated by ridge regression, y k is the forecasting results of the kth model, K is the number of clusters. The core of the ensemble model is the construction of weights. Forecasting sample is defined as D = (ŷ i , y i ), i = 1, . . . , n, andŷ i = (ŷ i1 ,ŷ i2 , . . . ,ŷ iK ) ∈ R K denotes a training sample consisting of K model prediction values, y i denotes actual solar generation. Therefore, the weights calculation problem can be easily converted to a linear regression problem. The main idea of linear regression is to fit a linear model with coefficients w = (w 1 , . . . , w K ) to minimize the residual sum of squares. Mathematically it solves a problem of the form:
where w is the weights matrix to be sought,Ŷ , Y are matrix forms consisting ofŷ i , y i , respectively. However, in many practical applications, the matrixŶ TŶ cannot be inverted and the solution of (3), which is w * = (Ŷ TŶ ) −1Ŷ T Y , does not exist, because the features are highly correlated with each other, or the number of features is greater than that of samples. In this paper, ridge regression proposed by Hoerl and Kennard [33] is used to build the weights. The mathematical expression of the ridge regression is shown in (4) . It solves the above problem by penalizing the size of the coefficient. where, α ≥ 0 is the penalty parameter which controls the amount of shrinkage, the larger the value of α, the greater the amount of shrinkage and thus the coefficients become more robust to collinearity.
III. CASE STUDY
A. DATA
In the existing literature, forecasting methods are usually validated by proprietary data set. In order to better compare the performance of different methods, we use freely available data set to verify the performance of the proposed method. The common freely available data set include the Global Energy Forecasting Competitions of 2012 (GEFCom12) [34] and 2014 (GEFCom14) [35] , the Open Power System Data (OPSD) [36] , the Irish Social Science Data Archive (ISSDA) [37] , and others. Among them, the GEFCom14 was held for probabilistic energy forecasting competition with four tracks on load, price, wind and solar forecasting. In solar forecasting, the hourly data are collected from three solar power plants (represented as zones) located in a certain region of Australia. However, the exact locations are not disclosed. The installation parameters of the three solar farms are shown in Table 1 . Besides the hourly solar generation, the GEFCom14 also provides weather forecasts for 12 weather variables. These variables summarized in Table 2 are obtained from the European Centre for Medium-range Weather Forecasts (ECMWF). Here, the data from 1 April 2012 to 31 May 2013 in zone 1, which include hourly solar generation and corresponding weather variables, are considered in this paper. The proposed method is utilized to predict the day-ahead hourly solar generation. More specifically, suppose we are currently at day d. Our purpose is to predict the hourly solar generation of d + 1 using the weather forecasts provided by the ECMWF with hourly resolution. In this paper, we use data from 1 April 2012 to 31 March 2013 as training set to build the proposed forecasting model. The data from 1 April 2013 to 30 April 2013 are used as validation set to determine the optimal hyperparameters of the forecasting method. To evaluate the performance of the prediction method, the data from 1 May 2013 to 31 May 2013 are used as the test set.
In order to achieve better model performance and speed up model building, it is often necessary to normalize the data before training the machine learning model. There are many normalization methods such as Z-score, MinMax and so on.
In our work, the MinMax function is used to preprocess data. And we only use MinMax function to normalize the weather variables, since solar generation has been normalized by the nominal capacity of the corresponded solar power plant. The mathematical formula of MinMax function can be described as follow:
where x N is normalized data, x is a actual sample from data variable X , X min and X max represent the minimum and maximum value of observed data variable X , a and b represent the minimum and maximum of the normalized interval. In our work, a and b are set to 0 and 1, respectively.
B. EVALUATION METRICS
Since all solar power measurements are normalized by the nominal capacity of the corresponded solar power plant, four metrics, namely, normalized mean bias error (nMBE), normalized mean absolute error (nMAE), normalized root mean square error (nRMSE) and forecast skill [38] are used as evaluation metrics in this paper to assess the performance of the proposed forecasting method. These metrics are computed as follows:
where y i represents the normalized solar generation of the ith test sample,ŷ i represents the normalized forecasted solar generation of the ith test sample, N is the number of test samples. Forecast skill is proposed to assess the improvement over the persistence method. A larger value of forecast skill indicates that the comparison method has better predictive performance. Also note that it can be less than 0, which indicates that the performance of the comparison method is worse than that of the persistence method. For nMAE and nRMSE values, smaller values represent better forecast performance.
C. FORECAST RESULTS AND DISCUSSION
In this subsection, we have verified the proposed forecasting method through extensive experiments. All experiments are implemented with Python3.7 on a standard i7 3.4-GHz computer. To make a fair comparison, two ensemble methods, i.e., RF, gradient boosted regression trees (GBRT) are used as benchmarks for day-ahead hourly forecasting of solar generation. Besides these ensemble methods, persistence method, a simple forecasting method, is also used as a benchmark. In our case, the measurements on day d are considered as the persistence forecast for day d + 1.
1) HYPERPARAMETERS SETTING
Different hyperparameters of the prediction method have a great impact on the prediction performance. Hence, we use the grid search on the validation set to select the optimal hyperparameters of the proposed method, RF and GBRT. For the proposed method, the number of clusters (N _clusters) should first determined, since the purpose of cluster analysis is to classify the data to different weather regimes to further improve prediction accuracy. According to Table 3 , Silhouette index and Calinski-Harabasz index for K-means are the largest when the number of clusters is three. At the same time, taking into account the common weather regimes, we finally set the number of clusters of K-means to three. Each cluster (denoted as a weather regime in a broad sense) is obtained by clustering data based on solar generation. Besides the number of clusters, the other four important hyperparameters of the proposed method are the number of weak learners (N _learner), the number of features to consider when looking for the best split (m), the minimum number of samples at a leaf node (n min ) and the penalty parameter of ridge regression (α). We use a discrete set N _learner = {40, 50, 60, 70, 80, 90, 100}, m = {1, 2, 4, 6, 8, 10, 12}, n min = {3, 5, 7, 9, 11} and α = {0.001, 0.01, 0.1, 1, 10, 50} to parameterize the hyperparameters and choose the optimal parameters according to the validation dataset. Finally, we choose N _learner = 50, m = 10, n min = 7, α = 10 as the hyperparameters of the proposed method. Similarly, we select the optimal hyperparameters of RF and GBRT separately from the discrete sets Table 4 . The performance of the proposed method under different parameter values is presented in Table 5 . The performance of the proposed method under different parameters has little change, compared with that under the optimal parameters (determined by the validation set). Therefore, we can conclude that the proposed method has a lower sensitivity.
2) CLUSTER ANALYSIS
In this section, we first perform cluster analysis based on weather variables and solar generation, and give reasons for choosing the clustering based on solar generation. Then the experimental performance of the proposed method is compared when different clustering methods are used.
The clustering time based on weather variables and solar generation data is shown in Fig. 4 . All experiments are performed ten times, because K-means is sensitive to the 112926 VOLUME 7, 2019 selection of initial centers. As depicted in Fig. 4 , it is clear that as the number of clusters increases, the run time of clustering increases. However, regardless of the number of clusters, clustering based on solar generation can significantly reduce clustering time. This is because that clustering based on solar generation uses only one variable (solar generation) to cluster, while clustering based on weather data uses multiple variables (2 metre temperature, surface solar rad down and so on). Table 6 shows the forecasting performance of clustering based on solar generation and weather variables. Three evaluation metrics (nRMSE, nMAE, nMBE) are used for assessing the performance. According to Table 6 , the forecasting performance of clustering based on the weather variables is better than that based on solar generation. Although clustering based on weather variables has better performance, it has large computation costs. Clustering based on solar generation can use less computation to obtain predictive performance that is very close to clustering based on weather variables. More importantly, it avoids the difficulty of selecting weather variables for clustering. There are many studies that classify weather regimes based on weather variables. However, the weather variables used in these methods for solar generation prediction are different. And these methods have been of limited use when new solar power plants or weather forecasting agency are unable to provide certain weather variables. But clustering based on solar generation can effectively avoid this problem. Thus, cluster analysis based on solar generation is used in our method to obtain weather regimes.
The forecasting performance of the proposed method on the test set is presented in Table 7 , when cluster analysis is implemented by Spectral clustering, Agglomerative Hierarchical clustering, and K-means clustering, respectively. Note that the number of clusters of three clustering methods is set to three, which is determined by the Silhouette index and Calinski-Harabasz index. As can be seen from Table 7 , all three clustering methods have high prediction accuracy. For Spectral clustering and Agglomerative Hierarchical clustering, they have better forecasting performance than K-means clustering. The time cost of the entire algorithm, including the training time of the training set and the prediction time of the test set, is shown in the last row of Table 7 . This indicates that the proposed method can meet the requirements of dayahead hourly solar generation forecasting, and has practical application value. Table 8 summarizes quantitatively the performance of the four forecasting methods in terms of the evaluation metrics nRMSE, nMAE, nMBE and forecast skill. Obviously, forecasting performance has changed every day due to the highly variable pattern of solar generation. The nRMSE of four methods (the proposed method, RF, GBRT, persistence) on the entire test set are 8.80%, 9.27%, 9.54% and 13.97%, respectively, which shown in the last row of To further analyze the unbiasedness, the standard deviation of nMBE should be considered as another supplemental evaluation metric. For the entire test set, the standard deviation of nMBE for four methods are 2.70%, 2.61%, 2.60% and 4.11%, respectively. The persistence method has a higher degree of dispersion than the other three methods. For the proposed method, its nMBE is better than the two ensemble methods and worse than the persistence method, but its standard deviation is better than the persistence method. Meanwhile, the standard deviation of the proposed method is very close to the two ensemble methods. Thus, we can conclude that the proposed method exceeds other methods in terms of nMBE. Forecast skill is an effective way to analyze the prediction made using different datasets, at different locations or horizons. As shown in Table 8 , the forecast skill of the proposed method is 0.37, which is the highest. It shows our method has great improvement in the persistence method.
3) COMPARISON WITH OTHER FORECASTING METHODS
According to Tables 7 and 8 , we can deduce that besides the K-means clustering method, other clustering methods used in the proposed method also have higher prediction accuracy than the benchmark methods. To some extent, it shows that the proposed method has robustness. By comparing the results of the RF prediction without clustering analysis (the RF column in Table 8 ) with those of the RF prediction with clustering analysis, we can infer that clustering analysis can effectively improve the prediction accuracy of solar generation.
The scatter plots of the four forecasting methods, including the proposed method, RF, GBRT, and persistence method, are given in Figs. 5(a)-(d) . Among them, the solid line represents the perfect result (prediction = actual). As shown in Fig. 5 , the proposed forecasting method and the two ensemble methods are intuitively closer to the actual solar generation than the persistence method. Combining with the results of Table 8 , it further indicates the proposed method is better than the two ensemble methods.
IV. CONCLUSION
In this paper, we propose a novel method for day-ahead hourly forecasting of solar generation, which aims to improve solar generation prediction accuracy. The prediction methods can be divided into two parts: cluster analysis and ensemble model. In order to verify the effectiveness of the proposed method, we carried out substantial experiments. Through the experimental results, we can obtain the following conclusions: 1) In cluster analysis, we classify the weather regimes (in a broad sense) based on solar generation data, which can significantly reduce the amount of calculation and avoid determining the weather variables involved in clustering. 2) In the ensemble model, the prediction of the forecasting models trained by cluster data are weighted to obtain the final prediction. In addition, we can effectively identify the weights of each cluster based on the ridge regression. It avoids the difficulty of manually designing weights. Compared with other prediction methods, the forecasting method proposed in this paper has the best performance in terms of nMBE, nMAE, nRMSE and forecast skill.
Feature engineering plays an important role in machine learning. Building a predictive model using appropriate features can dramatically improve prediction accuracy. In our future work, we will further improve the forecast performance by effective feature selection or extraction.
