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We present systematic wetting experiments and numerical simulations of gravity driven liquid
drops sliding on a plane substrate decorated with a linear chemical step. Surprisingly, the optimal
direction to observe crossing is not the one perpendicular to the step, but a finite angle that depends
on the material parameters. We computed the landscapes of the force acting on the drop by means
of a contact line mobility model showing that contact angle hysteresis dominates the dynamics at
the step and determines whether the drop passes onto the lower substrate. This analysis is very
well supported by the experimental dynamic phase diagram in terms of pinning, crossing, sliding
and sliding followed by pinning.
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Contact line motion on solid substrates is crucial in
many natural phenomena and technological processes
which may have a wide variety of practical applications in
daily life, industry and agriculture like rain drops dragged
on car windscreens or inkjet printing [1–3]. Macroscopic
wetting defects such as chemical patches [4–6], topo-
graphic structures [7, 8] and embedded electrodes [9–11]
have been proposed to control drop motion. Defects with
anisotropic shape or spatial distribution may also induce
anisotropic [12, 13] or even unidirectional [14, 15] liquid
spreading. Macroscale effects of microscopic defects, in-
stead, are often quantified by means of global descriptors
such as the contact angle hysteresis [16]. Predicting the
effect of microscopic defects onto drop motion is a chal-
lenging task, and the majority of previous studies are
restricted to lower dimensions [17–19]. Consequently, to
simplify the modelling of drop dynamics in the presence
of macroscopic defects [20–22], the intrinsic contact an-
gle hysteresis is often neglected, despite its ubiquity. For
example in Refs. [4, 10], the effect of the wetting hetero-
geneity on the drop dynamics is modelled by a spatial
variation of the surface energy. Such models are reason-
able only if the contact angle hysteresis interval is narrow
compared to the wetting contrast between the substrates.
In this letter, we present experiments and numerical
simulations of viscous drops moving on substrates with
a large contact angle hysteresis. More specifically, we
tracked the deflection of gravity driven drops at a straight
wettability step [23], which can be regarded as the lim-
iting case of a pattern of chemical stripes [4, 24]. Our
work demonstrates that, in the presence of macroscopic
defects, the effects of contact line friction are not negli-
gible and can lead to counter-intuitive results: unexpect-
edly, the drop crosses more easily when the step is not
perpendicular to the sliding direction.
To focus on the interplay between the surface tension
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FIG. 1. (color online) a) Sketch of the experimental setup
indicating the inclination angle α with the respect to grav-
ity and the tilt angle ϕ with the respect to the direction of
the in-plane body force. b) Rendering of the simulations for
ϕ = 50◦ and Bo = 1.35. PC (TFOS) indicates the poly-
carbonate (silanized) region of the wettability step. The co-
ordinate system x, y, z in the tilted frame employed in the
simulations is indicated.
of the free interface and contact angle hysteresis, we used
drops of glycerol/water mixture, thus minimising inertial
effects [10] and operating in a regime of over-damped in-
terfacial dynamics. As shown in Fig. 1, we tilted the
chemical step by an arbitrary angle ϕ with respect to the
direction of the in-plane body force, and mapped out a
dynamic phase diagram of the various regimes displayed
by the sliding drops. Fundamental insight into the me-
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2chanics of drop deformation was gained by performing
systematic numerical simulations based on a contact line
friction model [25]. A typical drop trajectory derived
from these calculations is shown in Fig. 1b).
Sliding measurements were performed through the ex-
perimental setup depicted in Fig. 1a). We used drops of
a 80% w/w glycerol/water solution with density % = 1.21
g/cm
3
, viscosity η = 52 cP, i.e. fifty times more viscous
than pure water, and with a surface tension γ = 65.3
mN/m at T=23◦C. The substrate was a polycarbonate
(PC) slab having a thickness of 5 mm and a side length
of 5 cm. To realize the chemical step, half of the orig-
inal protective cover was kept as a mask for the depo-
sition of a molecular layer of trichloro(1H, 1H, 2H, 2H-
perfluorooctyl)silane (TFOS) from the vapor phase. The
removal of the cover produced two chemically distinct ar-
eas separated by a linear boundary. The wettability of
the two regions was characterized by measuring contact
angles of drops of the glycerol/water solution. More pre-
cisely, the advancing and receding contact angles on the
PC region, where the drops were initially deposited, were
respectively θa,PC = (88±2)◦ and θr,PC = (63±3)◦, while
those on the TFOS covered portion, beyond the chemical
step, were θa,TFOS = (118± 2)◦ and θr,TFOS = (64± 4)◦.
Drops of volume V = (40±2) µl were deposited on the
already inclined plane by means of a vertically mounted
syringe pump. The sample was placed on a manually ro-
tating stage with a central opening that could change the
inclination ϕ of the linear chemical step. The stage was
mounted on a rotating tilting support whose inclination
angle α could be set by a computer with 0.1◦ accuracy
[5]. The drop was lightened by two white LED back-
lights. The lateral profile of the drop was viewed with
a CMOS camera mounted along the rotation axis of the
plate and equipped with a macro zoom lens. By mov-
ing the camera, it was possible to focus on the image
of the drop contact line reflected by a mirror mounted
under the sample holder at 45◦ with respect to the sub-
strate. Acquired images, where drops appear dark on a
light background, were analysed through a custom–made
LabVIEW script [26].
Varying α between 25◦ and 60◦, the in plane compo-
nent of the body force can be described by a Bond num-
ber Bo = %gV 2/3 sinα/γ (where g is the gravity accelera-
tion) comprised between 0.9 and 1.8, as shown in Fig. 2b).
The typical velocities of the drop steadily sliding on the
PC region before touching the step ranged between U ∼
0.1 mm/s and U ∼ 10 mm/s, cf. also Fig. 2. Accordingly,
the maximum Weber and Capillary number of the drop
with dimension L0 ∼ V 1/3 were We = ρU2L0/γ ∼ 3·10−3
and Ca = ηU/γ ∼ 0.01, respectively. Capillary waves on
the drop interface that may be excited during collision
with the chemical step are quickly damped away as the
Ohnesorge number Oh = Ca/We1/2 ∼ 0.15 is close to
unity. In addition, when crossing the chemical step the
contact line velocity is further reduced to the order of
U ∼ 0.01 mm/s: a regime where the contact line mobili-
ties on many substrates are more favourably described by
the Molecular Kinetic model[27] rather than by viscous
dissipation in the fluid wedge[28]. Hence, we treated the
drop shapes in our simulations as quasi–static and gov-
erned by an interplay of interfacial tension, gravity, and
contact line friction.
The assumption of a dissipation localized at the mov-
ing contact line is not valid for interfaces in contact to
substrates with low contact angle hysteresis. In these
particular cases, viscous dissipation in the contact line
region, and to a smaller extent also in the bulk, dom-
inate drop motion [29], and solutions of the full–scale
fluid dynamic problem are required [4]. The essential
physics of the present experimental system, instead, can
be reproduced with a minimal model based on contact
line friction that naturally combines static and dynamic
contact angle hysteresis [25, 30].
In the contact line friction model, the shape of the liq-
uid interface is assumed to be in mechanical equilibrium,
and therefore at each instant fulfils the Laplace law
∆P + % g‖ x = γκ (1)
where ∆P is the pressure jump across the liquid inter-
face at x = 0, γ the liquid–vapour tension, κ the local
mean curvature, and g‖ = g sinα the in–plane compo-
nent of the acceleration of gravity acting in the downhill
x–direction, cf. also Fig. 1. For simplicity, we neglected
the component g⊥ = g cosα normal to the substrate in
our calculations. For a given contour Γ of the contact
line, being not necessarily in mechanical equilibrium, the
shape Σ of the free liquid interface is described by a min-
imum of the energy functional
E{Σ} = γ Alv − % g‖ V 〈x〉 (2)
where Alv is the area of the free interface, while 〈x〉 de-
notes the x-coordinate of the drops’ center of mass. The
surface Σ is subject to the global constraint of a fixed
liquid volume V . We employed the free software Sur-
face Evolver [31] to represent the free interface with a
triangulated mesh and minimize the energy Eq. (2) with
standard minimization algorithms. The motion of the
contact line was obtained by displacing the elements in
contact with the substrate into the local normal direc-
tion, according to the algorithm described in Ref. [25].
As we were operating exclusively in the limit of small
contact line velocities in Fig. 2a), we employed a linear
relation between contact line velocity and dynamic con-
tact angles
u =
{
ua(θ − θa) for θ ≥ θa
ur(θ − θr) for θ ≤ θr , (3)
where ua and ur were assumed to be constant over a ho-
mogeneous portion of substrate. To match simulations
3FIG. 2. (color online) a) Experimental measurements of the
dynamic advancing and receding angles for PC and TFOS
substrates, with linear fits providing the phenomenological
parameters for the simulation. Positive (negative) velocities
refer to advancing (receding) motion. b) Relation between Bo
and Ca for drops in steady motion on PC and TFOS. Lines
are the numerical results.
with the experiments, the phenomenological parameters
ua and ur were obtained by fitting the relation between
contact line velocity and dynamic contact angles derived
from the experiments on PC and TFOS substrates in
Fig. 2a): ua,PC = 61.6 mm s
−1rad−1, ur,PC = 13.7 mm
s−1rad−1, ua,TFOS = 138 mm s−1rad−1, ur,TFOS = 19.9
mm s−1rad−1. In Fig. 2b) we report a direct comparison
of the relation between dimensionless drop speed Ca and
driving force Bo with the experimental data of steady
drops sliding on homogeneous PC and TFOS. Very good
agreement was found on both substrates for Bo < 1.6
while numerical data overestimate the experimental re-
sults at larger Bond numbers. A possible cause for the
discrepancy at high Bond numbers is the transition to a
regime where the viscous dissipation in the bulk cannot
be any more neglected.
We observed four distinct scenarios for the drop ap-
proaching the chemical step as summarized in Fig. 3: a)
at low Bo and ϕ the drop is simply pinned at the step;
b) at high Bo and intermediate ϕ the drop crosses the
step; c) at high ϕ the drop glides along the step without
crossing it; d) at intermediate Bo and ϕ the drop glides
for a short distance (at least 2 mm) along the step until
arrest, and remains pinned. By systematically varying
the angles α and ϕ, we constructed the dynamical phase
diagram plotted in the graph of Fig. 3e). Filled symbols
of different colors and shapes represent the path followed
by the drop approaching the chemical step. No data are
reported for Bo ≤ 1 because drops slide very slowly and
it was very difficult to distinguish the different crossing
cases. The regions identifying the four regimes are de-
limited by connected open symbols obtained from the
analysis of systematic numerical simulations. They show
a good agreement with the experimental results, consid-
ering the unavoidable presence of various sources of de-
fects and noise in the system. In particular, the transition
curve separating the pinning region from the gliding and
b) c) d) a) 
e) 
FIG. 3. (color online) Sequence of the four possible drop tra-
jectories exhibited by a drop approaching the chemical step:
a) the drop pins; b) the drop crosses the step; c) the drop
slides along the step; d) the drop partially slides along the
step and pins in a later stage. The dashed inclined lines mark
the chemical step and the horizontal scale bars correspond to
5 mm. e) Dynamical phase diagram showing the four regions
in the ϕ–Bo space. Filled symbols refer to experiments, while
open symbols are evinced from simulations. Connecting lines
are guide for the eye. See text for further details.
pinning one occurs at somewhat smaller ϕ values. This
could be due to the presence of substrate defects that
enhance the pinning of the drop. Furthermore, the tran-
sition with the gliding region occurs at larger ϕ values,
suggesting that most of defect are located on the TFOS
side.
The results present two counter–intuitive aspects.
First, one would expect the minimum Bond number
Bomin necessary to let the drop cross the step to grow
with ϕ, because the component of the body force per-
pendicular to the step decreases as cosϕ. Instead we
observed a decrease of Bomin as ϕ increased. In other
words, the optimal direction for crossing is not perpen-
dicular to the step. To prove that such unexpected re-
sult is determined by the intrinsic hysteresis, we per-
formed simulations in the absence of static contact angle
hysteresis by taking two different equilibrium angles at
the two sides of the step, with the drop crossing from
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FIG. 4. (color online) a) Force landscape of the crossing mech-
anism for various values of ϕ. The dashed lines indicate the
trend of the two peaks present in the curves. b) Construction
of three crossing scenarios for the case ϕ = 50◦. c) Parallel
and perpendicular velocity components of the drop centre of
mass when crossing the step for ϕ = 50◦ and Bo = 1.35. Se-
ries of force curves as a function of the position x of the center
of mass, normalized by L0 = V
1/3, for ϕ varied in steps of
10◦. Here the drop is initially placed at x = 0, while the
position of the chemical step shifted forward with increasing
ϕ for better visibility.
the more hydrophilic to the more hydrophobic. Regard-
less of the chosen combination of angles, we always ob-
served a monotonous increase of body force proportional
to 1/ cosϕ, as suggested by a simple decomposition of the
body force along the component perpendicular and paral-
lel to the straight boundary. In this case the dynamical
phase diagram is simplified, showing only the crossing
and gliding regimes. The second counter–intuitive as-
pect is the re–entrant shape of the diagram in the range
50◦ . ϕ . 60◦: for ϕ around 55◦ (see dashed line in Fig.
3e)), rising Bo from low to high values we first found
the transition between pinning and gliding. Upon in-
creasing Bo we noticed a transition between gliding and
gliding followed by pinning. Only at higher values of Bo
we observed drops crossing the step. This means that the
increase of the body force can induce pinning of a drop
otherwise in motion.
To gain insight into the mechanism that hinders or
allows crossing of the drop, we computed an associated
force landscape. To this end we dropped the potential
energy term in Eq. (2) and applied instead an additional
global constraint on the downhill center of mass position,
〈x〉. The y–component of the center of mass was instead
allowed to freely adapt to the value that minimizes the
total energy. To compute the force landscape we quasi–
statically shifted the position of the center of mass along
the direction of the body force. In this case the retaining
force in our simulations is given by the Lagrange multi-
plier µ related to the constraint of a fixed 〈x〉. At each
increment we allowed the contact line to relax until all
the contact angles lied within the static hysteresis inter-
val. As shown in the series of force curves in Fig. 4a),
when the drop collides with the step, µ rises because of
the contact line deformation. For small ϕ the curves ex-
hibit a single peak, which determines the minimum body
force required to cross the step. At larger ϕ the curves
show a second peak. Here the new rise of the force is
clearly related to the shift of the drop from the low hys-
teresis PC to the high hysteresis TFOS region. Similarly
to what observed for the case of depinning from an ini-
tially circular contact line [25], the second peak occurs
when the drop escapes from the self–created constriction
of the contact line. With increasing ϕ the magnitude
of both peaks decreases. While the first peak vanishes
in the limit ϕ→ 90◦, the second peak approaches a con-
stant value. Furthermore the distance of the second peak
from the contact point asymptotically diverges when ϕ
increases, and completely disappears from our simulation
domain for ϕ > 50◦.
The analysis of the landscape allows to identify all four
experimentally observed dynamical regimes for a drop
approaching the tilted chemical step. In Fig. 4b) the
body force is represented by blue arrows on the left side.
If Bo is lower than the first peak, the drop simply pins
after touching the step. If the value of Bo falls into the
interval between the two peaks, the drop glides along the
step and pins afterwards. Only if Bo exceeds the height
of the second peak, the drop crosses the step. The se-
quences of peaks as a function of ϕ accurately match the
transition lines in Fig. 3 between crossing and pinning,
and between crossing and gliding with pinning. The ab-
sence of the second peak at larger ϕ implies that the
drop is entirely repelled by the step, corresponding to
the gliding observed in the experiments. The boundary
of the gliding region cannot be determined from the anal-
ysis of the force landscape. The line displayed in Fig. 3
is obtained by mapping the results of several sequences
of simulations, and can be approximately described by
Bo ' Bo⊥/ cosϕ. Here Bo⊥ ' L(cos θr− cos θa), L being
the projection of the drop elongation perpendicular to
the step. Such relation implies that the body force can
be split in two independent components. While without
contact angle hysteresis this is valid for the full range
of ϕ, with hysteresis the decomposition is valid only for
large ϕ, and in both cases it corresponds to the transition
to gliding. Figure 4c), reports the two components of the
velocity profile corresponding to the trajectory shown in
Fig. 1b). For drops coming from the upper (PC) sub-
strate, the first touch of the chemical step causes a fast
decrease of the drop velocity. After a local minimum, the
5velocity slightly increases in the parallel component, due
to squeezing and alignment of the drop along the step.
Consequently the drop starts a slow side–ward shift to
the lower (TFOS) substrate, which causes a further de-
crease of the velocity. Eventually the drop escapes from
the chemical step and the retaining force decreases, caus-
ing a quick acceleration, until reaching a steady motion
on the TFOS substrate.
In summary, we have studied with experiments and nu-
merical simulations viscous drops crossing a tilted chem-
ical step to address the effect of intrinsic contact angle
hysteresis and found a rich drop dynamics, displaying
four different regimes. We demonstrated that the body
force required to cross the step increases as ∼ 1/ cosϕ in
the absence of intrinsic hysteresis or for sufficiently large
inclinations ϕ. Only without static contact angle hystere-
sis, the retaining force can be split in two orthogonal com-
ponents, otherwise the coupling induced by the hysteresis
gives rise to the complexity of the observed scenario. In
this work we have considered drops crossing from a region
of lower to a region of higher advancing contact angles,
being the receding angle approximately the same. Corre-
spondingly, the transition is from lower to higher contact
angle hysteresis. The opposite scenario, involving a vari-
ation only in the receding angles, would not present the
same counter-intuitive aspects, because the rise of the
second peak in the force landscape is strictly due to the
drop deformation of the front edge. Our results show
that intrinsic hysteresis can be exploited to control drop
motion in open microfluidic devices, particularly if they
rely on breaking of the reflection symmetry.
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