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M A N U S C R I P T M A N U S C R I P T
Physical insight into the accuracy of finely-resolved iLES in turbulent boundary layers.
Introduction
Design processes in engineering applications require satisfying various constraints in order to adhere to design quality standards. Through careful planning and availability of instrumentation/apparatus that conform to the necessary specifications, experimental results can considerably assist during the design 5 stage. However, most experiments are deemed cumbersome and require considerable time to plan, execute and later analyse. This is particularly true when
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an iterative process or optimization approach is required early on in the design phase. Furthermore, availability of diagnostic instrumentation limits the amount of useful information that can be extracted.
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Computational methods offer the possibility of a high turnover of results and ample amounts of available data, allowing for a plethora of variations to the initial design of a product to be investigated. They are increasingly becoming more popular and widely used from simple low speed flows to hypersonic aerodynamics and heat transfer studies of complex geometries [1] . However, In an effort to combine the high fidelity of Direct Numerical Simulation
(DNS) with the computational efficiency of classical Large Eddy Simulation (LES) led to the development of implicit LES (iLES). This concept emerged
from observations reported by Boris et al. [2] and has been applied successfully to model several complex flows in engineering and other fields. The use of iLES 25 in free and wall-bounded flows has been justified by Fureby and Grinstein [3] , while a validation of the method through theoretical analysis has been presented by Margolin et al. [4] . In incompressible flows, it is possible to develop an optimised stencil with regard to numerical dissipation [5] , however, in the case of compressible flows the numerical method should be monotonic with respect 30 to the thermodynamics quantities. More recently, Kokkinakis and Drikakis [6] presented iLES results of a weakly compressible turbulent channel flow, concluding that iLES can achieve near DNS accuracy while utilising significantly less computational resources. At the same time, and independently of [6] , Poggie et al. [7] applied compressible iLES to study TBL flows resulting in the same 35 conclusions.
In this paper, the accuracy of high-order, shock-capturing schemes along with any caveats, are investigated in conjunction with iLES to near-wall tur- 
The Simulation Case
The in-house block-structured grid code CNS3D is used to solve the NavierStokes equations using a finite volume Godunov-type method for the convec- with their accuracy ranging from 2 nd to 9 th order. In particular, these are the MUSCL piecewise linear 2 nd -order limiter [11] (henceforth labeled M2), the MUSCL 5 th -order limiter [12] (henceforth labeled M5), and the WENO 9 thorder scheme [13] (henceforth labeled W9). The viscous terms are discretised by a second-order central scheme. The solution is advanced in time by using 65 a five-stage (fourth-order accurate) optimal strong-stability-preserving RungeKutta method [14] . Further details of the numerical aspects of the code are given in [6] and [15] and references therein.
The simulation is set up similarly to that used in the study of Poggie et al. [7] for ease of comparison with other numerical and experimental data produced Table 1 .
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Periodic boundary conditions are used in the spanwise (z) direction. In the wall-normal (y) direction, a no-slip isothermal wall (with a temperature T w of 323 K) is used similar to [16] . The synthetic turbulent inflow boundary condition is based upon the digital [17, 18, 19, 20, 21] and, specifically validated in the framework of the present iLES code CNS3D in [20, 21] . According to The number of mesh points and the mesh spacing are given in Table 2 . The 100 iLES calculations are performed on relatively fine meshes but still coarser than required for DNS [7, 22] . This is highlighted in Table 2 , where information about the meshes used in previous DNS studies is included for comparison and validation. The present mesh spacing (∆y) is scaled using the conventional inner variable method ∆y + = u τ ∆y/ν w , where u τ = (τ w /ρ w ) is the friction 105 velocity, ν w the near wall kinematic viscosity, τ w the near wall shear stress, and ρ w the near wall density. In the next section, coarser meshes have been used to assess mesh convergence. However, the main analysis into the physical insight of the methods has been conducted by using the finest mesh resolution (see Table 2 ), which can 110 be considered as an under-resolved DNS. Following this approach we were able to discern that even at finer mesh resolutions the results are dependent on the order of the scheme. Numerical stability issues associated with the W9 scheme at finer mesh resolutions require further investigation by performing resolved DNS. This is beyond the scope of the present study.
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All of the calculations shown below are performed at the end of the plate in the fully turbulent region, where the boundary layer has the properties presented in Table 3 . Various definitions of the Reynolds number are used in Table 3 , i.e., 
where the superscript '+' denotes the usual wall scaling u + = u/u τ . The normalised van Driest velocity profile by its value on the edge of the boundary layer is presented in Fig. 2 along with previous DNS calculations and experimental measurements. Previous publications [22, 26] have shown that for adiabatic 135 walls a satisfactory collapse of the data is expected in the overlap layer, and also in the viscous sublayer. Small variations are expected for different Reynolds number and all present iLES calculations should appear in-between the DNS calculations of Pirozzoli et al. [22] . Only the high-order W9 satisfies this expectation and it also perfectly collapses to previous experimental measurements 140 [24, 25] .
The iLES results presented in Fig. 2 and in all of the following figures are from simulations utilising the same mesh and simulation parameters, restricting the source of any observable differences to the accuracy of the iLES variant. To support this argument and to highlight the absence of mesh resolution effects 2 and 3a,
where N is the number of points used in the calculation of the average error.
The error bars in Fig. 3b show the standard deviation of the error from its 
where u The two MUSCL variants of iLES significantly over-predict the τ uu (Fig. 4a) especially the peak region in the buffer zone of the TBL. However, the highest order iLES (W9) has a very good agreement with all previous DNS results up to about y + ≈ 20 where the Reynolds similarity holds [30] . Further away from The effect of the iLES order is also noticeable in the calculation of τ vv where the low order schemes significantly under-predict it in the whole range of the boundary layer (Fig. 4b) . This observation can be associated with unresolved turbulent scales that produce the small near-wall fluctuations. The W9 results
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along with the previously published DNS show a trend to Reynolds similarity for y + < 40. For higher values of y + , the Reynolds number dependence becomes obvious.
In the presentation of τ ww (Fig. 5a) 
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Regarding τ uv in Fig. 5b , the high-order scheme W9 is in excellent agreement with the experimental measurements and previous DNS in the viscous sublayer as well as in the outer layer. The lower-order MUSCL schemes fail to achieve the same levels of accuracy in the same regions. The minimum value is in the buffer 185 region around y/δ = 0.1. In that occasion the two MUSCL schemes underpredict the trough value, while W9 slightly over-predicts it. In the logarithmic region (0.2 < y/δ < 0.5) all the iLES schemes deviate from the DNS and experimental results, probably due to the mesh resolution in that region.
The effect of the iLES order on the physical representation of the TBL is This behaviour is verified in Fig. 6a where the present iLES results are compared with previous DNS and experimental data. Flatness (Fig. 6b) (see table 3 ). In 5a the quantitative scaling prediction by Perry & Li (1990) [29] is also included.
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Further away from the wall and in the logarithmic region of the TBL, turbulence returns to symmetry with S u ≈ 0 (but negative) and F u ≈ 3 (Fig. 6) . The lower order MUSCL schemes predict a more asymmetric behaviour in contrast to W9 and previous numerical and experimental data. Close to the bound- showing a Reynolds number and method accuracy independence (Fig. 7b) . For decreasing y + the flatness F v is increasing in agreement with previous numerical and experimental publications [32, 37, 38, 39] . At the boundary layer edge for all the variants of iLES and W9 having the smallest oscillations. Flatness has a value higher than 3 near the wall due to possible rare events while it reaches 250 the Gaussian limit in the logarithmic layer. The high value of flatness in the viscous sub-layer has been also reported by Balint et al. [38] . Once more this component of the velocity fluctuations is highly asymmetric in the boundary layer edge as already observed for the other two components.
The three iLES variants are further scrutinised by calculating anisotropy over the TBL. In order to quantify the level of anisotropy, Lumley and Newman [40] introduced the anisotropy-invariant map (AIM). The AIM illustrates the second and third mathematical invariants (II, III) of the Reynolds stress anisotropy
with
where λ i are the eigenvalues of the anisotropy tensor. The anisotropy invariants can be defined such that All paths of anisotropy states in Fig. 9 follow approximately the same pattern, independent of the iLES scheme, which can be defined as follows for in-
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creasing y/L. Close to the wall turbulence is two-dimension having ellipsoidal shape. Because of the strong mean shear, it moves then along the 2D-line towards the one-dimensional state, to which it is closest in the mid buffer layer around y + ≈ 10. This is at the same point where the maximum τ uu , minimum F u and zero S u coincide. Subsequently, the path follows the axisymmetric for the two-component axisymmetric limit, and "x 3C " for the three-component isotropic limit, respectively. The red line indicates the two-component limit, the black line the axisymmetric expansion limit and the blue line the axisymmetric contraction limit, respectively. The black dashed line is the plane-strain limit.
expansion moving towards the plane strain limit, to which it is closest in the log region of the boundary layer. Turbulence keep expanding ending up on the 22 ACCEPTED MANUSCRIPT A C C E P T E D M A N U S C R I P T axisymmetric expansion limit close to an isotropic state at the boundary layer edge.
Differences between the various iLES schemes can be observed on the amount 285 of anisotropy at each state of the path. The highest order scheme starts from a point closer to the plane strain limit compare to the other two variants. It also approach it much closer in the log region of the boundary layer. On the contrary it is the scheme that least approach the one-component limit in the mid buffer layer and at the same time produce the lowest amount of anisotropy 290 compared to the MUSCL schemes.
Conclusions
This paper presented a physical insight into the accuracy of three different iLES approaches in TBL. The three iLES variants had an accuracy ranking from 2 nd to 9 th order, while the comparison was made on a relatively fine mesh 295 of ∼ 100 million points. A mesh independence study was also presented along with the effects on accuracy and performance. A mesh consisting of 1/3 the points of the finest mesh provided results less than 2% different compared to it. The W9 is not only the most accurate method of the three presented (M2, M5 and W9) on the same mesh resolution but it can also achieve superior 300 computational efficiency when a specific level of accuracy is required. In the future, the accuracy of the present and more advanced methods, like the ADER-WENO [42, 43] , can be studied in order to gain physical insight in more complex flows.
The comparison between the three iLES variants was focused on velocity 
