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Modeling two-fluid-phase flow in porous medium systems requires the specification of
closure relations to produce a solvable system. The thermodynamically constrained averag-
ing theory (TCAT) has been used to formulate a closed model and to yield insights about
the underlying microscale processes that must be represented at the macroscale. In this
work we evaluate these TCAT developments using a two-dimensional microfluidic cell and
an advanced lattice Boltzmann model (LBM). Microfluidic experiments were performed in
which the external fluid pressures were varied and the system was allowed to equilibrate for
a period of time before the next step change in fluid pressures. LBM simulations of drainage
and imbibition were performed to mimic the experiments. Using imaging techniques the
fluid distributions, interfacial areas, and interfacial curvatures of the experimental data were
compared to the numerical results and analyzed. LBM simulations showed good agreement
with the experimental data. The validated LBM was used to investigate the closure rela-
tions of the TCAT model. LBM simulations provided support for the existence of a unique
relationship between capillary pressure, fluid saturation, and fluid-fluid interfacial area. The
simulations also revealed that the approach to an equilibrium state involves a relatively slow
process in which fluid interfaces relax to their equilibrium state. Motivated by this physi-
cal process, a temporally adaptive domain decomposition algorithm was developed using a
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level-set method to locate interfaces and estimate their rate of advancement. The proposed
adaptive algorithm was shown to reduce computational e↵ort by an order of magnitude, while
yielding essentially identical solutions to a conventional fully coupled approach. Futhurmore,
the microfluidic experiments were modified to study the dynamics of a two-fluid-phase flow.
Viscous fingering and Haines jumps were visualized. The validated LBM was used to model
the experimental data and showed good agreement for certain aspects of the dynamics. Over-
all, the results show that the developed experimental and computational techniques can be
used to evaluate multiscale theoretical models of porous medium systems accurately.
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1.1 Multiphase Flow in Porous Media
A porous medium system contains a continuous connected solid phase and a connected pore
space that spans the length scale of the system and admits the simultaneous flow of one
or more fluids. When the pore space in such a system can be occupied by more than one
immiscible fluid (e.g., water, gas, organic solvent, petroleum liquid), the system is commonly
referred to as a multiphase porous medium system. Porous medium systems occur routinely
in both natural and engineered environments for a wide range of important applications, such
as groundwater supply, contaminant remediation, carbon sequestration, hydraulic fracturing,
and hydrogen fuel cells.
The contamination of groundwater, a significant source of drinking water, is a serious
health and environmental problem in many areas of the United States. Groundwater contam-
ination is generally the result of human activities such as waste-disposal practices, runo↵ from
agriculture, accidental spills and leaking underground storage tanks that contain protroleum
products [24, 83]. Contaminants associated with accidental spills and leaking underground
storage tanks are often released as non-aqueous phase liquids (NAPLs). When introduced
into the subsurface, NAPLs form a separate, potentially mobile phase whose migration is
governed by gravitational, buoyant, viscous, and capillary forces. [16, 18, 43]. NAPLs are ei-
ther classified as lighter than water (LNAPLs) or denser than water (DNAPLs). Due to their
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density, LNAPLs tend to migrate to the capillary fringe of the water table whereas DNAPLs
can to travel deep into the saturated zone. LNAPLs are commonly released into the environ-
ment via the production, use, and disposal of many products associated with the petroleum
and gasoline industries, and include toluene, ethylbenzene, octane, decane, and benzene, a
known carcinogen. The presence of DNAPLs in the subsurface is typically associated with in-
dustrial activities such as degreasing, metal stripping, chemical manufacturing, and pesticide
production [126]. Common chemicals associated with DNAPLs include chlorinated aliphatic
hydrocarbons (CAHs), such as tetrachlorethylene (PCE) and trichloroethylene (TCE), and
polyaromatic hydrocarbons (PAHs). Once the source of the NAPL is cut o↵ or depleted,
continuous NAPL phase may become numerous disconnected features in the pores. These
features are held in the pore space by capillary forces and can act as continual sources of
contamination for decades or even centuries [133, 135]. In order to e↵ectively develop and
assess remediation strategies, models describing the migration and entrapment of NAPLs in
the subsurface are necessary.
Multiphase flow also arises within hydraulic fracturing operations. Due to an increase
in energy demands and economic benefits, the use of hydraulic fracturing to extract natural
gas from organic-rich shales is expanding [90]. Hydraulic fracturing is the process of drilling
and injecting fluid into the ground at a high pressure in order to fracture shale rocks. The
objective of hydraulic fracturing is to create a highly conductive fracture system that will
allow flow through the shale rock to the production well used to extract natural gas from
the subsurface. Hydraulic fracturing fluids are used to initiate and expand fractures, as well
as to transport proppant into fractures within the shale rock. Proppants are sand or other
granular substances used to hold or prop open fractures created by hydraulic fracturing. The
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transport and entrapment of proppant into a fracture is highly dependent on the viscosity
of the fracturing fluid [120]. There are over 750 di↵erent chemicals used in fracturing fluids
[121]. A majority of these chemicals, such as citric acid and guar gum, pose no known
health risk, but others, such as benzene and lead, are known carcinogens. After fracturing of
the shale occurs, the injection of fracturing fluid is stopped and a portion of the fracturing
fluids flow back to the surface. During flow back, multiphase flow of gas and fracture fluid
occurs in the created fracture and the gas reservoir. When simultaneous flow of di↵erent
phases occurs in a hydraulic fracture, factors such as relative permeability, capillary pressure,
and wettability inside the fracture and the reservoir could potentially be important in the
fracturing fluid behavior and long term gas production in the gas reservoir. Due to the
uncertainity surrounding the behavior of fracturing fluids within the subsurface, the potential
impacts of hydraulic fracturing operations on groundwater resources is becoming a concern
[125]. Multiphase models describing the transport and fate of injected fracturing fluids under
conditions of high pressure and temperature are necessary to adequately examine current
hydraulic fracturing technologies.
1.2 Modeling Multiphase Flow
Multiphase flow in porous media is modeled on several di↵erent length scales (molecular
scale, microscale, macroscale, and megascale), each of which is inherently related to the
other. The two scales of interest in this work are the microscale and the macroscale. At
the microscale, the morphology and topology of the pore space and phase distributions are
known. At the macroscale, the details of the system at the microscale are unknown. Since
information about each individual particle is unknown, average geometric properties are
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used in characterizing porous medium systems, such as the fractional volume of the porous
media occupied by each phase, porosity or the volume of pore space within the total volume,
and interfacial area between phases per volume. In order to identify and characterize these
properties, the characteristic length at the macroscale must be large enough that the volume
fractions will not be e↵ected by small changes in the length scale. Therefore, upscaling
from the microscale to the macroscale is commonly done by averaging over a representative
elementary volume (REV), a volume that is smaller than the domain of the system, but that
is large enough to permit a meaningful statistical average.
Due to the fact that porous medium systems are usually understood more completely
at the microscale, it seems logical to develop macroscale flow models by establishing a con-
nection to the microscale physics. However, traditional macroscopic porous medium models
for multiphase flow are often obtained by combining empirical relationships with standard
continuum conservation equations for mass written at the macroscale, therefore ignoring the
microscale physics. For example, a two-fluid-phase porous medium system is often modeled
using Darcy’s law, a form of the mass conservation equation, where the interaction between
the phases is accounted for by introducing relative permeability and assuming the di↵erence
in pressure between the two fluids is related by capillary pressure [40]. In order to close
this model, an empirical relationship between capillary pressure, saturation, and perme-
ability is introduced. The many functional forms of the capillary pressure, saturation, and
permeability relationship that have been reported in the literature demonstrate hysteretic
behavior, implying other variables are needed to fully specify the state of the multiphase
system [19, 23, 76]. Like the multiphase model discussed here, many standard macroscopic
models are not capable of describing observed behavior because they lack a rigorous foun-
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dation and misrepresent the underlying microscale physics. Recent theoretical work aims
to improve traditional modeling approaches by basing macroscopic models on microscale
precursors.
The thermodynamically constrained averaging theory (TCAT) provides a means for ob-
taining macroscopic models from microscopic models via averaging schemes [52, 56]. At the
microscale, conservation equations are combined with thermodynamics, constitutive laws
and simplifying assumptions to obtain a microscopic description of the system. To obtain a
macroscopic model, the thermodynamics and conservation equations are averaged from the
microscale. This ensures that all macroscopic variables are rigorously defined in terms of
more familiar microscale variables, eliminating any ambiguity with respect to these variables.
The macroscopic equations are then combined with simplifying assumptions and constitutive
relationships, which must be determined in order to obtain a closed model. Closed models
are needed both to facilitate a solution of an equation set and to allow for validation of
TCAT models by comparison with system behavior observed at the corresponding scale.
Advances in microscale computational and experimental methods have helped guide the
development of closed form models. Many traditional fluid mechanics approaches are not
well suited to deal with the complexity of flows in porous media. The lattice Boltzmann
method (LBM) has emerged as a leading alternative to traditional approaches due to the
simplicity by which fluid and solid interfaces are treated. In addition to LBMs designed
to model multiphase flows, algorithms have also been constructed to model a wide range of
physical processes including di↵usion [45, 77], dissolution [25, 124], phase transitions [2, 107],
and reactive transport [37, 68].
Alternatively, the equilibrium states and dynamics of multiphase flow in porous media
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can be studied experimentally using micro-model methods based upon image analysis. Two-
dimensional micro-models are synthetic porous media that provide valuable insights into
important pore-scale mechanisms of multiphase flow in porous media systems [27, 28, 69].
Most micro-models are etched as natural porous substrates to imitate natural processes or as
simple pore networks of circular pore bodies to quantify basic transport phenomena. To allow
for the microscopic analysis of fluid flow, micro-models are created out of transparent material
(glass, silicon, or polymers) and imaged under a microscope. Due to their design, micro-
models have also been used to visualize and quantify colloid transport and filtration [11] and
investigate chemical reactions that take place in the subsurface environment [70, 132].
1.3 Research Objectives
The research presented here is focused on advancing the fundamental understanding of two-
fluid-phase porous medium systems using theoretical, computational, and experimental ap-
proaches. Recent advancements in both methods development and application of the LBM
will be presented. Results will be shown for both the equilibrium state and dynamics of
two-fluid-phase flow.
The specific objectives for this research are as follows:
1. Formulate a model for two-fluid-phase flow in porous medium systems based on the
TCAT theory.
2. Construct computational and experimental methods capable of capturing the micro-
scale physics needed to guide the development of closed models in conjuction with the
TCAT theory.
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3. Investigate the validity of capillary pressure approximations used to describe two-fluid-
phase porous medium systems and develop functional forms based on state variables
by applying the LBM and comparing results to experimental data.
4. Advance existing LBM algorithms in order to account for the relatively slow process
in which fluid interfaces relax to their equilibrium state in a two-fluid-phase porous
medium system.
The objectives of this work are accomplished through 3 specific contributions, which are in
the form of individual chapters.
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CHAPTER 2
MULTISCALE MODELING OF POROUS MEDIUM SYSTEMS 1
2.1 Background
The use of computers over the last 60 years for simulating subsurface flow problems has pro-
vided an impressive ever-expanding ability to model processes at a high resolution. Whereas
in the 1960’s a computational grid with 500 fixed nodes would have pushed the boundaries
of computer power [105], simulations today involve millions of spatial grid points and adap-
tive meshes [71, 101]. The availability of this power for solving the equations that describe
physical and chemical processes in porous media is wasted, however, if the equations being
used to describe the systems are inadequate. Most assuredly, the ability to solve equations
that are posed has been vastly improved. Unfortunately, the equations that are being solved
have not developed to the same degree.
For example, the primary equation for describing momentum transport of fluids in porous
media is Darcy’s Law, a correlation of data from a highly idealized set of experiments (e.g.,
homogeneous medium, single-fluid phase, steady state) in 1856 [17, 35, 36]. The results
of these experiments have been presumed to apply to transient, multiphase, flows in het-
erogeneous systems at di↵erent scales. This extension of the experiment to systems clearly
beyond their scope has resulted in equations with ill-defined and poorly understood variables.
1Reprinted with permission from A.L. Dye, J.E. McClure, W.G. Gray, and C.T. Miller. (2015). Multiscale
Modeling of Porous Medium Systems. Handbook of Porous Media, Third Edition. K. Vafai (Editor), Taylor
and Francis, London, United Kingdom.
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A clear path for rigorously extending the form of Darcy’s equation to flows well beyond those
considered by Darcy, such as high-velocity flow and flows with cross-coupling between the
fluid phases, does not exist. Furthermore, inclusion of physical phenomena such as capillary
pressure, contact angles, and evolution of interfaces between phases has been a heuristic ef-
fort justified somewhat by dabbling in physical understanding rather than a comprehensive
rigorous derivation of equations that describe the processes [e.g., 61, 87, 94].
Averaging of equations from the microscale to a larger scale is one general approach
that has been employed in an e↵ort to obtain equations that have a firm theoretical basis.
Underlying averaging theory is the mathematical theorems that allow transformation of the
scale of equations. Theorems for transformation of conservation equations for phases have
been employed for almost fifty years [5, 8, 109, 129]. Theorems that allow averaging of
equations for interfaces between phases and for common curves where three interfaces meet
were developed subsequently [49, 51] and the forms of all these equations were subsequently
unified [55]. Four principal variants of averaging theory that make use of these theorems
have been employed. The first emphasizes averaging of microscale conservation equations for
phases and then makes heuristic arguments to close the equation system [e.g., 13, 57, 129].
A second approach pioneered by Whitaker and employed by adherents to this approach
is commonly referred to as the method of volume averaging (MVA). Applications of MVA
typically make use of averaging theorems applied to conservation equations for phases only.
This approach begins with closed microscale equations, which are then averaged to a larger
scale. The new terms that arise are closed by derivation of closure equations solved for a
periodic unit cell and the solution of closure variables to map from the smaller scale to the
larger scale. [e.g., 15, 32, 47, 98–100, 110, 130, 134].
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The third approach makes use of averaging of conservation equations in conjunction
with rational thermodynamics (ACRT). ACRT averages equations for phases, interfaces, and
common curves. Then based on a set of axioms concerning system behavior, thermodynamic
relations are obtained directly at the larger scale, and the equation set is closed based on
exploitation of an entropy inequality [e.g., 14, 58, 60, 115].
These preceding methods have shortcomings primarily in that the first two methods do
not account for interface dynamics and require assumptions about the forms for deviations
between microscale and larger scale values. The approaches make very limited use of ther-
modynamic information. ACRT su↵ers in that the larger scale thermodynamic relations in
fact are expressed in terms of quantities that are not based on fundamental thermodynamic
variables [9, 75, 79, 123]. Additionally, these models have been abused by using erroneous clo-
sure conditions for the interface stress tensor and the interface dynamics [e.g., 88, 89]. Thus,
complete and correct models based on averaged conservation equations, thermodynamics,
and phase distribution kinematics are missing.
In an e↵ort to overcome the problems of these earlier methods, a fourth method, referred
to as thermodynamically constrained averaging theory (TCAT) has been formulated. This
method is the basis of this contribution. Here we outline the elements of TCAT and show
how it can be used to obtain model equations that overcome many theoretical di culties.
2.2 Introduction
Conservation equations and thermodynamic relations applicable to porous medium systems
are well understood at the microscale, where the boundaries between all phases are resolved
and evolved dynamically. However, many porous medium systems are described at a scale
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above the microscale, where a point refers to the averaged conditions in some representative
averaging region. We will call this larger scale the macroscale. The thermodynamically con-
strained averaging theory (TCAT) has been developed to formulate macroscale models such
that all variables are expressed explicitly in terms of microscale precursors [52, 56]. TCAT
also assures consistency with the second law of thermodynamics. It has been shown that
use of the TCAT procedure leads to the occurrence of variables such as volume fractions,
interfacial tensions, and density of interfacial area between the fluid and solid phases for the
case of single-fluid porous medium systems. For multifluid systems, common curve lengths
per volume, interfacial tensions, curvatures, and contact angles also arise naturally in the for-
mulation [66]. On physical grounds, these variables can be argued to be of importance; their
magnitudes relate to possibilities for interactions and exchanges between phases. However,
these variables do not appear explicitly in traditional porous medium models.
Despite the theoretical appeal of TCAT models, a problem remains: solvable models
require the explicit identification of closure relations that have only been specified in general
functional forms by the theoretical work advanced to date. The constitutive relations em-
ployed for a particular system must be consistent with the general forms inferred and also
clearly stipulated and parameterized. Closed models are needed both to facilitate solution
of an equation set and to allow for validation of TCAT models by comparison with system
behavior observed at the corresponding scale.
In recent years, some needed closed forms have been motivated by small scale experimen-
tal and computational methods. Of particular interest here is the high-resolution microscale
modeling approach known as the Lattice Boltzmann method (LBM). This method can be
used to generate both a detailed understanding of microscale transport phenomena within
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the pores of a porous medium system and and also the macroscale variables that can be
obtained as integrated forms of the microscale variables. These macroscale variables can be
employed in posited general forms of closure relations [42, 59, 93, 116]. Computational ex-
periments thus provide a basis for the development of closed models making use of equations
developed using the TCAT procedure. Because TCAT models are new, multiscale modeling
of specific forms of TCAT closure relations has not yet been completed for many theorized
model forms.
In this chapter, we examine a TCAT model for two-fluid-phase flow in a porous medium
system. In Section 2.3, we provide the theoretical elements that are combined to establish the
TCAT approach. In Section 2.4 we propose a set of closed equations that describes two-fluid-
phase flow in a porous medium. For this set to be solvable, values or functional forms of some
coe cients and equations of state must be specified. In Section 2.5, we discuss how knowledge
of the smaller scale system behavior, obtained through complementary experimental and
LBM studies, can provide insights for specification of the needed forms and coe cients.
Section 3.2 provides details concerning the formulation, verification, and validation of the
LBM approach used to simulate two-fluid-phase flow in a porous medium system. The
resultant model is used to investigate various aspects of of the flow system that the TCAT
model suggests warrant attention, such as an appropriate formulation of capillary pressure.
The need to obtain information about geometric features of the porous medium system,
such as the curvature of interfaces between phases and the extent of those interfaces, is
discussed in Section 2.7. In Section 2.8 specific closure relations for a two-fluid-phase system
are obtained from analysis of LBM simulations. This serves as an illustration of how robust
models and formulations can be advanced by rigorous theoretical analysis in conjunction
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with computer simulation for a range of phenomena.
2.3 Theory
TCAT is a systematic procedure for changing the scale of conservation, balance, and ther-
modynamic equations from the microscale to a larger scale. For use in porous media, the
TCAT method involves averaging over a representative averaging volume (RAV) to obtain
equations for phases, interfaces between phases, common curves, and common points, which
are referred to generically as entities. The method has been developed by considering each of
these entities separately. Here, we will make use of the similarities of the equations and aver-
aging theorems for each of the di↵erent entity types to develop the equations. The following
six subsections present the following TCAT components: averaging theorems, conservation
equations, entropy balance, thermodynamic equations, evolution equations, and the entropy
inequality. The full details of these equations and the procedures used to manipulate them
can be found in [56]. Here, we emphasize the equations that are particularly useful in mac-
roscale porous medium flow modeling. These results form the bases for model formulation
and closure considerations, which are considered subsequently.
2.3.1 Averaging Theorems
For porous medium analysis, it is not possible to model large systems at a microscale where
the flow profile within the pores is described. Neither is it always informative to model the
system at a megascale where only an average value of a quantity within the full system is
determined. As a compromise between these two extremes, it is important to be able to
model natural systems and laboratory systems at an intermediate length scale, referred to
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as the macroscale, where a filtered variability of quantities in the system is used. At the
microscale, the phases within a system are visualized as being juxtaposed and separated by
interfaces. At a microscale location, a point lies within a single phase or on an interface or
a common curve. From a macroscale perspective, all phases, interfaces, and common curves
may be present at a location with each having a geometric density. A phase has a volume
fraction measure, an interface has an interfacial area per volume measure, and a common
curve has a length per volume measure. A similar density can be developed for common
points, which do not occur in the systems considered in this chapter.
The conservation and balance equations that describe a system are most easily formulated
directly in terms of microscale quantities. To transform the microscale equations to the
macroscale, mathematical relations are needed. These have the e↵ect of changing averages of
derivatives of microscale quantities into derivatives of macroscale quantities. These theorems
[5, 49–51, 55, 64, 78, 86, 109, 128] are most readily applied when the length scales of the
microscale and macroscale are widely separated. Microscale phase conservation equations
are three-dimensional transient forms. Interface conservation equations are two-dimensional
at the microscale. Common curves and common points are, respectively, one- and zero-
dimensional at the microscale. On transformation to the macroscale, all these equations
become three-dimensional as the properties of interest vary in space regardless of the type
of entity to which they belong.
The spatial averaging theorems are applied, respectively, to the divergence and gradient
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operators according to




⌦r(n)f↵↵⌦↵,⌦ = r·DI(n)↵ f↵E⌦↵,⌦   D⇣r(n)·I(n)↵ ⌘ f↵E⌦↵,⌦ + X
2I c↵
hn↵f↵i⌦,⌦ , (2.2)
where (n) is the number of primes that appear in the superscript, and the integration domain
is of dimensionality 3   n. Thus, for example, for a surface of dimensionality 2, (n) = (1),
so the microscale surface gradient operator, r0, uses a single 0 to indicate that it is a surface
operator. For a phase, n = 0, and I(0)↵ = I. For a common point, n = 3 and I
(3)
↵ = 0. Note
that all variables and operators are defined in the nomenclature section.
In addition to the spatial averaging theorems, a temporal averaging theorem is employed
that relates the spatial average of a time derivative of a function to the time derivative of

























where (n) is the number of primes that appear in the superscript, and the integration domain,
⌦↵, is of dimensionality 3 n. Eqs. (2.1) and (2.3) are the primary averaging theorems that
are used to convert microscale conservation equations for phases, interfaces, common curves,
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and common points to their macroscale forms.
2.3.2 Conservation and Balance Equations
The conservation equations at the macroscale can all be derived from the microscale total
energy equation by application of the averaging theorems followed by the restriction that the
equation obtained must apply in any inertial coordinate system. In the development here,
we will not consider species transport or interphase mass transfer of individual species. We















































I(n)↵ ·t↵·v↵ + I(n)↵ ·q↵
⌘
= 0 for ↵ 2 I;n = 3  dim ↵ , (2.4)
where the summation term in this equation accounts for exchanges with entities of higher
dimensionality.
This equation is averaged to the macroscale using the operator h·i⌦↵,⌦ . After application





































































= 0 for ↵ 2 I;n = 3  dim ↵ . (2.5)
The notation used in this equation is designed to precisely indicate the macroscale quantities
(with superscripts), particular kinds of averages (spatial average with no overbar on the
superscript, mass density weighted with a single overbar on the superscript, specially defined
with a double overbar on the superscript), an exchange terms between entities (with a super
arrow indicating the transfer from one entity to the other). The definitions arise naturally
in the averaging process, and the expressions in terms of microscale variables appear in the
nomenclature or in far greater detail in [56]. It is useful to rewrite the first two terms in Eq.



































































= 0 for ↵ 2 I;n = 3  dim ↵ . (2.6)
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This energy equation must apply in any inertial reference coordinate system. We can
replace v↵ by v↵ +C, where C is an arbitrary constant velocity vector, and Eq. (2.6) will
still apply. After making this substitution, collection of terms that multiply C results in an




M↵⇤ = 0 . (2.7)
Because C is arbitrary, selection of C = 0 confirms that Eq. (2.6) still applies. If C
is orthogonal to the terms collected to form P↵⇤ , then Eq. (2.7) requires that M↵⇤ = 0.
Therefore, we must also have P↵⇤ = 0, since Eq. (2.7) must hold for all constant C. The




















= 0 for ↵ 2 I . (2.8)












M = 0 for ↵ 2 I . (2.9)
For two-fluid-phase flow, we note that the set of entities is the phases, interfaces, and
common curve such that the index set is
I = {w, n, s, wn, ws, ns, wns} (2.10)
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As an example of the connected sets, for the wn interface,
I+c↵wn = {w, n} (2.11)
and
I c↵wn = {wns} (2.12)
We are considering the connected set of the solid phase to include the common curve.
2.3.3 Entropy Balance
In addition to the conservation equations, an entropy balance equation may be formulated
















for ↵ 2 I;n = 3  dim ↵ . (2.13)






















= ⇤↵ for ↵ 2 I . (2.14)
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As with the conservation equations, it will prove convenient to write this equation in terms

















for ↵ 2 I . (2.15)
We observe that the quantities that appear in this balance equation do not appear in the
conservation equations. To make use of this equation in conjunction with those equations,
two steps are taken. First, the inter-entity exchange terms will drop out if one sums the

















From the second law of thermodynamics, we know that entropy generation due to irreversible
processes is non-negative. Therefore, we know that
X
↵2I
⇤↵   0 . (2.17)
The second step in making the entropy inequality helpful in conjunction with the con-
servation equations is the postulation of a thermodynamic formalism that relates entropy to
internal energy. An approach to this problem is provided in the next subsection.
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2.3.4 Thermodynamic Formalism
The simplest thermodynamic formulation that can be employed is classical irreversible ther-
modynamics (CIT) [9, 22, 38]. We will use this formalism here because of its simplicity and
the fact that it indeed describes the thermodynamic behavior of many important systems.
The approach employed is to make use of the known thermodynamic relations at the mic-
roscale and then average them to the macroscale. By using this approach we ensure that
all thermodynamic quantities are well-defined at the macroscale and that thermodynamic
information is transferred consistently between scales. The thermodynamic formalism can
be developed using a common notation for all entities except the solid. Here, we assume
that the solid is elastic, and we provide the thermodynamic relations consistent with that
specification.
Classical thermodynamics provides thermodynamic properties of equilibrium systems.
Using the CIT approach, we make use of a local equilibrium assumption such that the
thermodynamic relations are considered to apply at each point in the system even though
the properties that are constant when the system is at equilibrium have spatial and temporal
variation. It is important to note that the local equilibrium assumption is enforced at the
microscale but is not imposed separately at a larger scale when the larger scale equations
are obtained by averaging the smaller scale thermodynamic relations. The impact and
importance of non-local equilibrium at the larger scale in the thermodynamic relations is
obtained through the averaging process that requires consistency between scales.
The thermodynamics of fluid phases, interfaces, and common curves are all defined by
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the Euler form of the energy equation per region of the entity written as:
E↵ = ✓↵⌘↵ + µ↵⇢↵   P↵ for ↵ 2 I/S . (2.18)
In this equation, P↵ = p↵ is pressure when ↵ denotes a fluid phase, P↵ =   ↵ for an
interface where  ↵ is the interfacial tension, and P↵ =  ↵ for a common curve where  ↵ is
the curvilinear tension of the curve. The derivative of this equation may be written
d(n)E↵ = ✓↵ d
(n)⌘↵ + µ↵ d
(n)⇢↵ for ↵ 2 I/S , (2.19)
where d is a di↵erential operator, and the superscript (n) constrains the di↵erentiation to
remain at fixed entity coordinates when ↵ is of dimensionality 3  n.
With d(n) replaced by @(n)/@t in Eq. (2.19), averaging theorem Eq. (2.3) can be applied
to obtain a macroscale thermodynamic equation involving the time derivative. If d(n) is
replaced by the gradient operator, r(n) in Eq. (2.19), the spatial averaging theorem, Eq.
(2.2), can be used to obtain an expression for the macroscale gradient of energy. Then
summation of these two results after dotting the gradient expression with v↵ yields the


















































































  ·⇣I  I(n)↵ ⌘E
⌦↵,⌦
·rµ↵ = 0 for ↵ 2 I/S . (2.20)
We emphasize that this expression makes use of the local equilibrium approximation at the
microscale but does not require this condition to hold at the macroscale.
Although it is not a thermodynamic condition, the equation for the rate of change of
the gravitational potential is handled similarly to the thermodynamic condition. Because
 ↵ = ⇢↵ ↵, the derivative of this expression is
d(n) ↵    ↵ d(n)⇢↵   ⇢↵ d(n) ↵ = 0 for ↵ 2 I . (2.21)
The di↵erential d(n) may be replaced, successively, by the partial time derivative and gra-
dient operators with the averaging theorems applied to the resulting equations. Then if the
resulting equation in terms of the gradient is dotted with v↵ and added to the partial time




















  ·⇣I  I(n)↵ ⌘E
⌦↵,⌦
·r ↵ = 0 for ↵ 2 I . (2.22)
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This equation added to Eq. (2.20) provides a relation for the rate of change of macroscale
internal plus potential energy for fluid phases, interfaces, and the common curve.
A potentially fertile area for additional research is the representation of solid phases at
the macroscale. Here, we adopt a relatively simple model of the solid as an elastic material,
which can be formulated as
Es = ✓s⌘s +  s:
Cs
js
+ µs⇢s , (2.23)
where  s is a stress tensor, Cs is Green’s deformation tensor, and js is the Jacobian. The
derivative of this equation may be written





+ µs d⇢s . (2.24)
If the arbitrary di↵erential in Eq. (2.24) is replaced successively by the partial time
derivative and gradient operators, the resulting equations can be averaged making use of the
time and space averaging theorems. With the gradient expression dotted with vs added to
the time derivative expression, the resulting expression for the relation among the rates of
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·  vs   vs  
⌦s,⌦
= 0 . (2.25)
24
This expression makes use of the microscale local equilibrium approximation and also ac-
counts for the fact that a concentrated force can act on the solid surface at common curves
and common points. The equation for the rate of change of gravitational potential for the
solid phase is obtained from Eq. (2.22).
2.3.5 Evolution Equations
Unique to the TCAT approach in comparison to other averaging methods is the incorporation
of the kinematics of the space occupied by a phase, and of the shape and extent of an interface
between phases and of the common curve on the solid surface into the full formulation
[54, 56, 58]. Kinematics of irregular geometries are di cult to describe exactly, so we rely
on approximations that are based on the averaging theorems, in particular Eqs. (2.2) and
(2.3) with f↵ = 1. The gradient theorem becomes


































These two equations provide relations among the geometric density of the entity of interest,
an orientation tensor, and averages of the velocities of the entities.
It is important to recognize that the velocity of an entity is not necessarily equal to the
velocity of the material in the entity except, for the case of an interfacial area or a common
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curve, in the directions normal to the entity. As might be expected, the velocities of the
entities in their tangential directions do not appear in the preceding two equations. The
challenge that arises is relating the changes of extent of one entity to that of another entity.
For example, if a phase is spherical, it is easy to relate the rate of change in the size of the
sphere to the rate of change of the surface area of the sphere; for the case of complicated
phase geometries, phase boundaries, and curve lengths, such a relation cannot be obtained.
Nevertheless, Eqs. (2.26) and (2.27) provide exact relations that can be approximated to
obtain appropriate macroscale relations. These results can then be studied because the larger
scale variables will be specified in terms of microscale variables.
To obtain an evolution form in terms of a material derivative moving with the macroscale
solid phase velocity, we take the dot product of Eq. (2.26) with vs and add this to Eq. (2.27).































= 0 for ↵ 2 I . (2.28)
Although this equation describes the evolution of the various geometric entities, it is of
limited use as is because not all of the quantities expressed with the averaging operator can
be evaluated in terms of the set of macroscale variables that arise in averaging conservation
equations. The complex geometries and distributions of the entities also means that robust
approximate evaluations are di cult to identify. Nevertheless, these equations are important
constraints on the behavior of the system. The last term on the left side of Eq. (2.28)
expresses the fact that the change in distribution of an entity is related to changes in the
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distribution of lower-dimensional entities. For the two-fluid-phase system of concern here, we
make some approximations that can be revisited if significant errors in subsequent macroscale
simulations or insights gained from microscale simulations suggest a need to do so.
The derivation of an approximate form of Eq. (2.28) is a rather involved process and can
be found in [56]. Here, we provide the equation that results when the solid deformation is
much slower than fluid redistribution; and we are interested in the rate of change of the wn
interface. Elements of the physical processes that can cause ✏wn to evolve are the normal
velocity of the interface, interfacial curvature changes, and the movement of the common












  cos'ws,wn(✏ws + ✏ns)D
s wss
Dt
= 0 . (2.29)
The terms in this equation are, in order, the rate of change of wn interface density, the
net outward flux of ✏wn, increase in ✏wn caused by a change in the volume fraction of fluid
phase w, relaxation of ✏wn to an equilibrium configuration, and the change in ✏wn due to
movement of the common curve that is the boundary of the interface. The quantity Gwn is
an orientation tensor that accounts for the fact that the wn interface may have a preferred
orientation direction.
For the common curve, more approximations are needed. These approximations are not
as robust as those for the interface, but the errors are not as important if the common curve
dynamics have less importance in modeling the overall system behavior. The equation that
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= 0 . (2.30)
This equation relates the rate of change of common curve length per volume, respectively, to
the net outward flux of the common curve, the movement of the curve along a solid surface
that leads to its expansion or contraction, and the relaxation of the common curve length
to its equilibrium length due to stretching. This latter term is expected to be negligible for
the case of a two-fluid system when the solid does not deform.
2.3.6 Entropy Inequality
The entropy inequality is constrained by the conservation equations, the body force potential
equation, and the thermodynamic relations such that the material derivatives are eliminated
as far as possible. This strategy serves to express the rate of entropy generation as a product
































⇤↵   0 . (2.31)
After substitution of the appropriate conservation and thermodynamic equations into this
equation, terms can be collected and cancelled. For this study, we also employ approxima-
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tions consistent with an isothermal system, a rigid solid, no mass exchange between entities,
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⇤↵   0 . (2.32)
The algebra involved in obtaining this equation is extensive, but not particularly di cult.
Detailed examples of the steps involved in the algebra may be found in [56]. Equation (2.32)
provides the independent force-flux pairings that are used to obtain linear relations among
forces and fluxes. The entropy inequality is listed here because it is a precursor for any two-
fluid-phase flow model that could be formulated with the restrictions specified preceding this
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equation. Because each member of the set of forces and each member of the set of fluxes is
independent of all other members in their respective set, each force and flux must be zero at
equilibrium. The simplest conditions that this suggests is a linear relation between each flux
and the forces. Here, for simplicity and with some limited generality, we will make use of
these linearizations with each flux considered to be linear in only its conjugate force rather









(pwnw   pwnn )
= cˆ (pwnw   pwnn    wnJwnw ) (2.33)
is an expression that describes the relaxation of the capillary pressure at the interface due to
the di↵erence in pressures between the phases at the interface. Furthermore, cˆ must be non-
negative to ensure that the entropy inequality is not violated. If linearized approximations
are found to be inadequate to describe the system, more complex forms can be postulated
that must still be consistent with Eq. (2.32).
2.4 Model Formulation
The linearization of the force-flux pairs and substitution into the conservation equations leads
to a closed set of conservation and balance equations under simple conditions of constant-
density fluids, an immobile solid, an isothermal system, no mass exchange between phases,
and massless interfaces and common curve. Additionally, the flow in the porous medium
is considered to be slow such that the inertial terms in the momentum equation can be
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neglected. Mass conservation for the fluid phases is accounted for with
D↵s↵
Dt
+ s↵I:d↵ = 0 for ↵ 2 If , (2.34)
and
sn = 1  sw . (2.35)
The flow equations for the phases are obtained as in [53] with
rp↵   ⇢↵g + Rˆ↵wvw + Rˆ↵nvn + Rˆp↵✏rs↵ = 0 for ↵ 2 If , (2.36)
where the last term on the left side of the equation accounts for the impact of the gradient
in the saturation on the volumetric average of a microscopic pressure field. When this term
is negligible, the flow equations are similar to Darcy’s law with cross-coupling of the flow
velocities included.




sw, sn,vw,vn, pw, pn
o
. (2.37)
The usual procedure for making up for the deficit of equations is to require the di↵erence in
phase pressures to be equal to some function of saturation, f(sw), such that
pn   pw = f(sw) . (2.38)
This relation is demonstrably inadequate in a number of ways. No function f(sw) has
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been found that is single valued. The function employed is based on data collected at
equilibrium while the function itself is applied in dynamic situations. E↵orts to equate
f(sw) to the capillary pressure merely demonstrate that while the function is somewhat
related to capillary pressure, other factors enter into the formalism due to the fact that
the well-defined microscale capillary pressure is replaced by some approximate macroscale
analog.
The TCAT approach suggests a more comprehensive method for closing the equation
system. This method includes the fluid-fluid interfacial area per volume, ✏wn, as an unknown.
It also requires that the macroscale capillary pressure, denoted pwn, and an equilibrium value
for ✏wn be specified as functions of the problem variables. In the TCAT formulation, pwn
arises in the analysis as the intrinsic average over the wn interface of  wnJw, the interfacial
tension multiplied by the interfacial curvature, Jw = r0·nw. For the case where  wn is
constant, this average is equal to the product of the macroscale averages  wn and Jwnw .
Inclusion of these variables raises the equation deficit to four, which is addressed as follows
based on guidance from the entropy inequality discussed above and the evolution equations.
The di↵erence in pressures of the fluid phases is modeled as





















n   pw, sw) . (2.41)
Note that in this equation set, pwn depends on both saturation and the interfacial area density
and it will equal the pressure di↵erence between the fluid phases at equilibrium. The inclusion
of dependence of pwn on ✏wn provides a better opportunity to model macroscale capillarity
by approximating average interfacial curvature as a function of the volume occupied by the
fluid phases and the interfacial area extent. The second and third terms on the right side of
Eq. (2.39) account for adjustment of the fluids during a dynamic process due, respectively,
to changes in saturation and changes in interfacial area configuration.
The use of this equation set still leaves a deficit of one equation. One way that this has
been handled in the past is to drop all dependences on ✏wn in Eqs. (2.39) and (2.40) such that
Eq. (2.41) is not needed. This approach essentially considers the relaxation to equilibrium
in a system to be due solely to changes in saturation. It is typically applied in practice
by adding a term related to the rate of change of saturation to Eq. (2.38) without ever
considering that the interfacial area density is important. E↵orts to validate this approach
have not been successful [e.g., 102].
A second approach to closure of the equation system is to include an additional equation.
Such an equation is an evolution equation for the fluid-fluid interfacial area. This is obtained,
most easily, as a simplified form of Eq. (2.29) where the term involving the fractional wetting
















= 0 , (2.42)
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wherewwn must be expressed as some function of the two fluid-phase velocities. Additionally,




pn   pw   1
◆
kˆwn1 . (2.43)
Eqs. (2.34)–(2.36) supplemented by Eqs. (2.39)–(2.42) capture the physics of multiphase
flow in porous media and account for important mechanisms that impact the system behavior
not modeled in traditional models. The obvious drawback of this extended model is the
additional parameters that must be determined. The values of these parameters have their
roots in microscale system behavior. Therefore, if microscale equations can be solved, the
average of the solutions can be used to populate the forms of needed functions. Here, we will
make use of the LBM to simulate multiphase flow and then use the results of those simulations
to demonstrate some important aspects of this extended model. This demonstration suggests
avenues for further research involving more general models that can be proposed based on
TCAT analysis.
2.5 Microscale Considerations
Closure of the macroscale TCAT model formulated in Eqs. (2.34)–(2.36) and Eqs. (2.39)–
(2.42) requires the conversion of the general functional forms of the closure relations given
by Eqs. (2.40)–(2.41) to specific functional forms. In addition, the closure relations given by
Eqs. (2.42) and (2.43) contain approximations and coe cients that require evaluation. In
general terms, relationships are needed among fluid pressures, fluid saturations, interfacial
areas, and interfacial curvatures at equilibrium, and the rate of approach to the equilibrium
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state. This could be dismissed as an onerous task, or it could be viewed as a necessary
step if one is truly interested in obtaining a class of high-fidelity, physics-based models for
two-phase flow.
Traditional two-phase-flow models require the definition of hysteretic pressure-saturation-
relative permeability models and the parameters in these models, which are burdensome to
determine [84]. Quite often the form of the model is assumed and the parameters estimated
using surrogate means, which reduces the apparent burden. However, the di culty with the
approach in traditional models is that important aspects of the physics are being treated
implicitly in the closure relation formulation, and surrogate estimates of parameters can
introduce a source of error.
To advance TCAT models for two-fluid-phase flow, new methods must be developed to
determine the aspects of the system that must be observed. These aspects include various
types of fluid pressures depending upon the averaging region, fluid saturations, interfacial
areas, curvatures of the interface, common curve lengths and curvatures, orientation tensors
for interfaces and common curves, dynamic relaxation coe cients, and contact angles. The
formation and characteristics of the residual non-wetting phase are also potentially impor-
tant. These detailed measures of the state of a two-fluid-phase system are of interest not
only for the closure and validation of TCAT models, but also because they can lead to im-
proved fundamental understanding of the system and be used to evaluate and parameterize
alternative macroscale models.
Standard macroscale experimental approaches are unable to observe many of the aspects
of a two-fluid-phase porous medium system that are of interest and noted above, because
these properties depend upon knowledge of the pore morphology and topology of the system
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that is not accessible by merely interpreting the total volume of each phase within the sys-
tem. Likewise, destructive methods of observing the state of a two-fluid-phase system are
not of much use either as they are much too ine cient to provide the level and quantity of in-
formation that it required. Thus, the information required must be obtained either through
non-destructive, high-resolution experimental methods, or high-resolution microscale simu-
lation approaches.
Non-destructive, high-resolution experimental methods of observing multiphase porous
medium systems have advanced greatly in recent years. In principle, many of the measures
needed to close the TCAT model formulated above can and have been examined using
experimental means. Two general experimental approaches are especially relevant: micro-
model methods based upon image analysis [28], and high-flux photon attenuation methods
[4, 20, 30, 112, 131]. Micro-model methods create a porous medium system that is thin in
one dimension. Fluid displacements are then systematically studied and the state observed
using photographic and image processing methods. While e cient and providing a means
to observe all of the properties of interest, these systems are limited to those systems that
are created, which are essentially two-dimensional in nature. Because the porous medium
systems of common interest are three dimensional in nature, and three-dimensional systems
behave much di↵erently than two-dimensional systems, micro-model approaches are limited
in general applicability.
Alternatively, natural porous medium system can be observed using high-flux photon
attenuation methods, which can be produced for example from a synchrotron source. This
approach has the advantage of being able to study some of the details needed for TCATmodel
closure in real three-dimensional systems. The disadvantages are that the facilities needed are
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specialized, dynamics are di cult to evaluate because of the time needed to image a system,
and it is often not within reach to observe both the spatial scale of the system and the density
of states needed to characterize su ciently the equilibrium relationships sought. Therefore,
while high-resolution experiments are important for advancing fundamental understanding
of multiphase systems, they su↵er from some drawbacks that preclude their general use for
the full range of information sought.
The phase distribution morphology and topology measures needed to close the TCAT
model formulated above can also be investigated using microscale modeling approaches.
Approaches based upon idealized pore structures are embodied in pore network models,
whereas discrete representation of the real porous medium systems can also be used. The
key aspects of an ideal approach to microscale modeling is the ability to represent real systems
of su cient size at high resolution in a dynamic manner. Such an approach provides the
means to provide all of the information needed to produce the necessary closure relations
without the drawbacks associated with alternative experimental or modeling approaches.
Despite the promise of microscale modeling approaches for determining closure relations, no
modeling approach has yet been advanced to adequately resolve a su ciently large porous
medium system at the necessary resolution to provide a basis for determining the closure
relations sought. In addition, the simulations that have been reported in the literature have
not included all of the measures that arise in the TCAT model formulation detailed above.
Thus, while microscale modeling methods hold great promise, this promise has yet to yield
a su cient foundation for formulating the closure relations that are sought.
In the following sections, we detail LBM simulation and computational geometry ap-
proaches for producing dynamic, high-resolution representations of the morphology and
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topology of a two-fluid-phase porous medium system. The results of these approaches can
be used to motivate and guide the formulation of TCAT closure relations.
2.6 Lattice Boltzmann Modeling
2.6.1 Formulation
LBM’s are a class of numerical methods used to simulate fluid flow by discretely approxi-
mating the Boltzmann equation. While many LBM’s exist, a desirable method has several
characteristics: (1) the method should conserve mass and momentum; (2) the method should
be Galilean invariant; (3) the moments modeled should be allowed to relax at di↵erent rates;
(4) the approach chosen should be able to represent well-known behavior in model systems
with a minimum of computational artifacts that can limit the usefulness of the results; (5) the
method should be implemented using data structures, algorithms, computational approaches
that result in an e cient, scalable simulator on modern high-performance computing archi-
tectures; and (6) the simulator and computational environment must support simulations
that are adequately resolved and of su cient size to yield a representative averaging region.
An LBM simulator that possess these characteristics was developed for multiphase porous
medium systems based upon the three components common to LBM’s: (1) a discrete lattice
and associated sets of velocity vectors and distribution functions, (2) a collision operator
expressed in terms of a set of equilibrium distribution functions that formulates the relaxation
toward an equilibrium state, and (3) an evolution equation that specifies the manner in which
the model state is advanced from one discrete time level to the next. We detail each of these
components for the selected method below.
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A regular lattice space  sZd is used to represent discretely phase space in d spatial di-
mensions. A symmetric set of discrete velocity vectors Ed = {ei|i = 0, 1, . . . N} charac-
terizes the connection of each lattice site xk 2  sZd to a set of neighboring lattice sites
Xk = {xki|i = 0, 1, . . . N}. Additionally, a set of velocity distribution functions Fdk =
{fi|i = 0, 1, . . . N} is associated with the set Ed at each lattice location k. The discrete
distributions and velocity vectors may be obtained from their continuous counterparts in
kinetic theory based on a quadrature scheme [62]. These aspects of an LBM are often listed
in shorthand form by specifying the lattice as being of a DdQq form, where q = N + 1 to
account for standard indexing convention that starts with 0. We used a D3Q19 lattice, which
specifies the discrete velocity set as
ei =
8>>>>>><>>>>>>:
0 1  1 0 0 0 0 1  1 1  1 1  1 1  1 0 0 0 0
0 0 0 1  1 0 0 1  1  1 1 0 0 0 0 1  1 1  1




where each column represents the components of the corresponding vector.
The 19 distributions evolve according to a multi-relaxation time (MRT) form of the lattice
Boltzmann equation
fi(xk + ei t, tn +  t)  fi(xk, tn) = Ci , (2.45)
where  t is the time step.
The right side of Eq. (2.45) is a collision term that accounts for the e↵ects of inter-
molecular collisions. In practice the form of this term is chosen to recover a desired continuum
form for the microscale momentum transport equation by means of a multi-scale expansion.
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The multi-relaxation form of the collision operator is expressed in terms of moments of the
distributions that are computed from the distributions using a linear transformation
m =M·f . (2.46)
The vector containing the 19 distributions is f , and M is a transformation matrix. Among







= 3p , (2.47)
and the momentum









Specific details for the construction of the remaining moments, including the transformation
matrix M and its inverse are available in the literature [39]. The MRT form allows each
moment to relax toward its equilibrium value at a unique rate, with the collision operator
written in moment space as
C =M 1Sˆ [meq(xk, tn) m(xk, tn)] . (2.50)
The moments relax toward their equilibrium values, denoted with the subscript “eq”,
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at unique rates specified by the diagonal matrix Sˆ. A detailed account of the relaxation
rates for porous medium flows is provided by Pan et al. [93]. The equilibrium value of the
moments follow from this MRT formulation with additional terms present to account for
surface forces, provided as follows
m0eq = ⇢ , (2.51)
m1eq =  11⇢+ 19
⇢0







































 |C|  n2y   n2z  , (2.62)























m16eq = 0 , (2.67)
m17eq = 0 , and (2.68)
m18eq = 0 . (2.69)
The parameter   is related linearly to the interfacial tension  wn [2]. The color gradient






where ⇢w and ⇢n are obtained by solving a separate lattice Boltzmann equation that recovers
the mass transport. The value of   is constant in the bulk of each phase and varies within
the transition region in the fluid-fluid interface. Fluid-solid interactions (i.e. contact angle)
are controlled by setting the value of   to a constant value within the solid phase:
 (xk) =  s for xk 2 ⌦s. (2.71)






wiei  (t,xk + ei t) , (2.72)




A solution for the mass transport is provided by relying on a separate set of distributions
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to track the densities of the wetting and non-wetting phases, ⇢w and ⇢n respectively. The
associated distributions are computed based on these local density values; the flow velocity
is determined from Eq. (2.49); and the color gradient is determined from Eq. (2.72). The
distributions are determined by subjecting an equilibrium population to a re-coloring step
that minimizes the mass flux of each component in the direction of the color gradient. The



































3 , for q 2 {0}
1
18 , for q 2 {1, 2, 3, 4, 5, 6}
1
36 , for q 2 {7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18} .
(2.76)
The density values for the subsequent time step can then be computed as
⇢↵(xk, tn +  t) =
18X
i=0
gi↵(xk   ei t, tn) for ↵ = w, n. (2.77)
Combined with Eqs. (2.74) and (2.75), continuum expressions for mass conservation are
obtained for each fluid component.
43
2.6.2 Verification and Parameter Estimation
The parameters that must be set in the LBM are ⇣, which determines the width of the
interface;  , which controls interfacial tension; and the order parameter in the solid phase
 s, which determines the contact angle. ⇣ was set to 0.9 based on previous analysis that
confirmed the parameter is independent of interfacial tension and demonstrated there was
no advantage to having a large interfacial thickness [82]. The parameters   and  s were
determined to match physical parameters of interest using a bubble test in the absence of a
solid phase, and a constrained bubble test in a capillary tube, respectively.
A two-dimensional bubble test, in the absence of a solid phase, was used to measure the
interfacial tension. A 40⇥ 40⇥ 3 lattice was saturated with equal parts of wetting and non-
wetting phases. Initially, a cylindrical shaped bubble of non-wetting phase with a defined
radius was immersed in the wetting phase. Periodic boundary conditions were imposed in
the x and y directions, with the z boundary being closed to flow. The system was allowed
to progress to a steady state. When equilibrium was established, pwn was measured as the
di↵erence in the pressure between the two phases. The values of pn and pw were extracted
by using the phase indicator field to identify the maximum pressure value within each phase.
The pressure maxima within each phase e↵ectively excludes the interfacial region where
small pressure fluctuations can occur.
In the bubble tests, equilibrium was defined when the change of dimensionless pn   pw
between time steps was less than 10 8; it took approximately 40,000 time steps to achieve
this criterion in the computational domain used. The di↵erence in fluid pressures was related
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to the radius of curvature R through the two-dimensional Young-Laplace equation given by
pn   pw =  wn
R
. (2.78)
Simulations for various bubble sizes were carried out, and the final radius of curvature R
was calculated using imaging techniques detailed below. The slope of the line relating the
interfacial tension  wn and the parameter   was found by plotting pn   pw as a function of
1/R and fitting a linear function to the data points. In order to match the experimental
interfacial tension,   was determined to be 6.2⇥ 10 3.
To control the contact angle with the LBM, the fluid-solid interactions with the solid
phase were defined using a constrained bubble test suggested by [65]. In this case, a cylin-
drical capillary tube of radius R was used to provide a constraint on the equilibration of the
bubble. With Eq. (2.78) used to relate the interfacial curvature to the capillary pressure, the
curvature was determined solely by the contact angle 'ws,wn between the wetting fluid-solid
and wetting-non-wetting fluid interfaces according to




Given the known value for   from the previously described bubble test, the contact angle
'ws,wn was determined by measuring the phase pressures and calculating pn pw. Simulations
in a capillary tube with a radius R = 20 were carried out for various values of  s and the
corresponding 'ws,wn values were calculated. The  s value that corresponded to the contact
angle from a target physical system can thus be determined.
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2.6.3 Validation
The computational expense required to simulate macroscale experiments has restricted the
comparison of highly resolved microscale simulations with controlled experiments for two-
fluid-phase flow. While some comparisons exist, virtually no comparisons exist that success-
fully compare these systems for the full set of variables needed to close the TCAT model
formulated above. Such comparisons of theory, experiment, and computation are a fruitful
approach for advancing scientific understanding. To validate the LBM model, we performed
a highly resolved microscale laboratory experiment and simulated this experiment using the
LBM simulator with parameters determined for the contact angle and interfacial tension as
described above.
The experimental methods follow the work of Pyrak-Nolte et al. [27]. A two-dimensional
micro-model consisting of a photosensitive polymer (photoresist) porous medium bounded
by two glass slides was fabricated using lithographic methods and sealed into a cell that
was 500 µm ⇥ 500 µm ⇥ 1.5 µm. Figure 2.1 is an illustration of the porous medium cell,
which consisted of a distribution of cylinders with a porosity 0.52. In comparison to three-
dimensional systems, a higher porosity is necessary to ensure the connectivity of the pore
space in a two-dimensional cell. The cell was mounted horizontally on an optical microscope
(Nikon SMZ-U Zoom 1:10) to avoid gravitational e↵ects, and the microscope was interfaced
to a CCD camera (Nikon D90). One outlet from the cell was connected to a wetting-fluid-
phase (decane) reservoir and a second outlet was connected to a non-wetting-fluid-phase
(nitrogen) reservoir with individual and di↵erential pressures measured using transducers
(Omega PX319 and PX409). The other four boundaries of the cell were solid, no-flow
46
Figure 2.1: Two-dimensional micro-model in which the solid is represented by black and the
regions accessible to fluid flow by white.
boundaries. The contact angle of the decane with the photoresist material and the decane-
nitrogen gas interfacial tension were measured to be 4.1  and 24.7 dynes/cm, respectively
[27]. The experiment was conducted in an ultraviolet-free room with temperature maintained
constant at 24 C.
A displacement experiment was performed by fully saturating the porous medium region
of the cell with decane through the inlet reservoir. Primary drainage of the cell was accom-
plished by increasing the pressure of the nitrogen reservoir such that an increasing portion
of the decane was displaced over a series of discrete pressure steps. After each pressure step,
the system was allowed to equilibrate, and an image of the system and the final pressures
were recorded. A series of steps leading to decane imbibition followed a partial primary
drainage sequence. Following drainage, an imbibition sequence was studied by decreasing
the nitrogen pressure, allowing decane to invade back into the cell. The experimental results
are shown in Figure 2.2.
A two-dimensional LBM simulation of the drainage and imbibition sequence was per-
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Figure 2.2: Pressure-saturation curves obtained from the displacement experiment and the
LBM simulations for the porous geometry shown in Figure 2.1.
formed matching experimental conditions with a 0.5-µm grid resolution, and the compu-
tational results are also shown in Figure 2.2. In the LBM simulations, the experimental
conditions were mimicked by setting a constant pressure boundary condition on one inlet
face for one fluid and on the other inlet face for the second fluid, and setting no-flow bound-
aries for all other horizontal boundaries. The three-dimensional simulator employed was
reduced e↵ectively to two dimensions by having only one interior grid block in the vertical
dimension and periodic boundaries in this dimension. The pressure boundary conditions
for the LBM simulation were determined by scaling the external pressure applied in the










where pn pw is the pressure di↵erence between the two first-kind boundary conditions for the
fluids in the cell obtained from the pressure transducer reading,  wn is the decane-nitrogen
interfacial tension (24 dynes/cm), Rz is the principal radius of curvature in the z direction, D
is the lattice resolution (0.5 µm per lattice unit), and LB denotes a value in the LBM model.
The lattice spacing D is introduced to scale the dimensionless LBM variables. Note that
since the experiments have curvature in the z direction and the two-dimensional simulations
do not, the radius of curvature in the vertical dimension, Rz, had to be subtracted from the
pn   pw value obtained from the experimental system. This reduction of dimensionality can
be viewed as an assumption that the curvature in the vertical dimension of the experimental
cell is always in an equilibrium state. Given the short length scale in the vertical dimension,
this approach seems reasonable.
The experimental and simulated results shown in Figure 2.2 have similar shapes with
simulated saturations at a given pn   pw typically within a few percent of the experimen-
tally observed values. Reasons for the di↵erences between the simulated and observed re-
sults include the following possible sources of error: potential variations in the shape of the
cylindrical features that make up the porous medium with depth due to over-exposure or
under-exposure during fabrication, the representation of the smooth cylindrical features of
the experiment with a fixed-grid discrete lattice that is inherently jagged, the use of literature
values for the contact angle and interfacial tension, pressure transducer and image analy-
sis errors, and the use of a two-dimensional simulation to approximate a three-dimensional
experiment. To further investigate the potential sources of error between the experimental
results and the LBM simulations, a three-dimensional LBM model was used to simulate con-
ditions, including the vertical boundary conditions, consistent with the experiments using a
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grid resolution of 0.25 µm in the x-y plane and 0.015 µm in the z dimension. Figure 2.2 shows
that the more highly resolved three-dimensional LBM simulation more closely represents the
experimental data than the less highly resolved two-dimensional simulation. Part of this
di↵erence is likely due to a more accurate representation of the cylindrical solid phase with
an improved grid resolution. Given the known and potential sources of error, the agreement
between the experimental data and the LBM simulations is judged to be acceptable and a
su cient validation of the LBM simulator to be used for the purpose of evaluating TCAT
closure relations.
2.7 Computational Geometry Methods
The computation of variables appearing in TCAT models requires the evaluation and inte-
gration of data from experimental observations or microscale simulations. In general, these
approaches rely on three main components:
1. a su ciently resolved source of microscale information, which may be obtained from a
computational simulation or from images of an experimental system;
2. a framework to numerically approximate each of the entity domains and their bound-
aries, including phases, interfaces, and common curves; and
3. a means to approximate macroscale averages based upon the underlying microscale
representation of the experimental or simulated system.
The regular lattice used for the LBM provides a natural way to evaluate the volumetric
averages, with the dimensionless density field   identifying the regions of space occupied
by either phase. For the images of experimental systems, the phase positions are extracted
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by first subjecting the image to smoothing using a median filter, then selecting an isovalue
that segments the pore-space between wetting and non-wetting phases. This isovalue also
defines the interface between the wetting and non-wetting fluids. The position of the solid
phase is known, which allows all phases and interfaces to be identified explicitly. Given
this information, TCAT averages can be determined in an analogous fashion for both the
experimental and simulated data.
To perform averaging over an interface or a common curve, a numerical approximation
must be constructed for each of these entities. The porous medium marching cubes algorithm
was used to approximate ⌦wn,⌦ws,⌦ns and ⌦wns [80]. For the interfaces, lists of triangles
were constructed to represent each entity. Line segments that approximate the common
curve were extracted at the intersection of the three surfaces. Microscale quantities were
then interpolated to points on the interfaces or common curve and averaged using quadrature
methods to match the respective TCAT definition of each variable. For the experimental
images, a two-dimensional analog of this approach was developed to extract the interfaces
present in the system and evaluate the interfacial curvature.
2.8 TCAT Closure Relations
2.8.1 Simulations
The verified and validated LBM model was used to evaluate the closure relations needed for
the TCAT two-fluid-phase model. Specifically, relations among fluid pressures, saturations,
interfacial areas, curvatures, and dynamic evolution equations as described by Eqs. (2.39)–
(2.41) were sought. The basic notion here is that we have shown that the two-dimensional
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LBM can simulate accurately the three-dimensional micro-model experiments. Since the
micro-model is a valid porous medium system, we have a means to compute the detail
needed to address TCAT closure relations. Although not strictly necessary, reducing the
model to two dimensions greatly decreased the computational burden.
LBM simulations of drainage and imbibition were performed to mimic the micro-model
experiment used to validate the model. The initial condition was a fully wetting-phase-
saturated system. The simulated boundary conditions were
pw(0, y, z, t) = pwb (t) , (2.81)
pn(xl, y, z, t) = p
n










= 0 , (2.84)
where xl is the length of the domain in the x direction, the subscript b denotes a boundary
value, and periodic boundary conditions were used in the y and z dimensions. These condi-
tions ensured that the wetting fluid and the non-wetting fluid entered and exited one face
of the domain, matching the manner in which traditional laboratory experiments are per-
formed. The boundary conditions were adjusted in discrete jumps in time and the simulator
was run until an equilibrium state was achieved, observing both the final equilibrium state
and the dynamics of the approach to the equilibrium state. The LBM results were averaged
over the domain, and these results were used to produce the macroscale quantities of interest
in TCAT model closure.
A sequence of pressure boundary conditions were set to simulate primary drainage, main
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Figure 2.3: Pressure-saturation equilibrium states computed using the LBM.
imbibition, and both imbibition and drainage scanning curves. Primary drainage was sim-
ulated until an asymptotic wetting phase saturation was approached; main imbibition was
simulated until a state where the boundary conditions were pn = pw. Figure 2.3 depicts the
set of equilibrium states that were simulated, while the curves passing through the points
indicate the sequence of the simulations used to reach a given equilibrium state. As was
the case with the micro-model validation experiment, imbibition resulted in the formation
of a disconnected, entrapped residual non-wetting phase. Examples of the simulated fluid
displacement patterns for both primary drainage and main imbibition are depicted in Fig-
ures 2.4 and 2.5, respectively. The residual non-wetting phase is clearly shown by the set
of disconnected non-wetting phase regions that remain after imbibition is complete. Each
of these discrete non-wetting phase regions formed under specific fluid pressure conditions.
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(a) sw=0.85 (b) sw=0.709 (c) sw=0.598 (d) sw=0.482
(e) sw=0.383 (f) sw=0.272
Figure 2.4: Fluid distributions for a set of equilibrium states along the simulated primary
drainage curve shown in Figure 2.3. Black represents the solid phase, green represents the
non-wetting fluid phase, and blue represents the wetting fluid phase.
Therefore, each residual region at equilibrium has a distinct curvature, corresponding to a
capillary pressure which was established at the time the disconnected region was formed.
This observation has implications for modeling and model closure.
2.8.2 Capillary Pressure-Saturation-Interfacial Area Relation
Traditional two-phase-flow models are closed using hysteretic pressure-satura-tion relations
that account for non-wetting fluid entrapment but do not explicitly account for variables
known from pore-scale analysis to be important, such as interfacial tensions, interfacial cur-
vatures, and contact angles [84]. The nature of two-fluid-phase porous medium systems also
suggests interfacial areas are important. The absence of important variables in closure rela-
tions for traditional models and the hysteretic nature of these relations are indicators of a
modeling approach in which underlying physics has been relegated to implicit parameteriza-
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(a) sw=0.356 (b) sw=0.43 (c) sw=0.52 (d) sw=0.705
(e) sw=0.855 (f) sw=0.895
Figure 2.5: Fluid distributions for a set of equilibrium states along the simulated main
imbibition curve shown in Figure 2.3. Black represents the solid phase, green represents the
non-wetting fluid phase, and blue represents the wetting fluid phase.
tion. The TCAT model formulated to describe two-fluid-phase flow posits general functional
forms of closure relations that explicitly include the traditionally neglected variables. As
previously noted, the determination of specific forms of these relations is an active area of
current and recent research. The LBM simulations summarized above provide a means to in-
vestigate these closure relations with an ultimate goal being to determine specific functional
forms that represent the behavior of the system.
The simulated equilibrium points were analyzed to determine the fluid pressures, pw and
pn, the average curvature, Jwnw , the saturation of the wetting phase, s
w, and the specific
interfacial area, ✏wn. Various subsets of the entire data set were examined to gain insight
into the nature of the relation sought. In addition, subsets of the data excluding the dis-
connected non-wetting phase (DNP) fluid were also considered. By DNP we mean that a
continuous connection to the Dirichlet boundary corresponding to the non-wetting phase
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cannot be traced through the system. Note that this definition implicitly has a length scale
associated with it, and we take this length scale to be that associated with the averaging
region over which the TCAT model is developed. Figure 2.5 shows cases in which a DNP
forms during main imbibition. The goals of these simulations were: to determine in a semi-
quantitative manner if the inclusion of interfacial area can remove the hysteresis associated
with traditional models; to evaluate the role of the DNP; and to evaluate the nature of the
dynamic rate of relaxation to an equilibrium state.
The data shown in Figure 2.3 was processed using the image analysis approaches de-
scribed in §2.7 to determine the TCAT variables of interest. To close the TCAT model
formulated, consistent equations of state are needed for Eqs. (2.40) and (2.41). Because we
know that at equilibrium pwn = pn   pw, a single, smooth invertible function could provide
the closure information needed. Simulation results confirmed that this condition is reason-
able, within a small error associated with the estimation of the curvature. The issue thus
becomes identifying the necessary function from the data available, or at least determining if
such a well-behaved function is likely to exist given the data available. The desired function
would fit the entire data set, including all scanning curves, and be single valued, and thus
non-hysteretic. The pooled data for the primary drainage, main imbibition, and all scanning
curve was examined for the cases in which the DNP fluid was included with the non-wetting
phase fluid and for the case in which the DNP fluid was excluded. By inclusion and exclusion
of the DNP, we mean that sw and ✏wn were computed including either all of the non-wetting
phase or only the continuous, connected portion of the non-wetting phase.
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Table 2.1: Best-fit coe cients for functional form given by Eq. (2.85).
b0 b1 b2 b3 b4 b5
Inclusion of DNP -1.67x10 5 0.0108 -0.0011 0.0013 0.0297 -0.0398
Exclusion of DNP -2.1x10 5 0.0075 -0.0012 0.0014 0.035 -0.042






w + b5 = 0 (2.85)
was fit to all of the data shown in Figure 2.3 using nonlinear least squares for the cases with
and without the inclusion of DNP in the computation of sw and ✏wn. The minimized root


































In these expressions, the sum of errors for each of the variables was computed by specifying
the other two variables from the set of pwn, ✏wn, and sw and computing the root from Eq.
(2.85) to determine the third value; max denotes the maximum value; min denotes the
minimum value; i is a data point index; n is the total number of data points in the set;
and ⇤ denotes the functional value fit using Eq. (2.85). Normalization of the variables was
performed to rescale all the variables to a common range of [0, 1].
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Nonlinear least squares yielded the coe cients tabulated in Table 2.1, and the corre-
sponding errors are listed in Table 2.2. These results show that a simple quadratic function
represents the data reasonably well and that errors are reduced by excluding DNP from the
fits. The surface fit to the data is shown in Figure 2.6 for the case in which DNP is removed
from the analysis. The results also show that the function determined is invertible and thus
hysteresis is essentially eliminated. To further demonstrate properties of the equation of
state, determined for the case with DNP excluded, the relationship between the observed
versus predicted values of sw are shown in Figure 2.7.
Table 2.2: Normalized root mean square error for estimation of each variable given functional
fit corresponding to the coe cients listed in Table 2.1.
pwn = pwn(sw, ✏wn) ✏wn = ✏wn(pwn, sw)
"RMSE "MAE "RMSE "MAE
Inclusion of DNP 0.048 0.033 0.047 0.034
Exclusion of DNP 0.04 0.027 0.037 0.022
Figure 2.6: ✏wn as a function of pwn and sw for the case in which DNP is excluded.
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Figure 2.7: Error in sw resulting from the equation of state given by Eq. (2.85) for the case
in which DNP is excluded.
2.8.3 Disconnected Non-Wetting Phase
Results from the previous section illustrated that DNP plays an important role in the be-
havior of two-fluid-phase flow systems. It is important to identify this portion of the n phase
and account for it appropriately in the model closure. This observation is consistent with the
treatment of the non-wetting phase in traditional two-fluid-phase flow models [63, 84, 113],
where typically some linear or non-linear model of the fluid saturations is used to approximate
the DNP. The importance of treating the DNP di↵erently from the connected non-wetting
phase was shown as a result of the equation of state fitting in the previous section, and it
also seems reasonable based upon physical reasoning. Because the LBM simulations provide
complete microscale detail of the fluid distributions, some details of the DNP are accessible
based upon the simulations. For example, the saturations, curvatures, interfacial area, and
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geometric orientation tensor distribution of all DNP regions are available. Such information
would not typically be available from traditional macroscale laboratory experiments and it
is also burdensome to collect such data even for high-resolution imaging methods because of
the number of discrete equilibrium points needed to understand the formation of DNP.
We examined two aspects of DNP residual formation: (1) the maximum volume of DNP
that can be formed for a given system, which occurs at pwn = 0, along with identification
of the variable(s) that enable the approximation of this formation potential, and (2) the
amount of DNP at any equilibrium state. During primary drainage the non-wetting phase
is connected to the boundary and thus DNP does not form. However, once imbibition starts
from any partially drained state, DNP can begin to form due to snap o↵ of the non-wetting
phase. The usual case is to posit that the maximum DNP that can form in a system is a
function of the minimum wetting phase saturation that is achieved. Mechanistically, this
mean that the greater the fraction of the pore space that is accessed by the non-wetting
phase at some point, the greater the potential to form DNP as imbibition occurs. The
maximum DNP forms at the completion of the main imbibition stage, and the magnitude of
this quantity depends upon the pore morphology and topology as well as the properties of
the fluids and the solid. Because we have only examined a single system, pore morphology
and topology factors were not evaluated in this work.
As part of the examination of the maximum DNP formation capacity, Figure 2.8 shows
the relationship between the minimum wetting phase saturation state of a system at any
point in time and the maximum DNP that forms when pwn = 0. The main imbibition
and all imbibition scanning curves were used to create this figure. These data show that a
relatively smooth, monotonic, and nonlinear relationship exists between these two variables.
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Figure 2.8: Maximum disconnected non-wetting phase saturation that can form as a function
of the minimum wetting-phase saturation state of the system.
Note that the shape is constrained by zero DNP as minimum sw approaches unity, and a
maximum attainable value of DNP as the minimum value of sw approaches the irreducible
wetting-phase saturation. This curvilinear form is consistent with established methods of
describing the DNP formation capacity [63]. Additional data could be used to further refine
this relationship, but the available data supports the suggested parameterization of this
relation as a function that depends upon the minimum value of sw.
The second aspect of DNP is the estimation of the quantity for any equilibrium state of
the system. Given the observations made above, two limits can be noted for any system.
The lower limit is
lim
sw!sw,min
snd = 0, (2.88)
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and the upper limit is
lim
pn pw!0
snd = snd,max, (2.89)
where snd is the saturation of the disconnected non-wetting phase, min denotes a minimum
value, and max denotes a maximum value. Eq. (2.88) is consistent with the notion that
DNP does not exist during primary drainage and a requirement that imbibition scanning
curves that are reversed will be closed at the point of departure from the primary drainage
curve, and Eq. (2.89) is the definition of the maximum DNP. The most appropriate function
to describe the DNP at intermediate saturations will depend upon characteristics of the
morphology and topology of the pore space.
A remaining DNP issue that has not received attention in the literature is elucidation
of the dynamics of the formation of DNP. It seems reasonable that if the dynamics of fluid
saturations, pressures, and interfacial areas are important and that DNP must be accounted
for, then the dynamics of the formation and destruction of DNP must also be modeled. No
method has been advanced to account for this phenomenon in a TCAT-based two-fluid-phase
flow model.
2.8.4 Dynamic Relaxation
The TCAT model for two fluid phases formulated in §2.4 includes dynamic changes in the
relationship among capillary pressure, fluid saturations, and interfacial areas. This model
formulation makes use of a general form of a state equation for capillary pressure given as Eq.
(2.39), a general form of an equilibrium relationship for interfacial area given by Eq. (2.41),
and a dynamic equation that expresses the relaxation of fluid pressures, capillary pressure,
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Figure 2.9: Observed versus predicted values of pwn for points from a dynamic LBM simu-
lation of relaxation to an equilibrium state.
fluid saturation, and interfacial area to an equilibrium state. Because this formulation is
new, aspects of this general formulation need further development and evaluation.
Consider the state equation for capillary pressure and the equilibrium relationship for










n   pw, sw) . (2.91)
Pore-scale simulations have been used to deduce an approximate form of Eq. (2.90). This
smooth function can be inverted to determine ✏wn as a function of pwn and sw; alternatively
a smooth quadratic function can be fit to the data to represent this inverted quantity saving
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the issue of multiple roots. This equation has the form
✏wn = F (pwn, sw) (2.92)
When the system is not at equilibrium, we can identify an expected value of ✏wn that would
exist if the system were at equilibrium as
✏wneq = F (p
n   pw, sw) (2.93)
It can be shown that at equilibrium,
pwn = pn   pw . (2.94)
Therefore, the di↵erence between ✏wn and ✏wneq is a measure of disequilibrium.
To evaluate the validity of Eq. (2.90) as a state equation, we extracted the data from
a dynamic portion of the LBM simulations as the system relaxed to an equilibrium state
and compared the pwn predicted by the state equation with the pwn that was observed in
the dynamic simulations. The results shown in Figure 2.9 demonstrate a good agreement
between the capillary pressure obtained under dynamic conditions in the simulations and
predictions based upon the state equation derived using only equilibrium data. It seems
possible that the general state equation could be further improved by including not only
equilibrium data but also dynamic data in its formulation. In other words, the simple
quadratic form employed in this work, Eq. (2.85), can likely be improved upon; but the
results are encouraging in the context of the model formulation that has been proposed.
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Figure 2.10: The red line is pn pw pwn, the blue line is the term involving the interfacial area
in Eq. (2.96) and the black line is the term involving the temporal derivative of saturation
in Eq. (2.96).
Eq. (2.39) can be restated as









cˆwn (pw   pn) . (2.95)
Because the LBM simulations yield dynamic information of the relaxation to an equilibrium
state, these simulations can be used to determine cˆwn and kˆwn1 and to evaluate how well Eq.
(2.95) represents the simulated system. To accomplish these goals Eq. (2.95) was written as
"dyn = p









cˆwn (pw   pn) . (2.96)
Then, "dyn was minimized in a least squares sense to determine cˆwn and kˆwn1 using cubic
spline representations of all other quantities derived from the LBM simulations. The value
of various groupings of terms from this equation are shown in Figure 2.10. The dynamic
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approach to equilibrium was represented well by Eq. (2.95) and the three groupings of
terms show that all components of this equation are important. It is especially telling
that the interfacial area term is relatively large compare to the temporal derivative of sw,
because the interfacial area term has not been included in other so-called dynamic capillary
pressure models, suggesting that important physics has been overlooked in these alternative
approaches.
2.9 Discussion and Conclusions
The elements of the TCAT theory have been summarized and used to formulate a two-fluid-
phase flow model. The formulated model has many attractive features including connection
across scales, a sound thermodynamic basis, inclusion of relevant physics missing from tradi-
tional models, and general forms of all closure relations needed to produce a solvable model.
Because the formulated TCAT model is new and the closure relations have not yet been
deduced in a specific and refined functional form, significant work remains to produce a
solvable TCAT model.
Microscale simulation methods have matured to the point that they can be used to provide
the sort of high-resolution simulations needed to formulate meaningful closure relations. The
microscale detail from such simulations can be averaged to determine the various TCAT
quantities that emerge from the model formulation. An LBM method was advanced that is
capable of providing the sort of information needed to produce the closure relations sought
for the formulated TCAT model. This simulator was validated by comparing to micro-
model experiments, which are more costly and time consuming to perform than the desired
simulations. Thus simulation was used as a basis to investigate the closure relations sought.
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Support was provided for the existence of a smooth, invertible, and unique relationship
among capillary pressure, fluid saturation, and interfacial area between the fluid phases.
Simulation results revealed that a simple quadratic function represented the data more ac-
curately when the DNP was excluded from the analysis. This observation is reasonable
because individual regions of DNP form over a range of capillary pressures. It seems con-
sistent, then, to formulate and solve models that account explicitly for DNP. Such a TCAT
model has not been formulated. Aspects of DNP that are important include the maximum
amount that can form in a system, the amount formed under equilibrium conditions at any
state point, and the role of dynamics in the formation and destruction of DNP. Significant
opportunities for future work exist in these open areas of knowledge.
The LBM data was used to probe the posited dynamic form of the model. These e↵orts
revealed an encouraging level of agreement between the posited evolution equation and mic-
roscale observations. It appears that a local-equilibrium-based state equation can describe
the non-equilibrium data. Also of significant interest is the importance of the deviation from
equilibrium of the interfacial area state as an important component in relaxation of fluid
pressures to the capillary pressure at equilibrium. The importance of this interfacial area
term has not been shown in the literature; other evolving multiphase models only include




AN ADAPTIVE LATTICE BOLTZMANN SCHEME FOR MODELING
TWO-FLUID-PHASE FLOW IN POROUS MEDIUM SYSTEMS
3.1 Introduction
Multiphase flow in porous media is modeled on several di↵erent length scales (molecular
scale, microscale, macroscale, and megascale), each of which is inherently related to the other
scales [56]. The microscale and the macroscale are two continuum length scales of interest
in this work. At the microscale, the morphology and topology of the pore space and phase
distributions are resolved. At the macroscale, the details of the system at the microscale are
not resolved. Since the details of the microscale geometry are not resolved, average geometric
properties are used in characterizing porous medium systems, such as the fractional volume
of the porous media occupied by each phase, the volume of pore space within the total volume
(porosity), and interfacial area between phases per volume (specific interfacial area). In order
to identify and characterize these properties, the characteristic length at the macroscale must
be large enough that the volume fractions will not be e↵ected by small changes in the length
scale. Therefore, upscaling from the microscale to the macroscale is commonly done by
averaging over a representative elementary volume (REV), a volume that is smaller than the
domain of the system but large enough to permit a meaningful statistical average [12].
A primary objective of microscale study is to advance understanding of macroscopic
system behavior such that the microscopic details of flow can be neglected. To accom-
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plish this endeavor, important aspects of the microscopic physics must be represented by the
macroscopic model formulation in the form of closure relations. The thermodynamically con-
strained averaging theory (TCAT) provides a means for obtaining macroscopic models from
microscopic models via averaging schemes [52, 56]. At the microscale, conservation equa-
tions are combined with thermodynamics, constitutive laws and simplifying assumptions to
obtain a microscopic description of the system. To obtain a macroscopic model, the thermo-
dynamics and conservation equations are averaged from the microscale. This ensures that all
macroscopic variables are rigorously defined in terms of more familiar microscale variables,
eliminating any ambiguity with respect to these variables. The macroscopic equations are
then combined with simplifying assumptions and constitutive relationships, which must be
determined in order to obtain a closed model. Microscale simulations provide a mechanism
to study these constitutive relationships provided that simulations are able to accommodate
the complex solid morphology and large domain sizes needed to produce results that can
be scaled to a macroscopically significant length scale (REV) and to adequately resolve the
relevant physical mechanisms.
Due to the simplicity by which fluid and solid interfaces are treated, the lattice Boltz-
mann method (LBM) has become a primary tool for simulation of multiphase flow in porous
media at the microscale [2, 3, 10, 117, 137]. The significance of this role is evidenced by
widespread LBM investigations of multiphase flow behavior due to well-documented defi-
ciencies in existing macroscopic model formulations [66, 85]. Traditional closure relations
state a functional dependence between capillary pressure and fluid saturation [21, 122] that
depend upon the system history due to non-wetting phase entrapment and other pore-scale
e↵ects. It has been posited that the specification of specific interfacial area and other state
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variables may reduce or eliminate the hysteresis observed in traditional closure relations
[19, 23, 76].
LBM simulations of drainage and imbibition have been widely used to investigate the
functional dependence of capillary pressure in a two-fluid-phase porous medium system [41,
92, 96, 103, 114]. Simulation of drainage and imbibition processes are performed typically by
varying the external fluid pressures and allowing the system to equilibrate before the next
step change in fluid pressures. Equilibrium is usually assumed when the change in capillary
pressure and the change in fluid saturations over time becomes negligible. However, recent
data has shown that the interfacial curvature of the system continues to change long after
the boundary pressures and saturations approach their equilibrium state, suggesting previous
LBM simulations were not carried out to true equilibrium [48].
To accurately study the dependency of capillary pressure on state variables in a two-
fluid-phase porous medium system using an LBM, simulations of drainage and imbibition
have to be performed until the interfacial curvature reaches an equilibrium state. To obtain
data needed to assess the equilibrium relationship, many drainage and imbibition equilibrium
states must be simulated. Each equilibrium state can take on the order of hours to days
to compute based on a variety of factors, including the size of the domain, discretization
of the system, the size of the pressure step taken, and the phase distributions of the initial
system. The inherent expense involved with extant LBM simulation approaches for modeling
two-fluid-phase flow motivates a need for more e cient methods.
The goal of this work is to increase the overall e ciency of simulating both dynamic and
equilibrium states in two-fluid-phase porous medium systems. The specific objectives of this
work are
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1. to evaluate the characteristics of the flow phenomena being modeled;
2. to design an algorithm to reduce the computational e↵ort of two-phase flow simulations
compared to existing approaches;
3. to validate that the proposed method simulates the physical systems of focus accu-
rately; and
4. to assess the computational performance of the method compared to a standard ap-
proach.
3.2 LBM Model Formulation
We implemented a two-dimensional, nine velocity vector (D2Q9) formulation of an MRT
LBM. The method advances a set of velocity distribution functions {fi|i = 0, 1, . . . 8} from
one discrete time level to the next on a regular two-dimensional lattice  sZ2, corresponding
to nine fixed velocity vectors per lattice site {ei|i = 0, 1, . . . 8}, using both a collision op-
erator and an advective streaming equation. Fluid pressures, densities, and velocities are
deduced from the distribution functions using a quadrature scheme [62]. Fluid-phase pres-
sures, saturations, and interfacial curvatures are computed from the microscale state of the
system.
The nine discrete velocities of a D2Q9 lattice are defined as
ei =
8>><>>:
0 1  1 0 0 1  1  1 1
0 0 0 1  1 1  1 1  1
9>>=>>; . (3.1)
The discrete velocities ei characterize the connection of each lattice site xk 2  sZ2 to eight
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neighboring lattice sites {xki|i = 0, 1, . . . 8}. The distribution functions f associated with the
discrete velocities ei at each lattice site xk evolve according to an MRT form of the lattice
Boltzmann equation
fi(xk + ei t, tn +  t)  fi(xk, tn) = Ci , (3.2)
where  t is the time step, tn is discrete time, and Ci is a collision operator.
The collision operator for the MRT-LBM model can be formulated as
Ci =M 1Sˆ [meq(xk, tn) m(xk, tn)] , (3.3)
where M is an orthogonal transformation matrix which linearly maps the distribution func-
tions f to the velocity moments m, written as
m =M·f . (3.4)
The values of the transformation matrix M are chosen based on a Gram-Schmidt orthogo-
nalization constructed using polynomials of the discrete velocities ei [72]. The nine velocity
moments {mi|i = 0, 1, . . . 8} include the fluid density ⇢ and momentum j, which are conserved







= 3p , (3.5)
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where p is the fluid pressure and cs is the speed of sound. The momentum is defined as




where u is the velocity. The other moments are non-conserved quantities related to energy
and the strain-rate tensor. The MRT formulation allows each moment m to relax toward its
equilibrium value meq at a rate specified by the diagonal matrix Sˆ. The relaxation rates  i
for the conserved moments are set to zero since they are not a↵ected by collisions, which is
written as
 0 =  3 =  5 = 0 . (3.7)
For the non-conserved moments, the relaxation rates are set as
 1 =  2 =  8 =  µ (3.8)
and
 4 =  6 =  7 = 8
(2   µ)
(8   µ) , (3.9)







The equilibrium moments meq are
m0eq = ⇢ , (3.11)
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m1eq =  2⇢+ 9
⇢0
j·j   |C| , (3.12)
m2eq = ⇢  3j·j , (3.13)
m3eq = jx , (3.14)
m4eq =  jx , (3.15)
m5eq = jy , (3.16)


















where the parameter   is related linearly to the interfacial tension  wn [2]. The color gradient






wiei  (t,xk + ei t) . (3.20)





where ⇢w and ⇢n are the densities of the wetting and non-wetting phases, respectively. The
value of   is constant in the bulk of each fluid phase and varies within the interfacial region
between the two fluid phases. The value of   is set to a constant value within the solid
phase, written as
 (xk) =  s for xk 2 ⌦s . (3.22)
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The desired contact angle between the fluid-fluid interface and the solid is obtained by setting
the value of  s.
A mass transport solution is obtained using a separate set of distributions to track ⇢w







































9 , for q 2 {0}
1
9 , for q 2 {1, 2, 3, 4}
1
36 , for q 2 {5, 6, 7, 8} .
(3.26)
The density values for the subsequent time step can then be computed as
⇢↵(xk, tn +  t) =
8X
i=0
gi↵(xk   ei t, tn) for ↵ = w, n . (3.27)
Continuum expressions for conservation of mass for each fluid phase are provided by combin-
ing Eq. (3.27) with the mass transport distributions defined in Eq. (3.23) and Eq. (3.24).
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3.2.1 Geometric Analysis
Average phase pressures and saturations, and interfacial curvatures can be computed by
integration of microscale LBM simulations. The regular lattice used for the LBM simulations
provides a straightforward way to evaluate the averaged quantities. The phase density field
  computed using Eq. (3.21) is used to identify the regions of the pore space occupied by the
wetting (w) phase, the non-wetting (n) phase, and the wetting-non-wetting (wn) interface.
Because the position of the solid (s) phase is specified, all phases and interfaces can be
identified explicitly. Based on the phase density field, the domain ⌦ of each entity of interest
is defined according to
⌦w = {xk :  (xk) < 0} , (3.28)
⌦n = {xk :  (xk) > 0} , and (3.29)
⌦wn = {xk :  (xk) = 0} . (3.30)
Once the entity associated with each lattice site xk is identified according to Eqs. (3.28)–
(3.30), the average fluid saturations and pressures, and the fluid-fluid interfacial curvature
can be computed.













where p↵ is the average pressure of phase ↵ and p↵ is the pressure observed within a lattice
site xk occupied by fluid phase ↵. Based on the interface definitions in Eq. (3.30), the
normal vector to the w phase can be computed as the gradient of the phase density field  







The normal vector nw is calculated at the lattice sites using a second-order central finite
di↵erence scheme. The mean curvature of the wn interface is then evaluated on the lattice
by taking the divergence of the normal vector nw, defined by
Jw =  r·nw . (3.34)
Using finite di↵erence approximations for the spatial derivative, the right hand side of Eq.
(3.34) is determined at each lattice site. The interfacial curvature calculation was validated
by McClure et al. [81]. To approximate the mean curvature for the entire wn interface, the







where Jwnw is the average mean curvature of the wn interface and Jw is the curvature observed
within a lattice site xk occupied by the wn interface.
3.2.2 Parameter Estimation
In the LBM three parameters must be established: ⇣, which controls the interfacial width,
 , which determines the interfacial tension, and  s, which controls the contact angle. A ⇣
of 0.9 was used based on previous analysis that determined the parameter is independent
of interfacial tension and there is no advantage to having a large interfacial thickness [82].
The   parameter was set to 0.01 and a two-dimensional bubble test in the absence of a solid
phase was used to measure the corresponding interfacial tension. Based on the chosen value
for  , a constrained bubble test in a capillary tube was run to establish an appropriate value
of  s.
The bubble test is used in multiphase LBMs to measure the interfacial tension [26, 95],
and it is a validation that shows that the measured di↵erence in the phase pressures is
equivalent to the product of the interfacial tension  wn and the radius of curvature R as
defined by Laplace’s law
pn   pw =  wn
R
, (3.36)
where pn is the non-wetting phase pressure and pw is the wetting pressure. In the bubble
test, a circular shaped bubble of n phase with a defined radius R was immersed in the
wetting phase. Periodic boundary conditions were imposed in both the x and y directions
and the system was allowed to reach steady state. When equilibrium was established, the
radius of curvature R was determined based on the area of the immersed bubble and the
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values of the pn and pw were extracted by using the phase indicator field   to identify the
maximum pressure value within each phase. Equilibrium was defined when the change in
pn   pw between time steps was less than 10 8. Simulations for various bubble sizes were
carried out for   = 0.01. Plotting pn   pw as a function of 1/R for the various bubble sizes
resulted in a slope of 0.0547, which corresponded to the  wn used in this work.
The contact angle of the LBM was defined using a constrained bubble test in a capillary
tube as suggested by Huang et al. [65]. In this case, a two-dimensional capillary tube with
radius R was used to provide a constraint on the equilibration of the bubble. Initially, a
circular shaped bubble of non-wetting phase with a radius R was placed in the center of
the capillary tube and immersed in the wetting phase. Periodic boundary conditions were
imposed in the x direction, with the y boundary being closed to flow. The system was
allowed to progress to a steady state. When equilibrium was established, the values of the
pn and pw were measured. The di↵erence in fluid pressures was related to the contact angle
'ws,wn between the wetting phase-solid and wetting-non-wetting phase interfaces through
the two-dimensional Young-Laplace equation given by




Simulations in a capillary tube of radius R = 20 were performed for various values of  s.
Given the known values for  wn and R, the contact angle 'ws,wn for each  s value was
determined by computing pn   pw.  s was chosen to be 0.95, which corresponded to a
contact angle of 5 .
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3.2.3 Validation
In the LBM, the interfacial tension  wn is set by choosing the parameter   and the phase pres-
sure di↵erence and interfacial curvature are computed directly from the microscale. There-
fore, Laplace’s law at equilibrium can be used to verify the LBM. At equilibrium, the phase
pressures, interfacial tension and interfacial curvature are constant in the example consid-
ered, which means that
pn   pw =   wnJwnw . (3.38)
The macroscopic non-wetting phase pressure, pn, and the macroscopic wetting phase pres-
sure, pw, were calculated by averaging the microscale phase pressure values over the domain
using Eq. (4.4). The interfacial curvature of the wetting-non-wetting interface was com-
puted directly at the microscale and averaged over the fluid-fluid interface to obtain the
macroscopic curvature Jwnw (Eq. (4.8)). Simulations for various bubble sizes were carried
out for   = 0.01. The results for each bubble test performed are plotted in Figure 3.1. The
slope of the line is 0.991. It is shown from the LBM simulations that the di↵erence in phase
pressures pn  pw agrees with the product of the interfacial tension and interfacial curvature
at equilibrium, validating Laplace’s law.
3.3 Computational Challenges
LBM simulations of drainage and imbibition sequences have been established as a practical
way to investigate the functional dependence of capillary pressure in two-fluid-phase porous
medium systems [41, 92, 96, 103, 114]. The simulations are carried out by varying the
fluid pressures on the boundaries and allowing the system to equilibrate before simulating
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Figure 3.1: The di↵erence in phase pressures pn   pw as a function of the product of the
interfacial tension  wn and interfacial curvature Jwnw as determined using a series of two-
dimensional bubble tests in the absence of a solid phase. The slope of the line is 0.991.
another pair of boundary pressures. Equilibrium has been traditionally defined by observing
the change in phase pressures and saturations over time, but recent work has suggested
that an equilibrium state defined by these state variables alone may be far from a true
equilibrium condition [48]. It was shown by Gray et al. [48] that after the fluid pressures
and saturations approach an equilibrium, the curvature of the wn interface continues to
increase for an extended period of time before it reaches an equilibrium state. As defined by
Laplace’s law (Eq. (3.38)), the magnitude of the capillary pressure is equal to the product of
the average curvature of the wn interface Jwnw and the interfacial tension  
wn at equilibrium.
The implication of this finding is that the timescale for the equilibration of the interfaces is
significantly longer than the timescale for the equilibration of the fluid pressures. Therefore,
the data suggests that to observe a true equilibrium state in a two-fluid-phase porous medium
system, the interfacial curvature must be measured and used to evaluate when an equilibrium
state has been approached [48].
The D2Q9, MRT LBM described in Section 3.2 was used to simulate a drainage sequence
81
Figure 3.2: Two-dimensional porous media in which the solid is represented by gray and the
pore space is represented by white.
in a two-dimensional porous media containing a distribution of circular grains depicted in
Figure 3.2. The two-dimensional case simulated mimicked a microfluidic cell, which is con-
sidered a state-of-the-art experimental approach [41, 69, 70, 111]. In the LBM simulation,
the grid resolution of the porous media was 1000 ⇥ 1000 lattice sites. The initial condition
was a fully wetting-phase-saturated system. Constant pressure boundary conditions were
set on one inlet face for one fluid and on the other inlet face for the second fluid, with no-
flow boundaries on all other boundaries. The pressure boundary conditions were adjusted
in discrete time steps and the simulator was run until an equilibrium state was achieved,
observing both the final equilibrium state and the dynamics of the approach to the equilib-
rium state. The LBM results were used to calculate the average phase pressures pn and pw,
wetting phase saturation sw, and average interfacial curvature Jwnw at each time step. The
simulation of each pressure step was run until the system approached an equilibrium state
as determined by the microscale interfacial curvature. After each time step, the L2 norm
of the curvature at every point on the fluid-fluid boundary, denoted Jw, was computed and
compared to the value of Jw at the previous time step, yielding the di↵erence in the L2 norm
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of the curvature over a time step denoted as  Jw. The approach to equilibrium was termi-
nated when  Jw  10 8. The simulation results were used to analyze the timescales over
which the changes in phase pressures, wetting phase saturation, and interfacial curvature
approach an equilibrium state in light of the experimental observations made by Gray et al.
[48].
Based on the LBM simulation, the phase pressures, wetting phase saturation, and inter-
facial curvature change rapidly during the first 5,000 time steps followed by a period over
which they relax at more gradual rates toward equilibrium, as shown in Figure 3.3. The
phase pressures relax at a slow rate until approaching an equilibrium value at about 130,000
time steps. The saturation changes at a much slower rate than the phase pressures until
eventually approaching an equilibrium value at roughly the same time the phase pressures
reach an equilibrium state. Similar to the data reported by Gray et al. [48], the interface
continues to relax to an equilibrium state long after the phase pressures and saturation come
to equilibrium. The interface approaches an equilibrium state at approximately 220,000
time steps. The LBM simulation confirmed that the approach of two-fluid-phase flow to an
equilibrium state involves a relatively slow process in which the fluid interfaces relax to their
equilibrium state.
3.4 Adaptive LBM Algorithm
Computational performance for the LBM is determined by the number of arithmetic opera-
tions that must be performed, and the e ciency with which they can be done given memory
limitations. In an e↵ort to improve the e ciency of LBM simulations for two-fluid-phase
flow, a temporally adaptive domain decomposition LBM algorithm was developed based on
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Figure 3.3: The phase pressure di↵erence, wetting phase saturation, and capillary pressure
values as they evolved in time from one equilibrium state to the next. The LBM data
was normalization to bring all values into the range of [0,1], where 0 represents the initial
equilibrium state of the system and 1 represents the final equilibrium state.
the physical phenomena detailed in Section 3.3. Both microfluidic experiments and LBM
simulations show that the bulk fluid relaxation time is considerably less than the interfacial
relaxation time. This observation is the motivation for an adaptive LBM that aims to in-
crease the computational e ciency by decreasing the size of the computational domain in
accordance with the rate of relaxation of the system toward an equilibrium state. The inter-
facial velocity wwn is used to track the relaxation of the system. To evaluate the interfacial
velocity wwn, a level-set approach is used.
The level-set method was introduced by Osher and Sethian [91] and has become a widely
used method for simulating multiphase flows [1, 119]. The level-set equation is defined as
@ 
@t
+ (vwn·nw) |r | = 0 , (3.39)
where   is the phase density field defined by Eq. (3.21) and vwn·nw is the interface velocity
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an expression for the interfacial velocity that can be approximated numerically. The vector
r  is computed at each time step of the LBM as discussed in Section 3.2. The time derivative
of   is approximate using a second-order finite di↵erence approximation given by
@ 
@t
⇡  (t+  t)   (t   t)
2 t
. (3.41)
In order to evaluate Eq. (3.41), a brief history of the phase density field  , including
 (x, t  t),  (x, t), and  (x, t+ t), must be retained. Once the time derivative of   has been
computed at the lattice sites along the wn interface, the value of vwn·nw at the interfacial
lattice sites can be approximated using Eqs. (3.40)–(3.41). The interfacial velocity at each
lattice site on the wn interface is then computed as
wwn = vwn·nwnw . (3.42)
This method for calculating interfacial velocity was validated by McClure et al. [81].
Initially, the LBM is run on all fluid phase lattice sites. At each time step ⌦wn is identified
according to Eq. (3.30) and the interfacial velocity wwn is calculated at each lattice site along
the interface using Eq. (3.42). When the magnitude of the interfacial velocity is decreasing
monotonically between time steps and falls below w, the computational domain is reduced
to a sub-domain ⌦H . For this work, w was set to 1⇥ 10 3. The sub-domain consists of an
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interfacial region ⌦I and a halo surrounding the interfacial region to account for movement
of the wn interface as the system relaxes. The interfacial region represents the portion of
the computational domain that is the slowest to approach an equilibrium state. Within the
interfacial region the phase properties such as the pressure and density deviate from the bulk
of the fluid phase. The phase density field   obtained from the LBM has a value of ±1 in
the bulk phase and varies continuously within the interfacial region. Therefore, the phase
density field information can be used to distinguish between the interfacial region and the
bulk phase region according to
⌦P = {xk : |r | < "} , and (3.43)
⌦I = {xk : |r |   "} , (3.44)
where " is chosen so that surface contributions to the continuum variables are negligible
within the bulk phase region ⌦P . For this work, " was set to 1 ⇥ 10 3. The width of the
halo surrounding the interfacial region is dependent on the interfacial velocity wwn as well
as the number of LBM time steps  t used to advance the state of the sub-domain ⌦H .
The halo surrounding the interfacial region ⌦I has a width of wH lattice units that varies
along the boundary of ⌦I denoted  I . The width of the halo at a given boundary node k I
is set based on the number of LBM time steps  t that will be carried out on the sub-domain
⌦H and the direction and magnitude of the interfacial velocity wwn. The number of time






where whmax is the maximum allowable width of the halo. whmax = 3 was used in this work.
Due to the form of Eq. (3.41), the interfacial velocity at time t cannot be computed
until t +  t. Therefore to estimate the distance the wn interface will move between time t
and t+  t t, wwn at time t   t was used. The width of the halo at each lattice site on the





A safety factor of 2 was included when computing whl(k I ) because the interfacial domain
⌦I cannot reach the boundary of the sub-domain ⌦H , denoted  H , for the simulation to be
valid. If the interfacial region were to reach  H , the evolution of the wn interface would not
be accurately captured because only the region within the sub-domain is being updated.
Microscale physics suggests that the trailing edge of the interfacial region will progress
forward as the leading edge of the interfacial region advances. But to accommodate for any
small fluctuations along the trailing edge of the interfacial region, the number of lattice units






whl(k I ) and wht(k I ) are reduced to an integer number of lattice units by rounding up to
the nearest integer value.
After the sub-domain ⌦H is established, a maximum of  t time steps of the LBM are
run on the sub-domain. To ensure that ⌦I ⇢ ⌦H during the adapted LBM solves, ⌦wn is
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while L1[|wwn(x)|] > "w do






while i <  t and ⌦I 6⇢  ˜H do
Adapted LBM Solve
Identify ⌦I





Figure 3.4: Adaptive LBM algorithm for two-fluid-phase flow.
computed after every solve. When either  t time steps of the LBM are run on ⌦H or ⌦I
reaches within one lattice site of  H , which is denoted  ˜H , one LBM time step is run on all
fluid phase lattice sites and the interfacial velocity is computed. If the termination condition
"w for the interfacial velocity is met, the system has approached an equilibrium state and
the simulation is complete. For this work, "w = 1x10 8. The adaptive LBM algorithm
is summarized in Figure 3.4. A condition is included on the second line of the algorithm
to ensure a monotonically decreasing maximum velocity of the front as a condition for an
adaptive solve. This is necessary to capture Haines jumps.
3.5 Results
3.5.1 Evaluation of the Adaptive LBM Algorithm
Two-dimensional LBM simulations of a drainage and imbibition sequence were performed
for the porous media depicted in Figure 3.2 using both the non-adaptive LBM approach
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and the adaptive LBM algorithm. The computational results generated by each algorithm
are shown in Figure 3.5. In both sets of LBM simulations, the grid resolution was 1000
x 1000 lattice sites with constant pressure boundary conditions being set on one inlet face
for one fluid and on the other inlet face for the second fluid, and no-flow boundaries on all
other boundaries. Once the pressure boundary conditions were set, the system was allowed
to equilibrate before the next step change in fluid pressures. The final equilibrium state at
a given pressure step was based on the interfacial curvature Jwnw in the non-adaptive LBM
simulations and on the interfacial velocity wwn in the adaptive LBM simulations.
The dimensionless pressures from the LBM simulations were scaled to a physical system







where pn   pw is the pressure di↵erence between the two first-kind boundary conditions for
the fluids in the physical system,  wn is the interfacial tension of the physical system, D is
the lattice resolution, and LB denotes a value in the LBM model. D is introduced to scale
the dimensionless LBM variables. For this work, D = 0.5µm per lattice unit and  wn was set
to 24 dynes/cm, the interfacial tension between nitrogen and decane. Nitrogen and decane
were the two fluids used in Gray et al. [48]. The mean absolute error of the magnitude of
saturations for comparable pressures of the two methods was less than 4x10 5 for all cases.
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Figure 3.5: Pressure-saturation curves obtained from LBM simulations performed using the
non-adaptive LBM and the adaptive LBM algorithm.
3.5.2 Computational Performance of the Adaptive LBM Algorithm
Performance was analyzed for the non-adaptive LBM approach and the adaptive LBM al-
gorithm, and compared. For the non-adaptive LBM model considered in this work, there
are 490 floating point operations (FLOPs) per lattice site in the w phase and n phase. An
additional 84 FLOPs per lattice site have to be performed on the lattice sites located on
the wn interface to calculate the interfacial curvature Jwnw . The adaptive LBM algorithm
performs 490 FLOPs per lattice site in the w phase and n phase that are located within
the simulated domain and an additional 110 FLOPs per lattice site on the wn interface to
compute the interfacial velocity wwn. The runtime of both the non-adaptive LBM approach
and the adaptive LBM algorithm was calculated for six of the pressure steps shown in Fig-
ure 3.5, three on the primary drainage curve and three on the main imbibition curve. Each
algorithm was run in serial on an Intel Core 2 Duo (2.4GHz). The runtime for each algorithm
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to go from an initial equilibrium state to the next equilibrium state simulated is shown in
Table 3.1.
Table 3.1: Runtime on Intel Core 2 Duo (2.4GHz) for a range of pressure steps using imple-
mentations of the non-adaptive LBM approach and the adaptive LBM algorithm.
Initial Final Non-adaptive Adaptive
pn   pw (kPa) pn   pw (kPa) Runtime (sec.) Runtime (sec.)
5.30 8.28 15581 1623
12.84 13.25 14949 1456
15.25 16.24 16218 1773
15.53 13.7 16043 1387
9.47 8.52 15872 1502
4.30 2.43 16104 1571
3.6 Discussion
Figure 3.5 shows the computational results of the non-adaptive LBM approach compared
to those from the developed adaptive LBM algorithm for a sequence of pressure steps. The
data from the adaptive LBM algorithm matched the data collected using the non-adaptive
LBM approach for both primary drainage and main imbibition. The runtime required for
each algorithm to go from one equilibrium state to the next for a range of pressure steps is
shown in Table 3.1. The comparison between the non-adaptive LBM approach and adaptive
LBM algorithm revealed that the adaptive algorithm took approximately a tenth of the
runtime of the non-adaptive approach to obtain essentially the same result. The adaptive
LBM algorithm increased the computational e ciency of an equilibrium state simulation by
adapting the active domain size in accordance with the physical phenomenon observed as
the system relaxed toward equilibrium.
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Figure 3.6 depicts the time evolution of the wn interface position as the two-fluid-phase
system relaxes toward equilibrium in an equilibrium state simulation performed with the
adaptive LBM algorithm. As time progresses in the simulation, the w phase is displaced
by the n phase and a distinct fingering pattern emerges. Other than a main finger that
continues to take form in Figure 3.6, the majority of the wn interface remains immobile
after the first 25,000 time steps of the simulation. The time evolution of the active fraction
of the domain for the equilibrium state simulation is shown in Figure 3.7. By the time the
simulation has reached 5,000 time steps, the active domain has converged onto an interfacial
sub-domain ⌦H . The size of the sub-domain continues to decrease rapidly before leveling o↵
to a more gradual rate of change at approximately 30,000 time steps. The size of the active
domain as a function of time will not be a monotonically decreasing function if a Haines
jump occurs as the system is relaxing toward equilibrium.
The active fraction of the domain as a function of time for an equilibrium state simulation
where a Haines jump occurs is shown in Figure 3.8. Similarly to Figure 3.7, the active domain
converges onto an interfacial sub-domain ⌦H by 5,000 time steps into the simulation. The
size of the sub-domain continues to decrease rapidly until approximately 30,000 time steps
into the simulation when the domain size suddenly increases. By 35,000 time steps the
active domain constitutes all the lattice sites in the w phase and n phase. The active
domain size was increased to capture a potential Haines jump. A Haines jump does occur
in the system between 35,000 and 40,000 time steps. The time evolution of the wn interface
position between 35,000 and 40,000 time steps is depicted in Figure 3.9. After the Haines
jump occurs, the active domain converges back to an interfacial sub-domain by 40,000 time
steps. The size of the sub-domain continues to gradually decrease until the system reaches
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Figure 3.6: The time evolution of the wn interface position as the two-fluid-phase system
relaxes toward equilibrium. Black represents the initial distribution of the n phase (t =
0), red represents the change in the n phase distribution observed after the first 25,000
time steps (t = 25,000), yellow represents the change in the n phase distribution observed
between the 25,000 and 50,000 time steps (t = 50,000), green represents the change in the
n phase distribution observed between 50,000 and 75,000 time steps (t = 75,000), and blue
represents changes in n phase distribution observed between 75,000 and 100,000 time steps
(t = 100,000).
an equilibrium state.
During the LBM simulation of primary drainage, a wn interface only existed between the
bulk of the w phase and the bulk of the n phase. However during imbibition, disconnected,
entrapped residual n phase features formed in the two-fluid-phase system. Examples of the
simulated fluid displacement patterns for both primary drainage and main imbibition are
depicted in Figure 3.10 and Figure 3.11, respectively. All the disconnected n phase features
formed during the imbibition process are represented by the set of disconnected n phase
regions that remain after imbibition is complete. At equilibrium, each residual n phase





























Figure 3.7: The time evolution of the active fraction of the domain for the equilibrium state



























 Time Steps 
Figure 3.8: The active fraction of the domain as a function of time for an equilibrium state
simulation in which a Haines jump occurs.
Due to the formation of disconnected n phase regions during main imbibition, the domain
⌦R in the adaptive LBM algorithm may be composed of several separate sub-domains that
each constitute an independent interface. The interfaces of ⌦H include the wn interfaces of
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 t = 35,000 
 
t = 40,000 
 
Figure 3.9: The time evolution of the n phase distribution during a Haines jump. Black
represents the state of the n phase distribution before the Haines jump (t = 35,000). Red
represents the n phase distribution observed after the Haines jump (t = 40,000).
the residual n phase features that have approached an equilibrium state and the wn interface
between the connected w phase and the connected n phase, which dynamically change. In
the LBM simulations performed, the wn interface of a residual n phase feature remained
immobile once the disconnected feature had reached equilibrium at the capillary pressure
at which it was formed. Therefore the adaptive LBM algorithm inherently excludes the
residual n phase features at equilibrium by establishing the width of the halo region h from
the interfacial velocity wwn. Figure 3.12 shows the initial state of an equilibrium simulation
during main imbibition where the red interface identifies the wn interface that is mobile
during the simulation. The disconnected n phase features in Figure 3.12 were formed under
previous capillary pressures. The wn interface of the disconnected features remain immobile
for the duration of the simulation.
In addition to equilibirum simulations, we have examined a second case where two fluids
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(a) sw = 0.901 (b) sw = 0.758 (c) sw = 0.503
(d) sw = 0.312
Figure 3.10: Fluid distributions for a set of simulated equilibrium states along the primary
drainage curve shown in Figure 3.5. Gray represents the solid phase, black represents the
non-wetting fluid phase, and white represents the wetting fluid phase.
are flowing simultaneously in the porous media depicted in Figure 3.2 and relax dynamically
to a flowing steady state. Such simulations would be of use in deducing a macroscale resis-
tance tensor, also needed to close evolving theoretical models [41, 56]. The initial condition
was a randomized distribution of a wetting phase and non-wetting phase. The fluid-fluid
interfacial tension and contact angle were set to match the values used for the equilibirum
simulations discussed in Section 3.5. Full periodic boundaries were set on the inlet face and
outlet face, and no-flow boundaries on all other sides of the domain. Flow was driven by
specifying a body force, which was oriented in the y-direction. The simulation was ran until
the microscale field velocity reached a steady state. Each algorithm was run in serial on an
Intel Core 2 Duo (2.4GHz). The runtime of both the non-adaptive LBM approach and the
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(a) sw = 0.413 (b) sw = 0.590 (c) sw = 0.807
(d) sw = 0.903
Figure 3.11: Fluid distributions for a set of simulated equilibrium states along the main
imbibition curve shown in Figure 3.5. Gray represents the solid phase, black represents the
non-wetting fluid phase, and white represents the wetting fluid phase.
adaptive LBM algorithm was calculated. The results for this example show a factor of eight
speed up compared to a non-adaptive simulation. Thus we have conclusively demonstrated
that the algorithm is applicable to additional cases of importance and that the performance
is impressive for the additional case investigated as well.
In order to simulate larger domain sizes and accelerate the solution time for the developed
adaptive LBM algorithm, parallel implementation is necessary. Scaling the LBM to run on a
large number of processors requires a domain decomposition strategy that evenly distributes
the computational load among processors, while minimizing the amount of communication
that must be performed. The computational load scales with the volume of lattice sites not in
the solid phase within a subdomain, while the communication scales with the surface area of
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Figure 3.12: The initial state of an equilibrium simulation during main imbibition where the
red interface identifies the wn interface that is mobile during the simulation.
the subdomain. Due to the non-uniform evolution of the wn interface in time and space and
the need for both global and interfacial domain simulations, e cient domain decomposition
becomes a challenge. Achieving high e ciency is critical because many multiphase LBM
simulations of porous medium systems of concern are at, or beyond, current computational
limits for even the most advanced computers. To increase the scope of the adaptive LBM,
work is needed to develop a parallel, three-dimensional extension of this work. However,
due to the morphology and topology of two-fluid-phase displacement processes, the fraction
of the domain that is expected to be active in three-dimensional systems as interfaces relax
would be much smaller than for the two-dimensional systems considered in this work.
We have done a preliminary analysis of a three-dimensional, two-fluid-phase porous
medium system relaxing to equilibrium. A three-dimensional, 19-velocity-vector (D3Q19),
MRT LBM [82] was used to analyze the active fraction of the computational domain as a
function of time for an equilibrium state simulation. A three-dimensional, synthetic porous
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medium system was generated using a sphere packing algorithm [42]. The isotropic sphere
pack consisted of 1,500 uniform size spheres arrange in a non-overlapping fashion with a
porosity of 0.42 and periodic boundaries. The lattice size necessary to achieve a grid-
independent solution was 4803. The fluid-fluid interfacial tension and contact angle within
the LBM simulation was set to match the values used for the two-dimensional simulations
performed in the manuscript. As done with the two-dimensional system, constant pressure
boundary conditions were set on one inlet face for one fluid and on the other inlet face for the
second fluid, and no-flow boundaries on all other boundaries. Once the pressure boundary
conditions were set, the system was allowed to dynamically relax toward an equilibrium state.
Note that the simulated system mimics classical pressure-saturation experiments that are
performed routinely in porous medium physics [29, 33, 97]. The final equilibrium state cor-
responded to a specific interfacial curvature. The active fraction of the domain was recorded
every 5,000 time steps. Based on these large-scale simulations, the adaptive LBM algorithm
could potentially decrease the computational time by about a factor of 20. This suggests
that an e cient three-dimensional implementation could save even more than the order of
magnitude savings observed in this work.
3.7 Conclusions
Two-dimensional, LBM simulations revealed that the approach of a two-fluid-phase flow
porous medium system to an equilibrium state involved a relatively slow process in which
the fluid interfaces relax to their equilibrium state. The time scale at which a two-fluid-
phase system relaxes to equilibrium makes resolving equilibrium states using a non-adaptive
approach computationally expensive. Based on the physical processes by which a two-fluid-
99
phase system relaxes to equilibrium, a temporally adaptive domain decomposition LBM
algorithm was developed to resolve the equilibrium and dynamic states of a two-fluid-phase
porous medium system. The adaptive LBM algorithm increased the overall e ciency of an
equilibrium simulation state by decreasing the size of the computational domain in accor-
dance with the relaxation of the system toward an equilibrium state. When compared to
the non-adaptive LBM approach, the adaptive LBM algorithm achieved essentially the same
result in about one tenth of the runtime. The developed adaptive LBM algorithm is an
accurate and e cient method for simulating two-fluid-phase flow in porous medium systems
that exhibit multiple timescale behavior.
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VISUALIZATION OF TWO-FLUID-PHASE FLOW USING AN ADVANCED
MICROFLUIDIC IMAGING APPROACH
4.1 Introduction
Porous medium systems can traverse several di↵erent length scales, from the molecular scale
to the field scale, each of which is inherently related to the other. Usually multiphase
flow in porous media is modeled at the macroscale, where details of the morphology and
topology of the microscale are unknown but must be represented in some explicit or implicit
sense parametrically. To accurately upscale from the microscale to the macroscale, aspects
of the microscopic physics need to be represented by the macroscopic model in the form
of constitutive relationships [52, 56]. Microscale computational and experimental methods
provide a means to study these relationships. Two experimental methods that are widely
used to observe pore-scale mechanisms are synchrotron x-ray computed microtomography
(CMT) [34, 104, 131] and microfluidic imaging [28, 70, 111].
Synchrotron x-ray CMT is a non-destructive experimental method that uses high-flux
photon attenuation to image and characterize phase distributions in porous medium systems
at the pore-scale. With synchrotron x-ray CMT, three-dimensional representations of a
porous medium system are obtained by piecing together a dense set of high-resolution, two-
dimensional CMT images of the system taken at di↵erent angles. CMT imaging methods
have been used to study a variety of two-fluid-phase flow phenomena, including trapped
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non-wetting phase [73, 104] and immiscible fluid displacement [131]. Advantages of using
synchrotron x-ray CMT for the characterization of a porous medium system include high-
spatial resolution (5 µm) and tunability of the sychrontron beam, which allows for the
contrast between the phases to be enhanced accordingly [34]. However, the dynamics are
di cult to evaluate because of the time needed to image a system and the specialized facilities
are limited in availability due to gaining popularity [33].
Microfluidic imaging approaches permit the visualization of two-fluid-phase flow at the
pore-scale in a standard laboratory setting. In microfluidic experiments, a microscope
equipped with a high-resolution camera is used to observe flow in a transparent micro-model.
The micro-model contains an enclosed synthetic porous media that is thin in one dimension,
making the porous medium system essentially two-dimensional. Due to their unique design,
micro-models have been used to investigate colloid transport and filtration [7, 11, 108, 118]
and drainage and imbibition of two-fluid-phase flow [28, 31, 41]. The main advantage of
microfluidic approaches is that flow can be studied visually. However, the porous medium
system is restricted to being two-dimensional. Despite the dimensionality restrictions, mi-
crofluidic approaches do provide an opportunity to observe phase distributions, interfaces,
and curvatures at high temporal resolutions in two-fluid-phase porous medium systems.
In this study, a microfluidic imaging approach is modified to permit the study of interfa-
cial dynamics in a two-fluid-phase flow porous medium system. A displacement experiment is
carried out in a 500-micron porous medium cell consisting of a distribution of cylinders. The
equilibrium states and dynamics of the system are observed using an experimental system
interfaced with a high-resolution camera. A multiphase lattice Boltzmann method (LBM)
is used to model the experimental data. LBM simulations are widely used in practice to ex-
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amine the microscale physics of flow [46, 93, 117, 127, 136]. The results of these approaches
are used to visualize and study equilibrium states and dynamic processes in two-fluid-phase
porous medium systems.
4.2 Microfluidic Imaging Approach
The experimental methods used in this work are similar to those detailed in Dye et al. [41]. A
two-dimensional micro-model was fabricated using photolithography techniques. Figure 4.1
is a depiction of the porous medium cell of the micro-model, which was composed of a
distribution of cylinders ranging from 24.2 µm to 37.7 µm in diameter. The cell measured
500 µm ⇥ 525 µm, with a thickness of 4.4 µm and a porosity of 54%. The cell was placed
horizontally under an optical microscope (Nikon SMZ-U Zoom 1:10) and illuminated from
above using a fiber optic lighting system. A CCD camera (Nikon D90) interfaced to the
microscope was used to capture images of the cell at a resolution of 0.3 µm/pixel. One
outlet of the cell was connected to a wetting-fluid-phase (decane) reservoir and the other to
a non-wetting-fluid-phase (nitrogen gas) reservoir, with the other four boundaries being solid.
As shown in Figure 4.1, a row of 22 µm diameter cylinders was placed between the porous
medium cell and the wetting-phase reservoir. The homogenous cylinders are separated by a
distance of 5 µm, which is the smallest distance two solid entities can be from each other
for the fabrication method to accurately resolve the porous medium system. The row of
cylinders prevents the nitrogen gas from contaminating the decane reservoir during drainage,
but allows the decane to enter the porous medium cell during imbibition. A di↵erential
pressure transducer (Omega PX409) was used to measure the di↵erence in pressure between
the two fluid phases and individual gauge pressure transducers (Omega PX319) were used to
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Figure 4.1: Two-dimensional porous medium cell in which the solid is represented by black
and the regions accessible to fluid flow by white.
measure the pressures of each fluid phase. The experiment was conducted in a temperature
and humidity controlled room under a constant temperature of 24 C.
The displacement experiment began by fully saturating the porous medium cell of the
micro-model with decane through the outlet reservoir located at one end of the cell. Pri-
mary drainage was then carried out by incrementally increasing the pressure of the nitrogen
reservoir, located on the opposite end of the cell. After each pressure step the system was
allowed to equilibrate. Recent work has shown that to observe a true equilibrium state in
two-phase flow, the fluid-fluid interfacial curvature must be measured and used to evaluate
when an equilibrium state has been approached [48]. Therefore the final equilibrium state
at a given pressure boundary condition was based on the average mean curvature of the
wetting-non-wetting interface Jwnw as determined from image analysis. The fluid pressures
and an image of the system were recorded at variable time steps as the system relaxed to
equilibrium. The time between dynamic data recordings ranged from 0.2 seconds to 600
seconds, which depended on the rate of change being observed in the system. After the
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system reached an equilibrium state, the pressures and an image of the cell were recorded
and another pressure step was applied. According to the Young-Laplace equation,









where p n   p w is the pressure di↵erence between the two fluids in the cell obtained from
the pressure transducer reading,  wn is the decane-nitrogen interfacial tension, Rx is the
principal radius of curvature in the x direction, and Rz is the principal radius of curvature in
the z direction. The interfacial tension between the decane and nitrogen gas was measured
to be 24.7 dynes/cm [27]. Based on the cylinder spacing and depth of the cell, Rx and Rz for
the row of homogenous cylinders are 2.2 µm at 2.5 µm, respectively. Therefore, the pressure
di↵erence applied across the micro-model had to remain below 45 kPa to prevent the nitrogen
gas from entering the decane reservoir on the opposite side of the cell. Before the nitrogen gas
contaminated the decane reservoir, main imbibition was performed by reducing the pressure
of the nitrogen reservoir in a stepwise fashion. Once the irreducible wetting-phase saturation
was achieved, drainage was repeated to obtain a drainage scanning curve. When the drainage
scanning curve reached the primary drainage curve, imbibition was performed to collect an
imbibition scanning curve. Imbibition was carried out until the scanning curve adjoined the
main imbibition curve. Drainage and imbibition were cycled several times to acquire a dense
set of scanning curves.
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4.3 LBM Simulator
Simulations matching the experimental conditions were carried out using a three-dimensional,19-
velocity-vector (D3Q19), multi-relaxation-time (MRT), multiphase LBM described in Dye
et al. [41]. When compared to other multiphase LBMs, the implemented scheme permits
higher viscosity ratios and lower capillary numbers and has been proven, through com-
parison to experimental data, to accurately simulate two-fluid-phase flow [2, 41]. Despite
the porous medium cell being pseudo-two-dimensional, three-dimensional LBM simulations
were shown to represent the experimental system more throughly than two-dimensional LBM
simulations. Part of this di↵erence is attributed to a more accurate representation of the
cylindrical media by accounting for the depth of the cell [41]. The microscale fluid density,
pressure, and velocity distributions were obtained by simulating the experimental data with
a 0.25-µm grid resolution. In the LBM simulations, a constant pressure was applied at each
of the fluid reservoir boundaries of the system using pressure boundary conditions and no-
flow boundary conditions were set for the four solid boundaries of the cell. The pressure
boundary conditions for the LBM simulation were matched to the external pressure applied







where pn   pw is the pressure di↵erence between the two first-kind boundary conditions
for the fluids in the cell obtained from the pressure transducer reading,  wn is the decane-
nitrogen interfacial tension (24.7 dynes/cm), D is the lattice resolution (0.25 µm per lattice
unit), and LB denotes a value in the LBM model. The lattice spacing D is introduced to
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scale the dimensionless LBM variables. To match the microfluidic experimental methods,
the final equilibrium state at a given pressure boundary condition was based on the average
mean curvature of the wetting-non-wetting interface Jwnw . Dynamic data was extracted as
the system relaxed toward equilibrium at time points that matched the dynamic observed
data from the laboratory experiment.
4.4 Data Analysis
In the LBM simulations, the microscale fluid density field was used to identify the regions
of the pore-space occupied by the wetting (w) phase domain ⌦w, the non-wetting (n) phase
domain ⌦n, and the wetting-non-wetting (wn) interfacial domain ⌦wn. For the experimental
data, the phase regions were extracted by smoothing the image using a median filter and
selecting a isovalue to define the wn interface. The chosen isovalue was used to segment the
pore-space between the w and n phases. Because the position of the solid (s) phase was
known, all phases and interfaces can be identified explicitly. After each entity is identified,
average fluid pressures and saturations, fluid-fluid interfacial curvature, and fluid-fluid inter-
facial velocity were evaluated using methods detailed in McClure et al. [81] and summarized
here.
The regular lattice spacing used in the LBM simulations allows the average quantities to






where xk denotes lattice site k and ⌦↵ is the domain of entity ↵. Similarly, the average
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where p↵ was the microscale pressure observed within a lattice site xk occupied by fluid-
phase ↵. The mean curvature of the wn interface was evaluated on the lattice by taking the
divergence of the normal vector to the w phase nw, defined by
Jw =  r·nw . (4.5)
The right hand side of Eq. (4.5) was determined at each lattice site using finite di↵erence
approximations. To approximate the mean curvature for the entire wn interface, the mean






where Jwnw is the average mean curvature of the wn interface and Jw is the curvature observed
within a lattice site xk occupied by the wn interface. The kinematic interfacial velocity at
each lattice site on the wn interface is computed as
wwn = ⌘nw , (4.7)
where ⌘ is the normal speed of the interface that is computed using level-set methods [81].








For the experimental images, a two-dimensional analog approach was developed to com-
pute the average fluid saturations, fluid-fluid interfacial area, and fluid-fluid interfacial cur-
vature using pixels. Based on the resolution of the image and depth of the micro-model,
the volume of a pixel was assumed to be 0.45 µm. The fluid pressures were assumed to
be equal to the boundary pressure values, p n and p
 
w, which were measured using pressure
transducers. The interfacial velocity was computed directly from the experimental images.
4.5 Results
A displacement experiment was performed in the porous media depicted in Figure 4.1 to
observe equilibrium states and dynamics of two-fluid-phase flow. A set of drainage, imbi-
bition, and scanning curves at very high spatial and temporal distribution were collected.
The fluid pressures, saturations, fluid-fluid interfacial area, fluid-fluid interfacial curvature,
and fluid-fluid interfacial velocity were evaluated using the techniques outlined in Section
4.4. The pressure-saturation curves for the equilibrium experimental data are shown in Fig-
ure 4.2. The primary drainage and main imbibition curves of the experimental data were
modeled using the LBM simulator. Figure 4.3 shows a caparison of the numerical results
to the experimental data. The dynamics of transition from one equilibrium state to the
next were recorded in both the laboratory experiment and LBM simulations. Figure 4.4 and
Figure 4.5 compare the observed dynamics between four equilibrium states on the primary
drainage curve and main imbibition curve shown in Figure 4.3, respectively.
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Figure 4.2: Primary drainage, main imbibition, and scanning curves obtained from the
microfluidic displacement experiment for the porous geometry shown in Figure 4.1. Each
point on the curve represents an equilibrium state of the system.
Figure 4.3: Primary drainage and main imbibition curves obtained from the microfluidic
displacement experiment and the LBM simulations for the porous geometry shown in Fig-
ure 4.1. The capillary pressure was measured by the pressure transducers in the laboratory
experiment and evaluated in the LBM simulations using the microscale pressure field infor-
mation. Each point on the curve represents an equilibrium state of the system.
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Figure 4.4: The simulated and observed dynamic states between four equilibrium states on
the primary drainage curve shown in Figure 4.3. The capillary pressure was measured by
the pressure transducers in the laboratory experiment and evaluated in the LBM simulations
using the microscale pressure field information. Each point on the curve represents a dynamic
state of the system. The black diamonds represent equilibrium states.
4.6 Discussion
Figure 4.2 shows the equilibrium states of the drainage, imbibition, and scanning curves that
were collected using the advanced microfluidic imaging approach. Due to the finely spaced
row of cylinders between the porous medium cell and the wetting-phase reservoir, the limited
wetting-phase saturation of the system was able to be reached. Examples of the imaged
fluid distributions for equilibrium states along the primary drainage curve are shown in
Figure 4.6, where Figure 4.6(c) is a visualization of the limited wetting-phase saturation state
of the system. After reaching the limited wetting-phase saturation, imbibition was performed
to collect the main imbibition curve of the system. Snap-o↵ occurred during imbibition,
resulting in the formation of entrapped disconnected non-wetting phase (DNP) features.
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Figure 4.5: The simulated and observed dynamic states between four equilibrium states
on the main imbibition curve shown in Figure 4.3. The capillary pressure was measured by
the pressure transducers in the laboratory experiment and evaluated in the LBM simulations
using the microscale pressure field information. Each point on the curve represents a dynamic
state of the system. The black diamonds represent equilibrium states.
Figure 4.7 shows examples of the imaged fluid distributions for equilibrium states along
the main imbibition curve. The DNP features that remain at the irreducible wetting-phase
saturation state are shown in Figure 4.7(c). Each DNP feature has an average interfacial
curvature corresponding to the capillary pressure at which it was formed. Table 4.1 shows
the capillary pressure as calculated by multiplying the interfacial tension and the average
interfacial curvature of the DNP feature compared to the capillary pressure measured by the
pressure transducers.
A set of the dynamic experimental data shown in Figure 4.4 was used to analyze the re-
laxation of the porous medium system to equilibrium. Figure 4.8 depicts the time evolution
of the boundary pressures, wetting phase saturation, the fluid-fluid interfacial area, and the
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(a) sw = 0.803 (b) sw = 0.581 (c) sw = 0.344
Figure 4.6: Fluid distributions for a set of imaged equilibrium states along the primary
drainage curve shown in Figure 4.2. Black represents the solid phase, light gray represents
the non-wetting fluid phase, and dark gray represents the wetting fluid phase.
(a) sw = 0.712 (b) sw = 0.815 (c) sw = 0.913
Figure 4.7: Fluid distributions for a set of imaged equilibrium states along the main imbi-
bition curve shown in Figure 4.2. Black represents the solid phase, light gray represents the
non-wetting fluid phase, and dark gray represents the wetting fluid phase.
Table 4.1: The capillary pressure as calculated by multiplying the interfacial tension and
the average interfacial curvature of the DNP feature compared to the capillary pressure
measured by the pressure transducers.
Rx(µm) Rz(µm)   wnJwnw (kPa) p n   p w(kPa)
1.88 2.20 6.054 6.239
1.91 2.20 6.011 6.239
1.90 2.20 6.023 6.239
2.48 2.20 5.278 5.395
3.87 2.20 4.071 4.139
4.72 2.20 3.569 3.741
5.86 2.20 3.065 3.127
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capillary pressure as calculated by multiplying the interfacial tension and the average inter-
facial curvature (  wnJwnw ) as the two-fluid-phase system relaxes toward equilibrium. Ini-
tially, the boundary pressures, saturation, interfacial curvature, and interfacial area changed
rapidly. After the first 400 seconds, each measured quantity began to relax at more gradual
rates toward equilibrium. The boundary pressures reach an equilibrium value after about
6,000 seconds. The saturation approached an equilibrium value at roughly the same time
the phase pressures reached an equilibrium state. As reported by Gray et al. [48], the fluid-
fluid interfaces continued to relax to an equilibrium state long after the phase pressures and
saturation reached an equilibrium state. The interfacial area reached an equilibrium state
at about 12,000 seconds. Finally, the interfacial curvature came to an equilibrium state at
approximately 13,000 seconds. The dynamic observed data confirmed that the approach of
a two-fluid-phase porous medium system to an equilibrium state involves a relatively slow
process that is dominated by the relaxation of the fluid interfaces.
To see if the equilibrium states imaged during the displacement experiment are at true
equilibrium, the capillary pressure as measured by the pressure transducers in the laboratory
experiment (p n   p w) was compared to the capillary pressure as calculated by multiplying
the interfacial tension and the average interfacial curvature (  wnJwnw ). Figure 4.9 shows
the capillary pressure as measured by the pressure transducers and the capillary pressure
as computed from the experimental imaging data for four equilibrium states on the main
drainage curve depicted in Figure 4.2. The dynamic data between the equilibrium states for
the pressures is also shown. The pressure di↵erence as measured by the pressure transduc-
ers reaches the equilibrium state capillary pressure first. However, both pressures end up
approximately at the equilibrium state capillary pressure. The mean squared error (MSE)
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Figure 4.8: The time evolution of the boundary pressures, wetting phase saturation, fluid-
fluid interfacial area, and capillary pressure values as the two-fluid-phase system relaxes
toward equilibrium. The observed data was normalization to bring all values into the range
of [0,1], where 0 represents the initial equilibrium state of the system and 1 represents the
final equilibrium state.
between the capillary pressure as measured by the pressure transducers and the capillary
pressure as computed from the experimental imaging data for the entire set of data shown
in Figure 4.2 was 1.9%. In accordance with the Young-Laplace equation, the di↵erence in
phase pressures should be equal to the product of the interfacial tension and the average
interfacial curvature at equilibrium. Therefore, the advanced microfluidic imaging approach
is capable of capturing true equilibrium data.
Figure 4.3 shows the equilibrium states of the primary drainage and main imbibition
curves observed during the microfluidic displacement experiment compared to the equilib-
rium states obtained from the LBM simulations. The LBM simulated data followed a similar
trend to the data observed using the microfluidic imaging approach for both primary drainage
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Figure 4.9: The capillary pressure as measured by the pressure transducers in the laboratory
experiment (p n   p w) and the capillary pressure as calculated by multiplying the interfacial
tension and the average interfacial curvature computed from the experimental imaging data
(  wnJwnw ) as functions of saturation. Each point on the curve represents a dynamic state
of the system. The black diamonds represent equilibrium states.
and main imbibition, but the saturation of the experimental data for a given pressure value
was always greater than the saturation of the simulated result. Overall, the MSE between
the simulated and observed data was 3.9%. The simulated and observed dynamic states
between four equilibrium states on the primary drainage and main imbibition curves are
compared in Figure 4.4 and Figure 4.5, respectively. Similar to the equilibrium data, the
simulated and observed dynamic data di↵ered but followed the same general pattern, with
the saturation of the experimental data being greater than the saturation of the correspond-
ing simulated data. However, the di↵erence between the dynamic pressure-saturation curves
is explainable by the fact that the pressures from the experimental data are boundary pres-
sures and the pressures based on the simulated data are averaged pressures over the entire
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(a) LBM Simulation (b) Experiment
Figure 4.10: The fluid distributions of a two-dimensional slice of a simulated equilibrium
state compared to the fluid distributions of an experimental image for the corresponding
pressure value. In the image of the simulated data, dark blue represents the solid phase,
red represents the non-wetting fluid phase, and light blue represents the wetting fluid phase.
In the experimental image, black represents the solid phase, light gray represents the non-
wetting fluid phase, and dark gray represents the wetting fluid phase.
phase domain. Figure 4.10 shows the fluid distributions of a two-dimensional slice of a simu-
lated equilibrium state compared to the fluid distributions of an experimental image for the
corresponding pressure value. Visually, the fluid distributions of the simulated and observed
data matched. Based on the visual comparison, the saturation di↵erences between the sim-
ulated and observed data could be attributed to the di↵erence in data analysis methods. A
fluid-phase saturation was measured from experimental data by computing the area of the
fluid domain in the two-dimensional experimental image and extending that information to
the third dimension to get the fluid-phase saturation. However, a fluid-phase saturation was
calculated in the LBM simulations using the three-dimensional phase density field. There-
fore, the curvature of the fluid-fluid interface in the third dimension was accounted for in the
simulation results but not in the experimental data, which could lead to an overestimate of
the experimentally measured saturation if the two-dimensional image captures the leading
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Figure 4.11: Primary drainage curve as computed from the fluid distributions of a two-
dimensional slice of the three-dimensional simulated data and the experimental image
data.The saturations of the simulated and observed data were calculated using the experi-
mental image analysis methods. Each point on the curve represents an equilibrium state of
the system.
edge of the interface in the third dimension.
To further investigate if the error between the experimentally measured and computation-
ally computed fluid saturations is attributed to using a two-dimensional experimental image
to characterize a three-dimensional system, the saturation of each equilibrium state along
the primary drainage curve was calculated from the fluid distributions of a two-dimensional
slice of the three-dimensional simulated data using the experimental image analysis methods.
Figure 4.11 shows the saturations as computed from two-dimensional slices extracted from
the middle of the simulated data compared to the saturations measured from the experimen-
tal image data. The MSE between the simulated and observed data was 2.2%. Therefore,
using the same image analysis method to evaluate fluid saturations decreased the overall
error between the simulated and observed data, supporting the claim that the error in sat-
118
(a) LBM Simulation (b) Experiment
Figure 4.12: The viscous fingering pattern of a two-dimensional slice of a simulated equi-
librium state compared to the viscous fingering pattern of an experimental image for the
corresponding capillary pressure value of 13.83 kPa. In the image of the simulated data,
dark blue represents the solid phase, red represents the non-wetting fluid phase, and light
blue represents the wetting fluid phase. In the experimental image, black represents the
solid phase, light gray represents the non-wetting fluid phase, and dark gray represents the
wetting fluid phase.
uration is related to the di↵erence in data analysis methods. Other microfluidic imaging
studies have attributed the di↵erences between numerical results and experimentally imaged
data to image analysis methods [41] as well as micro-model fabrication methods [44], and
the representation of the experimental system with a fixed-grid simulator [41, 67].
As demonstrated by Figure 4.6, viscous fingering was observed in the microfluidic dis-
placement experiment during drainage. At the low decane saturations, relatively long and
wide fingers of the invading nitrogen gas developed. As the capillary pressure and nitrogen
gas saturation increased, shorter and thinner fingers began to form. The same fingering
pattern was captured in the simulated data. Figure 4.12 shows the viscous fingering pattern
of a two-dimensional slice of a simulated equilibrium state compared to the viscous fingering
pattern of an experimental image for the corresponding capillary pressure value of 13.83
kPa. Viscous fingering was also associated with the occurrence of Haines jumps in both the
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observed and simulated data.
Haines jumps were observed in the microfluidic displacement experiment and simulated
by the LBM simulator during the dynamic transition from one equilibrium state to the
next. As shown by Figure 4.13, the observed and simulated dynamic data matched visually.
Furthermore, imbibition was captured in surrounding pore throats during a Haines jump
event in both the observed and simulated data. Figure 4.13 depicts a subsection of the porous
medium system from the observed and simulated data in which a Haines jump and imbibition
occurred simultaneously. The red box highlights the pore throat region where imbibition was
seen during the Haines jump. This phenomenon was also observed by Armstrong et al. [6] in
experimental and numerical results. The occurrence of local imbibition was associated with a
instantaneous decrease in capillary pressure that occurred during the Haines jump. After the
Haines jump event, the capillary pressure steadily returned back to the capillary pressure
of the system before the Haines jump. As the capillary pressure increased, drainage was
observed in the pore throats that had experienced imbibition during the Haines jump. To
further compare the observed and simulated data, the fluid-fluid interfacial velocity measured
from the experimental image data of a Haines jump was compared to the interfacial velocity
computed from the corresponding simulated data. During a Haines jump, both the observed
and simulated results reached a maximum velocity at the same time and then decelerated.
However, the fluid-fluid interface in the simulation results reached slightly higher maximum
velocities. For example, in the Haines jump depicted in Figure 4.13, the maximum interfacial
velocity in the simulated data was 12.7 µm/s, while the maximum velocity in the observed
data was 10.6 µm/s. The relatively small error between the observed and simulated data
could be related to the di↵erence in dimensionality. The interfacial velocity was calculated
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(a) Exp: Initial (b) Exp: During Haines jump (c) LBM: Initial
(d) LBM: During Haines jump
Figure 4.13: Visualization of a Haines jump that occurred during primary drainage in the
microfluidic displacement experiment and corresponding LBM simulation. The first visual-
ization (a and c) was captured before a Haines jump event occurred and the second visualiza-
tion (b and d) was captured 3 seconds after the first image and during a Haines jump event.
The red box highlights the pore throat region where imbibition occurred during the Haines
jump. In the experimental image, black represents the solid phase, light gray represents the
non-wetting fluid phase, and dark gray represents the wetting fluid phase. In the image of
the simulated data, dark blue represents the solid phase, red represents the non-wetting fluid
phase, and light blue represents the wetting fluid phase.
based on the leading edge of the fluid-fluid interface in both the observed and simulated data.
However, the curvature of the fluid-fluid interface in the third dimension was accounted for
in the simulation results but not in the two-dimensional experimental image.
4.7 Conclusions
A microfluidic imaging approach was modified to investigate the true equilibrium states and
dynamics of two-fluid-phase flow. A set of drainage, imbibition, and scanning curves at a
high spatial and temporal distribution was collected using the advanced microfluidic imaging
approach. As a result of snap-o↵, entrapped DNP features remained in the system at the
end of main imbibition. Each DNP feature had an averaged fluid-fluid interfacial curva-
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ture corresponding to the capillary pressure at which the feature was entrapped. Imaging
techniques were used to evaluate the fluid saturations, fluid-fluid interfacial area, fluid-fluid
interfacial area curvature, and fluid-fluid interfacial velocity from the two-dimensional exper-
imental image. The experimental data showed varying time scales for changes in boundary
pressures, wetting phase saturation, fluid-fluid interfacial area, and fluid-fluid interfacial cur-
vature, confirming that the approach of two-fluid-phase flow to an equilibrium state involves
a process that is dominated by the relaxation of the fluid interfaces. A LBM was used to
model the experimental data and showed good agreement for equilibrium states and certain
aspects of the dynamics. A portion of the relatively small error between the experimental
and computational data can be attributed to a di↵erence in data analysis methods. Viscous
fingering and Haines jumps were observed during microfluidic displacement experiment and
captured by the LBM simulator. In both the observed and simulated data, local imbibition
occurred during a Haines jump event that corresponded to a decrease in capillary pressure.
The advanced microfluidic imaging approach provides an opportunity to observe and study
pore-scale mechanisms of two-fluid-phase flow. The microscale information provided by the
advanced approach could be used to determine constitutive relationships needed for existing




The research presented here was focused on improving the fundamental understanding of
two-fluid-phase porous medium systems using theoretical, computational, and experimental
methods. The development of a high-resolution microfluidic imaging approach and a multi-
phase lattice Boltzmann method (LBM) that are capable of capturing equilibrium states and
dynamics of two-fluid-phase flow has enabled us to evaluate an evolving multiscale theoretical
model. The specific objectives of this research were as follows:
1. Formulate a model for two-fluid-phase flow in porous medium systems based on the
thermodynamically constrained averaging theory (TCAT).
2. Construct computational and experimental methods capable of capturing the micro-
scale physics needed to guide the development of closed models in conjuction with the
TCAT theory.
3. Investigate the validity of capillary pressure approximations used to describe two-fluid-
phase porous medium systems and develop functional forms based on state variables
by applying the LBM and comparing results to experimental data.
4. Advance existing LBM algorithms in order to account for the relatively slow process
in which fluid interfaces relax to their equilibrium state in a two-fluid-phase porous
medium system.
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In Chapter 2, the TCAT theory was described and used to formulate a two-fluid-phase
flow model. A LBM is illustrated that is capable of producing the high-resolution repre-
sentations of the morphology and topology needed to evaluate the TCAT model. A two-
dimensional micro-model imaging approach was employed to validate the LBM. Results
showed good agreement between the experimental data and LBM simulations. The LBM
was used to simulate drainage and imbibition to investigate the closure relations for the
formulated TCAT model. Equilibrium data supported the existence of a unique relationship
between the capillary pressure, fluid saturation, and fluid-fluid interfacial area. In addition
to proving that specification of the fluid-fluid interfacial area is necessary to determine the
thermodynamic state of a multiphase system, the LBM simulation results revealed that a
simple quadratic function represented the data more accurately when the disconnected non-
wetting phase (DNP) was excluded from the analysis. A finite set of dynamic LBM data was
used to study a posited dynamic form of the TCAT model. Results showed good agreement
between the non-equilibrium data and an equilibrium-based state equation. Furthermore,
the dynamic data revealed that the deviation of the fluid-fluid interfacial area from equi-
librium is an important component in the relaxation of the fluid pressures its equilibrium
state.
The development of e cient and accurate LBM that is able to capture both the dynamics
and equilibrium states in two-fluid-phase porous medium systems was the focus of Chapter 3.
A two-dimensional LBM was advanced to investigate the interfacial dynamics in two-fluid-
phase flow. The LBM was used to simulate drainage in the two-dimensional porous media
used in Chapter 2 to evaluate the TCAT model. Analysis of the LBM simulation showed
that true equilibrium involves changes in fluid pressures, interfacial areas, and interfacial
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curvatures. The simulations also revealed that the approach to an equilibrium state involves
a relatively slow process in which fluid interfaces relax to their equilibrium state and that
the time scale of this process makes accurate and complete resolution of equilibrium states
computationally expensive. Based on this physical process, a temporally adaptive domain
decomposition LBM algorithm was developed using a level-set method to locate interfaces
and estimate their rate of advancement. Because the displacement dynamics are confined to
the interfacial regions for a majority of the relaxation time, the computational e↵ort focused
on these regions. The proposed algorithm was shown to reduce computational e↵ort by an
order of magnitude, while yielding essentially identical solutions to the conventional fully
coupled LBM approach. Possible extensions to the advanced approach include a parallel
implementation and a three-dimensional formulation to accelerate the solution time and
increase the scope of the adaptive LBM.
Chapter 4 focused on modifying the microfluidic experimental methods used in Chapter
2 to permit the collection of dynamic data and larger range data sets in an experimental
setting. Instead of only recording the equilibrium states, images of the experimental system
were taken continually as the system relaxed to equilibrium. In accordance with the Young-
Laplace equation, a row of finely spaced cylinders was added between the porous medium cell
and the wetting phase reservoir to enable the collection of higher pressure values. Microflu-
idic experiments were performed in the redesigned micro-model to observe true equilibrium
states and the dynamics of two-fluid-phase flow. A dense pattern of drainage, imbibition,
and scanning curves at very high spatial and temporal distribution were collected. Viscous
fingering and Haines jumps were visualized. Image techniques were used to evaluate the fluid
saturations, fluid-fluid interfacial area, fluid-fluid interfacial curvature, and fluid-fluid inter-
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facial velocity. The experimental data showed varying time scales for changes in boundary
pressures, fluid saturations, fluid-fluid interfacial area, and fluid-fluid interfacial curvature.
The LBM described in Chapter 2 was used to model the experimental data and showed good
agreement for equilibrium states and certain aspects of the dynamics.
Overall, the results show that the experimental and computational techniques advanced
in this work can capture the microscale information needed to evaluate multiscale theoretical
models of porous medium systems. The equilibrium states and dynamics observed with the
validated LBM confirmed the mechanisms formulated in the two-fluid-phase flow TCAT
model. Furthermore, the dynamic data revealed the importance of the relaxation of fluid-
fluid interfacial area, which is not considered in any other formulated two-fluid-phase model.
The temporal evolution of fluid pressures, saturations, fluid-fluid interfacial area, and fluid-
fluid interfacial curvature verified that the timescale for the equilibration of the interface
is significantly longer than the timescale for the equilibration of the fluid pressure toward
an equilibrium state. Therefore, to achieve true equilibrium in a microscale model the
interfacial curvature has to be evaluated, which is performed in the advanced microfluidic
imaging approach and LBM simulator. A more comprehensive study of interfacial dynamics
can be done using the developed experimental and computational methods to investigate the
evolving two-fluid-phase TCAT model.
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