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Notations
• Pour x = (x1, ..., xN ) ∈ RN , on note
x⊥ = (x2, ..., xN ) et x′ = (x1, ..., xN−1).
• F ou ·̂ (resp. F−1 ou ·̂ ) désigne la transformée de Fourier d’une fonction ou d’une distribution











avec la convention p′ = +∞ si p = 1 et p = 1 si p′ = +∞.
•
√





a2 + b2 + a
2 + isigne(b)
√√
a2 + b2 − a
2 .
• Pour z, w ∈ C, le crochet 〈z, w〉 désigne Re(zw̄).
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Chapitre 1. Introduction générale
Introduite dans les années 60 par les physiciens Gross et Pitaevskii [61, 46], l’équation de Gross–
Pitaevskii décrit le phénomène en physique quantique de condensation de Bose–Einstein d’un gaz
atomique ultra-froid lorsque l’interaction entre les bosons est ponctuelle. En notant Ψ : R×RN → C la
fonction d’onde du condensat, l’équation s’écrit
i∂tΨ(t, x) = ∆Ψ(t, x) + Ψ(t, x)(1− |Ψ|2)(t, x) dans R× RN . (GP)
L’équation de Gross–Pitaevskii est une équation de type Schrödinger non linéaire et intervient aussi
dans d’autres domaines de la physique tels que l’optique non linéaire et la superfluidité [51, 24]. D’autres
modèles physiques ont été proposés dans [68, 6, 64] et présentent une non-localité au niveau du terme
non linéaire. Afin de traiter une plus large variété d’interactions physiques, il est intéressant alors de
considérer l’équation de Gross–Pitaevskii non locale,
i∂tΨ(t, x) = ∆Ψ(t, x) + Ψ(t, x)
(
W ∗ (1− |Ψ|2)
)
(t, x) dans R× RN , (GPN)
où W est une distribution tempérée réelle. Lorsque W est paire, (GPN) est une équation hamiltonienne








W ∗ (1− |Ψ(t)|2)
)
(1− |Ψ(t)|2).
Nous nous intéresserons tout au long de la thèse à des solutions de (GPN) d’énergie finie. À la différence
de nombreuses équations de Schrödinger non linéaires où l’on considère des conditions nulles à l’infini,
l’équation de Gross–Pitaevskii présente des conditions non nulles à l’infini. En effet, si E(Ψ) est finie,
alors |Ψ| doit tendre vers 1 lorsque |x| tend vers +∞ en un certain sens. En particulier, dans le cas où
W = δ0 et N = 1, si Ψ est une fonction d’énergie finie, alors Ψ est 1/2-höldérienne sur R. Ainsi, Ψ est
uniformément continue sur R et on obtient
lim
|x|→+∞
|Ψ(t, x)| = 1.
Une autre quantité importante et formellement conservée est le moment P , défini par




où 〈i∂1Ψ,Ψ〉 = Re(i∂1ΨΨ). Lorsque Ψ est d’énergie finie, cette quantité n’est pas toujours bien définie.
Nous définirons aux chapitres 3 et 4 un autre moment, que l’on notera p, adapté aux fonctions d’énergie
finie.
La problématique de cette thèse est l’existence de solutions particulières de (GPN), que l’on appelle
ondes progressives. Une onde progressive, ou soliton, est une solution de (GPN) de la forme
Ψ(t, x) = v(x1 − ct, x⊥),
où c ∈ R est la vitesse de l’onde progressive. Elle correspond à la propagation d’un profil, dans la
première direction, à la vitesse c. Ces ondes progressives jouent un rôle important dans la dynamique
de (GPN). Nous nous intéresserons uniquement à des ondes progressives d’énergie finie. En injectant
l’expression de Ψ dans (GPN), on obtient l’équation
ic∂1v + ∆v + v
(
W ∗ (1− |v|2)
)
= 0 dans RN , (OPNc)
que l’on note (OPc) lorsque W = δ0,




= 0 dans RN . (OPc)
Si v est une solution de l’équation de vitesse c, alors v̄ est solution de vitesse −c. Par conjugaison,
on peut alors supposer sans perte de généralité que c ≥ 0. De plus, si v est une fonction constante
de module 1, alors v est solution de (OPNc). Par la suite, ces solutions seront appelées solutions
triviales. Nous arrivons alors à la question suivante : Sous quelles conditions sur W existe-t-il des ondes
progressives non triviales d’énergie finie ?
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Avant de présenter nos travaux, rappelons certains résultats établis dans le cas local, c’est-à-dire,
lorsque W = δ0. Dans les années 80, le programme de Jones–Roberts [50, 49], basé sur des simulations
numériques et des calculs formels, présente des conjectures concernant l’existence de solutions non
triviales de (OPc) et leurs propriétés en dimension 2 et 3. Les auteurs obtiennent la conjecture suivante :
Pour tout c ∈]0,
√
2[, il existe une onde progressive non triviale d’énergie finie de vitesse c, solution de
(OPc). À l’inverse, si c ≥
√
2, il n’existe pas d’onde progressive non triviale d’énergie finie. De plus,
ils arrivent aux diagrammes énergie-moment des ondes progressives représentés en figure 1.1. Ici, le




〈i∂1v, v − 1〉.
Chaque couple (Pv, Ev) du tracé représente une onde progressive v d’énergie Ev et de moment Pv. La





De plus, les auteurs conjecturent l’existence d’une vitesse critique c∗ en dimension 2 et 3 : toute onde
progressive de vitesse c < c∗ s’annule. Enfin, les auteurs concluent à la présence de vortex, c’est-à-dire
















(b) N = 3.
Figure 1.1 – Diagramme énergie-moment des ondes progressives non triviales en dimension 2 et 3.
Une partie de ces conjectures a été montrée mathématiquement. Concernant la dimension 1, (OPc)
est intégrable. En posant η = 1−|v|2, il est possible de se ramener à une équation différentielle ordinaire
et d’obtenir les solutions explicites de l’équation. Précisément, on a le théorème suivant.
Théorème 1 ([67, 7]). Soient N = 1, c ≥ 0 et v une solution de (OPc) d’énergie finie.
(i) Si c ≥
√
2, v est une constante de module un.
(ii) Si 0 ≤ c <
√
2, à une multiplication par une constante de module un et une translation près, v
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Figure 1.2 – Module de vc en (1.1) pour différentes vitesses c.
On trace en figure 1.2 le module de vc pour plusieurs vitesses c.
Citons [17] qui traite de l’existence des ondes progressives en dimension 1 pour une famille f de
non-linéarités locales
i∂tΨ(t, x) = ∆Ψ(t, x) + Ψ(t, x)f(|Ψ|2)(t, x) dans R× RN , (1.2)
incluant le cas f(ρ) = 1− ρ. En dimension N ≥ 2, on a le théorème d’existence suivant.
Théorème 2 ([12, 59, 19, 8, 16, 53]). Si N ≥ 2, il existe un ensemble non vide A ⊂]0,
√
2[, tel que
pour tout c ∈ A, il existe une solution non triviale de (OPc) d’énergie finie. Par ailleurs, si N ≥ 3, il
existe une solution non triviale de (OPc) d’énergie finie pour tout c ∈]0,
√
2[.
Les résultats cités en référence dans le théorème 2 ont été obtenus par des différentes méthodes.
Par exemple, l’existence des ondes progressives dans [8] est prouvée en étudiant la minimisation de
l’énergie à moment fixé, et donc la vitesse apparaît comme un multiplicateur de Lagrange. Ce résultat
établit ainsi l’existence d’une courbe de solutions paramétrée par le moment. Une autre approche a été
utilisé dans [59] en dimension N ≥ 3, où l’auteur minimise la quantité E − cP (appelée l’action dans
ce contexte), à vitesse fixée c ∈]0,
√
2[, sous une contrainte de type Pohozaev, ce qui permet d’établir
l’existence d’une solution non triviale de (OPc) pour tout c ∈]0,
√
2[. Dans le cas N = 2, la question
est encore ouverte de savoir s’il existe effectivement des ondes progressives d’énergie finie pour tout
c ∈]0,
√
2[. Nous renvoyons à [19] pour plus de détails sur ce problème ainsi que pour des résultats
similaires pour d’autres types de non linéarités.
En plus de l’existence, d’autres propriétés ont été établies pour les ondes progressives. Par exemple,
dans le cas N = 2, les solutions de petite vitesse présentent deux vortex de degré 1 et −1 de distance
équivalente à 2/c lorsque c→ 0 [12]. Si N = 3, les solutions de vitesse petite présentent un anneau de
vortex de diamètre équivalent à 2| ln(c)|/c lorsque c→ 0 [16, 11].
Concernant la non existence des ondes progressives, on a le résultat suivant.
Théorème 3 ([12, 38, 40]). Soit N ≥ 2 et v une solution de (OPc). Si c = 0 ou c >
√
2, alors v est
une solution triviale. De plus, si N = 2 et c =
√
2 alors v est triviale.
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Ces résultats sont en accord avec les conjectures de [50, 49]. La non existence des ondes supersoniques
a été étendue dans le cas non local dans [29] : Sous certaines hypothèses sur W , si c >
√
2 et v est une
solution de (OPNc), alors v est triviale. Enfin, lorsque N ≥ 3, on a le résultat suivant.
Théorème 4 ([27, 8]). Soit N ≥ 3. Il existe une constante EN > 0 telle que toute solution v de (OPc)
vérifiant E(v) ≤ EN est triviale.
Par ce théorème, il ne peut pas exister des ondes progressives non triviales d’énergie trop petite
lorsque N ≥ 3, ce qui est en accord avec la figure 1.1b.
Comme les développements formels de [50, 49] semblaient montrer, les ondes progressives en
dimension N ≥ 2 tendent vers une constante de module 1 lorsque |x| tend vers +∞ et présentent une
décroissance algébrique vers cette constante.
Théorème 5 ([37, 39, 12]). Soient N ≥ 2 et 0 < c <
√
2. Si v est une solution de (OPc) d’énergie




De plus, la fonction x→ |x|N−1(v(x)− 1) est bornée sur RN .
Le comportement asymptotique de ces ondes en dimension N ≥ 2 est montré dans [41, 42]. En
dimension 1, si v est une solution non triviale de (OPc), il n’est pas possible de supposer que v(x)→ 1
puisque les limites sont différentes en ±∞ d’après le théorème 1. De plus, |v|−1 admet une décroissance
exponentielle à l’infini, à la différence de la décroissance algébrique en dimension N ≥ 2.
Une manière de montrer l’existence d’ondes progressives pour (GPN) est d’utiliser une approche
variationnelle. En notant p le moment, que l’on définira ultérieurement, on considère le problème de
minimisation sous contraintes, pour q ≥ 0,
Emin(q) = inf{E(v), p(v) = q}. (1.3)
Formellement, si u est solution du problème précédent, l’équation d’Euler–Lagrange associée n’est autre
que (OPNc) et la vitesse c apparait comme multiplicateur de Lagrange,
cdp[u] = dE[u]. (1.4)
Cette méthode a déjà été utilisée dans le cas local W = δ0 en dimension 1 dans [7], en dimension 2 et 3
dans [8] et en dimension N ≥ 2 dans [19] pour l’existence d’ondes progressives de (1.2). Concernant
l’existence des minimiseurs, on a les résultats suivants. Si N = 1 (respectivement N = 2), pour tout
q ∈]0, π/2[ (respectivement pour tout q > 0), il existe uq d’énergie finie telle que E(uq) = Emin(q). De
plus, il est montré en dimension N = 2 dans [19] que la vitesse cq de uq tend vers
√
2 lorsque q tend
vers 0 tandis que cq tend vers 0 lorsque q tend vers +∞, ce qui complète le théorème 2. Si N = 3, il
existe q0 > 0 tel que pour tout q > q0, il existe uq d’énergie finie telle que E(uq) = Emin(q). Enfin, en
plus d’obtenir l’existence d’ondes progressives, la résolution du problème (1.3) nous permet d’obtenir la
stabilité orbitale d’après la méthode de Cazenave–Lions [15].
Les courbes minimisantes pour W = δ0 et N = 1, 2 et 3 sont tracées en figure 1.3. Notons que
Emin(q) est bornée si N = 1, tandis que Emin(q) → +∞ lorsque q → +∞, si N = 2 ou N = 3. Si
N = 3, la résolution du problème (1.3) ne nous donne pas l’existence des ondes progressives situées sur
la courbe rouge Esup. La méthode utilisée dans [59] permet d’obtenir l’existence d’ondes progressives
pour toute vitesse appartenant à ]0,
√
2[ lorsque N ≥ 3. Par contre, cette méthode ne nous donne pas
la stabilité orbitale des ondes obtenues. Enfin, sur chacune des figures, on observe que la courbe Emin
est concave. Cette propriété est cruciale afin d’obtenir l’existence d’un minimiseur.
Généralement, la résolution du problème (1.3) est divisée en deux parties : la première partie est
l’étude des propriétés de la courbe minimisante. On montre en particulier que la courbe Emin est concave
11
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sur R+. La seconde partie est l’étude des suites minimisantes. En considérant une suite minimisante
un, on montre que cette suite converge, en un certain sens, vers un minimiseur u, en utilisant un
raisonnement de type concentration-compacité (voir [55, 56] pour le principe général) et les propriétés
de Emin établies précédemment. Il n’est pas difficile ensuite de montrer que ce minimiseur u vérifie (1.4),



























(c) N = 3.
Figure 1.3 – Courbe minimisante Emin en dimension N = 1, 2 et 3.
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Cette thèse se compose de 4 chapitres. Avant d’aborder la question de l’existence des ondes progressives
pour (OPNc), le premier chapitre est consacré aux conditions non nulles à l’infini. En particulier, dans
le chapitre 2, nous étudierons les solutions de l’équation de Schrödinger linéaire en dimension 1,{
i∂tu+ ∂2xu = 0 dans R× R,
u(0, x) = u0(x),
(SL)
lorsque u0 présente des conditions non nulles à l’infini. Après quelques rappels sur l’équation de
Schrödinger lorsque la condition initiale appartient à L2(R) en section 2.2, on montrera au théorème 2.3.3
un comportement asymptotique universel non trivial de la solution : Si u0 est une fonction impaire
vérifiant
u0 ∈ C∞(R), u′0 ∈ S(R) et lim
x→±∞
u0(x) = ±1,






où u désigne la solution de (SL) associée à u0. Lorsque u0 n’est pas impaire, on retrouvera ce comporte-
ment asymptotique universel en effectuant le changement d’échelle x = µ
√
t, où µ > 0, au corollaire 2.3.5.
Numériquement, nous proposerons un schéma de type Crank–Nicolson adapté aux conditions non nulles
à l’infini en section 2.3.3, qui conserve l’énergie discrète (voir théorème 2.3.6). Ce schéma permettra
d’illustrer le comportement asymptotique universel de la solution.
Le chapitre 3 est consacré à l’existence d’ondes progressives d’énergie finie pour (GPN) en dimension 1.
Nous utiliserons l’approche variationnelle détaillée précédemment en étudiant le problème (1.3). L’étude
de la courbe minimisante sera effectuée dans le chapitre 4, nous nous focaliserons ici sur la compacité
des suites minimisantes. On supposera dans ce chapitre que W est une distribution tempérée paire avec
Ŵ ∈ L∞(R), et Ŵ ≥ 1 p.p. sur R. De plus, Ŵ est continue en l’origine et Ŵ(0) = 1.
Sous certaines hypothèses sur Emin(q), on montrera au théorème 3.1.1 le résultat d’existence suivant :
Il existe une constante q∗ > 0 tel que pour tout q ∈]0, q∗[, il existe uq solution non triviale de (OPNc)
telle que E(uq) = Emin(q). De plus, nous montrerons un résultat de stabilité orbitale au théorème 3.1.3.
Notons que W = δ0 vérifie les hypothèses précédentes et nos résultats généralisent ainsi les travaux
effectués dans le cas local.
Dans le chapitre 4, nous ferons l’étude la courbe minimisante en dimension N ≥ 1, en supposant
principalement trois hypothèses sur W, notées (H1), (H2) et (H3). Ces hypothèses sont détaillées en
section 4.1.2 et plusieurs exemples de distributions les satisfaisant sont proposés dans cette section.
Les hypothèses sur W nous permettront d’établir différentes propriétés de la courbe minimisante en
dimension N ≥ 1 au théorème 4.1.4 et en dimension N = 1 au théorème 4.1.5. En particulier, nous
établiront la concavité de Emin dans la section 4.2.3 où nous utiliserons les travaux de M. Mariş et O.
Lopes [57]. Ces résultats nous permettront d’établir un nouveau résultat d’existence en dimension 1
(voir théorème 4.1.7) : Soit W une distribution vérifiant les hypothèses (H1) à (H3). Alors, il existe
une constante q∗ > 0 tel que pour tout q ∈]0, q∗[, il existe uq solution non triviale de (OPNc) telle que
E(uq) = Emin(q).
Les résultats du chapitre 3 et 4 ont fait l’objet d’un article [32] dans Discrete and Continuous Dynamical
Systems Series A.
Enfin, dans le dernier chapitre, nous proposerons une méthode numérique en dimension 1 et 2, afin
de résoudre numériquement le problème de minimisation sous contraintes (1.3), pour un potentiel W
donné. Dans le cas de la dimension 1, nous utiliserons une méthode de gradient avec projection. En
dimension 2, nous utiliserons une méthode de pénalisation, permettant de se ramener à un problème de
minimisation sans contraintes. Cette méthode a déjà été utilisée par C. Scheid et D. Chiron dans [21]
afin de calculer des ondes progressives pour (1.2) en dimension 2. Quelle que soit la dimension, le terme
non local dans l’énergie potentielle sera traité par la transformée de Fourier rapide. Les différentes
simulations nous permettront d’illustrer les résultats des chapitres précédents et de discuter de la
nécessité des hypothèses faites sur W.
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Chapitre 2. Équation de Schrödinger linéaire avec conditions non nulles à l’infini
Introduction
Avant d’entamer l’étude des ondes progressives, nous examinons dans ce chapitre les solutions de
l’équation de Schrödinger linéaire avec des conditions non nulles à l’infini en dimension 1. Rappelons que
l’équation de Schrödinger linéaire est une équation fondamentale en mécanique quantique, établie en
1925 en dimension 3 par le physicien autrichien Erwin Schrödinger [66]. Elle décrit l’évolution spatiale
et temporelle de la fonction d’onde u associée à une particule libre, c’est-à-dire qui n’est soumise à
aucune force externe. Dans notre cas, u est une fonction de deux variables t et x réelles, à valeurs
complexes et vérifie l’équation suivante, dite équation de Schrödinger linéaire,
i∂tu(t, x) + ∂2xu(t, x) = 0, dans R× R.
La fonction d’onde u n’a pas de réel sens physique en elle-même. En 1926, Max Born donne l’interpré-
tation suivante : le module au carré de u représente une densité de probabilité de trouver la particule,






L’espace fonctionnel généralement employé pour l’équation de Schrödinger est par conséquent l’espace
L2(R) et donc n’inclut pas les fonctions ayant une limite non nulle à l’infini. Nous renvoyons à [47, 48, 23]
pour plus de détails sur l’équation de Schrödinger et la mécanique quantique en général. Notre but
dans ce chapitre est d’analyser le comportement asymptotique en temps des solutions de l’équation de
Schrödinger linéaire lorsque les conditions aux limites sont non nulles.
L’organisation de ce chapitre est la suivante. Les sections 2.1 et 2.2 sont consacrées à des rappels
sur l’équation linéaire. Dans la section 2.2, nous rappellerons les théorèmes d’existence et d’unicité de
la solution dans le cas de conditions initiales appartenant à L2(R) ainsi que les inégalités de dispersion
et la formule de Fraunhofer, qui nous seront utiles dans la section suivante. Dans la section 2.3, on
considère l’équation de Schrödinger linéaire avec une condition initiale non nulle à l’infini, c’est-à-dire
avec lim
x→−∞
u0(x) = A et lim
x→+∞
u0(x) = B où A 6= 0 ou B 6= 0. Dans un premier temps, nous montrerons
différentes propriétés de la solution dans le cas où la condition initiale présente des conditions non
nulles à l’infini. Le théorème principal de ce chapitre est le théorème 2.3.3 décrivant le comportement
asymptotique de la solution en temps longs. Ce résultat permettra de mettre en évidence un profil
universel non trivial de la solution. La suite de la section 2.3 est consacrée à l’étude numérique de
l’équation. Nous proposerons un schéma numérique, basé sur le schéma de Crank–Nicolson, permettant
la conservation de l’énergie, ce que l’on montrera au théorème 2.3.6. Pour terminer, nous illustrerons
numériquement le comportement asymptotique de la solution démontré précédemment.
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2.1 Rappels sur l’équation de Schrödinger linéaire
On considère l’équation de Schrödinger linéaire{
i∂tu+ ∂2xu = 0 dans R× R,
u(0, x) = u0(x).
(SL)
On se place dans le cas général où la donnée initiale u0 ∈ S′(R). Raisonnons d’abord formellement afin
d’obtenir une expression de u. Par transformée de Fourier, on obtient une équation différentielle du
premier ordre dans S′(R)
∂tû+ iξ2û = 0. (2.1)
Comme u(0, ·) = u0(·), on obtient pour t ∈ R
û(t)(ξ) = e−iξ
2tû0(ξ). (2.2)
L’expression (2.2) est bien une distribution tempérée puisque û0 ∈ S′(R) et l’application ξ 7→ e−iξ
2t ∈
C∞(R) est bornée. Ainsi, par transformée de Fourier inverse, on obtient pour tout (t, x) ∈ R× R,






Cependant, ce calcul est uniquement formel et il nous faut donner un cadre mathématique précis.
Donnons dans un premier temps la définition de solution. Rappelons que u ∈ C(R, S′(R)) si l’application
R → S′(R)
t 7→ u(t)
est continue i.e. pour tout t0 ∈ R
tn −→
n→+∞
t0 ⇒< u(tn),Φ > −→
n→+∞
< u(t0),Φ > pour tout Φ ∈ S(R),
où < ·, · > désigne le crochet de dualité S′, S.
Définition 2.1.1. On dit que u ∈ C(R, S′(R)) est solution de (SL) avec pour condition initiale
u0 ∈ S′(R) au sens des distributions (ou solution faible) si pour tout Φ ∈ C∞(R, S(R)), on a∫ t
0
< u(s),∆Φ(s)− i∂tΦ(s) > ds =< u0, iΦ(0) > − < u(t), iΦ(t) > pour tout t ∈ R. (2.4)
Cette définition de solution faible prend en compte la condition initiale. En effet, soit u une solution
faible de (SL), associée à une condition initiale u0 ∈ S′(R) et Φ ∈ S(R) (indépendante de t). Alors
∂tΦ = 0 et d’après (2.4) ∫ t
0
< u(s),∆Φ > ds =< u0, iΦ > − < u(t), iΦ > .
Puisque u ∈ C(R, S′(R)), l’application
g : R → C
s 7→ < u(s),∆Φ >
est continue. Ainsi lim
t→0
∫ t
0 g(s)ds = 0 et donc
lim
t→0
< u(t),Φ >=< u0,Φ > .
En conclusion, u(t) −→
t→0
u0 dans S′(R). Citons maintenant le théorème d’existence et d’unicité de la
solution dans S′(R).
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Théorème 2.1.2 ([4]). Pour tout u0 ∈ S′(R), l’équation (SL) admet une unique solution u ∈
C(R, S′(R)). De plus, pour tout (t, x) ∈ R∗ × R, la solution est donnée par :













Ce théorème nous permet ainsi d’utiliser un vaste choix de conditions initiales. Pour une donnée
initiale u0, la solution associée est parfois notée eit∆u0(x) où eit∆ est appelé propagateur libre de
Schrödinger. Cet opérateur est une isométrie de L2(R) dans L2(R) (voir proposition 2.2.3).
2.2 Le cas des conditions L2(R)
Considérons l’équation linéaire avec une donnée initiale u0 ∈ S(R). Comme S(R) ↪→ S′(R), le
théorème 2.1.2 montre l’existence d’une unique solution u ∈ C(R, S′(R)). Lorsque u0 ∈ S(R), le
théorème suivant montre que u(t, ·) appartient aussi à S(R) et que u est continue de R dans S(R).






4t pour t 6= 0. Pour tout u0 ∈ S(R), il existe une
unique solution u ∈ C(R, S(R)). De plus, pour tout (t, x) ∈ R∗ × R, la solution est donnée par














Pour u0 ∈ Hm(R), m ∈ N, on a un résultat analogue concernant l’existence et l’unicité d’une unique
solution u ∈ C(R, Hm(R)) (voir [62]). Introduisons maintenant la quantité d’énergie.
Définition 2.2.2. Soit u0 ∈ H1(R) et u la solution de (SL) associée. On appelle énergie de u, la





Cette quantité est conservée au cours du temps si u0 ∈ H1(R). Précisément, on a la propriété de
conservation suivante.
Proposition 2.2.3 (Conservation de la norme Hm, [14]). Soit u0 ∈ Hm(R) où m ∈ N, alors
‖eit∆u0‖Hm(R) = ‖u0‖Hm(R). (2.7)
Remarque 2.2.4. On dit alors que (eit∆)t∈R est un groupe d’isométries sur Hm(R). Pour d’autres
propriétés concernant cet opérateur, on renvoie à [14].
On donne ici le comportement de la solution u(t, x) quand u0(x) → 0 lorsque |x| → +∞. Ces
propriétés nous seront utiles dans la section 2.3 à titre de comparaison. Rappelons les inégalités de
dispersion.
Proposition 2.2.5 (Inégalités de dispersion, [14]). Soient p ∈ [2,∞], p′ l’exposant conjugué de p et









‖u0‖Lp′ (R), pour tout u0 ∈ L
p′(R). (2.8)
En prenant p = +∞ dans (2.8), on voit que u(t, x) → 0 lorsque t → +∞, uniformément en x.
Comme ‖u(t, ·)‖L2(R) est préservée, ceci implique l’étalement ou la dispersion de la solution au cours
du temps. Cependant, cela ne nous donne pas une information précise sur la solution quand t est grand.
Rappelons alors la formule de Fraunhofer qui permet d’avoir une expression explicite du comportement
asymptotique de u en fonction de u0.
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Proposition 2.2.6 (Formule de Fraunhofer [52, 63]). Soit u0 ∈ S(R). Alors la solution de (SL) associée
à u0 vérifie pour tout t ∈ R
u(t, x) = H(u)(t, x) +G(t, x) (2.9)
où



























Corollaire 2.2.7. Soit u0 ∈ L2(R) et u la solution de (SL) associée à la condition initiale u0. Alors,
on a
‖u(t, ·)−H(u)(t, ·)‖L2(R) −→
t→+∞
0. (2.12)
À la différence de la formule (2.3) qui fait intervenir la transformée de Fourier inverse, la formule de
Fraunhofer est plus explicite et nous permet de comprendre le comportement de la solution pour des
temps longs.
Corollaire 2.2.8. Soit u0 ∈ S(R) et u la solution de (SL) associée. Alors, pour tout a ∈ R, pour tout











En mécanique classique, l’impulsion, notée p, vérifie la relation p = mv où m est la masse et v la
vitesse. On retrouve un analogue de cette relation en mécanique quantique : pour une fonction d’onde
u associée à une particule libre de masse m, on a















De plus, 〈P 〉u(t) ne dépend pas du temps pour une particule libre. Ainsi, la position moyenne 〈X〉u(t) est
une fonction linéaire du temps et la densité de probabilité de l’impulsion de la particule est alors donnée
par |û0(ξ)|2/2π. Pour ces résultats, on renvoie à [23, 47]. Dans notre cas, avec l’équation de Schrödinger
adimensionnée (SL), on a m = 1/2 et l’interprétation physique de (2.13) est la suivante : pour tout
a ∈ R, la probabilité asymptotique que la particule soit comprise entre y = a+ v1t et y = a+ v2t est
égale à la probabilité que son impulsion soit comprise entre v1/2 et v2/2, c’est-à-dire, que sa vitesse
soit comprise entre v1 et v2. De plus, cette probabilité ne dépend pas de a.




















ce qui nous donnera (2.13) par l’inégalité triangulaire. Pour t > 0, on a∫ a+v2t
a+v1t
|H(u)(t, x)|2dx = 14πt
∫ a+v2t
a+v1t


















En posant pour t > 0, v(t, y) = χ[ a2t+ v12 , a2t+ v22 ](y)|û0(y)|
2, on obtient pour tout y ∈ R,
lim
t→+∞
v(t, y) = χ[ v12 , v22 ](y)|û0(y)|
2.
Comme |v(t, y)| ≤ |û0(y)|2 ∈ L1(R), le théorème de convergence dominée nous donne (2.14). Enfin, la
convergence (2.15) est triviale d’après (2.12). En combinant (2.14) et (2.15), on obtient (2.13), ce qui
conclut la preuve.
2.3 Le cas des conditions non nulles à l’infini
2.3.1 Étude théorique
On considère maintenant l’équation de Schrödinger linéaire avec une donnée initiale u0 ayant une
limite non nulle à l’infini. Rappelons que par le théorème 2.1.2, on a existence et unicité de la solution
u ∈ C(R, S′(R)) pour une donnée initiale u0 ∈ S′(R).
Notons A = lim
x→−∞
u0(x) et B = lim
x→+∞
u0(x) avec A 6= 0 ou B 6= 0. Si A = B, en posant ũ0 = u0−A,
on obtient lim
|x|→+∞
|ũ0(x)| = 0. On peut alors utiliser les résultats de la partie précédente si ũ0 ∈ L2(R).
Si A 6= B, en posant ũ0 = u0−AB−A +
u0−B
B−A , alors limx→−∞ũ0(x) = −1 et limx→+∞ũ0(x) = +1. Dans la suite,
on supposera, sans perte de généralité, que lim
x→±∞
u0(x) = ±1. À partir de maintenant et jusqu’à la fin
de la section 2.3, on considère des solutions dont la condition initiale u0 vérifie
u0 ∈ C∞(R), u′0 ∈ S(R) et lim
x→±∞
u0(x) = ±1. (2.16)
La proposition qui suit nous montre que les limites à l’infini sont conservées. De plus, cette proposition
montre que la différence de deux solutions de (SL), dont les conditions initiales vérifient (2.16), ont le
même comportement asymptotique en un sens faible.
Proposition 2.3.1. Soient u0, v0 vérifiant (2.16). Notons u (respectivement v) la solution de (SL)
associée à u0 (respectivement v0). Alors, pour tout t ∈ R, on a
lim
x→−∞
u(t, x) = −1 et lim
x→+∞




‖u(t, ·)− v(t, ·)‖L∞(R) = 0. (2.18)
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Preuve. Montrons d’abord (2.17). Supposons dans un premier temps que u0 est une fonction impaire.
Comme u est solution de (SL) avec pour donnée initiale u0, la formule (2.5) nous donne que u(t, ·) est
impaire. En particulier, u(t, 0) = 0 pour tout t ∈ R. En dérivant (SL), u′ est solution de l’équation avec
pour donnée initiale u′0 ∈ S(R). Par le théorème 2.2.1 et la formule (2.6), on obtient que u′(t, ·) ∈ S(R)




u′(t, y)dy et u(t,−x) =
∫ −x
0
u′(t, y)dy = −u(t, x). (2.19)
Par somme, on obtient que, pour tout t ∈ R,
u(t, x)− u(t,−x) = 2u(t, x). (2.20)





















Ainsi, par (2.20), lim
x→+∞
u(t, x) existe et est égale à 1. Au final,
lim
x→+∞
u(t, x) = − lim
x→−∞
u(t, x) = 1, (2.21)
c’est-à-dire qu’on obtient (2.17) pour u0 impaire. Plaçons nous maintenant dans le cas général. La
fonction u0 peut être décomposée en une partie paire et une partie impaire : pour tout x ∈ R, on a
u0(x) = u0+(x) + u0−(x),
où u0+(x) := 12 (u0(x)+u0(−x)) et u0−(x) :=
1
2 (u0(x)−u0(−x)). Montrons maintenant que u0+ ∈ S(R).
Comme u′0 ∈ S(R) et par définition de u0+, on obtient que u′0+ ∈ S(R) et u0+ ∈ C∞(R). Ainsi, pour
montrer que u0+ ∈ S(R), il suffit de montrer que u0+ est à décroissance rapide. Soit α ∈ N. Pour tout
x ∈ R, on a
2xαu0+(x) = xα(u0(x) + u0(−x))























Comme u′0 ∈ S(R), il existe Cα > 0 telle que
|yαu′0(y)| ≤
Cα
1 + |y|2 .
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et donc u0+ ∈ S(R). Par linéarité de l’équation, la solution u se décompose en
u(t, x) = u+(t, x) + u−(t, x),
où u+ (respectivement u−) est la solution de (SL) associée à la condition initiale u0+ (respectivement
u0−). On obtient alors, pour tout t ∈ R,
lim
|x|→+∞
u+(t, x) = 0 (2.22)
puisque u+(t, ·) ∈ S(R) par le théorème 2.2.1. En appliquant (2.21) à u− impaire et en utilisant (2.22),
on obtient (2.17).
Passons à la preuve de (2.18). Montrons dans un premier temps que u0 − v0 ∈ S(R). Pour tout
x ∈ R, on a
u0(x)− v0(x) = (u0(x)± 1)− (v0(x)± 1)
et en raisonnant comme dans la preuve de (2.17), on obtient que u0 − v0 est à décroissance rapide.
Comme u0 − v0 ∈ C∞(R) et u′0 − v′0 ∈ S(R), on conclut que u0 − v0 ∈ S(R). Par linéarité de l’équation
et unicité de la solution, u− v est solution de (SL) avec pour condition initiale u0 − v0 ∈ S(R). Par les
inégalités de dispersion (2.8) à la proposition 2.2.5, on obtient que







ce qui nous donne (2.18).
La proposition 2.3.1 ne décrit pas la comportement asymptotique d’une solution u pour u0 donnée.
L’objectif de la section suivante est d’utiliser la méthode de la phase stationnaire afin d’établir le
comportement asymptotique de la solution.
2.3.2 Méthode de la phase stationnaire et comportement asymptotique
Le but de cette section est d’obtenir le comportement asymptotique de la solution de (SL) lorsque
la condition initiale vérifie (2.16). Commençons par un calcul préliminaire. Soit u0 vérifiant (2.16) et
notons u la solution associée. Par dérivation de l’équation (SL), u′ est solution de l’équation avec pour
condition initiale u′0. Ainsi, par le théorème 2.2.1, pour tout (t, x) ∈ R× R,
û′(t, ξ) = e−iξ
2tû′0(ξ). (2.23)
Ainsi, par transformée de Fourier inverse et en utilisant la relation (2.23), on arrive à





En intégrant (2.24) entre y = 0 et y = x et en permutant les intégrales par le théorème de Fubini, on
obtient
















Notons que l’intégrale précédente est bien définie puisque û′0 ∈ S(R) et sin(
ξx
2 )/ξ → x/2 lorsque ξ → 0.
Posons
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afin d’obtenir le comportement asymptotique de u(t, x) lorsque t→ +∞. Pour une description de la
méthode avec des hypothèses plus générales, on renvoie à [71]. Sous nos conditions, on a le résultat
suivant.
Proposition 2.3.2. Soient t > 0, x ∈ R, N ∈ N et la fonction a définie en (2.25). Alors













+RN (t, x), (2.26)
où







|η|2N+2|F−1(a(x, ·))(η)|dη et CN =
√
π
4N+1(N + 1)! . (2.27)
Preuve. L’argument est standard, nous le reprenons ici brièvement pour le cas particulier qui nous
concerne. Soit x ∈ R. Afin de simplifier les notations, posons
F (t) := u(t, x)− u(t, 0),
puisque la variable x est fixée. De même, on peut considérer que a est une fonction de la variable ξ
uniquement et on écrira a(ξ) à la place de a(x, ξ). Enfin, on pose b(ξ) = a(ξ). On utilisera la notation
b̂(η) pour désigner F−1(b(x, ·))(η).



















et on a, par convergence dominée,
lim
ε→0
Fε(t) = F (t). (2.28)
Le théorème de Plancherel est applicable à Fε(t) puisque e−εξ
2
e−itξ
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et ∣∣∣∣exp(− η24(ε+ it)
)
b̂(η)












t, on arrive à














Effectuons maintenant le développement de Taylor avec reste intégral de la fonction ei η
2


























































































En utilisant cette égalité dans l’expression (2.33), on obtient (2.26).
Grâce à l’expression (2.26) à la proposition précédente, on peut maintenant obtenir le comportement
asymptotique de u(t, x). Commençons par traiter le cas où u0 est impaire.
Théorème 2.3.3. Soient u0 impaire vérifiant (2.16) et u la solution de (SL) associée. Alors, pour tout
t > 0 et uniformément en x dans tout compact,


























La convergence (2.34) signifie, que pour tout compact K de R, il existe une constante C(K) > 0





















2.3. Le cas des conditions non nulles à l’infini
Ce développement asymptotique de u fait apparaitre un profil limite universel et non trivial lorsque u0
est impaire. En effet, par (2.34), on obtient que










uniformément en x ∈ K où K est un intervalle borné. Le terme e
−i π4√
πt
x est indépendant de u0 tandis que
O(t−3/2) lui dépend de u0 puisqu’il contient le terme û′0−
′′
(0). Lorsque t est grand, le terme O(t−3/2)
est négligeable par rapport à e−iπ4 x/
√
πt, c’est-à-dire que la dépendance en u0 n’est plus visible en
temps long.
Notons que (2.34) est l’analogue de la formule de Fraunhofer (2.9) pour des conditions non nulles à
l’infini. Pour u0 impaire et u0 ∈ S(R), la formule de Fraunhofer implique que, pour tout x ∈ K,



















c’est-à-dire que le profil limite est trivial dans le cas des conditions nulles à l’infini.
Le théorème 2.3.3 ne nous donne le comportement asymptotique que pour u0 impaire. Passons
maintenant au cas général. Soit u0 vérifiant (2.16) et décomposons u0 en u0 = u0+ + u0−, où u0+
(respectivement u0−) désigne la partie paire (respectivement la partie impaire) de u0. La preuve de la
proposition 2.3.1 montre que la solution u se décompose en
u(t, x) = u+(t, x) + u−(t, x)
où u+ (respectivement u−) est la solution de (SL) associée à la condition initiale u0+ (respectivement
u0−) et u+ ∈ S(R). Par la formule de Fraunhofer (2.9) appliquée à u+ et le théorème 2.3.3 appliqué à
u−, on obtient le résultat suivant.
Corollaire 2.3.4. Soient u0 vérifiant (2.16) et u la solution de (SL) associée. Alors, pour tout t > 0
et uniformément en x dans tout compact,

















Le développement (2.35) ne fait plus apparaitre un profil limite universel puisque le terme e−iπ4 x/
√
πt
n’est pas dominant et est du même ordre que e ix
2
4t /(4πit)1/2. Le résultat suivant propose une manière
de retrouver le profil limite dans le cas général en utilisant un changement d’échelle en espace. La
démonstration utilise les estimations de la preuve du Théorème 2.3.3.
















Ce résultat est à comparer avec le corollaire 2.2.8. À la différence de (2.13) qui utilisait une
échelle linéaire en a + vt, ici la convergence (2.36) s’observe à l’échelle plus petite µ
√
t. De plus, la
convergence (2.36) fait maintenant apparaitre le profil limite universel dans le cas général. En effet, le
terme avec u0+ qui apparaissait dans (2.35) n’est maintenant plus présent. De même, on observe que les
coefficients devant µ et µ3 sont indépendants de u0. Enfin, remarquons que cette convergence n’est pas
une convergence locale en x comme en (2.34) ou (2.35) et nous donne une erreur constante en O(µ5).
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Preuve du théorème 2.3.3. Afin d’obtenir (2.34), nous allons utiliser la proposition 2.3.2 et l’appliquer
à u en calculant les coefficients associées à 1/t1/2 et 1/t3/2 dans le développement (2.26). Soit t > 0 et





4 a(x, 0). Par définition de a en (2.25), on a
















2 et û′0(0) = 2 d’après la proposition 2.3.1. Ainsi, par la proposition 2.3.2, on
obtient



















































Comme u′ est paire, û′ est paire donc û′
′
est impaire d’où û′0
′
(0) = 0. De même, sin(
ξx
2 )







est impaire. Ainsi on obtient
∂a
∂ξ




d’après (2.37). Passons au calcul de ∂2a∂ξ2 (x, 0). On a
∂2a
∂2ξ


































































































En raisonnant comme précédemment, on obtient
∂2a
∂2ξ





























2.3. Le cas des conditions non nulles à l’infini
Finalement, en utilisant (2.39) et (2.40), on arrive à
∂2a
∂2ξ































Majorons maintenant le reste R1, afin d’obtenir les convergences voulues. L’idée est d’extraire x5 du


















































Maintenant, à nouveau par changement de variables,




















































|1/2− η|4|α(x, η)|dη. (2.43)
Simplifions maintenant l’intégrale dans le membre de droite de (2.43). On a,



















































































où P (X) = X5 − (X − 1)5 est de degré 4. D’après (2.44), on en déduit que pour K compact, il existe





En combinant cette inégalité avec (2.41), on obtient (2.34), ce qui conclut la preuve.
Preuve du corollaire 2.3.5. Fixons µ ∈ R et posons x = µ
√
t. Rappelons que la solution u se décompose
en u = u− + u+ avec u+ ∈ S(R), où u+ (respectivement u−) est la solution de (SL) associée à la
condition initiale u0+ (respectivement u0−). Appliquons la formule de Fraunhofer à u+. L’inégalité (2.10)
nous donne, pour x = µ
√















t) = 0. (2.45)














∣∣∣∣ ≤ |R1(t, µ√t)|. (2.46)













∣∣∣∣) |u′0(z)|dz = ‖u′0‖L1(R).















En sommant (2.45) et (2.47), on obtient le résultat voulu.
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2.3.3 Réalisation d’un schéma numérique
Le but de cette partie est de présenter une méthode numérique calculant la solution u de (SL)
pour une condition initiale vérifiant (2.16). Pour réaliser le programme, on procède par la méthode
des différences finies. Commençons par la discrétisation spatiale. On se place sur un segment que l’on
note [−L,L]. On note h > 0 le pas d’espace, (xj)j l’ensemble des points équidistants du maillage, où
xj = −L+ jh avec 1 ≤ j ≤ 2L/h− 1. On a donc J := 2L/h− 1 points en espace. Par convention, on
pose x0 = −L et xJ+1 = L, qui ne sont pas compris dans le maillage. On peut donc schématiser le




x1 = −L+ h
• •
x2 x3 xJ = L− h
•
h
Pour la donnée initiale u0, et on lui impose des conditions de Dirichlet, c’est-à-dire que l’on fait




−2 1 0 · · · 0
1 −2 1 . . .
...
0 . . . . . . . . . 0
... . . . 1 −2 1
0 · · · 0 1 −2

,
appelée matrice du Laplacien Dirichlet.
Pour la discrétisation temporelle, on considère un intervalle de temps [0, T ] avec T > 0 et on note
δt le pas de temps. On discrétise l’intervalle en N + 1 points où N = T/δt, ces points sont notés (tn)n
avec tn = nδt pour 0 ≤ n ≤ N . En démarrant du vecteur U0 = (u0(x1), ..., u0(xJ)), la méthode de
différences finies nous fournit un ensemble fini de valeurs Unj , 1 ≤ j ≤ J , 0 ≤ n ≤ N , approchant la
solution u(t, x) aux points (xj , tn).
Le schéma de résolution numérique est le schéma de Crank–Nicolson et la discrétisation de (SL)





Un+1j+1 − 2Un+1j + Un+1j−1
2h2 +
Unj+1 − 2Unj + Unj−1
2h2 = 0, (2.48)
avec les conditions au bord que l’on impose,
Un0 = −1 et UnJ+1 = 1, pour tout n ≥ 0. (2.49)




I − i δt2 A
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Avec le schéma précédent, on a le théorème de conservation numérique suivant.
Théorème 2.3.6. Pour tout 0 ≤ n ≤ N , on a

















j |2 + (Un+1j − Unj )
(
Un+1j+1 − 2Un+1j + Un+1j−1 + Unj+1 − 2Unj + Unj−1
)
= 0. (2.51)







Un+1j+1 − 2Un+1j + Un+1j−1 + Unj+1 − 2Unj + Unj−1
) = 0.




















j−1 + Unj − Unj−1
) ]
= 0.


































j + Unj+1 − Unj





















2.4. Illustration du profil universel





(Un+1j+1 − Un+1j )− (Unj+1 − Unj )
)(
(Un+1j+1 − Un+1j ) + (Unj+1 − Unj )
)+R = 0,












(|Unj+1 − Unj |2 − |Un+1j+1 − Un+1j |2) +R = 0. (2.54)



















Un+1J − 1 + 1− UnJ
) (




Un+11 + 1− 1− Un1
) (
Un+11 + 1 + Un1 + 1
)]
,










|Un+11 + 1|2 − |Un1 + 1|2 + 2iIm[(Un+11 + 1)(Un1 + 1)]
]
= |UnJ − 1|2 − |Un+1J − 1|2 − |U
n+1
1 + 1|2 + |Un1 + 1|2.
En remplaçant cette nouvelle expression de R dans (2.54), on obtient
J∑
j=0
∣∣Unj+1 − Unj ∣∣2 = J∑
j=0
∣∣Un+1j+1 − Un+1j ∣∣2 ,
ce qui nous donne par récurrence (2.50).
Calculons la solution numérique de (SL) associée à la condition initiale u0 = tanh. On choisit comme
paramètres h = 0.1, δt = 0.01, L = 200. On trace en figure 2.1 la partie réelle de la solution numérique
associée à u0 au temps T = 30 et la quantité |Enum(Un) − Enum(U0)| en fonction du temps tn. On
observe alors que Enum est conservée numériquement au cours du temps.
2.4 Illustration du profil universel
Testons maintenant numériquement le développement asymptotique du théorème 2.3.3 sur la solution
numérique associée à la condition initiale u0(x) = tanh(x) + e−(x/10)
2 cos(2x). D’après (2.35) et (2.34),
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Figure 2.1 – Tracé de la partie réelle de la solution numérique associée à u0 = tanh au temps T = 30 à gauche
et tracé de |Enum(Un)− Enum(U0)| à droite, avec h = 0.1, δt = 0.01 et L = 200.
où l’on rappelle que u0+ (respectivement u0−) désigne la partie paire (respectivement la partie impaire)
















se déplace donc avec une vitesse |v| = 4. Ainsi, pour T assez grand, la partie
paire réelle de Au0 ne sera plus visible sur le segment [−L,L] et laissera place à la partie impaire de
Au0 , ce qui nous permettra d’observer la convergence locale de u vers le profil limite. De plus, un calcul









































On choisit comme paramètres h = 0.1, δt = 0.01 sur le segment [−30, 30]. On trace en figure 2.2 sur le
même graphe la partie réelle de la solution numérique associée à u0 = tanh(x) + e−(x/10)
2 cos(2x) et de
la partie réelle de son approximation Au0(t, x) pour différents temps.
Au cours du temps, on observe que la courbe de Re(Au0) se rapproche de la courbe de la partie
réelle de la solution numérique jusqu’à coïncider avec elle sur le segment entier. Entre le temps T = 4
et T = 8 on observe que la partie paire de la solution numérique sort du segment [−30, 30] tout en
tendant vers 0. Au temps T = 50, seules les parties impaires de u et de son approximation Au0 sont
présentes et coïncident sur le segment [−10, 10]. Enfin, au temps T = 300, les deux courbes sont presque




Reprenons les mêmes données ainsi que les mêmes paramètres numériques et effectuons maintenant
un second test numérique en utilisant un segment spatial dont la taille augmente au cours du temps.















Si µ est trop petit, le terme en µ3 devient négligeable devant le terme en µ1. Soit µm tel que∣∣∣∣ 1√πµm
∣∣∣∣ = ∣∣∣∣ 112√πµ3m
∣∣∣∣ ,
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Figure 2.2 – Tracés de la partie réelle de la solution numérique associée à u0(x) = tanh(x) + e−(x/10)
2
cos(2x)
en pointillés et de la partie réelle de Au0 en trait plein aux temps T = 4, 8, 50 et 300, avec h = 0.1,
δt = 0.01 et L = 30.
ce qui nous donne µm =
√
12.
En figure 2.3, on trace aux temps T = 10 et T = 100, la partie réelle de la solution associée à u0













T ] en seconde ligne où µm =
√
12.
On observe alors que la partie réelle de u est très proche de celle de Au0 sur le segment en µm/2,
tandis qu’il y a une différence apparente avec la droite Re(e−iπ4 x/
√
πt) en noir. À l’inverse, l’erreur
entre la partie réelle de u et de Au0 est beaucoup plus importante sur le segment en µm. Cela est du au




T/2], le terme en µ5 est négligeable. En




T ], le terme en µ5 devient important, ce qui explique l’erreur
entre u et Au0 , que ce soit au temps T = 10 ou T = 100.
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avec h = 0.1, δt = 0.01.
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Chapitre 3
Ondes progressives pour l’équation
de Gross–Pitaevskii non locale en
dimension 1
Chapitre 3. Ondes progressives pour (GPN) en dimension 1
3.1 Introduction
3.1.1 Présentation du problème
Considérons l’équation de Gross–Pitaevskii non locale en dimension 1,
i∂tu = ∂2xu+ u
(
W ∗ (1− |u|2)
)
, dans R× R, (GPN)
où u est une fonction à valeurs complexes et W est une distribution tempérée. Dans le cas où W est une







(W ∗ (1− |u(t)|2))(1− |u(t)|2)dx. (3.1)
Rappelons aussi la notion de moment physique




qui comme l’énergie, est une quantité formellement conservée.
Une onde progressive de vitesse c ∈ R est une solution de (GPN) de la forme uc(t, x) = v(x− ct).
Ainsi, v vérifie l’équation
icv′ + v′′ + v(W ∗ (1− |v|2)) = 0 dans R, (OPNc)
et par conjugaison complexe, on peut se restreindre au cas c ≥ 0. Notons que toute fonction complexe
constante de module un est solution de (OPNc) et ces solutions seront appelées solutions triviales par
la suite. Formellement, les ondes progressives sont des points critiques de l’énergie E lorsque le moment
P est fixé, et (OPNc) représente l’équation d’Euler–Lagrange associée à ce problème variationnel et on
a (formellement) la relation
dE(v)[h] = cdP (v)[h], (3.3)
pour tout h ∈ C∞c (R), où la vitesse c apparait comme multiplicateur de Lagrange. Nous verrons au
lemme 3.4.2 que cette relation est vérifiée si et seulement si u est solution de (OPNc).
Le but de ce chapitre est de démontrer l’existence d’ondes progressives non triviales d’énergie finie
pour (OPNc) et leur stabilité sous certaines conditions et hypothèses sur W en dimension 1. Rappelons
que dans le cas où la distribution W est égale à la masse de Dirac δ0, l’équation (OPNc) est alors
intégrable en dimension 1 et le théorème 1 du chapitre introductif nous donne la forme explicite des
ondes progressives d’énergie finie en fonction de la vitesse c. Introduisons maintenant l’espace d’énergie
et les conditions sur la distribution W que nous utiliserons lors de ce chapitre.
3.1.2 Hypothèses sur W et espace d’énergie E(R)
Avant d’énoncer les hypothèses sur W, montrons que l’on peut se ramener au cas où Ŵ(0) = 1
lorsque Ŵ est non nulle en 0. En effet, soit u une solution de (GPN) et posons ũ la fonction définie par



















Exprimons maintenant le terme convolutif en fonction de ũ. Afin de simplifier les notations, on suppose








































i∂tũ = ∆ũ+ ũ
(

















W (x) e−ixξdx = Ŵ(ξ)
Ŵ(0)
.
À partir de maintenant, on supposera donc que Ŵ(0) = 1.
Pour une distribution tempérée V ∈ S′(R), il est possible de définir la convolution avec une fonction
appartenant à Lp(R), par l’intermédiaire de la transformée de Fourier, comme le prolongement continu
sur Lp(R) de l’opérateur
V ∗ f := F−1(V̂ f̂), f ∈ S(R).
De cette manière, l’ensemble
Mp(R) = {V ∈ S′(R) : ∃C > 0, ‖V ∗ f‖Lp(R) ≤ C‖f‖Lp(R),∀f ∈ Lp(R)}
est un espace de Banach muni de la norme opérateur notée par ‖·‖Mp . On renvoie à [36] pour plus
d’informations sur ces espaces et leur utilisation. On considère les hypothèses suivantes sur W.
(A1) W est une distribution tempérée paire avec Ŵ ∈ L∞(R), et Ŵ ≥ 0 p.p. sur R. De plus, Ŵ est
continue en l’origine et Ŵ(0) = 1.
(A2) Ŵ(ξ) ≥ 1, pour presque tout ξ ∈ R.
Par l’hypothèse (A1), on obtient que W ∈M2(R). Introduisons maintenant l’espace d’énergie E(R)
défini par
E(R) := {v ∈ H1loc(R) : 1− |v|2 ∈ L2(R), v′ ∈ L2(R)}
et le sous-espace NE(R)
NE(R) := {v ∈ E(R) : inf
R
|v| > 0},
des fonctions dans l’espace d’énergie ne s’annulant pas. Pour u ∈ E(R), on notera désormais, Ekin(u) la
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W ∗ (1− |u|2)
)
(x)(1− |u|2)(x)dx.
Sous les hypothèses (A1) à (A2), toute fonction appartenant à l’espace d’énergie a une énergie positive































Notons que l’espace d’énergie E(R) est défini ici indépendant de la distributionW , de manière à pouvoir
choisir une large variété d’interactions non locales. Enfin, toute fonction appartenant à l’espace d’énergie






∣∣∣∣ ≤ ‖u′‖L2(R)|x− y| 12 . (3.7)
Ainsi, u est uniformément continue et comme (1− |u|2)2 ∈ L1(R), on obtient
lim
|x|→±∞
|u(x)| = 1. (3.8)
Dans le cas local W = δ0, P.E. Zhidkov a montré dans [70] que le problème de Cauchy pour (GP) est
globalement bien posé dans E(R). Pour plus de résultats concernant le problème de Cauchy et l’espace
d’énergie E(R), on renvoie à [70, 35, 33].
3.1.3 Énoncés des résultats principaux
Comme expliqué dans le chapitre introductif, afin de démontrer l’existence d’ondes progressives non
triviales d’énergie finie pour (GPN), nous allons utiliser une méthode de minimisation sous contraintes
puisqu’en minimisant l’énergie et en fixant le moment, on obtient formellement la relation (3.3), relation
équivalente à la formulation faible d’une solution de (OPNc).
Bien que formellement conservé, le moment physique P n’est pas toujours bien défini pour une
fonction appartenant à l’espace d’énergie. On va donc utiliser le moment renormalisé (voir [51]), adapté
aux fonctions non nulles à l’infini. Comme les fonctions appartement à NE(R) ne s’annulent pas, on
peut les écrire sous forme polaire. Soit u = ρeiφ ∈ NE(R) où ρ = |u| et φ sont des fonctions à valeurs













Le moment renormalisé p est fini pour toute fonction appartenant à NE(R). En effet, par l’inégalité
de Young et en notant δ = inf
x∈R
|u(x)| > 0, on a
∫
R
∣∣(1− ρ2)φ′∣∣ ≤ ∫
R













et on verra au lemme 3.2.1 que ‖1− |u|2‖L2(R) peut être bornée en termes d’énergie. Notons que, si
φ′ ∈ L1(R), alors




Détaillons maintenant l’approche qui sera utilisée afin d’obtenir l’existence des ondes progressives,
lorsque W vérifie les hypothèses (A1) et (A2). Pour q ≥ 0, on considère la courbe minimisante
Emin(q) := inf{E(v) : v ∈ NE(R), p(v) = q}.
On montrera au lemme 3.2.4, que Emin est bien définie. De plus, on verra au lemme 3.2.6 que Emin
est paire, ce qui justifie de réduire l’étude pour q ∈ R+. Enfin, le cas q = 0 est trivial puisque toute
fonction constante de module 1 est seule solution du problème de minimisation associé. On considérera
désormais q > 0. Introduisons la constante q∗ définie par
q∗ = sup{q > 0 | ∀v ∈ E(R), E(v) ≤ Emin(q)⇒ inf
R
|v| > 0}. (3.10)
Sous certaines hypothèses sur Emin et lorsque que W vérifie (A1) et (A2), on montrera que les
minimiseurs sont atteints et que l’équation d’Euler–Lagrange correspond à (OPNc), où la vitesse c
apparait comme multiplicateur de Lagrange (voir section 3.4 pour plus de détails). Précisément, notre
premier résultat donne l’existence d’une branche de solutions de (OPNc), paramétrées par le moment.
Pour q ≥ 0, notons Sq l’ensemble défini par
Sq := {v ∈ NE(R) : E(v) = Emin(q) et p(v) = q}.
Théorème 3.1.1. Supposons que W vérifie les hypothèses (A1) et (A2). On suppose que la courbe
Emin est concave, strictement sous additive sur R+ et que Emin(q) <
√
2q pour tout q ∈ R+. Alors,
q∗ > 0.027 et Sq est non vide pour tout q ∈ ]0, q∗[. De plus, tout u ∈ Sq est solution de (OPNc), pour
une vitesse c = cq satisfaisant









Figure 3.1 – Courbe Emin dans le cas W = δ0.
Dans le cas où W = δ0, en utilisant l’expression des solitons donnée au théorème 1, il est possible de
montrer que q∗ = π/2. De plus, il est démontré dans [7] que pour tout q ∈]0, π/2[, il existe uq ∈ NE(R)
avec Emin(q) = E(uq) et uq solution non triviale de (OPc). Le théorème 3.1.1 généralise ainsi l’étude
variationnelle du cas local. Ce théorème est ici énoncé de manière conditionnelle avec les hypothèses
faites sur Emin. On verra dans le chapitre 4 que ces hypothèses sont vérifiées pour une certaine famille
de distributions vérifiant (A1) à (A2).
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À nouveau dans le cas où W = δ0 et si q = π2 , la solution au problème de minimisation Emin(q) est






, que l’on appelle soliton noir ou kink. Le soliton noir est solution de
(OPc) avec pour vitesse c = 0 et pour énergie E(v0) = 2
√
2/3. À la différence des solutions données au
théorème 1 lorsque c 6= 0, v0 s’annule en 0. L’étude du soliton noir est difficile et ne peut être traité
selon notre approche avec le moment renormalisé. On renvoie à [9, 43] pour une étude varionnelle du
soliton noir et l’étude de sa stabilité dans le cas W = δ0.
Enfin, si q > π/2 et toujours dans le cas local, le problème de minimisation Emin(q) n’admet pas de
solution puisque l’on peut construire des suites de fonctions vn telles que p(vn) = q et E(vn)→ 2
√
2/3,
comme expliqué dans [7]. Comme Emin est croissante et E(v0) = 2
√
2/3, la courbe Emin est donc
constante pour q ≥ π2 lorsque W = δ0 (voir figure 3.1). Ce chapitre ne traitera pas l’étude de Emin(q)
lorsque q ≥ q∗ dans le cas non local. Cependant, nous verrons au chapitre 5, à l’aide de simulations
numériques, que Emin semble constante sur [q∗,+∞[ et q∗ ' π/2, sous certaines hypothèses sur W.
Comme expliqué précedemment, afin de prouver l’existence des ondes progressives, nous allons
utiliser le principe de concentration-compacité. Grâce à cela, nous pourrons utiliser la méthode de
Cazenave–Lions [15] permettant de montrer la stabilité. Rappelons que le problème de Cauchy pour
(GPN) a été étudié dans [28]. Précisément, en utilisant la distance
dE(v1, v2) = ‖v1 − v2‖L2(R)+L∞(R) + ‖v′1 − v′2‖L2(R) + ‖|v1| − |v2|‖L2(R),
l’espace d’énergie E(R) est un espace métrique complet et pour tout Ψ0 ∈ E(R), il existe une unique
solution globale Ψ ∈ C(R, E(R)) de (GPN) avec pour condition initiale Ψ0, sous réserve queW ∈M3(R),
et que W ≥ 0 ou infR Ŵ > 0 (voir théorème 3.5.1). Cependant, ces conditions ne sont pas toujours
vérifiées pour une distribution satisfaisant les hypothèses (A1) et (A2). En utilisant les estimations
d’énergie de la section 3.2, nous obtientrons la généralisation suivante de ce résultat de [28] en
dimension 1.
Théorème 3.1.2. Supposons que W ∈ M3(R) est une distribution paire, avec Ŵ ≥ 0 p.p. sur R
et que Ŵ est de classe C2 dans un voisinage de l’origine. Alors, pour tout Ψ0 ∈ E(R), il existe une
unique fonction Ψ ∈ C(R, E(R)), solution globale de (GPN) associée à la condition initiale Ψ0. De plus,
l’énergie est conservée. Enfin, le moment est conservé sur l’intervalle de temps [0, T ∗[, où
T ∗ = sup{t > 0 : inf
x∈R
|Ψ(x, τ)| > 0, pour tout τ ∈ [0, t]}
On peut aussi munir l’espace E(R) de la pseudométrique
d(v1, v2) = ‖v′1 − v′2‖L2(R) + ‖|v1| − |v2|‖L2(R),
ou de la distance utilisée dans [7],
dA(v1, v2) = ‖v′1 − v′2‖L2(R) + ‖|v1| − |v2|‖L2(R) + ‖v1 − v2‖L∞([−A,A]),
pour A > 0. Notons que d(v1, v2) = 0, si et seulement si |v1| = |v2| et v1 − v2 est constante. L’ensemble
Sq est dit orbitalement stable dans (E(R), d) si, pour tout Ψ0 ∈ E(R) et pour tout ε > 0, il existe δ > 0
tel que, si
d(Ψ0,Sq) ≤ δ,




De même, l’ensemble Sq est orbitalement stable dans (E(R), dA), si pour tout Ψ0 ∈ E(R) et pour tout
ε > 0, il existe δ > 0 tel que, si dA(Ψ0,Sq) ≤ δ, alors supt∈R infy∈R dA(Ψ(· − y, t),Sq) ≤ ε. Comme dA
n’est pas invariante par translations, il est nécessaire ici d’introduire une translation du flot.
40
3.2. Estimations a priori
Concernant le cas local, Z. Lin a démontré dans [54], la stabilité des ondes progressives pour (OPc)
dans l’espace d’énergie en discutant du signe de dPdc et en utilisant le critère de Shatah–Strauss–Grillakis
(voir [45]). Citons aussi les travaux de D. Chiron [18] et de Béthuel–Gravejat–Saut [7] prouvant la
stabilité des ondes progressives de (1.2) et de (OPc) en utilisant différentes méthodes dont les résultats
de [45]. Donnons maintenant notre résultat principal concernant la stabilité des ondes progressives.
Théorème 3.1.3. Supposons que W ∈M3(R) vérifie (A1) et (A2). On suppose aussi que la courbe
Emin est concave, strictement sous additive sur R+ et que Emin(q) <
√
2q, pour tout q ∈ R+. Alors,
Sq est orbitalement stable pour (E(R), d) et pour (E(R), dA), pour tout q ∈]0, q∗[. De plus, pour tout
Ψ0 ∈ E(R) et pour tout ε > 0, il existe δ > 0 tel que, si




dA(Ψ(· − y, t),Sq) ≤ ε, (3.11)
où Ψ(t) désigne la solution de (GPN) associée à la condition initiale Ψ0.
Notons que pour u, v ∈ E(R), on a d(u, v) ≤ dA(u, v), et donc
d(u,Sq) = inf
y∈R
d(u(· − y, t),Sq) ≤ inf
y∈R
dA(u(· − y),Sq).
Ainsi, l’implication dans (3.11) montre la stabilité orbitale pour la distance d. Inversement, si dA(u,Sq) ≤
δ, alors d(u,Sq) ≤ δ et l’implication (3.11) nous donne ainsi la stabilité orbitale pour la distance dA.
L’organisation de ce chapitre est la suivante. Dans un premier temps, en section 3.2, on montre des
estimations d’énergie ainsi que certaines propriétés sur la courbe Emin. Dans la section 3.3, on prouve la
compacité des suites minimisantes associée au problème de minimisation. Dans la section 3.4, on établit
les équations d’Euler–Lagrange associées à ce problème ainsi que la preuve du théorème 3.1.1. Enfin, la
stabilité orbitale des solutions du théorème 3.1.2 et le théorème 3.1.3 sont montrés en section 3.5.
3.2 Estimations a priori
Le premier résultat de cette section nous donne une estimation L∞ des fonctions dans l’espace
d’énergie en fonction de leur énergie. Dans la suite, nous utiliserons à plusieurs reprises l’identité∫
R
(W ∗ f)g =
∫
R
(W ∗ g)f, pour tout f, g ∈ L2(R), (3.12)
qui est une conséquence de la parité de W par l’hypothèse (A1).
Lemme 3.2.1. Supposons que W ∈M2(R) est une distribution vérifiant
Ŵ(ξ) ≥ (1− κξ2)+, p.p. sur R, (3.13)
pour un certain κ ≥ 0. Soient v ∈ E(R) et η := 1− |v|2. Alors,




‖η‖2L2 ≤ 8κ̃E(v)(1 + 8κ̃E(v) + 2
√
2κ̃E(v)), (3.15)
où κ̃ = κ+ 1.







(η2 + η′2) = 12π
∫
R
(1 + ξ2)|η̂|2dξ. (3.16)
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(1 + ξ2)|η̂|2 ≤ 12π
∫
R




avec κ̃ = κ + 1. Notons que η′ = −2ρρ′, ce qui nous donne η′2 ≤ 4‖v‖2L∞ρ′2. De plus, si |v| 6= 0 sur
un ouvert, alors v peut être écrit sous forme polaire v = ρeiθ et on a |v′|2 = ρ′2 + ρ2θ′2. À l’inverse,
l’ensemble Ω̃ := {v = 0} coincide avec l’ensemble {η = 1} et v′ = 0 et η′ = 0 p.p. sur Ω̃. Ainsi, on en
conclut que
η′2 ≤ 4‖v‖2L∞ |v′|2 p.p. sur R. (3.18)
En combinant (3.16), (3.17) et (3.18), on obtient
η2(x) ≤ 4Epot(v) + 8κ̃‖v‖2L∞Ekin(v) ≤ max(4, 8κ̃‖v‖2L∞)E(v). (3.19)
Si ‖v‖2L∞ ≤ 1, alors l’inégalité (3.14) est démontrée, puisque max(4, 8κ̃) = 8κ̃. Supposons maintenant
que
‖v‖2L∞ > 1. (3.20)
Comme η(±∞) = 0 par (3.8), on en déduit qu’il existe x0 ∈ R tel que
a := min
R
η = η(x0) = 1− ‖v‖2L∞ .
Ainsi, en utilisant (3.19) pour x = x0 et (3.20), on arrive à
a2 ≤ 8κ̃(1− a)E(v).














‖v‖2L∞ ≤ 1 + 8κ̃E(v) + 2
√
2κ̃E(v). (3.21)
Par (3.19), (3.20) et (3.21), on obtient (3.14).






(Ŵ(ξ) + κξ2)|η̂|2 ≤ 4Epot(v) + κ
∫
R
η′2 ≤ 4Epot(v) + 8κ‖v‖2L∞Ekin(v).
Ainsi, en utilisant (3.21), l’inégalité (3.15) est établie.
Remarque 3.2.2. Supposons que W ∈M2(R) est paire et que Ŵ est de classe C2 sur un intervalle
[−r, r], avec r > 0. Alors (Ŵ)′(0) = 0 et par la formule de Taylor, on en déduit que pour tout ξ ∈]−r, r[,
il existe ξ̃ ∈]− r, r[ tel que
Ŵ(ξ) = 1 + (Ŵ)′′(ξ̃)ξ
2
2 ≥ 1− µξ
2,
où µ = 12 max[−r,r] |(Ŵ)′′|. Si
√
1/µ ≤ r, on pose κ = µ. Si
√
1/µ > r, on pose κ = 1/r2. En supposant
que Ŵ ≥ 0 p.p. sur R, la condition (3.13) est alors satisfaite dans les deux cas.
Remarquons que siW vérifie les hypothèses (A1) et (A2), alors la condition (3.13) est aussi satisfaite
avec κ = 1/2.
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3.2. Estimations a priori
Un point clé qui nous permettra d’obtenir la compacité des suites minimisantes dans la section 3.3
est le contrôle du moment par l’énergie. Plus généralement, ce type d’inégalités est cruciale lorsqu’il
s’agit de prouver l’existence de solitons par des méthodes variationnelles (pour le cas local, voir [7, 19]).
















(W ∗ ηΩ)ηΩ, avec ηΩ := η1Ω.
Notons que si Ω = R, alors EΩ(u) = E(u) et pΩ(u) = p(u). Comme ηΩ peut être discontinue (et donc
non faiblement dérivable) lorsque Ω est borné, introduisons une fonction régularisante : Pour Ω0 un




1 si x ∈ Ω0,
0 si x ∈ R \ Ω.
(3.22)
Dans le cas où Ω = Ω0 = R, on pose χΩ,Ω0 ≡ 1. Un exemple de construction d’une telle fonction pour
un cas particulier de Ω et Ω0 est donné en annexe au lemme A.1.
Lemme 3.2.3. Soient W une distribution vérifiant les hypothèses (A1)–(A2), Ω et Ω0 ⊂ R des
réunions finies d’intervalles ouverts vérifiant Ω0 ⊂⊂ Ω . Soient χΩ,Ω0 ∈ C∞(R) définie comme en




1− ε + ∆Ω,Ω0(u), (3.23)
où le terme restant ∆Ω,Ω0(u) vérifie l’estimation





où C(E(u)) est une constante dépendant de E(u) mais indépendante de Ω et de Ω0. En particulier,




Preuve. Notons u = ρeiθ sur Ω. En utilisant l’inégalité de Young et le fait que 1− ε ≤ ρ2 ≤ 1 + ε sur Ω



































η2Ω − (W ∗ ηΩ)ηΩ
)
+ EΩ(u)1− ε .
Soit








− ((W ∗ ηΩ)ηΩ − (W ∗ η̃Ω)η̃Ω)
)
, (3.27)
où η̃Ω = ηχΩ,Ω0 . En utilisant le théorème de Plancherel et (A2), on obtient
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η2 + 12(1− ε)
∫
Ω
ρ2θ′2 ≤ EΩ(u)1− ε + ∆(u),
ce qui, combiné à (3.26), nous donne (3.23).
Il reste à montrer l’estimation (3.24). Pour le premier terme du membre de droite de (3.27), on voit
que ∫
Ω
∣∣η2Ω − η̃2Ω∣∣ = ∫
Ω\Ω0
η2
∣∣12Ω − χ2Ω,Ω0∣∣ ≤ 2‖η‖2L2(Ω\Ω0). (3.28)
Pour les autre termes, en utilisant l’identité (3.12), on obtient∣∣∣∣∫
R
(W ∗ ηΩ)ηΩ − (W ∗ η̃Ω)η̃Ω
∣∣∣∣ = ∣∣∣∣∫
R
(W ∗ (ηΩ + η̃Ω))(ηΩ − η̃Ω)
∣∣∣∣ ≤ 4‖W‖M2‖η‖L2(R)‖η‖L2(Ω\Ω0).
(3.29)
En combinant (3.28), (3.29) et en utilisant le lemme 3.2.1, on obtient (3.24).
Le prochain lemme concerne la courbe minimisante et montre que Emin est bien définie sur R et
que Emin se situe en dessous de la droite y =
√
2x sur R+.
Lemme 3.2.4. Soit W une distribution vérifiant l’hypothèse (A1). Pour tout q ∈ R, il existe une suite
de fonctions (ψn) appartenant à E(R), avec 1− |ψn| ∈ C∞c (R), telle que
p(ψn) = q et E(ψn)→
√
2|q|, quand n→ +∞. (3.30)




Remarque 3.2.5. En plus du résultat sur la courbe minimisante, ce lemme montre que l’on peut
construire des fonctions d’énergie et de moment arbitrairement grand.
Preuve. Le cas q = 0 est trivial puisqu’il suffit de prendre v ≡ 1 afin d’obtenir la conclusion voulue.





















Considérons la suite vn définie par





On peut alors supposer que vn ne s’annule pas puisque |vn| = |ρn| ≥ 1 − |αn|‖χ′‖L∞(R). Ainsi, le
moment de vn est bien défini et on a
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Montrons maintenant que E(vn)→
√




























comme αn, βn → 0 et α2n/βn → 1 lorsque n→ +∞. Pour la partie potentielle, en utilisant le théorème

























et vn = ρne−iθn ,
ce qui conclut la preuve de (3.30). Par définition de Emin, on a
Emin(q) ≤ E(vn).
Lorsque n→ +∞, on obtient (3.31).
Lemme 3.2.6. Soit W vérifiant l’hypothèse (A1). Alors, la courbe Emin est paire sur R.
Preuve. Soient q ∈ R et un = ρneiφn ∈ NE(R) tels que E(un) → Emin(q) et p(un) = q. En posant
vn = ρne−iφn , il est clair que E(vn) = E(un) et p(vn) = −p(un) = −q. Ainsi,
E(vn) ≥ Emin(−q),
et lorsque n→ +∞, on conclut que Emin(q) ≥ Emin(−q). En remplaçant q par −q, on en déduit que
Emin(−q) = Emin(q), i.e. Emin est paire sur R.
L’estimation L∞ des fonctions dans l’espace d’énergie du lemme 3.2.1 et le lemme 3.2.4 sur Emin
nous permettent d’obtenir une minoration pour la constante q∗.
Corollaire 3.2.7. Soit W vérifiant les hypothèses (A1) et (A2). Alors, la constante q∗ définie en
(3.10) vérifie q∗ > 0.027.
Preuve. Soit v ∈ E(R), avec E(v) ≤ Emin(q). Alors, en combinant (3.14) et (3.31), avec κ̃ = 1, on
obtient
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Ainsi, on obtient la conclusion voulue, par définition de q∗.
Lemme 3.2.8. Soit W vérifiant les hypothèses (A1) et (A2). Supposons que Emin soit concave sur
R+. Alors, Emin est strictement croissante sur ]0, q∗[ où q∗ est défini en (3.10). De plus, pour tout
v ∈ E(R) vérifiant E(v) < Emin(q∗), on a v ∈ NE(R).
Preuve. Comme Emin est concave et positive sur R+, Emin est croissante sur ]0, q∗[. Si l’on suppose que
Emin n’est pas strictement croissante sur ]0, q∗[, alors Emin est constante sur un intervalle [a, b], avec
0 < a < b < q∗. Comme Emin est concave sur R+, cela implique que Emin est constante sur [a,+∞[
et donc Emin(a) = Emin(q∗), ce qui contredit la définition de q∗ en (3.10). Maintenant, soit v ∈ E(R)
avec E(v) < Emin(q∗). En utilisant le fait que Emin(0) = 0, le théorème des valeurs intermédiaires
nous donne l’existence d’un réel q̃ ∈]0, q∗[ tel que E(v) = Emin(q̃). Comme q̃ < q∗, la définition de q∗
implique que |v| ne s’annule pas.





Ainsi, l’hypothèse du théorème Emin(q) <
√
2q est équivalente à Σq > 0. De même, pour q > 0 et δ > 0,
on note
Xq,δ = {v ∈ NE(R) | ||p(v)| − q| ≤ δ et |E(v)− Emin(q)| ≤ δ}. (3.33)
Lemme 3.2.9. Soient W vérifiant les hypothèses (A1) et (A2), q > 0 et supposons que Σq > 0. Alors
il existe δ0 > 0 tel que pour tout δ ∈ [0, δ0] et pour tout v ∈ Xq,δ, il existe x̄ ∈ R tel que∣∣1− |v(x̄)|2∣∣ ≥ Σq2 . (3.34)
Preuve. Raisonnons par l’absurde en supposant le résultat faux. Ainsi, pour tout δ0 > 0, il existe




En particulier, pour δ0 = 1n , il existe δn ∈ [0,
1


















ce qui nous donne la contradiction voulue.
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Lemme 3.2.10. Soient W vérifiant l’hypothèse (A1), E > 0 et 0 < m0 < 1 donnés. Il existe un entier
l0 = l0(E,m0) tel que, étant donnée une fonction v ∈ E(R) satisfaisant E(v) ≤ E, on a l’alternative
suivante :
(i) Pour tout x ∈ R, |1− |v(x)|2| < m0.
(ii) Il existe l points x1, x2, ..., xl avec l ≤ l0 tels que




[xj − 1, xj + 1].
Preuve. Supposons que (i) n’ait pas lieu. Alors, l’ensemble
C = {z ∈ R : |η(z)| ≥ m0},
est non vide, où η = 1 − |v|2. Posons Ij = [j − 1/2, j + 1/2], pour j ∈ Z. Nous allons montrer que
l := Card{j ∈ Z, Ij ∩ C 6= ∅} peut être borné par une constante l0 dépendant uniquement de E et de
m0, ce qui nous donnera (ii).
En utilisant le fait que ||v|′| = |v′|, l’inégalité de Cauchy–Schwarz et (3.14), on en déduit l’existence
d’une constante C, dépendant de E, telle que pour tout x, y ∈ R,




∣∣∣∣ ≤ 2‖v‖L∞(R)‖v′‖L2(R)|x− y| 12 ≤ C|x− y|1/2.
Posons r = m20/(4C2). Ainsi, pour tout z ∈ C et pour tout y ∈ [z − r, z + r],
|η(y)| ≥ m0 − ||v(y)|2 − |v(z)|2| ≥
m0
2 .
En prenant r0 = min(r, 1/2) et en intégrant cette inégalité sur [z − r0, z + r0], on obtient, pour tout














où l̃ := Card{j ∈ Z : Ĩj ∩ C 6= ∅}. La conclusion s’obtient alors en utilisant (3.15), avec l0 = 2l̃, puisque
l ≤ 2l̃.
3.3 Compacité des suites minimisantes
Cette section est consacré à l’étude des suites minimisantes associées à la courbe Emin. Le prochain
résultat nous donne que l’ensemble Sq du théorème 3.1.1 est non vide et nous permettra d’établir la
stabilité orbitale dans la section 3.5.
Théorème 3.3.1. Soit W une distribution vérifiant les hypothèses (A1) et (A2). De plus, on suppose
que Emin est concave sur R+, strictement sous-additive sur R+ et que Σq > 0, où Σq est défini en (3.32).
Soient q ∈]0, q∗[ et (un) une suite de NE(R) vérifiant
p(un)→ q et E(un)→ Emin(q), (3.36)
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lorsque n→ +∞. Alors il existe v ∈ NE(R) et une suite de points (xn) tels que, à une sous-suite près,
un(·+ xn)→ v(·), dans L∞loc(R), (3.37)
1− |un(·+ xn)|2 → 1− |v(·)|2, dans L2(R), (3.38)
u′n(·+ xn)→ v′(·), dans L2(R), (3.39)
lorsque n→ +∞. De plus, il existe une constante ν > 0 telle que
inf
R
|un(·+ xn)| ≥ ν, pour tout n ∈ N. (3.40)
En particulier p(v) = q, E(v) = Emin(q) et v ∈ Sq.
Avant de démontrer le théorème, montrons le lemme élémentaire suivant.
Lemme 3.3.2. Soit (un)n une suite vérifiant les hypothèses du théorème 3.3.1. Alors, il existe une
fonction u ∈ NE(R) telle que, à une sous-suite près,
un → u, dans L∞loc(R), (3.41)
u′n ⇀ u
′, dans L2(R), (3.42)
ηn := 1− |un|2 ⇀ η := 1− |u|2, dans L2(R). (3.43)
De plus, E(u) ≤ Emin(q), et en notant u = ρeiφ et un = ρneiφn , la suite (un) vérifie, à une sous-suite
près et pour tout A > 0, ∫ A
−A



















Preuve. Par (3.36), E(un) est bornée. Ainsi, en utilisant le lemme 3.2.1, on en déduit que u′n et
ηn := 1− |un|2 sont bornées dans L2(R) et un est bornée dans L∞(R). Ainsi, par compacité faible dans
les espaces de Hilbert et le théorème de Rellich–Kondrachov, il existe une fonction u ∈ H1loc(R) telle
que, à une sous suite près, les convergences (3.41)–(3.43) sont satisfaites, de même que (3.44), et
‖u′‖L2(R) ≤ lim inf
n→+∞
‖u′n‖L2(R). (3.47)
Comme la fonctionnelle B(f) =
∫
R(W ∗ f)f est continue et convexe dans L
2(R), puisque Ŵ ≥ 0 p.p.,
B est faiblement semi-continue inférieurement, d’où
B(u) ≤ lim inf
n→+∞
B(un). (3.48)
En combinant cette inégalité avec (3.47), on en déduit que E(u) ≤ Emin(q). Enfin, par (3.43) et le fait
que W ∈M2(R), on obtient
W ∗ ηn ⇀W ∗ η dans L2(R), (3.49)
ce qui avec (3.41) nous donne (3.45).
Il reste à montrer (3.46). Par le lemme 3.2.8, Emin est strictement croissante sur ]0, q∗[. De plus,
comme E(u) ≤ Emin(q) < Emin(q∗), à nouveau par le lemme 3.2.8, on a u ∈ NE(R). Notons alors u
sous forme polaire u = ρeiφ.
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(unu′n − |un|〈un, u′n〉) .




(uu′ − |u|〈u, u′〉) = φ′ dans L2loc(R). (3.50)
En combinant (3.50) et (3.41), on arrive à (3.46), ce qui termine la preuve du lemme.
Preuve du théorème 3.3.1. Afin de démontrer le théorème 3.1.1, on va utiliser un raisonnement de type
concentration-compacité (voir [55, 56] pour le principe général) et on va procéder en plusieurs étapes.
La première étape consiste à montrer qu’il n’y a pas évanescence i.e. qu’à translation près, la suite
(un)n ne converge pas vers une fonction constante de module un.
Étape 1. Soit (un)n une suite de fonctions vérifiant (3.36). Alors il existe un entier l̃, des suites de réels
(xnj )n et vj ∈ NE(R) non constante pour tout 1 ≤ j ≤ l̃, tels que la suite translatée un,j(·) := un(·+ xnj )
vérifie
un,j → vj , dans L∞loc(R), (3.51)
u′n,j ⇀ v
′
j , dans L2(R), (3.52)
ηn,j := 1− |un,j |2 ⇀ ηj := 1− |vj |2, dans L2(R) et L∞loc(R). (3.53)
De plus, pour tout 1 ≤ j ≤ l̃ et pour tout A > 0,
Emin(qj) ≤ E(vj) ≤ Emin(q), (3.54)∫ A
−A











(W ∗ ηn,j)ηn,j =
∫ A
−A













où ηn,j = 1− |un,j |2 (respectivement ηj = 1− |vj |2).
Preuve. Par hypothèse Σq > 0. Ainsi par application du lemme 3.2.9 et du lemme 3.2.10 avecm0 = Σq/2,
il existe un nombre fini de suites de réels (xn1 )n, (xn2 )n, ..., (xnln)n avec 1 ≤ ln ≤ lq et lq ne dépendant
que de q, telles que
|1− |un(xnj )|2| ≥
Σq




2 , ∀x ∈ R \
ln∪
j=1
[xnj − 1, xnj + 1]. (3.59)
La suite d’entiers (ln)n étant bornée, on peut supposer que ln ne dépend pas de n, quitte à extraire
une sous-suite et poser l = ln. À nouveau, quitte à extraite une sous-suite et à renommer les points
(xnj )j , il existe un entier l̃ où 1 ≤ l̃ ≤ l et R > 0 tels que
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|xnk − xnj | −→
n→+∞






B(xnk , R), ∀l̃ < j ≤ l. (3.61)
Ainsi, par l’inégalité (3.59), on en déduit que
|1− |un(x)|2| ≤
Σq




B(xnj , R+ 1). (3.62)
En appliquant le lemme 3.3.2 à la suite translatée un,j(·) = un(· + xnj ), on obtient directement les
relations (3.51) à (3.57), quitte à extraire à nouveau. Il reste à montrer que vj est non constante pour








Si vj est une fonction constante alors vj est de module un et l’inégalité (3.64) nous donne Σq ≤ 0, ce
qui est exclu. Ainsi, vj ∈ NE(R) est non constante, ce qui conclut la preuve de l’étape.
Les trois étapes suivantes ont pour but de montrer qu’il n’y a pas dichotomie. L’étape qui suit nous
donne des estimations sur l’énergie et le moment de vj par rapport à un,j .

































∣∣∣∣∣∣ ≤ 1m, (3.67)
où qj := p(vj).
Preuve. Soit m ∈ N∗. Établissons la première relation (3.65). Comme v′j ∈ L2(R), par le théorème de
convergence dominée, il existe Rm ≥ 0 avec
Rm ≥ max (R+ 1,m) (3.68)










3.3. Compacité des suites minimisantes
D’après (3.60), pour n assez grand, on a B(xnk , Rm)∩B(xnj , Rm) = ∅ pour tout 1 ≤ k 6= j ≤ l̃. Ainsi, on
suppose que les boules B(xnj , Rm) sont disjointes, quitte à augmenter n. Par (3.55) et (3.69), il existe









En sommant l’inégalité (3.70) de j = 1 à j = l̃, on obtient (3.65). Démontrons la seconde relation
(3.66). Par le théorème de convergence dominée et quitte à augmenter Rm, comme (W ∗ ηj)ηj ∈ L1(R),
pour tout 1 ≤ j ≤ l̃, on a ∣∣∣∣∣14
∫ Rm
−Rm
(W ∗ ηj)ηj − Epot(vj)
∣∣∣∣∣ ≤ 12ml̃ . (3.71)
Par (3.56), quitte à augmenter Nm, pour n ≥ Nm, on a∣∣∣∣∣14
∫ Rm
−Rm






∣∣∣∣∣ ≤ 12ml̃ . (3.72)
En utilisant (3.71), (3.72) et l’inégalité triangulaire, pour n ≥ Nm, on arrive à∣∣∣∣∣14
∫ Rm
−Rm
(W ∗ ηn,j)ηn,j − Epot(vj)
∣∣∣∣∣ ≤ 1ml̃ .
En sommant de j = 1 à j = l̃, on obtient (3.66). En appliquant le même argument à ηn,jφ′n,j et ηjφ′j à
la place de (W ∗ ηn,j)ηn,j et (W ∗ ηj)ηj , on obtient la relation (3.67).
L’idée est maintenant de comparer le moment qj (respectivement Emin(qj)) avec q (respectivement
avec Emin(q)) en utilisant les relations établies à l’étape précédente.








qj + q̃. (3.74)
Afin d’obtenir les relations souhaitées, on va utiliser (3.65), (3.66), (3.67) et faire tendre n vers
l’infini, puis m vers l’infini. En effet, comme les suites Ekin(un) et Epot(un) sont bornées d’après (3.36),
quitte à extraire une sous suite, il existe Ek, Ep ≥ 0 telles que
Ekin(un) −→
n→+∞
Ek ≥ 0, Epot(un) −→
n→+∞
Ep ≥ 0, (3.75)
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n est bornée uniformément par rapport à n etm. Par le lemme A.2,


















 = q̃. (3.77)














 = q− q̃.












































































 = Ek − Ẽk,
d’après (3.75) et (3.78). En faisant tendre n vers l’infini puis m vers l’infini dans (3.65) et en utilisant




Ekin(vj) + Ẽk. (3.79)
Pour la partie potentielle, afin de simplifier les notations, posons
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(W ∗ ηn,j)ηn,j . (3.80)




∣∣∣∣ ≤ ‖Ŵ‖L∞(R)4 ‖gn,m‖L2(R)‖fn,m‖L2(R) ≤ C(Emin(q)),
et le même argument montre que 14
∫
R
(W ∗ fn,m)fn,m peut être bornée en fonction de Emin(q). En









(W ∗ fn,m)fn,m = Ẽp. (3.81)







(W ∗ gn,m)fn,m = 0. (3.82)
Par double passage à la limite dans le découpage (3.80) de Epot(un) et en utilisant (3.75), (3.81) et












 = Ep − Ẽp.




Epot(vj) + Ẽp. (3.83)
En posant




























et en additionant les deux relations (3.79) et (3.83), on arrive à (3.73). Terminons la preuve de cette
étape en démontrant (3.82). Par définition de gn,m et l’identité (3.12), on obtient∫
R






















(W ∗ fn,m) (x+ xnj )ηn,j(x)dx.
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Ainsi, en utilisant à nouveau (3.12) et le fait que la convolution commute avec la translation, on obtient
∫
R











































∣∣W ∗ (ηn,j1B(0,Rm))∣∣ (x)|ηn,j |(x)dx.







∣∣W ∗ (ηn,j1B(0,Rm))∣∣ (x)|ηn,j |(x) = 0. (3.85)
Par (3.51), il est clair que
ηn,j1B(0,Rm) → ηj1B(0,Rm) dans L2(R).
Comme W ∈M2(R) par l’hypothèse (A1) et en utilisant la convergence précédente, on arrive à
W ∗ (ηn,j1B(0,Rm))→W ∗ (ηj1B(0,Rm)) dans L2(R)
puis ∣∣W ∗ (ηn,j1B(0,Rm))∣∣→ ∣∣W ∗ (ηj1B(0,Rm))∣∣ dans L2(R)
De plus, |ηn,j | est borné dans L2(R) et quitte à extraire une sous-suite, |ηn,j | converge faiblement dans
L2(R) et par (3.51),
|ηn,j |⇀ |ηj | dans L2(R).
D’où, par convergence produit faible-fort∫
R\B(0,Rm)
∣∣W ∗ (ηn,j1B(0,Rm))∣∣ |ηn,j | → ∫
R\B(0,Rm)
∣∣W ∗ (ηj1B(0,Rm))∣∣ |ηj |.
Maintenant, par l’inégalité de Cauchy–Schwarz, on arrive à
∫
R\B(0,Rm)






Comme η2j ∈ L1(R) et limm→+∞η
2
j1R\B(0,Rm) = 0 par définition de Rm en (3.68), le théorème de





|ηj |2 = 0,
d’où (3.85) puis (3.82).
L’étape suivante nous donne le lien entre les quantités q̃ et Ẽ définies en (3.77) et (3.84).
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|q̃| ≤ Ẽ. (3.86)
Notons, pour tout 1 ≤ j ≤ l̃,
χj,n(·) = χ(· − xnj ),
où χ est donnée par le lemme A.1 en annexe et vérifie
χ(x) =
{
1 si |x| ≤ Rm,
0 si |x| ≥ Rm + 1m .









B(xnj , Rm), ε = Σq/2 et
χΩ,Ω0 = χ̃n,m. Ainsi































∆n,m = 0. (3.88)
































par le théorème de convergence dominée. On a montré ainsi (3.86), ce qui conclut l’étape 4.
On va maintenant montrer que la dichotomie n’est pas possible dans notre cas, grâce aux hypothèses
sur la courbe Emin.
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Étape 5. On a Ẽ = q̃ = 0 et l̃ = 1.



















Ainsi, en posant s := q− q̃ =
l̃∑
j=1
qj , l’hypothèse q̃ > 0 implique que s < q. Si s > 0, en utilisant (3.86),













≥ Emin(q)− Ẽ. (3.91)
Si s ≤ 0, la première inégalité de (3.91) est triviale puisque q > 0 et par positivité de Emin. Par (3.86)





La courbe Emin est concave et positive sur R+ donc Emin est croissante sur R+. De plus, comme Emin
est paire par le lemme 3.2.6 et sous additive sur R+ par hypothèse, l’inégalité s ≤
∑l̃











ce qui contredit (3.92). Ainsi q̃ ≤ 0 et (3.74) nous donne q ≤
∑l̃





















D’après (3.73), (3.86) et (3.93) on obtient que Ẽ = 0 et q̃ = 0. Finalement, s’il existe deux valeurs non
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ce qui contredit (3.93). Donc, l̃ = 1, ce qui termine la preuve de l’étape 5.
Posons v = v1. La convergence (3.37) et l’estimation (3.40) sont une conséquence de (3.51) et (3.62)
avec l̃ = 1. Montrons maintenant les convergences (3.38) et (3.39) (avec v = v1) afin de terminer la
preuve du théorème. Comme l̃ = 1 et q̃ = 0, par l’étape 5, l’égalité (3.74) montre que q = q1. En
utilisant (3.36) et (3.54), on obtient alors
p(un,1)→ q = p(v) et E(un,1)→ Emin(q) = E(v). (3.94)
Établissons (3.39). Comme u′n,1 ⇀ v′ dans L2(R), il suffit de prouver que
lim sup
n→+∞
‖u′n,1‖L2(R) ≤ ‖v′‖L2(R). (3.95)
Raisonnons par l’absurde. Quitte à extraire une sous-suite, toujours notée un,1, on suppose que
M := lim
n→∞
‖u′n,1‖2L2(R) = 2Ekin(un,1), avec M > ‖v′‖2L2(R) = 2Ekin(v).
Ainsi, en utilisant (3.94),
lim
n→∞





= E(v)− M2 < E(v)− Ekin(v) = Epot(v),
ce qui contredit (3.48). De ce fait, u′n,1 → v′ dans L2(R), c’est-à-dire (3.39), et en particulier Ekin(un,1)→





(W ∗ ηn,1) ηn,1 =
∫
R
(W ∗ η) η. (3.96)
où η = 1− |v|2. En utilisant le théorème de Plancherel et l’hypothèse (A2), on obtient


















n − η′‖2L2(R). (3.97)
Comme W ∈M2(R), par (3.53) et (3.96), on a∫
R
(W ∗ (ηn,1 − η)) (ηn,1 − η)→ 0. (3.98)
Il reste à montrer que
‖η′n,1 − η′‖L2(R) → 0. (3.99)
En remarquant que η′ − η′n,1 = 2(〈v, v′〉 − 〈un,1, u′n,1〉), on arrive à la majoration
‖η′n,1 − η′‖L2(R) ≤ 2‖(v − un,1)v′‖L2(R) + 2‖(v′ − u′n,1)un,1‖L2(R). (3.100)
D’après (3.14), on obtient
‖un,1‖L∞(R) ≤ C(Emin(q)). (3.101)
Ainsi, par (3.39), on en déduit que
‖(v′ − u′n,1)un,1‖L2(R) ≤ C(Emin(q))‖v′ − u′n,1‖L2(R) → 0.
De plus, la majoration (3.101) et le fait que v′ ∈ L2(R) nous permettent d’utiliser le théorème de
convergence dominée afin de conclure que
‖(v − un,1)v′‖L2(R) → 0,
et on arrive à (3.99). En combinant (3.97), (3.98) et (3.99), on obtient (3.38), ce qui termine la preuve
du théorème.
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3.4 Caractérisation des solutions de (OPNc) et preuve du théo-
rème 3.1.1
Dans cette section, nous établissons les équations d’Euler–Lagrange associées au problème de
minimisation sous contraintes, ce qui nous permettra de compléter la preuve du théorème 3.1.1. Avant
cela, montrons que les solutions de (OPNc) admettent une certaine régularité en utilisant la théorie de
régularité elliptique. On reprend ici la preuve de [29] faite en dimension N ≥ 2.
Proposition 3.4.1. Soient v ∈ E(R) une solution de (OPNc) et W une distribution vérifiant les
hypothèses (A1) et (A2). Alors v ∈ C∞(R) et v est bornée. De plus, η et v′ appartiennent à W k,p(R)
pour tout k ∈ N et 2 ≤ p ≤ +∞.
Preuve. Montrons dans un premier temps que v ∈ C∞(R). Soit R > 0 arbitraire. On pose IR =]−R,R[.
Comme v est solution de (OPNc), on obtient
v′′ = −iv′ − vW ∗ (1− |v|2). (3.102)
Comme v ∈ H1loc(R), on obtient que v ∈ L∞(IR), v′ ∈ L2(IR) et (1 − |v|2) ∈ L2(IR). Par (A2),
W ∗ (1− |v|2) ∈ L2(IR) puis v
(
W ∗ (1− |v|2)
)
∈ L2(IR). Par (3.102), on conclut que v ∈ H2(IR).
Dérivons maintenant (3.102). On obtient
v′′′ = −iv′′ − v′
(
W ∗ (1− |v|2)
)
+ 2v (W ∗ 〈v, v′〉) . (3.103)
Comme v′ ∈ H1(IR), v′ ∈ L∞(IR). Ainsi v′
(
W ∗ (1− |v|2)
)
∈ L2(IR) et v (W ∗ 〈v, v′〉) ∈ L2(IR). Par
(3.103), on arrive à v′′′ ∈ L2(IR) i.e. v ∈ H3(IR). Par bootstrap, on obtient v ∈ Hk(IR) et R étant
arbitraire, v ∈ Hkloc(R). Enfin, par le théorème de Morrey, v ∈ C∞(R).
Montrons maintenant que v ∈ W k,∞(R). Le fait que v ∈ L∞(R) est une conséquence directe de
l’estimation d’énergie (3.14). Montrons alors que v ∈W 1,∞(R). Pour cela, considérons α ∈ R quelconque
et notons Jα l’intervalle ]α− 1, α+ 1[. Décomposons v sur Jα comme v = z1 + z2 + z3, où z1, z2 et z3
sont les solutions des équations suivantes{
−z′′1 = 0, dans Jα,
z1 = v, sur ∂Jα,
(3.104)
{
−z′′2 = icv′, dans Jα,
z2 = 0, sur ∂Jα,
(3.105)
{
−z′′3 = v(W ∗ η), dans Jα,
z3 = 0, sur ∂Jα.
(3.106)
La fonction z1 est une fonction affine, d’expression
z1(x) =
v(α+ 1)− v(α− 1)
2 x+
(1− α)v(α+ 1) + (1 + α)v(α− 1)
2 .
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− v(W ∗ η)dξdy
)
(x− (α− 1)).
En dérivant z3 et en utilisant (3.15), on obtient
|z′3(x)| ≤ 2
√
2‖v‖L∞(R)‖W ∗ η‖2 ≤ C(E(v))‖v‖L∞‖W‖2.
Par somme, on obtient ainsi, pour tout x ∈ Jα







La majoration ne dépend pas de α, d’où v′ ∈ L∞(R) et v ∈ W 1,∞(R). En utilisant les équations
précédentes et un argument de type bootstrap, on obtient que v ∈W k,∞(R), pour tout k ∈ N.
Posons maintenant w = v′. D’après (3.103), w vérifie
icw′ + w′′ + w(W ∗ η) + v(W ∗ η′) = 0, dans R,
ou encore, pour λ > 0,
−w′′ − icw′ + λw = f, dans R, (3.107)
avec f = w(W ∗ η) + v(W ∗ η′) + λw. Comme v′ = w ∈ L∞(R), on a w(W ∗ η) ∈ L2(R). De même,
η′ = −2〈v′, v〉 et v′ ∈ L∞(R) ∩ L2(R), donc f ∈ L2(R). En considérant λ > 0 λ assez grand, on peut
donc appliquer les théorèmes de régularité elliptique pour conclure v′ = w ∈ H2(R). On pourrait aussi
obtenir w ∈ H2(R) en appliquant directement la transformée de Fourier à (3.107).
En utilisant à nouveau (3.107) et un argument de type bootstrap, on obtient que v′ ∈ Hk(R) pour
tout k ∈ N. Enfin, par interpolation, on obtient que v′, η ∈W k,p(R), pour tout p ≥ 2 et k ∈ N.
Comme l’énergie et le moment ne sont pas définis sur un espace vectoriel, la notion de différentielle
n’est pas triviale. Cependant, pour notre étude, il suffit d’utiliser les dérivées directionnelles. Précisément,










pour tout h ∈ C∞c (R), où on suppose de plus que u ∈ NE(R) pour la définition de dp(u). Ainsi, pour t
assez petit, p(u+ th) est bien défini.











〈ih′, u〉 si u ∈ NE(R). (3.109)
En particulier, pour c ∈ R, dp(u) = cdE(u) si et seulement si u est solution de (OPNc).
Preuve. Par le théorème de convergence dominée, en utilisant le fait que h soit à support compact et
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De plus, on a
〈ih, u〉〈u, u′〉 = 14(ihū− ih̄u)(uū
′ + ūu′) = 12
(
−〈iu′, h〉|u|2 + 〈iu′h, u2〉
)
et
〈iu′, u〉〈u, h〉 = 14(iu
′u− iū′u)(uh̄+ ūh) = 12
(
〈iu′, h〉|u|2 + 〈iu′h, u2〉
)
.
Ainsi, en injectant les expressions de 〈iu′, u〉〈u, h〉 et de 〈iu, h〉〈u′, u〉 dans (3.110), on obtient (3.109).
Démontrons maintenant (3.108). On a

















et pour la partie potentielle, en utilisant la relation (3.12),






W ∗ (1− |u+ th|2)
)












W ∗ (1− |u|2)
)




W ∗ (1− |u|2)
)













Ainsi, en sommant les relations (3.111) et (3.112) que l’on divise par t, on obtient par passage à la
limite (3.108).
Théorème 3.4.3. Supposons que la courbe Emin soit concave sur R+ et soit u ∈ Sq, avec q > 0. Alors,
u est solution de (OPNc) avec pour vitesse c = cq satisfaisant
E+min(q) ≤ cq ≤ E−min(q). (3.113)
Notons que, comme Emin est concave, ses dérivées à droite et à gauche ont bien un sens.
Preuve. Comme u ∈ Sq, on a p(u) = q et E(u) = Emin(q). De plus, u n’est pas une fonction constante
puisque q > 0. Soit h ∈ C∞c (R). Par définition de Emin on a, pour tout t > 0,
E(u+ th)− E(u)
t
≥ Emin(p(u+ th))− Emin(q)
t
.
Si dp(u)[h] ≥ 0, alors p(u+ th) ≥ p(u) = q pour t assez petit. Ainsi, lorsque t→ 0+, on obtient
dE(u)[h] ≥ E+min(q)dp(u)[h].
De même, si dp(u)[h] ≤ 0, on obtient
dE(u)[h] ≥ E−min(q)dp(u)[h].
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En remplaçant h par −h, on arrive aux inégalités suivantes
E+min(q)dp(u)[h] ≤ dE(u)[h] ≤ E−min(q)dp(u)[h], si dp(u)[h] ≥ 0, (3.114)
et
E−min(q)dp(u)[h] ≤ dE(u)[h] ≤ E+min(q)dp(u)[h], si dp(u)[h] ≤ 0. (3.115)
Comme les fonctionnelles dp(u),dE(u) : C∞c (R)→ R sont linéaires, il suffit de montrer que
Ker(dp(u)) ⊂ Ker(dE(u)). (3.116)
afin d’établir les équations d’Euler–Lagrange. En effet, par le lemme 3.2 dans [13], la relation (3.116)
implique qu’il existe cq ∈ R telle que
dE(u) = cqdp(u), (3.117)
et par la proposition 3.4.2, u est alors solution de (OPNc) avec c = cq.
Afin de montrer (3.116), considérons φ ∈ Ker(dp(u)). Comme u n’est pas constante, il existe
ψ ∈ C∞c (R) telle que dp(u)[ψ] 6= 0. En effet, si pour tout ψ ∈ C∞c (R), on a dp(u)[ψ] = 0, alors, en
prenant ψ ∈ C∞c (R) avec Re(ψ) = 0, on obtient∫
R
ψ′Im(u) = 0,
ce qui implique que Im(u) est constante (voir lemme 8.1 dans [13]). De même, en prenant ψ ∈ C∞c (R)
avec Im(ψ) = 0, on en déduit que u est constante ce qui est exclu par hypothèse. Ainsi, pour tout
n ∈ N, on a
dp(u)[ψ + nφ] = dp(u)[ψ].
D’après (3.114) et (3.115), on conclut que dE(u)[ψ + nφ] = dE(u)[ψ] + ndE(u)[φ] est borné, d’où
dE(u)[φ] = 0, i.e. φ ∈ Ker(dE(u)), ce qui nous donne (3.116).
Il reste à montrer (3.113). Soit h0 ∈ C∞c (R) telle que dp(u)[h0] = 1. Alors, (3.117) implique que
dE(u)[h0] = cq. On obtient alors (3.113) avec (3.114) et h = h0, ce qui termine la preuve.
Remarque 3.4.4. Il est possible d’établir les équations d’Euler–Lagrange sans utiliser la concavité de
la courbe Emin et en utilisant un argument basé sur le théorème des fonctions implicites. Cependant, la
preuve est dans ce cas beaucoup plus technique et plus longue que la preuve précédente.
Preuve du théorème 3.1.1. En combinant les théorèmes 3.3.1 et 3.4.3 et le corollaire 3.2.7, on obtient
que, pour tout q ∈]0, q∗[, l’ensemble Sq est non vide et pour tout u ∈ Sq, u est solution de (OPNc)
ainsi que la borne sur la vitesse et la minoration sur q∗, ce qui conclut la preuve du théorème.
3.5 Stabilité des ondes progressives
Commençons par rappeler le résultat suivant concernant le problème de Cauchy pour (GPN).
Théorème 3.5.1 ([28]). Soient φ0 ∈ E(R), avec φ′ ∈ H2(R) ∩ C(R) et W ∈M3(R) une distribution
paire satisfaisant une des assertions suivantes.
(i) W ∈M1(R) et W ≥ 0 au sens des distributions.
(ii) Il existe σ > 0 tel que Ŵ ≥ σ p.p. sur R.
Alors, pour tout w0 ∈ H1(R), il existe une unique solution Ψ ∈ C(R, φ0 + H1(R)) de (GPN) avec
pour condition initiale Ψ0 = φ0 + w0. De plus, l’énergie est conservée, ainsi que le moment tant que
infx∈R |Ψ(x, t)| > 0. Dans le cas de (ii), on a l’estimation de croissance
‖Ψ(t)− φ0‖L2(R) ≤ C|t|+ ‖Ψ0 − φ0‖L2(R), (3.118)
pour tout t ∈ R, où C est une constante positive ne dépendant que de E(Ψ0), ‖Ŵ‖L∞ , φ0 et σ.
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Remarquons que l’auteur de [28] utilise une définition différente du moment, permettant à la fonction
Ψ(t) de s’annuler. Cependant, la preuve de conservation du moment dans [28] s’applique aussi au
moment renormalisé p tant que Ψ(t) ∈ NE(R). Notons que d’autres résultats concernant le problème de
Cauchy ont été établi pour différentes topologies lorsqueW = δ0 (voir par exemple [70, 34, 33, 7, 30, 31]
ainsi que les références incluses), et ces résultats peuvent probablement être adaptés à notre structure
non locale.
Pour la preuve du théorème 3.5.1, l’auteur montre d’abord que le problème est localement bien
posé pour W ∈ M3(R). Ensuite, les conditions (i) et (ii) permettent de montrer que le problème
est globalement bien posé. Dans [28], il est également établi que la solution est globale en dimension
strictement supérieure à 1, lorsque Ŵ ≥ 0 p.p. sur R. Cependant, la preuve proposée par l’auteur ne
s’applique pas en dimension 1. En utilisant le lemme 3.2.1, il est possible de montrer partiellement le
résultat pour N = 1.
Théorème 3.5.2. Soient φ0 et W comme au théorème 3.5.1 et supposons qu’il existe κ ≥ 0 tel que
Ŵ(ξ) ≥ (1− κξ2)+, p.p. sur R. (3.119)
Alors, on a la même conclusion qu’au théorème 3.5.1, incluant l’estimation de croissance (3.118), avec
une constante C ne dépendant que de E(Ψ0), ‖W‖L∞ , φ0 et κ.
Preuve. Au vu du théorème 1.10 de [28] concernant le caractère localement bien posé de (GPN), afin
de montrer que la solution est globale, il suffit de montrer que la solution Ψ(t) = φ0 + w(t) définie sur
]Tmin, Tmax[, vérifie Tmax = +∞ et Tmin = −∞. En vertu de l’alternative d’explosion du théorème 1.10,
il suffit de montrer que ‖w(t)‖L2(R) reste bornée sur tout intervalle borné de la forme ]Tmin, Tmax[. En




∣∣∣∣ ≤ ‖φ′′0‖L2(R)‖w(t)‖L2(R) + ‖φ0‖L∞(R) ∫
R
|W ∗ (1− |u(t)|2)| |w(t)| dx
≤ ‖φ′′0‖L2(R)‖w(t)‖L2(R) + ‖φ0‖L∞(R)‖Ŵ‖L∞(R)‖η(t)‖L2(R)‖w(t)‖L2(R),
où η(t) = 1− |u(t)|2. Par le lemme 3.2.1 et la conservation de l’énergie sur ]Tmin, Tmax[, on en déduit
qu’il existe une constante K > 0, dépendant de κ et E(Ψ0), telle que
‖η(t)‖L2(R) ≤ K, pour tout t ∈ ]Tmin, Tmax[.
Ainsi, pour tout δ > 0
1
2
∣∣∣∣ ddt (‖w(t)‖2L2(R) + δ)
∣∣∣∣ ≤ (‖w(t)‖2L2 + δ) 12 (‖φ′′0‖L2(R) +K‖Ŵ‖L∞(R)‖φ0‖L∞(R)) .
En divisant par (‖w(t)‖2L2(R) + δ)
1
2 , en intégrant et en faisant tendre δ vers 0, on obtient l’estimation
(3.118), pour tout t ∈ ]Tmin, Tmax[. Comme mentionné précédemment, cette estimation implique que la
solution est globale.
Comme expliqué dans la section 6 de [28], le théorème 3.5.2 nous permet de montrer que les solutions
dans l’espace d’énergie sont globales. On a alors le théorème suivant.
Théorème 3.5.3. Supposons que W ∈M3(R) est une distribution tempérée paire vérifiant (3.119).
Alors pour tout Ψ0 ∈ E(R), il existe une unique fonction Ψ ∈ C(R, E(R)), solution globale de (GPN)
avec pour condition initiale Ψ0. De plus, l’énergie est conservée. Enfin, si infx∈R |Ψ(x, t)| > 0 alors le
moment est conservé.
Démontrons maintenant le théorème 3.1.2, qui s’obtient comme conséquence presque immédiate du
théorème 3.5.3.
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Preuve du théorème 3.1.2. Au vu de la remarque 3.2.2, on en déduit que si W ∈ M3(R) est une
distribution paire, avec Ŵ ≥ 0 p.p. sur R et Ŵ est de classe C2 dans un voisinage de l’origine, alors W
vérifie (3.119), pour une certaine constante κ ≥ 0. On peut donc appliquer le théorème 3.5.3, ce qui
nous donne la conclusion voulue.
Le reste de la section est consacré à la preuve de la stabilité orbitale de Sq dans l’espace d’énergie.
Afin de prouver le théorème 3.1.3, on va utiliser le lemme suivant.
Lemme 3.5.4. Soient vn, v ∈ E(R) telles que d(vn, v)→ 0. Alors,
‖|vn| − |v|‖L∞(R) → 0 et ‖|vn|2 − |v|2‖L2(R) → 0. (3.120)
En particulier, E(vn)→ E(v). De plus, si vn, v ∈ NE(R), alors p(vn)→ p(v).
Preuve. Comme d(vn, v)→ 0, il existe M > 0 tel que
‖v′n‖L2(R) + ‖v′‖L2(R) + ‖vn‖L2(R) + ‖v‖L2(R) ≤M,
pour tout n ∈ N. Par l’inégalité de Gagliardo–Nirenberg et le fait que ||w|′| ≤ |w′| pour w ∈ H1loc(R),
on obtient
‖|vn| − |v|‖L∞(R) ≤ ‖|vn| − |v|‖L2(R)‖|vn|′ − |v|′‖L2(R) ≤ 2M‖|vn| − |v|‖L2(R),
ce qui montre la première convergence de (3.120). De la même manière, on en déduit la seconde
convergence en remarquant que




‖|v| − |vn|‖L2(R) ≤ 2M‖|vn| − |v|‖L2 ,
ce qui nous donne (3.120). En particulier, on a v′n → v′ dans L2(R) et ηn = 1−|vn|2 → η = 1−|v|2 dans





suffit alors de montrer que θ′n ⇀ θ′ dans L2(R) pour conclure que p(vn)→ p(v), où v = |v|eiθ. Comme
|vn| → |v| dans L∞(R) et v ∈ NE(R), il existe C > 0 tel que
inf
R














Comme E(vn) est bornée, il existe une sous-suite de (θ′n) notée (θ′nk) telle que θ
′
nk
⇀ θ′ dans L2(R),
lorsque k →∞. Finalement, on obtient p(vnk)→ p(v). Comme la limite ne dépend pas de la sous-suite,
on en déduit que p(vn)→ p(v).
Preuve du théorème 3.1.3. En raisonnant par l’absurde, on suppose qu’il existe ε0 > 0, (δn), (tn) et
(un0 ) ⊂ E(R) tels que δn → 0,




dA(un(· − y, tn),Sq) ≥ ε0, (3.122)
où un désigne la solution de (GPN) avec pour condition initiale un0 . En particulier, par (3.121), on en
déduit qu’il existe, à une sous-suite près, vn ∈ Sq telle que
d(un0 , vn) < 2δn. (3.123)
Comme E(vn) = Emin(q) et p(vn) = q, en appliquant le théorème 3.3.1 à (vn), on en déduit qu’il existe
v ∈ Sq et une suite de points (an) tels que, à une sous-suite près, la fonction ṽn(x) = vn(x+ an) vérifie
ṽn → v, dans L∞loc(R), et 1− |ṽn|2 → 1− |v|2, ṽ′n → v′ dans L2(R). (3.124)
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En utilisant l’estimation (3.40) du théorème 3.3.1, on en conclut que
‖|ṽn| − |v|‖L2(R) ≤
1
ν + infR |v|
‖|ṽn|2 − |v|2‖L2(R) → 0,
d’où
d(ṽn, v)→ 0 et dA(ṽn, v)→ 0, (3.125)
lorsque n→ +∞. Maintenant, par l’inégalité triangulaire et (3.123), on a
d(un0 (·+ an), v) ≤ d(un0 (·+ an), ṽn) + d(ṽn, v) < 2δn + d(ṽn, v).
En utilisant (3.125), on en déduit que d(un0 (·+ an), v)→ 0. En appliquant la conservation de l’énergie
par le théorème 3.5.3 et le lemme 3.5.4, on obtient, pour tout t ∈ R,




|un(t)| > 0, pour tout |t| ≤ |tn|. (3.127)
Raisonnons par l’absurde en supposant qu’il existe sn, avec |sn| ≤ |tn|, tel que infR |un(sn)| = 0. Par
(3.126), on en conclut que E(un(sn))→ Emin(q). Par le lemme 3.2.8, Emin est strictement croissante
sur ]0, q∗[ et il existe ainsi n0 ∈ N tel que E(un(sn)) < Emin(q∗), pour tout n ≥ n0. Ceci est une
contradiction puisque, par le lemme 3.2.8, on obtient que un(sn) ∈ NE(R).
Au vu de (3.127), on raisonne comme pour l’énergie, en utilisant la conservation du moment au
théorème 3.5.3 et le lemme 3.5.4, afin d’obtenir
p(un(tn)) = p(un0 ) = p(un0 (·+ an))→ p(v) = q. (3.128)
Par (3.126) et (3.128), on peut maintenant appliquer le théorème 3.3.1 à la suite (un(tn)). Alors, en
raisonnant comme précédemment, on en déduit qu’il existe w ∈ Sq et une suite de points (bn) tels que,
à une sous-suite près,
dA(un(·+ bn, tn), w(·))→ 0, (3.129)
ce qui contredit (3.122) et ce qui termine la démonstration.
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Chapitre 4. Étude de la courbe minimisante en dimension N ≥ 1
4.1 Introduction
4.1.1 Présentation du problème
Considérons l’équation de Gross–Pitaevskii non locale en dimension N ≥ 1,
i∂tΨ(t) = ∆Ψ + Ψ(t)
(
W ∗ (1− |Ψ(t)|2)
)
dans R× RN , (GPN)








W ∗ (1− |Ψ(t)|2)
)
(1− |Ψ(t)|2).
Dans le cas particulier où W = δ0, (GPN) est notée (GP). Les ondes progressives sont des solutions
particulières de (GPN) de la forme
Ψ(t, x) = u(x1 − ct, x⊥)
où x⊥ = (x2, ..., xN ) et c ∈ R désigne la vitesse de l’onde. À nouveau dans notre étude, comme au
chapitre précédent, nous nous limiterons aux ondes progressives d’énergie finie. Si Ψ est une onde
progressive, alors u vérifie l’équation
ic∂1u+ ∆u+ u
(
W ∗ (1− |u|2)
)
= 0 (OPNc)
et en conjuguant (OPNc), on peut se ramener au cas c ≥ 0. Lorsque W = δ0, cette équation sera
notée (OPc). Il est clair que si u est une constante de module 1 alors u est solution de (OPNc) et ces
solutions seront appelées solutions triviales par la suite. Se pose alors la question de l’existence d’ondes
progressives non triviales d’énergie finie pour (GPN) en dimension N ≥ 1.
Une manière d’obtenir l’existence d’ondes progressives non triviales est d’utiliser une approche
variationnelle, comme nous l’avons fait au chapitre précédent (voir en particulier la section 3.3).
Précisément, considérons le problème de minimisation sous contraintes,
Emin(q) = inf{E(v) : p(v) = q} (4.1)
pour q ≥ 0, où p est le moment et E(RN ) est l’espace d’énergie défini par
E(RN ) = {v ∈ H1loc(R) : 1− |v|2 ∈ L2(R), ∇v ∈ L2(R)}. (4.2)
Formellement, (OPNc) est alors l’équation d’Euler–Lagrange associée à ce problème de minimisation
sous contraintes et la vitesse c est le multiplicateur de Lagrange. Ce résultat a été démontré au
théorème 3.4.3 au chapitre précédent dans le cas de la dimension 1 et il n’est pas difficile de généraliser
la preuve à toute dimension. L’existence des ondes progressives non triviales se fait alors en deux temps :
L’étude des propriétés de la courbe minimisante Emin puis la compacité des suites minimisantes par
concentration-compacité. Dans le cas W = δ0, ce raisonnement a été employé en dimension N = 1 dans
[7], en dimension N = 2 et N = 3 dans [8] et dans [19] en dimension N ≥ 2 pour différents types de
localités, généralisant le cas local.
Dans l’énoncé du théorème 3.1.1, nous avions supposé que Emin était concave sur R+, strictement
sous-additive sur R+ et Emin(q) <
√
2q pour tout q ∈ R+. Lors de la preuve de ce théorème, l’utilisation
de ces hypothèses sur la courbe minimisante était fondamentale afin de conclure quant à la compacité
des suites minimisantes et donc à l’existence d’ondes progressives non triviales pour (GPN).
Le but de ce chapitre est double : D’une part, nous allons étudier la courbe minimisante en dimension
N ≥ 1 dans le cas non local, sous certaines hypothèses sur W, ce qui généralise le cas local. D’autre
part, les propriétés que nous établirons permettront de compléter le résultat d’existence et de stabilité
en dimension 1 du chapitre précédent, ce qui nous donnera un nouvel énoncé quant à l’existence de
solutions non triviales pour (OPNc), ne dépendant plus des hypothèses sur la courbe minimisante.
Avant de présenter nos résultats, énonçons les hypothèses que nous ferons sur W.
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4.1.2 Hypothèses sur W
Afin de simplifier les notations, si N ≥ 1 et pour ξ = (ξ1, ..., ξN ) ∈ RN fixé, on note, pour
l ∈ {1, ..., N},
wl : R → R
λ 7→ Ŵ(ξ1, ..., ξl−1, λ, ξl+1, ..., ξN ).
(4.3)
Si N = 1, on pose wl(·) = Ŵ(·).
(H1) W est une distribution tempérée paire, réelle, Ŵ ∈ L∞(RN ) et Ŵ ≥ 0 presque partout sur RN .
De plus, Ŵ est continue à l’origine et Ŵ(0) = 1.
(H2) Ŵ appartient à C3b (RN ), ∂21Ŵ(0) > −1 et Ŵ(ξ) ≥ 1 .
(H3) Il existe l ∈ {1, ..., N}, avec l ≥ 2 si N ≥ 2, tel que pour tout ξ ∈ RN , wl admet une extension
méromorphe au demi-plan supérieur H := {z ∈ C : Im(z) > 0} et les seules singularités de wl
sur H sont des pôles simples isolés et appartenant à l’axe imaginaire, c’est-à-dire de la forme
{iνj : j ∈ J}, avec νj > 0 pour tout j ∈ J , 0 ≤ |J | ≤ ∞. De plus, pour tout j ∈ J , Res(wl, iνj)
est imaginaire pur et
iRes(wl, iνj) ≤ 0. (4.4)
Enfin, il existe une suite de courbes de longueur finie (Γk)k∈N∗ ⊂ H, paramétrées par γk :
[ak, bk]→ C, telle que Γk ∪ [−k, k] est une courbe fermée orientée positivement qui ne passe par
aucun pôle. De plus,
lim
k→+∞


















Ici L(Γk) désigne la longueur de la courbe et Ckb (RN ) désigne l’ensemble des fonctions bornées
de classe Ck dont les k premières dérivées sont bornées. Rappelons que, avec notre convention, la
transformée de Fourier de la masse de Dirac en 0 est δ̂0 = 1 et les hypothèses (H1)–(H4) sont vérifiées.
Pour la formulation de l’hypothèse (H3) en dimension N = 1, il faut remplacer wl par Ŵ dans l’énoncé
et les relations (4.4) et (4.5) par
iRes(Ŵ, iνj) ≤ 0 pour tout j ∈ J,
lim
k→+∞







Faisons quelques remarques à propos de ces hypothèses. La première hypothèse (H1) garantit que la
fonctionnelle d’énergie est bien définie et positive dans E(RN ) comme dans le cas de la dimension N = 1
et on renvoie au chapitre précédent pour plus de détails (voir section 3.1.2). Notons que l’hypothèse (H2)
en dimension 1 implique l’hypothèse (A2). L’hypothèse (A2) nous avait permis d’établir les estimations
clés d’énergie aux lemmes 3.2.1 et 3.2.3 du chapitre précédent. Dans ce chapitre, l’hypothèse (H2) nous
permettra d’obtenir une borne sur Emin(q) lorsque N = 1 et N = 2. Précisément, les conditions sur les
dérivées secondes,
(Ŵ)′′(0) > −1 et ∂21Ŵ(0, 0) > −1,
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impliqueront que les ondes progressives de (GPN) peuvent être formellement décrites en termes des
ondes progressives de l’équation de Korteweg–de Vries en dimension 1, et comme ondes progressives de
l’équation de Kadomtsev–Petviashvili I en dimension 2 lorsque c est proche de
√
2 (voir section 4.2.4).
La plus technique et restrictive hypothèse (H3) sera uniquement utilisée pour montrer que la courbe
Emin est concave. En effet, soit l ∈ {2, ..., N}. En utilisant un argument de réflexion de [57], nous serons
amenés à montrer que ∫
RN
(W ∗ f)f ≥
∫
RN
(W ∗ f∗)f∗, (4.8)
pour toute fonction impaire f ∈ C∞c (RN ) par rapport à xl (respectivement pour toute fonction impaire
f ∈ C∞c (R) si N = 1), où si N = 1,
f∗(x) =
{
f(x), si x ≥ 0,
−f(x), si x < 0,
et si N ≥ 2,
f∗(x) =
{
f(x), si xl ≥ 0,
−f(x), si xl < 0.
Par le théorème de Plancherel, (4.8) se reformule de la manière suivante.
(H3’) Il existe l ∈ {2, ..., N}, tel que W vérifie∫
RN
Ŵ(ξ)(|f̂(ξ)|2 − |f̂∗(ξ)|2)dξ ≥ 0,
pour toute fonction f ∈ C∞c (RN ) impaire par rapport à xl si N ≥ 2 (respectivement pour toute
fonction impaire f ∈ C∞c (R) si N = 1),
et on montrera dans la section 4.2.3 que (H3) implique (H3’). Ainsi, on peut remplacer (H3) par la
plus faible condition (H3’). Finalement, notons que si W = δ0, la condition (H3’) est vérifiée puisque
‖f‖L2(RN ) = ‖f∗‖L2(RN ).
L’hypothèse (H4) sera utilisée uniquement pour montrer la croissance de la courbe Emin et à partir
de la dimension 2 (voir lemme 4.2.12). Cette hypothèse ne sera pas utile en dimension 1. Dans la
section 4.2.3, nous montrons que si W vérifie (H3), alors Emin est concave sur R+. Dans ce cas, Emin
est croissante sur R+. Ainsi, si une distribution vérifie (H3), il n’est pas nécessaire d’utiliser (H4) afin
d’obtenir la croissance de Emin. Cependant, dans l’exemple de potentiel (iv) qui va suivre, W ne vérifie
pas l’hypothèse (H3) et il faut donc utiliser l’hypothèse (H4) afin de montrer que Emin est croissante
sur R+.
Donnons maintenant des exemples de potentiels vérifiant (H1)–(H4). Commençons par le cas de la
dimension N = 1.










donc Ŵα,β(0) = 1 et il n’est pas difficile de voir que les hypothèses (H1) et (H2) sont satisfaites.
En particulier, Ŵ ′′α,β(0) = 4a/(b2(b− 2a)) ≥ 0. Afin de vérifier (H3), il suffit de voir que l’unique
singularité sur H de la fonction méromorphe Ŵα,β est le pôle simple ν = iβ et
iRes(Ŵα,β , iβ) = −
αβ
β − 2α < 0.
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Comme Ŵα,β est bornée sur H hors des pôles, la condition (H3) est remplie. Rappelons que par
l’inégalité de Young, L1(R) est un sous espace deM3(R). Ainsi,Wα,β ∈M3(R) et le théorème 3.1.2
s’applique. Montrons queWα,β vérifie (H4) pour β ≥ 3α/8. En posant γ = β2−2αβ > 0, l’inégalité
(4.6) est équivalente à
λ
ξ2 + λ2γ
ξ2 + λ2β2 ≤
ξ2 + γ
ξ2 + β2 ,
ce qui se réécrit, en développant,
(1− λ)
(
ξ4 + ξ2((1 + λ+ λ2)γ − λβ2) + λ2γβ2
)
≥ 0. (4.9)
Comme γ(1 + λ+ λ2) > 0 et λ ∈]0, 1[, une condition suffisante pour que (4.9) soit vérifiée est que
ξ4 − λβ2ξ2 + λ2γβ2 ≥ 0.
En effectuant le changement de variable X = ξ2, on obtient une inéquation du second degré dont
le discriminant est égal à λ2β4 − 4λ2γβ2 = λ2β3(8α− 3β). Ainsi, si β ≥ 3α/8, (4.9) est vérifiée
et donc (H4) est vérifiée pour Wα,β .
(ii) Pour α ∈ [0, 1[, on considère le potentiel Wα = 11−α (δ0 − αV), où
V(x) = − 3
π
ln(1− e−π|x|) et V̂(ξ) = 3(ξ coth(ξ)− 1)
ξ2
.
Il n’est pas difficile de voir que V̂ est une fonction C∞, positive et paire sur R, décroissante sur
R+, avec V̂(0) = 1, V̂ ′′(0) = −2/15 et équivalente à l’infini à 3/ξ. Ainsi les conditions (H1) et
(H2) sont satisfaites. Comme fonction du plan complexe, V̂ est une fonction méromorphe dont les
seules singularités sur H sont données par les pôles simples {iπ`}`∈N∗ et donc
iRes(Ŵα, iπ`) = i
α
1− αRes(−V̂, iπ`) = −
3α
π`(1− α) .
Pour vérifier (H3), définissons pour k ≥ 2, les fonctions γ1,k(t) = (k + 1/2)π + it, t ∈ [0, (k +
1/2)π], γ2,k(t) = t + i(k + 1/2)π, t ∈ [(k + 1/2)π,−(k + 1/2)π], et γ3,k(t) = −(k + 1/2)π + it,
t ∈ [(k + 1/2)π, 0], de sorte que la courbe correspondante Γk est donnée par les trois côtés d’un
carré et Γk ne passe par aucun pôle. En utilisant le fait que pour tout x, y ∈ R (voir [1])
| coth(x+ iy)| =
∣∣∣cosh(2x) + cos(2y)cosh(2x)− cos(2y) ∣∣∣1/2,
il est possible de montrer qu’il existe une constante C > 0, indépendante de k, telle que
|V̂(γj,k(t))| ≤ C, pour tout t ∈ [aj,k, bj,k], pour j ∈ {1, 2, 3}, où [aj,k, bj,k] est le domaine
de définition de γj,k. En conclusion, (H3) est satisfaite. Comme V ∈ L1(R), on conclut que
Wα ∈M3(R) et on peut appliquer le théorème 3.1.2 à cette distribution.
Montrons maintenant que Wα vérifie (H4) pour tout α ∈ [0, 1[. Posons, pour ξ ∈ R∗ et α ∈ [0, 1[,








On va montrer que F est croissante sur [0, 1]. Dans ce cas, F (λ) ≤ F (1) pour tout λ ∈ [0, 1],
c’est-dire que (H4) est vérifiée pour tout α ∈ [0, 1[. En dérivant F , on obtient
F ′(λ) = λ
ξ2
(
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Ainsi,















Il n’est pas difficile de montrer par une étude de fonctions que
csch2(x)− 1
x2


























La condition (4.10) est alors vérifiée pour tout α ∈ [0, 1[ i.e. (H4) est vérifiée pour tout α ∈ [0, 1[.
(iii) Il est possible de construire d’autres exemples à partir des distributions proposées en (i) et (ii).











En remarquant que les pôles de Ŵσ sont les mêmes que la distribution présentée en (ii) et en
utilisant les calculs de résidus effectués dans l’exemple précédent et le fait que σ ≤ π2/2, il n’est
pas difficile de voir que que Wσ vérifie (H3). De plus, en utilisant la condition σ ∈ [0, π2/2], on
peut voir que Wσ vérifie les conditions (H1) et (H2). Enfin, si σ > 0, en utilisant (ii) avec α = 1/2






ξ2 + π2 ,
la condition (H4) est vérifiée.
(iv) Considérons pour a > 0, b > 0 et c > 0, la distribution
Ŵa,b,c(ξ) = (1 + aξ2 + bξ4)e−cξ
2
,
venant du potentielWa,b,c(x) = (A+Bx2+bx4)e−
x2
4c où A = 8ac3+12bc2+16c4 et B = −4c(ac+b).
Ce type de potentiel a été proposé en dimension 2 dans [64, 6] afin de décrire un fluide quantique
comme l’Helium 4 et montrant un spectre d’excitation roton-maxon. L’hypothèse (H1) est
clairement vérifiée. L’hypothèse (H2) ne l’est pas car Ŵa,b,c tend vers 0 en ±∞. De même,
l’hypothèse (H3) n’est pas vérifiée. En effet, Ŵa,b,c admet une croissance exponentielle sur l’axe
des imaginaires purs et la condition (4.7) n’a pas lieu. Montrons que Ŵa,b,c vérifie (H4) pour un
















En particulier, si 2c > a, 2ac > 3b et bc > 0 alors F ′(λ) est positive donc F est croissante et (H4)
est vérifiée.
Passons maintenant aux exemples en dimension N ≥ 2.
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où Ŵj est une distribution d’une variable choisie parmi les exemples (i)-(iii) en dimension 1, en
prenant en compte les restrictions sur les coefficients scalaires. Il est clair que Ŵ vérifie (H1).
Pour ce qui concerne (H2), la fonction Ŵ est de classe C3b sur RN comme produit de fonctions
ayant cette propriété en dimension 1. De plus pour tout ξ ∈ RN , Ŵ(ξ) est un produit de nombres
réels supérieurs ou égaux à 1 et est donc supérieur ou égal à un. Enfin, on a




et ce dernier produit est un produit de 1 dans les exemples choisis. Puisque ∂21Ŵ1(0R) > −1,
il vient que ∂21Ŵ(0RN ) = ∂21Ŵ1(0R) > −1. Ceci assure que (H2) est vérifiée. Il en est de même
pour l’hypothèse (H4) puisque Wj vérifie (H4) d’après (i)-(iii). Enfin, en prenant au moins une
distribution Ŵj vérifiant (H3) parmi les exemples (i) à (iii) lorsque 2 ≤ j ≤ N , on obtient que Ŵ
vérifie l’hypothèse (H3).













j , qui est une généralisation de l’exemple (i) en dimension N . En effectuant le
même raisonnement qu’en dimension 1, la distribution Ŵ vérifie les hypothèses (H1) à (H4) pour
le même choix de α et β en (i).
4.1.3 Résultats principaux
Au chapitre 3, nous avions défini le moment en dimension 1 pour les fonctions appartenant à NE(R),
où
NE(R) = {v ∈ E(R) : inf
R
|v| > 0}.
En dimension N ≥ 2 et lorsque W = δ0, les ondes progressives s’annulent à partir d’une certaine vitesse
c∗ > 0 [8, 12] et il faut ainsi se placer dans l’espace d’énergie E(RN ) tout entier lors de notre étude.
Avant d’énoncer le résultat principal, définissons le moment que l’on va utiliser en dimension N ≥ 2.
On reprend ici la construction effectuée dans [59, 19] que l’on détaille à nouveau. D’autres définitions
du moment sont possibles (voir [8]). Soit l’espace Y défini par
Y = {∂1φ : φ ∈ Ḣ1(RN )}.
Il n’est pas difficile de voir que Y muni de la norme ‖∂1φ‖Y = ‖∇φ‖L2(RN ) est un espace de Banach.
Les deux lemmes suivants permettent de définir le moment et on renvoie aux références indiquées pour
leurs preuves.
Lemme 4.1.1 ([59, 19]). Soit N ≥ 2. Alors, pour tout u ∈ E(RN ), on a
〈i∂1u, u〉 ∈ L1(RN ) + Y.
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Considérons l’application G définie par
G : L1(RN ) + Y → R




Cette application a bien un sens par le lemme 4.1.2. et le moment en dimension N ≥ 2 sera donc défini
comme suit.
Définition 4.1.3 ([59, 19]). Soit N ≥ 2. Pour u ∈ E(RN ), le moment de u (selon la direction x1) est
défini par
p(u) = G(〈i∂1u, u〉). (4.13)
Si u ∈ E(RN ) admet un relevement u = ρeiθ, alors 〈i∂1u, u〉 = −∂1θρ2 = (1 − ρ2)∂1θ + ∂1θ ∈





On retrouve ainsi une expression similaire au moment renormalisé en dimension 1. Pour terminer, on
utilisera à plusieurs reprises lors des preuves, les changements d’échelle suivants. Pour tout u ∈ E(RN ),



















p(uλ,γ) = γN−1p(u) et p(uα,β) = αN−2βp(u). (4.14)
Le premier théorème que nous allons démontrer dans ce chapitre est le suivant et généralise les propriétés
de la courbe minimisante établies dans le cas local [8, 19].
Théorème 4.1.4. Supposons que W vérifie (H1) et (H2). Alors, pour tout N ≥ 1,
(i) Emin est paire et lipschitzienne sur R, avec
|Emin(p)− Emin(q)| ≤
√
2|p− q|, pour tout p, q ∈ R.
De plus, Emin est sous-additive sur R+.
(ii) Si W vérifie (H4), alors Emin est croissante sur R+.
(iii) Si W vérifie (H3) ou (H3’), alors Emin est concave sur R+.
Rappelons que lors du chapitre précédent, nous avions défini une constante q∗ par
q∗ = sup{q > 0 | ∀v ∈ E(R), E(v) ≤ Emin(q)⇒ inf
R
|v| > 0} (4.15)
et le corollaire 3.2.7 nous donnait que q∗ > 0.027 sous l’hypothèse où Emin était concave sur R+. Le
résultat qui suit nous apporte de nouvelles propriétés pour la courbe minimisante Emin en dimension 1.
Théorème 4.1.5. Soient N = 1 et W vérifiant les hypothèses (H1) et (H2). Alors,
(i) Il existe des constantes q1, A1, A2, A3 > 0 telles que
√
2q−A1q3/2 ≤ Emin(q) ≤
√
2q−A2q5/3 +A3q2, pour tout q ∈ [0, q1].
(ii) Si Emin est concave sur R+, alors Emin est strictement croissante sur [0, q∗[.
(iii) Supposons que Emin soit concave sur R+. Alors Emin(q) <
√
2q, pour tout q > 0, Emin est




0 ≤ E+min(q) ≤ E−min(q) <
√
2. (4.16)
De plus, E+min(q)→ E+min(0) =
√
2 lorsque q→ 0+.
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Nous démontrerons aussi, comme pour (i), la borne supérieure sur Emin en dimension 2 suivante.




2q−K1q3 +K2q4, pour tout q ∈ [0, q1]. (4.17)
Le théorème 4.1.5 combiné aux théorèmes d’existence et de stabilité du chapitre 3 nous donnera le
théorème suivant. Rappelons certaines notations du chapitre précédent. L’ensemble Sq est défini par
Sq = {v ∈ NE(R) : Emin(q) = E(v) et p(v) = q}.
Enfin, pour la stabilité, nous avions utilisé, pour v1, v2 ∈ E(R), la pseudométrique
d(v1, v2) = ‖v′1 − v′2‖L2(R) + ‖|v1| − |v2|‖L2(R)
et la distance
dA(v1, v2) = ‖v′1 − v′2‖L2(R) + ‖|v1| − |v2|‖L2(R) + ‖v1 − v2‖L∞([−A,A]).
Théorème 4.1.7. Soit N = 1. Supposons que W vérifie les hypothèses (H1) à (H3). Alors pour tout
q ∈]0, q∗[, l’ensemble Sq est non vide. De plus, pour tout u ∈ Sq, u est solution de (OPNc) pour une
certaine vitesse cq ∈]0,
√
2[ satisfaisant
E+min(q) ≤ cq ≤ E−min(q). (4.18)
De plus, cq →
√
2 lorsque q→ 0+. Enfin, Sq est orbitalement stable pour (E(R), d) et pour (E(R), dA),
pour tout q ∈]0, q∗[.
L’existence des ondes progressives en dimension N ≥ 2 ne sera pas montrée dans cette thèse.
Cependant, comme expliqué dans l’introduction, l’étude de la courbe minimisante constitue la première
étape pour montrer l’existence de solutions non triviales de (OPNc). Notons que les résultats de la
section 3.4 sont facilement généralisables en dimension N ≥ 1 dans le cas non local et on a le résultat
suivant.
Théorème 4.1.8. Soient N ≥ 1 et W une distribution vérifiant les hypothèses (H1)–(H2). Supposons
que la courbe Emin soit concave sur R+. Si Sq est non vide pour un q > 0, alors tout u ∈ Sq est solution
de (OPNc) avec pour vitesse c = cq satisfaisant
E+min(q) ≤ cq ≤ E−min(q). (4.19)
Pour la démonstration de ce théorème dans le cas local en dimension N ≥ 2 et le calcul de la
différentielle du moment (4.13), on revoie à [19].
L’organisation de ce chapitre est la suivante. Dans un premier temps, en section 4.2.1, nous
montrerons quelques résultats préliminaires, qui nous serviront par la suite. Dans la section 4.2.2, on
montre la continuité, la croissance et la sous-additivité de la courbe en dimension N . La section 4.2.3
est consacrée à la concavité de Emin. Enfin, dans la section 4.2.4, on démontre les bornes sur Emin
en dimension 1 et 2. Pour terminer, la section 4.3 est destinée à démontrer les théorèmes 4.1.4, 4.1.5
et 4.1.7.
4.2 Propriétés de la courbe Emin
À partir de maintenant et jusqu’à la fin de la section 4.2, on suppose queW vérifie les hypothèses (H1)
et (H2).
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4.2.1 Résultats préliminaires
Pour l’étude de la courbe minimisante, il sera intéressant d’utiliser des fonctions d’énergie finie
constantes hors d’une boule. Introduisons l’espace
E0(RN ) = {v ∈ E(RN ) : ∃R > 0 t.q. v est constante sur B(0, R)c}.
Notons que, en dimension 1, les fonctions appartenant à E0(R) peuvent avoir des limites différentes
en ±∞. Le prochain résultat montre que la courbe Emin est bien définie et se situe en dessous de la
droite y =
√
2x sur R+ (respectivement en dessous de la droite y = −
√
2x sur R−).
Lemme 4.2.1. Pour tout q ∈ R, il existe une suite de fonctions (ψn)n appartenant à E(RN ), avec
1− |ψn| ∈ C∞c (RN ), telle que




2|q|, quand n→ +∞. (4.20)




Preuve. Ce résultat a déjà été démontré en dimension 1 au chapitre précédent au lemme 3.2.4. On
suppose donc que N ≥ 2. Si q = 0, il suffit de prendre ψn ≡ 1. Soient q > 0, χ ∈ C∞c (RN ), (αn)n,
(βn)n et (γn)n telles que
αn → +∞, βn → +∞, γn → 0,
αn
βn







quand n→ +∞. Posons



















et ψn(x) = ρn(x) exp(iθn(x)).





















































2q. En posant B = 14
∫
RN (∂1χ)
3 et en prenant















n q2 + 4qBγ3nβN−1n
)
,
les relations (4.22) sont vérifiées et on a p(ψn) = q. Calculons maintenant l’énergie de ψn. Pour la
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Le calcul précédent avec W = δ0 nous donne aussi
‖1− |ψn|2‖2L2(RN ) → 2
√
2q.












(∂1χ)2 = |q| et ψn = ρn exp(−iθn),
les calculs précédents nous donnent à nouveau (4.20).
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Lemme 4.2.2. Pour tout N ≥ 1, la courbe Emin est paire sur R.
Preuve. Le cas N = 1 a déjà été traité au chapitre précédent au lemme 3.2.6. Soit q ∈ R, N ≥ 2 et on
suppose dans un premier temps que N est pair. Par définition de Emin, il existe un ∈ E(RN ) telle que
E(un)→ Emin(q) et p(un) = q. Posons
vn(x) = un(−x)
D’après la relation (4.14) sur le moment, on obtient p(vn) = (−1)N−1p(un) = −q. De même, par
changement de variables, il est clair que Ekin(vn) = (−1)NEkin(un) = Ekin(un). Dans le cas de l’énergie





















Finalement, E(vn) ≥ Emin(−q) et par passage à la limite, on obtient Emin(q) ≥ Emin(−q). L’inégalité
dans l’autre sens s’obtient en remplaçant q par −q, d’où Emin(q) = Emin(−q), i.e. Emin est paire si N
est pair. Si N est impair, en posant cette fois
vn(x′, xN ) = un(−x′, xN ),
un raisonnement similaire au cas précédent nous amène à la même conclusion.
Au vu du lemme 4.2.2, il suffit d’étudier Emin sur R+. Concernant la densité de E0(R) dans NE(R),
on a le résultat suivant.
Lemme 4.2.3. Soit v = ρeiθ ∈ NE(R). Alors, il existe une suite de fonctions vn = ρneiθn ∈ E0(R),
avec ρn − 1, θ′n ∈ C∞c (R), telle que
‖ρn − ρ‖H1(R) + ‖θ′n − θ′‖L2(R) → 0, quand n→ +∞. (4.25)
En particulier,
E(vn)→ E(v) et p(vn)→ p(v), quand n→ +∞. (4.26)
Preuve. Comme v = ρeiθ ∈ NE(R), |v(x)| → 1 lorsque |x| → +∞ et v ∈ L∞(R). Posons
g(x) := ρ(x)− 1 = |v(x)| − 1 = |v(x)|
2 − 1
|v(x)|+ 1 .
Il est clair que g ∈ L2(R) puisque |g(x)| ≤ ρ2 − 1. De plus, g′ = 〈v′, v〉/|v| donc |g′| ≤ |v′| et on conclut
que g ∈ H1(R). Ainsi, il existe gn ∈ C∞c (R) telle que gn → g dans H1(R). En posant ρn = gn + 1, on
en déduit que ‖ρn − ρ‖H1(R) lorsque n→ +∞. Pour θ, par densité de C∞c (R) dans L2(R), il existe une





on obtient θ′n − θ′ → 0 dans L2(R) et vn := ρneiθn appartient à E0(R). Les convergences (4.26) sont
une conséquence directe de (4.25) et de l’injection de Sobolev H1(R) ↪→ L∞(R).
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Remarque 4.2.4. Si v ∈ E0(R), par le lemme précédent, on peut écrire v = ρeiθ, avec ρ, θ ∈ C∞(R)
et ρ− 1, θ′ ∈ C∞c (R). Ainsi, la fonction θ est constante hors de supp(θ′) et sans perte de généralité, on
peut supposer qu’il existe R > 0 tel que θ(x) ≡ 0 pour tout x ≤ −R ou θ(x) ≡ 0 pour tout x ≥ R (mais
on ne peut pas supposer que θ(x) ≡ 0 pour |x| ≥ R). Ainsi, sans perte de généralité, on peut supposer
que v(x) ≡ 1 pour x ≤ −R ou v(x) ≡ 1 pour x ≥ R, pour R > 0 assez grand.
Passons au cas où N ≥ 2. Le corollaire 3.4 de [19] nous donne le lemme d’approximation suivant.
Lemme 4.2.5. Soit N ≥ 2 et u ∈ E(RN ). Alors il existe un ∈ E0(RN ) et θ0 ∈ R telle que
(i) un = u sur B(0, 2n), un = eiθ0 sur B(0, 2n+1),




2)2 − (1− |u|2)2| → 0,
(iv) p(un)→ p(u).
L’hypothèse (H1) et le lemme précédent nous donnent immédiatement le corollaire suivant.
Corollaire 4.2.6. Soit N ≥ 2 et u ∈ E(RN ). Alors il existe un ∈ E0(RN ) telle que
E(vn)→ E(v), ‖1− |vn|2‖L2(RN ) → ‖1− |v|2‖L2(RN ) et p(vn)→ p(v), quand n→ +∞.
De plus, un est constante et égale à eiθ0 sur B(0, 2n+1)c, pour θ0 ∈ R. En particulier, on peut supposer
que un ≡ 1 sur B(0, 2n+1)c.






pour f ∈ L2(RN ). Il est clair que si u ∈ E(RN ), alors B(1 − |u|2) = 4Ep(u). Le lemme suivant sera
utilisé à plusieurs reprises.
Lemme 4.2.7. Pour tout f, g ∈ L2(RN ), on a
B(f + g) = B(f) +B(g) + 2
∫
RN
(W ∗ f)g. (4.28)
De plus, si g ∈ C∞c (RN ) et si il existe une suite (yn) telle que yn → +∞, alors
B(f + gn)−B(f)−B(gn) →
n→+∞
0, (4.29)
où gn(x) = g(x− yn).
Preuve. L’identité (4.28) est une conséquence de la parité deW par l’hypothèse (H1). Ainsi, en utilisant
(4.28), on obtient




Comme gn ⇀ 0 dans L2(RN ) et W ∗ f ∈ L2(RN ), on obtient (4.29).
Corollaire 4.2.8. Soit u ∈ E(RN ), avec u = ρeiθ ∈ NE(R) si N = 1. Alors il existe un ∈ E0(RN ) telle
que
p(un) = p(u) et E(un)→ E(u), lorsque n→ +∞. (4.30)
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Preuve. Par le lemme 4.2.3 et le corollaire 4.2.6, il existe vn ∈ E0(RN ) telle que
E(vn)→ E(u) et p(vn)→ p(u), lorsque n→ +∞. (4.31)





















Comme αn → 1, les expressions précédentes nous donne que un vérifie (4.30). Si maintenant N ≥ 2,
soit vn ∈ E0(RN ) donnée par le corollaire 4.2.6. Posons αn = p(vn)/p(u) et un(x) = vn(x′, αnxN ). Dans




























Ŵ(ξ′, αnξN )|F(1− |vn|2)|2(ξ)dξ.
Il est clair que Ekin(un) → Ekin(u) et par l’hypothèse (H1) et le théorème de convergence dominée
Epot(un)→ Epot(u), ce qui nous donne au final (4.30).
Traitons maintenant le cas p(u) = 0. Sans perte de généralité, on peut supposer que δn := p(vn) 6= 0
pour n assez grand. Sinon, à une sous-suite près, on obtient la conclusion avec un = vn. Par le
lemme 4.2.1, il existe wn ∈ E0(RN ) telle que
p(wn) = −δn et E(wn)→ 0, lorsque n→ +∞. (4.32)
Soient Rn, rn > 0 tels que les fonctions
fn := 1− |vn|2 et gn := 1− |wn|2
soient à support dans B(0, Rn) et B(0, rn), respectivement. Si N = 1, posons
un =

vn, sur ]−∞, Rn],
1, sur [Rn,−rn + yn],
wn(· − yn), sur [−rn + yn,+∞[,
(4.33)
où yn est une suite de points telle que Rn < −rn + yn. En tenant compte de la remarque 4.2.4, on peut
supposer sans perte de généralité que un est continue et appartient à E0(RN ). Si N ≥ 2, on pose
un =
{
vn, sur B(0, Rδ),
wn(· − yne), sinon,
(4.34)
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où e ∈ RN est un vecteur de norme 1 et yn est une suite de points telle que Rn < −rn + yn à nouveau
et on peut supposer que un est continue et appartient à E0(RN ). Afin de simplifier les notations, posons
w̃n = wn(· − yn) et g̃n := 1− |w̃n|2. On obtient, par définition de un,
p(un) = p(vn) + p(wn) = 0 et Ekin(un) = Ekin(vn) + Ekin(wn). (4.35)
En particulier, en combinant (4.31) et (4.32), on en déduit que Ekin(un)→ Ekin(u). Comme 1−|un|2 =

















|Epot(un)− Epot(vn)| ≤ Epot(wn) + ‖W‖M2‖fn‖L2(RN )‖gn‖L2(RN ). (4.36)
Par (3.15) si N = 1 ou le corollaire 4.2.6 si N ≥ 2, ‖fn‖L2(RN ) est bornée. De même, ‖gn‖L2(RN ) → 0
et Epot(wn)→ 0 par (4.20), ce qui nous donne Epot(un)→ Epot(u) et conclut la preuve.
Corollaire 4.2.9. Pour tout N ≥ 1, q ≥ 0 et ε > 0, il existe v ∈ E0(RN ) telle que
p(v) = q et E(v) < Emin(q) + ε.
Preuve. Soient q ≥ 0 et ε > 0. Par définition de Emin, il existe vm ∈ NE(R) si N = 1 ou vm ∈ E(RN )
si N ≥ 2 telle que p(vm) = q et E(vm)→ Emin(q) lorsque m→∞. En particulier, il existe m0 ∈ N tel
que
E(vm0) < Emin(q) + ε/2. (4.37)
Par le corollaire 4.2.8, il existe v ∈ E0(RN ) telle que p(v) = p(vm0) = q et |E(vm0)− E(v)| ≤ ε/2. En
combinant cette inégalité avec (4.37), on arrive à la conclusion voulue.
4.2.2 Continuité, croissance et sous-additivité de Emin
Proposition 4.2.10. La courbe Emin est continue sur R et
|Emin(p)− Emin(q)| ≤
√
2|p− q|, pour tout p, q ∈ R. (4.38)
Preuve. Soient p, q ∈ R. Sans perte de généralité, on suppose que q ≥ p ≥ 0. Il suffit alors de montrer
que
Emin(q) ≤ Emin(p) +
√
2(q− p). (4.39)
Soit δ > 0 et N = 1. Par le corollaire 4.2.9, il existe vδ ∈ E0(RN ) telle que, pour Rδ > 0, la fonction
1− |vδ|2 est à support dans [−Rδ, Rδ], vδ = 1 sur [Rδ,+∞[,
p(vδ) = p et E(vδ) ≤ Emin(p) + δ/3. (4.40)
De même, si N ≥ 2, par le corollaire 4.2.9, il existe vδ ∈ E0(RN ) tel que, pour un certain Rδ > 0, la
fonction 1− |vδ|2 est à support dans B(0, Rδ), vδ = 1 sinon et (4.40) est vérifiée.
Posons s = q− p. Pour tout N ≥ 1 et par le lemme 4.2.1, il existe wδ ∈ E0(RN ) tel que, pour rδ > 0,
1− |wδ|2 est à support dans B(0, rδ) et
p(wδ) = s et E(wδ) ≤
√
2s + δ/3. (4.41)
Finalement, on pose pour N = 1,
uδ =

vδ, sur ]−∞, Rδ],
1, sur [Rδ,−rδ + yδ],
wδ(· − yδ), sur [−rδ + yδ,+∞[,
(4.42)
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où yδ est choisi assez grand de sorte que 1− |vδ(·)|2 et 1− |wδ(· − yδ)|2 soient à supports disjoints. Pour
N ≥ 2, on pose
uδ =
{
vδ, sur B(0, Rδ),
wδ(· − yδe), sinon,
(4.43)
où e ∈ RN est un vecteur de norme 1 et yδ est choisi assez grand de sorte que 1−|vδ(·)|2 et 1−|wδ(·−yδe)|2
soient à supports disjoints. Alors, pour tout N ≥ 1,
p(uδ) = p(vδ) + p(wδ(· − yδ)) = q et Ekin(uδ) = Ekin(vδ) + Ekin(wδ). (4.44)
De plus, en notant fδ = 1− |vδ|2 et gδ = 1− |wδ|2, on obtient
1− |uδ|2 = fδ + gδ(· − yδ) (respectivement 1− |uδ|2 = fδ + gδ(· − yδe))
et par application du lemme 4.2.7, on arrive à
Epot(uδ) ≤ Epot(vδ) + Epot(wδ) + δ/3, (4.45)
quitte à augmenter yδ si nécessaire. Ainsi, les inégalités (4.40), (4.41), (4.44) et (4.45) nous donnent
Emin(q) ≤ E(uδ) ≤ Emin(p) +
√
2(q− p) + δ.
En faisant tendre δ vers 0 dans la relation précédente, on obtient (4.39).
Lemme 4.2.11. Emin est sous-additive sur R+, c’est-à-dire
Emin(p + q) ≤ Emin(p) + Emin(q), pour tout p, q ≥ 0. (4.46)
Preuve. Soit δ > 0. Si N = 1, par le corollaire 4.2.9, il existe v, w ∈ E0(RN ) telles que
p(v) = p, p(w) = q, E(v) ≤ Emin(p) +
δ
3 et E(w) ≤ Emin(q) +
δ
3 , (4.47)
avec v constante sur ] −∞,−R] et sur [R,+∞[, et w constante sur ] −∞,−r] et sur [r,+∞[, pour
R, r > 0. Si N ≥ 2, par le corollaire 4.2.9, il existe v, w ∈ E0(RN ), avec v et w constantes et égales à 1
sur B(0, R)c et B(0, r)c, respectivement, pour R, r > 0 telles que la relation (4.47) soit vérifiée. Posons,
pour N = 1, la fonction u définie par
u =

v, sur ]−∞, R],
1, sur [R,−r + y],
w(· − y), sur[−r + y,+∞[,
et pour N ≥ 2
u =
{
v, sur B(0, R),
w(· − ye), sinon,
où e ∈ RN un vecteur de norme 1 et y est pris assez grand de sorte que 1− |v|2 et 1− |w(· − y)|2 soient
à supports disjoints pour N = 1 (respectivement 1− |v|2 et 1− |w(· − ye)|2 pour N ≥ 2). Par le lemme
4.2.7, quitte à augmenter y, on a
Epot(u) ≤ Epot(v) + Epot(w) + δ/3.
Comme Ekin(u) = Ekin(v) + Ekin(w) et p(u) = p(v) + p(w) = p + q, on conclut que
Emin(p + q) ≤ E(u) ≤ E(v) + E(w) +
δ
3 ≤ Emin(p) + Emin(q) + δ.
En faisant tendre δ → 0, on obtient (4.46).
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Lemme 4.2.12. Supposons que W vérifie (H4) pour N ≥ 2. Alors Emin est croissante sur R+.
Preuve. Commeçons par le cas N = 1. Soient 0 < p < q et λ = p/q ∈]0, 1[. Comme dans les preuves
précédentes, soient δ > 0 et v = ρeiθ ∈ E0(R) tels que E(v) < Emin(q) + δ et p(v) = q par le

















(W ∗ (1− ρ2))(1− ρ2).
Ainsi,
Emin(λq) ≤ E(vλ) ≤ E(v) < Emin(q) + δ
et la conclusion s’obtient en faisant tendre δ vers 0.
Passons au cas N ≥ 2. Soient maintenant 0 < p < q et u ∈ E(RN ) telle que
p(u) = q et E(u) ≤ Emin(q) + δ,











D’après (4.14), on a p(uλ) = λN−1p(u) = p et pour l’énergie, on a











par changement de variable et la formule de Plancherel. Ainsi, en utilisant l’hypothèse (H4) et à nouveau
le théorème de Plancherel, on obtient
Emin(p) ≤ E(uλ) ≤ λN−2Ekin(u) + Epot(u) ≤ Emin(q) + δ. (4.48)
En faisant tendre δ vers 0, on obtient la conclusion voulue.
4.2.3 Concavité de Emin
Afin de simplifier les notations, on considère dans cette section les hypothèses (H3) et (H3’) par
rapport à la dernière variable, c’est-à-dire, lorsque l = N . Les preuves de la proposition 4.2.13 et du
lemme 4.2.14 sont basés sur un argument de réflexion et les travaux de Lopes et Mariş dans [57].








En particulier, Emin est concave sur R+.
Preuve. Soient p, q > 0 et δ > 0. Par le corollaire 4.2.9, il existe u = ρeiθ ∈ E0(R) si N = 1
(respectivement u ∈ E0(RN ) si N ≥ 2) telle que




+ δ2 . (4.50)
L’idée est de construire des fonctions u+ et u− à partir de u qui vérifient
p(u+) = p et p(u−) = q (4.51)
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ce qui nous permettra d’établir la relation (4.49). Commençons par le cas N = 1. Par le théorème de
convergence dominée, l’application G : R→ R définie par






est continue avec lim
a→+∞
G(a) = 0 et lim
a→−∞
G(a) = p(u) = (p + q)/2. Ainsi, par le théorème des valeurs
intermédiaires, il existe a0 ∈ R tel que G(a0) = p/2. La fonction translatée ũ(x) := ρ̃(x)eiθ̃(x) =










(1− ρ̃2)θ̃′ = q2 . (4.52)




ρ(x), si x ≥ 0,
ρ(−x), si x < 0,
(T−ρ)(x) =
{
ρ(−x), si x ≥ 0,




θ(x)− θ(0), si x ≥ 0,
θ(0)− θ(−x), si x < 0,
(S−θ)(x) =
{
θ(0)− θ(−x), si x ≥ 0,
θ(x)− θ(0), si x < 0.
Comme ρ et θ sont continues, les fonctions (T±ρ) et (S±ρ) sont continues et appartiennent à H1loc(R).
Enfin, il n’est pas difficile de voir que
u± = (T±ρ)eiS
±θ
appartiennent à E0(R). Si N ≥ 2, par le lemme 4.1.1, il existe v ∈ Y et w ∈ L1(RN ) tel que




w = p + q2 .
Comme dans le cas précédent, le théorème de convergence dominée nous donne que l’application





est continue avec lim
a→+∞
F (a) = 0 et lim
a→−∞
F (a) = (p + q)/2. Par le théorème des valeurs intermédiaires,
il existe a0 ∈ R tel que F (a0) = p/2. Ainsi, en considérant la translation ũ(x) = u(x′, xN + a0), on














w̃ = q2 . (4.53)
Afin de simplifier les notations, on notera u, v, w pour ũ, ṽ, w̃. Posons,
u+(x) =
{
u(x) si xN ≥ 0,
u(x′,−xN ) si xN < 0,
u−(x) =
{
u(x′,−xN ) si xN ≥ 0,
u(x) si xN < 0.
En utilisant (4.52) et (4.53) et l’expression de u+ et u− selon la dimension, on obtient
p(u+) = p et p(u−) = q, (4.54)
d’où
Emin(p) ≤ E(u+) et Emin(q) ≤ E(u−). (4.55)
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Maintenant, on a
E(u+) + E(u−) = 2Ekin(u) + Epot(u+) + Epot(u−). (4.56)
Si on suppose que
Epot(u+) + Epot(u−) ≤ 2Epot(u), (4.57)
alors, en utilisant l’inégalité (4.56), on conclut que E(u+) + E(u−) ≤ 2E(u). En combinant cette
inégalité avec (4.50) et (4.55), on a






ce qui nous donne (4.49) en faisant tendre δ vers 0. Comme Emin est continue par la proposition 4.2.10,
Emin est concave sur R+.
Il nous reste à montrer (4.57). Posons η = 1 − |u|2, η1 = 1 − |u+|2, η2 = 1 − |u−|2. À partir de
maintenant et jusqu’à la fin de la section, les preuves seront écrites dans le cas général de la dimension
N . Afin de retrouver la preuve en dimension 1, il faudra considèrer que la dernière variable est la
variable principale, c’est-à-dire que pour une fonction f , f(x′, xN ) représente f(xN ) si N = 1. Posons
g(x) = 12(η(x) + η(x




Ainsi, g est paire par rapport à xN , f est impaire par rapport à xN et




f(x), si xN ≥ 0,
−f(x), si xN < 0,
et f∗ est paire par rapport à xN . Par le théorème de Plancherel, on obtient
4(2π)N (2Epot(u)− Epot(u+)− Epot(u−)) =
∫
RN













où l’on a utilisé la parité de Ŵ pour obtenir
∫
R Ŵ(ξ)〈ĝ, f̂〉 = 0. Par (H3’), B(f)−B(f∗) ≥ 0, ce qui
nous donne (4.57) et ce qui conclut la preuve.
Le lemme suivant nous donne que l’hypothèse (H3) est plus forte que (H3’).
Lemme 4.2.14. Supposons que W vérifie l’hypothèse (H3). Alors W vérifie (H3’).






dξ ≥ 0. (4.58)
Soit f ∈ C∞c (RN ), impaire par rapport à xN . On note FN−1 la transformée de Fourier partielle définie
par
FN−1(f)(ξ′, xN ) =
 f(xN ) si N = 1,∫
RN−1
e−ix
′ξ′f(x′, xN )dx′ si N ≥ 2.
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En écrivant que |f̂(ξ)|2 = f̂(ξ)f̂(ξ) et et en utilisant le fait que f est impaire par rapport à xN , le






sin(xNξN ) sin(yNξN )FN−1f(ξ′, xN )FN−1f(ξ′, yN )dxNdyN .






cos(xNξN ) cos(yNξN )FN−1f(ξ′, xN )FN−1f(ξ′, yN )dxNdyN .














cos((xN + yN )ξN )FN−1f(ξ′, xN )FN−1f(ξ′, yN )dxNdyN .
Soient ξ′ ∈ RN−1 et ϕξ′(t) = FN−1f(ξ′, t) (c’est-à-dire que ϕξ′(t) = f(t) si N = 1). Comme f ∈






ei(xN+yN )zϕξ′(xN )ϕξ′(yN )dxNdyN .













Ŵ(ξ′, ξN )hξ′(ξN )dξNdξ′.
Afin d’obtenir (4.58), on va appliquer le théorème des résidus à Ŵ(ξ′, ·)hξ′(·). Pour simplifier les
notations, on note désormais h = hξ′ et ϕ = ϕξ′ . Montrons maintenant qu’il existe C > 0 tel que pour

























′ξ′∂kNf(x′, t)dx′ = (FN−1∂kNf)(ξ′, t).
Ainsi, dk
dtk
ϕ est une fonction C∞c et uniformément bornée par rapport à (ξ′, t) ∈ RN−1 × R comme
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où C = (|ϕ′(0)|+ ‖ϕ′′‖L1(R)). De la même manière, on obtient (4.60) pour Ψ2. Comme h = Ψ1Ψ2, on
arrive (4.59). Le théorème des résidus appliqué à Ŵ(ξ′, ·)h(·) nous donne∫ k
−k
Ŵ(ξ′, ξN )h(ξN )dξN +
∫ bk
ak









où les courbes γk sont définies en (H3) et Jk désigne l’ensemble des pôles entourés par Γk. Par (4.59),
on obtient l’inégalité∣∣∣ ∫ bk
ak
Ŵ(ξ′, γk(t))h(γk(t))γ′k(t)dt






La décroissance de Ŵ en (4.5) nous donne que l’intégrale précédente tend vers 0 lorsque k tend vers
+∞. Ainsi, par le théorème de convergence dominée et par passage à la limite, la relation (4.61) devient∫
R








ce qui nous donne (4.58) pour N = 1. En intégrant (4.62) par rapport aux N − 1 premières variables,
on obtient (4.58) pour N ≥ 2, ce qui conclut la preuve.
4.2.4 Bornes en dimension 1 et 2
Les propositions qui vont suivre nous fournissent des bornes sur Emin(q) lorsque q est proche de
l’origine. Commençons par le cas où N = 1 avec une borne inférieure pour Emin.
Proposition 4.2.15. Soit N = 1. Il existe q0 > 0 et K0 > 0 telles que
√
2q−K0q3/2 ≤ Emin(q), pour tout q ∈ [0, q0[. (4.63)
Preuve. Par le corollaire 4.2.9 et (4.21), pour δ ∈]0, 1/2[, il existe v ∈ NE(R) telle que p(v) = q et
E(v) < Emin(q) + δ ≤
√
2q + δ. Alors, par l’estimation (3.14) du chapitre précédent, il existe q0 > 0 et
K > 0, telles que si q ≤ q0, alors E(v) ≤ 1 et
|1− |v|2| ≤ K(
√
2q + δ). (4.64)
Quitte à réduire q0 et δ, on peut supposer que K(
√
2q0 + δ) < 1 et appliquer l’inégalité (3.23) du




2q+ δ)1/2)p(v) ≤ E(v). L’inégalité
(4.63) s’obtient lorsque δ → 0.
Le reste de la section est consacré à l’établissement d’une borne supérieure pour Emin en dimension
1 et 2.
Proposition 4.2.16. Soit N = 1. Il existe q1 > 0 tel que
Emin(q) ≤
√
2q−K1q5/3 +K2q2, pour tout q ∈ [0, q1], (4.65)
où K1,K2 > 0 sont des constantes dépendant de ‖Ŵ‖C3 mais indépendantes de q1.
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Une conséquence immédiate des propositions 4.2.15 et 4.2.16 est que Emin est dérivable à droite
en 0, avec E+min(0) =
√
2. De plus, si Emin est concave, il vient que Emin est strictement sous-additive
grâce au lemme suivant (voir [8, 19]).
Lemme 4.2.17. Soit f : [0,+∞[→ R une fonction concave, avec f(0) = 0 et où a := f+(0) désigne sa
dérivée à droite en l’origine. Alors, pour tout s > 0, on a l’alternative suivante :
(i) f est linéaire sur [0, s], avec f(p) = ap, pour tout p ∈ [0, s], ou
(ii) f est strictement sous-additive sur [0, s].
Corollaire 4.2.18. Soit N = 1. Alors la dérivée à droite de Emin en l’origine existe et E+min(0) =
√
2.
En particulier, si Emin est concave sur R+, alors Emin est strictement sous-additive sur R+.
La preuve de la proposition 4.2.16 s’inspire du fait que les solitons de l’équation de Korteweg–de
Vries (KdV) fournissent une approximation des solitons de l’équation de Gross–Pitaveskii lorsque
W = δ0 à la limite transsonique [69, 10, 20]. Notre but est d’étendre cette idée à l’équation non locale
(GPN). Afin d’illustrer ce phénomène dans le cas des solitons, effectuons quelques calculs formels. On
cherche une solution de (OPNc) avec c ∼
√





uε(x) = (1 + ε2Aε(εx))eiεϕε(εx).
En posant
Ŵε(ξ) := Ŵ(εξ), (4.66)
i.e. Wε(x) =W(x/ε)/ε au sens des distributions, nous en déduisons que uε est solution de (OPNc) si
le couple (Aε, ϕε) satisfait les équations
ε2A′′ε − ε2(1 + ε2Aε)ϕ′2ε − cϕ′ε(1 + ε2Aε)− (1 + ε2Aε)
(
Wε ∗ (2Aε + ε2A2ε)
)
= 0, (4.67)
2ε2A′εϕ′ε + (1 + ε2Aε)ϕ′′ε + cA′ε = 0. (4.68)
Afin de traiter le terme non local, on utilise le lemme suivant.
Lemme 4.2.19. Pour tout f ∈ H3(R), on a
Wε ∗ f = f −
ε2
2 (Ŵ)

















Par le théorème de Plancherel, on a





∣∣∣Ŵ(εξ)− 1− ε2ξ22 (Ŵ)′′(0)∣∣∣2|f̂(ξ)|2dξ. (4.70)
Par la formule de Taylor et en utilisant le fait que Ŵ ′(0) = 0, on en déduit que pour tout ξ ∈ R et
ε > 0, il existe zε,ξ ∈ R tel que
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ce qui termine la preuve du lemme.
En appliquant le lemme 4.2.19, on déduit formellement de (4.67)–(4.68) que
−cϕ′ε − 2Aε + ε2(−cϕ′εAε − 3A2ε + (1 + Ŵ ′′(0))A′′ε − ϕ′2ε ) = o(ε2), (4.71)
ϕ′′ε + cA′ε + ε2(2ϕ′εA′ε +Aεϕ′′ε ) = 0. (4.72)
Ainsi, pour la vitesse c =
√
2− ε2, l’équation (4.71) implique que
ϕ′ε = −2Aε +O(ε2). (4.73)
Supposons que Aε et ϕε convergent vers des fonctions A et ϕ, respectivement, lorsque ε → 0. En
dérivant (4.71) que l’on ajoute à c×(4.72) et en utilisant la relation (4.73), par passage à la limite, on
arrive à
−A′ − 12AA′ + (1 + Ŵ ′′(0))A′′′ = 0.
Ainsi, en imposant que A,A′, A′′ → 0 lorsque |x| → ∞, par intégration de l’équation précédente, on
obtient
(1 + Ŵ ′′(0))A′′ − 6A2 −A = 0. (4.74)
Par l’hypothèse (H2), comme (Ŵ)′′(0) > −1, il est possible de poser
ω := (1 + (Ŵ)′′(0))1/2,
et la solution de (4.74) (aux translations près) correspond à un soliton de KdV donné explicitement par






De plus, (4.73) nous donne par passage à la limite ϕ′ = −
√








Ainsi, on s’attend à ce que uε(x) ∼ (1 + ε2A(εx))eiεϕ(εx), ce qui motive le résultat suivant.



















où O(ε6)/ε6 est une fonction bornée en terme de ‖Ŵ‖W 3,∞(R) et uniformément pour tout ε ∈]0, 1].
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et en utilisant les identités
∫
R sech
4(x)dx = 4/3 et
∫
R sech
6(x)dx = 16/15, on obtient directement
l’expression de p(vε) en (4.77). Pour l’énergie cinétique, on procède la même manière. En effet, en
utilisant que






































































































où l’on a utilisé la relation Ŵ ′′(0) = ω2 − 1. En ajoutant les expressions de Ekin et Epot, on arrive à
(4.77).












Ainsi, la fonction qε est strictement croissante pour ε ∈ [0, 1]. L’idée est d’exprimer ε en terme de qε de
manière à obtenir E(vε) en (4.77) comme une fonction de qε. L’inégalité (4.65) découlera du fait que










ε3/2 ≤ sε ≤ ε3 ≤ 1, pour tout ε ∈ [0, 1]. (4.79)
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En utilisant à nouveau (4.79), il suit que
























où K1 = (3
√
2/ω)5/3ω/20. Comme Emin(qε) ≤ E(vε), l’inégalité (4.65) est établie.
Montrons maintenant la borne en dimension 2 donnée par la proposition 4.1.6 qui est l’analogue de
la proposition 4.2.16 en dimension 2. Comme pour la proposition 4.2.16, nous allons utiliser l’idée les
ondes progressives de l’équation de Kadomtsev–Petviashvili I permettent d’obtenir une approximation
des solitons de l’équation de Gross–Pitaveskii lorsque W = δ0 à la limite transsonique (voir [50, 49, 20]).
À nouveau, soit cε =
√
2− ε2. On considère l’ansatz














D’après l’expression de uε, on a
∂1uε(x, y) = ε3∂1Aε(εx, ε2y)eiεϕε(εx,ε
2y) + i(1 + ε2Aε(εx, ε2y))ε2∂1ϕε(εx, ε2y)eiεϕε(εx,ε
2y),
∂21uε(x, y) = ε4∂21Aε(εx, ε2y)eiεϕε(εx,ε
2y) − ε4(1 + ε2Aε(εx, ε2y))(∂1ϕε(εx, ε2y))2eiεϕε(εx,ε
2y)
+ 2iε5∂1Aε(εx, ε2y)∂1ϕε(εx, ε2y)eiεϕε(εx,ε
2y)
+ iε3(1 + ε2Aε(εx, ε2y))∂21ϕε(εx, ε2y)eiεϕε(εx,ε
2y)
et
∂22uε(x, y) = ε6∂22Aε(εx, ε2y)eiεϕε(εx,ε
2y) − ε6(1 + ε2Aε(εx, ε2y))(∂2ϕε(εx, ε2y))2eiεϕε(εx,ε
2y)
+ 2iε7∂2Aε(εx, ε2y)∂2ϕε(εx, ε2y)eiεϕε(εx,ε
2y)
+ iε5(1 + ε2Aε(εx, ε2y))∂22ϕε(εx, ε2y)eiεϕε(εx,ε
2y).
Ainsi, uε est solution de (OPNc) si et seulement si (Aε, ϕε) vérifie





+Wε ∗ (2Aε + ε2A2ε) = 0, (4.80)
cε∂1Aε + 2ε2∂1Aε∂1ϕε + 2ε4∂2Aε∂2ϕε + (1 + ε2Aε)(∂21ϕε + ε2∂22ϕε) = 0. (4.81)
Afin de traiter le terme non local, on utilise le lemme suivant.
Lemme 4.2.21. Pour tout f ∈ H3(R2), on a




1Ŵ(0, 0)∂21f + ε3Rε(f) (4.82)
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∣∣∣∣Ŵ(εξ1, ε2ξ2)− 1− ε2ξ212 ∂21Ŵ(0, 0)
∣∣∣∣2 |f̂(ξ1, ξ2)|2dξ1dξ2. (4.84)
Comme Ŵ est paire par rapport à ses deux variables, les dérivées partiels de Ŵ d’ordre impair sont
nulles en (0, 0). Ainsi, par la formule de Taylor–Lagrange, pour tout (ξ1, ξ2) ∈ R2 et ε ∈]0, 1[, il existe
(z1, z2) ∈ R2 dépendant de ξ1, ξ2 et ε tels que












1Ŵ(z1, z2) + 3ε4ξ21ξ2∂21∂2Ŵ(z1, z2) + 3ε5ξ1ξ22∂1∂22Ŵ(z1, z2) + ε6ξ32∂32Ŵ(z1, z2)
)
.
En injectant cette expression dans (4.84) et en majorant, on arrive à (4.83), ce qui conclut la preuve.
En utilisant le lemme 4.2.21 et en reprenant les équations (4.80)–(4.81), on obtient formellement







+A2ε − ∂21Ŵ(0, 0)∂21Aε
)
= O(ε4), (4.85)
cε∂1Aε + ∂21ϕε + ε2
(
2∂1Aε∂1ϕε + ∂22ϕε +Aε∂21ϕε
)
= O(ε4). (4.86)
En particulier, comme cε =
√




Supposons que Aε et ϕε convergent vers des fonctions A et ϕ, respectivement, lorsque ε → 0. En
dérivant l’équation (4.85) par rapport à la première variable que l’on soustrait à cε× (4.86) et en






1A+ ∂−11 ∂22A+ 6A∂1A = 0, (4.88)




Ici, l’opérateur ∂−11 est défini par
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pour f vérifiant ξ → f̂(ξ, y)/ξ ∈ L2(R) et à y fixé. D’après l’expression de uε et le calcul effectué, on









où A est une solution de (4.88) et ϕ vérifie (4.89). En effectuant un changement d’échelle, on retrouve
l’équation de Kadomtsev–Petviashvili I. En effet, posons



















































xu− ∂−1x ∂2yu = 0, dans R× R2, (KP-I)
où u est une fonction à valeurs réelles et α ∈ R. Si u est une solution de (KP-I) de la forme u(t, x, y) =
A(x − t2 , y) (c’est-à-dire que u est une onde progressive de vitesse
1
2 ), alors A est solution de (4.91)
avec α = 6ω. Pour plus de détails sur (KP-I), on revoie à [65, 25, 26]. Rappelons que (KP-I) est une















et on note S la fonctionnelle suivante,






appelée l’action. L’existence d’ondes progressives non triviales pour (KP-I) est montré dans [25]. De
plus, il est montré que si A est une onde progressive non triviale de (KP-I), alors A ∈ H∞(R2),
∂−1x ∂yA ∈ H∞(R2) et A minimise l’action S (c’est-à-dire que A est un ground state de (KP-I)). Enfin,





2 + 3ωA3 + 12(∂1A)




2 + 2ωA3 − 12(∂1A)




2 + 2ωA3 + 12(∂1A)
2 − (∂−11 ∂2A)2 = 0.
(4.95)
Pour plus de détails sur ces résultats et leurs démonstrations, on revoie aux références citées précédem-
ment.
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où A est une solution non




























Ces égalités nous permettront de simplifier les expressions lors des calculs.
















. Calculons dans un premier









































































(1 + ωε2A)2|∂2Φ|2 = ω4ε3
∫
R2




|∂−11 ∂2A|2 + 2ω5ε5
∫
R2














Au final, l’énergie cinétique de uε est égale à
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= 3εω4S(A) + ε3
(
−ω4S(A) + ω2(ω2 − 1)S(A)
)
+O(ε4)
= 3εω4S(A)− ε3ω2S(A) +O(ε4).











































Comme à la preuve de la proposition 4.2.16, l’idée est d’exprimer ε en fonction de qε afin d’obtenir











2 ≤ sε ≤ ε ≤ 1, pour tout ε ∈ [0, 1]. (4.100)
Par la formule de Taylor–Lagrange et en notant que sε ≥ ε
3


































)−1. L’inégalité (4.17) découle du fait que E(uε) ≥ Emin(qε).
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4.3 Preuve des théorèmes principaux
Grâce aux résultats établis dans la section 4.2, on peut maintenant établir les trois théorèmes
principaux de ce chapitre.
Preuve du théorème 4.1.4. L’affirmation (i) s’obtient directement en combinant le lemme 4.2.2, la propo-
sition 4.2.10 et le lemme 4.2.11. La croissance en (ii) s’obtient par le lemme 4.2.12. La proposition 4.2.13
et le lemme 4.2.14 établissent (iii).
Preuve du théorème 4.1.5. Par les propositions 4.2.15 et 4.2.16, on obtient les bornes de (i). L’affir-
mation (ii) a déjà été montrée au lemme 3.2.8 du chapitre précédent. Établissons maintenant (iii).
En raisonnant par contradiction, montrons que Emin(q) <
√
2q, pour tout q > 0. En effet, d’après
(4.21), supposons qu’il existe p > 0 tel que Emin(p) =
√
2p. Comme Emin est concave, la fonction








2, pour tout q ∈]0, p[.
Ainsi Emin(q) =
√
2q, pour tout q ∈]0, p[, ce qui contredit les bornes en (i). Enfin, par le corollaire 4.2.18,
on a E+min(q) → E+min(0) =
√
2, lorsque q → 0+. En utilisant que Emin est croissante, (4.21) et le
corollaire 4.2.18, on obtient le reste des affirmations de (iii).
Preuve du théorème 4.1.7. Par (iii) du théorème 4.1.4, Emin est concave sur R+ et par (iii) du théo-
rème 4.1.5, Emin est strictement sous-additive sur [0, q∗[ et Emin(q) <
√
2q pour tout q ∈ R+ ce qui
avait été supposé dans l’énoncé du théorème 3.1.1. On obtient alors la conclusion du théorème 3.1.1.
La stabilité est donnée par le théorème 3.1.3 du chapitre précédent. En combinant, (4.18) et (iii) du
théorème 4.1.5, on obtient les propriétés sur la vitesse cq, excepté cq > 0. En raisonnant par l’absurde,
supposons qu’il existe p ∈]0, q∗[ tel que cp = 0. Ainsi, par (4.16) et (4.18), on obtient E+min(p) = 0.
Comme Emin est concave, on a pour tout r < s
E−min(r) ≥ E+min(r) ≥ E−min(s) ≥ E+min(s),
ce qui implique E−min = E+min = 0 sur [p,+∞), i.e. Emin est constante sur [p,+∞[, ce qui contredit le
fait que Emin est strictement croissante sur [p, q∗] et ce qui termine la preuve du théorème.
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Chapitre 5. Méthodes numériques en dimension 1 et 2
5.1 Introduction
Considérons l’équation de Gross–Pitaevskii non locale
i∂tu = ∆u+ u
(
W ∗ (1− |u|2)
)
dans R× RN . (GPN)
Le but de ce chapitre est de réaliser une méthode numérique, en dimension 1 et 2, permettant de
calculer numériquement des ondes progressives d’énergie finie de (GPN), c’est-à-dire, des solutions de
l’équation
ic∂1v + ∆v + v
(
W ∗ (1− |v|2)
)
= 0 dans RN , (OPNc)
où c ∈ R désigne la vitesse de l’onde progressive. Dans les deux chapitres précédents, nous avons vu
qu’une manière d’obtenir l’existence d’ondes progressives d’énergie finie est d’utiliser une approche
variationnelle et d’étudier le problème de minimisation sous contraintes
Emin(q) = inf{E(v) : p(v) = q},








W ∗ (1− |v|2)
)
(1− |v|2),
et p le moment défini en (3.9) si N = 1, et en (4.13) si N = 2. On renvoie aux théorèmes 4.1.4 et 4.1.7
du chapitre précédent pour l’existence des ondes progressives en dimension 1 et les propriétés de Emin
en dimension N ≥ 1.
L’expression (4.13) du moment n’est pas adaptée pour les calculs numériques puisqu’elle n’est pas




〈i(u− 1), ∂1u〉. (5.1)
Rappelons que lorsque W = δ0, les ondes progressives d’énergie finie en dimension 2 tendent vers une
constante de module un [37] et présentent une décroissance algébrique vers cette constante, et leurs
gradients ont aussi une décroissance algébrique vers zéro [41, 42]. En utilisant ces résultats, on peut
en déduire que, si u est solution de (OPc) alors 〈i(u − 1), ∂1u〉 ∈ L1(R2), quitte à multiplier u par
une constante de module un. Comme u est d’énergie finie, ∂1u ∈ L2(R2) et le moment Q(u) a bien
un sens. Ce moment Q est égal au signe près au moment p défini en (4.13). En effet, en notant que
〈i∂1u, u〉 = 〈i∂1u, u− 1〉+ 〈i∂1u, 1〉 et par définition de G en (4.12), on arrive à





〈i∂1u, u− 1〉 = −Q(u).
C. Scheid et D. Chiron proposent dans [21, 22] plusieurs méthodes numériques permettant de
calculer des ondes progressives de l’équation
i∂tu = ∆u+ uf(|u|2), dans R× R2,
lorsque u présente des conditions non nulles à l’infini et pour différentes familles de non-linéarités
locales, par exemple lorsque f est cubique-quintique ou lorsque f(ρ) = 1− ρ. Notons que les méthodes
numériques utilisées dans [22] permettent de calculer des ondes progressives qui ne sont pas solutions
du problème de minimisation Emin(q). Dans notre cas, nous utiliserons en dimension 2 la méthode de
pénalisation présentée dans [21], qui nous ramènera à un problème de minimisation sans contraintes.
Dans un contexte un peu différent, lorsque les conditions sont nulles à l’infini, X. Antoine et R.
Duboscq ont développé un programme, appelé GPElab, permettant de calculer les états fondamentaux
et stationnaires de l’équation de Gross–Pitaevskii et de simuler des condensats de Bose–Einstein en
rotation (voir par exemple [3]).
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Les méthodes proposées dans ce chapitre sont basées sur une méthode de gradient. L’algorithme
du gradient est un algorithme d’optimisation numérique permettant de calculer les minimiseurs d’une
fonctionnelle. On renvoie à [2] pour une description générale de l’algorithme. Précisément, soit F : E → R
une application différentiable, où E est un R-espace vectoriel de dimension finie. Notons <,>E un
produit scalaire sur E. Pour X,H ∈ E et t→ 0, par la formule de Taylor, on a
F (X + tH) = F (X) + t < ∇F (X), H >E +o(t).
En particulier, si H = −∇F (X), c’est-à-dire la plus forte pente, on obtient
F (X + tH) = F (X)− t‖∇F (X)‖2E + o(t). (5.2)
En partant de U (0) ∈ E, l’idée générale de l’algorithme du gradient est de calculer un minimiseur de F
par la suite
U (n+1) = U (n) − δ∇F (U (n)),
puisque, d’après (5.2) et pour δ > 0 assez petit, on a F (U (n+1)) < F (U (n)).
L’intérêt d’obtenir numériquement les minimiseurs de Emin est double. D’une part, cela nous
permettra de tracer les diagrammes énergie-moment pour une distribution W donnée afin d’illustrer les
résultats établis au chapitre 3 et 4. D’autre part, cela nous permettra de formuler des conjectures en
prenant des distributions ne vérifiant pas toutes les hypothèses de la section 4.1.2.
L’organisation de ce chapitre est la suivante. La section 5.2 est consacrée à l’établissement d’une
méthode de gradient avec projection en dimension 1. Dans la section 5.2.1, nous ferons quelques rappels
sur la transformée de Fourier rapide, qui nous servira à traiter le terme non local de l’énergie potentielle.
Après avoir calculé le gradient de l’énergie discrète en section 5.2.2, on tracera les courbes d’énergie
ainsi que les solitons numériques pour plusieurs distributionsW données, en section 5.2.3. La section 5.3
est consacrée à la dimension 2 et la section 5.3.1 présente le lien entre la méthode par pénalisation et
Emin. La discrétisation du plan, que l’on fera en variables étirées, est détaillée dans la section 5.3.2. La
section 5.3.3 est consacrée au calcul du gradient lorsqueW = δ0. Dans la section 5.3.4, nous présenterons
un algorithme de type transformée de Fourier rapide non uniforme pour traiter le terme non local.
Enfin, pour différents potentiels W, les courbes d’énergie et les solitons seront tracés en section 5.3.6.
5.2 Méthode de gradient par projection en dimension 1
Pour un vecteur A ∈ CN ou RN , on note A[k] ou Ak, sa k-ième composante. De plus, pour deux
vecteurs A,B de taille N , la notation A. ∗B désigne le vecteur produit de taille N défini par
A. ∗B[k] = A[k]B[k].
Dans cette section, notre but est d’approcher numériquement les solutions du problème de minimisation
sous contraintes
Emin(q) = inf{E(v) : p(v) = q},
pour q ≥ 0. Afin de résoudre ce problème, nous allons utiliser une méthode de gradient par projection.
Introduisons la discrétisation spatiale que l’on utilisera tout au long de cette section. On se place sur un
segment de type [−L,L] avec L > 0. Le fait de se placer sur un segment de taille finie est justifié par le
fait que, dans le cas W = δ0, les solitons présentent une décroissance exponentielle en module vers 1.
Le pas d’espace est noté h > 0 et (xj)j l’ensemble des points équidistants du maillage. Précisément, on
a xj = −L+ jh avec 1 ≤ j ≤ N et N = 2L/h− 1. Dans l’ensemble du chapitre et des tests numériques,
on choisira h et L de sorte que N ∈ N et N ≥ 2. Par convention, on pose x0 = −L et xN+1 = L, qui
ne sont pas compris dans le maillage. On peut donc schématiser le maillage en espace de la manière
suivante :
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x1 = −L+ h
• •
x2 x3 xN = L− h
•
h
Avant de détailler notre méthode, rappelons quelques définitions concernant la transformée de Fourier
discrète, qui va nous permettre de traiter le terme non local dans l’énergie potentielle.
5.2.1 Utilisation de la transformée de Fourier rapide
On appelle transformée de Fourier discrète (notée TFD) l’application qui, à un vecteur s =








2 ), pour 1 6 k 6 N. (5.3)
De même, on définit la transformée de Fourier discrète inverse (notée iTFD) par l’application qui, à un









2 ), pour 1 6 k 6 N. (5.4)
Notons que ces opérations sont inverses l’une de l’autre. Un calcul direct donne un coût de O(N2) pour
un vecteur de taille N , ce qui peut devenir très long à calculer numériquement si N  1.
En 1965, John Tukey et James Cooley proposent l’algorithme de la transformée de Fourier rapide,
notée fft, à l’usage des télécommunications et du traitement du signal (voir [60] pour le détail de
l’algorithme et pour des applications), calculant la TFD d’un vecteur de taille N tout en réduisant
le coût à O(N log(N)), ce qui devient beaucoup plus intéressant au niveau du temps de calcul. On
utilisera dans l’ensemble du document la notation fft (resp. ifft) pour calculer la TFD (resp. la iTFD)
d’un vecteur, via cet algorithme. L’objectif de la partie suivante est d’utiliser la fft afin d’approcher la
transformée de Fourier continue.
L’approximation est basée sur le calcul suivant. Soit f une fonction à support compact, dont le






















D’après (5.3) et les calculs qui précèdent, on définit fts, approximation de la transformée de Fourier
d’une fonction f , par
fts(Vf ) := hfft(Vf ), (5.5)
où
Vf = [f(x1), ..., f(xN )]. (5.6)
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k − N + 12
)
, 1 ≤ k ≤ N. (5.7)







Vg = [g(ξ1), ..., g(ξN )]. (5.9)
L’étude de l’erreur pour la transformée de Fourier continue est effectuée en annexe à la proposition B.1.
Comme expliqué dans l’introduction, le but de cette partie est de réaliser une convolution numérique
par l’intermédiaire de la fft. Rappelons que pour deux vecteurs U et V de taille N ≥ 1, la convolution
numérique calcule la quantité
convnum(U, V )[k] =
k∑
j=1
U [j]V [k + 1− j].
Dans le cas où U = Uf = [f(x1), ..., f(xN )] et V = Vg = [g(x1), ..., g(xN )] avec f et g à support dans
[−L,L], la quantité
hconvnum(Uf , Vg)[k]
est une approximation par la formule des rectangles à gauche de




Soient f et g appartenant à S(R). Exprimons la convolée de f et g en terme de leur transformée de
Fourier. Comme
F(f ∗ g) = F(f)F(g)
et F(f)F(g) ∈ S(R), par inversion de Fourier, on obtient
f ∗ g = F−1(F(f)F(g)). (5.10)
Ainsi, en utilisant les approximations (5.5) et (5.8), la convolution par fft est définie, pour deux vecteurs
U, V ∈ CN , par
convfft(U, V ) := ifts (fts(U). ∗ fts(V )) . (5.11)
D’après (5.5), (5.8) et (5.11), convfft est une application bilinéaire. La convolution (5.11) présente
deux avantages par rapport à la convolution numérique. D’une part, dans le cas où l’on connaît déjà
la transformée de Fourier de f ou g, il suffit de remplacer la quantité fts(U) ou fts(V ) par (f̂(ξk))k
ou (ĝ(ξk))k. Le second avantage est la rapidité de convfft par rapport à la convolution numérique.
Considérons deux vecteurs U et V de taille N ≥ 1. Le calcul de convnum(U, V )[k] nécessite k additions
et k multiplications. Ainsi, le coût total de convnum(U, V ) est de
∑N
k=1 2k = O(N2). À l’inverse, le
calcul de la convolution par fft nécessite un coût de :
- O(N log(N)) pour le calcul de fts(U)
- O(N log(N)) pour le calcul de fts(V )
- O(N) pour le calcul de fts(U). ∗ fts(V )
- O(N log(N)) pour le calcul de ifts (fts(U). ∗ fts(V ))
Au final, on obtient un coût total de O(N log(N)). La différence entre convfft et convnum en terme de
temps de calcul est illustré en annexe.
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La formule (5.11) va nous permettre de calculer numériquement le produit de convolutionW∗(1−|u|2)
dans l’énergie potentielle. Dans la plupart des cas, il sera plus intéressant de travailler avec Ŵ plutôt













Ici la transformée de Fourier de W est connue et il n’est pas nécessaire de calculer son approximation
par fts. Terminons cette sous-section par la propriété suivante.
Proposition 5.2.1. Soient W une distribution tempérée vérifiant les hypothèses (H1)-(H2) et A,B







L’hypothèse (H2) est juste utilisée ici pour la continuité de Ŵ. La formule (5.13) est l’analogue
discret de la relation (3.12).































 e− 2iπN m(k−N+12 )B[k].

























































par permutation des sommes, ce qui nous donne la relation voulue.
5.2.2 Mise en oeuvre






et ces deux limites dépendent de la vitesse c. Ainsi, il n’est pas possible d’imposer au bord des conditions
de Dirichlet pour notre problème puisque la vitesse n’est pas connue par avance. Par contre, les solitons
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du théorème 1 présentent une décroissance exponentielle en module vers 1. Ainsi, pour x assez grand et
si u est solution de (OPNc) lorsque W = δ0, on a u′(x) ' 0. De ce fait, on considère des conditions de
bord de type Neumann, c’est-à-dire que pour U ∈ CN , on pose{
U [0] = U [1],
U [N ] = U [N + 1]. (5.14)
Soit W une distribution tempérée vérifiant (H1)-(H2). L’énergie et le moment sont discrétisés par la







∣∣∣∣U [k + 1]− U [k]h
∣∣∣∣2 , Eδpot(U) = h4
N∑
k=1
















Dans notre cas, CN est vu comme un R espace vectoriel de dimension 2N , muni du produit scalaire
suivant : Pour U, V ∈ CN , on note
(U, V )CN := h
N∑
k=1
〈U [k], V [k]〉, (5.15)
où 〈a, b〉 = Re(ab). Par une méthode de gradient avec projection, nous allons calculer numériquement
un vecteur U ∈ CN solution du problème
min{Eδ(U) : pδ(U) = q}.
Ce problème est l’équivalent discret du problème de minimisation sous contraintes Emin(q). La propriété
qui suit nous donne l’expression du gradient de Eδkin et Eδpot pour le produit scalaire (5.15).




(2U [k]− U [k − 1]− U [k + 1]) (5.16)
et
∇Eδpot(U)[k] = −U [k]convfft(W, 1− |U |2)[k]. (5.17)
Preuve. Soit H ∈ CN et t 6= 0. Démontrons dans un premier temps (5.16). On a,















〈U [k + 1]− U [k], H[k]〉+O(t).
Par (5.14), on obtient






〈2U [k]− U [k − 1]− U [k + 1], H[k]〉 − 1
h





〈2U [k]− U [k − 1]− U [k + 1], H[k]〉+O(t),
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ce qui nous donne (5.16) lorsque t tend vers 0.
Calculons maintenant le second gradient. Par linéarité de A 7→ convfft(W, A), on a






(1− |U + tH|2)[k]− (1− |U |2)[k]
)




(1− |U |2)[k] 1
t
convfft(W, (1− |U + tH|2)− (1− |U |2))[k].
Comme (1− |U + tH|2)[k]− (1− |U |2)[k] = −2t〈U [k], H[k]〉+O(t2), on obtient par passage à la limite,
lim
t→0






−2〈U [k], H[k]〉convfft(W, 1− |U |2)[k]− 2convfft(W, 〈U,H〉)[k](1− |U |2)[k]〉
)
.
En utilisant la proposition 5.2.1, on obtient (5.17).
Décrivons maintenant la méthode de gradient avec projection. On fixe un vecteur U (0) ∈ CN , q > 0,
un pas de descente d1 > 0, un pas de projection d2 > 0, et deux tolérances, ε1 > 0 la tolérance globale
et ε2 > 0, la tolérance de projection. Une itération est divisée en deux étapes. La première étape
consiste à diminuer la fonctionnelle d’énergie Eδ = Eδkin +Eδpot, grâce au calcul du gradient effectué à
la proposition 5.2.2. La seconde étape est l’étape de projection. On notera par Lq l’étape de projection,
c’est-à-dire qu’à partir d’un vecteur V ∈ CN , on obtient un vecteur Lq(V ) = U avec |pδ(U)− q| ≤ ε2.
Cette étape de projection est basée sur le calcul formel suivant. La proposition 3.4.2 au chapitre 3 nous




〈iu′, ϕ〉, ϕ ∈ C∞c (R).
Soient q > 0 et u une solution de l’équation








Comme u est solution de (5.18), on obtient
d
dt




et la fonction t 7→ (q − p(u(t)))2 est décroissante. En notant, pour un vecteur V ∈ CN , le vecteur




h si k 6= N,
0 si k = N,
l’algorithme de projection s’écrit alors,
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Données : Pour V ∈ CN , d2 > 0 et q > 0
Poser V (0) = V, k = 0 et r(0) = 2ε2
tant que r(k) > ε2 faire






-Calculer le résidu r(k+1) = |q− pδ(V (k+1))|
-Itérer k ← k + 1
fin
Algorithme 1 : Méthode de projection.
Enfin, l’algorithme général de la méthode de gradient s’écrit de la manière suivante :
Données : Pour U ∈ CN , d1 > 0 et q > 0
Poser U (0) = U, k = 0 et r(0) = 2ε1
tant que r(k) > ε1 faire
-Calculer V (k) = U (k) − d1∇Eδ(U (k))
-Poser U (k+1) = Lq(V (k))
-Calculer le résidu r(k+1) = ‖U (k+1) − U (k)‖∞
-Itérer k ← k + 1
fin
Algorithme 2 : Méthode de gradient à pas constant avec projection.
Dans l’ensemble des tests numériques présentés en section suivante, on fixe une tolérance globale
de ε1 = 10−10 et une tolérance de projection de ε2 = 10−6. Pour la taille du segment, on choisit L de
l’ordre de 103. Le pas d’espace h sera pris entre h = 0.1 et h = 0.01, les pas d1, d2 sont pris égaux à
10−3 ou 10−4. Concernant le vecteur d’initialisation, il est intéressant de prendre U (0) proche d’une
approximation d’un soliton de (GPN), afin de réduire le temps de calcul. En utilisant l’équation de
Korteweg–de Vries en section 4.2.4, nous avons montré formellement que, lorsque c =
√
2− ε2,
u(x) ∼ (1 + ε2A(εx))eiεϕ(εx)
où u est la solution de (OPNc) et











et ω = (1 + (Ŵ)′′(0))1/2.
Cela permet d’obtenir une approximation numérique des solitons de vitesse c ∼
√
2 (donc de moment
q ∼ 0), pour une distribution W choisie.
Pour Ŵ (ouW) fixé et q > 0 proche de 0, en démarrant d’un vecteur U (0), on calcule numériquement
Uq ∈ CN (i.e. pδ(Uq) = q) et son énergie Eδ(Uq) par la méthode de gradient avec projection. Une fois
le vecteur Uq obtenu, on augmente la valeur de q de ∆q = 0.01 et on calcule le vecteur Uq+∆q (i.e.
pδ(Uq+∆q) = q + ∆q) en prenant cette fois comme initialisation U (0) = Uq. On itère cette procédure
jusqu’à obtenir assez de points pour tracer la courbe d’énergie Eδ(Uq) en fonction de q, approximation
de Emin(q).
5.2.3 Observations numériques
Calculons numériquement les vecteurs Uq par notre méthode de gradient avec projection pour les
potentiels (i) et (ii) de la section 4.1.2. En figure 5.1, on trace la courbe d’énergie Eδ(Uq) en fonction




β − 2α (δ0 − αe
−β|x|), (5.19)
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avec α = 0.05, β = 0.15, et
Wα =
1




avec α = 0.8. Dans les deux cas, on observe que la courbe d’énergie est concave et que la droite
√
2q est
tangente à la courbe, ce qui est en accord avec les propriétés sur la courbe minimisante démontrés aux
théorèmes 4.1.4 et 4.1.5. Notons que la forme des graphes en figure 5.1-(d) et les solitons pour W = δ0,
tracés en figure 1.2, sont très similaires. À l’inverse, les graphes des vecteurs Uq en figure 5.1-(b) sont
assez différents et présentent des valeurs supérieures à 1 sur R+. Remarquons enfin que la courbe
d’énergie, pour chacun des deux potentiels, semble constante pour q > 1.5, comme dans le cas W = δ0
pour la courbe Emin (voir figure 3.1).
Étudions maintenant deux autres potentiels. Le premier est proposé dans [68] comme modèle pour
l’interaction dans la condensation de Bose–Einstein
Wσ = 2δ0 −
1
2 (δσ + δ−σ) . (5.21)
Notons que Ŵσ(ξ) = 2− cos(σξ), et pour σ > 0, Wσ vérifie (H1), (H2). De plus, Ŵσ est analytique
sur C, mais présente une croissance exponentielle sur H. Ainsi, Wσ ne vérifie pas (4.5) dans (H3).
Cependant, les tracés en figure 5.2-(a) et (b) montrent que la courbe d’énergie est concave et qu’il
semble exister des ondes progressives pour tout q ∈]0, q∗[. Notons que les graphes des vecteurs Uq
présentent des oscillations, à la différence de ceux tracés en figure 5.1. Cela nous amène à penser que
l’hypothèse (H3) est une condition suffisante mais non nécessaire pour assurer la concavité de la courbe
minimisante et donc l’existence d’ondes progressives.
Finalement, considérons
Ŵa,b,c(ξ) = (1 + aξ2 + bξ4)e−cξ
2
, (5.22)
proposé dans [6, 64] afin de décrire un fluide quantique comme l’Hélium 4. Pour (5.22), on considère les
paramètres a = −36, b = 2687.38, c = 29.58. Dans ce cas, la distribution vérifie (H1), mais ne vérifie
pas (H2) ni (H3). Cependant, on observe en figure 5.2 que la courbe d’énergie est à nouveau concave et
que la droite
√
2q est tangente à la courbe. Enfin, on obtient encore la même valeur critique pour le
moment, i.e. q∗ ' 1.55.
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(a) Courbe d’énergie pour (5.19) et α = 0.05, β = 0.15.












(b) |Uq| pour (5.19) et α = 0.05, β = 0.15.











(c) Courbe d’énergie pour (5.20) et α = 0.8.












(d) |Uq| pour (5.20) et α = 0.8.
Figure 5.1 – Courbes d’énergie et vecteurs Uq en module pour les potentiels (5.19) et (5.20).
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(a) Courbe d’énergie pour (5.21) et a = 10.












(b) |Uq| pour (5.21) et a = 10.








(c) Courbe d’énergie pour (5.22) et a = −36, b = 2687.38,
c = 29.58.













(d) |Uq| pour (5.22) et a = −36, b = 2687.38, c = 29.58.
Figure 5.2 – Courbes d’énergie et vecteurs Uq en module pour les potentiels (5.21) et (5.22).
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5.3 Méthode par pénalisation en dimension 2
5.3.1 Description de la méthode et lien avec Emin
La pénalisation est une méthode permettant de transformer un problème de minimisation avec
contraintes en un problème de minimisation sans contraintes. Nous renvoyons à [2] pour le principe
général et à [21, 22] pour l’application au calcul numérique d’ondes progressives dans le cas d’une
interaction locale.
Pour µ > 0, α > 0 et v ∈ E(R2), on définit la fonctionnelle L par










W ∗ (1− |v|2)
)
(1− |v|2) et Q(v) = 12
∫
R2
〈i(v − 1), ∂1v〉.
Pour v ∈ E(R2), on suppose implicitement que v − 1 ∈ L2(R), de sorte que son moment Q(v) ait bien
un sens. Considérons le problème de minimisation
Lmin(µ) = inf{L(v, µ) : v ∈ E(R2)}. (5.24)
La proposition qui suit établit le lien entre Lmin et Emin. Cette proposition est une version adaptée
au cas non local de la proposition 3 dans [21]. Pour la preuve, nous aurons besoin de supposer la
régularité de Emin. Notons que si Emin est dérivable sur R, la relation (4.19) du théorème 4.1.8 devient
dEmin
dQ
(q) = cq. (5.25)
Proposition 5.3.1. SoientW une distribution vérifiant les hypothèses (H1)–(H2), µ, q, α des constantes
strictement positives et u ∈ E(R2) telle que Q(u) = q. Supposons que Emin soit concave et dérivable sur
R+.
(i) Si u est solution du problème Lmin(µ), alors u est solution du problème Emin(q). De plus, u est
solution de (OPNc) avec une vitesse c = cq vérifiant (5.25).
(ii) Supposons que Emin admette une dérivée seconde en q telle que
d2Emin
dQ2
(q) > −α. (5.26)
Si u est solution du problème de minimisation Emin(q), alors u est solution de (OPNc) avec une
vitesse c = cq vérifiant (5.25) et u est un minimiseur local de L(·, µ) pour µ = q + cq/α.
Le fait de minimiser Lmin permet ainsi de retrouver les minimiseurs de Emin et donc des ondes
progressives de (OPNc). Cette méthode présente l’avantage de faire disparaitre la contrainte sur le
moment et donc d’éviter une étape supplémentaire de projection, comme pour notre méthode en
dimension 1. À l’inverse, il n’est pas possible de choisir un q particulier pour le calcul d’un minimiseur
de Lmin.
Preuve. Montrons (i). Soit v ∈ E(R) avec Q(v) = Q(u) = q. Comme u est solution de Lmin(µ), on a
L(u, µ) = E(u) + α2 (µ−Q(u))
2 ≤ L(v, µ) = E(v) + α2 (µ−Q(v))
2
c’est-à-dire, E(u) ≤ E(v). Comme v est arbitraire et par définition de Emin(q), on obtient que u
est solution du problème Emin(q). Le fait que u soit solution de (OPNc) découle directement du
théorème 4.1.8.
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Montrons maintenant (ii). À nouveau, par le théorème 4.1.8, u est solution de (OPNc) avec une
vitesse cq satisfait la relation (5.25). Comme µ = q + cq/α et E(u) = Emin(q), on a, pour v ∈ E(R2),
L(v, µ)− L(u, µ) = E(v)− E(u) + α2 (2µ−Q(v)−Q(u))(Q(u)−Q(v))
= E(v)− E(u) + α2 (q−Q(v) + 2cq/α)(q−Q(v))
= E(v)− E(u) + α2 (q−Q(v))
2 + cq(q−Q(v))




Choisissons v dans un voisinage de u, de sorte que Q(v) soit proche de Q(u) = q (voir corollaire 2.4
dans [19]). Ainsi, en utilisant la relation (5.25) et en appliquant la formule de Taylor à Emin en q à
l’ordre deux, on obtient
L(v, µ)− L(u, µ) ≥ 12
d2Emin
dQ2









Pour Q(v) proche de q et en choisissant α comme en (5.26), on obtient le résultat voulu.
5.3.2 Discrétisation du plan en variables étirées
Avant de détailler notre méthode, explicitons la discrétisation que nous allons utiliser. Afin de
discrétiser le plan, on travaille en variables étirées. Soient D =]− π2 ,
π
2 [2, R1 > 0, R2 > 0 et considérons
le changement de variables bijectif suivant,









Pour N ∈ N∗, on choisit une discrétisation cartésienne uniforme de l’adhérence de D avec pour pas
d’espace h = π/N . On note X,Y ∈MN+1(R) les matrices suivantes.
X =

−π/2 −π/2 · · · −π/2












−π/2 −π/2 + h · · · 0 · · · π/2








−π/2 −π/2 + h · · · 0 · · · π/2

.
Ainsi, le plan R2 est maillé par la grille non uniforme (tan(Xk,j)/R1, tan(Yk,j)/R2)k,j , pour
2 ≤ k, j ≤ N . Les coefficients R1 et R2 permettent de dilater la grille et d’espacer ou de rapprocher les
points centraux. En figure 5.3 est tracée la grille pour différents choix de R1 et R2. Notons qu’avec
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ce que l’on ne retrouve pas avec une grille uniforme de type [−L,L]2.
Rappelons que dans le cas de la dimension 2 et pour W = δ0, on a le résultat suivant [8, 12] : Soient
c ∈]0,
√
2[ et u une onde progressive de (GP) d’énergie finie et de vitesse c. Alors, il existe λ ∈ C de




Quitte à multiplier par une constante de module un, on peut alors supposer que u tend vers
1 lorsque |x| tend vers +∞. Pour u ∈ E(R2), on note U ∈ MN+1(C), la matrice approchant
u(tan(X)/R1, tan(Y)/R2). D’après la remarque précédente, on impose à U des conditions aux bords
de type Dirichlet, c’est-à-dire
Uk,j =
 1 si k /∈ [2, N ],ou,1 si j /∈ [2, N ]. (5.28)
Rappelons aussi que les ondes progressives en dimension 2 dans le cas local présentent une dé-
croissance algébrique vers 1 [41, 42], ce qui justifie le choix de notre discrétisation. À l’inverse, le fait
d’utiliser une grille cartésienne de type [−L,L]2, peut entrainer de erreurs d’approximation et des
oscillations au bord.
(a) R1 = R2 = 0.2. (b) R1 = R2 = 0.05.
Figure 5.3 – Grille (tan(X)/R1, tan(Y)/R2).
Afin de simplifier les notations, on notera désormais cos(Xk) pour cos(Xk,j) (respectivement cos(Yj)
pour cos(Yk,j)). Comme expliqué dans la section 5.3.1, nous allons utiliser une méthode de gradient afin
d’approcher les minimiseurs de L. Pour tenir compte au niveau discret du changement de variable (5.27),
on considère le semi-produit scalaire surMN+1(C) suivant :






Ce n’est pas un produit scalaire puisque (U,U)MN+1(C) = 0 n’implique pas que U = 0MN+1(C). Ici,
l’ensemble des inconnues discrètes correspond à l’ensemble des matrices de MN+1(C) auquel on a
enlevé les premières et dernières lignes et colonnes, c’est-à-dire un espace vectoriel réel de dimension
2(N − 1)2.
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Notons Lδ une discrétisation de L, que l’on définira en section suivante, et ∇Lδ le gradient de Lδ
pour le produit scalaire (5.29). Soit V = H + iK avec H,K ∈MN+1(R) telles que
Hk,j =
 0 si k /∈ [2, N ],ou,0 si j /∈ [2, N ], et Kk,j =
 0 si k /∈ [2, N ],ou,0 si j /∈ [2, N ]. (5.30)
Alors, en notant ∇RLδ(U) (respectivement ∇ILδ(U)) la partie réelle de ∇Lδ(U) (respectivement
la partie imaginaire de ∇Lδ(U)), on obtient, lorsque t→ 0,










Cette égalité nous sera utile lors des calculs de gradient afin d’identifier facilement la partie réelle et
imaginaire de ∇Lδ. Enfin, on impose au gradient de Lδ des valeurs nulles au bord et on ne calcule donc
que les valeurs pour (k, j) ∈ [2, N ]2.
5.3.3 Calcul des gradients dans le cas local
Pour u ∈ E(R2), notons ũ la fonction définie par
ũ : D → R








Commençons par traiter le cas local, c’est-à-dire W = δ0. L’énergie et le moment deviennent, par le
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Le but est de calculer numériquement, à µ fixé, un minimiseur U ∈MN+1(C) de Lδ(·, µ) avec U
vérifiant (5.28), par une méthode de gradient.
Concernant la discrétisation de l’énergie cinétique, nous avons choisi d’utiliser une dérivée à droite
et à gauche pour discrétiser ∂1ũ (respectivement ∂2ũ), cela nous permet d’éviter les problèmes de
dissymétrie. De plus, le fait d’utiliser, pour l’énergie cinétique, une différence centrée pour la dérivée
peut provoquer des oscillations sur le minimiseur calculé numériquement.
On notera A ∈MN+1(R) (respectivement B ∈MN+1(R)) la partie réelle (respectivement la partie
imaginaire) de U . Les propositions qui suivent nous donnent l’expression du gradient de Eδkin, Eδpot et
Qδ pour le produit scalaire (5.29).
Proposition 5.3.2. Pour tout (k, j) ∈ [2, N ]2, on a
(∇REδkin)k,j =
R21
2h2 ((Ak,j −Ak−1,j) cos
2(Xk−1) cos2(Xk) + (2Ak,j −Ak+1,j −Ak−1,j) cos4(Xk)




2h2 ((Ak,j −Ak,j−1) cos
2(Yj−1) cos2(Yj) + (2Ak,j −Ak,j+1 −Ak,j−1) cos4(Yj)




2h2 ((Bk,j −Bk−1,j) cos
2(Xk−1) cos2(Xk) + (2Bk,j −Bk+1,j −Bk−1,j) cos4(Xk)




2h2 ((Bk,j −Bk,j−1) cos
2(Yj−1) cos2(Yj) + (2Bk,j −Bk,j+1 −Bk,j−1) cos4(Yj)
− (Bk,j+1 −Bk,j) cos2(Yj+1) cos2(Yj)). (5.37)
Preuve. Soient H,K ∈ MN+1(R) et V = H + iK avec H,K vérifiant (5.30). La décomposition de
U en partie réelle et imaginaire nous donne Eδkin(U) = Eδkin(A) + Eδkin(B) et les calculs de (∇REδkin)
et (∇IEδkin) sont ainsi similaires. Il suffit alors de démontrer (5.36). De même, la formule (5.33) est
symétrique par rapport à k et j, et il suffit de calculer le gradient de la première somme de (5.33) afin









|Ak+1,j −Ak,j |2 + |Ak,j −Ak−1,j |2
)
. (5.38)
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où l’on a utilisé le fait que HN+1,j = H1,j = 0. De même, comme cos2(XN+1) = cos2(X1) = 0, on peut









(Ak,j −Ak−1,j)R21 cos2(Xk−1) cos2(Xk)
+ (2Ak,j −Ak+1,j −Ak−1,j)R21 cos4(Xk)− (Ak+1,j −Ak,j)R21 cos2(Xk+1) cos2(Xk)
)
Hk,j +O(t),
puis, par passage à la limite et en utilisant (5.31), on obtient
(∇Ekin,X(A))k,j =
R21
2h2 ((Ak,j −Ak−1,j) cos
2(Xk−1) cos2(Xk)
+ (2Ak,j −Ak+1,j −Ak−1,j) cos4(Xk)− (Ak+1,j −Ak,j) cos2(Xk+1) cos2(Xk)).
Par symétrie par rapport à k et j, on en déduit (5.36), puis (5.37), ce qui termine la preuve.
Proposition 5.3.3. Pour tout (k, j) ∈ [2, N ]2, on a
(∇REδpot)k,j = −(1− |Uk,j |2)Ak,j , (5.39)
et
(∇IEδpot)k,j = −(1− |Uk,j |2)Bk,j . (5.40)
Preuve. Soient H,K ∈MN+1(R) et V = H + iK avec H,K vérifiant (5.30). Alors,




















1− (A2k,j +B2k,j)− 2t(Ak,jHk,j +Bk,jKk,j))2










−4(Ak,jHk,j +Bk,jKk,j)(1− (A2k,j +B2k,j))
)
+O(t),
ce qui nous donne (5.39) et (5.40), par passage à la limite et en utilisant (5.29).
Proposition 5.3.4. Pour tout (k, j) ∈ [2, N ]2, on a
(∇RQδ)k,j =
R1





2h (Ak−1,j −Ak+1,j) cos
2(Xk). (5.42)
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Preuve. Soient H,K ∈ MN+1(R) et V = H + iK avec H,K vérifiant (5.30). Simplifions dans un
premier temps, l’expression du moment en (5.35). En utilisant l’écriture de U en partie réelle et
imaginaire, on arrive à
Re
(




(1− Uk,j)(Uk+1,j − Uk−1,j)
)
= Bk−1,j(1−Ak,j) +Bk,j(Ak−1,j −Ak+1,j) +Bk+1,j(Ak,j − 1).
La formule précédente nous donne,









− (Ak+1,j −Ak−1,j)Kk,j +Bk,jHk−1,j − (Ak,j − 1)Kk−1,j −Bk,jHk+1,j + (Ak,j − 1)Kk+1,j
)
+O(t).
En utilisant le fait que A1,j = AN+1,j = 1, B1,j = BN+1,j = 0, (5.30) et en utilisant un changement
d’indice dans la somme, l’expression se simplifie en







(2(Bk+1,j −Bk−1,j)Hk,j + 2(Ak−1,j −Ak+1,j)Kk,j) +O(t),
ce qui nous donne (5.41) et (5.42) par passage à la limite et en utilisant (5.31).
5.3.4 Calcul du gradient de l’énergie potentielle dans le cas non local
Traitons maintenant l’énergie potentielle dans le cas non local. On ne peut pas ici utiliser la FFT
classique pour approcher la transformée de Fourier continue au vu du maillage non uniforme. Pour






pour N ∈ N, F ∈MN (C), x, y ∈MN (R) et sl, tm ∈ R, tout en conservant une rapidité similaire à la
FFT en dimension 2. Pour plus de détails sur la NUFFT, on renvoie à [44]. Pour notre approximation de
la transformée de Fourier, on conserve la grille en variables étirées en espace. Pour la grille en fréquence,
on choisit cette fois une grille cartésienne [−L,L]2 et on note λ = 2L/N le pas, dans les deux directions.
Enfin, on prend le même nombre de points en fréquence et en espace. Notons ξ, ζ ∈ MN+1(R) les
matrices de maillage en fréquence suivantes,
ξ =

−L −L · · · −L












−L −L+ λ · · · 0 · · · L
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Détaillons maintenant l’approximation que nous allons utiliser pour la transformée de Fourier et la

























iξl,mtan(Xk,j)/R1eiζl,mtan(Yk,j)/R2 si(k, j) ∈ [2, N ],
0 sinon,
(5.44)
approximations de la transformée de Fourier et de la transformée de Fourier inverse. Notons que Fδ et
F−1δ sont linéaires. Comme pour (5.10) et (5.12) en dimension 1, on définit la convolution discrète par
convnft(U, V ) = F−1δ (Fδ(U). ∗ Fδ(V )) , (5.45)
et on note, pour A ∈MN+1(C),
convnft(W, A) = F−1δ (Ŵ(ξ, ζ). ∗ Fδ(A)), (5.46)
où (Ŵ(ξ, ζ))k,j = (Ŵ(ξk,j , ζk,j)) et où la notation A. ∗B désigne la matrice produit composante par
composante i.e. (A. ∗B)k,j = Ak,jBk,j . Enfin, comme pour la proposition 5.2.1, en utilisant la parité
de Ŵ, on a la proposition suivante pour convnft.











Passons maintenant à la discrétisation de l’énergie potentielle dans le cas non local et le calcul de








convnft(W, 1− |U |2)k,j(1− |Uk,j |2)
(cos(Xk)2 cos(Yj)2)
. (5.47)
De même, comme dans le cas W = δ0, on pose




et on calculera les minimiseurs de cette fonctionnelle en section 5.3.5.
Proposition 5.3.6. Soit W une distribution vérifiant les hypothèses (H1) et (H2). Alors, pour tout
(k, j) ∈ [2, N ]2, on a
(∇REδpot)k,j = −convnft(W, 1− |U |2)k,jAk,j (5.49)
et
(∇IEδpot)k,j = −convnft(W, 1− |U |2)k,jBk,j . (5.50)
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Preuve. Soient H,K ∈MN+1(R) et V = H + iK avec H,K vérifiant (5.30). On a,
convnft(W, 1− |U + tV |2)k,j(1− |Uk,j + tVk,j |2)− convnft(W, 1− |U |2)k,j(1− |Uk,j |2)
=
(
convnft(W, 1− |U + tV |2)k,j − convnft(W, 1− |U |2)k,j
)
(1− |Uk,j + tVk,j |2)
+ convnft(W, 1− |U |2)k,j
(
(1− |Uk,j + tVk,j |2)− (1− |Uk,j |2)
)
.
En développant comme à la preuve de la proposition 5.3.3, on obtient
























convnft(W, 1− (A2 +B2))k,j(Ak,jHk,j +Bk,jKk,j)
)
+O(t).
En utilisant la proposition 5.3.5 et en passant à la limite, on obtient (5.49) et (5.50).
5.3.5 Mise en oeuvre
Afin de calculer numériquement les minimiseurs de Lδ définie en (5.48), on utilise une méthode de
gradient à pas adaptatif. Fixons µ > 0, W une distribution tempérée, α > 0 assez grand au vu de la
condition (5.26) et une tolérance ε > 0. En partant d’une matrice U (0) ∈MN+1(C) et d’un pas ρ > 0,
on calcule
U (1) = U (0) − ρ∇Lδ(U (0), µ),
où le gradient est calculé grâce aux propositions 5.3.2, 5.3.3, 5.3.4 et 5.3.6. Maintenant, si Lδ(U (0), µ) >
Lδ(U (1), µ), on calcule U (2) par
U (2) = U (1) − ρ∇Lδ(U (1), µ).
Inversement, si Lδ(U (1), µ) > Lδ(U (0), µ), la fonctionnelle Lδ n’a pas été diminuée. On recommence
alors le calcul de U (1) en divisant le pas par 2 i.e.
U (1) = U (0) − ρ2∇L
δ(U (0), µ),
puis on recommence l’opération, jusqu’à convergence. L’avantage de la méthode avec pas de temps
adaptatif est de pouvoir démarrer d’un pas ρ assez grand et donc de diminuer le temps de calcul, tout
en s’assurant de la convergence de l’algorithme. L’algorithme s’écrit alors :
Données : Pour U ∈MN+1(C), ρ > 0, α > 0, ε > 0 et µ > 0
Poser U (0) = U, k = 0 et r(0) = 2ε
tant que r(k) > ε ou ρ > 10−16 faire
-Calculer U (k+1) = U (k) − ρ∇Lδ(U (k), µ)
si Lδ(U (k), µ) < Lδ(U (k+1), µ) alors
U (k+1) = U (k)
ρ = ρ/2
sinon
U (k+1) = U (k+1)
ρ = ρ
fin
- Calculer le résidu r(k+1) = ‖∇Lδ(U (k+1), µ)‖2
- Itérer k ← k + 1
fin
Algorithme 3 : Méthode de gradient à pas de temps adaptatif.
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Précisons maintenant le choix de l’initialisation U (0). L’idée est de choisir U (0) comme une approxi-
mation d’un soliton de (GPN), de manière à réduire le temps de calcul. On reprend ici la méthode
utilisée dans [21, 22]. Lors du chapitre précédent en section 4.2.4 en utilisant l’équation de Kadomtsev–
Petviashvili, nous avons montré formellement que, lorsque c =
√
2− ε2 et uε solution de (OPNc), on
a

























1A + ∂−11 ∂22A = 0, ∂1Φ = −
√
2A et ω = (1 + ∂21Ŵ(0, 0))1/2.
Une solution explicite de cette équation est le lump [58], d’expression






où L(x, y) = −24 3− x
2 − y2
(3 + x2 + y2) = −24∂1
(
x
3 + x2 + y2
)
. (5.52)
Grâce à la formule (5.52), on calcule alors uKP,ε,ω qui nous donne une approximation d’un soliton de
vitesse c '
√
2 pour une distribution W choisie. Notons que d’après (5.51) et (5.52), la décroissance de
uKP,ε,ω vers 1 est beaucoup plus lente en y que en x et il sera judicieux d’adapter l’échelle en y lors du
tracé. Cette condition initiale est tracée à la figure 5.4-(a).
Un second choix pour l’approximation est d’utiliser un approximant de Padé, qui permet d’approcher
les solitons de petite vitesse (et donc de moment grand). Rappelons que dans le casW = δ0, les solutions
de (OPc) minimiseurs de Emin présentent deux vortex de degrés 1 et −1 lorsque la vitesse c est petite.
De plus, ces deux vortex sont situés à une distance équivalente à 2/c lorsque c→ 0 [12]. Considèrons la
fonction, écrite sous forme polaire,
V (r, θ) = a(r)eiθ,
où a est une fonction d’une variable à valeurs réelles vérifiant a(0) = 0 et a(±∞) = 1. La fonction V
présente un vortex de degré 1 en 0. Notons qu’en conjuguant cette fonction, on obtient un vortex de






+ a(1− a2) = 0. (5.53)




1 + β1r + β2r4
afin d’obtenir une approximation de la solution de (5.53). En injectant aPadé(r) dans (5.53) et
en effectuant un développement de Taylor en r = 0, on obtient alors α1 = 0.34375, α2 = β2 =
0.02864583330, β1 = 1/3. On renvoie à [5, 21] pour le détails des calculs. Ainsi, la fonction
uPadé(x, y) := aPadé(x2 + (y − 1/c)2)
x+ i(y − 1/c)√
x2 + (y − 1/c)2
aPadé(x2 + (y + 1/c)2)
x− i(y + 1/c)√
x2 + (y + 1/c)2
,
présente deux vortex de degrés 1 et −1, situés à une distance de 2/c. On trace en figure 5.4-(b) le
module de uPadé.
La procédure est la suivante : Fixons une distribution W et choisissons une condition initiale U (0)
parmi les deux précédentes. On calcule µ d’après la proposition 5.3.1,
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(a) Module de uKP,ε,ω pour ε = 0.5 et ω = 1. (b) Module de uPadé pour c = 0.2.
Figure 5.4 – Exemples de conditions initiales utilisées pour la méthode par pénalisation.
avec c ∼
√
2 ou c ∼ 0 selon la condition initiale U (0) choisie et α assez grand d’après la condition (5.26).
On calcule numériquement Uµ ∈ MN+1(C) par la méthode par pénalisation, son énergie Eδ(Uµ) et
son moment Qδ(Uµ). Une fois le vecteur Uµ obtenu, on augmente la valeur de µ de ∆µ = 0.5 et on
calcule le vecteur Uµ+∆µ en prenant cette fois comme initialisation U (0) = Uµ. On itère cette procédure
jusqu’à obtenir assez de points pour tracer la courbe d’énergie. On considérera une tolérance globale
de ε = 10−4. Afin d’alléger les notations pour les tests numériques qui vont suivre, on notera Uq, à la
place de Uµ, avec q = Qδ(Uµ).
5.3.6 Observations numériques
Commençons par un premier test numérique avec W = δ0. On considère les paramètres numériques
suivants : N = 81, R1 = R2 = 0.2 (sauf pour q ∼ 0 où l’on choisit R2 = 0.05) et α = 10. On trace en
figure 5.5a, la courbe d’énergie Eδ(Uq) en fonction q en bleu. À titre de comparaison, on trace en rouge
sur la même figure les valeurs d’énergie données par [50]. On observe que ces valeurs sont très proches
des valeurs de Eδ(Uq), obtenues par la méthode par pénalisation. Enfin, on retrouve les propriétés de
la courbe Emin lorsque W = δ0 (voir [8]) : la courbe Eδ(Uq) est croissante, concave et la droite
√
2q est
tangente à la courbe en 0. En figure 5.6, on trace le graphe de Uq en module pour différentes valeurs de
q. Pour q ' 0, on observe que le graphe de |Uq| tend lentement vers 1 dans la direction y. On observe
ensuite la formation de vortex à partir de la figure (c). Enfin, entre la figure (e) et à la figure (f), les
vortex se sont éloignés, comme attendu.
Pour les trois prochains tests numériques, on considère les paramètres numériques suivants : N = 81,
R1 = R2 = 0.2, L = 5 (troncature en fréquence) et α = 10. Calculons maintenant les solutions






2/4aδ0(y) et Ŵa(ξ1, ξ2) = e−aξ
2
1 . (5.54)
Ce potentiel vérifie les hypothèses (H1) et (H3) mais pas (H2). On trace en figure 5.5b la courbe
d’énergie correspondante. La courbe semble concave, croissante et présente des valeurs inférieurs à la
courbe d’énergie pour W = δ0. En figure 5.7, on trace le module de Uq pour différentes valeurs de q.
Lorsque q ' 0, le graphe correspondant est beaucoup plus localisé que dans le cas W = δ0 et tend
rapidement vers 1 dans la direction y. Les branches des vortex ne présentent pas une séparation nette
comme celles de la figure 5.6 et sont beaucoup plus larges.
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(a) Courbe d’énergie pour W = δ0.









(b) Courbe d’énergie pour (5.54) avec a = 10.
Figure 5.5 – Courbes d’énergie Eδ(Uq) pour les potentiels W = δ0 et (5.54).
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(a) q = 0.46. (b) q = 6.48.
(c) q = 12.98. (d) q = 20.
(e) q = 30. (f) q = 39.95.
Figure 5.6 – Module de Uq pour W = δ0.
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(a) q = 0.48. (b) q = 4.98.
(c) q = 14.99. (d) q = 20.
(e) q = 30. (f) q = 39.5.
Figure 5.7 – Module de Uq pour (5.54) pour a = 10.
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5.3. Méthode par pénalisation en dimension 2
Considérons maintenant les deux potentiels suivants. Pour a = b = 1.1 et c = 0.9, on pose
Ŵa,b,c(ξ1, ξ2) = Ŵa,b,c(ξ1)Ŵa,b,c(ξ2) où Ŵa,b,c(ξ) = (1 + aξ21 + bξ4)e−cξ
2
. (5.55)
Ce type potentiel a déjà été proposé en dimension 1 en (5.22). Pour le second potentiel, soient
σ = 2, γ = 4 et





Ces deux distributions vérifient l’hypothèse (H1), mais ne vérifient pas (H2)-(H3). La courbe
d’énergie pour chacune des distributions est tracée à la figure 5.8. Dans les deux cas, la courbe
Eδ(Uq) semble croissante et concave. Comme à la section 5.2.3, on arrive à nouveau à la conjecture
suivante : les hypothèses (H2) et (H3) sont des conditions suffisantes et non nécessaires pour montrer la
concavité de Emin sur R+. En figure 5.9, on trace le module de Uq pour différentes valeurs de q pour
la distribution (5.55). Notons que la forme des branches des vortex est beaucoup large que dans le
cas local. À la figure 5.10, le module de Uq est tracé pour pour la distribution (5.56). On retrouve à
nouveau des branches pour les vortex dont la forme est semblable à celles du cas local en figure 5.6.
Par contre, chacune des 6 figures présentent des oscillations très importantes.









(a) Courbe d’énergie pour (5.55) avec a = b = 1.1 et
c = 0.9.









(b) Courbe d’énergie pour (5.56) avec σ = 2 et γ = 4.
Figure 5.8 – Courbes d’énergie Eδ(Uq) pour les potentiels (5.55) et (5.56).
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(a) q = 0.47. (b) q = 4.97.
(c) q = 9.98. (d) q = 19.98.
(e) q = 29.99. (f) q = 40.
Figure 5.9 – Module de Uq pour le potentiel (5.55) avec a = b = 1.1 et c = 0.9.
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5.3. Méthode par pénalisation en dimension 2
(a) q = 0.46. (b) q = 6.47.
(c) q = 12.98. (d) q = 19.99.
(e) q = 30. (f) q = 40.
Figure 5.10 – Module de Uq pour le potentiel (5.56) avec σ = 2, γ = 4.
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1 si |x| ≤ R
0 si |x| ≥ R+ µ
.




Preuve du lemme A.1. Soit
f(x) =
{
exp(− 1x ) si x ≥ 0,
0 sinon,
et posons
χ(x) = f(R+ µ− |x|)
f(R+ µ− |x|) + f(|x| −R) .
Comme max(|x| − R,R + µ− |x|) ≥ µ > 0, le dénominateur de χ est toujours strictement positif et
χ est bien définie. De plus, f ∈ C∞(R) d’où χ ∈ C∞(R). Enfin, si |x| ≤ R, alors f(|x| −R) = 0 d’où
χ(x) = 1. Si |x| ≥ R+µ, alors f(R+µ− |x|) = 0 et χ(x) = 0. Il reste à montrer la borne sur la dérivée.
On a
|χ′(x)| =
∣∣∣∣f ′(R+ µ− |x|)f(|x| −R) + f ′(|x| −R)f(R+ µ− |x|)(f(|x| −R) + f(R+ µ− |x|))2
∣∣∣∣ .
Comme |f ′(x)| ≤ exp(−1/x)x2 ≤ 4e−2, on arrive à
|χ′(x)| ≤ 8e
−2
f(|x| −R) + f(R+ µ− |x|) .
Enfin, f(|x| −R) + f(R+ µ− |x|) ≥ f(µ2 ) = 2e
− 2µ , ce qui nous donne (6.1).
Lemme A.2. Soit (un,m)(n,m)∈N2 une double suite des nombres réels telle qu’il existe C > 0 tel que
|un,m| ≤ C, pour tout n,m ∈ N. Alors il existe une fonction strictement croissante σ : N→ N telle que
















Soit a1 tel que
ϕ1(a1) = min{ϕ1(j) | j ∈ N, ϕ1(j) > 0}
et on pose
σ̃(1) = ϕ1(a1).




Soit a2 tel que
ϕ1 ◦ ϕ2(a2) = min{ϕ1 ◦ ϕ2(j) | j ∈ N, j > a1, ϕ1 ◦ ϕ2(j) > σ̃(1)}.
Ainsi a2 > a1 et l’on pose
σ̃(2) = ϕ1 ◦ ϕ2(a2).
En itérant ce raisonnement, on obtient une suite de nombre entiers (ap)p∈N∗ strictement croissante,
une suite d’extractrices (ϕp)p∈N∗ et une suite de nombres (lp)p∈N∗ tels que la fonction σ̃ définie par
σ̃(m) = ϕ1 ◦ ϕ2 ◦ · · · ◦ ϕm(am)








uσ̃(n),σ̃(m) = lm+1. (6.2)
Comme la suite (lm+1)m est bornée, il existe une extractrice ψ et ` ∈ R tels que
lim
m→+∞
lψ(m) = `. (6.3)
En posant σ = σ̃ ◦ ψ et en combinant (6.2) et (6.3), on obtient le résultat voulu.
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Proposition B.1. Soient f ∈ L1(R)∩C1(R), h > 0, L > 0, 1 ≤ k ≤ N et Vf et ξk définis en (5.6) et






Pour le premier terme majorant dans (6.4), en fixant ξk, on obtient que
h(2L− h)
2 supx∈[−L,L]
|f ′(x)− iξkf(x)| = O(h) −→
h→0
0.
Le second terme majorant est nul si la fonction f est à support compact dans [L− h, L+ h]. Dans le


























∣∣f(x)e−ixξk − f(xj)e−ixjξk ∣∣ dx,

























et par définition de fts en (5.5), on arrive à (6.4).







On choisit comme paramètres numériques h = 0.1 et L = 10. Ainsi (ξk)k = [−31.25, 31.25]. On observe
en figure 6.1 que l’on obtient un tracé très proche de
√
π exp(−ξk2/4) et l’erreur égale à l’erreur machine
10−16.
Choisissons maintenant f(x) = exp(−|x|) et observons l’ordre d’erreur. Comme f /∈ S(R), il faut








|f(x)e−ixξk |dx ≤ ε ⇐⇒ e−L+h + e−L ≤ ε (6.5)








Pour ε = 10−16 et h entre 0.1 et 0.001, on peut choisir L = 40. On trace en figure 6.2 la différence∣∣∣fts(Vf )[k]− f̂(ξk)∣∣∣ pour k fixé sur une échelle log− log, où f̂(ξ) = 2/(1 + ξ2). On observe alors que
l’ordre de convergence est égal à 2.



















∣∣fts(Vf )[k] − exp(ξk2/4)
∣∣
Figure 6.1 – Tracé de
√








∣∣fts(Vf )[k] − f̂(ξk)
∣∣
O(h2)
Figure 6.2 – Tracé de l’erreur
∣∣∣fts(Vf )[k]− f̂(ξk)∣∣∣ sur une échelle log− log en fonction de h.
En raisonnant comme pour la proposition B.1, on a la borne d’erreur suivante pour la transformée
de Fourier inverse.
Proposition B.2. Soient g ∈ L1(R) ∩ C1(R), h > 0, L > 0, 1 ≤ j ≤ N et Vg défini en (5.9).
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Testons numériquement la formule (5.8) avec g(ξ) =
√
π exp(−ξ2/4). On utilise à nouveau les mêmes
paramètres numériques que précédemment. On obtient un tracé proche de la gaussienne exp(−x2) et
























Figure 6.3 – Tracé de exp(−x2) et de son approximation ifts(Vg) et tracé de l’erreur en valeur absolue
Comparaison entre convfft et convnum
Testons numériquement la convolution par fft définie en (5.11), avec f(x) = g(x) = exp(−x2) avec
L = 50 et h = 0.1. Notons, Vf = [f(x1), ..., f(xN )] et Vg = [g(x1), ..., g(xJ)]. On observe alors en
figure 6.4 que le tracé de f ∗ g(x) =
√
π/2 exp(−x2/2) est très proche de convfft(Vf , Vg), ce qui est
confirmé par l’erreur de l’ordre de 10−13.
Toujours sur ce même exemple, on peut comparer le temps de calcul de la convolution par les deux
méthodes en faisant varier h et L grâce à la fonction cputime de Matlab. On obtient le tableau suivant.
````````````Param.
Tps (.s) convfft convnum
h = 0.1, L = 100 0 0
h = 0.01, L = 100 0.01 0.04
h = 0.001, L = 100 0.86 4.46
h = 0.001, L = 500 1.39 24.13
h = 0.0001, L = 100 3.28 1009.8
On observe alors que la convolution numérique devient vite très coûteuse lorsque le nombre de
composantes des deux vecteurs U et V augmentent, à l’inverse de la convolution par fft qui fournit un
temps de calcul assez rapide.
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∣∣convfft(Vf , Vg) − f ∗ g
∣∣
Figure 6.4 – Tracé de f ∗ g et de son approximation convfft(f, g) et tracé de l’erreur en valeur absolue
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