An unsupervised change detection problem can be viewed as a classification problem with only two classes corresponding to the change and no-change areas, respectively. Thanks to its simplicity, image differencing is a widely used approach to change detection. It is based on the idea of generating a difference image that represents the modulus of the spectral change vector associated with each pixel in the study area. To separate the "change" and "no-change" classes in the difference image, a simple thresholding-based procedure can be applied. However, the selection of the best threshold value is not a trivial problem. In the present work, several simple thresholding methods are investigated and compared. The combination of the Expectation-Maximization algorithm with a thresholding method is also performed for the purpose of achieving a better 2 estimate of the optimal threshold value. As an experimental investigation, a study area damaged by a forest fire is considered. Two Landsat TM images of the area acquired before and after the event are utilized to detect the burnt zones and to assess and compare the above mentioned unsupervised change-detection methods.
INTRODUCTION
In several applications (e.g., disaster management and assessment of land erosion, deforestation, urban growth, and crop development), the contribution of remote-sensing images can be valuable, in particular, if one uses techniques able to detect the changes that occurred in a given study area in the period between two observation dates.
Any change-detection problem can be defined as a classification problem where a "change" class and a "no-change" class have to be distinguished, given the input images. Unsupervised change detection is characterized by no need for prior knowledge of the ground truth concerning the area to be investigated. Therefore, no prior information about the statistics of the aforesaid classes is available to the classification algorithm. By contrast, when the ground truth is available at both acquisition dates, a feasible approach is the supervised one. The statistics of the two classes can be more easily estimated, given the a priori information, thus typically obtaining an overall better classification accuracy than by use of unsupervised algorithms; moreover, it is also possible to estimate the kind of change that occurred [1] , [2] . However, the difficulty with collecting ground truth information regularly in time makes it mandatory to develop unsupervised change-detection methods to support the analysis of temporal sequences of remote-sensing images.
Actually, the application of any unsupervised change-detection method to two registered (possibly multispectral) images of the same area does not directly detect changes in the land cover; instead, it detects changes in the radiance that reaches the sensor. Therefore, change-detection algorithms generally imply a fundamental assumption, i.e., variations in radiance due to land-cover changes are greater than those due to sensor noise, different atmospheric conditions or different soil moisture, etc. [3] . Under this assumption, a huge variety of unsupervised change-detection methods has been proposed, such as image differencing, image regression, image ratioing, change vector analysis (CVA) and methods based on principal component analysis (PCA) or on the analysis of band ratios and vegetation indexes [3] .
One of the most widely used approaches is image differencing, according to which the images acquired at two dates are subtracted in order to produce a "difference image" to be analyzed. When input data are multispectral, the CVA technique, which subtracts the two (vectorial) images in order to produce a "spectral change vector" image, can be applied. Changes are identified by computing and analyzing the modulus of this change vector, whereas its direction gives information about the kind of change.
Both the difference image and the modulus image have to be processed in some way, in order to obtain a final change map. The underlying idea is that no-change pixels exhibit small values in the modulus image, whereas change areas exhibit larger values. Therefore, a simple thresholding algorithm can be used in order to distinguish between these two possibilities. However, the thresholding approach involves a further problem, i.e., the choice of an appropriate threshold, which should be optimized according to some criterion for the correct detection of changes.
An alternative to the thresholding method for the solution of an unsupervised changedetection problem is the unsupervised classification approach, which assumes a given mathematical model for the statistics of the "change" and "no-change" classes (e.g., a Gaussian model), performs some kind of estimation of the model parameters (e.g., maximum likelihood estimation) and uses these estimates to apply some classification or detection procedure (e.g., MAP, Neyman-Pearson, … [4] ). For example, Bruzzone and Prieto [5] proposed a classification method based on the analysis of the modulus of the multispectral difference image, assuming a Gaussian model for both the "change" and "no-change" classes. Therefore, the parameters to be estimated were the means, the variances and the prior probabilities of the distributions of the modulus for the two classes.
These estimations were performed by using the Expectation-Maximization (EM) algorithm, which is an iterative procedure, converging, under appropriate assumptions, to maximum likelihood (ML)
estimates [6] of the unknown parameters. In order to initialize the algorithm, Bruzzone and Prieto selected two subsets of pixels, likely to belong to the "change" and "no-change" classes, respectively. In particular, they fixed a couple of thresholds, T n and T c (T c > T n ), defining the "change" subset as the set of pixels whose modulus was larger than T c , and the "no-change" subset as the set of pixels whose modulus was smaller than T n . The initial estimates to be given as inputs to the EM algorithm were computed from these subsets.
In general, the EM algorithm can be applied to any estimation problem with some kind of incompleteness in the available data [6, 7] , that is, when it is not possible to have access directly to the complete data but only to a set of incomplete data, obtained from the complete ones through a many-to-one mapping. For instance, in the present parameter estimation problem, the available (incomplete) data are represented by the set of pixel values, whereas the complete data are the set of pixel values, coupled with the related class labels. Other applications can be found in the literature, (e.g., active noise cancellation (ANC) [7] , hidden Markov models (HMM) [7] , or spread-spectrum multiuser communication [7] , etc.). This large variety of applications stems from the considerable generality of the EM algorithm for the solution of incompleteness problems, and witnesses its effectiveness as an estimation tool.
In the present work, we describe both thresholding and classification approaches to unsupervised change detection. The considered algorithms are all applied to the difference image, sometimes using the vectorial difference image and sometimes the modulus image, as in CVA. In particular, several simple automatic-thresholding methods are compared. In addition, some EMbased hybrid methods, combining a classification algorithm with a thresholding procedure, are assessed, in order to obtain a higher change-detection accuracy. All the considered algorithms have been designed to be applied to scalar images, in which a single scalar value is associated with each pixel. Therefore, given a couple of multitemporal, multispectral images, we assume that the vectorial difference is first computed and some feature transform (e.g., modulus, PCA, Fisher transform, etc.) is then applied in order to generate the 1 -D input to the thresholding or classification algorithm. 
THE THRESHOLDING APPROACH

Problem formulation
Therefore the purpose of thresholding is to split the pixels into two classes, namely, ω 1 and ω 2 , representing, for instance, "change" and "no-change" classes, or "foreground" and "background" classes. Thresholding algorithms assume the image histogram h(z)
to be the only available information about the image, i.e., they use only grey-level information. The class-conditional probability density functions (pdfs) p i (z) = p(z| ω i ) (i = 1, 2) of the grey level z are not known in advance, nor the prior probabilities P i = P(ω i ) (i = 1, 2) of the classes. As a consequence, in place of the pdf:
obtained by the total probability theorem [8, 9] , the histogram h(z) itself is computed and utilized.
Usually, the selection of an appropriate threshold T is based on the optimization of a given predefined criterion function J(T) that averages a cost function c(z, T) over the feature histogram h(z) [10] . This means that the threshold is assumed to be fixed at some value T ∈ {0, 1, …, L-1}, and that the cost function c(z, T) measures the cost of classifying pixels by comparing their grey levels z with the threshold T. The criterion function is defined as:
and the optimal threshold that minimizes the criterion function is computed as follows:
Depending on the specific model adopted for the cost function, several different algorithms can be formalized within this framework.
Kittler and Illingworth's algorithm
Kittler and Illingworth proposed a thresholding algorithm [11] whose cost function is based on the Bayes classification rule, under the Gaussian assumption for the class-conditional 
(z, T) (i = 1, 2) be the posterior probability of the grey level z belonging to the class ω i according to the threshold T (as usual, P
(z, T) is computed by applying the Bayes rule [9] ). Except for an additive constant, Kittler and Illingworth define their cost function as:
The result is a couple of parabola arcs, centered in the class-conditional means, of shapes dependent on the threshold T ( Fig. 1a ):
After adequate calculations, the criterion function to be minimized is then proved to be:
Huang and Wang's algorithm
Huang and Wang's thresholding method [10, 12] is based on the minimization of a measure of fuzziness [13] , for which the cost function is the following fuzzy entropy measure:
where S e (·), i.e., the Shannon entropy function, is defined as:
and µ T (·) is a fuzzy membership function, dependent on the threshold value T:
No assumptions about the class-conditional pdfs are made, and the quantities P 1 (T), P 2 (T), m 1 (T), and m 2 (T) are defined through the histogram, as in equation (5) 
Otsu's algorithm
Given the normality assumption for the class-conditional pdfs, and defining P i (T), m i (T) and σ i (T) (i = 1, 2) as in equation (5) 
The optimal threshold is therefore defined to be the maximum-separation threshold:
This maximization can be proved to be equivalent to the minimization of the following criterion function [10, 14] 
where σ 2 is the grey-level total variance, estimated from the histogram. Expression (15) suggests a cost function formulation for the Otsu's algorithm, too:
i.e., c OT (z, T) is a couple of fixed-shape parabola arcs, centered in the class-conditional means (Fig.   1c ).
In the following, we refer to Kittler and Illingworth's algorithm simply as K&I, to Huang and Wang's algorithm as H&W, and to Otsu's algorithm as Otsu.
THE EM ALGORITHM
As mentioned previously, a general solution to the problem of the ML estimation of the parameters of a pdf in the presence of incomplete data is represented by the ExpectationMaximization (EM) algorithm [6, 7] . It requires the definition of two sample spaces, X and Y, such that Y ⊂ R m is the sample space of the observations, and X ⊂ R n is the underlying sample space. In particular, y is a (possibly vector * ) random variable that ma y take on values in Y and represents the observation (i.e., the incomplete data), and x is the random vector of the complete data, and may take on values in the set X. The incompleteness is analytically described assuming that
where Φ Φ (·): X → Y is a many-to-one mapping. In addition, the pdf of the complete data depends on some parameters (say, r parameters) collected into the vector θ θ ∈ Ω, where Ω is a convex subset of R r . Therefore, the pdf of the random vector x is usually denoted by f(x| θ θ ).
An ideal ML estimation would compute a parameters vector θ θ * such that:
but this approach requires the knowledge of the complete data realization x. EM tries to maximize the expectation of the log-likelihood function ln f(x| θ θ ), given the available (incomplete) data realization y, and using the current estimate of the parameter vector θ θ . This idea is implemented by a pair of steps (Expectation-step and Maximization-step, respectively), which are iterated up to convergence:
It has been demonstrated that, under some assumptions, the vector sequence {θ θ (t) } converges,
to an ML estimate θ θ * of the parameter vector θ θ . Even though it may suffer from local minima and saddle points, the EM algorithm has proved to be effective in the estimation of mixture components parameters [6, 15] .
In the specific problem of unsupervised change detection, given an M × N (possibly multispectral) image Z = {z mn : m = 0, 1, …, M -1, n = 0, 1, …, N -1}, the pixel value z is assumed to be a mixture of two Gaussian components corresponding to the "change" and "no change"
classes, respectively:
where 
where the apex "T" denotes the matrix transpose operator.
EM-BASED CLASSIFICATION APPROACHES
Introduction
In the context of unsupervised change detection, we propose two classification-based methods that exploit the results of an estimation of the pdf parameters performed by the EM algorithm. We assume that the values of the original multispectral images are distributed according to a Gaussian mixture. Consequently, the (multispectral) difference image is a Gaussian mixture, too. We do not apply EM to the modulus image because the modulus operation is non-linear and strongly affects the data normality. On the contrary, we apply the EM algorithm after transforming the difference image with linear operators, i.e., the Fisher transform or simultaneous diagonalization.
The Fisher-based method
The Gaussianity property can be saved by applying a linear N-to-1 dimensional transform to the difference image, like the Fisher transform. This transform is a linear operation
where x is the original feature vector and w is a weight vector chosen such as to maximize the class separation and to minimize the class dispersion [4] . A simple analytic computation of w is feasible, but the Fisher transform is inherently supervised, i.e., it requires an input training set to estimate class-conditional means and scatter matrices [4] . Therefore, as an initialization step, we propose to apply Kittler and Illingworth's algorithm to some N-to-1 dimensional unsupervised transform (e.g., the modulus or PCA transform) in order to obtain a first classification map. This map is utilized to generate a training set to compute the Fisher transform and to provide the first estimates of the parame ters of the Gaussian mixture components, in the Fisher domain, to initialize the EM algorithm. In particular, two subsets of pixels of the classification map are used to generate the training set: for the "no-change" class, we utilize only the pixels that lie to the left of a threshold T 1 , whereas, for the "change" class, we consider only the pixels lying to the right of a threshold T 2 . T 1 is computed such as to allow us to select a percentage p of the number of samples that lie to the left of the mean of the "no-change" class; similarly, T 2 is computed such as to allow us to select the same percentage p of the samples that lie to the right of the mean of the "change" class. As a result, biased estimates are obtained, but the most critical area, where the two distributions overlap, can be discarded.
A complete block diagram of the algorithm is shown in Fig. 2. 
The method based on simultaneous diagonalization
For this method, we perform first a linear N-to-N dimensional transform leading to independent transformed features and then a parameter estimation for each feature by using the EM algorithm in one dimension, as it is easier to find good initial estimates for the EM algorithm in the transformed space than in the original N-dimensional feature space. The simultaneous diagonalization is obtained by a sequence of two linear transformations [8] : first, a whitening procedure is applied to one of the two Gaussian classes, so, in the transformed space, the covariance matrix becomes an identity matrix; secondly, an orthonormal transformation is performed in order to diagonalize the covariance matrix of the other class.
As in the case of the Fisher-based method, an initial classification map is produced by Kittler and Illingworth's algorithm and used t o generate the training set for the computation of the simultaneous diagonalization transform and to provide the EM algorithm with the initial parameter (Fig. 3) . Also for this method, only two subsets of pixels of the classification map are used to generate the training set according to the same selection criterion as adopted for the Fisherbased method.
EXPERIMENTS
Data set
For the experiments, we used a multitemporal data set consisting of a couple of multispectral Before using the image differencing approach, a simple running mean filter (with a 3 × 3 window) was applied to each of the two considered bands to reduce the noise. It is important to point out that the difference image did not represent a two class scene (i.e., "burnt vegetation" and "not-burnt vegetation") but, more realistically, a three-class scene, where "burnt vegetation", "sea", and "not-burnt vegetation" were contained.
The presence of three classes (corresponding to three modes in the difference image) can strongly affect the classification accuracies of the previously described algorithms, which refer to bimodal contexts. Therefore, we repeated the experiments also on a reduced portion of the same data set, obtained from the first one by cutting only a 228 × 228 zone of the island in order to keep the "burnt vegetation" and "not-burnt vegetation" classes and to leave out the "sea" class (the cutting window is shown in Fig. 4 ).
Thresholding approach: experimental results
Given the bispectral images (bands 4 and 7), acquired in August and September, the vectorial difference image was computed, as well as the modulus image (Fig. 5a ) and the first component image of the PCA transform (Fig. 5b) . The described thresholding algorithms (Kittler and In all the experiments, the probabilities of false alarm, detection and error (denoted by P F , P D
and P e , respectively) were computed by comparing the output classification maps with the ground truth. The values obtained for both versions of the data set are given in Table 1 . The experimental results are quite different for the two versions of the data set, that is, in the 2-mode and 3-mode contexts. For the 2-mode data set, Otsu's algorithm was applied to the first component of PCA and provided the best solution, achieving the smallest overall error probability (0.003463). However, K&I's algorithm (together with PCA) gave a very similar value (0.003655).
On the contrary H&W completely failed to separate the presence of the "burnt vegetation" mode (corresponding to the "change" area). For the 3-mode data set, the only method that yielded good results was K&I (especially when applied to the modulus image), whereas both Otsu and H&W exhibited very high error rates. Specifically, they failed to distinguish the "burnt vegetation" mode from the "not-burnt vegetation" and "sea" modes, as they split the image into sea area and whole island.
The classification maps provided by K&I for the whole data set and by Otsu for the reduced (2-mode) data set are shown in Figs. 6a and 6b, respectively. In addition, the plots of the criterion 6c, 6d and 6e, respectively.
Classification approach: experiments and results
The described methods based on the Fisher and simultaneous diagonalization transforms, as well as Bruzzone and Prieto's method were tested on both versions of the data set, for different choices of the related thresholds. For parameter estimation, a modified version of EM (suggested by Landgrebe and Jackson [16] ) was adopted. In the standard EM algorithm applied to a Gaussian between the E-step and the M-step is performed, that is, at each iteration, the current values of the pdf parameters are used to classify the pixels, and the parameters of a given class are updated considering only the pixels belonging to the decision region of that class. This use of such "semilabeled" samples tends to reduce the overlapping between classes, also integrating parameter estimation and classification. Actually, in [16] Landgrebe and Jackson adopt the ML classifier and make use of a training set; in our experiments, we followed their version of EM iterations, but applied the MAP classifier and used no training pixels (i.e., we maintained a completely unsupervised approach).
We used Bruzzone and Prieto's algorithm (which was originally developed according to the standard version of EM iterations) for a comparison between the performances of the standard and modified versions of EM. Therefore, for this algorithm only, in our experiments we adopted both versions of EM (the related results are given in Table 2 ). On the considered data set, Bruzzone and
Prieto's algorithm proved to be insensitive to the choice of the initial thresholds, T c and T n (see Section 1). Table 4 . Performances of the algorithm based on simultaneous diagonalization. Error-probability values were computed for p=60%; standard-deviation values were computed for p in the range from 20% to 100% (PCA-based initializations) or in reduced ranges (modulus-based initializations).
The Fisher-based algorithm, too, proved to be quite insensitive to the choice of the initial thresholds T 1 and T 2 for large variations in the parameter p, that is, from 20% to 100%. The best performances were obtained for values of p in the range from 30% to 60%, whereas a slight increase in the error probability occurred at the extremes. By contrast, the algorithm based on simultaneous diagonalization turned out to be more sensitive to the thresholds: except in the case of the PCA-based initialization for the 414 × 326 image (whose behavior was stable for p in the range from 20% to 100%), in all the other cases the error probability exhibited quite an unstable behavior.
Moreover, for the modulus-based initializations, a reduction in the range of the parameter p (55%-100% for the 414 × 326 image; 50%-100% for the 228 × 228 image) was necessary to avoid a sharp increase in the error probability. The results of the experiments are given in Tables 3 and 4, which provide the error probabilities (P F , P D , and P e ) for p=60% and the standard deviations of P e for values of p in the range from 20% to 100%, or in the above reduced ranges, for the algorithm based on the simultaneous diagonalization and the modulus as the initial transform.
The method based on the Fisher transform was competitive with K&I, for both versions of the data set. On the contrary, the method based on simultaneous diagonalization, despite its high complexity, yielded worse results than K&I (or Otsu, for the 228 × 228 data set). The worse performances of this method, as well as its instability with respect to the threshold setting, may be due to the fact that the estimation of the set of directions that make features independent (diagonalization) in the presence of two overlapping distributions is quite a complex task, more difficult and sensitive to sample selection, as compared with finding a single direction that better separates the two distributions (like the Fisher transform).
Similar results to those of the K&I and Fisher-based methods were yielded by Bruzzone and
Prieto's method for the 3-mode data set. The performances of this algorithm were slightly worse than those of the K&I and Fisher-based methods with the PCA initial transform, in the case of the 2-mode data set. As an example, one of the Fisher-transformed images is shown in Fig. 7 .
CONCLUSIONS
In the present paper, several unsupervised change-detection algorithms, operating in the context of image differencing, have been described and compared. Different data transforms have been applied to two versions of a real data set in order to obtain scalar images to be processed by thresholding or classification algorithms based on EM estimates. In particular, two unsupervised transforms, namely, PCA and modulus, have been used both before thresholding and, as a preliminary step, before supervised transforms (Fisher transform and simultaneous diagonalization).
A difference between the PCA and modulus operations, applied to an input Gaussian mixture, lies in the fact that PCA is linear whereas modulus is not. Therefore, PCA images save the Gaussian property, whereas modulus image does not maintain normal statistics. This is shown by the experimental results on the reduced data set (which exhibits a 2 -mode distribution): all the thresholding algorithms performed better when applied to PCA than when applied to the modulus.
However, in the experiments with the complete data set (which exhibits a 3-mode distribution), PCA seemed to suffer from the trimodality, especially for the K&I algorithm, whose performances were worse with PCA than with the modulus image. This can be explained considering that the presence of a third mode may reduce the capability of PCA to enhance the difference between the "change" and "no-change" classes in its first component. In a preliminary step before the supervised transforms, PCA proved to be more effective than the modulus operation ( Table 4 ).
The thresholding approach provided very good results with the two-mode reduced data set, when the K&I and Otsu's methods were used. Moreover, it is a very fast approach, as no iterations are needed, but only the calculation of the criterion function, which is defined for L values (e.g., for 256 values). In addition, given the histogram, the computation time is independent of the image size, for it depends only on the number of grey levels of the image. The only drawback is its possible sensitivity to the presence of undesired modes. This problem was highlighted by the low performances of Otsu's algorithm with the complete data set. On the contrary, K&I proved not to be sensitive to an undesired mode, at least with the considered data set. Unlike the K&I and Otsu method, H&W yielded poor classification results on both the 3-mode and 2-mode data sets, thus it turned out to be ineffective, at least in the present investigation. This can be ascribed to by the kind of statistics on which this method relies, that is, first order statistics (class me ans), whereas the other two methods make use of second order statistics (class variances), thus providing more accurate class models.
Concerning the supervised transforms utilized in conjunction with the classification approach, Fisher transform and simultaneous diagonalization require preliminary steps to generate a training set. The results they allowed us to obtain were slightly better than those achieved by applying the K&I thresholding after the unsupervised transform only in the case of the Fisher transform; the method based on simultaneous diagonalization, despite being the most complex, yielded worse performances. The Fisher-based method (as well as K&I) seems not to be sensitive to the trimodality, as it provided quite good classification accuracies for both versions of the data set.
Comparing the Fisher-based method with the Bruzzone and Prieto's one, the slightly better results obtained by the former method suggest that the use of the Fisher transform can improve the discrimination between the two classes ("change" and "no-change") leading to a more accurate thresholding, though at the cost of a more complex computational process.
The Expectation-Maximization algorithm proved to be an effective approach to parameter estimation, robust and highly insensitive to the initial parameter vector. Therefore, it appears to be an appropriate estimation tool on which the classification step may rely (at least for the problem faced in this paper). In particular, the modified version exhibited overall better performances in all the experiments, resulting in more precise parameter estimates. Moreover, it always reached convergence faster than the standard version. Also in the case with the other methods described, EM iterations uses only grey-level information, so they can be implemented in such a way that the computation time turns out to be almost independent of the image size.
