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Abstract
The integrity of an electric power system is significantly threatened by unexpected downtimes
of power generating units (PGUs). In order to minimise the occurrence of such unexpected
PGU downtimes, planned preventative maintenance is routinely performed on the PGUs of the
system. The effective scheduling of these planned maintenance PGU outages is a considerable
challenge for any power utility.
The celebrated generator maintenance scheduling (GMS) problem involves finding a set of
planned preventative maintenance outages of PGUs in a power system. A feasible solution to
this problem is typically a list of dates indicating the commencement of planned maintenance for
each PGU in the power system. Solutions to the GMS problem are typically subjected to a wide
variety of power system constraints and the problem is considered to be a hard combinatorial
optimisation problem.
Two novel GMS criteria are introduced in this dissertation. The first criterion involves min-
imisation of the probability that any PGU in the system will fail during a scheduling window
of pre-specified length. This scheduling criterion is weighted according to the rated capacity
of each PGU so as to give some preference, in terms of maintenance commencement times, to
PGUs that contribute considerably to the overall system capacity. This criterion draws from
basic notions in reliability theory which may be used to estimate the failure probability of a
system. The second criterion involves maximisation of the expected energy produced during the
scheduling window. In this case, PGU failures are modelled by random variables. Two mixed
integer programming models are formulated for the GMS problem with the newly proposed
scheduling criteria as objective functions. One of these models is linear and the other one is
nonlinear. The nonlinear model is linearised by piecewise linear approximation in order to be
able to solve it exactly. Both models incorporate a number of constraints, including energy de-
mand satisfaction constraints, earliest and latest maintenance window constraints, maintenance
resource constraints and maintenance exclusion constraints.
Two GMS test problems are modelled in this fashion. The resulting four GMS model instances
are each solved by two different solution approaches — exactly and approximately (by employing
a metaheuristic). The exact solution approach involves use of IBM ILOG’s well-known optimi-
sation suite CPLEX which employs a branch-and-cut method, while the metaheuristic of simu-
lated annealing is implemented in the programming language R as approximate model solution
methodology. After computing optimal solutions for the four GMS model instances mentioned
above, a sensitivity analysis is performed in order to determine the feasibility of an exact solution
approach in respect of small to medium-sized GMS problem instances. An extensive parameter
optimisation experiment is also conducted in order to obtain a suitable set of simulated annealing
parameter values for use in the context of the four GMS model instances. The GMS solutions
obtained when incorporating these suitable parameter values within the simulated annealing
algorithm for the four GMS model instances are compared to the corresponding exact solutions.
The approximate solution methodology is found to be a viable alternative solution approach to
iii
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the exact solution approach, capable of obtaining solutions within 3% of optimality for all four
GMS model instances — often requiring considerably shorter computation times.
The efficacy of the two proposed scheduling criteria are also analysed in terms of a real-world case
study based on the power grid of the national power utility in South Africa. The 157-unit Eskom
test problem contains a large number of PGUs, some of which require maintenance multiple times
during the scheduling window. The aforementioned approximate solution approach is adopted
to solve this large problem instance with respect to both proposed scheduling criteria and is
found to be a viable approach from a practical point of view.
A computerised decision support system (DSS) is also proposed which is aimed at facilitating
effective GMS decision making with respect to the two proposed scheduling criteria. The DSS is
implemented in the programming language Shiny, which is an R package for creating user-friendly
interfaces. The DSS is equipped with an intuitive graphical user interface and the system is able
to solve user-provided problem instances of the GMS problem.
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Uittreksel
Die integriteit van ’n elektriese kragstelsel word beduidend deur onverwagte onderbrekings in
die werking van die stelsel se kragopwekkingseenhede (KOEe) bedreig. Beplande voorkomende
onderhoud word roetine-gewys op die KOEe van kragstelsels uitgevoer om voorkomste van sulke
onverwagte onderbrekings te minimeer. Die doeltreffende skedulering van KOE diensonder-
brekings vir voorkomende onderhoud is ’n aansienlike uitdaging vir enige kragvoorsiener.
Die gevierde opwekker-onderhoudskeduleringsprobleem (OOS-probleem) behels die soeke na ’n
versameling beplande onderhoudsonderbrekings vir die KOEe in ’n kragstelsel. ’n Toelaatbare
oplossing vir hierdie probleem neem tipies die vorm aan van ’n lys datums wat begintye vir die
beplande onderhoud van elke KOE in die stelsel aandui. Oplossings van die OOS-probleem word
tipies aan ’n wye verskeidenheid kragstelselbeperkings onderwerp en die probleem word as ’n
moeilike kombinatoriese optimeringsprobleem beskou.
Twee nuwe OOS-kriteria word in hierdie proefskrif daargestel. Die eerste kriterium behels mini-
mering van die waarskynlikheid dat enige KOE in die stelsel gedurende ’n vooraf-gespesifiseerde
skeduleringsvenster faal. Hierdie skeduleringskriterium word ook volgens die kapasiteitstempo
van elke KOE geweeg om sodoende in terme van onderhoudbegintye voorkeur te gee aan KOEe
wat noemenswaardige kapasiteit tot die stelsel bydra. Hierdie kriterium bou op basiese konsepte
in betroubaarheidsteorie wat gebruik kan word om die falingswaarskynlikheid van ’n stelsel af
te skat. Die tweede kriterium behels maksimering van die verwagte hoeveelheid energie wat
gedurende die skeduleringsvenster opgewek sal word. In hierdie geval word KOE falings deur
kansveranderlikes gemodelleer. Twee gemengde heeltallige programmeringsmodelle word vir
die OOS-probleem geformuleer, met die nuut-voorgestelde skeduleringskriteria as doelfunksies.
Een van hierdie modelle is lineeˆr en die ander een is nie-lineeˆr. Die nie-lineeˆre model word
deur middel van stuksgewys-lineeˆre benaderings gelineariseer sodat dit eksak opgelos kan word.
Beide modelle sluit ’n aantal beperkings in, naamlik energie-vraagbeperkings, vroegste en laatste
onderhoudvenster-beperkings, skeduleringshulpbron-beperkings en onderhouduitsluitingsbeper-
kings.
Twee OOS-toetsprobleme word op hierdie wyse gemodelleer. Die gevolglike vier OOS-modelge-
valle word elk op twee verskillende maniere opgelos — eksak en benaderd (deur middel van
’n metaheuristiek). Die eksakte oplossingsbenadering behels die gebruik van IBM ILOG se be-
kende optimeringsuite CPLEX wat ’n vertak-en-snit metode toepas, terwyl die metaheuristiek ge-
simuleerde tempering as benaderde oplossingsmetodologie in die programmeringstaal R ge¨ımple-
menteer word. Nadat optimate oplossings vir al vier OOS-probleemgevalle bereken word, word
’n sensitiwiteitsanalise uitgevoer om die haalbaarheid van die eksakte metode in die konteks van
klein en medium OOS-probleemgevalle te toets. ’n Uitgebreide parameter-optimeringseksperi-
ment word ook uitgevoer om ’n sinvolle versameling parameterwaardes vir die gesimuleerde
temperingsalgoritme in die konteks van die bogenoemde vier probleemgevalle te bepaal. Die
OOS-oplossings wat vir die vier probleemgevalle deur gebruikmaking van hierdie versameling pa-
rameterwaardes in die gesimuleerde temperingsalgoritme gevind word, word met die ooreenstem-
v
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mende eksakte oplossings vergelyk. Daar word bevind dat die benaderde oplossingsbenadering
’n haalbare alternatief is tot die eksakte benadering, wat oplossings binne 3% van optimaliteit
vir al vier probleemgevalle kan vind — dikwels ook binne aansienlik korter berekeningstye.
Die gepastheid van die twee voorgestelde skeduleringskriteria word ook in die konteks van ’n
realistiese gevallestudie ondersoek, wat gebaseer is op die kragnetwerk van die Suid-Afrikaanse
kragvoorsiener, Eskom. Die 157-eenheid Eskom toetsprobleem bevat ’n groot getal KOEe, som-
mige waarvan veelvuldige onderhoudsonderbrekings gedurende die skeduleringsvenster vereis.
Die bogenoemde benaderde oplossingsbenadering word, onderworpe aan beide skeduleringskri-
teria, op hierdie groot toetsprobleem toegepas, en daar word bevind dat die oplossingsbenadering
prakties haalbaar is.
’n Gerekenariseerde besluitsteunstelsel (BSS) word ook daargestel wat daarop gemik is om
doeltreffende OOS-besluitneming met betrekking tot beide voorgestelde skeduleringskriteria
te fasiliteer. Die BSS word in die programmeringstaal Shiny ge¨ımplementeer. Shiny is ’n
R-pakket waarmee gebruikersvriendelike koppelvlakke daargestel kan word. Die BSS word van
’n gebruikersvriendelike koppelvlak voorsien en die stelsel is daartoe instaat om gebruikers-
gespesifiseerde gevalle van die OOS-probleem op te los.
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1.1 Background
The sustainability of modern society is heavily dependent on a secure and accessible supply
of energy [63]. Power utilities have become one of the most crucial resources in any nation’s
economy and therefore the operations planning of these utilities is of utmost importance [104].
Such operations planning is particularly challenging in the context of developing countries,
because the electricity demands in these countries typically increase rapidly due to fast evolving
economies [12]. Not only are electricity utilities pressured to meet the ever-changing demands in
such countries, they are also pressured to remain current in respect of global energy policies that
are currently pushing for “greener energy.” This places additional strain on the capital reserves
of developing countries, because cleaner energy sources typically still come at a much greater
cost than the more traditional methods of electricity generation [63].
In South Africa, which is classified as a developing country [119], Eskom is the sole power utility
and was established in 1923 as the Electricity Supply Commission. It was then converted into
a public, limited-liability company in 2002 that is wholly owned by the government of South
Africa [75]. Today Eskom is recognised as one of the top twenty power utilities in the world,
based on generation capacity, with a net maximum self-generated capacity of approximately
44 184 MW. Eskom supplies more than 45% of the electricity consumed in Africa and supplies
approximately 96% of South Africa’s electricity [76]. The production and consumption of power
in South Africa over the past 17 years are presented in Figures 1.1(a) and 1.1(b), respectively.
Although almost 86% of the total installed generation capacity in South Africa is coal-fire
based, alternative forms of renewable energy sources are constantly researched by the utility.
The combination of the various technologies used to generate electricity is called the plant mix
which, for Eskom, is shown in Table 1.1 [76]. As may be seen in the table, Eskom utilises six
technologies in its electricity generation operations. Power stations are either classified as base
load stations or as peak demand stations. Base load stations are stations that operate every day
1
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(b) The power consumption in South Africa over the past 17 years [72]
Figure 1.1: The energy production and consumption of South Africa over the past 17 years.
of the year, whereas peak demand stations only operate when the demand exceeds the supply
capability of the base load stations.
Coal-fired power stations use coal as their primary fuel source. These stations are the work-
horses of the South African power utility and are required to operate 24 hours a day in order
to meet the country’s energy demand, with the exception of being oﬄine when scheduled for
planned maintenance or when failures occur.
Table 1.1: The plant mix of Eskom’s electricity generating technologies as on 4 October 2017 [76].
Type # Power Plants Type Plant mix
Coal-fired stations 13 Base Load 85.43%
Nuclear stations 1 Base Load 4.32%
Hydro stations 2 Peak Demand 1.36%
Pumped storage schemes 2 Peak Demand 3.17%
Gas fired stations 4 Peak Demand 5.49%
Wind farms 2 Base Load 0.23%
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Africa’s first and only nuclear power station, Koeberg, has a total installed capacity of 1 910 MW
and is located in Melkbosstrand within the Western Cape [76].
The third generation technology that Eskom employs is hydro energy power stations. These
peak demand stations capture the energy of moving water from dams or in rivers and convert
the kinetic energy to electrical energy. The two hydro power stations of Eskom are located in
the Gariep dam near Norvalspont and in the Vanderkloof dam near Petrusville, respectively
[76]. Another technology which also uses the kinetic energy of moving water is a pump storage
scheme. This type of facility is also classified as a peak demand station. These stations work
on the same principle as hydro power stations, but reuse the water that was used to generate
electricity by pumping it back to a storage reservoir up-river during off-peak times to be reused
during subsequent peak demand times [77].
The plant mix also contains four gas turbine power stations which have very quick start-up
times, but also very high operating costs due to their use of kerosene and diesel as primary
fuel sources. These stations are therefore only used during peak demand periods and during
emergencies.
Eskom has additionally invested in two wind farms, one of which has already been in operation
since 2002 and another which came into full operation early in 2015. The first wind farm consists
of only three wind turbines with an installed capacity of merely 3 MW. The second wind farm,
which is situated near Vredendal in the Western Cape, consists of 46 wind turbines with a
combined installed capacity of 100 MW [76].
During 2015, the electricity system of South Africa was severely challenged and experienced
a tightly constrained demand/supply balance, which put the power system at risk in respect
of both its adequacy and reliability. This situation may be attributed to the fact that during
the 1980s there was an excess supply of electricity due to an electricity generation expansion
programme launched by Eskom during the late 1970s. As a result, little or no investments were
made in the generation expansion of Eskom during the 1990s and early 2000s [125].
Also contributing to the highly constrained South African energy system, was the higher than
expected demand since 2008. This caused nationwide blackouts and since then strain on the
system has only recently decreased. Following this, Eskom introduced “load shedding” to the
nation. Load shedding involves a series of planned rolling blackouts that follows a rotating
schedule. It is used to decrease the demand during periods when Eskom cannot meet the
required demand and the short supply threatens the integrity of the nation’s electricity grid
[103].
Another reason for the situation that Eskom found itself in during 2015, is inadequate mainte-
nance planning. It was recognised at the quarterly State of the System briefing held on January
15th, 2015 that a major reason for the previous South African energy situation is that Eskom
had not performed the necessary maintenance on the power generating units (PGUs) of its power
plants [89]. The required maintenance downtimes of PGUs had been postponed on a continual
basis due to the high energy demand experienced. Although Eskom had a specific maintenance
philosophy in place, it had not remained completely faithful to this philosophy and was therefore
faced with massive challenges [89].
A power utility’s ability to satisfy energy demand can be influenced significantly by unexpected
breakdowns of PGUs. In most cases, such unexpected failures are also much more expensive to
repair than taking planned preventative maintenance action. Maintenance of ageing PGUs is,
however, often neglected due to high energy demand and low system capacity, as seen in the
case of Eskom. The typical objectives pursued in the design of PGU maintenance schedules do
not take these difficulties into account. Two new scheduling criteria are therefore proposed in
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this dissertation in order to explore to what extent generator maintenance scheduling (GMS)
optimisation can contribute to the reliability of a power utility’s operations.
1.2 Informal problem description
An electricity utility, such as Eskom, typically strives to maintain a reserve margin for generation
capacity of 15%. During 2015, the capacity required by the South African grid exceeded supply
by approximately 7.5%. This meant that the reserve margin for generation capacity dropped to
approximately 7.5%, which is half of the desired reserve margin [49]. This low percentage can
cause blackouts when sudden fluctuations in electricity demand are experienced and is therefore
a serious problem for any power utility. In the case of Eskom, this drop in reserve margin is
partially attributable to the utility not remaining entirely faithful to its own maintenance philos-
ophy pre 2014/2015, as mentioned in the previous section. After falling behind on maintaining
the PGUs of power stations, Eskom was faced with a number of unexpected downtimes at power
stations and was therefore often unable to achieve the desired reserve margin, resulting in the
implementation of load shedding.
Currently, the capability of providing maintenance scheduling recommendations by determining
a power utility’s expected capacity to satisfy energy demand is not specifically incorporated in
the GMS designs in the literature and therefore research is conducted in this dissertation to
enable such a capability. Maintenance schedules may be determined by solving incarnations of
the celebrated GMS problem, which aims to find a good planned maintenance schedule for the
PGUs in a power system in such a way that energy demand is satisfied effectively and efficiently.
Recent and current developments in the GMS literature do not, however, take into account the
reliability of the PGUs in a power system when scheduling maintenance. In a power system
that has been in operation for a considerable number of years, such as in the case of Eskom, the
reliability of the PGUs in the system may be compromised. Hence there exists a need for the
capability of scheduling planned preventative maintenance procedures based on the probability
that a PGU will fail, which is very dependent on the PGU’s age. The expected energy produced
by a system over a given scheduling window may also be determined based on the probability
of PGU failure, which may be employed as an alternative scheduling criterion.
Two novel scheduling criteria are consequently proposed as objective functions to the GMS
problem in this dissertation, the first of which takes into account the probability of PGUs fail-
ing. This function is proposed so as to be able to quantify an entire power system’s reliability
in terms of PGU failures. Another novel scheduling criterion is also proposed as an alternative
objective function for the GMS problem which aims quantify an entire power system’s reliability
in terms of the expected energy production over a given scheduling window, taking into account
the probability of PGU failure. Both these scheduling criteria are included in the constrained
framework of standard GMS models in order to analyse the effectiveness of scheduling planned
maintenance according to such criteria. The proposed scheduling criteria are expected to facili-
tate reduction of the chance of load shedding having to be implemented by scheduling planned
maintenance in pursuit of avoiding PGU failures — events that may cause sudden drops in
available energy capacity.
The aforementioned two GMS model considerations may then be employed to provide good
maintenance schedules for power systems and may eventually be incorporated into a decision
support framework in aid of power utilities with respect to daily GMS decision making.
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1.3 Dissertation scope and objectives
The following twelve objectives are pursued in this dissertation:
I To conduct a thorough survey of the literature related to:
(a) the elements typically taken into consideration in GMS decisions in general,
(b) the derivation of model formulations for the GMS problem,
(c) appropriate solution approaches designed for instances of the GMS problem,
(d) the constituent models and methodologies of reliability theory in general,
(e) trend tests related to identifying repairable and non-repairable systems,
(f) lifetime models related to repairable and non-repairable systems in reliability theory,
(g) estimation methods for repairable and non-repairable lifetime model parameters,
(h) acceleration models for failure analysis.
II To establish a mathematical modelling framework capable of quantifying the reliability of
an electric power system in terms of:
(a) power generating unit failure, and
(b) expected energy production
over a specified maintenance planning horizon, which may be used in optimisation ap-
proaches toward solving instances of the GMS problem. The framework should include
the techniques researched in pursuit of Objectives I(c)–(h).
III To formulate novel single-objective combinatorial optimisation models for the GMS prob-
lem in the context of maximising power system reliability. The models should be based
on the modelling frameworks of Objectives II(a) and II(b).
IV To design a generic decision support system (DSS) capable of providing good planned
maintenance schedules for the PGUs in a power system aimed at maximising the system’s
reliability (by either minimising probability of unit failure or maximising expected energy
production). The DSS should draw on the techniques researched in pursuit of Objective I
and should contain the models formulated in pursuit of Objective III.
V To implement a concept demonstrator of the DSS of Objective IV in a suitable application
software platform. The concept demonstrator should be able to take as input the demand
and system specifications of a user-specified power generating system, as well as related
user-specified parameters for the GMS problem, and it should produce as output a high-
quality maintenance schedule for the PGUs in the system.
VI To verify and validate the system designed in pursuit of Objective IV according to generally
accepted modelling guidelines. An exact solution approach should be employed in the
context of small problem instances and an approximate solution approach in the context
of larger problem instances to aid in the verification and validation process.
VII To apply the system designed in pursuit of Objective IV in special case studies involving
the celebrated 21-unit GMS test system [54] and the IEEE-RTS [188] benchmark GMS
system in the literature.
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VIII To evaluate the effectiveness of the system’s outputs in the context of the case studies of
Objective VII.
IX To establish a real-world case study which is based on the power system of the national
power utility of South Africa, Eskom.
X To apply the system designed in pursuit of Objective IV to the real-world case study of
Objective IX.
XI To evaluate the effectiveness of the system’s outputs in the context of the real-world case
study of Objective IX.
XII To recommend sensible follow-up work related to the work in this dissertation which may
be pursued in the future.
The scope of this dissertation is such that other related energy problems, such as the unit
commitment problem [186, 192, 207], the economic dispatch problem [16, 82] or the transmission
scheduling problem [67, 68, 152], are not considered. The research is also limited by only taking
into account the risk associated with unexpected failures of PGUs and not the risk associated
with any lost opportunity cost as a result of planned maintenance being performed.
1.4 Dissertation organisation
This dissertation comprises twelve further chapters which are organised into five parts, as well as
two appendices. In §2, which is the first chapter in a two-chapter part dedicated to a review of the
literature, the reader is introduced to the GMS problem and a number of considerations gener-
ally addressed when formulating GMS models, including energy problems that are related to the
GMS problem. A review of the literature on GMS model formulations is presented next, includ-
ing mathematical programming formulations containing popular objective functions as well as
constraint sets typically included. This is followed by a thorough review of solution approaches
that have been adopted in the literature to solve instances of the GMS problem, including
mathematical programming techniques, expert systems, fuzzy logic approaches, heuristics and
metaheuristics. A separate, more detailed review section is dedicated to the method of simulated
annealing (SA), as this method is applied as the approximate model solution methodology in
this dissertation.
The second chapter in Part I of this dissertation, §3, is devoted to reliability theory. The reader
is introduced to various fundamental concepts in the theory of reliability. This is followed
by a review of the basic mathematical notations required to represent various ideas within
reliability theory. Two types of systems are typically considered in reliability theory, namely
non-repairable systems and repairable systems, both of which are described in §3, along with
popular distribution models used in each of these cases. The section is followed by a description
of typical failure data employed to approximate failure models for these systems. A section on
trend tests is also included. These tests may be employed to determine whether or not there
exists a trend in the failure times of a data set. The next section is devoted to the estimation of
failure model parameters, including the maximum likelihood method, the least squares method
and the Bayesian parameter estimation method. In the final section of the chapter, the reader
is introduced to the notation of acceleration models which describe ways of modelling systems
that operate under high stress.
Part II of this dissertation also contains two chapters and is concerned with establishing a
mathematical framework two newly the proposed GMS models. In §4, mathematical models are
Stellenbosch University  https://scholar.sun.ac.za
1.4. Dissertation organisation 7
formulated for two incarnations of the GMS problem considered in this dissertation. The first
section of the chapter provides a motivation for the design the two newly proposed objective
functions as scheduling criteria, one of which is linear and one which is nonlinear. This is followed
by a discussion on the assumptions made in order to facilitate derivation of both mathematical
models. The next section contains a description of the actual GMS models adopted in this
dissertation. The section includes a detailed derivation of the two proposed objective functions
and a mathematical representation of the model constraints. The constraint sets included in
the GMS models are energy demand satisfaction constraints, maintenance window constraints,
maintenance resource constraints and maintenance exclusion constraints.
Two methodologies are adopted in this dissertation to solve the GMS models of §4. These
methodologies are described in some detail in §5, which is the second chapter in Part II. One
of these methodologies is an exact solution approach and the other is an approximate solution
approach. Both methodologies are particularly tailored to instances of the GMS models pro-
posed in §4. The fist section of the chapter contains a description of a method which may be
employed to linearise the nonlinear GMS model proposed in §4.3. A piecewise linear approxi-
mation method is proposed in which the optimal positions for breakpoints are determined by
employing dynamic programming. The second section of the chapter contains a description
of the exact solution approach adopted, a motivation for the choice of optimisation platform
(CPLEX) and a description of the implementations within this platform of both the linear and
nonlinear models. The third section contains a general introduction to the approximate solution
approach, namely the method of SA. The section also includes a motivation for the choice of
this solution methodology as well as a detailed discussion on the implementation of the method
of SA. The discussion on the implementation of the technique covers a method for determining
initial solutions and the initial temperature for the algorithm, the cooling and reheating sched-
ules employed, the constraint handling technique implemented, the epoch management protocol
adopted, the neighbourhood move operator selected and the termination criteria enforced.
The third part of this dissertation contains three chapters and is dedicated to a decumentation
of and discussion on the results returned by the various solution methods for the proposed
GMS models with respect to two academic benchmark systems from the literature. The two
benchmark systems considered in order to test the effectiveness of the newly proposed GMS
objectives and the two solution approaches are described in the first chapter of Part III, §6.
This description includes reference to the input data and parameters pertaining to these two
systems. These two systems are a 21-unit test system and the celebrated 32-unit IEEE-RTS.
The more basic 21-unit test system is presented in the first section of the chapter, contains 21
PGUs and exhibits a constant peak demand over a scheduling horizon of 52 one-week planning
periods. The second section contains a description of the larger IEEE-RTS, which contains 32
PGUs and exhibits a varying peak demand, attributed to seasonal demand requirements.
In the second chapter of Part III, the seventh chapter of the dissertation, the numerical results
obtained when employing the minimisation of the probability of unit failure scheduling criterion
are presented. The first section of the chapter contains a presentation of the results returned by
the exact solution approach adopted for both the 21-unit test system and the IEEE-RTS. The
results of this section represent optimal maintenance schedules in respect of the newly proposed
GMS objective function as well as an analysis of the manpower required and available system
capacity associated with these solutions. The optimal solutions obtained are also compared to
solutions from the literature for an alternative GMS model involving the well-known minimisa-
tion of the sum of squared reserve margins as scheduling criterion. Sensitivity analyses are also
performed in order to analyse the feasibility of the exact solution approach for small systems
such as the 21-unit test system and the IEEE-RTS. In the second section of the chapter, the
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approximate solution approach results are presented for both the 21-unit test system and the
IEEE-RTS. In this section, the results of the experimental design followed to determine the
best combination of parameters for use in the method of SA are presented for both benchmark
systems. These parameters include an initial SA acceptance ratio, a constraint violation sever-
ity factor, a cooling parameter, a reheating parameter and an epoch termination parameter.
The presentation of the results obtained from the parameter optimisation experiment include
comparisons between the different combinations of parameters in order to obtain the best com-
bination. Thereafter, the section also contains the solutions obtained when solving both the
21-unit test system and the IEEE-RTS by the method of SA as well as comparisons of the
solutions thus obtained with the corresponding exact solutions.
The final chapter of Part III, which is the eighth chapter in the dissertation, follows the same
structure as that of §7, but the numerical results obtained by employing the maximisation of
the expected energy production scheduling criterion are presented instead. The first section
of the chapter contains a presentation of the results returned by the exact solution approach
after employing the piecewise linearisation approach described in §5. This presentation includes
results for both the 21-unit test system and the IEEE-RTS. An optimal maintenance sched-
ule for the piecewise linear approximation is provided in respect of the newly proposed GMS
objective function as is an analysis of the manpower required and available system capacity
associated with these solutions. The optimal solutions obtained are also compared with solu-
tions from the literature for a GMS model involving the well-known minimisation of the sum of
squared reserve margins as scheduling criterion. Sensitivity analyses are also performed in order
to analyse the feasibility of the exact solution approach for small systems, such as the 21-unit
test system and the IEEE-RTS, as was performed for the minimisation of the probability of
unit failure scheduling criterion. In the second section of this chapter, the approximate solution
approach results obtained when employing the maximisation of the expected energy production
scheduling criterion are presented for both the 21-unit test system and the IEEE-RTS. In this
section, the results of the experimental design followed to determine the best combination of
parameters for use in the method of SA are presented for both benchmark systems are pre-
sented. The same parameter ranges are considered for the maximisation of the expected energy
production scheduling criterion as was the case for the minimisation of the probability of unit
failure scheduling criterion in order to obtain the best combination. Thereafter, solutions are
presented for the 21-unit test system and the IEEE-RTS by applying the SA solution approach
upon adoption of the best parameter value combination returned by the experimental design.
The section closes with comparisons of the solutions thus obtained with the exact solutions.
The penultimate part of the dissertation, Part IV, is aimed at facilitating application of the
proposed GMS to a real-world scenario. This part consists of three chapters, the first of which
contains a description of the real-world case study considered in some detail in this dissertation.
The case study is called the 157-unit Eskom case study and is based on the energy grid of the
national power utility in South Africa. The first section of §9 provides some background on
the case study and this is followed by detailed specifications of the power system. In the final
section of the chapter, some extensions are proposed to the linear and nonlinear GMS objective
functions of §4.3 in order to accommodate the situation where PGUs have to be scheduled for
maintenance multiple times within a given scheduling window.
The results obtained by employing the approximate solution approach adopted in this disserta-
tion to the real-world case study of §9, are presented and analysed in §10, the second chapter
in Part IV, within the context of both the linear and nonlinear GMS models proposed in §4.
The first section of the chapter is dedicated to the results obtained by employing the minimisa-
tion of the probability of unit failure scheduling criterion as well as an analysis of the available
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system capacity associated with this solution. The second section follows the same structure,
but is dedicated to the results obtained by employing the maximisation of the expected energy
production GMS objective function.
Part IV finally closes in §11 with the proposal of a computerised DSS, designed by the author,
which is aimed at facilitating effective GMS decision making. In the first section of the chapter,
some general consideration is given to typical DSS development. This includes a description of
the three main components of a typical DSS and is followed by a detailed process description
of the GMS DSS proposed. Finally, the system is described in a comprehensive system walk-
through fashion aimed at informing potential users how to utilise the DSS to its full potential.
The final part of this dissertation, Part V, contains two final chapters. The penultimate chapter
of the dissertation, §12, contains a summary of the research performed, as documented in this
dissertation, as well as an appraisal of the contributions made within this dissertation.
The final chapter, §13, contains an elaboration on seven suggestions for future work in the field
of GMS that may follow naturally on the research performed in this dissertation.
Stellenbosch University  https://scholar.sun.ac.za
10 Chapter 1. Introduction
Stellenbosch University  https://scholar.sun.ac.za
Part I
Literature review
11
Stellenbosch University  https://scholar.sun.ac.za
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2
Generator maintenance scheduling
Contents
2.1 Model considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 GMS model formulations in literature . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 GMS model solution approaches . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4 The method of simulated annealing . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
This chapter contains a literature review on the generator maintenance scheduling (GMS) prob-
lem. Various generic GMS modelling considerations are considered in §2.1. In §2.2, a brief
overview is given of the most commonly adopted GMS model formulations. This is followed
in §2.4 by a brief description of the celebrated method of simulated annealing as applicable to
GMS problem instances. Other model solution approaches are also described in §2.3, including
various mathematical programming techniques, as well as the use of expert systems, fuzzy logic,
heuristics and metaheuristics other than simulated annealing.
2.1 Model considerations
Scheduling the maintenance of the PGUs of power utilities is of utmost importance in energy
system design, planning and operations management [188]. The planning involved the scheduling
of such units for maintenance increases in complexity as the number of PGUs increases and as
the reserve margin of the system decreases (i.e. the demand increases) [188]. GMS typically
involves scheduling PGUs for preventative maintenance over a certain scheduling window in
pursuit of a set of objectives and subject to a number of operational and system constraints in
order to ensure schedule feasibility. Preventative maintenance performed on PGUs is directly
related to a power utility’s ability to supply the required energy demand [135]. Three main
goals are typically pursued in the design of good maintenance schedules for the PGUs of a
power utility [5], namely:
(a) to increase the economic benefits and the reliability of the entire electrical system,
(b) to extend the lifetime of the individual PGUs, and
(c) to avoid the installation of new PGUs.
13
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Before the GMS problem may be formulated mathematically, four planning considerations have
to be taken into account, namely the length of the scheduling window, the scheduling resolution,
the particular constraints included in the model and the scheduling objectives to be pursued.
2.1.1 The scheduling window
The GMS problem is formulated over a so-called scheduling window which is an interval of
planning periods over which the user, typically a power utility, aims to schedule preventative
maintenance of PGUs into the future. The scheduling window of the GMS problem typically
varies from a number of weeks to a number of years in the literature, although one year is the
most common scheduling window adopted [5, 134], since PGUs are generally serviced on an
annual basis [137].
Another reason why a one-year scheduling window is such a popular choice may be that the
load demand is typically forecast by power utilities over a period of some multiple of years,
because power utilities typically attempt to include all four seasons in their forecast planning
[188]. There are, however, cases in the literature where the length of the scheduling window is
anything between eight weeks [66] to five years [166]. Generally, a power utility decides a priori
on the scheduling window to be employed based on the nature of the data that it possesses.
Burke et al. [36] considered a case where the scheduling window has an influence on the next
scheduling window in the hope of obtaining some sort of periodicity.
2.1.2 The scheduling resolution
The scheduling resolution in the GMS problem refers to the length of a single planning period
within the scheduling window. The most common scheduling resolution is typically weekly [134],
since preventative maintenance of PGUs often requires a minimum of one week of downtime.
In the literature there are, however, instances involving higher scheduling resolutions, such as
daily or even hourly resolutions [86, 107].
Once again, there is no universally adopted scheduling resolution for the GMS problem —
the user typically decides a priori on a suitable scheduling resolution based on the system
requirements as well as the system data that it is able to collect.
2.1.3 The objective function
It is common in GMS models to pursue only a single scheduling objective. Various lesser impor-
tant scheduling objectives are typically incorporated in GMS model formulations as constraints.
In the literature, three classes of GMS scheduling criteria prevail, namely economic criteria,
reliability criteria and convenience criteria [53, 135, 227]. Of these three classes of criteria,
economic and reliability criteria are most commonly employed for modelling purposes [46, 53,
71, 227]. Economic scheduling criteria in the context of the GMS problem usually entail the
minimisation of two main cost components, namely maintenance cost and energy production
cost [53]. In many cases, the maintenance cost is, however, ignored in favour of considering
only the energy production cost when scheduling maintenance. The reason for this omission
is that production cost is typically much larger than maintenance cost [107, 133]. There are
nevertheless also cases in the literature where only maintenance cost is adopted as scheduling
criterion [168]. In some cases, energy replacement cost is also employed as scheduling crite-
rion [227]. Energy replacement cost refers to the change in maintenance cost associated with
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swapping the maintenance slot of a PGU, due to a change in the initial maintenance schedule,
with that of a generally more expensive PGU [227]. The maintenance cost component of an
economic scheduling criterion is especially important when the duration of the planned outages
of the PGUs are allowed to vary within given limits. Maintenance cost is typically linked with
the additional appointment of staff members tasked with conducting maintenance operations
during a certain time interval or the overtime of staff members already appointed [53]. Recent
competition between power utilities in certain countries has also resulted in scheduling criteria
which aim to maximise the profit of a power utility instead of minimising its cost [128, 225].
Combinations of various criteria from one or more of the above-mentioned classes of GMS cri-
teria have also been adopted, which yield multi-objective GMS formulations within the class of
economic scheduling criteria GMS models [162].
Reliability scheduling criteria is seen as the most important class of scheduling criteria in the
context of the GMS problem [227]. A reliability scheduling criterion may be one of a number of
alternatives of which the most common is levelling the reserve generation margin over the entire
scheduling window [53]. This objective aims to minimise the sum of the differences between
the reserve margin and the demand per scheduling period. Other popular reliability-related
GMS criteria include minimising the loss of load probability (LOLP), minimising the expected
unsupplied energy (EUE) and minimising the loss of load expectation (LOLE) [166]. The LOLP is
calculated as the expected probability that the system load will exceed the generation capability
of the system. This probability is obtained from a probability distribution function which takes
into account the daily load variations [227]. The EUE scheduling criterion specifies the expected
unsupplied energy as a monetary value which represents the purchase of unsupplied energy from
other power utilities at premium cost. The LOLE specifies the probability of losing a certain
amount of capacity due to maintenance or failures of PGUs in the power system.
A class of scheduling criteria that is not adopted as often in GMS as the aforementioned crite-
ria is the class of convenience criteria, also known as maintenance schedule deviation criteria.
This type of scheduling criterion is formulated in terms of four main elements, namely ideal
preventative maintenance frequency, maintenance urgency, changes in previously established
maintenance schedules and the ideal maintenance sequences of various PGUs [227]. It may also
involve minimising the violation of soft constraints in the model. Members of the class of con-
venience scheduling criteria are seldom used as main scheduling criteria, but are often used in
conjunction with other scheduling criteria [134, 227, 131].
When modelling the GMS problem as a multi-objective problem, any combination of the above-
mentioned criteria from the three classes of economic, reliability and convenience criteria may,
of course, be included in the formulation. Examples of different combinations of members of the
three classes of criteria employed within the context of GMS may be found in [107, 134, 141].
2.1.4 The model constraints
The GMS problem naturally includes a number of model constraints which may either be incor-
porated as soft or hard constraints. If soft constraints are violated by candidate solutions, these
solutions are still considered feasible, although the objective function is typically penalised by
the number of such constraint violations and by the degree of each violation. Hard constraints,
on the other hand, may not be violated by candidate solutions to the GMS problem in order to
be considered feasible [108].
The demand satisfaction constraint is perhaps the most important constraint in model formu-
lations of the GMS problem and may be included either as a soft or a hard constraint. This
constraint is aimed at ensuring that the demand for power that has to be provided by the system
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of PGUs is met during each planning period in a discretisation of the scheduling window under
consideration. The capacity of the power system will vary since PGUs are scheduled for planned
maintenance and their temporary unavailability therefore has to be taken into account when cal-
culating the capacity of the system. If this constraint is modelled as a soft constraint, then the
objective function may be penalised by assigning a monetary value to not being able to satisfy
demand. In the case where the demand satisfaction constraint is modelled as a hard constraint,
solutions are only considered feasible if, during each planning period of the scheduling window,
the demand for power is satisfied completely [55].
Maintenance window constraints specify earliest and latest planning periods during which each
PGU should be scheduled for planned maintenance and are typically modelled as hard con-
straints. Determining suitable values for these earliest and latest planning periods may prove
difficult from a practical point of view — they are often merely subjective rules of thumb speci-
fied by the management of a power system or by the suppliers of some of the large components
of the PGUs [65].
Resource availability constraints involve ensuring that adequate amounts of resources are avail-
able to perform maintenance on PGUs during all time periods during which they are scheduled
to undergo maintenance. An example of a constraint in this class involves ensuring that an
adequate number of maintenance crew members are available during the scheduling window to
perform the actual maintenance on the PGUs scheduled for maintenance at any time during the
scheduling window. This type of constraint can also be modelled either as a soft or a hard con-
straint. The advantage of modelling this type of constraint as a soft constraint is that an actual
value may be assigned to hiring more personnel at a certain time during the scheduling window,
by which the objective function may be penalised while still obtaining feasible solutions [65].
The class of scheduling duration constraints specify the duration, relative to the scheduling
resolution, measured in consecutive time periods, required to perform planned maintenance on
each PGU. Each PGU will therefore typically have a duration constraint which specifies how
long the PGU will be oﬄine when it is scheduled for planned maintenance [55].
Other examples of hard constraints are service contiguity constraints, exclusion constraints and
precedence constraints. Service contiguity constraints specify that the planned downtime of a
PGU for maintenance purposes should be a contiguous period of time (i.e. should not contain
interruptions) [55]. Exclusion constraints specify sets of PGUs that are not allowed to be sched-
uled for maintenance simultaneously. Finally, precedence constraints specify that certain PGUs
within the power system should be scheduled for maintenance before certain other PGUs may
undergo maintenance.
2.1.5 Related energy problems
Apart from the GMS problem, other scheduling problems also exist in the literature on power
systems. The three main scheduling problems, excluding GMS, in this domain are the unit
commitment (UC) problem, the economic dispatch (ED) problem, and the transmission line
maintenance scheduling problem. Brief overviews of these three problems and their relations to
the GMS problem are provided in this section.
The unit commitment problem
The UC problem is concerned with determining which PGUs should be in service in order to meet
the demand required by the power system during each time interval of the scheduling window
[186]. In order to accurately plan which PGUs should be in service, a small scheduling window is
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typically chosen since more accurate demand predictions may be obtained over a shorter interval
than over a longer one. The scheduling resolution for the UC problem is typically taken as daily
or weekly [192]. The UC problem is similar to the GMS problem, but differs from it as result
of the constraints that are imposed. The GMS problem determines which PGUs should be
scheduled for planned maintenance, whereas the UC problem determines which PGUs that are
not scheduled for planned maintenance, should be scheduled to be in service in order to meet the
required demand. A typical objective in the UC problem is to schedule PGUs to be in service
by minimising the production cost over the scheduling window. These two problems may also
be modelled as a combined problem in which the GMS problem’s long-term solution serves as
an input to the UC problem over a short-term scheduling window [207]. This may cause a small
amount of inaccuracy in demand prediction due to the GMS problem potentially being based
on less accurate long-term demand prediction, whereas the UC problem requires more accurate
short-term demand prediction. A different approach may also be followed where the GMS
problem utilises accurate short-term demand predictions, but this often causes dimensionality
problems which may render the process of finding a good solution very difficult [207].
The economic dispatch problem
The ED problem determines how the load should be distributed among the PGUs that are
determined to be in service by the UC problem. As in the UC problem, the objective according
to which demand satisfaction is distributed among the PGUs that are in service typically involves
the minimisation of the overall power generation cost subject to operational and transmission
constraints [16]. Those PGUs that are in service and incur the smallest energy production
and operational cost will typically be used first to meet the demand required [82]. The input
to the ED problem depends on the output of the UC problem and these two problems are
sometimes modelled in conjunction with one another in practice. This also implies that an
instance specification of the GMS problem is indirectly influenced by the solution of the ED
problem, and may therefore be included in a model where the GMS, UC and ED problems are
all combined.
The transmission line maintenance scheduling problem
Other important components of the power system that require maintenance are the substations
and the transmission lines connecting the PGUs and the substations. These transmission lines
and substations can only be maintained within very specific time windows, since it is required
that the PGU which supplies a substation and connecting transmission lines being serviced,
should itself also be out of service. Since transmission lines cannot be scheduled for planned
maintenance if the supplying PGU is in service, the GMS problem and the transmission line
maintenance scheduling problem are often modelled together [67, 68, 152].
2.2 GMS model formulations in literature
The GMS problem differs from typical scheduling problems in the literature. Models for many
scheduling problems, such as job scheduling1 or nurse scheduling2, are formulated as one of the
1The allocation of resources in a system to perform different tasks. A number of jobs typically await processing
and the decision maker has to determine which jobs should be prioritised and the amount of time that should be
allocated to these prioritised jobs [202].
2A scheduling problem in which an optimal schedule of working shifts has to be constructed for nurses employed
by a hospital. Also referred to as the nurse rostering problem [61].
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classical optimisation problems found in operations research literature, such as the assignment
problem3 or the vehicle routing problem4. The GMS problem has, however, seldom been formu-
lated as one of these optimisation problems. Mromlinski [168] nevertheless modelled the GMS
problem as a binary transportation problem in 1985.
According to Schlu¨nz [188], one possible reason why the GMS problem is seldom formulated
as a classical optimisation problem is the large degree of variability across instances of the
GMS problem. GMS problem instances may involve optimising a single objective or optimising
multiple conflicting objectives simultaneously in which trade-offs are sought. The objective
function(s) adopted in the GMS problem may also be either linear or nonlinear, which provides
for even greater variability in GMS problem formulations.
In the remainder of this section, the most popular model formulations for the GMS problem in
the literature are discussed.
2.2.1 Objective function formulation
Suppose a power system contains n PGUs denoted by the set U = {1, . . . , n} and that the
scheduling window for the power system is discretised into m planning periods of equal length
denoted by the set P = {1, . . . ,m}. Let xu,p be a binary decision variable taking the value 1 if
planned maintenance of PGU u ∈ U is scheduled to start during planning period p ∈ P, or zero
otherwise, and let yu,p be a binary auxiliary variable taking the value 1 if planned maintenance
of PGU u ∈ U is scheduled during planning period p ∈ P, or zero otherwise.
Furthermore, let cPru,p denote the energy production cost of unit u ∈ U during planning period p ∈
P and let cMau,p denote the maintenance cost incurred if unit u ∈ U is scheduled for maintenance
during planning period p ∈ P. Then the most commonly adopted economic scheduling criterion
adopted in the literature is to
minimise
∑
u∈U
∑
p∈P
[
cPru,p(1− yu,p) + cMau,p yu,p
]
. (2.1)
A number of variations on the objective function (2.1) also exist in the literature. One such
variation is due to Edwin and Curtius [64], who only considered the energy production cost
incurred by the power system as scheduling criterion. This objective function is therefore to
minimise
∑
u∈U
∑
p∈P
cPru,p(1− yu,p). (2.2)
Another variation on (2.1) was proposed by Mromlinski [168] in 1985, who only considered
maintenance cost as scheduling criterion. A further adaptation due to Mromlinski [168] in-
volved weighting the production cost by the rated generating capacities of the various PGUs
as scheduling criterion. Let Cu denote the rated generating capacity of PGU u ∈ U . Then the
scheduling objective in the formulation of Mromlinski [168] is to
minimise
∑
u∈U
∑
p∈P
cPru,p(1− yu,p)Cu. (2.3)
By multiplying the generating capacity by the maintenance cost of each PGU, a larger cost
coefficient is achieved for PGUs in the system with a larger generating capacity. This adds some
3A well-known special case of the transportation problem. A job can only be assigned to one resource and a
resource can only be assigned one job [218].
4A celebrated combinatorial optimisation problem which aims to find an optimal set of routes for a fixed fleet
of vehicles which has to service a certain number of customers [139].
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realism to the GMS problem in the sense that larger PGUs may typically require more expensive
parts and may take longer to repair [168].
Another economic scheduling criterion involves minimising the fuel cost associated with generat-
ing electricity [57]. This is due to the fact that the production cost of electricity mainly depends
on the fuel consumption of the PGUs. An adaptation of (2.2) may be adopted to accommodate
fuel consumption cost. Let cFuu,p denote the cost of fuel for PGU u during planning period p.
Then the scheduling objective is to
minimise
∑
u∈U
∑
p∈P
cFuu,p(1− yu,p). (2.4)
A variation on the theme involves taking into account the fuel cost as part of the production
cost in the objective function. This was the approach of Digalakis and Margaritis [57], who in
2002 introduced a variable ou,p denoting the output level of PGU u ∈ U during planning period
p ∈ P. Their objective was to
minimise
∑
u∈U
∑
p∈P
(
cFup ou,p + c
Ma
u,p yu,p
)
, (2.5)
where cFup denotes the fuel cost per unit in a homogeneous network of PGUs during planning
period p ∈ P. The objective function (2.5) is based on the fact that the fuel cost typically only
depends on the output level of the PGU — the cost of fuel remains constant for all the PGUs
in the system during any planning period p ∈ P. If maintenance is performed on PGU u ∈ U ,
however, the variable ou,p is equal to zero as no power is generated during maintenance.
GMS model formulations may also be found in the literature where an economic scheduling cri-
terion includes the start-up cost associated with putting a PGU back into operation after having
performed planned maintenance on that unit [39, 166]. Canto [39] found that the maintenance
cost is insignificant if the scheduling objective includes the start-up cost of the PGUs and that
maintenance cost may in this case therefore be omitted from the objective function. It has, in
fact, been found that the maintenance cost can be up to one million times smaller than the
start-up cost of a specific PGU. This led to an adaptation of (2.1) in which the maintenance
cost is replaced by the start-up cost of a PGU. Let cStu,p denote the start-up cost associated with
PGU u ∈ U during planning period p ∈ P. Then the objective adopted by Canto [39] is to
minimise
∑
u∈U
∑
p∈P
[
cPru,p(1− yu,p) + cStu,(xu+du)
]
, (2.6)
where xu denotes an integer value representing the starting period for planned maintenance on
PGU u (that is, xu =
∑
p∈P pxu,p) and where du denotes the duration of maintenance on PGU
u ∈ U . Hence, cStu,(xi+du) is the start-up cost for PGU u ∈ U given that it is returned to operation
during planning period xu + du.
One of the most recently proposed economic scheduling criteria involves not only the mainte-
nance cost of the PGUs, but also the maintenance cost of the transmission lines that form part
of the power system. This objective yields a more realistic estimation of the total maintenance
cost since the generating capability of a PGU depends on both the maintenance of the PGUs
in the system as well as the maintenance of the transmission lines in the system that convey
power from the PGU. Marwali and Shahidehpour [152], as well as Silva et al. [193] initially
included maintenance cost of the transmission lines as a set of constraints in their GMS model
formulations. In this case, the resulting scheduling problem is sometimes referred to as a global
generator/transmission scheduling problem [152].
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Some examples of objectives from the class of economic scheduling criteria include transmission
line maintenance cost as part of the maintenance and production cost [67, 68, 93, 152]. The
inclusion of the maintenance cost of the transmission lines introduces a new set of constraints
to the problem which are discussed later in this chapter. Let L denote the set of transmission
lines in the power system and let cTr`,p denote the cost of transmission line maintenance if planned
maintenance were to be preformed on transmission line ` ∈ L during planning period p ∈ P.
Furthermore, let T`,p be a binary decision variable taking the value 1 if transmission line ` ∈ L
is in maintenance during planning period p ∈ P, or zero otherwise. Then the objective in this
case is to
minimise
∑
p∈P
[∑
u∈U
cPru,p(1− yu,p) +
∑
u∈U
cMau,p yu,p +
∑
`∈L
cTr`,pT`,p
]
. (2.7)
Although economic GMS criteria are found in abundance in the literature, it is often claimed
that the class of reliability criteria gives rise to the most important GMS objective functions
[227]. These reliability criteria may be deterministic or stochastic in nature [227]. A large
number of reliability GMS criteria appear in the literature — most of them involving the so-
called reserve load in some way. The reserve load of a system is the excess generating capability
that the system has at a given period (i.e. after having satisfied demand for that period).
One of the most popular reliability-related GMS objective functions in the literature involves
minimising the sum of squares of the reserve (SSR) load. This objective is a member of a more
general set of objective functions concerned with levelling the reserve load of the system over
the entire scheduling window. Let Cu,p denote the generating capacity of PGU u ∈ U during
planning period p ∈ P and let Dp denote the expected demand of the system during planning
period p ∈ P [53, 87]. The demand Dp of the system during period p ∈ P may include a certain
safety margin required by the user. Then the objective is to
minimise
∑
p∈P
r2p, (2.8)
where
rp =
∑
u∈U
Cu,p(1− yu,p)−Dp (2.9)
denotes the reserve level of the system during planning period p ∈ P.
A slightly simpler approach to adopting the SSR load in the objective function of (2.8) is to
consider the generating capacity of PGU u ∈ U to be constant for all planning periods in P. In
this instance the parameter Cu,p in (2.8) reduces to the previously defined parameter Cu (as in
(2.3)).
Another GMS objective function, also concerned with levelling the reserve margin, involves
minimising the sum of the differences between the average reserve load of the system and the
actual reserve load of the system over the scheduling period [22, 66]. In this case the objective
is to
minimise
∑
p∈P
(r¯ − rp) , (2.10)
where
r¯ =
1
m
∑
p∈P
rp (2.11)
denotes the average reserve load and rp is as defined in (2.9) for all p ∈ P.
The scheduling criterion in (2.10) is used less often in the literature due to its inferiority relative
to the SSR load in (2.8). This inferiority stems from the fact that the terms in (2.10) may be
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positive or negative and may therefore cancel each other out to some extent, which does not
entirely represent the capability of the system in terms of meeting demand. A second weakness
of the objective function (2.10) is that outliers are penalised more heavily than reserve levels
close to the average load in the objective function (2.8) due to the presence of the square in
(2.8), which may provide improved solutions in terms of levelling the reserve load.
Another reliability-based GMS criterion found in the literature involves maximising the smallest
reserve load over the scheduling period [59, 169, 172], that is, to
minimise min
p∈P
rp. (2.12)
This is also not a very popular objective function, although some instances of its use occur in
the literature [59, 169, 172]. The objective function (2.12) may be useful to power utilities which
are concerned that they might fail to be able to satisfy demand for energy.
A reliability-related scheduling criterion included in some stochastic models of the GMS problem
involves minimising the risk of not satisfying energy demand with the expected available capacity
per time period [214]. This LOLP objective aims to minimise the probability of a power system
not meeting the load demand with the available capacity, and may be formulated as
minimise LOLP = P (X > R), (2.13)
where X denotes a stochastic variable which represents the outage capacity during a certain
planning period and where R denotes the power system’s reserve capacity, which is the effective
capacity of the system C less the maximum load L (also a stochastic variable). Typically, the
expected values for outages and loads are used instead of the probability in (2.13) [214]. This is
achieved by calculating the number of planning periods for which the maximum load of the power
system is expected to exceed the available capacity of the system. The LOLE may therefore be
calculated as
LOLE = LOLP × P, (2.14)
where P denotes the expected number of planning periods over the scheduling window during
which the demand is expected to exceed the available capacity, and the objective is then to
minimise the quantity in (2.14).
Another commonly used reliability scheduling criterion is the expected energy not served (EENS).
This function calculates the expected energy that will not be supplied under conditions when
the load of the system exceeds the available generation capacity and is typically measured in
units of kWh [45, 122]. A logical way to express the EENS is
EENS = L
D
3600
, (2.15)
where L is the average annual power load of the system in kW and D is the duration of the
unavailability of load in seconds [122]. This function can also be expressed in terms of a so-called
energy index of reliability,
EIR = 1− EENS
E0
, (2.16)
where E0 is the total energy demand of the system over the duration of the scheduling window in
kWh [122, 147]. A more complex approach to solving the EENS may be to incorporate the net
demand forecast error as a continuous random variable and/or including some generator uncer-
tainties regarding actual generation capability. In such an approach, the generator uncertainties
are usually incorporated as a set of binary random variables [147].
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The final class of GMS criteria, namely convenience criteria, is seldom employed in single-
objective modelling approaches for the GMS problem. In most instances, this criterion is incor-
porated into multi-objective GMS models where the convenience objective might be to minimise
the number of constraints that are violated in the system or to minimise the expected number
of changes to the currently planned maintenance schedule of the user [227].
Any of the aforementioned objective functions may, of course, be employed in conjunction with
one another to formulate a multi-objective model for the GMS problem. A typical occurrence
in the GMS literature is to employ an economic scheduling criterion in combination with a
reliability scheduling criterion [66, 133, 166, 224].
2.2.2 Constraint formulation
GMS model instances in the literature are typically formulated in terms of integer decision vari-
ables or binary decision variables as exemplified in the discussion on scheduling objectives of the
previous section. The adoption of each of these types of decision variables hold both advantages
and disadvantages. In this section, both typical GMS integer decision variable constraint sets
and typical binary decision variable constraint sets are described. In the case where integer de-
cision variables are used, xu denotes the starting period for planned maintenance on PGU u ∈ U
during the scheduling window. In this case, an auxiliary variable yu,p is also employed which
takes the value 1 if planned maintenance is scheduled for PGU u ∈ U during planning period
p ∈ P, or zero otherwise, as already introduced in §2.2.1. If, however, binary decision variables
are adopted, the decision variable xu,p takes the value 1 if planned maintenance is scheduled for
PGU u ∈ U during planning period p ∈ P, or zero otherwise, and the same auxiliary variable
yu,p is also adopted in this case.
As mentioned in §2.1.4, the demand satisfaction constraint is one of the most important con-
straint sets in models of the GMS problem. The most basic way of imposing demand satisfaction
involves requiring that ∑
u∈U
Cu,p(1− yu,p) ≥ Dp, p ∈ P (2.17)
in order to ensure that the demand Dp for energy in the power system during any planning
period is met. A slightly more complicated formulation of the demand satisfaction constraint
may be found in [87] where the generating capacity Cu of PGU u ∈ U is allowed to vary over the
planning periods of the scheduling window. In this formulation, the parameter Cu in constraint
set (2.17) is replaced by the parameter Cu,p which denotes the generating capacity of PGU u
during planning period p ∈ P.
Another variation on the demand satisfaction constraint set (2.17) may be found in [66, 87],
where the demand satisfaction constraint set takes into account the required reserve or safety
margin in the system. This is achieved by adding a parameter Rp to the right-hand side of
constraint set (2.17) which denotes the reserve or safety margin required during planning period
p ∈ P. In this case, the demand constraint is formulated as∑
u∈U
Cu,p(1− yu,p) ≥ Dp +Rp, p ∈ P (2.18)
instead of (2.17). In order to impose demand satisfaction in the case of using binary decision
variables, two additional parameter sets are required. The first set U ′p is the set of PGUs that
are allowed to be in a state of planned maintenance during planning period p ∈ P. Hence,
U ′p = {u | p ∈ Pu}, where Pu = {p ∈ P | eu ≤ p ≤ `u} denotes the set of planning periods during
which planned maintenance may start for PGU u ∈ U , with eu denoting the earliest starting
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planning period for planned maintenance on PGU u ∈ U and `u denoting the latest starting
planning period for planned maintenance on PGU u ∈ U . The second set S ′u,p is the set of
starting planning periods such that if planned maintenance were to start on PGU u ∈ U during
such a planning period, then PGU u will be in a state of planned maintenance during planning
period p ∈ P. Therefore, S ′u,p = {j ∈ Pu | p − du + 1 ≤ j ≤ p} [53]. The demand satisfaction
constraint set, when using binary decision variables, may then be formulated as∑
u∈U
Cu,p −
∑
u∈U ′p
∑
j∈S′u,p
Cu,jxu,j ≥ Dp +Rp, p ∈ P. (2.19)
Burke et al. [36], as well as Digalakis and Margaritis [57], took a slightly different approach in
formulating the demand satisfaction constraint set. In their modelling approaches, the output
level of a PGU is not considered a fixed value representing the capacity of the unit. A variable
ou,p is rather employed (as introduced in the previous section) which denotes the output level
of PGU u ∈ U during planning period p ∈ P. Since this modelling approach takes into account
variable output levels of the PGUs, the demand of the system is required to be equal to the
output of the fleet of PGUs. The demand satisfaction constraint set of Burke et al. [36] and of
Digalakis and Margaritis [57] is therefore∑
u∈U
ou,p = Dp, p ∈ P. (2.20)
An additional constraint set
0 ≤ ou,p ≤ Cu,p(1− yu,p), u ∈ U , p ∈ P (2.21)
is also enforced, which specifies output limits for each PGU. Constraint set (2.21) specifies that
the output level of a PGU u ∈ U generating ou,p units of power should be between zero and the
generating capacity Cu,p of the unit during planning period p ∈ P. The value should, however,
be equal to zero if the PGU is in a state of planned maintenance.
Another basic class of constraints in GMS models are maintenance window constraints. This type
of constraint set specifies earliest and latest starting times during which planned maintenance
may commence on every PGU. If integer variables are employed in the model formulation, then
the maintenance window constraints may be formulated as
eu ≤ xu ≤ `u, u ∈ U (2.22)
[4, 133]. If, however, binary variables are employed in the formulation, then the more complex
maintenance window constraint set ∑
p∈Pu
xu,p = 1, u ∈ U (2.23)
is required, in addition to the constraint sets
xu,p = 0, u ∈ U , p /∈ Pu, (2.24)
yu,p = 0, u ∈ U , p < eu or p > `u + du − 1. (2.25)
In (2.25), du denotes the duration of planned maintenance required for PGU u ∈ U , as before.
The duration of planned maintenance is furthermore required to be contiguous. In order to
ensure that this requirement is met, the constraint set
yu,p =
{
1, if xu ≤ p ≤ xu + du − 1,
0, for all other p
(2.26)
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is included in the model formulation when integer decision variables are used [57, 67, 68]. Once
again, two more complicated sets of constraints are required in the case where binary variables
are used in the formulation. The first is the maintenance duration constraint set and the second
ensures contiguity of the planned maintenance period. The maintenance duration constraint set
may be formulated as ∑
p∈P
yu,p = du, u ∈ U (2.27)
[39, 185], while the constraint set ensuring contiguity of the planned maintenance period of
duration du may be formulated as
yu,p − yu,p−1 ≤ xu,p, u ∈ U , p ∈ P\{1}, (2.28)
yu,1 ≤ xu,1, u ∈ U (2.29)
[39, 185]. There are, however, some cases in the literature [135, 152, 168] where the maintenance
duration constraint set (2.27) and the maintenance contiguity constraint set (2.28) are combined
into a single constraint set. This combined constraint set is
xu+du−1∑
p=xi
yu,p = du, u ∈ U . (2.30)
Instances may also be found in the literature where an undesirable nonlinear construct is em-
ployed in the formulation of the maintenance duration and contiguity constraints [133]. In such
cases, the duration constraint set is the same as (2.27), whereas the contiguity constraint set is
formulated as
xu+du−1∏
j=xu
yu,p = 1, u ∈ U . (2.31)
Resource constraints may also be included in GMS model formulations. These constraints
specify the maximum number of resources available during a given planning period, of which
some pre-specified minimum amount of resources are required to schedule planned maintenance
for any PGU. These constraints ensure that the maximum amount of resources available during
a planning period is not exceeded by the amount of resources required to carry out planned
maintenance during that period. The resources available in GMS problem instances are typically
the number of maintenance personnel available to perform planned maintenance. The most basic
formulation of a resource constraint set of this kind was formulated for the case where integer
decision variables are employed in the model formulation and assumes that during each period
of planned maintenance, the same amount of resources is required for any given PGU [7, 68, 87].
Let fu,p denote the amount of resources required in order to perform planned maintenance on
PGU u ∈ U during planning period p ∈ P. Then the resource constraint set may be formulated
as ∑
u∈U
fu,pyu,p ≤Mp, p ∈ P, (2.32)
where Mp denotes the maximum available amount of resources during planning period p ∈ P.
In the case where binary decision variables are employed in the formulation, a constraint set
similar to (2.32) may be included in the model formulation [51, 53]. Following the same notation
as in (2.19), the constraint set may be formulated as∑
u∈U ′p
∑
j∈S′u,p
fu,jxu,j ≤Mp, p ∈ P. (2.33)
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In more complex incarnations of the resource constraint set it is assumed that the resources
required during each period of planned maintenance are not the same for some of the PGUs.
This approach assumes that during the i-th planning period of planned maintenance, the PGU
may require a specific amount of resources. Let f iu denote the amount of resources required for
planned maintenance on PGU u ∈ U during its i-th period of its planned maintenance and let
fu,p,v denote the resources required for planned maintenance on PGU u ∈ U during planning
period p ∈ P if the maintenance were scheduled to start during planning period v ∈ P. The
resources required may then be calculated as
fu,p,v =
{
fp−v+1u , if p− v < du,
0, otherwise.
(2.34)
From (2.34), a more general resource constraint set may be formulated as∑
u∈U
∑
v∈P
fu,p,vxu,v ≤Mp, p ∈ P. (2.35)
There are also formulations of the GMS problem in the literature that contain so-called exclusion
constraints. These constraints specify sets of PGUs which are not allowed to be in a state of
simultaneous planned maintenance. The reason for this type of constraint is that PGUs from
the same power station are often not allowed to be in maintenance during the same period.
It may, for example, also be required that certain PGUs of the same class (e.g. coal, nuclear,
wind, sun, etc.) should not be in a state of simultaneous planned maintenance. In order to
achieve this type of constraint, let J1, . . . ,Jw be sets of PGUs which may not all be scheduled
simultaneously for planned maintenance and let Ii denote the maximum number of PGUs that
are allowed to be scheduled for planned maintenance simultaneously during any planning period
within exclusion set Ji. Then the exclusion constraint set may be formulated as∑
u∈Ji
yu,p ≤ Ii, p ∈ P, i ∈ {1, . . . , w} (2.36)
[39, 51, 133]. In practice, it is also sometimes advantageous for a power utility to schedule
planned maintenance of certain PGUs before certain other PGUs. This may be achieved by the
incorporation of so-called precedence constraints which may either specify that some PGU u1
has to be scheduled for planned maintenance and return to full operation before a certain PGU
u2 can be scheduled for planned maintenance, or that PGU u2 is only allowed to enter a state of
planned maintenance after planned maintenance has commenced on PGU u1. In the case where
integer decision variables are employed in the model formulation, the former type of precedence
constraint may be formulated as
xu1 + du1 ≤ xu2 . (2.37)
In the latter case, the precedence constraints may simply be formulated as
xu1 < xu2 . (2.38)
In the case where binary decision variables are, however, employed in the model formulation,
the former type of precedence constraint may be formulated as∑
v∈P
xi1,v − xi2,p ≥ 0, p ∈ P (2.39)
[39], while the latter type of precedence constraint may be formulated as
xi1,p + xi2,p ≤ 1, p ∈ P. (2.40)
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2.3 GMS model solution approaches
Suitable GMS model solution techniques should be able to obtain good or, in some cases, optimal
solutions to realistically sized model instances within a reasonable amount of computation time.
The power systems of modern power utilities typically consist of large numbers of PGUs, some-
times exceeding 100 PGUs, of which each have to be scheduled for maintenance over planning
periods varying in number from 52 (weeks) to 365 (days) within an annual scheduling window
[166]. The number of planning periods and the number of PGUs both contribute to the com-
plexity of the GMS model instance, which is typically NP-hard5 [81, 90]. This section contains
a brief survey of the solution approaches adopted in the literature to solve GMS models.
2.3.1 Mathematical programming techniques
The GMS problem is of such a nature that it may easily be formulated as a mathematical prob-
lem, as demonstrated in §2.2. Many mathematical programming-related solution approaches
may therefore be employed to solve integer programming (IP) or mixed integer linear program-
ming (MILP) models of the GMS problem. Examples of such solution approaches include IP
or MILP techniques based on the celebrated branch-and-bound (B&B) method, dynamic pro-
gramming (DP) and a variety of decomposition approaches [5, 90]. IP techniques, such as Balas’
algorithm6, are designed to find optimal solutions to IP problems, although a major disadvantage
associated with the adoption of IP and MILP-related techniques is that they can only be used
to solve relatively small problem instances to optimality within reasonable timeframes due to
their high computational burdens [59]. Decomposition approaches have therefore been adopted
to solve larger GMS problem instances [5, 90]. In the remainder of this section, the working
of the B&B method, a decomposition method, and the method of dynamic programming are
discussed in some detail.
The branch-and-bound method
The branch-and-bound (B&B) method was first introduced by Land and Doig [138] in 1960.
This method finds an optimal solution to a combinatorial optimisation problem instance by
a systematic enumeration of the candidate solutions in the feasible region to suitably selected
subproblems. Each set of candidate solutions forms a rooted subtree of a tree-like data structure
(called a search tree) representing the progression of the search for an optimal solution. The
branches of these subtrees represent different, mutually exclusive subsets of the solution space.
The algorithm compares solutions uncovered in the various branches of the search tree to global
estimates of upper and lower bounds on the optimal solution objective function value. Branches
are stored or discarded based on whether or not they contain improved solutions in respect of
the best solution found so far in the tree [214].
This method is guaranteed to find optimal solutions to combinatorial optimisation problems.
Let f(η) be the objective function of a minimisation problem, where η is the vector of decision
5A problem is referred to as NP-hard (non-deterministic polynomial-time hard) if all other problems in the
complexity class NP can be reduced to it in polynomial-time [130, 210]. Loosely speaking, this means that
no polynomial time exact solution methodology is known for solving the problem, hence justifying the use of
approximate techniques, such as heuristics or metaheuristics, for large instances of the problem.
6Balas’ algorithm is used to solve constrained binary programs. It involves a systematic procedure which
initialises with all the variables assigned the value 0 and then the algorithm assigns the value 1 successively to
certain selected variables. The variables are selected in such a manner that either an optimal solution is found or
evidence is found that no feasible solution exists [17].
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variables which assume combinations of values within a set S of candidate solutions, also referred
to as the feasible region or the search space. As the name of the method suggests, there are
two main procedures that are applied iteratively throughout the execution of the B&B method,
namely branching and bounding. The branching procedure typically returns two or more mu-
tually disjoint subsets S ′1,S ′2, . . . of S ′, where S ′ is a given subset of S and where the union of
the subsets S ′1,S ′2, . . . form S ′. The minimum objective function value is then obtained for each
subset in S ′. The second procedure in the method is called bounding which provides a method
of calculating both lower and upper bounds on the objective function value f(η) for each subset
S ′ ⊆ S.
The function of the bounding procedure is to compare the lower and upper bounds of the various
subsets of the feasible region. The B&B method works in such a manner that a subset may be
discarded (removed from the search) if its lower bound is found to be greater than the upper
bound of any other subset in the tree. The process of discarding subsets in the B&B method is
referred to as pruning and its function is to decrease the number of candidate solutions which
have to be considered explicitly during the search. The branching procedure is terminated based
on two criteria. The first criterion is when a subset S ′i is reduced to contain a single element,
while the second criterion is when the upper and lower bound on f(η) are equal over the search
space S.
The B&B method is often used to solve IPs or MILPs such as the GMS problem presented
in §2.2. In such a case, the B&B method is initiated by solving the linear programming (LP)
relaxation7 of the original IP or MILP. When solving the LP relaxation of the IP or MILP,
two outcomes are possible. The first outcome may yield an optimal solution comprising integer
values for all the variables restricted to be integer (these variables are called integer variables) in
the IP or MILP problem, in which case the LP relaxation optimal solution is also an IP or MILP
optimal solution. The second outcome may yield an optimal solution comprising non-integer
values for one or more of the variables constrained to be integer in the IP or MILP problem. If
this is the case, the branching procedure is performed on the integer variables with non-integer
values in the LP relaxation optimal solution. This process is repeated until the optimal solution
comprises integer values for all the integer variables.
Each time the branching procedure is carried out, the problem is partitioned into a number of
smaller subproblems, each with a smaller feasible solution space represented by the nodes in
the search tree. Consider an integer variable η which has a non-integer value q. The branching
procedure leads to two separate subsets of the decision space where the one node (i.e. subset)
represents that part of the decision space where η ≤ bqc and the other node that part where
η ≥ dqe. The inequalities introduced by the branching procedure are included as constraints in
each of the respective subproblems.
During the bounding procedure, a lower bound on the objective function value f(η) is computed
for the IP or MILP, by solving the LP relaxation of the particular subset of the solution space S ′i
(i.e. the subproblem). The protocol in which the next subproblem is selected for consideration
is important, because it has to take into account the number of nodes already explored during
the search process as well as the memory capacity of the computer on which the method is exe-
cuted. Three main methods may be employed to select the next subproblem, namely a best-first
search strategy, a breadth-first search strategy and a depth-first search strategy [118]. According
to the best-first search strategy, the unterminated node with the largest lower bound on the
objective function value is selected to branch from. According to the breadth-first search strat-
egy, branching is executed from all the nodes on one level of the search tree before considering
7The LP relaxation of an IP or MILP is obtained upon the removal of any binary of integer restrictions on the
decision variables in the formulation [218].
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any nodes on the next level in the search tree. The depth-first search strategy is similar to the
breadth-first search strategy, but nodes in the tree with the largest level are instead branched
from first. The best-first search strategy is typically used since it often minimises the number
of redundant nodes that are visited during the search [118].
Branching from a node is terminated once the solution to the LP relaxation of that node contains
only integer values for the integer variables, since this solution is a feasible solution to the IP or
MILP as well. Branching from a node in the search tree is also terminated when it results in a
lower bound on the objective function that is no better than the best feasible solution found up
to that point during the search. Nodes that are terminated for this reason are called fathomed
nodes [118], since any solutions uncovered by branching from such nodes will not lead to nodes
with better objective function values than the best uncovered objective function value up to that
point during the search. The branching procedure terminates once all the nodes are fathomed
or once the best lower bound on the objective function value is no better than the best feasible
solution found up to that point.
In the literature, the B&B method has been used in a number of cases to solve GMS problem
instances in which a single objective function is considered [13, 21, 59, 64, 88, 132, 163]. Some
attempts have also been made to solve GMS problem instances involving more than one objective
simultaneously using the B&B method [134, 144, 166].
A decomposition approach
Benders decomposition is a method by which a large problem is decomposed (partitioned) into a
number of smaller problems of similar structure. After the problem has thus been decomposed,
the smaller problems are easier to solve (require much shorter times to solve). This prop-
erty renders Benders decomposition a good solution approach when attempting to solve large
combinatorial optimisation problems [39]. Benders decomposition is therefore a good solution
approach for large instances of the GMS problem.
In order to employ a Benders’ decomposition approach, the optimisation problem under consid-
eration has to be formulated in a certain way. In this formulation the objective is to
minimise cTη + fTω
subject to Aη +Bω = b,
η ≥ 0,
ω ∈ Y ⊆ Rq,
 (2.41)
where q denotes the number of variables in the decision variable vector ω and Rq denotes
the subset of vectors containing q real-valued elements [153]. For an MILP, Rq is replaced
by Zq, denoting the subset of vectors containing q integer-valued elements. When a Benders
decomposition approach is employed, the variables are employed to partition the problem into
multiple smaller problems. In these subproblems, the presence of y-variables increase the level
of solution difficulty. The problem therefore becomes easier to solve if these variables are fixed.
The original problem is subsequently partitioned into one master problem, which contains the
ω-variables together with a small number of constraints, and a number of subproblems, each
containing the η-variables. The master problem may be considered a relaxation of the original
problem as it contains fewer constraints. The master problem is solved (i.e. obtaining values
for the ω-variables) which are, in turn, used to solve the subproblems (LPs containing only η-
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Figure 2.1: The process followed in a Benders decomposition solution approach (adapted from [93]).
variables). The preliminary solution to the master problem yields a lower bound on the original
objective function value of the problem [200].
The solution to the master problem may, however, result in an infeasible solution when solving
the subproblems. In such a case, a constraint is added to the master problem, referred to as a
Benders feasibility cut. If the solution to the master problem provides a feasible solution, but
the solution is not significantly close to the current lower bound of the objective function value,
a constraint is again added to the master problem, which is referred to as Benders optimality
cut. An iterative approach is adopted, following the method described above, to solve the master
problem which satisfies all the constraints and is satisfactorily close to the lower bound [153].
A finite number of iterations are required for this method to converge to an optimal solution
as there are only a finite number of Benders cuts that can be performed and these cuts are
generated during each iteration of the algorithm [200]. A flow diagram illustrating the process
of Benders decomposition is presented in Figure 2.1.
In the literature, Benders decomposition has been used in a number of cases to solve instances
of GMS models incorporating a single, linear objective function [39, 95, 149, 152, 153, 221].
The approach may, however, also be used in a slightly adapted form in cases where the master
problem is nonlinear and this alternative has indeed also been employed to solve model instances
of the GMS problem in which nonlinear objective functions occur [51].
Dynamic programming
DP is a methodology according to which a large, unwieldy, temporal decision problem is parti-
tioned into a reasonable number of smaller, overlapping subproblems which are easier to solve.
These smaller subproblems are solved to optimality and the solutions to these subproblems are
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then used to construct a solution to the larger problem. The number of subproblems should
be enough to break the larger problem down sufficiently so that each subproblem can be solved
individually within a reasonable time frame when compared to the time required to solve the
original, large problem [29]. The method reduces the computation time by storing the solutions
to the subproblems and recalling these solutions once a similar subproblem is investigated.
The GMS problem has to be formulated in a slightly different manner than the models in §2.2 in
order to be solvable by DP. More specifically, the problem has to be formulated so that it contains
a control vector and state vector. Define the control vector U(j) = [u1(j) u2(j) . . . un(j)] where
ui(j) takes the value 1 if PGU i ∈ I is scheduled for planned maintenance during period j ∈ J ,
or 0 otherwise. Furthermore, define the state vector X(j) = [x1(j) x2(j) . . . xi(j)] where xi(j)
denotes the completion degree of maintenance of PGU i ∈ I at the beginning of period j ∈ J .
In addition, let the recursion relation used to express the maintenance scheduling process of the
GMS problem be
X(j + 1) = U(j) +X(j), j ∈ J . (2.42)
In order for this recursive relation to be valid, boundary conditions of the form
X(1) = 0 and X(m+ 1) = [d1 d2 . . . di] (2.43)
have to be defined, where m again denotes the number of maintenance periods within the
planning window and di denotes duration of planned maintenance of PGU i ∈ I.
For large problems, the method of DP may be computationally very expensive as it contains a
large number of control and state variables. The standard DP method is seldom applied directly
to solve a realistically sized GMS model instances. This has led to an adaptation of the DP
method, called dynamic programming with successive approximations (DPSA) [5], which reduces
the dimensionality of an instance. The disadvantage of using the adapted method, however, is
that while it may converge to a solution faster than the original DP approach (i.e. lead to a
reduction in computation time), it may not guarantee a globally optimal solution.
The manner in which the DPSA appoach is employed to solve GMS problem instances involves
obtaining a trade-off between scheduling PGUs for maintenance simultaneously and scheduling
the PGUs sequentially according to a predefined priority list8. During each iteration of the
method, a sequence of DPs is solved for some subset of the PGUs. The reason for considering
a subset of PGUs during each iteration is that the number of state variables is thus reduced for
each subproblem, which results in easier subproblems which may be solved faster.
The method is initialised by providing it with an initial maintenance schedule. During each
iteration, a small subset of PGUs is considered and the problem is solved for this subset. The
PGUs that are not present in the subset do not experience any changes in their current mainte-
nance schedules. The algorithm is terminated once two consecutive solutions achieve objective
function values that are not significantly different from each other [135].
In the literature, the DPSA method has been employed in a number of studies to solve single-
objective GMS model instances [144, 219, 226].
2.3.2 Expert systems
An expert system (ES) may be defined as a database of gathered expert knowledge in respect
of a certain application field which is used by a software program to make informed decisions
or assist in decision making [5]. By making use of knowledge gained by GMS experts (who
8A list of PGUs stating the priority in terms of when planned maintenance should be performed for each PGU.
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have typically worked in the field for a long time and have experienced these problems first
hand), an ES can sometimes be used to solve instances of the GMS problem and account for
certain uncertainties and complicated scheduling factors that other approaches are not able to
accomplish. In order to ensure that an ES is valid, however, accurate and precise expert rules
have to be set in place to form a knowledge base. In practice, most of these rules are based
on heuristic assumptions and are typically used to inform decisions when scheduling planned
maintenance for PGUs [5, 107].
The ES approach is not a popular approach toward solving GMS model instances on its own.
It is mostly implemented in conjunction with other methods in order to improve the quality
of the final solutions thus obtained. An example of such a combined approach was proposed
by Lin et al. [144], where an ES was combined with the B&B method and DP. An indexing
system was developed with the valuable input from field experts which specifies which objective
function (i.e. to minimise production cost or to maximise the minimum reserve margin) should
be adopted in order to find good maintenance schedules. The index takes into account the load
required during a certain scheduling window as well as the available capacity in order to specify
which objective function should be optimised [144]. The index can specify one of three cases
which correspond to an objective function that should be adopted in order to solve the problem.
The objective of maximising the minimum reserve margin is pursued using the B&B method,
whereas the objective of minimising the production cost is pursued by DP.
2.3.3 Fuzzy logic approaches
Fuzzy solution approaches reside within a paradigm of many-valued logic which deals with
approximates. Rather than producing binary (i.e. true or false) answers, these methods provide
answers that represent a certain degree of truth. A degree of truth is typically assigned to an
answer based on a membership function which ranges from zero to one rather than adopting
a binary membership function [222]. Solutions to GMS model instances may be obtained by
the interaction between fuzzy sets which represent the objective function and the constraints of
the model [164]. Fuzzy solution approaches have been shown to be capable of providing good
solutions to GMS model instances within acceptable computation time frames [52, 110].
The degree of truth involved in a fuzzy logic approach is used to categorise the outcomes of a
fuzzy set. This categorisation is performed based on the membership function, which is essential
to fuzzy logic. Fuzzy logic may therefore be seen as an extension of the more conventional
boolean logic where an element either belongs to a certain set or not. Let YS be a function that
characterises the set S in a boolean logic paradigm. Then
YS =
{
1, if x ∈ S,
0, if x /∈ S, (2.44)
where the element x either belongs to the set S (i.e. true) or not (i.e. false). In the case of
fuzzy logic, however, the element x can belong to a given set to a certain extent or according
to a degree of truth. The degree of truth is determined by a fuzzy set’s membership function,
denoted by µS . The membership function µS may then be defined as
0 ≤ µS ≤ 1, for any x, (2.45)
where µS represents the degree of truth associated with the statement that the element x belongs
to the set S. The outcome of the membership function is then analysed and the set to which
the element should eventually be assigned is selected subjectively by human referees [148]. It
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may, for example, be agreed that a certain percentage of human referees have to agree on a set
before the element is finally assigned to that set.
A fuzzy number may be defined as a one-dimensional fuzzy set where there is at least one value
of µS that is equal to one for x ∈ P (s). Another requirement is that there should exist an
α-level subset (containing only definitely true elements of P (s)) associated with the fuzzy set S
such that µS(x) = α. The intervals of these α-level subsets should decrease monotonically as
the value α tends towards 1 [148].
The approach taken to solve a GMS model instance according to a fuzzy logic approach is
that membership functions are obtained for the objectives and the soft constraints of the model
instance. The GMS problem contains a fair amount of uncertainty and adopting a fuzzy logic
approach alleviates the difficulties associated with the mathematical treatment of some of these
uncertainties. A fuzzified GMS model instance is then typically solved by means of a fuzzy DP
technique or with the help of a metaheuristic. In the literature, the fuzzy logic approach has
been employed in a number of approaches toward solving instances of the GMS problem based
on either a single objective function [52, 69, 161] or on multiple objective functions [110, 111].
2.3.4 Heuristics
The word heuristic derives from the Greek word heuristikein, which means to find or to un-
cover [217]. Heuristic searches aim to uncover not necessarily optimal solutions, but at least
solutions of acceptable quality, by iteratively applying a trial-and-error solution approach over
the course of a certain time interval. These methods are relatively simple to implement and re-
quire fairly short computation times, but they typically yield solutions of relatively poor quality.
Heuristic approaches toward solving GMS models usually involve considering each PGU sepa-
rately and scheduling these PGUs sequentially as per a pre-specified scheduling order within a
given scheduling window. The most commonly applied mechanism in these heuristics involves
equalising the system’s risk and/or its net reserves [94].
More generally, a heuristic approach typically requires a number of rules by which the PGUs
have to be scheduled sequentially. The constraints of the problem instance are ranked in order
of nonincreasing importance and during the scheduling of PGUs the aim is to ensure that no
constraints are violated. If this is not possible, a schedule is developed which violates a small
number of the least important constraints. The manner in which the PGUs are ranked (i.e. the
priority list) depends on the requirements of the power system [94]. In the most basic cases,
the PGUs are only ranked according to their rated capacities and are scheduled accordingly. In
some cases, however, PGUs are first ranked according to the type of unit (i.e. coal, hydro, wind,
etc.) and then, within each group type, the PGUs are ranked according to their maintenance
duration. If any of the PGUs require the same maintenance durations, they are ranked according
to their rated capacities [46]. This ranked list is then used to schedule planned maintenance
sequentially by violating the smallest number of constraints, if any.
In the literature, heuristic solution approaches, such as those described above, have been adopted
in a number of cases to solve single-objective GMS model instances [27, 42, 46]. Heuristic solution
approaches have also been combined with other solution methodologies in a number of cases in
the GMS literature [32, 35, 43, 121].
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2.3.5 Metaheuristics
The prefix meta derives from the Greek above or beyond. As the name suggests, metaheuristics
are superior to heuristics in terms of their flexibility and their ability to yield better quality
solutions than searches based on fixed heuristic rules. The class of metaheuristics may broadly
be partitioned into two groups, namely trajectory-based metaheuristics and population-based
metaheuristics. Trajectory-based metaheuristics trace out a succession of iteratively modified
or transformed solutions to an optimisation problem over a number of iterations of the algo-
rithm. These metaheuristics move from a single solution to another single solution through the
search space in an iterative manner, based on a carefully selected move operator. Examples of
trajectory-based metaheuristics include algorithms such as local search, the method of simulated
annealing (SA), and tabu search (TS) [30]. Population-based metaheuristics, on the other hand,
employ a population of solutions which are transformed simultaneously in an iterative fashion
[199]. An initial population is created after which a new population is generated from that first
population. The two populations are then integrated according to some selection procedure.
This combined population is used to form a subsequent population, from where the procedure
is repeated until some stopping criterion is met. Examples of population-based metaheuristics
include scatter searches, evolutionary algorithms, and swarm optimisation techniques.
Metaheuristics most commonly employed to solve GMS model instances are genetic algorithms
(GAs), SA, particle swarm optimisation (PSO), TS and Ant colony optimisation (ACO). A
brief description follows in the remainder of this section of each of these algorithms in general
as well as a description of these methods as they have been implemented to solve GMS model
instances. Since the method of SA is applied later in this dissertation to solve two novel GMS
model instances approximately, this method is described in more detail in the next section.
Genetic algorithms
A GA is a population-based metaheuristic which attempts to mimic biological evolution and
natural selection processes in order to uncover good solutions [105]. Each candidate solution in
the search space is referred to as an individual and each individual has a fitness value associated
with it which is determined by the objective function. The fitness level of an individual is
typically used in the selection of individuals for reproduction or replacement in the population.
A population of individuals (solutions) is generated during each iteration, consisting of a subset
of individuals that will be considered during that iteration of the algorithm. The population
at any fixed iteration of a GA is referred to as a generation. These generations evolve over the
iterations of the algorithm until the termination criteria of the algorithms are met [176].
A number of operators are employed during each iteration to produce a new population for the
next generation. One such operator is the so-called selection operator, which determines which
individuals of the population will be selected for reproduction. A crossover operator represents
the sexual reproduction process according to which the characteristics of two individuals selected
from the population for reproduction are combined to generate one or more offspring individuals.
In order to steer the search through unexplored regions of the solution space, the GA also makes
use of a variation or mutation operator which applies slight modifications to the individuals in
the population in order to promote diversity among solutions. Typically, the selection process
will occur first, followed by the crossover process and finally the mutation process (during each
iteration of the algorithm).
In the literature, the GAs have been used in a number of studies to solve both single-objective
GMS model instances [55, 213, 215] and model instances involving multiple objective functions
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[22, 74]. GAs have also been combined with other solution methodologies within the GMS
context in a number of cases in the literature [37, 52, 53, 69, 111, 141, 162].
Particle swarm optimisation
Another population-based optimisation technique is PSO, which mimics the social behaviour of
a school of fish or a flock of birds [106]. The PSO algorithm is typically initialised by a random
initial population of solutions. During each iteration of the algorithm, the population is updated
based on candidate solutions to some optimisation problem instance found by other individuals
in the population in their search for optimal solutions. Each solution at which an individual
currently finds itself is referred to as a particle. The particles “move” through the solution space,
but are biased in the direction of the currently best particles in the system. Each particle keeps
track of its individual coordinates within the solution space as well as its associated fitness, as
determined by the objective function. The particles also keep track of the coordinates associated
with the best solution found by the entire swarm or flock of particles so far during the search
and the direction of search is generally focussed in that direction.
Each individual particle is attributed its own velocity which is updated during each iteration so
as to produce acceleration toward the location of good solutions. The change in the velocity of
a particle is typically weighted according to its current location as well as relative to the best
solution’s current location in the solution space. Hu [106] argued that PSO is able to achieve
improved results in less time and requires less memory when compared to other population-
based optimisation techniques, such as GAs or ACO, for certain problems. PSO also involves
only a small number of parameters which require adjustment.
In the literature, the PSO approach has been used in a number of cases to solve single-objective
GMS model instances [65, 131]. The PSO approach has also been combined with other solution
methodologies within the GMS context in a number of cases in the literature [198, 220].
The method of tabu search
TS is a trajectory-based local search metaheuristic method developed by Glover in 1986 [97].
The TS approach focusses on avoiding the phenomenon of cycling. Cycling refers to the process
where a certain algorithm keeps returning to a recently visited area within the solution space
of an optimisation problem [176]. In TS, a short-term memory of recently visited areas within
the search space is introduced. This short-term memory is maintained dynamically during the
search and is referred to as the tabu list — areas or solutions that are part of the tabu list may
not be revisited for a certain number of iterations in the TS algorithm after having visited them
last [34, 96]. The TS approach considers all the neighbouring solutions of a current solution.
This neighbourhood is found by perturbing the current solution locally. The best neighbouring
solution is then selected as the new current solution (worsening solutions may be accepted if
there are no improving solutions within the current solution’s neighbourhood). The search is,
however, not allowed to return to any solution in the tabu list for a predetermined number of
iterations (called the tabu tenure) so as to ensure that the algorithm does not become trapped
at the locally optimal solution. This process is repeated iteratively until some stopping criterion
is met. The number of iterations that must elapse before a solution is removed from the tabu
list can be altered to suit the requirements of the algorithm. Keeping a solution in the tabu
list for a small number of iterations promotes intensification of the search, where the focus will
be on a certain area within the search space in which a good solution has been found, whereas
keeping a solution in the tabu list for a large number of iterations promotes diversification of the
search where new areas in the search space are explored which may contain good solutions [96].
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In the literature, the method of TS has been used in a number of studies to solve single-objective
GMS model instances [36, 66]. The TS approach has also been combined with other solution
methodologies within the GMS context in a number of cases in the literature [37, 44, 127].
Ant colony optimisation
ACO is a population-based metaheurstic that was proposed by Dorigo [60] in 1992. The method
is based on the natural behaviour of and communication between ants when foraging for food.
When ants search for food, they initially wander around seemingly randomly with no coordi-
nation between themselves and the rest of the colony, until a good food source is found. The
ant that finds the food source then returns to the ant colony and releases a pheromone9 along
the path from the food source to the ant colony. The pheromone level along the path depletes
over time, which means that if the distance from the ant colony to the food source is long, the
pheromone level will, on expectation, be low once other ants sense it. If, on the other hand, the
distance between the ant colony and the food source is short, the pheromone level will be high
when other ants sense it. These ants will then start following the same path to gather food.
While other ants travel along this path they also release pheromones, thus strengthening the
pheromone level along the path. Since ants select paths randomly with a bias toward paths with
high pheromone levels, the search process results in a situation where the ant colony success-
fully discovers shorter paths to food sources from their nest. For this reason, the approach was
initially developed to find shortest paths in graphs, but has since been adapted to solve various
other optimisation problems such as assignment problems and scheduling problems [60, 87].
In the literature, the ACO approach has been applied in a number of studies to solve single-
objective GMS model instances [83, 87, 170]. The ACO approach has also been combined with
other solution methodologies within the GMS context in a number of cases in the literature [44,
81].
2.3.6 Recent developments
Recently, some of the focus of GMS research has shifted from regulated systems (a single power
utility providing energy to an entire country and the government of that country ensuring that
the power utility does not take advantage of the end user) to deregulated systems (many power
utilities are able to produce and distribute energy and hence competition replaces monopolies)
[90]. The majority of GMS problems in deregulated systems either involve cost-based or profit-
based scheduling criteria as objective function.
Bisanovix et al. [28] presented a comprehensive approach for maintenance scheduling of PGUs in
a competitive market. The model takes into account long-term contracts with predefined power
profiles and energy prices are forecasted weekly. Similar approaches have been adopted elsewhere
with the aim of modelling coordination procedures for an independent system operator. This
approach usually employs a game theoretic framework for the GMS problem [160]. Some recent
papers have also incorporated the loss of power utility reputation and consumer loyalty towards
a power utility as costs in the optimisation model. This is typically achieved by employing the
Analytical Hierarchy Process to incorporate these costs as part of the opportunity cost in the
model [56]. In 2017, Mazidi et al. [155] proposed a bi-level model which seeks to maximise the
profit of the power utility, taking into account the reliability of the system as well as the cost
limits of a society.
9A pheromone is a chemical substance that an ant produces and releases in order to communicate indirectly
with other ants in an ant colony [120].
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Although the majority of deregulated systems are focused on cost-based and profit-based GMS
criteria, there have also been a number of papers considering reliability-based scheduling objec-
tives [90]. For instance, Elyas et al. [70] argued that a power utility can be more competitive
by being more reliable and therefore proposed two GMS objective functions. The first objective
seeks to maximise annual social welfare while the second maximises producers’ benefits and
reliability of the power grid. In some cases, cost-based, profit-based and reliability-based GMS
criteria have been combined to propose multi-objective models for finding good maintenance
schedules, as proposed, for example, by Zhan et al. [224]. The objective functions proposed
as part of these models typically maximise producer profit, maximise system reliability and/or
minimise generating cost.
2.4 The method of simulated annealing
The method of SA has been employed successfully in the literature to solve various classes of
complex optimisation problems. The SA approach has specifically also been used in a number
of cases to solve GMS model instances based on a single objective function. In 1991, Satoh and
Nara [187], implemented the method of SA to solve a GMS model instance with the objective
of minimising the sum total of production cost and maintenance cost. Saraiva et al. [185]
formulated an MILP GMS model with the aim of minimising the operation cost over all the
planning periods, and solved this model by means of SA by penalising unsupplied energy by a
monetary value. Schlu¨nz and van Vuuren [188, 189] presented an adapted benchmark system,
called the IEEE-RTS, to which SA was applied in order to find good solutions in terms of
minimising the sum of squared reserves. The SA approach has also been combined with other
solution methodologies within the context of GMS, such as evolutionary techniques [37, 53, 141,
162] and constraint programming [98].
The method of SA was first introduced in 1983 by Kirkpatrick et al. [129] as a trajectory-
based metaheuristic for solving optimisation problems and is based on the physical process of
annealing in metallurgy. It was initially introduced as an approximate solution methodology
for single-objective optimisation problems but has since been adapted for use in the context of
multi-objective optimisation problems as well [18, 50, 197]. The method is described here in the
original single-objective context. The search consists of iterative application of a modification
process called the Metropolis algorithm and requires the following inputs:
• an initial solution,
• an initial temperature,
• an appropriate cooling schedule,
• an epoch10 management strategy,
• a neighbourhood move operator, and
• end-of-search termination criteria.
The algorithm is initialised with an initial temperature T0 and an initial solution η0. During
each iteration of the search, the current solution ηi is modified by a selection
η′ ∈ N(ηi), (2.46)
10A pre-specified number of iterations which together form a search stage.
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where N(ηi) denotes the neighbourhood of ηi. This neighbourhood of a solution η is populated
by exhaustively applying a so-called move operator to η which entails perturbing η locally.
A randomly selected neighbouring solution η′ is then compared to the current solution ηi. If
η′ achieves an improvement in the objective function, which is also called the energy of the
system, when compared to that of the corresponding value of ηi, the neighbouring solution is
accepted with a probability of 1 (i.e. with certainty) and becomes the current new solution, i.e.
ηi+1←η′. If, however, the neighbouring solution’s objective function value does not achieve an
improvement over that of the current solution, the neighbouring solution is accepted with prob-
ability exp(−∆E(ηi,η′)/Tk); i.e ηi+1←η′ if q < exp(−∆E(ηi,η′)/Tk), where q is a uniformly
distributed random variable on the unit interval, ∆E is the change in the energy and Tk is the
temperature of the search during the current epoch, k. The reason behind allowing the algo-
rithm to accept a worsening solution with a certain probability is that it enables the algorithm to
escape local optima. At a high temperature, the algorithm will accept the majority of worsening
solutions, because then exp(−∆E(η,η′)/Tk) is close to 1. As the temperature decreases, how-
ever, exp(−∆E(η,η′)/Tk) tends to zero, which is expected to result in fewer worsening solutions
being accepted. For this reason, the SA algorithm should have a high initial temperature which
will enable the algorithm initially to explore as many solutions in the solution space as possible,
whereafter the algorithm is expected to converge to a locally optimal solution, or possibly a
globally optimal solution, as the temperature decreases according to the cooling schedule in use.
The two most commonly adopted cooling schedules in the literature on the GMS problem is
an adaptive schedule proposed by Van Laarhoven and Aarts [211] and the more rigid geometric
schedule. In both these schedules, a constant temperature is maintained for the entire epoch.
The temperature of the search is decreased at the end of each epoch, and the durations of these
epochs are determined dynamically during the search so as to promote metaheuristic flexibility.
According to Dreo et al. [62], a general rule of thumb which may be used to terminate an epoch
is when 12N solutions have been accepted or when 100N solutions have been attempted during
the epoch, where N denotes a measure of the number of degrees of freedom of the search. The
maximum length of an epoch is typically proportional to the number of possible neighbouring
solutions, which is a measure of the number of degrees of freedom [189].
According to the cooling schedule proposed by Van Laarhoven and Aarts [211],
Tk+1 = Tk
(
1
1 + ln(1+δ)3σk Tk
)
, k = 0, 1, 2, . . . , (2.47)
where δ is a small real number and σk is the standard deviation of the change in objective
function at the end of epoch k. This schedule has proved to be very successful in the context of
GMS problems, but is computationally expensive and time consuming to implement [1, 189].
The second cooling schedule is the geometric schedule which is more commonly used in practice
due to the simplicity of implementing it and the rapid convergence to good solutions often
obtained [2, 189, 205]. According to the geometric schedule,
Tk+1 = αTk, k = 0, 1, 2, . . . , (2.48)
where α is called the cooling parameter and is typically assigned a value between 0.5 and
0.99 [126]. Apart from the two cooling schedules mentioned above, there are also other cooling
schedules in the literature which are not used as often. One such cooling schedule is that of
Huang et al. [109] according to which
Tk+1 = Tk exp
(
−λTk
σk
)
, k = 0, 1, 2, . . . , (2.49)
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where λ is a parameter that is typically assigned the value 0.7 [109, 189]. Another cooling
schedule is the schedule proposed by Triki et al. [205] in 2005 according to which
Tk+1 = Tk
(
1− Tk∆k
σ2k
)
, k = 0, 1, 2, . . . , (2.50)
where ∆k denotes the decrease in the mean objective function value during epoch k and σk is
again the standard deviation of the change in objective function during epoch k.
In 1987, van Laarhoven et al. [211] presented a method for calculating a problem-specific initial
temperature T0 for the method of SA. The initial temperature is defined as T0 = −∆E(+)/χ0,
where ∆E(+) is the average increase in the objective function value (i.e. energy) of the system
for a minimisation problem (for maximisation it would be ∆E(−), the average decrease in the
objective function value) and where χ0 is the so-called acceptance ratio. This ratio is defined as
the number of accepted solutions which exhibit a deterioration in the objective function value
divided by the number of attempted solutions which exhibit a deterioration in the objective
function value. The ratio is typically set to a value between 0.5 and 0.8, as suggested by Busetti
[38]. The average increase in the objective function value ∆E(+) is determined during a random
walk over a certain pre-specified length in the solution space, using the same initial solution as
the starting point of the random walk as would be used during execution of the SA algorithm.
Busetti [38] stated that the number of iterations spent in a single epoch k should be problem-
dependent, rather than being a function of the epoch. A Markov chain of length Lk may be
used to determine the number of iterations within epoch k. Ideally, one would require a pre-
specified parameter Amin which specifies the minimum number of move acceptances during
epoch k before lowering the temperature and moving on to the next epoch. As Tk approaches
zero, the probability of accepting non-improving solutions decreases which, in turn, increases
the number of iterations required to achieve the minimum number Amin of move acceptances
per epoch. Therefore, an epoch will be terminated once a certain number of moves L have been
attempted by reheating the temperature of the system to the initial temperature or decreasing
the temperature according to the cooling schedule once Amin moves have been accepted, where
Amin and L are pre-specified parameters satisfying Amin < L. Dreo et al. [62] proposed that
Amin = 12N and L = 100N , where N is a measure of the number of degrees of freedom of the
optimisation problem under consideration.
During execution of the SA algorithm, the nondominated solution11 is archived. The initial
solution is the first entry in the archive. If a neighbouring solution of the current solution is
not dominated by the current archived solution, the neighbouring solution is archived and the
previously archived solution is removed from the archive. The algorithm is typically initialised
by an initial solution to a GMS problem instance by selecting a random starting time, according
to a uniform distribution, for planned maintenance on PGU u ∈ U within the scheduling window
of the problem. When selecting such a random starting time, the algorithm takes into account
the service duration required to complete maintenance on PGU u ∈ U , but may violate the
other soft constraints. This procedure is repeated for all PGUs in the power system.
The SA algorithm typically terminates when either one of two pre-specified states are reached
within the system. The first is when the algorithm does not accept the minimum required
acceptance number of 12N candidate solutions for three consecutive epochs. This state is
referred to as the frozen state, since no more significant improvements can be made in the
system. The second termination criterion for the SA algorithm is when a maximum number
of iterations Imax have been performed. This number is usually selected as a large value so as
11A solution obtained during the search for which no improving solution has yet been found [62].
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to ensure that the system terminates due to a frozen state rather than reaching the maximum
number of iterations which may terminate the algorithm prematurely. This second termination
criterion is introduced to limit the operating time of the system so as to ensure that the overall
computation time is acceptable to the user.
2.5 Chapter summary
A review of the literature on GMS problems was provided in this chapter. In §2.1, a general
description of the GMS problem was given in some detail, explaining the notions of a scheduling
window and of scheduling resolution, as well as referring the typical scheduling criteria pertaining
to GMS model formulations in the literature. Constraints applicable to GMS model formula-
tions and other related energy problems found in the literature were also described. This was
followed, in §2.2, by a discussion on the most popular GMS model formulations in the literature,
citing typical objective functions for and constraints included in model incarnations of the GMS
problem. GMS model solution approaches that have been adopted in the literature were de-
scribed in §2.3, including mathematical programming techniques, expert systems, fuzzy solution
approaches, heuristics and finally metaheuristics. The approximate solution methodology that
is employed later in this dissertation, namely the method of SA, was finally described in more
detail in §2.4.
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This chapter contains a literature review on the research area of reliability theory. A number
of general considerations in respect of reliability theory are presented, with a focus on the
mathematical formulation of the notation of reliability. This is followed by a description of the
most popular trend tests employed in practice to determine whether a system exhibits non-
repairable or repairable characteristics. The chapter also includes mathematical treatments of
the notion of reliability in the contexts of repairable systems and non-repairable systems, as well
as popular models for describing the reliabilities of both types of systems.
3.1 General considerations
Survival theory is a subfield of general statistics concerned with the analysis of the durations
between the occurrences of successive events in a system. The nature of these events may
vary according to the type of system being analysed, and may include mechanical failures of
machinery or illnesses of biological organisms [159]. The intersection between survival theory
and engineering is known as reliability theory or reliability analysis, which is a general theory
about system failures. Its constituent components are ideas, mathematical models and methods
that can be used to estimate, predict, understand and optimise the lifespans of components as
well as of systems as a whole [19]. The objective in reliability theory is usually to quantify a
suitable trade-off between wasting a system’s residual life and running the risk of unexpected
failure of the system. The two main branches of reliability theory are theories that have been
developed for repairable systems and for non-repairable systems [181]. A brief overview is given
in this section of these two subtheories.
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A system is classified as a non-repairable system when the population of items contained as
components in the system is one for which individual items that fail are permanently removed
from the population and the system is repaired by replacing these items with items from either
the same or from a different population. A repairable system, on the other hand, may be defined
as a system that can be restored to fully operational performance by any maintenance action
other than replacing the entire system after failing to perform some of its intended functions [11].
The effective reliability of a system over a certain time frame during the system’s lifetime can be
determined based on historical failure data of the system. Historical failure data may exhibit an
increasing failure rate (IFR), a constant failure rate (CFR) or a decreasing failure rate (DFR).
A system exhibiting an IFR, also called an ageing system, generally comprises components that
wear out over the lifetime of the system, which causes the time between consecutive failures
to decrease. Systems with IFRs generally require the most attention with respect to planned
maintenance, since failures in the system are observed more frequently towards the end of the
system’s lifetime [85]. Some systems exhibit CFRs, where the failures in the system are observed
to be random with inter-failure rates that are exponentially distributed. These systems require
less attention when planning maintenance due to the randomness between consecutive failures
[23]. In the case where a system exhibits a DFR, the time between consecutive failures is
increasing — hence fewer failures are observed towards the end of the system’s lifetime — and
so the system may be described as an improving system [3]. For improving systems, it might
sometimes be harmful to conduct planned maintenance as the system naturally increases in
reliability over time.
The well-known bathtub curve, presented in Figure 3.1, may be used to represent the failure rate
of a system graphically as a function of the lifetime of the system. Typically, from the start of
the lifetime of a system up to a certain time t1, the system exhibits an DFR. Between times t1
and t2 > t1, the system is in its useful stage and exhibits a CFR. The final part of the graph,
from t2 onwards, represents the final part of the system’s lifetime, which exhibits an IFR.
Time
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Figure 3.1: The failure rate of a system as a function of time, represented by the well-known bathtub
curve [214].
3.2 Basic mathematical notions
Suppose {T1, . . . , Tn−1} is a set of n − 1 past failure times observed in a system, where T1 ≤
T2 ≤ · · · ≤ Tn−1 are measured in units of global time, denoted by t. Then the reliability of the
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system is defined as
R(t) = P (Tn > t), (3.1)
where Tn is a continuous random variable denoting the n-th failure time of the system, also
measured in units of global time. The system reliability at time t is therefore the probability
that the n-th system failure will occur after time t [20]. It is clear that R(t) = 1 for all
t ≤ Tn−1. The complement of the reliability function is called the lifetime distribution model, or
the cumulative distribution function (CDF) of Tn, also sometimes referred to as the theoretical
population model describing the lifetime of a component or system [167, 173]. The lifetime
distribution function of Tn is denoted by
F (t) = P (Tn ≤ t) = 1−R(t). (3.2)
From the lifetime distribution function, the probability density function (PDF) of Tn, denoted
by f , may be calculated by taking the derivative of (3.2). Therefore, the CDF is given by
F (t) =
∫ t
0
f(τ) dτ. (3.3)
The mean time to failure (MTTF) between the (n − 1)-th and n-th failures may be computed
as the expected value
µ =
∫ ∞
Tn−1
f(τ)· τ dτ.
The PDF f(t) and the CDF F (t) may be estimated based on the distribution of the past failure
times T1, . . . , Tn−1 under the assumption that the past failure rate is an indication of the future
failure rate. Substituting (3.3) into (3.2), it follows that
R(t) = 1−
∫ t
0
f(τ) dτ =
∫ ∞
t
f(τ) dτ. (3.4)
If the PDF f(t) of Tn and therefore the reliability function R(t) of the system is known, the
conditional failure rate of the system, also known as its hazard rate or force of mortality (FOM)
[204], is defined as
h(t) =
f(t)
R(t)
=
f(t)
1− F (t) (3.5)
for all t > Tn−1. The hazard rate in (3.5) is referred to as a conditional failure rate, because
h(t) may be interpreted as the failure rate, given that the components in the system survive
past time t [171]. A justification of this interpretation of the function h(t) may be obtained by
computing the conditional probability that the system will fail before a certain time t+ te, given
that it survives past time t [142]. This conditional probability is
P (Tn ≤ t+ te | Tn > t) = P ((Tn ≤ t+ te) ∩ (Tn > t))
P (Tn > t)
=
1
R(t)
∫ t+te
t
f(τ) dτ.
For a small, positive value of te, it follows by the continuity of f(t) that
1
R(t)
∫ t+te
t
f(τ) dτ ≈ tef(t)
R(t)
. (3.6)
During an interval of time, the number of failures expected to be observed in the system is
interval duration× failure rate = teh(t). (3.7)
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Equating (3.6) and (3.7), it follows that
h(t) =
f(t)
R(t)
,
as is noted in (3.5). The reliability of the system may be expressed in terms of the failure rate
of the system by noting that
h(t) =
f(t)
R(t)
=
dF (t)
dt
1− F (t)
= − d
dt
[ln(1− F (t))]. (3.8)
Integrating both sides of (3.8) over the interval 0 to t, it follows that
−
∫ t
0
h(τ) dτ =
∫ t
0
d
dτ
[ln(1− F (τ))] dτ
= ln(1− F (t))
= lnR(t) (3.9)
by the fundamental theorem of the calculus. Finally, in order to express the system reliability in
terms of the failure rate of the system, the logarithm may be removed by exponentiating both
sides of (3.9) to obtain
R(t) = e−
∫ t
0 h(τ) dτ . (3.10)
If the function h(t) in (3.10) is integrated, the cumulative hazard function H(t) =
∫ t
0 h(t)dτ is
obtained, which describes the number of failures expected to have occurred by a certain time
during the lifetime of the system [204].
3.3 Lifetime distribution models for non-repairable systems
The choice of an appropriate lifetime distribution model for a non-repairable system is usually
determined by three main factors, namely (i) whether statistical or physical evidence exist
that relates the lifetime distribution model to the failure mechanism on a theoretical basis,
(ii) whether the lifetime distribution model has previously been used to represent a similar failure
mechanism and has proved successful in that context, and (iii) whether the lifetime distribution
model is flexible and convenient enough to fit the failure data empirically [167, 171]. Five of
the most popular lifetime distribution models for non-repairable systems are described in this
section. In each case, the corresponding PDF, CDF and hazard rate are described. The models
reviewed are the exponential model, the Weibull model, the normal model, the lognormal model
and the gamma model.
3.3.1 The exponential model
One of the most useful and widely used lifetime distribution models is the exponential model
[204]. This is a very simple model with only one unknown parameter λ that has to be estimated.
The PDF of the exponential lifetime distribution is
f(t) = λe−λt, (3.11)
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where λ is a constant [171, 204].
The CDF of the exponential lifetime distribution model, derived using (3.3), is
F (t) =
∫ t
0
λe−λx dx = 1− e−λt.
The reliability of a system can now be calculated according to this model, using (3.4), as
R(t) = 1− (1− e−λt) = e−λt. (3.12)
From (3.12), the system reliability may be calculated at any time instant t. With both f(t) and
R(t) known, (3.5) may be used to calculate the hazard rate of the system as
h(t) =
λe−λt
e−λt
= λ, (3.13)
which results in an exponential failure rate that is reduced to the value λ for all time values t.
The exponential distribution is the only lifetime distribution with a constant failure rate. The
mean time to failure (MTTF) M for the exponential lifetime distribution may be calculated by
integrating (3.4) by parts to obtain
M =
1
λ
,
the reciprocal of the hazard rate λ. By (3.13), the expected number of failures to have occurred
by a certain time t may be calculated as
H(t) =
∫ t
0
h(x) dx = λt,
where t is the continuous global time of the system in question. In order to associate a confidence
level with the expected failure time Tn, a confidence interval may be calculated. This is achieved
by calculating confidence bands for the MTTF, using the chi-square distribution, as
2(n− 1)M
χ21−β/2,2(n)
≤ MTTF ≤ 2(n− 1)M
χ2β/2,2(n−1)
, (3.14)
where χ2β/2,2(n−1) represents the chi-square statistic at a confidence level of β, with 2(n − 1)
degrees of freedom, where n− 1 is the number of observed past failures. The confidence bands
for the timing of the n-th failure may now be calculated using the upper and lower confidence
limits for the MTTF calculated in (3.14), which yields the interval
M`n ≤ Tn ≤Mun,
where M` and Mu are the lower and upper confidence limits for the MTTF, respectively, and
Tn is the expected observation time of the n-th failure at a confidence level of β.
The exponential model is widely used in industry for the modelling of the flat part of the bathtub
curve, shown in Figure 3.1, between the time instants t1 and t2, due to the model having
a constant failure rate [167, 173, 214]. This model is only applicable when early decreasing
failures and late wear-out failures are not taken into account [171]. The exponential model is
sometimes also used as proxy for other failure models by approximating an exponential piecewise
function for the model under consideration.
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3.3.2 The Weibull model
The Weibull model is another flexible lifetime distribution model and can be used in a wide
range of reliability problems. The model has two parameters, namely a scale parameter α and
a shape parameter γ. The PDF of the Weibull lifetime distribution is
f(t) =
γ
α
(
t
α
)γ−1
exp
[
−
(
t
α
)γ]
. (3.15)
The CDF of the Weibull lifetime distribution model, derived using (3.3), is
F (t) =
∫ t
0
γ
α
(x
α
)γ−1
exp
[
−
(x
α
)γ]
dx = 1− exp
[
−
(
t
α
)γ]
.
The reliability of a system may be calculated according to the Weibull lifetime distribution
model, using (3.4), as
R(t) = 1− (1− exp
[
−
(
t
α
)γ]
) = exp
[
−
(
t
α
)γ]
. (3.16)
With both f(t) and R(t) known, (3.5) may be used to calculate the hazard rate of the system
as
h(t) =
γ
α
(
t
α
)γ−1
exp
[− ( tα)γ]
exp
[− ( tα)γ] = γα
(
t
α
)γ−1
. (3.17)
The MTTF for the Weibull lifetime distribution model is
M = αΓ
(
1
γ
+ 1
)
,
where Γ( 1γ + 1) is the well-known gamma function
Γ(c) =
∫ ∞
0
e−xxc−1 dx (3.18)
evaluated at ( 1γ + 1). The expected number of failures to have occurred by a certain time t may
be calculated by (3.13) as
H(t) =
∫ t
0
h(x) dx =
(
t
α
)γ
.
In order to calculate a confidence band for the expected failure time Tn, confidence intervals
must again be calculated. This is achieved in the exact same manner as for the exponential
model, as explained in §3.3.1 — see (3.14) and (3.15).
A three-parameter Weibull model is also used in some cases in the literature, where the third
parameter is called the waiting parameter and is denoted by µ. The set of equations for the
three-parameter Weibull model is the same as for the two-parameter Weibull model, except that
t is replaced by t − µ in every equation. The waiting parameter provides for the possibility of
no failure occurring in the system for a certain duration µ.
The flexibility of the Weibull model has resulted in the model being applied successfully to a
wide range of problems [173, 181]. The Weibull model has also been used as a form of extreme
value analysis where the earliest failure time of many competing failures are determined in order
to determine system failure.
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3.3.3 The normal model
The Gaussian distribution, more commonly known as the normal distribution, is probably the
most widely-used distribution in statistics. The normal distribution is therefore also adopted
as a lifetime distribution model in reliability theory. This model, however, has a left-hand limit
extending to negative infinity which is not realistic when modelling failure time data (as time
values are normally restricted to non-negative values). For this reason the normal model has
been argued by some to be inappropriate for use as a lifetime distribution model [180]. The
negative left-hand limit may, however, largely be avoided provided that the distribution has a
large mean and a relatively small standard deviation. The PDF for the normal model is given
by
f(t) =
1
σ
√
2pi
exp
[
−1
2
(
t− µ
σ
)2]
, (3.19)
where µ denotes the mean of the times to failure and σ denotes the standard deviation of the
times to failure. The CDF of the normal lifetime distribution model is given by
F (t) =
∫ t
−∞
1
σ
√
2pi
exp
[
−1
2
(
x− µ
σ
)2]
dx, (3.20)
which may be approximated by
F (t) ≈
∫ t
0
1
σ
√
2pi
exp
[
−1
2
(
x− µ
σ
)2]
dx = Φ(t).
This integral is the standard normal CDF, which may also be written as
Φ(x) =
1
2
[
1 + erf
(
x− µ
σ
√
2
)]
. (3.21)
In (3.21), erf(x) is the well-known error function which represents the probability that a random
variable with normal distribution of variance 12 and mean 0 will fall in the range [−x, x]. This
function may be evaluated as
erf(x) =
1√
pi
∫ x
−x
e−y
2
dy. (3.22)
The reliability of a system may now be calculated according to the normal lifetime distribution
model, using (3.4), as
R(t) = 1− Φ
(
t− µ
α
)
=
∫ ∞
t
1
σ
√
2pi
exp
[
−1
2
(
x− µ
σ
)2]
dx. (3.23)
With both f(t) and R(t) known, (3.5) may be used to calculate the hazard rate of the system
as
h(t) =
1
σ
√
2pi
exp
[
−12
( t−µ
σ
)2]
∫∞
t
1
σ
√
2pi
exp
[
−12
(x−µ
σ
)2]
dx
. (3.24)
The MTTF for the normal lifetime distribution model is simply the mean of the normal distri-
bution, namely M = µ. The expected number of failures to have occurred by a certain time t
may be calculated by taking the integral of (3.24), i.e.
H(t) =
∫ t
0
h(t) dt =
∫ t
0
1
σ
√
2pi
exp
[
−12
( t−µ
σ
)2]
∫∞
t
1
σ
√
2pi
exp
[
−12
(x−µ
σ
)2]
dx
dt.
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In order to calculate a confidence band for the expected failure time Tn, confidence intervals
must again be calculated. This is achieved in the exact same manner as for the exponential
model, as described in §3.3.1 — see (3.14) and (3.15).
3.3.4 The lognormal model
As with the Weibull model, the lognormal model is mainly applied in two-parameter form. The
lognormal distribution’s two parameters are a shape parameter α, and a median T50, which fulfil
the role of a scale parameter. If a system exhibits a time to failure that follows a lognormal
distribution, the natural logarithm of such a time to failure has a normal distribution. Therefore,
if the natural logarithm of the failure times are taken, the data may be considered normally
distributed with mean µ = lnT50 and with standard deviation σ. After analysis, the failure
times may be converted back from logarithmic time to normal time. The PDF for the lognormal
model is given by
f(t) =
1
σt
√
2pi
exp
[
−
(
1
2σ2
)
(ln t− µ)2
]
, (3.25)
which is very similar to the PDF of the normal model in (3.19). The CDF of the lognormal
lifetime distribution model, derived using (3.3), is given by
F (t) =
∫ t
0
1
σx
√
2pi
exp
[
−
(
1
2σ2
)
(lnx− µ)2
]
dt = Φ
(
ln t− µ
α
)
,
where Φ is again the standard normal CDF in (3.21). The reliability of a system may now be
calculated according to the lognormal lifetime distribution model, using (3.4), as
R(t) = 1− Φ
(
ln t− µ
α
)
. (3.26)
With both f(t) and R(t) known, (3.5) may be used to calculate the hazard rate of the system
as
h(t) =
1
σt
√
2pi
exp
[− ( 1
2σ2
)
(ln t− µ)2]
1− Φ
(
ln t−µ
α
) . (3.27)
The MTTF for the lognormal lifetime distribution model is
M = T50e
1
2
σ2 .
The number of failures expected to have occurred by a certain time t may be calculated by
taking the integral of (3.27), that is
H(t) =
∫ t
0
h(x) dx =
∫ t
0
1
σx
√
2pi
exp
[− ( 1
2σ2
)
(lnx− µ)2]
1− Φ
(
lnx−µ
α
) dx.
In order to calculate a confidence band for the expected failure time Tn, confidence intervals
must again be calculated. This is achieved in exactly the same manner as for the exponential
model, as explained in §3.3.1 — see (3.14) and (3.15).
As with the Weibull model, the lognormal model also has a three-parameter variation which
is used in some cases, where the third parameter is again a waiting parameter θ. The set of
equations for the three-parameter lognormal model is the same as those of the two-parameter
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lognormal model, except that t is replaced by t − θ in every equation. The waiting parameter
again provides for the possibility of no failure occurring in the system for a certain duration θ.
Taking the natural logarithm of the failure time data makes for a very convenient model, as the
failure time data are now in normal form, which makes it mathematically easier to use. The
lognormal model has been employed in the literature to model physical degradation in electronics
for failures as a result of as corrosion, diffusion, crack growth, etc. [171, 173, 181].
3.3.5 The gamma model
The Gamma distribution model, referred to as the Erlang distribution in queuing theory, is also
a flexible lifetime distribution model, but is not often used to model the lifetime for a failure
model [167, 181]. The PDF for the Gamma lifetime distribution is
f(t) =
tk−1e−t/θ
θkΓ(k)
for t, k, θ > 0, (3.28)
where k is a shape parameter, θ is a scale parameter and Γ(k) is the gamma function in (3.18)
evaluated at k. The CDF of the Gamma lifetime distribution model, derived using (3.3), is
F (t) =
∫ t
0
xk−1e−x/θ
θkΓ(k)
dx =
γ(k, tθ )
Γ(k)
,
where γ(k, tθ ) is the lower incomplete gamma function
γ(k, x) =
∫ x
0
yk−1e−y dy (3.29)
evaluated at (k, tθ ). The reliability of a system may now be calculated according to the gamma
lifetime distribution model, using (3.4), as
R(t) = 1− γ(k,
t
θ )
Γ(k)
. (3.30)
With both f(t) and R(t) known, (3.5) can be used to calculate the hazard rate of the system as
h(t) =
tk−1e−t/θ
θkΓ(k)
1− γ(k,
t
θ
)
Γ(k)
=
tk−1e−t/θ
θkΓ(k)
(
1− γ(k,
t
θ
)
Γ(k)
) = tk−1e−t/θ
θkΓ(k)− θkγ(k, tθ )
. (3.31)
The MTTF for the Gamma lifetime distribution model is M = kθ, whereas the expected number
of failures to have occurred by a certain time t may be calculated from (3.13) as
H(t) =
∫ t
0
h(x) dx = kθt.
In order to calculate a confidence band for the expected failure time Tn, confidence intervals
must be calculated. This is again achieved in the exact same manner as for the exponential
model, as explained in §3.3.1 — see (3.14) and (3.15).
Stellenbosch University  https://scholar.sun.ac.za
50 Chapter 3. Reliability theory
3.4 Repairable systems
The two types of maintenance performed on repairable systems are condition maintenance and
preventative maintenance. Condition maintenance involves actions performed after a failure has
occurred in the system and maintenance has to be performed in order to restore the system
to functioning condition. Preventative maintenance, on the other hand, involves any action
associated with maintenance performed on a system with the aim to prevent or delay a system
failure [40]. The rate of occurrence of failure (ROCOF) or repair rate is defined as the rate at
which failures occur during the lifetime of the system. Failure rates, on the other hand, are
only applicable to the first failure in a non-repairable system; it is therefore incorrect to use this
term in the context of repairable systems [171]. Time in a repairable system is measured as the
number of time units during which the system has been in operation, from initial turn-on to the
end of system life, also known as the global time. The system experiences failures as it ages and
is repaired to operational condition after each failure [40, 171].
Repair models are either classified as renewal models or as minimal repair models [40]. In a
renewal model, it is assumed that after each failure the system is repaired to an “as good as
new” condition, whereas in a minimal repair model it is assumed that the system is only repaired
to the state it was in just before the occurrence of the last failure. The latter type of model is
more commonly used in very constrained systems [40]. The three main repair models used to
represent repair rates in repairable systems are reviewed in this section. These models are the
Homogeneous poisson process (HPP), the Non-homogeneous poisson process (NHPP) following
an exponential law and the NHPP following a power law.
3.4.1 The Homogeneous poisson process
The HPP is recognised as one of the simplest models for representing and predicting failures in
a repairable system [40, 167]. This model is widely used despite its simplicity and is justified by
the shape of the Bathtub curve in Figure 3.1. Complex systems generally operate in the “Useful
Life” portion of the Bathtub curve for most of the system’s lifetime during which a constant
repair rate prevails. The HPP is one of the only models for repairable systems that applies to
this portion of the Bathtub curve by exhibiting a constant repair rate [171, 173]. Therefore, the
ROCOF in the HPP model is expressed by
h(t) = λ, (3.32)
which does not depend on the lifetime of the system. The repair rate may be estimated by
calculating the mean time between failures
MTBF =
Total system operating time
Total number of observed failures
=
1
λ
(3.33)
for the system. The PDF of the basic HPP is the same as the PDF for the exponential model
for non-repairable systems as presented in (3.11). The CDF in the basic HPP model is
F (t) = 1− e−λt.
Therefore, the reliability of a system that is represented by an HPP model may be calculated as
R(t) = 1− F (t) = e−λt. (3.34)
Stellenbosch University  https://scholar.sun.ac.za
3.4. Repairable systems 51
From (3.32), which is similar to the exponential model for non-repairable systems described in
§3.3.1, the expected number of failures to have occurred by a certain time t may be expressed
as
H(t) =
∫ t
0
h(x) dx = λt,
where t is the continuous global time of the system in question. In order to calculate confidence
band for the expected failure time Tn, confidence intervals must be calculated. This is once
again achieved in the exact same manner as for the exponential model, as explained in §3.3.1 —
see (3.14) and (3.15).
3.4.2 The Non-homogeneous poisson process following an exponential law
The NHPP model following an exponential law, also known as the log-linear model or the Cox-
Lewis model, has been employed successfully in a variety of applications [48, 167, 171, 173]. This
model follows a ROCOF of the form
h(t) = eα
0+α1t, (3.35)
where α1 is positive for a repairable system and t represents continuous global time [136]. The
number of failures expected to have occurred by a certain time t may be expressed according to
the model by integrating (3.35), that is
H(t) =
∫ t
0
h(x) dx =
eαˆ
0
(eαˆ
1t − 1)
αˆ1
, (3.36)
where αˆ0 and αˆ1 are the estimated values for α0 and α1. From (3.36), it is possible to calculate
the timing of the n-th failure by solving for t in the equation
H(t) =
eαˆ
0
(eαˆ
1t − 1)
αˆ1
= n, (3.37)
where n− 1 failures have already been observed in the system. By using (3.10), it is possible to
calculate the reliability of the system between times t1 and t2 as
R(t1 < x < t2) = exp
[
−exp (αˆ
0 + αˆ1t2)− exp (αˆ0 + αˆ1t1)
αˆ1
]
.
A confidence band may be calculated around the expected failure time in terms of the variance
of h(t). This is accomplished by using the so-called Fisher information matrix 1 for the two
estimates αˆ0 and αˆ1, expressed by[
Var(αˆ0) Cov(αˆ0, αˆ1)
Cov(αˆ0, αˆ1) Var(αˆ1)
]
=
[
− ∂2`h
∂(αˆ0)2
− ∂2`h
∂αˆ0∂αˆ1
− ∂2`h
∂αˆ0∂αˆ1
− ∂2`h
∂(αˆ1)2
]−1
,
where `h is the log-likelihood function. Using the Fisher information matrix, the variance of
h(t) can be calculated as
Var(hˆ(t)) =
(
eα
0+α1t
)2
Var(αˆ0) +
(
teα
0+α1t
)2
Var(αˆ1)
+2
(
eα
0+α1t
)(
teα
0+α1t
)
Cov(αˆ0, αˆ1). (3.38)
1The Fisher information matrix is used in statistics as a measure of the amount of information a random
variable contains about a certain parameter of a distribution which may be used to model the random variable.
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From this expression it is now possible to calculate an upper confidence limit tu,n and a lower
confidence limit t`,n around the expected next failure estimation calculated in (3.37). This is
achieved by solving for tu,n and t`,n, respectively, in∫ tu,n
tr
[
h(x)− Zβ
√
Var(h(x))
]
dx = 1 (3.39)
and ∫ t`,n
tr
[
h(x) + Zβ
√
Var(h(x))
]
dx = 1, (3.40)
where Var(h(x)) is calculated using (3.38) and Zβ is the corresponding Z value for the required
significance level β, since in general, the maximum likelihood estimates of the parameters are
asymptotically normal for a large enough data set [178]. It is important to note that the upper
limits of the integrals are only defined for values larger than zero. In cases where the distribution
does not fit the data well enough, the integral will not converge to 1, in which case no upper
limit can be quantified.
3.4.3 The Non-homogeneous poisson process following a power law
The NHPP model following a power law, also known as the Duane model or the United States
Army Materials System Analysis Activity (AMSAA) model [171], is another model that has
proven successful for a variety of applications. This model follows a ROCOF of the form
h(t) = λδtδ−1, (3.41)
where δ is positive for a repairable system and t represents continuous global time [182]. As with
the NHPP following an exponential law, the number of failures expected to have occurred over
a certain time period may be calculated by integrating (3.41) over the time period in question,
that is
H(t) =
∫ t
0
h(t)dt = λˆtδˆ, (3.42)
where t here denotes the end of the time period and where λˆ and δˆ are estimates for the values
of λ and δ. From (3.42), it is possible to calculate the timing of the n-th failure by solving for t
in
H(t) = λˆtδˆ = n, (3.43)
where n − 1 is the total number of failures already observed in the system. Using (3.10), it is
possible to calculate the reliability of the system between times t1 and t2 as
R(t1 < x < t2) = e
−λ(tδ2−tδ1).
A confidence band may be calculated around the expected failure time of the NHPP following a
power law in terms of the variance of h(t) as for the NHPP following an exponential law model.
This may be accomplished by again using the Fisher information matrix for the two estimates
λˆ and δˆ, expressed by
[
Var(λˆ) Cov(λˆ, δˆ)
Cov(λˆ, δˆ) Var(δˆ)
]
=
[
−∂2`h
∂λˆ2
− ∂2`h
∂λˆ∂δˆ
− ∂2`h
∂λˆ∂δˆ
−∂2`h
∂δˆ2
]−1
=
[
n−1
λˆ2
tδˆn−1 ln tn−1
tδˆn−1 ln tn−1
n−1
δˆ2
+ λˆtδˆn−1 ln
2 tn−1
]−1
,
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where `h again denotes the log-likelihood function [178]. Using the Fisher information matrix
for the NHPP following a power law, the variance of h(t) is given by
Var(hˆ(t)) =
(
δtδ−1
)2
Var(λˆ) +
(
λtδ−1 + λ(δ − 1)tδ−1
)2
Var(δˆ)
+2
(
δtδ−1
)(
λtδ−1 + λ(δ − 1)tδ−1
)
Cov(λˆ, δˆ). (3.44)
From this expression it is again possible to calculate an upper confidence limit tu,n and a lower
confidence limit t`,n around the expected next failure estimation calculated in (3.43). This is
achieved by solving for tu,n and t`,n in (3.39) and (3.40) using the NHPP power law model’s
variance in (3.44). As with the NHPP following an exponential law, it is important to note that
the integral upper limits are only defined for positive values. In cases where the distribution
does not fit the data well enough, the integral will again not converge to 1, in which case no
upper limit can be quantified.
3.5 Life data classification
In order to construct a lifetime distribution model which is capable of making a good prediction
of the lifetime of a system, failure data or times-to-failure data are required that are accurate
and complete. In practice, however, it is not always possible to obtain complete data or the data
may contain some uncertainty, but such data may nevertheless still be useful for the model in
some cases. Data such as those mentioned above may be classified into two categories, namely
complete data and censored data [180].
3.5.1 Complete data
A complete set of data contains times to failure for all the systems in a sample. The exact
failure time of each of the systems in the sample is therefore known in this case. A graphical
representation of the case of complete data is shown in Figure 3.2 for a sample of six systems.
Note that each system was observed until a failure occurred.
Time
System 1
System 2
System 3
System 4
System 5
System 6
Failure
Figure 3.2: A graphical representation of the case of complete failure data.
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3.5.2 Right-censored data
Suspended data, or right-censored data, is the most common case of censoring. In this case,
a failure is not observed for every system in the sample. A graphical representation of right-
censored data is shown in Figure 3.3 for a sample of six systems. In the figure, three of the
six systems did not fail and therefore the failure data of these three systems are referred to
as right-censored data [180]. The term right-censored is used, because failures are expected to
occur to the right of the current lifetimes of these three systems.
Time
System 1
System 2
System 3
System 4
System 5
System 6
Running
Failure
Figure 3.3: A graphical representation of the case of right-censored failure data.
3.5.3 Interval-censored data
Another type of censored data is interval-censored data. This type of censored data refers to
a certain interval during which a system is known to have failed. The exact failure time is
uncertain, but it is known in this case that the system failed within a certain time interval
during the system’s lifetime. This type of data typically arises when the state of a system is not
continuously monitored but rather monitored at fixed points in time during the lifetime of the
system. In this case, a system will be functioning when performing an inspection of the system,
but when performing the next inspection, it may be noticed that the system has already failed
[146]. A graphical representation of interval-censored data is shown in Figure 3.4 for a sample
of six systems. When it is not possible to continuously monitor a system in order to observe
its failures, the interval inspection approach has to be adopted. Interval inspection, however,
does not capture as much information as complete data or right-censored data, and is therefore
avoided if possible.
3.5.4 Left-censored data
Left-censored data are similar to interval-censored data in the sense that the exact failure time
of the system is not known. A failure in the case of left-censored data is, however, only known to
have occurred before a certain time during the system’s lifetime. This type of data is typically
gathered when the inspection interval is too large, which causes the system to fail before it is
inspected for the first time [206]. A graphical representation of the case of left-censored data is
shown in Figure 3.5 for a sample of six systems.
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Time
System 1
System 2
System 3
System 4
System 5
System 6
Failure interval
Figure 3.4: A graphical representation of the case of interval-censored failure data.
Time
System 1
System 2
System 3
System 4
System 5
System 6
Running
Failure
Failure interval
Figure 3.5: A graphical representation of the case of left-censored failure data.
3.6 Trend tests
Three major failure data trend tests are reviewed in this section. These tests may be used to
determine whether or not a trend exists in the failure times of a data set and include the reverse
arrangement test, the military handbook test and the Laplace trend test. There are several
alternative trend tests, such as the Lewis-Robinson test [10] and the generalised Anderson-
Darling test [143], but these alternatives are not as popular as the three trend test reviewed
here [171].
3.6.1 The reverse arrangement test
The reverse arrangement test (RAT) is a simple method for testing for the presence of a trend in
a data set without making any assumptions about what kind of model the trend will follow [167,
171]. The RAT is related to Kendall’s so-called tau test which was first introduced in 1938 [124]
and may be used to distinguish between independent and identically distributed interarrival
Stellenbosch University  https://scholar.sun.ac.za
56 Chapter 3. Reliability theory
times on the one hand, and a monotonic trend on the other [204].
Consider a data set with n− 1 interarrival times, T1, . . . , Tn−1. A reversal is defined as a later
observed instance that is strictly greater than an earlier observed instance [167, 171]. A reversal
therefore occurs each time Ti < Tj for i = 1, 2, . . . , n − 2, and j = i + 1, . . . , n − 1. Kendall
demonstrated that the distribution of the total number of reversals of a system approaches a
normal distribution rapidly as n increases [124]. More specifically, the random variable
Z =
R− (n− 1)(n− 2)
4
+ 0.5√
(n− 1)(n− 2)(2(n− 1) + 5)
72
is approximately normally distributed with a mean of 0 and a standard deviation of 1 for large
values of n, where R is the total number of reversals and n − 1 denotes the total number of
observed failures. This normal distribution approximation is accurate for values of n greater
than 12 [204]. In fact, at a significance level β, the upper critical value for the distribution is
Rβn−1,u = zcrit
√
(n− 1)(n− 2)(2(n− 1) + 5)
72
+
(n− 1)(n− 2)
4
− 0.5
for n-values larger than 12, where zcrit is the corresponding z-value of the required significance
level β. The lower corresponding critical value Rβn−1,` is
Rβn−1,` = Rn−1,max −Rβn−1,u,
where Rn−1,max = (n−1)(n−2)/2. For n-values at most 12, the corresponding upper and lower
critical values are given in Table 3.1.
Table 3.1: Critical values of the random variable R for n-values less than or equal to 12. These are the
upper and lower significant levels for the reverse arrangement test.
Single-sided lower Single-sided upper
Sample significance level significance level
size (n) 1% 5% 10% 10% 5% 1%
4 0 0 6 6
5 0 1 1 9 9 10
6 1 2 3 12 13 14
7 2 4 5 16 17 19
8 4 6 8 20 22 24
9 6 9 11 25 27 30
10 9 12 14 31 33 36
11 12 16 18 37 39 43
12 16 20 23 43 46 50
3.6.2 The military handbook test
The military handbook test (MHT) was first introduced in 1981 by the United States Department
of Defence [209] and is generally the best method to employ when deciding between a Non-
homogeneous poisson process (NHPP) power law model, also known as the Duane model, and
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no trend in failure data emanating from a system [171, 173]. The MHT method tests the
hypothesis that no trend exists in the data set, based on the chi-square distribution. The
relevant chi-square statistic is
χ22(n−1) = 2
n−1∑
i=1
ln
Qend
Ti
,
where Qend denotes the discrete observation time (measured in global units of time) at the end
of the observation period which may be an observed failure time or merely the system lifetime
to date, as illustrated in Figure 3.6. Furthermore, Ti denotes the discrete failure time (also
measured in global units of time) of the i-th failure as before, and n− 1 again denotes the total
number of observed failure events [167, 171].
0 Qend
T1 T2 Tn−1. . .
Figure 3.6: A graphical representation of the parameter Qend.
This statistic is compared to the percentiles of the chi-square distribution with 2(n− 1) degrees
of freedom. In the case where χ22(n−1) > χ
2
crit,β , at a significance level of β, evidence exists
against the null hypothesis of no trend present in the data, in which case the data set may
be classified as emanating from a repairable system and exhibiting an improving trend. In the
case where χ22(n−1) < χ
2
crit,1−β, however, evidence also exists that a trend is present in the data,
in which case the data set is classified as emanating from a repairable system and exhibiting
a decreasing trend [209]. Finally, in the case where χ2crit,β < χ
2
2(n−1) < χ
2
crit,1−β, there is not
enough evidence to reject the null hypothesis of no trend and the data is classified as emanating
from a non-repairable system [171]. A graphical representation of the outcomes of the MHT is
shown in Figure 3.7 at a significance level of β.
χ2crit,1−β χ
2
crit,β
Reliability
degradation
Reliability
improvement
No trend
Figure 3.7: Possible outcomes of the military handbook test at significance level β.
3.6.3 The Laplace test
The Laplace trend test, also known as the centroid test, is most often used for the purpose of
identifying a trend in a data set of failure times [47] and is generally the most accurate trend test
when deciding between an NHPP following an exponential law and no trend. It was developed
by De Laplace in 1773 to test whether or not comets originate in our solar system [47]. The
Laplace trend test is carried out to test the hypothesis that a trend does not exist among a set
of interarrival failure data and can determine whether the system from which the data emanate
exhibits improvement, deterioration or whether there is no trend in the data set. The test
statistic for the hypothesis test is
U =
∑n−2
i=1 (Ti − Tn−12 )×
√
12(n− 2)
(n− 2)× Tn−1 ,
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where Ti denotes the discrete failure time (measured in global units of time) of the i-th failure
and n−1 denotes the total number of observed failure events. In the case where the observation
period is not ended at the instant when a failure is observed, the Laplace trend test statistic is
U =
∑n−1
i=1 (Ti − Qend2 )×
√
12(n− 1)
(n− 1)×Qend ,
where Qend again denotes the time (again measured in global units of time) at the end of
the observation period, as shown in Figure 3.6. This test statistic approximates a standard
normal distribution, and so the critical value Z for the hypothesis test is obtained from the
standard normal table at a given significance level β. If U ≥ Z1−β/2, then evidence exists of
strong reliability degradation of the system from which the failure data emanate, whereas if
U ≤ Zβ/2, evidence exists of strong reliability improvement. In both these cases there is enough
evidence to reject the hypothesis that there does not exist a trend in the data set, in which
case the set is classified as data emanating from a repairable system. Finally, in the case where
Zβ/2 < U < Z1−β/2, there is not enough evidence to reject the hypothesis that there exists no
trend in the data, in which case the data set is referred to as non-committal and classified as
emanating from a non-repairable system [179]. A graphical representation of the outcomes of
the Laplace trend test is shown in Figure 3.8 at a significance level of β.
Zcrit,β Zcrit,1−β0
Reliability
improvement
Reliability
degradation
No trend
Figure 3.8: Possible outcomes of the Laplace trend test at significance level β.
3.7 Model parameter estimation methods
Lifetime distributions involve certain parameters which have to be estimated in order to fit the
models to sample data. These parameters may be estimated by evaluating the sample data.
In this section, three such parameter estimation methods are reviewed, namely the maximum
likelihood method, the least square method and the Bayesian parameter estimation method.
3.7.1 The maximum likelihood method
One of the most robust parameter estimation methods is the maximum likelihood estimation
(MLE) method [171]. This method determines the most likely parameter values for a selected
distribution. The MLE method essentially takes a sample data set as fixed values and then
selects model parameters which maximise a likelihood function for the given data set. The MLE
method may be formulated mathematically by taking Tn as a continuous random variable with
n− 1 independent observations T1, . . . , Tn−1 which has a pdf of
f(T1, . . . , Tn−1; θ1, . . . , θk), (3.45)
where θ1, . . . , θk are the unknown parameters of the lifetime distribution model that have to be
estimated [165]. The likelihood function for (3.45) is given by
L(θ1, . . . , θk | T1, . . . , Tn−1) =
n−1∏
n=1
f(T1, . . . , Tn−1; θ1, . . . , θk). (3.46)
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In many cases, the so-called logarithmic likelihood function (log-likelihood function) is more
convenient to use, which is simply the logarithm of (3.46), i.e.
Λ = lnL(θ1, . . . , θk | T1, . . . , Tn−1) =
n−1∑
n=1
ln f(T1, . . . , Tn−1; θ1, . . . , θk). (3.47)
To obtain the best estimates for the parameter values θ1, . . . , θk, either (3.46) or (3.47) may be
maximised in view of the monotonic growth property of the logarithmic function. The estimated
parameter values are the simultaneous solutions to the k equations
δL
δθj
=
δΛ
δθj
= 0, j = 1, . . . , k. (3.48)
The MLE method is a popular estimation method because of various advantages. As the sample
size increases, for example, the estimation of the parameter values converge to the true values
of the parameters. Another advantage is that the distribution of the parameter estimates is
normally distributed, which enables the use of the Fisher information matrix. Another advantage
is that the method can also accommodate right-censored and interval-censored data. To obtain
a desirably accurate outcome from the MLE method, however, a large sample is often required,
because if the sample size is too small, the method is known to perform poorly [180].
3.7.2 The least squares method
The least squares (LS) estimation method aims to minimise the sum of squared residuals between
the actually observed values and the values provided by the fitted model [165]. Let Tn be
a continuous random variable with n − 1 independent observations T1, . . . , Tn−1. Then the
residuals may be calculated as
ri = yi − f(T1, . . . , Tn−1 | θ1, . . . , θk), (3.49)
where yi is the actually observed value and f(T1, . . . , Tn−1 | θ1, . . . , θk) is the value of the fitted
model, given the model parameter values θ1, . . . , θk. The sum of the squared residuals
S =
n−1∑
i=1
r2i (3.50)
is calculated and minimised in this case. This is may be achieved by taking the partial derivative
of S with respect to θ1, . . . , θk and setting each partial derivative equal to zero, as was done in
(3.48). The resulting set of equations are then solved to obtain the unknown values. This process
can easily be carried out for linear cases, but in cases where the model is nonlinear, an iterative
numerical approximation algorithm is required to obtain the optimal values for the parameters
of the model. When employing the LS method, it is therefore useful to linearise the function
(if this is possible) in order to ease the process of obtaining good parameter values. If this is
achievable, the LS method is straightforward to apply and a solution can be found relatively
easily [180]. The LS method is, however, reported to perform poorly in some cases in respect of
censored data.
3.7.3 The Bayesian parameter estimation method
Bayes’ theorem [212] describes the conditional probability of an event based on certain conditions
which may be related to the event. It relates the probability that an event will occur, to
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the probability of associated events occurring or not occurring. The theorem combines prior
information with sample data [180]. This characteristic of Bayes’ theorem may be exploited to
make inferences about a model fitted to sample data where the prior knowledge is the assumed
model parameter values. Let ϕ(θ1, . . . , θk) be the prior distribution, where θ1, . . . , θk are the
assumed model parameter values. The posterior distribution, given the sample data T1, . . . , Tn−1,
is expressed by
f(θ1, . . . , θk | T1, . . . , Tn−1) = L(T1, . . . , Tn−1 | θ1, . . . , θk)ϕ(θ1, . . . , θk)∫
ζ L(T1, . . . , Tn−1 | θ1, . . . , θk)ϕ(θ1, . . . , θk) dθ
(3.51)
where L(T1, . . . , Tn−1 | θ1, . . . , θk) is the likelihood function described in (3.46) and ζ is the
range of the parameter values θ1, . . . , θk. The denominator in (3.51) may be interpreted as
the probability of obtaining the sample data given the selected model parameter values. The
integral generally does not admit a closed-form evaluation and numerical methods are therefore
employed in many cases to obtain a solution.
To estimate the model parameters, three approaches may be adopted, namely obtaining the
expected values of θ1, . . . , θk, obtaining the median values of θ1, . . . , θk, or obtaining any other
percentile of the parameter values θ1, . . . , θk. The most popular approach involves estimating
the expected values (mean values) of the parameter values. This is achieved by calculating the
mean
E(θi) = µθi =
∫
ζi
θif(θ1, . . . , θk | T1, . . . , Tn−1) dθi (3.52)
of each parameter θi ∈ {θ1, . . . , θk} individually, where ζi denotes the i-th orthotope of ζ. A
similar approach is taken to estimate the medians of the parameters. The i-th median is obtained
by solving for θ0.5i in ∫ θ0.5i
0
f(θ1, . . . , θk | T1, . . . , Tn−1) dθi = 1
2
. (3.53)
This approach may be adapted to estimate any other percentile of the parameter values, by
solving for θzi in ∫ θzi
0
f(θ1, . . . , θk | T1, . . . , Tn−1) dθi = z, (3.54)
where z is the desired percentile. An advantage of employing the Bayesian parameter estimation
method is that it provides a theoretical framework for combining prior information with sample
data. The inferences are exact and are conditional on the data — therefore no asymptotic
assumptions have to be made. This approach does not, however, specify which prior distribution
should be selected and so an external justification for assuming a particular distribution for the
sample data is required [26].
3.8 Acceleration models
When a system operates at stress, failures are expected to occur earlier during the lifetime
of the system than when the system functions under normal conditions. This phenomenon is
referred to as acceleration. The stress under which the system operates may result from high
temperature, voltage, humidity or pressure [73]. Such accelerated failures in the system may
occur due to mechanical fatigue, diffusion or corrosion, which also cause failures in a system
under normal conditions, but according to a decelerated time scale.
It is commonly assumed that the acceleration of the failure rate time scale as a result of system
stress is linear, which means that the time to failure under high stress is simply multiplied by
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a certain factor, called the acceleration factor (AF) [171]. The notion of acceleration may be
used to analyse the failure rate of a system under a certain stress level, and may then be used
to predict the behaviour of the system at a different stress level. The AF may be expressed as
AF =
G(Vuse)
G(Vacc)
, Vacc ≥ Vuse, (3.55)
where G(Vuse) is a life measure of the system, such as the mean lifetime, or a stress model
function at the use stress level Vuse, while G(Vacc) is the same life measure of the system at the
accelerated stress level Vacc.
An acceleration model in reliability theory is a model that may be used to predict the time
to failure of a system as a function of stress. Such models are typically based on physical or
chemical induced fatigue. In this section, two acceleration models are reviewed, namely the
Arrhenius model and the Eyring model.
3.8.1 The Arrhenius model
The most common life-stress acceleration model is the so-called Arrhenius model [171]. This
model predicts how temperature in a system influences the time-to-failure of the system. The
model is derived from the so-called Arrhenius reaction rate equation dating back to 1887 [177],
R(T ) = Ae−
EA
KT , (3.56)
where R denotes the reaction speed, T is the absolute temperature of a reaction in Kelvin, A is
an unknown value called the nonthermal constant, EA denotes the activation energy required
for the chemical process, and K denotes Boltzman’s constant (8.617385× 10−5 eVk−1).
The Arrhenius life-stress model is derived from (3.56) under the assumption that the inverse
reaction rate is proportional to the lifetime of the process. The stress relationship is formulated
as
G(V ) = Ce
B
V , (3.57)
where G denotes an appropriate life measure of the system, V denotes the stress level at which
the system is operating (measured in absolute temperature), and B and C are model parameters.
The AF for the Arrhenius model may be derived, using (3.55), as
AF =
Guse
Gacc
=
Ce
B
Vuse
Ce
B
Vacc
= e
(
B
Vuse
− B
Vacc
)
. (3.58)
The Arrhenius model has successfully been employed in the contexts of electronic equipment
failures due to chemical reactions, migration processes and diffusion processes [171].
3.8.2 The Eyring model
The Eyring model arose from theoretical studies in chemistry and quantum mechanics. As with
the Arrhenius model, the Eyring model is most often applied when the stress causing system
acceleration is temperature-dependent. This acceleration model, however, can take into account
stresses other than temperature, such as voltage or humidity [171]. The Eyring model is very
similar to the Arrhenius model, but differs from it in that more than one type of stress can be
included in the model. The stress relationship of the model is given by
G(V ) =
1
V
e−(A−
B
V ), (3.59)
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where G again denotes a suitable life measure of the system, V denotes the stress level at which
the system is operating, and A and B are model parameters [177].
The AF for the Eyring model is
AF =
Guse
Gacc
=
1
Vuse
e
−
(
A− B
Vuse
)
1
Vacc
e
−
(
A− B
Vacc
) = Vacc
Vuse
e
(
B
Vuse
− B
Vacc
)
. (3.60)
3.9 Chapter summary
A literature review of certain basic notations and methods from the realm of reliability theory
was provided in this chapter. In §3.1, various general considerations in reliability theory were
covered in some detail. The mathematical formulations of reliability expressions were provided
in §3.2, and this was followed by a review of the two main reliability system types (described in
§3.3 and §3.4), namely non-repairable systems and repairable systems, respectively. The standard
life classification of failure data was described in §3.5, including complete data, right-censored
data, interval-data and left-censored data. This was followed in §3.6 by a review of a number
of popular methods of detecting trends in a data set. In §3.7, three methods were described
for estimating model parameters, namely the maximum likelihood method, the method of least
squares and the Bayesian estimation method. Finally, two acceleration models were described
in §3.8, namely the Arrhenius model and the Eyring model.
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In this chapter, a motivation is provided for the objective functions employed in this dissertation
as scheduling criteria in newly proposed models for the GMS problem. This is followed by a
discussion on and motivation of a number of assumptions made in order to facilitate derivation of
the mathematical model formulations for the GMS problem adopted in this dissertation. These
model formulations are presented in some detail, and this presentation includes an overview of
the model variables, the two objective functions employed, and the model constraints.
4.1 The GMS objective functions selected
In §2.1.3, an overview was provided of the three main types of GMS criteria adopted in the
literature. In many cases, and especially in privately owned power utilities, economic scheduling
criteria are considered the most important type of criteria as minimising the overall cost of
producing energy will increase the profit of the power utility. National power utilities, which are
typically owned by the governments of nations, are, however, typically not as cost-orientated.
A national power utility is usually responsible for supplying an entire nation with power and in
such a case the reliability of the energy supply is more important than the cost of generating the
power. As the type of decision support pursued in this dissertation is aimed at national power
utilities, the focus is on the class of reliability GMS criteria.
4.1.1 Minimising probability of unit failure
Reliability scheduling criteria have widely been adopted in GMS model formulations. In such
models, examples of scheduling objectives include minimising the sum of the squared energy
reserves, minimising the difference between the average reserve load and the actual reserve load,
and minimising the loss of load probability. The author could, however, not find any reference
in the literature to an objective function that explicitly takes into account the probability of
PGU failure. A GMS objective function which minimises the probability that any PGU in the
65
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power generating system will fail during a fixed scheduling window is expected to minimise the
chance that unexpected outages occur during power generation. Such a function may be very
useful in a power generating system that is old and has to supply a high energy demand, which
typically increases the probability of PGU failures.
An objective function is therefore adopted in one of the two GMS models put forward in this
dissertation which minimises the probability that any PGU in the system will fail during the
scheduling window. These failure probabilities are weighted according to the rated capacities of
the various PGUs in the system so as to ensure that PGUs contributing a larger portion to the
overall capacity of the power generating system do not operate at high probabilities of failure
as this may cause the system not to be able to supply the required demand reliably.
The main difference between the LOLP scheduling criterion, reviewed in §2.2.1, and minimising
the newly proposed unit failure GMS criterion is that the LOLP does not take into account
the severity of a failure in the system. For the same value of LOLP, the degree of the loss
may be less than 1 MW or greater than 500 MW, for example. The LOLP therefore does not
recognise the degree of either spare capacity or energy shortages, which is accounted for in the
newly proposed scheduling criterion by weighting the objective function by means of the rated
capacity. This means that the LOLP will give the same scheduling preference for a small PGU
whose failure is imminent as for a large PGU whose failure is equally imminent, which may have
a move detrimental effect on the service level of the overall power system. The newly proposed
scheduling criterion, however, places more emphasis on minimising the probability that any
PGU in the system will fail, whereas the LOLP places focus on the probability that the load
will exceed the available capacity.
4.1.2 Maximising expected energy production
An alternative PGU maintenance scheduling objective to the one discussed in §4.1.1 involves the
maximisation of the expected system-wide energy production within a pre-determined scheduling
window, taking into account the possibility of unexpected failures of the PGUs in the system.
As was the case for the scheduling objective of minimising a weighted measure of the probability
of PGU failure, the author could not find any reference in the literature in which the expected
energy production is maximised explicitly whilst taking into account unexpected failures of PGUs
in the system. Such a schedule will also minimise the negative effects on power generation
capabilities of the occurrence of unexpected failures of PGUs in the generating system. A
scheduling objective which maximises the system-wide expected energy production may be very
useful for power utilities as this is a measure of the total amount of available energy anticipated
over a given scheduling window. This measure may aid in decision making when forecasting
energy production levels for the given scheduling window.
A scheduling criterion is therefore also put forward in this dissertation which seeks to maximise
the expected energy production during the PGU maintenance scheduling window. This function
takes into account three possible cases of failure occurrences of PGUs in the system under the
assumption that each PGU will fail at most once during the maintenance scheduling window1.
The first case is where a PGU failure is observed before planned maintenance is scheduled to
be performed on that PGU. The second case is where a PGU failure is observed after planned
maintenance has already been performed on that PGU, but still within the scheduling window.
The third case is where a failure is only observed after the current scheduling window has ended.
The timing of PGU failures is modelled by the incorporation of random variables into the GMS
1This assumption is justified as long as the GMS window is not too long.
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model facilitating calculation of the expected failure time for each PGU, using methods from
probability theory, reliability theory and the estimated failure rates for the PGUs.
Comparing this proposed function to the EENS scheduling criterion, which my at first seem
very similar to the maximising expected energy production criterion, reveals that the proposed
function for calculating the expected energy is more realistic in the way that it takes into
account the duration that a PGU is oﬄine during maintenance and whether or not a failure
occurs before or after maintenance has been performed. This provides the decision maker with
a better estimate of the expected energy produced during the scheduling window. The proposed
criterion therefore takes into account the reliability of the PGUs and schedules these PGUs for
maintenance by taking into account the expected failures and durations of maintenance in such
a way as to maximise energy production.
The EENS criterion (reviewed in §2.2.1), on the other hand, minimises the energy not served
during occasions when the load exceeds the available capacity. The newly proposed GMS cri-
terion therefore aims to schedule maintenance such that the PGUs are optimised for maximum
energy generation on expectation, whereas the EENS criterion schedules PGUs for maintenance
during time periods of low demand in order to ensure that the demand does not exceed the
available capacity. In other words, the latter function considers the demand during each time
period of the scheduling window and schedules accordingly, whereas the newly proposed function
only considers the reliability of the PGUs in the system and aims to maximise the energy that
each PGU is expected to generate during the scheduling window based on the constraints of the
system, which includes the demand constraint.
Two scheduling solutions (one obtained via the EENS criterion and the other according to the
newly proposed function) may, for example, exhibit the exact same available capacity over the
scheduling window and both may adhere to the demand constraint, but for the newly proposed
function, the reliability of the PGUs (as well as the overall energy produced by the system) will
be higher as this is what the function explicitly maximises.
4.2 Model assumptions
In this section, a number of assumptions are presented and motivated in order to arrive at
manageable model formulations for the GMS problem in which the objective is either to minimise
the probability of PGU failure or to maximise the system-wide expected energy production.
Some of these assumptions are aimed at decreasing the complexity of the problem, thereby
making it possible to solve the model efficiently. The model complexity is, however, decreased
in such a manner so as not to generate maintenance schedules that are unrealistic or unfit for
use in practice.
1. Components of the PGUs. A number of components are required to generate electric power,
including boilers, steam turbines and generators. Failure of any one of these components
typically causes the power generation process to be interrupted until the component has
been repaired or replaced. The combination of all of these components are together referred
to as a PGU. Therefore, a failure in one of the components of the PGU typically leads
to failure of the entire PGU. For modelling purposes, all the components of a PGU are
considered as a whole in the sense that PGU failures are not attributed to any specific
components.
2. Frequency of maintenance. A number of different types of planned maintenance procedures
may be performed on PGUs, including complete overhauls of PGUs as opposed to mere
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routine check-ups. Moreover, PGUs may require planned maintenance more than once
over a GMS planning period, especially during long scheduling windows. For the purpose
of the models considered in this dissertation, however, it is assumed that only one type of
maintenance procedure is performed on the PGUs in a system. It is therefore implicitly
assumed that the length of the scheduling window is short enough to justify the assumption
that exactly one planned maintenance is required for each PGU during the scheduling
window. The duration of planned maintenance may, however, vary from one PGU to
another as dictated by the power system scenario.
3. Frequency of failure. A number of different fuel types (i.e. coal, gas or water) are required
for power generation in different types of PGUs. The fuel type may influence the failure
rates of PGUs. The failure rates may also differ over instances of the same type of PGU.
These difference in failure rates of the PGUs may lead to some PGUs failing more often
than others, especially during long scheduling windows. For the purpose of the models
considered in this dissertation, it is, however, assumed that no PGU will fail more than
once during a scheduling window. This assumption is again justified if the scheduling
window is not too long.
4. Contiguity of maintenance procedures. In any specific GMS problem instance, the duration
of maintenance performed in respect of any given PGU is assumed to be constant. The
duration of the maintenance furthermore has to be performed without interruption. That
is, when a PGU is scheduled for maintenance, the entire period of maintenance has to be
completed during consecutive time periods.
5. Initial conditions. Planned maintenance of PGUs is only scheduled over one scheduling
window at a time. It is furthermore assumed that no PGU failure has been observed since
completion of the previous maintenance of a PGU up to the end of the previous scheduling
window. It is therefore implicitly assumed that at the beginning of the scheduling window,
all of the PGUs in the power system are in a working condition.
6. Reliability after maintenance. When maintenance is performed on a PGU, the aim is to
increase the reliability of the PGU. This reliability can either be assumed to be increased to
“as good as new” or to the level of reliability at which it was operating before performing
the last maintenance procedure, as explained in §3.4. In this dissertation, it is assumed
that after having performed maintenance on a PGU and placing it back into operation,
the PGU starts to operate at 100% reliability.
7. Transmission line maintenance and constraints. The problem of transmission line main-
tenance was described in some detail in §2.1.5. The maintenance of transmission lines in
a power system typically depends on GMS as maintenance on transmission lines relaying
power from a PGU is only possible during periods when maintenance is performed on
the PGU in question. The reason for this is that maintenance cannot be performed on
transmission lines while these lines are actively used for the transmission of electricity.
Therefore, when the PGU providing electricity via a certain transmission line is scheduled
for planned maintenance, that transmission line is typically also scheduled for mainte-
nance. In the GMS model formulations in this dissertation, however, the focus is on
GMS — the scheduling of planned maintenance on transmission lines in the power sys-
tem is not taken into account. The transmission constraints concerned with transmission
capabilities and the transmission network, as described in §2.2.2, are therefore excluded
from the mathematical model formulation in this dissertation.
8. Resources required for maintenance. In a realistic power system, many resources are re-
quired to perform planned maintenance on PGUs successfully. These resources include
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maintenance personnel and spare parts. A model accommodating constraints on all the
required resources for PGU planned maintenance is expected to be very complex. For
the purposes of the mathematical model formulations in this dissertation, it is therefore
assumed that the only resource required for PGU planned maintenance is the maintenance
crew responsible for performing the planned maintenance. This is not an unrealistic as-
sumption, since the type of maintenance being scheduled is planned maintenance, which
means that it is known beforehand that maintenance of any particular PGU will occur
during a certain period within the scheduling window. Provision can therefore be made
well in advance of each maintenance event to ensure that the spare parts and maintenance
equipment required to perform the maintenance successfully, are indeed available.
9. Varying maintenance crew requirements. The complexity of the model is slightly increased
by assuming that the maintenance crew required during each time period of planned
maintenance is not necessarily the same. It is assumed that during each time period of
planned PGU maintenance, a possibly different number of maintenance crew members
may be required in order to successfully complete the planned maintenance. In other
words, the number of maintenance crew members required to perform planned maintenance
successfully on any particular PGU may vary over the duration of such maintenance.
10. Nature of the generating system. Within the realm of reliability theory, two main types
of systems prevail, namely non-repairable systems and repairable systems, as described in
§3.3 and §3.4, respectively. The type of system is typically determined by the trend existing
in the failure data. Wang and McDonald [214], however, claim that the components of
a PGU “are all repairable.” According to Assumption 1, the PGU is furthermore seen as
a whole (that is, separate analyses of individual PGU component failures are not carried
out). For this reason, it is assumed that each PGU as a whole is also a repairable system.
11. The failure rates of the PGUs. Wang and McDonald [214] also state that although it is
thought that the failure rate functions of the components of a PGU follow a bath-tub
curve, as explained in §3.1, these components spend most of their time in the “useful life”
phase of this curve, thus exhibiting an approximately constant failure rate which follows an
exponential distribution. In this dissertation, PGU reliability incorporated into the GMS
objective functions is therefore formulated as an exponential function for a repairable
system which is in its “useful life” stage. Under this assumption, it is also safe to assume
that only one planned maintenance is to be performed for each PGU during the scheduling
window, if this scheduling window is not too long, as explained in Assumption 2.
12. Independence of PGU failures. Failures that occur in a system of PGUs are assumed to
be independent of one another. A PGU that is taken out of operation due to a failure is
therefore assumed to have little or no effect on the timing of failures of the other PGUs in
the power generating system.
4.3 GMS models
In this section, two mathematical models are derived for the GMS problem which are used
throughout the remainder of the dissertation. The aim is either to minimise the overall prob-
ability of unit failure, weighted by the rated capacities of PGUs, or to maximise the expected
system-wide energy production, subject to a set of constraints over a fixed scheduling window,
as outlined in §4.2.
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4.3.1 The model variables
Suppose the power system contains n PGUs indexed by the set U = {1, . . . , n} and that the
scheduling window for the system is discretised into m time periods of equal length, indexed by
the set P = {1, . . . ,m}. Furthermore, let xu,p be a binary decision variable taking the value 1
if planned maintenance of PGU u ∈ U is scheduled to start during time period p ∈ P, or zero
otherwise. Let yu,p be a binary auxilliary variable taking the value 1 if planned maintenance of
PGU u ∈ U is scheduled to take place during time period p ∈ P, or zero otherwise.
A schematic representation of the variables defined above is provided in Figure 4.1, where x′u is a
predetermined (negative) parameter denoting the time period during which PGU u ∈ U entered
into operation again after the previous maintenance operation which was performed on the PGU
(during the previous scheduling window) and where du is the duration of planned maintenance
for PGU u ∈ U .
Planned maintenance indicated by the unit decision
variable value x and auxiliary variable values
Previous
scheduling
window
Current scheduling window
Previous
Maintenance
Previous
scheduling
window
Current scheduling window
0
Previous scheduling
window
Previous
scheduling
window
Current scheduling window
Figure 4.1: Representation of the variables and parameters related to PGU u ∈ U in the mathematical
model formulations.
4.3.2 The objective functions
In this section, two new GMS objectives are introduced. The first scheduling criterion aims
to minimise the probability of PGU failure, whereas the second scheduling criterion aims to
maximise the expected system-wide energy production over a pre-determined scheduling window.
Minimising probability of unit failure
An alternative to the GMS objectives described in §2.2.1 may be to maximise the probability
that no PGU will fail during the time interval between when a unit was placed back into service
after its previous maintenance and when its next maintenance is scheduled. When a PGU is
placed back into operation after its previous maintenance, it is assumed that the unit is as good
as new and is 100% reliable at that point in time, as per Assumption 6 of §4.2. Let zu denote
the time that has elapsed since the previous maintenance of PGU u ended (during the previous
scheduling window). The probability that a failure of PGU u ∈ U will have been observed by
time zu is
F (zu) =
∫ zu
0
f(x) dx =
∫ zu
0
λue
−λux dx = 1− e−λuzu , (4.1)
according to Assumption 11, where λu is the failure rate of PGU u ∈ U . In the expression (4.1),
the variable zu is continuous, but this may be viewed in the discretised context of Figure 4.1
in order to estimate the probability F (zu) in terms of the number of scheduling time periods
that have elapsed since the previous maintenance of PGU u ended (i.e. period x′u) to when
maintenance is scheduled to commence during the current scheduling window (i.e.
∑
p∈P pxu,p).
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Note that zu ≈
∑
p∈P pxu,p − x′u for PGU u ∈ U by Assumption 5. The probability F (zu) in
(4.1) that a failure will be observed for PGU u ∈ U by time zu may therefore be approximated
by
F (xu,p) = 1− e
−λu
( ∑
p∈P
pxu,p−x′u
)
, (4.2)
where x′u < 0. This approximation of the probability of failure improves as the scheduling
window discretisation coarseness decreases (i.e. as |P| increases).
From (4.2), the probability that a unit will survive between periods x′u and
∑
p∈P pxu,p, i.e. its
reliability, is approximated by
R(xu,p) = 1−F (xu,p) = 1−
(
1−exp
(
−λu
(∑
p∈P
pxu,p−x′u
)))
= exp
(
− λu
(∑
p∈P
pxu,p − x′u
))
.
A schematic representation of this reliability is shown in Figure 4.2.
R
el
ia
b
il
it
y
Scheduled
maintenance
Figure 4.2: Reliability of PGU u with the previous maintenance and next maintenance periods indi-
cated.
Assuming independence between the events of different PGUs failing, as per Assumption 12,
the probability that no PGU will fail by the end of the scheduling window may therefore be
approximated by ∏
u∈U
exp
(
− λu
(∑
p∈P
pxu,p − x′u
))
. (4.3)
Maximising the probability of no unit failing during the scheduling window, expressed by the
function in (4.3), is equivalent to minimising∏
u∈U
1
exp
(
− λu
( ∑
p∈P
pxu,p − x′u
)) . (4.4)
A problem with (4.4) as potential objective function for GMS, is that PGUs which contribute
a larger portion to the overall capacity of the power generating system do not receive any
preference in terms of earlier maintenance urgency. In its current form, the function in (4.4)
only promotes PGUs with the large failure rates in terms of earlier maintenance preference. In
order to adapt the function in (4.4) so as to take into account the rated capacity of each PGU in
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the system, the various factors in the product may be weighted by normalised weights relative
to the PGU with the largest capacity so as to arrive at the function
Z(X ) =
∏
u∈U
[
1
exp
(
− λu
( ∑
p∈P
pxu,p − x′u
))] CuCmax ,
=
∏
u∈U
[
exp
(
− λu
(∑
p∈P
pxu,p − x′u
))]− CuCmax
, (4.5)
where X = [xu,p]u∈U ,p∈P is the matrix of decision variables, Cu is the rated capacity of PGU
u ∈ U and Cmax is the rated capacity of the PGU with the largest capacity in the system, and
where the objective is to minimise (4.5). The function in (4.3) represents the probability that no
unit will fail during the scheduling window, which is a value between zero and one. By taking
the inverse of this function, as shown in (4.4), a value is obtained that is larger than unity,
which can be exponentiated as in (4.5), in order to obtain the desired outcome. This process of
exponentiation brings with it the added benefit that the function Z(X ) in (4.5) may easily be
linearised, thus facilitating the efficient computation of optimal GMS solutions when adopting
PGU reliability as objective. This may be achieved by adopting
Y (X ) = lnZ(X ),
=
∑
u∈U
− Cu
Cmax
ln
[
exp
(
− λu
(∑
p∈P
pxu,p − x′u
))]
,
=
∑
u∈U
Cu
Cmax
[
λu
(∑
p∈P
pxu,p − x′u
)]
, (4.6)
as the GMS objective, to be minimised, instead of (4.5) in view of the monotonic growth property
of the natural logarithm.
It is acknowledged that the method of weighting the reliability function by means of exponentia-
tion by the ratio Cu/Cmax is, in fact, merely an example of a form of utility function for a decision
maker. The author concedes that in the current form, certain preferences regarding the relative
importance of the reliability and rated capacity are imposed on the decision maker. If the newly
proposed GMS criterion were to be implemented within a tool for scheduling maintenance at
a specific power utility, the method of weighting the reliability by a function f of the afore-
mentioned ratio may have been achieved by means of utility function elicitation. This function
would typically then be a general utility function f(Cu/Cmax). In the current model, access to
potential users was, however, not possible and for this reason, research was not conducted in
respect of identifying a specific utility function f based on the decision makers’ preferences.
From an interaction with a specific decision maker, valuable information and user preferences
may be gathered in order to identify how much more important the rated capacity of a PGU is
to a typical power utility in a developing context (say) than the reliability of the PGUs. This
would provide insight into the shape of the utility function of the decision maker. This function
can either be concave or convex so as to award a higher importance to either rated capacity
or PGU reliability. As it was not possible to have this interaction in this study, the identity
function was used, i.e. f(Cu/Cmax) = Cu/Cmax. In the case where a decision maker’s actual utility
function (other than the identity function) were to be incorporated into the model, a similar
approach may clearly have been adopted to linearise the objective function. Although the
resulting schedules would be different for different utility functions, the scheduling methodology
is independent of the utility function (i.e. the difficulty of solving the model does not increase).
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Maximising expected energy production
An alternative objective to that of minimising the weighted measure (4.6) of the probability that
any PGU will fail, is to maximise the expected energy produced over the scheduling window,
taking into account the occurrence of failures of the PGUs in the system. In order to achieve this,
two assumptions are made, namely that no PGU will fail more than once during the scheduling
window, as per Assumption 3 of §4.2, and that each PGU will be subjected to maintenance
exactly once during the scheduling window, as per Assumption 2 of §4.2.
Let Xu be a random variable denoting the timing of the next failure of PGU u ∈ U after
commencement of the current scheduling window. Adopting the convention that the scheduling
window is the interval τ = [0, T ] on the real line, it follows that Xu ∈ [0,∞) for each PGU
u ∈ U . It follows from Assumption 12 of §4.2 that the PDF for the random variable Xu is
f(Xu) = λue
−λuXu , (4.7)
where λu is again the failure rate of PGU u ∈ U . The expected failure time E(Xu) and the
standard deviation σ(Xu) of the inter-failure times for PGU u ∈ U are therefore both
E(Xu) = σ(Xu) =
1
λu
. (4.8)
Let xu,p again be a binary decision variable taking the value 1 if planned maintenance of PGU u ∈
U is scheduled to start during time period p ∈ P, or zero otherwise. Let ku =
∑
p∈P pxu,p ∈ P
denote the time period during which maintenance is scheduled to commence within the schedul-
ing window τ for PGU u ∈ U .
There are three cases to consider:
I A failure occurs before planned maintenance is performed on the PGU and maintenance
is either performed when the failure occurs or sometime thereafter, i.e. 0 ≤ Xu ≤ ku,
II maintenance is performed before the next failure of the PGU, thus in effect postponing
the failure to some time which is still within the scheduling window, i.e. ku < Xu ≤ T , or
III maintenance is performed before the next failure of the PGU, but the failure occurs after
the scheduling window has ended, i.e. T < Xu.
The continuous variable Xu may again be viewed within the discritised context of Figure 4.1.
Let n(ku, Xu) denote the amount of energy generated by PGU u ∈ U during the scheduling
window τ if PGU u is subjected to maintenance from period ku ∈ P to period ku+du−1, given
that a failure of PGU u occurs during period Xu. Then the expected energy produced by PGU
u ∈ U during the scheduling window τ may be determined as
E(n(ku, Xu)) =
∫ ∞
0
n(ku, t)f(t) dt, (4.9)
where f(t) is the PDF of the failure model, specifying the probability P (Xu = t) of failure of
PGU u ∈ U at time t ∈ τ . The energy produced in the above three cases is
n(ku, Xu) =

CuXu + Cu(T − (ku + du − 1)), if 0 ≤ Xu ≤ ku (Case I),
Cuku + Cu(Xu − (ku + du − 1)), if ku < Xu ≤ T (Case II),
Cuku + Cu(T − (ku + du − 1)), if ku < T < Xu (Case III),
(4.10)
where du is the duration of maintenance performed on PGU u ∈ U and T is the length of the
scheduling window, as illustrated in Figure 4.3. The expected energy produced by PGU u ∈ U
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during the scheduling window is therefore
E(n(k,Xu)) =
∫ ku
0
[Cut+ Cu(T − (ku + (du − 1)))]λue−λu(t−x′u) dt
+
∫ T
ku+(du−1)
[Cuku + Cu(t− (ku + (du − 1)))]λue−λu[t−(ku+(du−1))] dt
+ [Cuku + Cu(T − (ku + (du − 1)))]
∫ ∞
T
λue
−λu[t−(ku+(du−1))] dt,
=
Cue
−λu(ku−x′u)[(du − 1)λu − Tλu − 1 + ekuλu(1− λu((du − 1) + ku − T ))]
λu
+
Cu[1 + kuλu + e
−λu[T−(ku+(du−1))]((du − 1)λu − Tλu − 1)]
λu
+ Cue
−λu[T−(ku+(du−1))][T − (du − 1)], (4.11)
where x′u < 0 is again a pre-determined parameter denoting the time period during which
PGU u ∈ U was placed back into operation after having carried out its previous maintenance
operation. In Case I (the first term in (4.11)), energy is only available from the beginning of the
scheduling window, when PGU u is assumed to be in operating condition, to the time when the
failure occurs and then again from when scheduled maintenance has been completed until the
end of the scheduling window, as shown in Figure 4.3(a).
In Case II (the second term in (4.11)), energy is only available from the beginning of the schedul-
ing window, when the PGU is assumed to be in operating condition, to when the maintenance is
scheduled to start on PGU u and then again from the completion of the scheduled maintenance
until when the failure occurs, as shown in Figure 4.3(b). As it is assumed that maintenance
is only performed once during the current scheduling window, no energy will be generated by
the PGU after the time at which the failure occurs (up to the end of the scheduling window) in
Case II.
In Case III (the third term in (4.11)), energy is available from the beginning of the scheduling
window, when the PGU is assumed to be in operating condition, to when the maintenance is
scheduled to start on PGU u and then from the completion of the scheduled maintenance until
the end of the scheduling window, as shown in Figure 4.3(c).
The expected energy produced by the entire system of PGUs during the scheduling window is
therefore∑
u∈U
[
Cue
−λu(ku−x′u)[(du − 1)λu − Tλu − 1 + ekuλu(1− λu((du − 1) + ku − T ))]
λu
+
Cu[1 + kuλu + e
−λu[T−(ku+(du−1))]((du − 1)λu − Tλu − 1)]
λu
+ Cue
−λu[T−(ku+(du−1))][T − (du − 1)]
]
, (4.12)
which may be maximised as a maintenance scheduling criterion. This objective function is
nonlinear, which makes it cumbersome to optimise exactly. Each term in the sum (4.12) may,
however, be approximated by a piecewise linear function. This approximation process will result
in the introduction of additional binary variables (and hence yield a larger model), but the benefit
of the process is that it results in a linear optimisation model which is easier to solve exactly.
As a result of the increase in the complexity of the GMS model brought about by the introduction
of the linearisation binary variables referred to above, an exact solution approach may not always
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(a) The energy produced by PGU u ∈ U when a failure occurs during time period Xu ∈ P before
maintenance of PGU u is performed from time period ku ∈ P onwards in the case where maintenance
is either performed when the failure occurs (ku = Xu) or sometime afterwards (ku > Xu), i.e. Case I.
The total energy produced during the scheduling window is represented by the shaded area.
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(b) The energy produced by PGU u ∈ U when a failure occurs during time period Xu ∈ P after
maintenance of PGU u is performed from time period ku ∈ P onwards in the case where maintenance is
performed before a failure occurs, but the failure occurs within the scheduling window (ku < Xu < T ),
i.e. Case II. The total energy produced during the scheduling window is represented by the shaded area.
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(c) The energy produced by PGU u ∈ U when a failure occurs during time period Xu ∈ P after
maintenance of PGU u is performed from time period ku ∈ P onwards in the case where maintenance
is performed before a failure occurs, but the failure occurs after the scheduling window has ended
(ku < T < Xu), i.e. Case III.. The total energy produced during the scheduling time window is
represented by the shaded area.
Figure 4.3: Graphical representation of the expected energy produced for the three different cases.
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be carried out successfully within a reasonable amount of time. This necessitates the design of
a metaheuristic solution approach, such as the method of SA, which does not require a linear
objective function.
An advantage of adopting the scheduling criterion in (4.12) is that it may be derived mathe-
matically from first principles to obtain an intuitively understandable measure of maintenance
schedule desirability (measured in easily interpreted units if expected energy produced during
the scheduling window), whereas the scheduling criterion (4.6) of minimising a weighted measure
of probability that a PGU within the system will fail is expected to be a less intuitive measure
for a maintenance planning manager.
4.3.3 The model constraints
In the models considered in this dissertation, four classes of constraints are included: energy
demand satisfaction constraints for the system as a whole, maintenance window constraints for
each of the PGUs, maintenance crew availability constraints and exclusion constraints ensuring
that certain subsets of PGUs are not all scheduled for simultaneous planned maintenance.
Let eu and `u denote respectively the earliest starting time period and latest starting time
period for planned maintenance of PGU u ∈ U . Recall that planned maintenance of a PGU may
only be scheduled once during the scheduling window according to Assumption 2 of §4.2. The
maintenance window constraints are therefore formulated as
`u∑
p=eu
xu,p = 1, u ∈ U . (4.13)
The GMS models of this dissertation are formulated in such a manner that the maintenance
window constraints are specified as a hard constraint set, which means that a unit may not be
scheduled for planned maintenance outside of its allowable maintenance window. Therefore,
xu,p = 0, for all p < eu and all p > `u, u ∈ U . (4.14)
Recall that du is the duration of planned maintenance on PGU u ∈ U . Clearly, therefore,
yu,p = 0, for all p < eu and all p > `u + du − 1, u ∈ U . (4.15)
The required duration of planned maintenance on each PGU is incorporated into the model by
requiring that
`u+du−1∑
p=eu
yu,p = du, u ∈ U . (4.16)
In order to enforce contiguity of the planned maintenance periods scheduled for PGU u ∈ U ,
the linking constraints
xu,p ≥ yu,p − yu,p−1, u ∈ U , p ∈ P \ {1},
xu,1 ≥ yu,1, u ∈ U (4.17)
between the auxilliary and decision variables are also included in the model formulations ac-
cording to Assumption 4.
Let Dp denote the demand for power available from the entire system of PGUs during time
period p ∈ P, and let S denote the safety margin specified for the system (a proportion of
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the total load requirement of the system over and above the demand). Then the load demand
constraint may be formulated as
Dp(1 + S) ≤
n∑
u=1
Cu(1− yu,p), p ∈ P. (4.18)
The resources required during each time period of planned maintenance is not necessarily the
same, as per Assumption 9. It is assumed that during the i-th time period of planned main-
tenance of a PGU u ∈ U , the unit requires Ψiu resources. Furthermore, let ψu,p,v denote the
resources required for planned maintenance on PGU u ∈ U during time period p if planned main-
tenance were scheduled to start during time period v ∈ P. The resource requirement parameters
ψu,p,v are calculated as
ψu,p,v =
{
Ψp−v+1u , if 0 ≤ p− v < du,
0, otherwise.
(4.19)
The resource availability constraint may then be formulated as
n∑
u=1
p∑
v=1
ψu,p,vxu,v ≤Mp, p ∈ P, (4.20)
where Mp denotes the pre-specified number of available resources during time period p ∈ P.
The models also allow for the incorporation of exclusion constraints. That is, the specification
of sets J1, . . . ,Jw of generating units which may not all be scheduled simultaneously for planned
maintenance. Let Ii denote the maximum number of PGUs that are allowed to be in simulta-
neous maintenance during any time period in exclusion set Ji. Then the exclusion constraints
may be formulated as ∑
u∈Ji
yu,p ≤ Ii, p ∈ P, i ∈ {1, . . . , w}. (4.21)
The final constraints required in the models are constraints specifying the binary nature of the
variables, that is
xu,p, yu,p ∈ {0, 1}, u ∈ U , p ∈ P. (4.22)
4.4 Chapter summary
This chapter contains two novel mathematical model formulations for the GMS problem. A
motivation was presented in §4.1 for the selection of the objective functions in (4.6) and (4.12)
as scheduling criteria. In §4.2, a number of assumptions were made in order to facilitate the
model derivations. More specifically, assumptions were made about the PGU components, the
frequency of maintenance performed on PGUs, the contiguity of such maintenance performance,
the initial conditions of PGUs in the system in terms of their reliability levels, their reliability
immediately after a maintenance procedure has been performed, the exclusion of transmission
line maintenance and accompanying constraints, the resources required to perform maintenance,
the nature of the power generating system, the failure rates of the PGUs and the independence of
failures of the PGUs. This was followed in §4.3 by an introduction of the decision and auxiliary
variables employed in the mathematical model as well as the mathematical representation of
the GMS objective functions and the constraints of the models. The model constraints included
energy demand satisfaction constraints, maintenance window constraints, maintenance resource
constraints and maintenance exclusion constraints.
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In summary, the two GMS models considered in this dissertation involve either
minimising
∑
u∈U
Cu
Cmax
[
λu
(∑
p∈P
pxu,p − x′u
)]
, (4.23)
or
maximising
∑
u∈U
[
Cue
−λu(ku−x′u)[(du − 1)λu − Tλu − 1 + ekuλu(1− λu((du − 1) + ku − T ))]
λu
+
Cu[1 + kuλu + e
−λu[T−(ku+(du−1))]((du − 1)λu − Tλu − 1)]
λu
+ Cue
−λu[T−(ku+(du−1))][T − (du − 1)]
]
, (4.24)
both subject to the constraints
`u∑
p=eu
xu,p = 1, u ∈ U , (4.25)
xu,p = 0, for all p < eu and all p > `u, u ∈ U , (4.26)
yu,p = 0, for all p < eu and all p > `u + du − 1, u ∈ U , (4.27)
`u+du−1∑
p=eu
yu,p = du, u ∈ U , (4.28)
xu,p ≥ yu,p − yu,p−1, u ∈ U , p ∈ P \ {1},
xu,1 ≥ yu,1, u ∈ U , (4.29)
Dp(1 + S) ≤
n∑
u=1
Cu(1− yu,p), p ∈ P, (4.30)
ψu,p,v =
{
Ψp−v+1u , if 0 ≤ p− v < du,
0, otherwise,
(4.31)
n∑
u=1
p∑
v=1
ψu,p,vxu,v ≤Mp, p ∈ P, (4.32)∑
u∈Ji
yu,p ≤ Ii, p ∈ P, i ∈ {1, . . . , w}, (4.33)
xu,p, yu,p ∈ {0, 1}, u ∈ U , p ∈ P. (4.34)
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The model solution methodologies adopted in this dissertation are described in some detail in this
chapter. An approach towards linearising the nonlinear model proposed in §4 is first presented in
§5.1. Two methodologies are adopted to solve each of the models in §4.3 — an “exact” solution
approach applied to a linearisation of the nonlinear model and a metaheuristic (approximate)
solution approach. For the “exact” solution approach, the IBM ILOG CPLEX Optimizer Studio
[112, 115] is employed as described in §5.2, whereas for the approximate solution approach, the
method of SA is implemented in R [175, 184], as described in §5.3. The chapter closes with a
brief summary of its contents in §5.4.
5.1 Linearisation of the model of §4.3
In this section, the method employed to linearise the nonlinear GMS model proposed in §4.3 is
described in some detail. This linearisation involves approximating the nonlinear model objective
by an appropriate piecewise linear function. A method for computing optimal positions for the
breakpoints of the piecewise linearisation is also presented in this section.
5.1.1 Piecewise linear function approximation
In order to linearise the nonlinear model of §4.3, piecewise linear functions are employed to
approximate the nonlinear objective function (4.12) by sampling certain points close to the
curve and interpolating linearly between these points. The sampled points are called break-
points and the approximating piecewise linear function consists of several straight line segments
between these breakpoints [218]. Although a piecewise linear function itself is nonlinear in its
entirety, binary variables may be used in the model formulation to represent the function in lin-
ear form locally. Consider an n-segment piecewise linear function y = y(x) on n+ 1 breakpoints
b0, b1, . . . , bn, along the x-axis and suppose the function value at breakpoint bk is ak, as shown
in Figure 5.1.
79
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x
y
b0 b1 b2
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Figure 5.1: A piecewise linear function y = y(x) on n+ 1 breakpoints b0, . . . , bn.
Then it follows that the function y = y(x) may be expressed as
y =
ak+1(x− bk)− ak(x− bk+1)
bk+1 − bk if bk ≤ x ≤ bk+1, (5.1)
for each k = 0, 1, . . . , n − 1. The if-condition in (5.1) becomes 1 ≥ zk ≥ 0 if the variable x is
rewritten as
x = zkbk + (1− zk+1)bk+1, (5.2)
in terms of n new (real) variables z1, . . . , zn. Note that x = bk in (5.2) if zk = 1 and that
x = bk+1 if zk = 0. As a result of the linear combination in (5.2), the new variable zk therefore
represents the magnitude by which the breakpoint bk+1 exceeds x if the condition in (5.1) is
satisfied, in which case
y = zkak + (1− zk)ak+1. (5.3)
The if-condition in (5.1) may be accommodated algebraically by the introduction of a further
n− 1 binary variables ζ1, . . . , ζn−1 which satisfy the constraints
z1 ≤ ζ1, (5.4)
z2 ≤ ζ2 + ζ3, (5.5)
z3 ≤ ζ3 + ζ4, (5.6)
...
zn−1 ≤ ζn−2 + ζn−1, (5.7)
zn ≤ ζn−1, (5.8)
ζ1 + · · ·+ ζn−1 = 1 (5.9)
if
z1 + · · ·+ zn = 1 (5.10)
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and
x = z1b1 + z2b2 + · · ·+ znbn. (5.11)
Constraint (5.9) ensures that exactly one of the binary variables ζ1, . . . , ζn−1 assumes the value
1 which, in conjunction with (5.4)–(5.8), ensures that at most two of the variables z1, . . . , zn
are positive. Furthermore, these two variables have consecutive indices, and the values of these
variables sum up to 1 by (5.10). Therefore, constraint (5.11) reduces to (5.2).
In summary, the equation of the piecewise linear function y = y(x) in Figure 5.1 is hence given
by
y(x) =
n∑
i=1
aizi, (5.12)
subject to the constraints
n∑
i=1
bizi = x, (5.13)
n∑
i=1
zi = 1, (5.14)
n−1∑
i=1
ζi = 1, (5.15)
z1 ≤ ζ1, (5.16)
zi ≤ ζi−1 + ζi, i = 2, . . . , n− 2 (5.17)
zn ≤ ζn−1, (5.18)
ζi ∈ {0, 1}, i = 1, . . . , n− 1, (5.19)
zi ≥ 0, i = 1, . . . , n. (5.20)
5.1.2 Breakpoint selection during piecewise linear function approximation
The piecewise linear approximation method described in §5.1.1 may be applied to the (nonlin-
ear) expected energy production function of each PGU in the objective function (4.12) of the
nonlinear GMS model over the scheduling window [1, T ]. This scheduling window contains T −1
distinct possible starting times 1, . . . , T − 1 at which the internal breakpoints b1, . . . , bn−1 in
(5.11) may be positioned. It may, of course, be assumed without loss of generality that bn = T .
Two questions arise naturally at this point: (1) What should the value of n be in order to achieve
a close approximation of a PGU expected energy production function? (2) Given that a suitable
value if n has been decided upon, what are the optimal positions for the internal breakpoints
b1, . . . , bn−1? The answer to the former question depends on the desired degree of closeness
of the piecewise linear approximation of the expected energy production function. Once the
first question has, however, been answered, the second question is an optimisation problem that
can be solved by means of dynamic programming (see §2.3.1). This section is devoted to a
description of how this optimisation process may be carried out.
The desirability of the locations of a given set of internal breakpoints b1, . . . , bn−1 may be
quantified by assessing the piecewise linear approximation of the expected energy production
function of a PGU with respect to a regression model of the form (5.1). The positioning of these
breakpoints may therefore be maximised by minimising the sum of squared residuals (SSR),
described in §3.7.2, of the aforementioned linear regression model for each of the resulting n line
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segments [15]. An algorithm for this purpose was developed by Bai and Perron [14, 15]. This
regression problem was previously considered by Bellman and Roth [24] as well as by Guthery
[102]. Their work was, however, extended in 1997 by Bai and Perron [15] to accommodate
multiple regression models and partial structural changes to the original model.
The method is initialised by constructing a T × T upper-triangular matrix of SSR of all the
possible line segments in a piecewise linear approximation of a PGU expected energy production
function. The rows of the matrix represent the possible starting dates corresponding to the line
segment, while its columns represent the possible ending dates corresponding to the line segment.
The entry in row i and column j of this matrix, denoted by SSR(i, j), represents the SSR of an
approximate line segment starting at time period i and ending at time period j. The structure
of such a triangular matrix is shown in Table 5.1.
Table 5.1: The triangular matrix containing the SSR for line segments starting at date i and ending at
date j.
Terminal date
1 2 3 · · · T
S
ta
rt
in
g
d
at
e 1 SSR(1, 1) SSR(1, 2) SSR(1, 3) · · · SSR(1, T )
2 SSR(2, 2) SSR(2, 3) · · · SSR(2, T )
3 SSR(3, 3) · · · SSR(3, T )
...
. . .
...
T SSR(T, T )
The upper-triangular matrix in Table 5.1 is constructed by means of a standard updating formula
which calculates the recursive residuals1 on a segment-by-segment basis. Let v(i, j) be the
recursive residual at time j using a sample of the observations starting at time i. Then the
recursive relationship
SSR(i, j) = SSR(i, j − 1) + v(i, j)2
holds [33], which may be used to populate the matrix. Once the matrix has been constructed
with the relevant SSR contribution calculated for each line segment, a dynamic programming
algorithm is employed to evaluate which combination of line segments achieves a global minimum
of SSR.
Suppose the minimum length of an approximating line segment is h and let SSR({Pr,k}) be the
SSR associated with an optimal piecewise linear approximation containing r internal breakpoints
by sampling the first k observations2 in the data set. Then the global SSR for any number of
line segments is a linear combination of the entries in the upper-triangular matrix of Table 5.1
[14]. An optimal partition is therefore a solution to the recursive problem
SSR({Pn,T }) = min
nh≤j≤T−h
[SSR({Pn−1,j}) + SSR(j, T )]. (5.21)
The procedure commences by evaluating all the sub-samples that allow one possible breakpoint
ranging from observation h to T − nh in order to obtain a piecewise linear approximation with
one internal breakpoint. During this step, the SSR of T − (n − 1)h + 1 optimal breakpoint
partitions are calculated and stored. Each of these values has a corresponding ending date
ranging from 2h and T − (n−1)h (inclusive). The next step is to obtain an optimal partitioning
with two breakpoints, each of which each has a corresponding ending date ranging between 3h
1A recursive residual is the difference between a true value and an estimated value, but these residuals are
only calculated for a certain number of observations in sequence [156].
2Here an observation corresponds to the dates within the maintenance scheduling window.
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and T − (n − 2)h (inclusive). This is achieved by considering all the possible one-breakpoint
partitions in order to insert another breakpoint that will achieve a minimum SSR. In this way
an optimal piecewise linear approximation containing two internal breakpoints is obtained. This
forward recursive procedure is repeated until a set of T−(n+1)h+1 optimal internal breakpoints
has been obtained, each of which has corresponding ending dates ranging from (n − 1)h and
T − 2h (inclusive).
Although the algorithm executes very quickly, the majority of the computational time is at-
tributed to the construction of the upper-triangular matrix of Table 5.1 [14]. This procedure is
employed later in this dissertation to linearise the model (4.12). The procedure is implemented
by invoking an R package called strucchange which contains a function called breakpoints.
This function computes the optimal positions of the internal breakpoints b1, . . . , bn−1, given a
value of n, according to the method described in this section [223].
5.2 Exact model solution approach
As described in §4, the GMS problem may be formulated as a mathematical program in binary
form. This poses the possibility of finding optimal solutions to problem instances of the GMS
problem by means of mathematical programming solution techniques, as described in §2.3.1.
Because of the novelty of objective functions in the models of §4.3 within the GMS domain,
approximate solutions obtained by solving even the linear model of §4.3 by means of fast heuristic
or metaheuristic cannot be compared to results previously obtained in the literature. Hence
mathematical programming solution techniques are employed in an attempt to obtain optimal
solutions to instances of the linear model in §4.3. The same approach is followed for a linearised
version of the nonlinear model of §4.3 (although an exact solution to the linearised model is, of
course, not necessarily an optimal solution to the full nonlinear model). Even if an exact solution
technique fails to uncover optimal solutions to these mathematical programming problems, it is
usually possible to provide a guarantee on how far from optimal the best solutions uncovered are.
5.2.1 Motivation for the choice of optimisation platform
A number of off-the-shelf integer and MIP solvers exist for solving a wide range of mathematical
programming models. Lingo is a modelling language that employs the Lindo [145] solver to
solve mathematical programming problems and has been applied successfully in many practical
problem instances [25, 58, 201].
Another modelling language, called the open programming language (OPL), often used to solve
mathematical programming problems, is an off-the-shelf optimisation package called CPLEX
[112, 115]. CPLEX is a powerful solver capable of solving a wide range of problems (such as
integer programming problems, large linear programming problems, convex and non-convex
quadratic programming problems and convex quadratically constrained problems). Modelling
can also be carried out in other programming languages and be linked to CPLEX by means of
certain add-ons. Due to the wide use of CPLEX in academia and industry, it is easy to find
support for the implementation of mathematical programming models in CPLEX.
Another popular optimisation engine is the Gurobi optimisation package [101]. Gurobi can also
be employed to solve a variety of mathematical programs, including linear programs, MIPs,
mixed integer quadratic programs, etc. Like CPLEX, Gurobi is also considered one of the leading
public benchmark solvers in terms of computation time [100].
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Excel Solver is yet another high-level optimisation package available as an add-on to Microsoft
Excel [158]. This package employs the simplex method to solve linear programming programs and
the generalised reduced gradient algorithm to solve nonlinear smooth problems. The standard
version of Excel Solver has a limit on the number of variables (200) and constraints (depending on
whether a linear or nonlinear model is considered) [92]. An add-on to Microsoft Excel, developed
by Frontline Solvers [91], is capable of handling between 2 000 and 8 000 decision variables,
depending on the type of problem under consideration.
The Matlab Optimization Toolbox [154] also has mathematical programming capabilities. This
toolbox is capable of solving a variety of optimisation problems such as linear programming
problems, MIPs, quadratic programming problems, nonlinear optimisation problems, and non-
linear least squares problems. The toolbox may be used to find solutions to either discrete
or continuous optimisation problems and can even solve multi-objective optimisation problems
[154].
A number of other optimisation packages also exist, such as Fico Xpress [84], AIMMS [6] and
various functions available in Python [174] among others.
After considering the advantages and disadvantages of the various optimisation packages avail-
able, CPLEX and Gurobi were found to be the two optimisation software suites best suited to
GMS models in this dissertation. Both of these packages contain a number of useful features
and the performance of the two packages are similar in terms of computation time and model
implementation ease. CPLEX was, however, chosen as the optimisation package employed for
solving instances of the GMS models of §4.3.
5.2.2 CPLEX implementation
The linear GMS model derived in §4.3 is solved in this dissertation by means of the celebrated
off-the-shelf software suite IBM ILOG CPLEX Optimization Studio [112, 115], also referred to
colloquially as CPLEX. The name is derived from the simplex method which was initially imple-
mented in the programming language C within this software suite. Recently, however, the suite
has been updated to support other types of mathematical programming solution techniques and
constructs, such as quadratic programming techniques, quadratically constrained programming
algorithms, network flow algorithms, other MIP techniques and various heuristics [114].
In order to solve MIP models, CPLEX employs an algorithm that is based on the celebrated
branch-and-cut method [138]. This algorithm may be customised as per the user’s preference
[113] which may result in the algorithm executing more effectively within the context of a
particular problem instance. Emphasis may be placed on either proving optimality or achieving
feasibility during the optimisation process without compromising the accuracy of the process.
A useful functionality that CPLEX provides, is the possibility of specifying different methods
of terminating the search process. These different termination criteria include limiting the
processing time, limiting the size of the branching tree or specifying an acceptable tolerance
associated with optimality [113]. The algorithms employed by CPLEX can generate thirteen
different types of cutting planes, which depend on the nature of the model being solved [113].
Another useful aspect of the robust algorithms employed within the CPLEX optimiser, is that a
lower bound on a minimisation objective function is calculated and presented. This lower bound
may be interpreted as the best possible objective function value for which an integer feasible
solution may potentially exist [113]. As the search for an optimal solution progresses, this value
is constantly updated (increased). As the algorithm executes, a relative gap is calculated for
each feasible solution obtained. This gap is the difference between the best lower bound thus
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found and the upper bound on the minimum objective function value represented by the current
solution, which is normalised and presented as a percentage [113]. One can interpret the relative
gap as a guarantee on the difference between the objective function values of an optimal solution
and the current best solution [114].
The implementation of the linear GMS model proposed in §4.3 is partitioned into three main
parts of CPLEX code. The first is the initialisation of the model parameters and variables.
The actual CPLEX implementation of parameters and variables coded for the purposes of this
study is shown in Figure 5.2. The second part involves specifying the input data pertaining to
the parameter values included in the model. This is achieved through data importation from
an Excel spreadsheet which contains fields of data pertinent to the various parameters in the
Figure 5.2: Implementation of parameters and variables of the linear GMS model of §4.3 in CPLEX.
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model. The code for achieving this in CPLEX is shown in Figure 5.3. The Excel spreadsheet
should contain the required data (e.g. PGU capacities, required maintenance duration, earliest
and latest starting dates, etc.) for the problem instance in columns. These columns should be
named as shown in Figure 5.3 (e.g. Capacity, Duration, Earliest, Latest, etc.).
The final part of the model implementation in CPLEX involves the specification of the objective
function and the accompanying constraints as described in §4.3.3. The actual CPLEX imple-
mentations of the linear objective function and model constraints are shown in Figure 5.4.
Figure 5.3: Parameter input specifications through Excel spreadsheets for implementation of the linear
GMS model of §4.3 in CPLEX.
Upon linearisation of the objective function in the nonlinear GMS model of §4.3, as described
in §5.1, CPLEX may again be used to solve the model by means of its linear solver. Whereas
the model constraints are in this case implemented exactly as elucidated in Figure 5.4, the
alternative objective function implementation shown in Figure 5.5 is used instead. In this
figure, the piecewise linear approximation for the 21-unit test system is presented as example.
The optimal breakpoints shown in the figure are calculated in the following chapter.
5.3 Approximate model solution approach
In this section, the approximate solution methodology employed in this dissertation to solve
instances of both the linear and nonlinear GMS models of §4.3 is described in some detail.
The method of SA is employed for this purpose and was coded in R [175] in combination
with RStudio [184]. R is an open source statistical programming language, modelled after the
statistical language S, which provides the user with a variety of already implemented graphical
and statistical techniques. Due to the open source nature of R, the global research community
continually builds and extends libraries that are freely available to all R users and greatly enhance
the functionality of the programming language. The language is also quality-validated by world
industry leaders via Twitter [208], The New York Times [203] and Facebook [80]. R finally also
provides the capability to experts to interpret, interact and visualise large quantities of data.
This section contains both a motivation for the choice of SA as the approximate solution method-
ology adopted in this dissertation and a description of the specific SA implementation employed.
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Figure 5.4: Implementation of the linear GMS model of §4.3 in CPLEX, including a specification of the
linear objective function (4.6) and the model constraints (4.13)–(4.22).
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Figure 5.5: Implementation of the alternative objective function as a piecewise linear approximation of
the nonlinear objective function (4.12).
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5.3.1 Motivation for the selected approximate solution methodology
Existing models of the GMS problem in the literature are known for their high computational
complexity due to the large dimensions typically associated with real-world instances of the
problem. Exact solution approaches, such as dynamic programming techniques, exhibit a serious
shortcoming in terms of being able to find model solutions within acceptable timeframes to such
realistically sized problem instances [187, 219]. When solving large-scale model instances, the
number of solutions grows rapidly as a function of the number of PGUs [187] (i.e. all
(
p
u
)
candidate solutions have to be considered implicitly in order to find a solution). For typical
parameter values of p = 365 and u of the order 50, this complexity renders exact solution of the
GMS problem out of reach of mixed integer programming methods implemented in currently
available software and hardware systems. Hence there is generally a need to pursue approximate
GMS model solution techniques instead of exact methods.
In population-based approximate model solution approaches such as a GA, however, recombi-
nation operators often cause infeasibility of solutions. This disadvantage is eliminated by the
trajectory-based SA techniques toward solving instances of the GMS problem. Employing other
population-based approaches, such as PSO, often also involve long computation times and in
some instances it is difficult to find sufficiently diverse starting solutions and search parameter
values [140]. The method of ACO exhibits other drawbacks such as that the algorithmic im-
plementation is somewhat more cumbersome than that of other metaheuristics (deciding on a
suitable updating scheme for pheromone trails may, for example, prove difficult) [191].
The comparatively simpler method of SA is adopted in this dissertation for solving the GMS
models of §4.3 due to its previously documented successes in the GMS domain [37, 187, 189].
This method has proven capable of providing high-quality solutions in acceptable time frames
within the context of GMS. In some cases it has even outperformed certain genetic algorithmic
implementations and has matched the best solutions found by ACO [81, 170, 189]. Furthermore,
the method of SA is more flexible than other trajectory-based approximate solution approaches
such as tabu search or local (improving) searches. It involves a comparatively simpler method
of escaping from local optima than having to implement lists of tabu moves. It is finally also
easy to implement the SA algorithm and to adapt it to a multi-objective solution approach if
need be.
5.3.2 Simulated annealing implementation
This section contains a description of the particular implementation of the SA algorithm em-
ployed in this dissertation to obtain high-quality solutions to instances of the GMS models of
§4.3. The section includes a discussion on the method of determination of initial solutions and the
choice of an initial temperature for the algorithm, the cooling and reheating schedules employed,
the constraint handling technique adopted, the epoch management protocol implemented, the
neighbourhood move operator used and the termination criteria selected.
The initial solution
An initial solution is required in order to initialise the SA algorithm. The implementation of
the SA algorithm employed in this dissertation randomly generates an initial solution. This is
achieved by generating a random feasible maintenance commencement date, based on a uniform
distribution, for each PGU within the maintenance window of that PGU.
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The choice of initial temperature
In 1987, van Laarhoven et al. [211] presented a method for calculating an appropriate value
for the initial temperature T0, called the average increase method. The value of the initial
temperature may be determined from the so-called initial acceptance ratio
χ0 = exp
(
−∆E
T0
)
, (5.22)
where ∆E is the average deterioration in objective function values (i.e. change in energy) of
the system and where χ0 is the acceptance ratio during a pre-solution random walk through
the solution space, starting from the randomly generated initial solution. This yields the initial
temperature as
T0 = − ∆E
ln(χ0)
. (5.23)
The initial acceptance ratio χ0 in (5.23) is the number of accepted solutions which exhibit a
deterioration in objective function value divided by the number of attempted solutions which
exhibit a deterioration in the objective function value during the pre-solution random walk. This
ratio is typically set to a value between 0.5 and 0.8, as suggested by Busetti [38]. The length
(number of iterations) of the pre-solution random walk is selected as 1 000 in this dissertation,
using the initial solution as the starting point of the random walk. A pseudo-code description
of the procedure for determining the initial temperature is given in Algorithm 5.1.
Algorithm 5.1: Determining initial temperature
Input : The initial solution matrix, the initial objective function value, the length of the
pre-solution random walk, the acceptance percentage and a full data set
specifying an instance of one of the models of §4.3.
Output: The initial temperature calculated using the average increase method.
counter ← 0;1
CurrentObjValue ← InitialObjValue;2
for i ← to WalkLength do3
PreviousObjValue ← CurrentObjValue;4
x ← EjectionChain (x);5
CurrentObjValue ← ObjValue (x);6
ChangeInEnergy ← PreviousObjValue − CurrentObjValue;7
if ChangeInEnergy > 0 then8
counter ← counter +1;9
Increases [counter ] ← ChangeInEnergy;10
ObjValueArray [counter ] ← CurrentObjValue;11
InitialTemperature ← −mean(Increases)/log(AcceptPercentage);12
return InitialTemperature13
The method of constraint handling
The constraints included in the GMS models of §4.3 are either implemented as hard or soft
constraints in the SA algorithm. More specifically, the maintenance window constraints and
the maintenance duration constraints are implemented as hard constraints. Therefore, solutions
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which violate any of these constraints are considered to be infeasible, and are therefore not
acceptable during the search. The remaining constraints (the demand constraints, the resource
availability constraints, the exclusion constraints and the precedence constraints) are all imple-
mented as soft constraints. A solution which violates one of these constraints is considered to be
feasible, but the objective function value of such a solution is penalised by a certain value so as
to allow the SA search to pass through infeasible areas of the solution space, but discouraging
it from remaining there.
A multiplicative penalty function approach is adopted in this dissertation to accommodate soft
constraints of the GMS models. This approach involves penalisation of the objective function
for a violation of a soft constraint by the magnitude of the violation via multiplication [190].
Consider, for example, a soft constraint set of the form
gi(x) ≤ Gi, i = 1, . . . , s,
where Gi is a constant limiting value, which is strictly positive, for the i-th soft constraint and
s is the number of soft constraints [190]. A total scaled constraint violation value
G(x) =
s∑
i=1
max
{
0,
gi(x)−Gi
Gi
}
may be calculated for the set of constraints. The scheduling criterion which seeks to minimise the
probability of unit failure, presented in §4.3.2, involves minimisation. The objective function
in (4.6) is furthermore always positive. Therefore, the multiplicative penalty function for a
minimisation problem
φ−(x) = exp [γ(G(x))]
is adopted in the case of the linear GMS model of §4.3, where γ is a severity factor which is
typically determined empirically. The penalised objective function for the minimisation problem
may then be calculated as
Z(X )× φ−(x), (5.24)
where Z(X ) is as defined in (4.6). The product in (5.24) is minimised in an attempt to find the
best feasible solution during the SA search.
The alternative scheduling criterion which seeks to maximise the expected energy production,
also presented in §4.3.2, involves maximisation. Moreover, the objective function in (4.12) is
also always positive. Therefore, the multiplicative penalty function for a maximisation problem
φ+(x) = 2− exp [γ(G(x))]
is adopted in the case of the nonlinear GMS model of §4.3. The penalised objective function for
the maximisation problem may then be calculated as
Z ′(X )× φ+(x), (5.25)
where Z ′(X ) is as defined in (4.12). The product in (5.25) is maximised in an attempt to find
the best feasible solution during the SA search.
The epoch management protocol
Busetti [38] argued that the number of iterations spent in a single SA epoch k should be problem-
dependent, rather than being a function of k. A Markov chain3 of length Lk may of course be
3A sequence of possible events described by a stochastic model in which the probability of an event occurring
only depends on the state attained during the previous event [218].
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used to determine the number of iterations during epoch k. Ideally, however, one would rather
prefer to specify a minimum number Amin of move acceptances during any epoch before lowering
the temperature and moving on to the next epoch. A problem with this approach is that as the
temperature Tk approaches zero, the probability of accepting non-improving solutions decreases
which, in turn, increases the expected number of iterations required to achieve the required Amin
move acceptances per epoch. Therefore, an epoch is terminated once a certain number L of moves
have been attempted, by reheating the temperature of the system to the initial temperature or
according to some reheating schedule, or alternatively by decreasing the temperature according
to a cooling schedule once Amin moves have been accepted, where Amin and L are pre-specified
parameters satisfying Amin < L. Dreo et al. [62] proposed that Amin = 12N and L = 100N ,
where N is a measure of the number of degrees of freedom in the problem instance, taken here
as the number of PGUs in the system (i.e. N = n).
In order to determine the most effective length of an epoch for a given GMS problem instance,
an epoch parameter is additionally introduced here. The epoch parameter is incorporated into
the above epoch termination criteria by instead taking Amin = 12n/ψ and L = 100L/ψ in this
dissertation. The epoch parameter is determined by an extensive parameter evaluation for each
instance of the GMS problem. The ratio of Amin to L is, however, taken as proposed by Dreo
et al. [62].
The cooling and reheating schedules
The geometric cooling schedule in (2.48) is implemented within the SA algorithmic implementa-
tion in this dissertation. This cooling schedule has proved to be very successful in solving various
GMS problem instances in the literature [2, 127, 188, 189]. The geometric cooling schedule is
also very easy to implement and converges to good solutions within a reasonable amount of
computation time. The value of the cooling parameter α which appears in this schedule is de-
termined during an extensive parameter evaluation for each of the problem instances considered
later in this dissertation.
The reheating schedule adopted in the SA algorithmic implementation of this dissertation is
based on a similar approach to that followed in the geometric schedule. Once L moves have
been attempted during a single epoch without reaching the required Amin accepted moves, the
temperature of the system is reheated. In such a case, the temperature is reheated according to
the schedule
Tk+1 =
Tk
ξ
, k = 0, 1, 2, . . . , (5.26)
where ξ is the reheating parameter, which is also determined by an extensive parameter evalua-
tion for each instance of the GMS problem considered.
The neighbourhood move operator
The neighbourhood move operator implemented within the SA algorithmic implementation of
this dissertation is the well-known ejection chain move operator [188, 189], which involves gen-
erating a list of PGUs whose maintenance period commencement times are altered randomly
in succession within their allowable maintenance windows. More specifically, a PGU is selected
randomly after which its maintenance commencement time is moved randomly without violating
the maintenance window constraint of that PGU. Another PGU, whose planned maintenance
is scheduled to start during the newly allocated maintenance time of the initially selected PGU
is next selected randomly and its maintenance commencement time is moved to a random time
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within the maintenance window of that PGU. This process is repeated until either of the follow-
ing stopping criteria is met: no maintenance of a PGU is scheduled to start during the newly
allocated maintenance time of the latest selected PGU in the sequence or chain, or a PGU in the
chain has a maintenance starting time that corresponds to the initial starting time of the PGU
that was initially selected to initiate the ejection chain. A graphical representation of the ejec-
tion chain neighbourhood move operator is shown in Figure 5.6, with Figure 5.6(a) containing
an indication of the state of the schedule before the ejection chain is applied and Figure 5.6(b)
containing an indication of the state of the schedule after the ejection chain has been applied.
This neighbourhood move operator is affected by the implementation of Algorithm 5.2.
1 2 3 4 5 6 7 8 9 10 11 12
Time period
1
2
3
4
5
P
G
U
(start)
(a) Maintenance schedule before applying the ejection chain move operator
1 2 3 4 5 6 7 8 9 10 11 12
Time period
1
2
3
4
5
P
G
U
(start)
(b) Maintenance schedule after having applied the ejection chain move operator
Figure 5.6: Graphical representation of a small, hypothetical GMS before and after applying the ejection
chain move operator to the corresponding decision matrix.
In other implementations of the method of SA within the context of GMS, a more basic move
operator, often referred to as the classical move operator, has been implemented, which involves
merely selecting a PGU randomly (according to a uniform distribution) and randomly moving
the maintenance commencement time of the selected PGU to a new point in time within the
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Algorithm 5.2: Ejection chain move operator
Input : The current solution matrix, the number of PGUs in the system, as well as
earliest and latest starting times for the maintenance of each PGU.
Output: A new solution vector after having applied the ejection chain neighbourhood move
operator to the current solution matrix.
ListOfMoves ← ∅;1
MovingUnit ← rand(NumberOfUnits);2
ListOfMoves [1] ← MovingUnit;3
while i← 1 to (NumberOfUnits- 1) do4
TempUnitList ← ∅;5
SolutionVector [MovingUnit ] ← randBetween(EarliestStartTime, LatestStartTime);6
TempNewTime ← SolutionVector [MovingUnit ];7
for counter← 1 to NumberOfUnits do8
if TempNewTime == SolutionVector [i] then9
TempUnitList [counter ] ← i;10
counter ← counter + 1;11
TempUnitList ← TempUnitList [!TempUnitList %in% MovingUnit ];12
Len ← length(TempUnitList);13
if Len == 0 then14
Break15
MovingUnit ← TempUnitList [randBetween(1,counter- 1)];16
i ← i+ 1;17
ListOfMoves [i] ← MovingUnit;18
return SolutionVector19
maintenance window of that PGU [188, 189]. Due to the localised nature of the classical move
operator, its use may pose difficulties for the algorithm in terms of escaping from local optima.
Comparisons of the classical move operator with the ejection chain operator described above
have shown that the ejection chain operator outperforms the classical move operator in most
GMS problem instances [188] and therefore the ejection chain move operator is the only move
operator implemented within the SA implementation of this dissertation.
End-of-search termination criteria
The implementation of the SA algorithm adopted here is subject to two termination criteria.
The primary termination criterion corresponds to when the system is said to be in a frozen
state. Once three consecutive reheats have occurred, the system is considered frozen, as Amin
accepted solution could not be found for three consecutive epochs during the search. A sec-
ondary termination criterion is implemented only to ensure that the algorithm does not exceed
a computation time of eight hours. The reason for choosing an 8-hour timeout period is that
the calculations may thus be completed overnight. This timeout period was verified as sensible
by Mr Bhongo Mdunge [157], a production assurance manager of the national power utility of
South Africa, Eskom, through personal communication.
Once the SA algorithm has terminated, the best solution encountered during the entire search
is returned for the given instance of one of the GMS models of §4.3, along with a graphical
representation of the corresponding maintenance schedule.
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5.3.3 Experimental design
In order to obtain the best results by means of the method of SA, a suitable combination of
algorithmic parameter values has to be selected. This combination will ensure that the solution
space is explored thoroughly and that the SA algorithm returns, on average, solutions of high
quality for a selected instance of the GMS models of §4.3. The method of SA employed to
solve instances of the GMS models of §4.3, as described in §5.3.3, requires specification of five
parameter values. These parameters are the cooling parameter α, the reheating parameter ξ,
the epoch parameter ψ for determining the length of an epoch, the acceptance ratio at the
initial temperature χ0, and the severity factor γ by which the objective function is penalised for
solutions which violate the soft constraints of the models of §4.3.
In order to conduct an SA parameter optimisation experiment, two sets of parameters are
considered separately, in two different phases. During the first phase, the parameters to be
evaluated are the acceptance ratio and the soft constraint violation severity factor. During the
second phase of the experiment, the best combination of parameter values obtained during the
first phase is adopted as constant values. The set of parameters to be considered (varied) during
the second phase of the experiment are the cooling parameter, the reheating parameter and the
epoch parameter.
Table 5.2: Parameter values considered for the initial acceptance ratio and the soft constraint violation
severity factor during the first phase of the parameter optimisation experiment.
Parameter Symbol Very low Low Medium High Very high
Acceptance ratio χ0 0.4 0.5 0.6 0.7 0.8
Severity factor γ 0.25 0.50 0.75 1.00 1.25
For each of the parameters varied during the first phase of the experiment, five values are
considered. These five values correspond to very low, low, medium, high and very high parameter
values for the initial acceptance ratio and the severity factor, respectively. The parameter
values to be considered are shown in Table 5.2. In order to evaluate all the combinations of
these parameters, 52 = 25 parameter configurations have to be considered. For each of these
parameter configurations, each model of §4.3 is solved 30 times by the method of SA in order
to obtain the mean objective function value and the mean computation time per run. Each run
is limited to either four or eight hours of computation time, depending on the size of the test
instance considered. The values of the other three parameters which are not varied during the
first phase, are kept constant at values which correspond to medium values. The medium values
of these parameters may be found in the penultimate column of Table 5.3.
Table 5.3: Parameter values considered for the cooling parameter, the reheating parameter and the
epoch parameter during the second phase of the parameter optimisation experiment.
Parameter Symbol Low Medium High
Cooling parameter α 0.85 0.90 0.95
Reheating parameter ξ 0.55 0.75 0.95
Epoch parameter ψ 1 2 4
The way in which good parameter configurations are obtained during the second phase of the
parameter optimisation experiment involves considering three values of each remaining param-
eter. These three values correspond to low, medium and high parameter configurations. Each
of the resulting 33 = 27 combinations of the parameters have to be evaluated in order to ensure
that suitable parameter values are employed when eventually solving the GMS models of §4.3 in
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Algorithm 5.3: Simulated annealing for GMS
Input : A full data set for an instance of the GMS models of §4 as well as all the
parameters required for implementation of the SA algorithm.
Output: The best solution matrix (and corresponding objective function value) found
during the SA search.
EpochNum ← 0;1
counter ← 1;2
Stuck ← 0;3
BestSol ← 0;4
Solutions ← ∅;5
Solutions [counter ] ← ObjValue (x);6
while (EpochNum ≤ 3) & (counter ≤ NumOfIterations ) do7
counter ← counter +1;8
x ← EjectionChain (x);9
CurrentObjValue ← ObjValue (x);10
if NumberAccepts ≥ Amin then11
Temp [counter ] ← αTemp [counter −1];12
Stuck ← 0;13
EpochNum ← 0;14
else15
Temp [counter ] ← Temp [counter −1];16
Stuck ← Stuck +1;17
if Stuck == L then18
EpochNum ← EpochNum +1;19
Stuck ← 0;20
Temp [counter ] ← Temp[counter+1]/ξ;21
if Solutions [counter −1] > CurrentObjValue then22
Solutions [counter ] ← CurrentObjValue;23
if Solutions [counter ] < BestSol then24
BestSol ← Solutions [counter ];25
BestSol X ← x26
else if (exp((Solutions [counter −1]−CurrentObjValue )/Temp[counter])) ≥27
RandBetween(0, 1) then
Solutions [counter ] ← CurrentObjValue;28
else29
Solutions [counter ] ← Solutions [counter −1];30
return BestSol X & BestSol31
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the context of a test instance. The parameter values considered for each of the three mentioned
parameters during the second phase of the parameter optimisation experiment are shown in
Table 5.3. For each of these parameter configurations, the GMS models of §4.3 are again solved
30 times by the method of SA in order to obtain the mean objective function value and the
mean computation time per run. Each run is again limited to four or eight hours of compu-
tation time. In each case, the best parameter configuration obtained during the first phase of
the parameter optimisation experiment is taken as constant values for all combinations of the
parameters during the second phase.
5.4 Chapter summary
This chapter contained a description of the approaches adopted in this dissertation to obtain
exact or approximate solutions to instances of the GMS models of §4.3.
The exact solution approach involves exploitation of the mathematical programming nature of
the GMS problem and is implemented in CPLEX, which is capable of providing exact solutions
to relatively small MIP instances with linear objective functions within a reasonable amount of
time. The description of the exact solution methodology included a motivation for the selection
of CPLEX as the exact solution platform and an overview of the implementation of the GMS
models of §4.3 in CPLEX in §5.2.
In §5.3, a second, albeit approximate, solution approach was described, namely the metaheuris-
tic method of SA. This description included an explanation of the reasoning behind selecting
SA as approximate solution technique and the implementation of SA in the context of the GMS
models of §4.3 in R. A detailed discussion was also included on the method of determining
initial solutions and the initial temperature for the algorithm, the cooling and reheating sched-
uled employed, the constraint handling technique implemented, the epoch management protocol
adopted, the neighbourhood move operator selected and the termination criteria enforced. A
pseudo-code summary of the SA algorithmic implementation employed in this dissertation is
given in Algorithm 5.3. In §5.3.3, the experimental design that is to be followed to determine a
suitable combination of parameter values for the SA algorithm was described. The experiment
will be performed in two separate phases. The first phase involves variation of the initial accep-
tance ratio and the soft constraint violation severity factor, whereas the second phase involves
variation of the cooling parameter, the reheating parameter and the epoch parameter.
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The solution approaches described in §5 are applied later in this dissertation to solve the newly
proposed GMS model of §4 in the context of two test systems from the GMS literature. The
first system is the so-called 21-unit system which was introduced by Dahal and McDonald [54].
The second is a system introduced by Schlu¨nz [188] in 2011 which is based on the Institute
of Electrical Engineering and Electronic Engineering Reliability Test System (IEEE-RTS) data
set [8, 9]. The data and model constraints specified for each of these benchmark systems are
described in detail in this chapter.
6.1 The 21-unit system
The 21-unit test system was derived by Dahal and McDonald [54] from a system presented
by Yamayee [219] in 1983, but with additional constraints and some simplifications so as to
represent an adequate GMS problem instance. The original objective in this GMS problem
instance was to minimise the SSR levels (i.e. a reliability criterion). The constraints include
maintenance window constraints for each PGU in the system, the availability of maintenance
personnel during each week of the planning period, requirements on personnel during each time
period of maintenance for every PGU and meeting the system load demand.
This test system contains twenty one PGUs. The specifications of these PGUs are presented
in Table 6.1. The scheduling window spans fifty two weeks with a constant peak demand of
4 739 MW for each week over the entire scheduling window. Each of the PGUs has an allowable
maintenance window which is also presented in Table 6.1 along with the duration of the mainte-
nance that has to be performed on the PGU. The maximum number of maintenance personnel
available to perform maintenance during any week of the planning period is twenty. The as-
sumed number of time periods that have elapsed between the end of the previous maintenance
date of each PGU in the 21-unit test system and the start of the current planning horizon,
is based on PGU maintenance timings in the best solution obtained by Schlu¨nz [188] for this
benchmark system and these time durations are presented in Table 6.2.
101
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Table 6.1: Specifications and maintenance requirements for the 21-unit test system [54].
Capacity Earliest starting Latest starting Duration Manpower required during Failure
PGU (MW) time (week) time (week) (weeks) each week of maintenance rate
1 555 1 20 7 10, 10, 5, 5, 5, 5, 3 0.0873
2 555 27 48 5 10, 10, 10, 5, 5 0.0873
3 180 1 25 2 15, 15 0.0873
4 180 1 26 1 20 0.0873
5 640 27 48 5 10, 10, 10, 10, 10 0.0873
6 640 1 24 3 15, 15, 15 0.0873
7 640 1 24 3 15, 15, 15 0.0873
8 555 27 47 6 10, 10, 10, 5, 5, 5 0.1178
9 276 1 17 10 3, 2, 2, 2, 2, 2, 2, 2, 2, 3 0.1178
10 140 1 23 4 10, 10, 5, 5 0.1178
11 90 1 26 1 20 0.1527
12 76 27 50 3 10, 15, 15 0.1527
13 76 1 25 2 15, 15 0.0873
14 94 1 23 4 10, 10, 10, 10 0.0873
15 39 1 25 2 15, 15 0.1527
16 188 1 25 2 15, 15 0.1527
17 58 27 52 1 20 0.0873
18 48 27 51 2 15, 15 0.0873
19 137 27 52 1 15 0.3733
20 469 27 49 4 10, 10, 10, 10 0.0873
21 52 1 24 3 10, 10, 10 0.0873
In an ideal case, if failure times were available for each of the PGUs, which is not the case
for the 21-unit test system, the failure times of each of the PGUs in the system could have
been analysed as described in §3. Such data would first have been classified as either complete
data, right-censored data, interval-censored data or left-censored data, as demonstrated in §3.5.
Thereafter, one of the trend tests described in §3.6 would have been employed to determine
whether or not a trend exists in the failure times, indicating whether the system is repairable or
non-repairable. An appropriate life distribution model (in the case of a non-repairable system),
as described in §3.3, or an appropriate repair model (in the case of a repairable system), as
described in §3.4, would then have been selected for each of the PGUs in the system. Finally,
the parameters (i.e. failure rates) of the selected model would have been calculated by employing
one of the model parameter estimation methods described in §3.7.
Since failure times for the PGUs are not available, however, the failure rate of each of the PGUs
was instead extrapolated from the RTS-79 system (described in more detail in the following
section) by comparing the size and duration of each PGU in the two test systems. These
approximate failure rates are also presented in Table 6.1.
In order to solve the nonlinear model described in §4.3, the objective function was linearised
Table 6.2: The assumed number of weeks that have elapsed between the previous PGU maintenance
times and the start of the current planning horizon for the 21-unit test system.
PGU 1 2 3 4 5 6 7 8 9 10 11
x′u 46 15 32 50 5 49 28 22 39 38 51
PGU 12 13 14 15 16 17 18 19 20 21
x′u 25 40 36 43 30 0 17 10 9 46
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by means of the piecewise linear approximation method described in §5.1. The breakpoints
for each of the curves which represents the expected energy produced by a PGU in the 21-
unit test system over the scheduling window were calculated and are presented in Table 6.3.
The number of breakpoints in each approximation was selected as the smallest value for which
the corresponding piecewise linear function accounts for more than 99.5% of the true expected
energy production curve (in terms of the maximum deviation of the expected energy curve
from the piecewise linear approximation function). The error proportion of the piecewise linear
approximation function and the corresponding number of breakpoints for each PGU are also
presented in Table 6.3. The true expected energy production curve of PGU 17, for example,
exhibiting the largest number of interior breakpoints, and that of PGU 19, exhibiting the smallest
number of interior breakpoints, are shown in Figure 6.1. The piecewise linear approximation
of each of these curves is also shown in the figure together with the corresponding number of
breakpoints.
Table 6.3: Optimal piecewise linear approximation breakpoints for the 21-unit test system which result
in an expected energy production approximation remaining within an error band of 0.5% of the true
expected energy production curve for each PGU.
Number of interior Error Interior
PGU breakpoints proportion breakpoints
1 3 0.00392 21, 35, 45
2 4 0.00423 8, 19, 33, 44
3 3 0.00346 15, 32, 44
4 2 0.00409 27, 42
5 5 0.00393 6, 13, 22, 33, 44
6 2 0.00484 27, 42
7 3 0.00406 14, 31, 43
8 3 0.00487 16, 35, 45
9 4 0.00348 22, 34, 42, 48
10 2 0.00275 31, 44
11 2 0.00223 34, 45
12 2 0.00425 33, 45
13 3 0.00296 17, 33, 44
14 3 0.00360 17, 33, 44
15 2 0.00266 34, 45
16 2 0.00315 33, 45
17 5 0.00401 5, 11, 19, 30, 42
18 4 0.00344 8, 19, 33, 44
19 1 0.00209 46
20 4 0.00487 7, 17, 30, 43
21 3 0.00285 20, 35, 45
6.2 The 32-unit IEEE-RTS
The IEEE-RTS GMS problem instance was published in 1979 [8], and is referred to in this
dissertation as the RTS-79 system. This test system was developed by a subcommittee of
the IEEE Power System Engineering Committee and its Application of Probability Methods
Subcommittee. Before the publication of this test system, a need existed for a standardised
power system for the purpose of reliability evaluation which eventually led to the development
Stellenbosch University  https://scholar.sun.ac.za
104 Chapter 6. Academic benchmark system data
2 000
4 000
6 000
0 10 20 30 40 50
Week
E
x
p
ec
te
d
en
er
g
y
(M
W
.w
ee
k
)
PGU 17 Piecewise PGU 17 True PGU 19 Piecewise PGU 19 True
Figure 6.1: The true curves representing the expected energy production of two PGUs in the 21-unit
test system together with the corresponding piecewise linear approximation of each curve. The curves
represent the expected energy of the PGU with the largest number of breakpoints in Table 6.3 (PGU 17)
as well as that of the PGU with the smallest number of breakpoints (PGU 19). The black dots indicate
the corresponding breakpoints for each of the piecewise linear approximations.
of the RTS-79 system. Since then, revisions to the test system have been published (in 1986
and 1999). These revisions are referred to in this dissertation as the RTS-86 system [9] and the
RTS-96 system [99], respectively.
A more recent test system, which was derived from the RTS-79 system as a result of the inclusion
of a number of additional parameter values and constraints, was published by Schlu¨nz [188] in
2011. This system is henceforth referred to as the IEEE-RTS and comprises maintenance window
constraints, load demand constraints (which include a safety margin), resource requirements and
availability constraints, as well as PGU maintenance exclusion constraints.
The system contains thirty two PGUs that each has to be scheduled once for planned main-
tenance within a scheduling window of fifty two weeks. The specifications of the IEEE-RTS,
including the capacities of PGUs, earliest and latest starting times for maintenance of each PGU,
PGU maintenance durations and manpower requirements associated with the maintenance of
each PGU, are presented in Table 6.4. The manpower available is limited to twenty five during
each week of the scheduling window.
The PGUs that form part of each of seven exclusion sets are presented in Table 6.5. The
PGUs contained in these exclusion sets are PGUs within single power stations and therefore
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Table 6.4: Specifications and maintenance requirements for the IEEE-RTS [188].
Capacity Earliest starting Latest starting Duration Manpower required during Failure
PGU (MW) time (week) time (week) (weeks) each week of maintenance rate
1 20 1 25 2 7, 7 0.3733
2 20 1 25 2 7, 7 0.3733
3 76 1 24 3 12, 10, 10 0.0857
4 76 27 50 3 12, 10, 10 0.0857
5 20 1 25 2 7, 7 0.3733
6 20 27 51 2 7, 7 0.3733
7 76 1 24 3 12, 10, 10 0.0857
8 76 27 50 3 12, 10, 10 0.0857
9 100 1 50 3 10, 10, 15 0.1400
10 100 1 50 3 10, 10, 15 0.1400
11 100 1 50 3 15, 10, 10 0.1400
12 197 1 23 4 8, 10, 10, 8 0.1768
13 197 1 23 4 8, 10, 10, 8 0.1768
14 197 27 49 4 8, 10, 10, 8 0.1768
15 12 1 51 2 4, 4 0.0571
16 12 1 51 2 4, 4 0.0571
17 12 1 51 2 4, 4 0.0571
18 12 1 51 2 4, 4 0.0571
19 12 1 51 2 4, 4 0.0571
20 155 1 23 4 5, 15, 10, 10 0.1750
21 155 27 49 4 5, 15, 10, 10 0.1750
22 400 1 21 6 15, 10, 10, 10, 10, 5 0.1527
23 400 27 47 6 15, 10, 10, 10, 10, 5 0.1527
24 50 1 51 2 6, 6 0.0857
25 50 1 51 2 6, 6 0.0857
26 50 1 51 2 6, 6 0.0857
27 50 1 51 2 6, 6 0.0857
28 50 1 51 2 6, 6 0.0857
29 50 1 51 2 6, 6 0.0857
30 155 1 23 4 12, 12, 8, 8 0.1750
31 155 1 49 4 12, 12, 8, 8 0.1750
32 350 1 48 5 5, 10, 15, 15, 5 0.1461
Table 6.5: Seven exclusion data sets for the IEEE-RTS [188].
Exclusion set Maximum Units
1 2 1, 2, 3, 4
2 2 5, 6, 7, 8
3 1 9, 10, 11
4 1 12, 13, 14
5 3 15, 16, 17, 18, 19, 20
6 3 24, 25, 26, 27, 28, 29
7 1 30, 31, 32
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only a limited number of PGUs are allowed to be in simultaneous maintenance in each of the
seven cases.
Table 6.6: Demand requirement per week for the IEEE-RTS [188].
Demand Demand Demand Demand
Week (MW) Week (MW) Week (MW) Week (MW)
1 2 457 14 2 138 27 2 152 40 2 063
2 2 565 15 2 055 28 2 326 41 2 118
3 2 502 16 2 280 29 2 283 42 2 120
4 2 377 17 2 149 30 2 508 43 2 280
5 2 508 18 2 385 31 2 058 44 2 511
6 2 397 19 2 480 32 2 212 45 2 522
7 2 371 20 2 508 33 2 280 46 2 591
8 2 297 21 2 440 34 2 078 47 2 679
9 2 109 22 2 311 35 2 069 48 2 537
10 2 100 23 2 565 36 2 009 49 2 685
11 2 038 24 2 528 37 2 223 50 2 765
12 2 072 25 2 554 38 1 981 51 2 850
13 2 006 26 2 454 39 2 063 52 2 713
The load demand of the test system, presented in Table 6.6, exhibits a typical two-seasonal peak
demand characteristic with the peak load being reached during Week 51. The load demand
requires a safety margin of 15%, as indicated in Figure 6.2, which also contains the load demand
for all fifty two weeks (including the safety margin). Finally, the presumed number of time
periods that have elapsed between the ends of the previous PGU maintenance instances and the
start of the current planning horizon in the IEEE-RTS are again based on the PGU maintenance
timings in the best solution obtained by Schlu¨nz [188] for this test system and these time
durations are presented in Table 6.7.
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Figure 6.2: IEEE-RTS demand including safety margin of 15% [188].
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Table 6.7: The assumed number of time periods that have elapsed between the previous PGU mainte-
nance times and the start of the current planning horizon for the IEEE-RTS.
PGU 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
x′u 46 27 51 8 49 21 30 16 11 25 43 38 48 15 9 26
PGU 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
x′u 18 18 27 37 25 44 21 18 10 26 35 29 16 40 33 14
Table 6.8: Optimal piecewise linear approximation breakpoints for the IEEE-RTS which result in an
expected energy production approximation remaining within an error band of 0.5% of the true expected
energy production curve for each PGU.
Number of interior Error Interior
PGU breakpoints proportion breakpoints
1 1 0.2631 47
2 1 0.2632 47
3 2 0.48 27, 42
4 4 0.48 7, 16, 29, 42
5 1 0.2631 47
6 1 0.2647 47
7 3 0.3886 14, 31, 43
8 4 0.3731 8, 19, 33, 44
9 4 0.4005 6, 16, 34, 45
10 3 0.3268 16, 36, 46
11 2 0.3471 33, 45
12 2 0.3409 36, 46
13 2 0.3317 36, 46
14 3 0.4408 10, 36, 46
15 4 0.3985 8, 18, 29, 41
16 3 0.4357 12, 27, 41
17 4 0.3293 9, 19, 31, 42
18 4 0.3293 9, 19, 31, 42
19 3 0.4271 12, 27, 41
20 2 0.348 36, 46
21 2 0.4553 35, 46
22 2 0.4997 34, 45
23 3 0.4906 16, 37, 46
24 4 0.3345 8, 19, 33, 44
25 4 0.4341 7, 16, 29, 42
26 3 0.4092 13, 30, 43
27 3 0.327 16, 33, 44
28 3 0.2984 17, 33, 44
29 4 0.355 8, 19, 32, 43
30 2 0.3419 36, 46
31 2 0.3633 36, 46
32 4 0.3953 8, 22, 38, 46
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As for the 21-unit test system, the same method of determining failure rates of the PGUs would
have been adopted in the case of the IEEE-RTS, as described in §3, had previous failure times
of the PGUs been available. Since this is not the case, however, the failure rate of each PGU
was derived from the MTTF provided for each type of PGU in the RTS-79 system [8, 9].
In order to solve the nonlinear model described in §4.3, the objective function was again lin-
earised by means of a piecewise linear approximation, as described in §5.1. The piecewise linear
approximation breakpoints for each of the of the expected energy production curves of the
PGUs in the 32-unit IEEE-RTS were calculated and are presented in Table 6.8. The number
of breakpoints were again selected in such a manner such that the corresponding piecewise lin-
ear approximation achieves an accuracy of more than 99.5% with respect to the true expected
energy production curve. The error proportion of the piecewise linear approximation and the
corresponding number of breakpoints for each PGU are also presented in Table 6.8. The true
expected energy production curves of PGU 4, exhibiting the largest number of interior break-
points, and that of PGU 1 in Table 6.8, exhibiting the smallest number of interior breakpoints,
are shown in Figure 6.3. The piecewise linear approximations of these curves are also shown in
the figure together with the corresponding number of breakpoints.
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Figure 6.3: The true expected energy production curves of two PGUs in the IEEE-RTS together with
the corresponding piecewise linear approximation of each curve. The curves represent the expected energy
of the PGU with the largest number of breakpoints in Table 6.8 (PGU 4) as well as that of the PGU with
the smallest number of breakpoints (PGU 1). The black dots indicate the corresponding breakpoints for
each of the piecewise linear approximations.
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6.3 Chapter summary
Two test systems in terms of which the effectiveness of the GMS models proposed in §4 and the
solution approaches described in §5 are to be tested later in this dissertation were described in
this chapter, namely a 21-unit test system and the well-known 32-unit IEEE-RTS. The 21-unit
test system is a very basic power system containing twenty one PGUs and exhibiting a constant
demand over fifty two one-week planning periods into which the annual scheduling window is
discretised, and was presented in §6.1. This test system does not include the specification of
a safety margin on the peak demand and also includes no exclusion or precedence constraint
specifications. The larger IEEE-RTS was presented in §6.2. This system contains thirty two
PGUs and exhibits a varying peak demand, which may be attributed to seasonal demand. This
system also contains a 15% safety margin specification over and above the required peak demand
of the system. The 32-unit IEEE-RTS has seven exclusion sets which form part of the problem
instance specification.
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The results obtained for the two academic benchmark systems, presented in §6, when adopting
the minimisation of the probability of unit failure GMS objective function, as presented in §4.3,
is presented in this chapter. This presentation includes the results obtained by means of the
exact and the approximate solution approaches described in §5.
7.1 Exact solution results
Exact solutions to the linear GMS model of §4.3 are presented in this section within the context
of the two GMS test systems reviewed in §6. These exact solutions are also contrasted with
solutions from the literature resulting from the adoption of another GMS objective within the
class of reliability criteria. A personal computer, with an Intel CoreTM i7-4770 processor and
8 GB RAM running at 3.4 GHz within a MicrosoftTM Windows 7 64-bit operating system was
used to perform all the computational evaluations reported in this chapter.
7.1.1 The 21-unit system
This section contains a presentation of an exact solution obtained by CPLEX for the linear
model of §4.3 as applied to the 21-unit test system [54]. The solution is compared to a solution
obtained in the literature upon adoption of another reliability scheduling criterion (minimisation
of the SSR). The feasibility of an exact solution approach for the linear model in §4.3 within the
context of the 21-unit test system is also analysed in the form of a sensitivity analysis involving
various relaxations of the demand and maintenance scheduling window constraints.
Numerical results
An exact solution to the linear GMS model of §4.3 is obtained for the 21-unit test system by
CPLEX within 23 seconds. The optimal decision variable values of this solution are given in inte-
ger decision vector form by x = [13, 33, 9, 11, 38, 1, 4, 27, 1, 13, 12, 35, 19, 15, 21, 7, 47, 31, 30, 43, 23],
111
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which corresponds to an optimal objective function value of 43.542. A graphical representation
of this optimal maintenance schedule is presented with the colour scale in Figure 7.1(a) indi-
cating the capacity (in MW) of each PGU and the colour scale in Figure 7.1(b) indicating the
failure rate of each PGU. The manpower required over the duration of the scheduling window to
implement the optimal solution in Figure 7.1 is shown in Figure 7.2(a). The available capacity
over the duration of the scheduling window associated with the optimal solution in Figure 7.1
is shown in Figure 7.2(b). In Figure 7.3, the probability of failure for each of the PGUs is
presented, with the maintenance starting at the dates indicated by means of black dots.
The CPLEX model implemented, as shown in Figures 5.2–5.4, terminates once the first optimal
solution is found. In order to obtain a complete set of optimal solutions for the 21-unit test
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Figure 7.1: An optimal solution to the linear model of §4.3 for the 21-unit test system.
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Figure 7.2: Evaluation of the manpower required and the capacity available over the duration of the
scheduling window for the 21-unit test system.
system, however, a total of 50 seconds of computation time is required. Only one alternative
optimal solution1 to the 21-unit test system is thus found.
A combination of Figures 7.1, 7.2 and 7.3 may be used to analyse the optimal solution to the
linear GMS model in §4.3 obtained for the 21-unit test system. For instance, the influence of
weighting the probability of failure by the rated capacity of each PGU in the newly proposed
scheduling criterion (objective function) is clear in Figure 7.1(a) where two of the largest PGUs
in the power system, namely PGU 6 and PGU 7, are scheduled for maintenance to start during
1This alternative is x = [13, 33, 9, 11, 38, 4, 1, 27, 1, 13, 12, 35, 19, 15, 27, 7, 47, 31, 30, 43, 23].
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Figure 7.3: Graphical representation of the reliability of each PGU of the 21-unit test system with
the starting time of planned maintenance indicated by the dot as per the optimal solution shown in
Figure 7.1.
planning periods 1 and 4, respectively. Once the maintenance of PGU 6 is completed, the
maintenance of PGU 7 is scheduled to commence immediately. It is furthermore clear that good
solutions to the linear GMS model of §4.3 will seek to schedule PGUs with larger capacities
for maintenance early during the scheduling window. This may be seen in Figure 7.2(b) where,
during the early stages of the scheduling window, the available capacity is very close to the
demand after which it increases toward the middle of the scheduling window. The available
capacity is observed to diminish again during planning period 27, which is typically when the
second set of maintenance window constraints start. At the end of the scheduling window, it may
also be observed that no maintenance is scheduled as all the PGUs have already been serviced and
so the maximum capacity is available (i.e. no manpower is required for maintenance scheduling),
as indicated in Figure 7.2(a). The same effect may be observed during planning period 26 when
no planned maintenance is scheduled, because all the PGUs which have maintenance windows
within the first half of the scheduling window, have already been serviced.
The newly proposed GMS objective function does not only give preference to the maintenance
of PGUs with large capacities, but also to PGUs with large failure rates, as may be seen in
Figure 7.1(b). The PGU with the largest failure rate is PGU 19 which only has a capacity of
137 MW and has an earliest maintenance staring time of 27. The optimal solution shows that
the maintenance of PGU 19 is scheduled to commence during planning period 30, which is earlier
than the maintenance starting time of PGUs 2, 5, 8 and 20 (which all have larger capacities
than PGU 19). The effects of failure rates on maintenance scheduling is better expressed in
Figure 7.3 where it may be seen that PGUs with high failure probabilities are typically scheduled
for maintenance earlier than PGUs with low failure probabilities.
Comparison with results from the literature
The effects of taking into account the probability of failure as well as the rated capacity of
each PGU, as in the newly proposed objective function of §4.3.2, may profitably be analysed by
comparing the results reported above with results found in the literature when adopting other
reliability scheduling criteria, such as minimisation of the SSR. The aforementioned results are
therefore compared in this section with the results obtained by Schlu¨nz and Van Vuuren [188]
who adopted the SSR scheduling criterion in (2.8). The results of Schlu¨nz and Van Vuuren [188]
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(referred to here as Scenario A) are compared with the results reported above (referred to here
as Scenario B). Both GMS objectives adopted in Scenarios A and B reside within the class of
the reliability scheduling criteria and the results of Schlu¨nz and Van Vuuren[188] for the 21-
unit test system (with the minimisation of SSR as objective) represent the best results in the
literature for this particular scheduling criterion and problem instance combination. A graphical
representation of the two maintenance schedules for Scenarios A and B and their effects on the
manpower required and the available capacity for the 21-unit test system is shown in Figure 7.4.
In Figure 7.4(a), the maintenance schedules of the two scenarios are compared, with the colour
scale indicating the capacity of the PGUs in the system. The effects of the two maintenance
schedules on the manpower required and the available capacity are shown in Figures 7.4(b) and
7.4(c), respectively. A comparison between the results for the two scenarios in terms of both
scheduling objectives is presented in Table 7.1. The optimal solution of Scenario B performs
17.519% worse than that of Scenario A in terms of the SSR scheduling objective. A similar
observation is made when taking the best solution obtained for the newly proposed objective. In
this case, the solution obtained for Scenario B performs 10.34% better than that for Scenario A.
A reason for this is that the two objectives conflict with each other in terms of when maintenance
should be scheduled for the PGUs. In Scenario A, the objective function aims to spread the
maintenance of PGUs with large capacities out over the entire scheduling window in order to
levelise the reserves of the system. The objective function of Scenario B, on the other hand,
aims to schedule planned maintenance for the PGUs as early as possible during the scheduling
window.
Table 7.1: Comparison between objective function values associated with the maintenance schedules in
Figure 7.4(a) for Scenarios A and B in the context of the 21-unit test system. The asterisk indicates an
optimal solution. The percentage change values are computed for the solution of Scenario B relative to
that of Scenario A.
Measure of
SSR probability
Scenario (MW2) of failure
A 13 664 879 48.042
B 16 567 361 43.542∗
Percentage change +17.519% −10.34%
It may be seen in Figure 7.4(a) that PGUs with large capacities are scheduled as early as pos-
sible, within their respective PGU maintenance windows. It may also be seen in Figure 7.4(a)
that, compared to Scenario A, some PGUs with higher failure rates are scheduled for planned
maintenance earlier during the scheduling window. PGU 9, for example, is scheduled for main-
tenance during the first week of the scheduling window due to its 0.1178 failure rate, which is
13 weeks earlier than in Scenario A. A similar observation may be made for PGU 16, which
is scheduled for maintenance 15 weeks earlier in Scenario B than in Scenario A. PGU 19 has
the highest failure rate of all the PGUs in the system, but has an earliest starting time for
maintenance at 27 weeks. In Scenario B, planned maintenance of PGU 19 is scheduled to start
during week 30, which is 12 weeks before the planned maintenance of PGU 19 in Scenario A.
The different effects of the two scheduling objectives may also be observed in Figure 7.4(b).
In Scenario A, the manpower required for planned maintenance is spread out over the entire
scheduling window. During each planning period of the problem instance, manpower is required
as there is no planning period within the scheduling window during which no PGUs are in
maintenance. In Scenario B, on the other hand, the maximum amount of manpower is often
required during the early stages of the scheduling window. It is also observed that at the end
Stellenbosch University  https://scholar.sun.ac.za
116 Chapter 7. Minimising probability of unit failure
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
0 10 20 30 40 50
200
400
600
Cap
Cap
200
400
6001
2
3
4
5
6
7
8
9
10
1
12
13
14
15
16
17
18
19
20
21
0 10 20 30 40 50
Weeks
Un
its
200
400
600
Cap
Cap
200
400
600200
4
600
U
n
it
s
S
cen
ario A
S
cen
a
rio B
Weeks
Capacity
(a) Two maintenance schedules for the 21-unit test system corresponding to different GMS criteria
0
2
4
6
8
10
12
14
16
18
20
0 10 20 30 40 50
M
a
n
p
ow
er
Manpower Available Manpower required: A Manpower required: B
Weeks
(b) The manpower required over the duration of the scheduling window for the two maintenance schedules
in Figure 7.4(a)
4750
5000
5250
5500
0 10 20 30 40 50
Weeks
C
ap
ac
it
y
Max Capacity Available Capacity: A Available Capacity: B Demand
(c) The available system capacity over the duration of the scheduling window for the two maintenance
schedules in Figure 7.4(a)
Figure 7.4: Comparison between the maintenance schedules of Scenarios A and B for the 21-unit test
system.
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of both halves of the scheduling window (e.g. weeks 1–27 and weeks 28–52) no manpower is
required as no maintenance is scheduled during these times.
Similar observations may also be made in respect of Figure 7.4(c). In Scenario A, the available
capacity never falls below a 6% gap between the demand and the available capacity. The available
capacity mainly occurs in the middle of the graph and, compared to Scenario B, fewer jumps
are observed in the available capacity. In Scenario B, on the other hand, the available system
capacity drops down to 0.696% above the demand during the early stages of the scheduling
window.
Sensitivity analysis
An exact approach towards solving the linear GMS model of §4.3 for large power systems or
very unconstrained systems is not expected to be feasible. The feasibility of an exact solution
approach by CPLEX is of course also influenced by the nature of the objective function (e.g.
linear or nonlinear). It was demonstrated in §7.1.1 that employing such an exact model solution
approach in the context of the 21-unit test system is feasible.
In order to analyse the effects of alterations in the system specifications on the exact model
solution approach, six cases are analysed in this section in terms of the computation time
required by CPLEX to solve the linear model of §4.3. These cases involve combinations of
increasing the peak demand of the system by a certain margin and relaxing the maintenance
window constraints to have an earliest starting time of 1 and a latest starting time of 53 less the
duration of maintenance of each PGU. The first case is the original 21-unit test system which
is considered as a reference case for the other five cases. The second case involves a 3% increase
in the peak demand, but adheres to the original test system’s maintenance window constraints.
The third case involves a 6.5% increase in the peak demand, but also adheres to the original
maintenance window constraints. In the fourth case, the peak demand is kept as specified for the
original 21-unit test system, but the maintenance window constraints are relaxed as described
above. The fifth case involves a 3% increase in the peak demand and relaxed maintenance
window constraints. Finally, the sixth case involves an increase in the peak demand of 6.5% and
relaxed maintenance window constraints. Various statistics pertaining to optimal solutions of
the linear model in §4.3 are shown for these six cases in Table 7.2.
Case 1 requires 23 seconds of computing time by CPLEX to obtain an optimal solution. In
Case 2 the demand is increased by 3%, which requires 26 seconds of computing time and yields
a 1.470% worsening of the objective function value. This is a small increase in computing time
Table 7.2: Various statistics pertaining to optimal solutions of the linear model of §4.3 in a sensitivity
analysis in respect of demand and PGU maintenance windows for the 21-unit test system. The last
column contains gap values with respect to provable lower bounds on the minimum objective function
value. An asterisk denotes that a time-out budget of 4 hours of computation time was reached by CPLEX.
Demand Maintenance Objective function Time Gap
Cases (%) window value (s) (%)
1 100 Original 43.542 23 0
2 103 Original 44.182 26 0
3 106.5 Original 44.409 28 0
4 100 Relaxed 37.768 2 264 0
5 103 Relaxed 39.018 4 929 0
6 106.5 Relaxed 40.784∗ 14 400 5.03
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and an optimal solution is still obtained. Furthermore, when increasing the demand by 6.5%,
in Case 3, a computation time of 28 seconds is required to obtain the optimal solution which
results in a 1.991% worsening of the objective function value compared to that in Case 1. It is
observed that increasing the demand has a small impact on the computation time required to
solve the linear model of §4.3 for the 21-unit test system. This computation time increases by
only 5 seconds over the course of a 6.5% increase in demand.
When the maintenance window constraints are relaxed, however, the number of optimal solu-
tions to the linear model of §4.3 increases drastically, and so does the required computation
time. Case 4, in which the demand is kept as specified for the original 21-unit test system and
the maintenance window constraints are relaxed, results in a large increase in computation time.
A total of 2 264 seconds of processing time is required in this case to obtain the first optimal
solution, which is 13.261% better than that in Case 1. A further increase in computation time
is observed in Case 5, where the demand is increased by 3% and the maintenance window con-
straints are relaxed. The first optimal solution is obtained within 4 929 seconds of computation
time (which is more than double the computation time required for Case 4) and yields an objec-
tive function value that is 10.390% better than that of Case 1. Finally, in Case 6, it is found that
no optimal solution can be obtained within the time-out budget of 14 400 seconds of processing
time. A gap of 5.03% is obtained between the best objective function value (of 40.784) and the
largest provable lower bound on the objective function within four hours of computation time.
7.1.2 The IEEE-RTS
In this section, exact solutions to the linear GMS model of §4.3 obtained by CPLEX for the
IEEE-RTS [188] are presented and compared with solutions in the literature obtained when
scheduling according to another reliability scheduling criterion (minimisation of the SSR). The
practical feasibility of an exact solution approach for the IEEE-RTS is also analysed in the form
of a sensitivity analysis.
Numerical results
An exact solution to the linear GMS model of §4.3 is obtained for the IEEE-RTS by CPLEX
within 382 seconds. The optimal decision variable values of this solution are given in integer de-
cision vector form by x = [3, 6, 24, 35, 5, 30, 24, 32, 13, 18, 21, 11, 1, 27, 22, 20, 25, 33, 22, 7, 27, 5, 31,
14, 20, 18, 16, 22, 16, 16, 1, 9], which corresponds to an optimal objective function value of 57.886.
A graphical representation of the optimal maintenance schedule is presented in Figure 7.5 with
the colour scale in Figure 7.5(a) indicating the capacity (in MW) of each PGU and the colour
scale in Figure 7.5(b) indicating the failure rate of each PGU. The manpower required over the
duration of the scheduling window to implement the optimal solution in Figure 7.5 is shown
in Figure 7.6(a). The available capacity over the duration of the scheduling window associated
with the optimal solution is further shown in Figure 7.6(b).
As mentioned before, the implemented CPLEX model terminates once the first optimal solution
is found. In order to obtain a complete set of alternative optimal solutions for the IEEE-RTS,
a total of 2 127 seconds of computation time is required during which a total 4 147 200 optimal
solutions are found for the IEEE-RTS. These alternative solutions are not reported here individ-
ually due to the large number of alternative solutions. All of the 4 147 200 optimal solutions may
be found by exchanging the maintenance commencement dates within certain groups of PGUs
in the system. The PGUs in each of these groups have the exact same specifications in terms
of capacity, maintenance duration, earliest and latest maintenance commencement dates and
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(a) An optimal maintenance schedule with the colour scale indicating the rated capacity of the PGUs of
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the IEEE-RTS
Figure 7.5: An optimal solution to the linear model of §4.3 for the IEEE-RTS.
failure rates, and hence these PGUs are interchangeable in any optimal maintenance schedule.
There are six of these interchangeable groups of PGUs, as presented in Table 7.3.
Multiplying the number of interchangeable combinations of the six groups presented in Table 7.3,
one arrives at the total number of alternative optimal solutions of 4 147 200. These groups also
correspond more or less to the groups of PGUs that form exclusion sets, as presented in Table 6.5.
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Figure 7.6: Evaluation of the manpower required and system capacity available over the duration of
the scheduling window for the IEEE-RTS.
Figures 7.5 and 7.6 may be used to analyse the optimal solutions obtained for the IEEE-RTS. For
this test system, a clear trade-off is observed in terms of when maintenance is scheduled between
the rated capacity of a PGU and the failure rate of a PGU. In Figure 7.5(a), it is observed that
PGUs 13, 20, 22 and 31, which have large rated capacities, are scheduled for maintenance early
during the scheduling window. Along with these PGUs, PGUs 1, 2 and 5 are also scheduled
for planned maintenance early during the scheduling window, although in this case due to their
high failure rates. It is also observed that maintenance of all the PGUs is completed during
planning period 38, which is 14 planning periods before the end of the scheduling window. This
is attributed to the fact that the objective function seeks to schedule planned maintenance as
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Table 7.3: Six groups of PGUs which have identical specifications. Any two PGUs within the same
group are interchangeable in an optimal maintenance schedule for the IEEE-RTS.
Number of
Group PGUs combinations
1 1,2 2
2 9,10,11 6
3 12,13 2
4 15,16,17,18,19 120
5 24,25,26,27,28,29 720
6 30,31 2
early as possible, within the respective maintenance window constraints of the PGUs, in order
to minimise the probability of failure.
The fact that no maintenance is scheduled after planning period 38, translates to the manpower
and capacity depicted in Figures 7.6(a) and 7.6(b), respectively. After planning period 38, it
may be observed in Figure 7.6(a) that no manpower is required. Similarly, for the capacity in
Figure 7.6(b), it may be seen that after planning period 38 the total capacity of the system is
available.
Comparison with results from the literature
As for the 21-unit test system, the IEEE-RTS maintenance schedule obtained by solving the
linear GMS model of §4.3 may better be analysed by comparing it to a maintenance schedule
proposed by Schlu¨nz and Van Vuuren [188] for the IEEE-RTS. Schlu¨nz and Van Vuuren adopted
minimisation of the SSR as scheduling criterion in (2.8) instead of minimising the risk of PGU
failure as is pursued in the linear model of this dissertation. The schedule obtained by Schlu¨nz
and Van Vuuren [188] (referred to here as Scenario C) may be compared directly with the
schedule above (referred to here as Scenario D) due to both objectives residing within the class of
the reliability scheduling criteria. The maintenance schedule by Schlu¨nz and Van Vuuren [188] is
the best-quality schedule available in the literature for the IEEE-RTS under the SSR scheduling
criterion, and was found by employing the method of SA. A graphical representation of the
two maintenance schedules of Scenarios C and D are shown in Figure 7.7 with the colour scale
indicating the capacities of the PGUs in the system. The effects of the two maintenance schedules
on the manpower required and the system capacity available are shown in Figures 7.8(a) and
7.8(b), respectively.
A comparison between the schedules of the two scenarios in terms of both objective functions
is shown in Table 7.4. It may be seen in this table that the schedule of Scenario D performs
7.91% worse in terms of minimisation of the SSR objective than Scenario C. The result obtained
in Scenario C, on the other hand, performs 15.34% worse in terms of the newly proposed linear
scheduling objective than the schedule of Scenario D. Again this is indicative of the conflicting
nature of the two scheduling objectives, as described in §7.1.1.
The conflicting nature of the two objective functions in Scenarios C and D is clearly visible
in Figure 7.8 where the manpower required and the available capacity are compared. In Fig-
ure 7.8(a), it may be observed that throughout the duration of the scheduling window, the
required manpower for Scenario C is on average, between 10 and 20, with the manpower reach-
ing the maximum amount of manpower available during a few planning periods only. For Sce-
nario D, on the other hand, it may be observed that during the early stages of the maintenance
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Figure 7.7: Comparison between the maintenance schedules of Scenarios C and D for the IEEE-RTS.
window, the manpower required is between 20 and 25, and that it always remains close to the
maximum amount of manpower available.
The SSR scheduling objective in Scenario C, seeks to level the reserve load over all the plan-
ning periods of the maintenance schedule. This is clearly observable in Figure 7.8(b) where
the available capacity mimics the increases and decreases in the peak demand (together with
the required safety margin). The scheduling objective in Scenario D, maximising the weighted
probability that no PGU fails during the scheduling window, seeks to schedule planned main-
tenance for the PGUs in the system as soon as possible within the constraints of the system.
This is also observable in Figure 7.8(b) where, during the early stages of the scheduling window,
the available system capacity is close to the peak demand (together with the required safety
margin). As fewer PGUs require maintenance toward the end of the maintenance schedule, the
gap between the peak demand and available system capacity starts to increase.
Table 7.4: Comparison between objective function values associated with the maintenance schedules
in Figure 7.7 for Scenarios C and D in the context of the IEEE-RTS. The asterisk indicates an optimal
solution. The percentage change values are computed for the solution of Scenario D relative to that of
Scenario C.
Measure of
SSR probability
Scenario (MW2) of failure
C 33 627 292 66.741
D 36 514 792 57.866∗
Percentage change +7.91% −15.34%
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Sensitivity analysis
It was demonstrated in §7.1.2 that employing an exact solution approach towards solving the
linear GMS model of §4.3 in the context of the IEEE-RTS is feasible.
In order to analyse the effects of alterations in the system specifications on the practical feasibility
of the exact solution approach, four cases are analysed in this section in terms of the time required
to solve the linear model of §4.3 for the IEEE-RTS using CPLEX. In each of these cases, CPLEX
is allowed 28 800 seconds (8 hours) of computation time. These cases involve combinations of
increasing the peak demand of the system by a certain percentage and relaxing the maintenance
window constraints to have an earliest starting time of 1 and a latest starting time of 53 less the
duration of each PGU, as in §7.1.1. The first case is the original IEEE-RTS which is considered
as a reference case for the other three cases. The second case involves a 3% increase in the
peak demand, but adheres to the original test system’s maintenance window constraints. In the
third case, the peak demand is kept as specified for the original IEEE-RTS, but the maintenance
window constraints are relaxed. Finally, the fourth case involves both a 3% increase in the peak
demand and a relaxation of the maintenance window constraints. The objective function values
and required computation times for these cases are shown in Table 7.5.
Table 7.5: Various statistics pertaining to optimal solutions to the linear model of §4.3 in a sensitivity
analysis in respect of demand and PGU maintenance windows for the IEEE-RTS. The last column
contains gap values with respect to provable lower bounds on the minimum objective function value. An
asterisk denotes that a time-out budget of 8 hours of computation time was reached by CPLEX.
Demand Maintenance Objective function Time Gap
Cases (%) window value (s) (%)
1 100 Original 57.886 382 0
2 103 Original 57.886 296 0
3 100 Relaxed 55.169 28 800 2.33
4 103 Relaxed 55.827 28 800 3.31
As may be seen in the table, Case 1 requires 382 seconds of computing time to obtain an optimal
solution, whereas Case 2 requires a computation time of 296 seconds, which is less than that
required for Case 1, and results in the same objective function value as in Case 1. The reason
for the decrease in computation time might be because there exist fewer feasible solutions that
have to be evaluated in order to obtain an optimal solution for the problem instance. The reason
for observing no change in the objective function values of Cases 1 and 2 is that even with the
increased demand, the same maintenance schedule is optimal for Case 2 as for Case 1. For
Case 3, it is observed that no optimal solution can be found in the allowed 28 800 seconds of
computation time. The percentage gap obtained within the 28 800 seconds of processing time is
2.33%. In the final case, an optimal solution can also not be found in the allocated time. After
28 800 seconds of computation time, the percentage gap obtained for Case 4 is 3.31%.
7.2 Approximate solution results
In this section, an experimental design is carried out according to which suitable parameter
values for the SA algorithm may be selected for the linear model of §4.3. This takes the form
of an extensive parameter optimisation experiment in the contexts of both the 21-unit test
system [54] and the 32-unit IEEE-RTS [188] described in §6. Thereafter, a presentation follows
of the results obtained by the SA algorithm for these two test systems when adopting the
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best parameter value combination uncovered during the parameter optimisation experiment.
The approximate solutions thus obtained are finally compared with the results obtained by
the exact solution approach described in §7.1. The SA solution approach described in §5.3 was
implemented in the software package R [175] in combination with RStudio [184] as the integrated
development environment (IDE) for R.
7.2.1 The 21-unit system
This section is devoted to an application of the parameter optimisation experiment described
in §5.3.3 within the context of the linear GMS objective of §4.3 for the 21-unit test system of
§7.1.1. The best algorithmic parameter combination thus uncovered is then employed to solve
the test instance approximately.
Parameter optimisation experiment
In this section, a parameter optimisation experiment is performed for the 21-unit test system
in two separate phases according to the design described in §5.3.3. The first phase of the
experiment involves variation of the initial acceptance ratio χ0 and the soft constraint violation
severity factor γ. During the second phase of the experiment, the parameters varied are the
cooling parameter α, the reheating parameter ξ and the epoch parameter ψ.
Phase 1: Initial acceptance ratio and soft constraint violation severity factor
The mean optimality gaps (measured as percentages relative to the optimal objective function
values obtained by CPLEX) for the feasible incumbents returned during the first phase of the
parameter optimisation experiment are shown in Table 7.6. The mean computation times in-
volved in evaluating combinations of these parameter values are shown in Table 7.7, including
computation times expended during runs that returned infeasible incumbents. The numbers of
times (out of 30) that an infeasible incumbent was returned during an SA search run are finally
shown in Table 7.8.
Table 7.6: Mean optimality gaps for all parameter combinations of the first phase of the parameter
optimisation experiment involving the initial acceptance ratio χ0 and the soft constraint violation severity
factor γ for the 21-unit test system with minimisation of the probability of unit failure as scheduling
criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 0.168 2.739 3.917 3.754 4.736
0.5 1.248 3.905 3.559 4.238 4.703
0.6 1.059 2.921 4.020 3.797 4.594
0.7 1.523 3.280 3.985 4.280 4.434
0.8 0.364 3.330 3.996 4.578 5.030
In these results a correlation is observed between the mean optimality gap and the soft constraint
violation severity factor. As the severity factor increases, it is observed that the mean optimality
gap also increases. This may also be seen in Figure 7.9(a) where a box plot comparison is
presented of the mean optimality gap as a function of the soft constraint violation severity
factor. The reason for this correlation may be that the search space contains many disjoint
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Table 7.7: Mean computation times required for all parameter combinations of the first phase of
the parameter optimisation experiment involving the initial acceptance ratio χ0 and the soft constraint
violation severity factor γ for the 21-unit test system with minimisation of the probability of unit failure
as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 11144 9797 7604 9596 8525
0.5 11481 9327 8086 8982 10459
0.6 10636 9290 8917 8296 8515
0.7 11526 9479 9805 8925 8142
0.8 10439 10488 10206 8116 9464
Table 7.8: Number of infeasible incumbents (out of 30) returned for all parameter combinations of the
first phase of the parameter optimisation experiment involving the initial acceptance ratio χ0 and the
soft constraint violation severity factor γ for the 21-unit test system with minimisation of the probability
of unit failure as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 22 (73.33%) 15 (50.00%) 8 (26.67%) 4 (13.33%) 2 (6.67%)
0.5 24 (80.00%) 9 (30.00%) 7 (23.33%) 5 (16.67%) 3 (10.00%)
0.6 26 (86.67%) 17 (56.67%) 6 (20.00%) 2 (6.67%) 1 (3.33%)
0.7 24 (80.00%) 17 (56.67%) 10 (33.33%) 4 (13.33%) 3 (10.00%)
0.8 25 (83.33%) 12 (40.00%) 3 (10.00%) 4 (13.33%) 2 (6.67%)
pockets of feasible regions. Therefore, in order to move from one such pocket of feasibility to
a different pocket of feasibility, infeasible solutions have to be accepted during the transition in
view of the fact that the SA algorithm is a trajectory-based metaheuristic. This type of transition
is, however, less probable when adopting a larger soft constraint violation severity factor. It is
therefore observed that the smallest value of the soft constraint violation severity factor leads
to the discovery of feasible incumbents during the SA search that are close to optimal. It is,
however, also observed that this parameter combination results in many outliers. The effect of
the initial acceptance ratio on the mean optimality gap seems to be less prominent. Almost
no increase or decrease is observed in the mean optimality gap as the initial acceptance ratio
is increased. This is clearly visible in the box plot comparison presented in Figure 7.9(b). It
is observed that the spreads of the mean optimality gaps for all five of the initial acceptance
ratio values are fairly similar. The results obtained in respect of the initial acceptance ratio are
similar. This similarity in mean optimality gaps may be due to the fact that the SA algorithm
typically terminates as a result of the three-consecutive-epoch termination criterion and not the
maximum allowable computation time. The algorithm therefore has enough time to reach an
acceptably good incumbent solution, even when the initial temperature is higher in some cases
(as is the case for a higher initial acceptance ratio).
In terms of the computation time expended to evaluate each of the parameter combinations
presented in Table 7.7, some level of correlation is noticeable between the soft constraint violation
severity factor and the mean required computation time. As the soft constraint violation severity
factor increases, a decrease in the average computation time is observed. This downward trend
is visible in Figure 7.10(a), which contains a plot of the computation time as a function of the
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Figure 7.9: Box plot comparison of the optimality gaps for the first phase of the parameter optimisation
experiment involving the soft constraint violation severity factor γ and the initial acceptance ratio χ0 for
the 21-unit test system with minimisation of the probability of unit failure as scheduling criterion.
soft constraint violation severity factor for the different initial acceptance ratios. As for the
initial acceptance ratio, no clear correlation is observed in the mean computation time when
this parameter is varied, as may be seen in Figure 7.10(b).
It is observed in Table 7.8 that as the soft constraint violation severity factor increases, the
number of infeasible incumbents decreases. A very large proportion of infeasible incumbents
are observed for the small soft constraint violation severity factor value of 0.25. It is, however,
observed that as the soft constraint violation severity factor increases, the number of infeasi-
ble incumbents returned (out of the 30) decreases to the extent that in some cases there are
only one or two such infeasible solutions. This trend is also visible in Figure 7.11(a), where
the number of infeasible incumbents returned is presented as a function of the soft constraint
violation severity factor for different initial acceptance ratios. An almost exponential decay in
the number of infeasible incumbents is observed as the soft constraint violation severity factor
is decreased. For the initial acceptance ratio, however, it is observed, as previously also noted,
that no significant change results in the number of infeasible incumbents returned as the value
of the initial acceptance ratio varies. This may also be observed in Figure 7.11(b), where the
number of infeasible incumbents is presented as a function of the initial acceptance ratio for
different soft constraint violation severity factor values.
From the results obtained during the first phase of the parameter optimisation experiment, which
included variation of the soft constraint violation severity factor and the initial acceptance ratio,
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Figure 7.10: The required computation time as functions of the soft constraint violation severity
factor γ and the initial acceptance ratio χ0 when solving the 21-unit test system with minimisation of
the probability of unit failure as scheduling criterion.
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Figure 7.11: The number of infeasible incumbents returned (out of 30) as functions of the soft constraint
violation severity factor γ and the initial acceptance ratio χ0 when solving the 21-unit test system with
minimisation of the probability of unit failure as scheduling criterion.
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Table 7.9: Selected parameter combination for the initial acceptance ratio χ0 and the soft constraint
violation severity factor γ, as obtained from the first phase of the parameter optimisation experiment for
the 21-unit test system with minimisation of the probability of unit failure as scheduling criterion.
χ0 γ Optimality gap (%) Computation time (s) Infeasibilities
0.6 1 3.797 8 296 2 (out of 30)
a value of 1 is selected for the soft constraint violation severity factor and a value of 0.6 is selected
for the initial acceptance ratio, as shown in Table 7.9. For this combination of parameter values,
an acceptable mean optimality gap of 3.7966% is obtained. The mean computation time of
8 296 seconds required to solve the 21-unit test system is also acceptable as it is lower than the
maximum amount of computation time allowed for the SA search, namely 14 400 seconds. A
small proportion of infeasible incumbents is also returned (out of the 30 runs) by this parameter
value combination. This combination is therefore adopted as the final parameter values in the
context of solving the 21-unit test system with minimisation of the probability of unit failure
as scheduling criterion. These values for the soft constraint violation severity factor and the
initial acceptance ratio are also adopted during the second phase of the parameter optimisation
experiment involving variation of the cooling parameter, the reheating parameter and the epoch
parameter values.
Phase 2: Cooling parameter, reheating parameter and epoch parameter
The mean optimality gaps (again measured as a percentage relative to the optimal objective
function value obtained by CPLEX) for the feasible incumbents returned during the second phase
of the parameter optimisation experiment are shown in Table 7.10, while the mean computation
times required for the evaluation of the combinations of these parameter values are shown in
Table 7.11. These times again include computation times expended during runs that returned
infeasible incumbents. The numbers of times (out of 30) that an infeasible incumbent was
returned during an SA search run are shown in Table 7.12. Furthermore, box plot comparisons
of the mean optimality gaps are presented as functions of the cooling parameter, the reheating
parameter and the epoch parameter in Figures 7.12(a), 7.12(b) and 7.12(c), respectively.
Table 7.10: Mean optimality gaps for all the combinations of parameter values during of the second
phase of the parameter optimisation experiment involving variation of the cooling parameter α, the
reheating parameter ξ and the epoch parameter ψ for the 21-unit test system with minimisation of the
probability of unit failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 3.1737 4.4756 5.8918
2 3.7254 4.7713 6.7069
4 3.6560 5.9728 6.7189
0.9
1 3.1378 3.9413 5.9558
2 3.8702 4.6027 6.0513
4 3.2622 5.3155 6.9846
0.95
1 4.8377 4.3726 4.4784
2 4.6179 3.6225 5.6923
4 4.3564 4.3830 6.7840
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Table 7.11: Mean computation times required for all the combinations of parameter values during the
second phase of the parameter optimisation experiment involving variation of the cooling parameter α,
the reheating parameter ξ and the epoch parameter ψ for the 21-unit test system with minimisation of
the probability of unit failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 14400 8148 2220
2 14243 4898 777
4 12409 469 197
0.9
1 14400 13148 4258
2 14400 7176 3450
4 13940 2343 352
0.95
1 14400 14400 10827
2 14400 14400 3204
4 14400 10981 1020
Table 7.12: Number of infeasible incumbents (out of 30) returned for all the combinations of parameter
values during the second phase of the parameter optimisation experiment involving variations of the
cooling parameter α, the reheating parameter ξ and the epoch parameter ψ for the 21-unit test system
with minimisation of the probability of unit failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 2 (6.67%) 2 (6.67%) 3 (10.00%)
2 2 (6.67%) 3 (10.00%) 14 (46.67%)
4 3 (10.00%) 11 (36.67%) 15 (50.00%)
0.9
1 4 (13.33%) 4 (13.33%) 3 (10.00%)
2 2 (6.67%) 4 (13.33%) 9 (30.00%)
4 2 (6.67%) 6 (20.00%) 17 (56.67%)
0.95
1 7 (23.33%) 5 (16.67%) 6 (20.00%)
2 4 (13.33%) 3 (10.00%) 8 (26.67%)
4 6 (20.00%) 5 (16.67%) 13 (43.33%)
From these results, it may be observed that there is not much of a correlation between the cooling
parameter and average optimality gap. As the cooling parameter increases from 0.85 to 0.95, no
clear change is observed in the average optimality gap. This is observed in Table 7.10 — as one
moves down the table, no clear change in the average optimality gaps are observed. This may also
be seen in Figure 7.12(a) where it is observed that the optimality gaps remain relatively constant
as a function of the cooling parameter. The mean optimality gaps corresponding to the cooling
parameter values of 0.85, 0.90 and 0.95 are 5.602%, 5.209% and 5.096%, respectively, which is
a small difference. From Figure 7.12(a) it is, however, observed that as the cooling parameter
increases, the spreads of the optimality gaps decrease and fewer outliers are observed.
The correlation between the reheating parameter and the mean optimality gap is much more
prominent than that between the mean optimality gap and the cooling parameter. As the re-
heating parameter increases in Table 7.10 (i.e. moving from left to right in the table), an increase
in the mean optimality gap is observed. This is also observed in the box plot in Figure 7.12(b),
which compares the mean optimality gaps for the three different reheating parameter values of
0.55, 0.75 and 0.95. Here a clear increase in the mean optimality gap is observed as the reheat-
ing parameter increases. The mean optimality gaps corresponding to the reheating parameter
values of 0.55, 0.75 and 0.95 are 3.907%, 4.970% and 7.050%, respectively. It is also observed in
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Figure 7.12(b) that as the reheating parameter increases, an undesirable increase results in the
spreads and the number of outliers of the optimality gaps.
An analysis of the epoch parameter in terms of the mean optimality gap shows a gradual
increase in the optimality gap as the epoch parameter increases. This is not so easily observed
in Table 7.10, but it is clear in Figure 7.12(c). In this box plot, it may be seen that as the epoch
parameter increases from 1 to 4, the optimality gap increases gradually. The mean optimality
gaps for epoch parameter values of 1, 2 and 4 are 4.620%, 5.206% and 6.080%, respectively. It
is also important to note that as the epoch parameter increases, so does the spread and the
number of outliers of the optimality gaps. The effects of these three parameter combinations on
the required computation time are reported in Table 7.11. The mean computation time required
to solve the 21-unit test system for each combination of the three parameter values is presented
in Figure 7.13. Here it may be observed that as the cooling parameter increases, an increase
in the required computation time results. The mean computation time required for the cooling
parameter values of 0.85, 0.90 and 0.95 are 6 418 seconds, 8 163 seconds and 10 893 seconds,
respectively. This increase in computation time may be the result of a larger cooling parameter
providing a slower decay in the temperature of the SA algorithm which may, in turn, cause the
algorithm to terminate after a longer time.
In Table 7.11 and Figure 7.13, the required computation time is observed to decrease as the
reheating parameter increases. It is clear, as one moves from right to left in the table, that
the computation time decreases. The average computation time required for evaluation of the
reheating parameter values of 0.55, 0.75 and 0.95 are 14 110 seconds, 8 440 seconds and 2 923
seconds, respectively, which represents a very large variation. One reason for observing very short
computation times for large reheating parameter values may be that the increase in temperature
of the SA algorithm caused by a large reheating parameter is very small and so the algorithm
may terminate easier due to the three-consecutive-reheating termination criterion.
The effect that the epoch parameter has on the computation time required by the SA algorithm
to solve the 21-unit test system may also be observed in Table 7.11 and Figure 7.13. As the epoch
parameter value increases, the required computation time decreases. The mean computation
time required for epoch parameter values of 1, 2 and 4 are 10 689 seconds, 8 550 seconds and 6 235
seconds, respectively, which again represents a large variation. A reason for this observation may
be that a larger epoch parameter value causes a shorter epoch on average which, in turn, results
in a decrease in the number of iterations required before cooling or reheating is performed. This
may cause the entire SA algorithm to terminate faster, because the temperature will decrease
very rapidly and three consecutive reheats will be achieved early on during the algorithmic
execution.
Finally, the number of infeasible incumbents returned (out of 30) during execution of the SA
algorithm is reported in Table 7.12. The mean number of infeasible incumbents returned during
each search run is presented in Figure 7.14. Here no significant change in the number of infeasible
incumbents returned is observed when varying the cooling parameter. The mean number of
infeasible incumbents returned (out of 30) for cooling parameter values of 0.85, 0.90 and 0.95 are
6.111, 5.667 and 6.333, respectively. In terms of the reheating parameter and epoch parameter,
an almost exponential increase in the number of infeasible incumbents returned is observed
as these parameter values increase. The average number of infeasible incumbents returned
(out of 30) for reheating parameter values of 0.55, 0.75 and 0.95 are 3.556, 4.778 and 9.778,
respectively, whereas the average number of infeasible incumbents returned (out of 30) for the
epoch parameter values of 1, 2 and 4 are 4, 5.444 and 8.667, respectively.
The aim of the parameter optimisation experiment in this section was to obtain a suitable
combination of parameters which may be used in the approximate solution approach (i.e. the
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Figure 7.12: Box plot comparison of the optimality gaps obtained during the second phase of the pa-
rameter optimisation experiment involving variation of the cooling parameter α, the reheating parameter
ξ and the epoch parameter ψ for the 21-unit test system with minimisation of the probability of unit
failure as scheduling criterion.
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Figure 7.13: The computation time required to solve the 21-unit test system as a function of the cooling
parameter, the reheating parameter and the epoch parameter with minimisation of the probability of unit
failure as scheduling criterion.
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Figure 7.14: The mean number of infeasible incumbents (out of 30) as a function of the cooling param-
eter, the reheating parameter and the epoch parameter for the 21-unit test system with minimisation of
the probability of unit failure as scheduling criterion.
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method of SA) so as to obtain good GMS solutions for the 21-unit test system with minimisation
of the probability of unit failure as scheduling criterion. In Figure 7.12(b), it may be observed
that the large value for the reheating parameter achieves the largest mean optimality gap and
that many outliers are observed in this case. This parameter value also produced the largest
mean number of infeasible incumbents. The reheating parameter value of 0.95 was therefore
eliminated from the parameter values considered as candidates for the final set of parameters in
the context of the 21-unit test system. It was furthermore observed that a reheating parameter
of 0.55 results in the longest required computation time (an average of 14 110 seconds). For
this reason, this parameter value was also eliminated from the parameter values considered
as candidates for the final set of parameters for the 21-unit test system. The only reheating
parameter value left, is therefore 0.75, which achieves an acceptable mean optimality gap value
as well as an acceptable mean computation time required by the SA algorithm. This parameter
value also returns, on average, a small number of infeasible incumbents.
Furthermore, the cooling parameter values of 0.85 and 0.95 were also eliminated from the can-
didates considered due to both of these parameter values returning, on average, more than six
infeasible incumbents out of thirty. Hence a cooling parameter value of 0.9 was selected as the
best candidate for the 21-unit test system. Finally, in terms of the results obtained for the
epoch parameter in combination with the value of 0.90 for the cooling parameter and 0.75 for
the reheating parameter, it was observed that the larger value (i.e. 4) returned six infeasible
incumbents out of thirty, which is an undesirably large proportion. Of the remaining epoch
parameter values, the value 1 was selected as the final epoch parameter as this value results in
a smaller mean optimality gap as well as returning a smaller number of infeasible incumbents
of four out of thirty. The final set of parameters adopted in the SA algorithm for solving the
21-unit test system is shown in Table 7.13.
Table 7.13: The complete set of parameters selected for the 21-unit test system with minimisation of
the probability of unit failure as scheduling criterion, as well as the mean optimality gap, the required
computation time and the number of infeasible incumbents associated with these parameter values during
the second phase of the parameter optimisation experiment.
χ0 γ α ξ ψ Optimality gap (%) Computation time (s) Infeasibilities
0.6 1 0.9 0.75 1 3.941 13 148 4 (out of 30)
Numerical results
An approximate solution to the linear GMS model of §4.3 was obtained for the 21-unit test
system by the SA algorithm with the parameter combinations as specified in Table 7.13. The
decision variable values of the incumbent are given in integer decision vector form by x =
[15, 35, 6, 1, 30, 10, 2, 22, 6, 16, 5, 37, 8, 21, 25, 13, 41, 50, 29, 46, 18], which corresponds to an objec-
tive function value of 43.572 (0.0689% worse that that of the optimal solution for the 21-unit
test system, as reported in §7.1.1).
A graphical representation of this maintenance schedule is presented in Figure 7.15 with the
colour scale in Figure 7.15(a) indicating the capacity (in MW) of each PGU and the colour
scale in Figure 7.15(b) indicating the failure rate of each PGU. The manpower required over the
duration of the scheduling window in order to implement the solution in Figure 7.15 is shown in
Figure 7.16(a), while the available system capacity over the duration of the scheduling window
associated with this solution is shown in Figure 7.16(b).
The solution may be analysed by comparing it with the optimal solution obtained in §7.1.1
for the 21-unit test system with minimisation of the probability of unit failure as scheduling
criterion. A graphical representation of the incumbent solution returned by the approximate
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(a) The incumbent returned by the SA algorithm for the linear model of §4.3, with the colour scale
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Figure 7.15: The incumbent returned by the SA algorithm for the linear model of §4.3, in the context
of the 21-unit test system for parameter values as indicated in Table 7.13 with minimisation of the
probability of unit failure as scheduling criterion.
solution methodology of §5.3 (i.e. the method of SA) and the optimal solution obtained by the
exact solution approach described in §7.1 (i.e. by means of CPLEX) is shown in Figure 7.17 for
the 21-unit test system. The maintenance schedules of the two solutions are compared in the
figure, with the colour scale indicating the rated capacity of the PGUs in the system. The effects
of the two maintenance schedules on the manpower required and the available system capacity
are shown in Figures 7.18(a) and 7.18(b), respectively.
Comparing these two maintenance schedules, a reasonable amount of differences are observed
in the scheduled commencement times of the PGUs, although the objective function values only
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Figure 7.15
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Figure 7.16: Evaluation of the manpower required and system capacity available over the duration of
the scheduling window for the 21-unit test maintenance schedule in Figure 7.15.
differ by 0.0689%. Comparing the available system capacity in Figure 7.18(b), it is seen for the
solution obtained by the exact solution approach that the system capacity is very close to the
demand during the early stages of the maintenance window. This is due to the proposed ob-
jective function giving preference to maintenance of PGUs with large rated capacities, resulting
in these PGUs being scheduled for maintenance early during the scheduling window and the
available system capacity being low. This is not, however, the case for the approximate solution
approach. It is observed that the system capacity associated with the approximate mainte-
nance schedule only drops drastically during planning period 10, when the difference between
the demand and available system capacity is very small. Figure 7.18(b) also reveals that in
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Figure 7.17: Two maintenance schedules for the 21-unit test system returned by two different ap-
proaches towards solving the linear GMS model of §4.3.
the approximate solution, the manpower constraints are binding during a number of planning
periods early during the scheduling window. The manpower required for implementation of the
approximate solution approach is zero during time period 40 and again during time period 42
onwards as no maintenance is scheduled during these time periods. This causes maintenance of
all the PGUs in the system only to be completed during planning period 52 according to the
approximate solution approach, whereas maintenance on all the PGUs are already completed
after planning period 48 according to the optimal solution.
7.2.2 The IEEE-RTS
This section is devoted to an application of the parameter optimisation experiment described in
§5.3.3, this time within the context of the IEEE-RTS. The best algorithmic parameter combi-
nation thus uncovered is then employed to solve the test instance approximately.
Parameter optimisation experiment
In this section, a parameter optimisation experiment is again performed for the IEEE-RTS in two
separate phases according to the design described in §5.3.3. The first phase of the experiment
involves the initial acceptance ratio χ0 and the soft constraint violation severity factor γ. During
the second phase of the experiment the parameters considered are the cooling parameter α, the
reheating parameter ξ and the epoch parameter ψ.
Phase 1: Initial acceptance ratio and soft constraint violation severity factor
The mean optimality gap percentages (relative to the optimal objective function value obtained
by CPLEX) for the feasible incumbents returned during the first phase of the parameter op-
timisation experiment are shown in Table 7.14. The mean computation time for each of the
combinations of these parameters is shown in Table 7.15, which includes the computation time
expended during runs that returned infeasible incumbents. The number of times (out of 30)
that an infeasible incumbent was returned are shown in Table 7.16.
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Figure 7.18: Comparison of the manpower required and the available system capacity associated with
the schedules in Figure 7.17 for the 21-unit test system with minimisation of the probability of unit failure
as scheduling criterion.
In these results a slight correlation is observed between the mean optimality gap and the soft
constraint violation severity factor. As the severity factor increases, it is observed that the
mean optimality gap also increases. In Figure 7.19(a), however, where a box plot comparison is
presented of the mean optimality gap as a function of the soft constraint violation severity factor,
it is observed that the mean optimality gaps associated with the soft constraint violation severity
factor values of 1.00 and 1.25 are both lower than that associated with the value 0.75. It should,
however, be noted that the difference between the mean optimality gap of the worst performing
value (i.e. 0.75) and best performing value (i.e. 0.0.25) of the soft constraint violation severity
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Table 7.14: Mean optimality gaps for all parameter combinations of the first phase of the parameter
optimisation experiment involving the initial acceptance ratio χ0 and the soft constraint violation severity
factor γ for the IEEE-RTS with minimisation of the probability of unit failure as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 2.115 2.507 2.616 2.672 2.756
0.5 2.170 2.572 2.604 2.228 2.781
0.6 2.144 2.337 2.666 2.702 2.714
0.7 2.332 2.585 2.800 2.535 2.523
0.8 2.037 2.475 2.513 2.627 2.599
Table 7.15: Mean computation times required for all parameter combinations of the first phase of
the parameter optimisation experiment involving the initial acceptance ratio χ0 and the soft constraint
violation severity factor γ for the IEEE-RTS with minimisation of the probability of unit failure as
scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 26022 28074 27169 28800 28275
0.5 28595 28375 28261 28800 28472
0.6 27817 28795 26376 28419 28800
0.7 27264 28800 26671 28552 28776
0.8 27149 27668 28184 28134 28800
factor is only 0.331%. As for the 21-unit test system, the reason for this slight correlation may be
that the search space contains disjoint pockets of feasible regions, but not as many as in the 21-
unit test system. Therefore, in order to move from one such pocket of feasibility to a different
pocket of feasibility, infeasible solutions have to be accepted during the transition in view of
the fact that the SA algorithm is a trajectory-based metaheuristic. This type of transition is,
however, less probable when adopting a larger soft constraint violation severity factor. It is
therefore observed that the smallest value of the soft constraint violation severity factor leads
to the discovery of feasible incumbents during the SA search that are close to optimal.
The effect of the initial acceptance ratio on the mean optimality gap seems to be less prominent.
Almost no increase or decrease is observed in the mean optimality gap as the initial acceptance
ratio is increased. This is clearly visible in the box plot comparison presented in Figure 7.19(b).
It is observed that the spreads of the mean optimality gaps for all five of the initial acceptance
ratio values are fairly similar, with the initial acceptance values of 0.4 and 0.7 exhibiting a
Table 7.16: Number of infeasible incumbents (out of 30) returned for all parameter combinations of
the first phase of the parameter optimisation experiment involving the initial acceptance ratio χ0 and
the soft constraint violation severity factor γ for the IEEE-RTS with minimisation of the probability of
unit failure as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 13 (43.33%) 2 (6.67%) 3 (10.00%) 0 (0.00%) 0 (0.00%)
0.5 13 (43.33%) 8 (26.67%) 0 (0.00%) 1 (3.33%) 0 (0.00%)
0.6 9 (30.00%) 6 (20.00%) 5 (16.67%) 1 (3.33%) 0 (0.00%)
0.7 12 (40.00%) 8 (26.67%) 0 (0.00%) 2 (6.67%) 0 (0.00%)
0.8 11 (36.67%) 2 (6.67%) 4 (13.33%) 2 (6.67%) 1 (3.33%)
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Figure 7.19: Box plot comparison of the optimality gaps for the first phase of the parameter optimisation
experiment involving the soft constraint violation severity factor γ and the initial acceptance ratio χ0 for
the IEEE-RTS with minimisation of the probability of unit failure as scheduling criterion.
number of outliers. The results obtained in respect of the initial acceptance ratio are similar.
This similarity in mean optimality gaps may be due to the fact that the SA algorithm typically
terminates as a result of the three-consecutive-epoch termination criterion and not the maximum
allowable computation time. The algorithm therefore has enough time to reach an acceptably
good incumbent solution, even when the initial temperature is higher in some cases (as is the
case for a higher initial acceptance ratio).
In terms of the computation time expended to evaluate each of the parameter combinations pre-
sented in Table 7.15, some level of correlation is noticeable between the soft constraint violation
severity factor and the mean required computation time. As the soft constraint violation severity
factor increases, a slight increase in the average computation time is observed for all values of
the initial acceptance ratio, except for 0.5, in which case no clear correlation is observed. This
slight upward trend is visible in Figure 7.20(a), which contains a plot of the computation time
as a function of the soft constraint violation severity factor for the different initial acceptance
ratios. It is also observed that for most values of the initial acceptance ratio, a decrease in
computation time is observed for the soft constraint violation severity factor value of 0.75. As
for the initial acceptance ratio, no clear correlation is observed in the mean computation time
when this parameter is varied, as may be seen in Figure 7.20(b).
The numbers of infeasible incumbents returned (out of the 30 test runs) for each of the 25
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Figure 7.20: The required computation time as a function of the soft constraint violation severity
factor γ and the initial acceptance ratio χ0 for the IEEE-RTS with minimisation of the probability of
unit failure as scheduling criterion.
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combinations of the soft constraint violation severity factor and the initial acceptance ratio are
shown in Table 7.16. It is observed in this table that as the soft constraint violation severity factor
increases, the number of infeasible incumbents decreases. A very large proportion of infeasible
incumbents are observed for the small soft constraint violation severity factor value of 0.25. It
is, however, observed that as the soft constraint violation severity factor increases, the number
of infeasible incumbents returned (out of the 30) decreases to the extent that in some cases
there are no such infeasible solutions. This trend is also clearly visible in Figure 7.21(a), where
the number of infeasible incumbents returned is presented as a function of the soft constraint
violation severity factor for different initial acceptance ratios. An almost exponential decay in
the number of infeasible incumbents is observed as the soft constraint violation severity factor
is decreased. For the initial acceptance ratio, however, it is observed, as previously also noted,
that no significant change results in the number of infeasible incumbents returned as the value
of the initial acceptance ratio varies. This may also be observed in Figure 7.21(b), where the
number of infeasible incumbents is presented as a function of the initial acceptance ratio for
different soft constraint violation severity factor values.
Table 7.17: Selected parameter combination for the initial acceptance ratio χ0 and the soft constraint
violation severity factor γ, as obtained from the first phase of the parameter optimisation experiment for
the IEEE-RTS with minimisation of the probability of unit failure as scheduling criterion.
χ0 γ Optimality gap (%) Computation time (s) Infeasibilities
0.5 0.75 2.604 28 261 0
From the results obtained during the first phase of the parameter optimisation experiment,
which included variation of the soft constraint violation severity factor and the initial acceptance
ratio, a value of 0.75 is selected for the soft constraint violation severity factor and a value of
0.5 is selected for the initial acceptance ratio, as shown in Table 7.17. For this combination
of parameter values, an acceptable mean optimality gap of 2.604% is obtained. The mean
computation time of 28 261 seconds required to solve the IEEE-RTS is also acceptable as it is
lower than the maximum amount of computation time allowed for the SA search, namely 28 800
seconds. No infeasible incumbents are also returned (in any of the 30 runs) for this parameter
value combination. This combination is therefore adopted as the final parameter values in the
context of solving the IEEE-RTS. These values for the soft constraint violation severity factor
and the initial acceptance ratio are also adopted during the second phase of the parameter
optimisation experiment involving variation of the cooling parameter, the reheating parameter
and the epoch parameter values.
Phase 2: Cooling parameter, reheating parameter and epoch parameter
The mean optimality gaps (again measured as percentages relative to the optimal objective
function values obtained by CPLEX) for the feasible incumbents returned during the second phase
of the parameter optimisation experiment, are shown in Table 7.18, while the mean computation
times required for the evaluation of the combinations of these parameter values are shown in
Table 7.19. These times again include computation times expended during runs that returned
infeasible incumbents. The numbers of times (out of 30) that an infeasible incumbent was
returned during an SA search run are shown in Table 7.20. Furthermore, box plot comparisons
of the mean optimality gaps are presented as functions of the cooling parameter, the reheating
parameter and the epoch parameter in Figures 7.22(a), 7.22(b) and 7.22(c), respectively.
From these results, it may be observed that there is not much of a correlation between the
cooling parameter and average optimality gap. As the cooling parameter increases from 0.85 to
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Figure 7.21: The number of infeasible incumbents returned (out of 30) as a function of the soft con-
straint violation severity factor γ and the initial acceptance ratio χ0 when solving the IEEE-RTS with
minimisation of the probability of unit failure as scheduling criterion.
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Table 7.18: Mean optimality gaps for all combinations of parameter values during of the second phase
of the parameter optimisation experiment involving variation of the cooling parameter α, the reheating
parameter ξ and the epoch parameter ψ for the IEEE-RTS with minimisation of the probability of unit
failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
0.85
1 2.5833 2.6319 3.4465
2 2.4360 2.6981 4.4769
4 2.4820 3.8422 5.6140
0.9
1 2.7257 2.7730 2.9354
α 2 2.5274 2.6036 4.1051
4 2.5990 2.9321 5.1915
0.95
1 6.3869 5.6438 5.6974
2 2.7137 2.7433 3.3881
4 2.7821 2.5004 3.8992
Table 7.19: Mean computation times required for all combinations of parameter values during the
second phase of the parameter optimisation experiment involving variation of the cooling parameter
α, the reheating parameter ξ and the epoch parameter ψ for the IEEE-RTS with minimisation of the
probability of unit failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
0.85
1 28800 28800 12125
2 28800 24548 4378
4 28800 10380 2024
0.9
1 28800 28800 16820
α 2 28800 28261 6536
4 28800 23133 2610
0.95
1 28800 28800 28800
2 28800 28800 16150
4 28800 28336 6121
0.95, no clear change is observed in the average optimality gap. This is observed in Table 7.18
— as one moves down the table, no clear change in the average optimality gaps are observed.
This may also be seen in Figure 7.22(a), where it is observed that the mean optimality gaps
remain relatively constant as a function of the cooling parameter. The mean optimality gaps
corresponding to the cooling parameter values of 0.85, 0.90 and 0.95 are 3.357%, 3.182% and
3.989%, respectively, which represent a small variation. In Figure 7.22(a) it is observed that no
clear correlation exists between the spreads of the optimality gaps as a function of the cooling
parameter. It is, however, observed in Figure 7.22(a) that the cooling parameter value 0.90
results in the smallest spread of optimality gaps, but exhibits a number of outliers.
As for the 21-unit test system, the correlation between the reheating parameter and the mean
optimality gap is much more prominent than that between the mean optimality gap and the
cooling parameter. As the reheating parameter increases in Table 7.18 (i.e. moving from left to
right in the table), an increase in the mean optimality gap is observed. This is also observed
in the box plot in Figure 7.22(b), which compares the mean optimality gaps for the three
different reheating parameter values of 0.55, 0.75 and 0.95. Here a clear increase in the mean
optimality gap is observed as the reheating parameter increases. The mean optimality gaps
corresponding to the reheating parameter values of 0.55, 0.75 and 0.95 are 3.039%, 3.175%
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Table 7.20: Number of infeasible incumbents (out of 30) returned for all combinations of parameter
values during the second phase of the parameter optimisation experiment involving variations of the
cooling parameter α, the reheating parameter ξ and the epoch parameter ψ for the IEEE-RTS with
minimisation of the probability of unit failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
0.85
1 4 (13.33%) 2 (6.67%) 1 (3.33%)
2 3 (10.00%) 1 (3.33%) 5 (16.66%)
4 1 (3.33%) 1 (3.33%) 9 (30.00%)
0.9
1 2 (6.67%) 1 (3.33%) 2 (6.67%)
α 2 3 (10.00%) 0 (0.00%) 1 (3.33%)
4 2 (6.67%) 3 (6.67%) 5 (16.67%)
0.95
1 1 (3.33%) 2 (6.67%) 2 (6.67%)
2 0 (0.00%) 3 (10.00%) 1 (3.33%)
4 2 (6.67%) 3 (10.00%) 3 (10.00%)
and 4.313%, respectively. It is also observed in Figure 7.22(b) that as the reheating parameter
increases, an undesirable increase results in the spreads of the optimality gaps. Furthermore,
the reheating parameter value 0.75 exhibits the largest number of outliers with respect to the
optimality gap.
An analysis of the epoch parameter in terms of the mean optimality gap shows no real increase
or decrease in the optimality gap as the epoch parameter increases. This is also visible in
Figure 7.22(c). In this box plot, it may be seen that as the epoch parameter increases from 1
to 4, no significant change is observed in respect of the optimality gaps. The mean optimality
gaps for epoch parameter values of 1, 2 and 4 are 3.885%, 3.085% and 3.557%, respectively.
This is also the case for the spreads and the number of outliers of the optimality gaps. No clear
response in these values is observed as the epoch parameter value increases.
The effects of these three parameter combinations on the required computation time are reported
in Table 7.19. The mean computation time required to solve the IEEE-RTS for each combination
of the three parameter values is presented in Figure 7.23. Here it may be observed that as
cooling parameter increases, an increase in the required computation time results. The mean
computation time required for the cooling parameter values of 0.85, 0.90 and 0.95 are 18 739
seconds, 21 395 seconds and 24 823 seconds, respectively. As explained previously, this increase
in computation time may be the result of a higher cooling parameter providing a slower decay
in the temperature of the SA algorithm which may, in turn, cause the algorithm to terminate
after a longer time.
In Table 7.19 and Figure 7.23, the required computation time is observed to decrease as the
reheating parameter increases. It is clear that as one moves from right to left in the table, the
computation time decreases. In Figure 7.23, an almost exponential decrease is observed in the
mean required computation time as the reheating parameter increases. The mean computation
time required for evaluation of the reheating parameter values of 0.55, 0.75 and 0.95 are 28 800
seconds, 25 540 seconds and 10 618 seconds, respectively, which represents a very large variation.
One reason for observing very short computation times at high reheating parameter values,
as explained for the 21-unit test system, may be that the increase in temperature of the SA
algorithm caused by a large reheating parameter is very small and so the algorithm terminates
easier due to the three-consecutive-reheating termination criterion.
The effect that the epoch parameter has on the computation time required by the SA algorithm
to solve the IEEE-RTS may also be observed in Table 7.19 and Figure 7.23. As the epoch
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Figure 7.22: Box plot comparison of the optimality gaps obtained during the second phase of the pa-
rameter optimisation experiment involving variation of the cooling parameter α, the reheating parameter
ξ and the epoch parameter ψ for the IEEE-RTS with minimisation of the probability of unit failure as
scheduling criterion.
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Figure 7.23: The computation time required to solve the IEEE-RTS as a function of the cooling
parameter, the reheating parameter and the epoch parameter.
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Figure 7.24: The mean number of infeasible incumbents (out of 30) as a function of the cooling
parameter, the reheating parameter and the epoch parameter for the IEEE-RTS with minimisation of
the probability of unit failure as scheduling criterion.
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parameter value increases, the required computation time decreases. The mean computation
time required for epoch parameter values of 1, 2 and 4 are 25 616 seconds, 21 675 seconds and
17 667 seconds, respectively, which again represents a large variation. Once again, as previously
explained, a reason for this observation may be that a larger epoch parameter value causes a
shorter epoch which, in turn, results in a decrease in the number of iterations required before
cooling or reheating is performed. This may cause the entire SA algorithm to terminate faster,
because the temperature will decrease very rapidly and three consecutive reheats will be achieved
early during the algorithmic execution.
Finally, the number of infeasible incumbents returned (out of 30) during execution of the SA
algorithm is reported in Table 7.20. The mean number of infeasible incumbents returned during
each search run is presented in Figure 7.24. Here an almost exponential decrease in the number
of infeasible incumbents returned is observed when increasing the cooling parameter. The mean
number of infeasible incumbents returned (out of 30) for cooling parameter values of 0.85, 0.90
and 0.95 are 3.000, 2.111 and 1.889, respectively. In terms of the reheating parameter and epoch
parameter, an almost exponential increase in the number of infeasible incumbents returned
is observed as these parameter values increase. The mean number of infeasible incumbents
returned (out of 30) for reheating parameter values of 0.55, 0.75 and 0.95 are 2, 1.778 and 3.222,
respectively, whereas the mean number of infeasible incumbents returned (out of 30) for the
epoch parameter values of 1, 2 and 4 are 1.889, 1.889 and 3.222, respectively. It has to be noted,
however, that the change in the mean number of infeasible incumbents returned as the cooling
parameter, the reheating parameter and the epoch parameter increase (shown in Figure 7.24)
is very small, varying between a maximum mean number of infeasible incumbents returned of
3.222 to a minimum of 1.778.
The aim of the parameter optimisation experiment in this section was to obtain a suitable combi-
nation of parameters which may be used in the approximate solution approach (i.e. the method
of SA) so as to obtain good GMS solutions for the IEEE-RTS when minimising probability of
unit failure. In Figure 7.22(b), it may be observed that the large value for the reheating param-
eter achieves the largest mean optimality gap. This parameter value also produced the largest
mean number of infeasible incumbents shown in Figure 7.24. The reheating parameter value of
0.95 was therefore eliminated from the parameter values considered as candidates for the final
set of parameters in the context of the IEEE-RTS. It was furthermore observed that a reheating
parameter of 0.55 results in the algorithm requiring the maximum allowed computation time
(28 800 seconds) for all the cases. For this reason, this parameter value was also eliminated from
the parameter values considered as candidates for the final set of parameters for the IEEE-RTS.
The only reheating parameter value remaining is therefore 0.75, which achieves an acceptable
mean optimality gap value (3.175%) as well as an acceptable mean computation time required by
the SA algorithm (25 540 seconds). This parameter value also returns, on average, the smallest
number of infeasible incumbents (1.778).
Furthermore, the cooling parameter value of 0.95 was eliminated from the candidates considered
due to the parameter value exhibiting a large spread of optimality gaps as well as exhibiting
the largest mean optimality gap, shown in Figure 7.22(a). From the remaining two cooling
parameter values, 0.85 was selected as the best candidate for the IEEE-RTS. The reason for
this is that the cooling parameter value of 0.90, although achieving a smaller mean optimality
gap, exhibits the most outliers and was therefore eliminated as a candidate. Finally, in terms
of the results obtained for the epoch parameter in combination with the value of 0.85 for the
cooling parameter and 0.75 for the reheating parameter, it was observed that the larger value
(i.e. 4) returned, on average, 3.222 infeasible incumbents out of thirty, which is the largest mean
number of infeasible incumbents observed and was therefore eliminated as a possible candidate
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for the SA algorithm. Of the remaining epoch parameter values, the value 2 was selected as the
final epoch parameter as this value results in a smaller mean optimality gap as well as returning
the smallest number of infeasible incumbents of 1.778 out of thirty. This epoch parameter value
also returned the smallest mean optimality gap of all three epoch parameter values. The final
set of parameters adopted in the SA algorithm for solving the IEEE-RTS is shown in Table 7.21.
Table 7.21: The complete set of parameters selected for the IEEE-RTS, as well as the mean optimality
gap, the required computation time and the number of infeasible incumbents associated with these
parameter values during the second phase of the parameter optimisation experiment with minimisation
of the probability of unit failure as scheduling criterion.
χ0 γ α ξ ψ Optimality gap (%) Computation time (s) Infeasibilities
0.5 0.75 0.85 0.75 2 2.6981 24548 1
Numerical results
An approximate solution to the linear GMS model of §4.3 was obtained for the IEEE-RTS by the
SA algorithm with the parameter combinations as specified in Table 7.21. The decision variable
values of the incumbent are given in integer decision vector form by x = [5, 3, 18, 38, 6, 29, 24, 35,
21, 11, 15, 1, 7, 34, 25, 22, 40, 36, 41, 13, 31, 5, 27, 26, 23, 24, 19, 30, 21, 1, 17, 9], which corresponds to
an objective function value of 58.557 (1.507% worse than that of the optimal solution for the
IEEE-RTS, as reported in §7.1.2).
A graphical representation of this maintenance schedule is presented in Figure 7.25 with the
colour scale in Figure 7.25(a) indicating the rated capacity (in MW) of each PGU and the
colour scale in Figure 7.25(b) indicating the failure rate of each PGU. The manpower required
over the duration of the scheduling window in order to implement the solution in Figure 7.25 is
shown in Figure 7.26(a), while the available system capacity over the duration of the scheduling
window associated with this solution is shown in Figure 7.26(b).
The solution may be analysed by comparing it with the optimal solution obtained in §7.1.2 for the
IEEE-RTS. A graphical representation of the incumbent solution returned by the approximate
solution methodology of §5.3 (i.e. the method of SA) and the optimal solution obtained by the
exact solution approach described in §7.1.2 (i.e. by means of CPLEX) is shown in Figure 7.27
for the IEEE-RTS. The maintenance schedules of the two solutions are compared in the figure,
with the colour scale indicating the rated capacity of the PGUs in the system. The effects of
the two maintenance schedules on the manpower required and the available system capacity are
shown in Figures 7.28(a) and 7.28(b), respectively.
Comparing these two maintenance schedules, it is found that the objective function values only
differ by 1.507% and that there are many similarities between the two maintenance schedules.
Comparing the available system capacity in Figure 7.28(b), it may be seen during the early stages
of the scheduling window that the available system capacity is exactly the same. After week 7,
however, a small difference is observed in the available system capacity, but a similar trend is
followed for both maintenance schedules. It is only after week 33 that a significant difference is
observed, where the maintenance schedule returned by the exact solution approach completes
maintenance on all the PGUs during planning period 38, whereas the maintenance schedule
returned by the approximate solution approach only completes the maintenance during week 43.
Comparing the available manpower over the scheduling window in Figure 7.28(b), a noticeable
difference is observed. The manpower required for implementation of the exact solution approach
is very high during the early stages of the scheduling window and only starts to decrease during
week 28. The manpower required to implement the approximate solution varies much more over
the scheduling window than that of the exact solution approach. During many planning periods
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(a) The incumbent returned by the SA algorithm for the linear model of §4.3, with the colour scale
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Figure 7.25: The incumbent returned by the SA algorithm for the linear model of §4.3, in the context
of the IEEE-RTS for parameter values as indicated in Table 7.21 with minimisation of the probability of
unit failure as scheduling criterion.
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Figure 7.26: Evaluation of the manpower required and system capacity available over the duration of
the scheduling window for the IEEE-RTS maintenance schedule in Figure 7.25.
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Figure 7.27: Two maintenance schedules for the IEEE-RTS returned by two different approaches
towards solving the GMS problem of §4.3 with minimisation of the probability of unit failure as scheduling
criterion.
of the scheduling window the manpower drops below 16 for the approximate solution approach.
It is also observed that manpower is only utilised until week 43 to implement the maintenance
schedule returned by the approximate solution, whereas the manpower is only utilised until week
38 for the exact solution approach.
7.3 Chapter summary
In this chapter, the results obtained by employing an exact solution approach toward solving
the linear GMS model of §4.3 were reported in the contexts of a 21-unit test system [54] and
the 32-unit IEEE-RTS [188]. The results for the 21-unit test system were presented in §7.1,
which included an optimal maintenance schedule for the problem instance, a comparison with
a maintenance schedule according to another scheduling objective from the literature and an
analysis of the practical feasibility of an exact solution approach for the 21-unit test system in the
form of a sensitivity analysis in §7.1.1. The same study was performed for the IEEE-RTS, with
the presentation of an optimal maintenance schedule for the problem instance, a comparison
with a maintenance schedule according to another scheduling objective from the literature and
an analysis of the practical feasibility of an exact solution approach for the 32-unit IEEE-RTS
in the form of a sensitivity analysis in §7.1.2.
It was demonstrated that for small problem instances with tightly constrained maintenance
window constraints, such as the original 21-unit test system and the original 32-unit IEEE-RTS,
an exact solution approach is practically feasible for the linear GMS model of §4.3 (i.e. requires
a computation time in the order of a few hundred seconds). It was also observed that an increase
in the peak demand of the system does not affect the processing time significantly. Relaxation
of the maintenance window constraints, however, has a dramatic influence on the computation
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Figure 7.28: Comparison between the manpower required and the available system capacity associated
with the schedules in Figure 7.27 for the IEEE-RTS.
time of an exact solution approach via CPLEX. It was also found that the computation time
required to solve the original IEEE-RTS exactly was more than 20 times more than that of the
21-unit test system. It is therefore anticipated that adopting an exact solution approach toward
solving the linear GMS model of §4.3 for a real-world problem instance, which may easily contain
more than 100 PGUs, will not be practically feasible. An approximate solution approach was
consequently explored in §7.2 in order to be able to accommodate larger power systems.
The results obtained by the approximate solution approach employed, the method of SA, was
presented in §7.2 for the same the two academic benchmark systems. This was followed by
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a presentation of the results obtained from a parameter optimisation experiment for the 21-
unit test system in §7.2.1. In this section, the different combinations of parameter values were
compared in order to obtain the best combination for the method of SA in the context of the
21-unit test system. This section also contained a description of the best incumbent returned
by solving the 21-unit system upon utilisation of the best parameter combination values. A
comparison of this solution with the optimal solution obtained by the exact solution was also
carried out in §7.1.1. It was found that the objective function values of the solution obtained
by the exact solution approach and the approximate solution approach differ by only 0.0689%.
A similar approach was taken for the IEEE-RTS in §7.2.2 where the results of the parameter
optimisation experiment, as well as a comparison of the difference in the combinations of the
parameter values, were presented. Finally, the best incumbent returned by solving the IEEE-
RTS upon utilisation of the best parameter value combination was presented and a comparison
was performed with the optimal solution obtained by the exact solution approach. For the
IEEE-RTS, it was found that the objective function values of the solution obtained by the exact
solution approach and that obtained by the approximate solution approach differ by 1.507%.
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The results obtained for the two academic benchmark systems (presented in §6) when adopt-
ing the maximisation of expected energy production objective function (described in §4.3) are
presented in this chapter. This presentation includes the results obtained by employing the piece-
wise linear approximation and the metaheuristic approximate solution approaches as described
in §5.
8.1 Piecewise linear approximation results
Piecewise linear approximation solutions to the nonlinear GMS model of §4.3 are presented in this
section within the context of the two GMS test systems reviewed in §6. These piecewise linear
approximation solutions are also contrasted with solutions from the literature for the same test
systems, but in which another GMS objective within the class of reliability criteria was adopted,
as well as with results obtained by the exact method when minimising the probability of unit
failure objective function, as reported in §7. A personal computer, with an Intel CoreTM i7-4770
processor and 8 GB RAM running at 3.4 GHz within a MicrosoftTM Windows 7 64-bit operating
system was used to perform all the computational evaluations reported in this chapter.
8.1.1 The 21-unit system
In this section, a piecewise linear approximation solution obtained by CPLEX for the nonlinear
model of §4.3 as applied to the 21-unit test system [54] is presented. The solution is contrasted
with a solution obtained in the literature upon adoption of another reliability scheduling crite-
rion (minimisation of the SSR). The solution is also contrasted with the solution obtained in
§7.1.1 when adopting the minimisation of the probability of unit failure objective function. The
feasibility of a piecewise linear approximation solution approach for the nonlinear model in §4.3
within the context of the 21-unit test system is also analysed in the form of a sensitivity analysis
involving various relaxations of the demand and maintenance scheduling window constraints.
157
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Numerical results
A piecewise linear approximation solution to the nonlinear GMS model of §4.3 is obtained for the
21-unit test system of §6.1 by CPLEX within 58 seconds. The optimal decision variable values of
this solution are given in integer decision vector form by x = [11, 42, 13, 26, 33, 23, 20, 47, 16, 9, 6,
49, 4, 7, 2, 18, 30, 45, 52, 38, 15]. These values correspond to an optimal objective function value
of 219 717 MW· week (36 912 456 MWh). The nonlinear objective function value for the optimal
decision variable values is 219 996 MW· week (36 959 328 MWh). This corresponds to a 0.127%
difference in objective function value between the piecewise linear approximation and the non-
linear function. A graphical representation of the optimal maintenance schedule is presented in
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(a) An optimal maintenance schedule obtained by piecewise linear approximation of the nonlinear GMS
model objective, with the colour scale indicating the capacities of the PGUs in the 21-unit test system
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(b) An optimal maintenance schedule obtained by piecewise linear approximation of the nonlinear GMS
model objective, with the colour scale indicating the failure rates of the PGUs in the 21-unit test system
Figure 8.1: An optimal solution to a piecewise linearisation of the nonlinear model of §4.3 for the
21-unit test system.
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Figures 8.1(a) and 8.1(b), with the colour scale indicating the capacity (in MW) and failure rate
of each PGU, respectively. The manpower required over the duration of the scheduling window
to implement the optimal solution in Figure 8.1 is shown in Figure 8.2(a). The available capacity
over the duration of the scheduling window associated with the optimal solution in Figure 8.1
is shown in Figure 8.2(b). In Figure 8.3, the expected energy production for each of the PGUs
is presented, with the maintenance starting at the dates indicated by means of black dots.
Figures 8.1, 8.2 and 8.3 may be used in conjunction to analyse the solution to the nonlinear
GMS model of §4.3 obtained by the piecewise linear approximation for the 21-unit test system.
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Figure 8.2: Evaluation of the manpower required and the system capacity available over the duration
of the scheduling window for the 21-unit test system.
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Figure 8.3: Graphical representation of the expected energy production for each PGU of the 21-unit test
system with the starting time of planned maintenance indicated by the dot as per the optimal solution
shown in Figure 8.1.
For instance, the influence that the rated capacity of a PGU has on its scheduled maintenance
starting time is clear in Figures 8.1(b) and 8.3. PGUs with large capacities (PGUs 2, 5, 8 and 20)
are scheduled for maintenance commencement as close as possible to the peaks of their expected
energy curves. This is also the case for PGUs 1, 6 and 7, but as these PGUs have maintenance
windows that end at planning period 27; they therefore cannot be scheduled for maintenance
later than planning period 27. It is therefore clear that good solutions to the nonlinear GMS
model of §4.3 (when maximising expected energy production) will seek to schedule PGUs with
larger capacities for maintenance as close as possible to the dates at which these PGUs are
expected to produce the most energy over the scheduling window (e.g. near the peaks of their
expected energy production curves). In Figure 8.2(b), the available capacity is observed to be
at a maximum near the beginning of the scheduling window, but generally diminishes towards
planning period 27, which is typically when the second set of maintenance window constraints
start. After planning period 27, the available capacity is again at a maximum whereafter it
diminishes towards the end of the scheduling window.
Comparison with results from the literature
The effects of adopting a scheduling criterion which seeks to maximise the expected energy
production over the scheduling window, as in the newly proposed objective function of §4.3.2,
may better be analysed by comparing the results reported above with results found in the
literature for the same test problem when adopting other reliability scheduling criteria, such as
minimisation of the SSR. The results reported above are therefore contrasted with the results
obtained by Schlu¨nz and Van Vuuren [188] who adopted the SSR scheduling criterion in (2.8).
The results obtained by Schlu¨nz and Van Vuuren [188] (referred to here as Scenario E) are
compared with the results reported above (referred to here as Scenario F). Both GMS objectives
adopted in Scenarios E and F reside within the class of reliability scheduling criteria and the
results of Schlu¨nz and Van Vuuren [188] for the 21-unit test system (with the minimisation of SSR
as objective) represent the best results available in the literature for this particular scheduling
criterion and problem instance combination. A graphical representation of the two maintenance
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schedules and their effects on the manpower required, as well as the available capacity, are
shown in Figure 8.4 for the 21-unit test system. In Figure 8.4(a), the maintenance schedules
of the two scenarios are contrasted, with the colour scales indicating the rated capacity of the
PGUs in the system. The effects of the two maintenance schedules on the manpower required
and the available capacity are shown in Figures 8.4(b) and 8.4(c), respectively. A comparison
between the results for the two scenarios in terms of both scheduling objectives is presented in
Table 8.1. The optimal solution of Scenario F performs 18.66% worse than that of Scenario E
in terms of the SSR scheduling objective. A similar observation is made when taking the best
solution obtained for the maximisation of expected energy scheduling criterion. In this case, the
solution obtained for Scenario F performs 10.29% better than that of Scenario E. The reason
for this is that the two objectives conflict in terms of when maintenance should be scheduled
for the PGUs. In Scenario E, the objective function aims to spread the maintenance of PGUs
with large capacities out over the entire scheduling window in order to levelise the reserves of
the system. The objective function of Scenario F, on the other hand, aims to schedule planned
maintenance for the PGUs towards the end of the scheduling window close to the peaks of the
PGUs’ expected energy production curves.
Table 8.1: Comparison between the objective function values associated with the maintenance schedules
in Figure 8.4(a) for Scenarios E and F in the context of the 21-unit test system. The percentage change
values are computed for the solution of Scenario F relative to that of Scenario E.
Expected
SSR energy production
Scenario (MW2) (MW·week)
E 13 664 879 197 109
F 16 799 009 219 717
Percentage change +18.66% +10.29%
In order to minimise the SSR, maintenance schedules typically exhibit maintenance commence-
ment dates that are spread out over the entire scheduling window, as mentioned above. This is
the case in Scenario E where maintenance on PGUs with large capacities is performed through-
out the scheduling window. The scheduling objective in Scenario F, however, aims to schedule
PGUs with large rated capacities (PGUs that can produce more energy) close to the peaks of the
expected energy curves of these PGUs (typically close to the end of the scheduling window). It
may be seen in Figure 8.4(a) that PGUs with large rated capacities are typically scheduled later,
but within their respective PGU maintenance windows. It may also be seen in Figure 8.4(a)
that, compared to Scenario E, some PGUs with higher failure rates are scheduled for planned
maintenance later during the scheduling window. PGU 19, for example, is scheduled for mainte-
nance during the last week of the scheduling window due to exhibiting the highest failure rate of
0.3733, which is 10 weeks later than observed in Scenario E. A similar observation may be made
for PGU 12, which is scheduled for maintenance 22 weeks later in Scenario F than in Scenario E
due to its large failure rate of 0.1527.
The different effects of the two scheduling objectives may also be observed in Figure 8.4(b).
In Scenario E, the manpower required for planned maintenance is spread out over the entire
scheduling window. During each planning period of the problem instance, manpower is required
as there is no planning period within the scheduling window during which no PGUs are in
maintenance. In Scenario F, on the other hand, it is observed that at the end of both halves of the
scheduling window (e.g. weeks 1–27 and weeks 28–52) the manpower required is at the maximum
available number as most of the PGUs exhibit peaks of their expected energy production curves
towards the end of the scheduling window.
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(a) Two maintenance schedules for the 21-unit test system corresponding to different GMS criteria
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schedules in Figure 8.4(a)
Figure 8.4: Comparison between the maintenance schedules of Scenarios E and F for the 21-unit test
system.
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Similar observations may also be made in respect of Figure 8.4(c). In Scenario E, the available
system capacity never falls below a 6% band above the demand. In Scenario F, on the other
hand, the available system capacity drops down to 0.696% above the demand during the middle
stages of the scheduling window as PGUs with large capacities (e.g. PGUs 6, 7, 9) are scheduled
for maintenance towards the end of the first half of the scheduling window (due to their particular
maintenance window constraints). The maximum system capacity is mainly available towards
the middle of the graph for both Scenarios E and F, whereas fewer jumps are observed in the
available capacity for Scenario E than for Scenario F.
Comparison with results obtained by minimising probability of unit failure
The effects of the two novel scheduling criteria proposed in this dissertation (minimising the
probability of unit failure and maximising the expected energy production) may better be con-
trasted with each other by comparing the results obtained for these scheduling criteria in the
context of the 21-unit test system. The results obtained when minimising the probability of
unit failure (referred to here as Scenario G), reported in earlier in this section, are compared
with the results obtained by maximising the expected energy production (referred to here as
Scenario H), reported in §8.1.1. Both GMS objectives adopted in Scenarios G and H reside
within the class of the reliability scheduling criteria and therefore a comparison between these
two reliability scheduling criteria is justified. A graphical representation of the two maintenance
schedules of Scenarios G and H and their effects on the manpower required, as well as on the
available capacity, is shown in Figure 8.5 for the 21-unit test system.
In Figure 8.5(a), the maintenance schedules of the two scenarios are compared, with the colour
scales indicating the rated capacity of the PGUs in the system. The effects of the two mainte-
nance schedules on the manpower required and the available capacity are shown in Figures 8.5(b)
and 8.5(c), respectively. A comparison between the results for the two scenarios is furthermore
presented in terms of both scheduling objectives in Table 8.2. The solution of Scenario H per-
forms 15.70% worse than that of Scenario G in terms of minimising the probability of unit failure.
A similar observation is made when considering the best solution obtained for the maximisa-
tion of expected energy scheduling criterion. In this case, the solution obtained for Scenario H
performs 17.88% better than that of Scenario G. The reason for this is that the two objectives
conflict with each other in terms of when maintenance should be scheduled for the PGUs. In
Scenario G, the objective function aims to schedule planned maintenance as early as possible
during the scheduling window so as to decrease the probability of PGU failure. The objective
function of Scenario H, on the other hand, aims to schedule planned maintenance for the PGUs
towards the end of the scheduling window close to the peaks of the PGUs’ expected energy
production curves.
Table 8.2: Comparison between the objective function values associated with the maintenance schedules
in Figure 8.5(a) for Scenarios G and H in the context of the 21-unit test system. The asterisk indicates
an optimal solution. The percentage change values are computed for the solution of Scenario H relative
to that of Scenario G.
Measure of Expected
probability energy production
Scenario of failure (MW·week)
G 43.542∗ 180 423
H 51.650 219 717
Percentage change +15.70% +17.88%
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Figure 8.5: Comparison between the maintenance schedules of Scenarios G and H for the 21-unit test
system.
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As previously mentioned, in order to minimise the probability of unit failure, maintenance
schedules typically exhibit maintenance commencement dates that are early during the schedul-
ing window. This is the case in Scenario G where maintenance on PGUs with large capacities is
performed early in the scheduling window. This objective function also seeks to schedule PGUs
with large failure rates as early as possible so as to decrease the probability of PGU failure. The
objective in Scenario H, however, aims to schedule PGUs with large capacities (PGUs that can
produce more energy) close to the peaks of the expected energy curves of these PGUs, which
are typically close to the end of the scheduling window. It may be seen in Figure 8.5(a) that
PGUs with large capacities are typically scheduled later, but still within their respective PGU
maintenance windows. It may also be seen in Figure 8.5(a) that, compared to Scenario G,
some PGUs with higher failure rates are scheduled for planned maintenance later during the
scheduling window in Scenario H. PGU 19 is, for example, scheduled for maintenance during
the last week of the scheduling window due to having the highest failure rate of 0.3733 — this
is 22 weeks later than in Scenario G. A similar observation may be made for PGU 12, which
is scheduled for maintenance 14 weeks later in Scenario H than in Scenario G due to its large
failure rate of 0.1527.
The different effects of the two scheduling objectives may also be observed in Figure 8.5(b). In
Scenario G, the maximum amount of manpower is often required during the early stages of the
scheduling window. It is also observed that towards the end of both halves of the scheduling
window (e.g. weeks 1–27 and weeks 28–52) no manpower is required as no maintenance is
scheduled during these times. In Scenario H, on the other hand, it is observed that towards the
end of both halves of the scheduling window (e.g. weeks 1–27 and weeks 28–52) the manpower
required is at the maximum available number as most of the PGUs exhibit peaks of their expected
energy production curves towards the end of the scheduling window.
Similar observations may also be made in respect of Figure 8.5(c). In both Scenarios G and H,
the available system capacity drops down to 0.696% above the demand. For Scenario G, this
drop is observed during the early stages of the scheduling window whereas for Scenario H the
drop is observed during the middle stages of the scheduling window, towards the end of the
first half of the scheduling window, due to the maintenance window constraints. The maximum
capacity is mainly available just before the end of the first and second halves of the scheduling
window in Scenario G. In Scenario H, on the other hand, the maximum available capacity is
available during the beginning of the first and second halves of the scheduling window.
Sensitivity analysis
A piecewise linear approximation approach towards solving the nonlinear GMS model of §4.3 for
large power systems or very unconstrained systems (in terms of maintenance window constraints)
is not expected to be feasible. The feasibility of an exact solution approach by CPLEX is also
influenced by the nature of the objective function (e.g. linear or nonlinear). It was demonstrated
above that employing such a piecewise linear approximation model solution approach in the
context of the 21-unit test system is feasible.
In order to analyse the effects of alterations in the system specifications on the feasibility of
the piecewise linear approximation model solution approach, six cases are again analysed in
this section in terms of the computation times required by CPLEX to solve the nonlinear model
of §4.3. These cases are the same as those considered in §7.1 and involve combinations of
increasing the peak demand of the system by a certain margin and relaxing the maintenance
window constraints to have an earliest starting time of 1 and latest starting time of 53 less the
duration of maintenance of each PGU. The first case is the original 21-unit test system which
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Table 8.3: Various statistics pertaining to optimal solutions to a piecewise linearisation of the nonlinear
model of §4.3 in a sensitivity analysis in respect of demand and PGU maintenance windows for the 21-
unit test system. The last column contains optimality gap values with respect to provable upper bounds
on the maximum objective function value. An asterisk denotes that a time-out budget of 4 hours of
computation time was reached by CPLEX.
Demand Maintenance Objective function Time Gap
Cases (%) window value (MW·week) (s) (%)
1 100 Original 219 717 36 0
2 103 Original 217 862 13 0
3 106.5 Original 215 048 27 0
4 100 Relaxed 260 095∗ 14 400 0.83
5 103 Relaxed 255 114 5 963 0
6 106.5 Relaxed 243 566∗ 14 400 6.14
is considered as a reference case for the other five cases. The second case involves a 3% increase
in the peak demand, but adheres to the original test system’s maintenance window constraints.
The third case involves a 6.5% increase in the peak demand, but also adheres to the original
maintenance window constraints. In the fourth case, the peak demand is kept as specified for the
original 21-unit test system, but the maintenance window constraints are relaxed as described
above. The fifth case involves a 3% increase in the peak demand and relaxed maintenance
window constraints. Finally, the sixth case involves an increase in the peak demand of 6.5% and
relaxed maintenance window constraints. Various statistics pertaining to optimal solutions to a
piecewise linearisation of the nonlinear model in §4.3 are shown for these six cases in Table 8.3.
Case 1 requires 36 seconds of computing time by CPLEX to obtain an optimal solution to the
piecewise linear approximation model. In Case 2, the demand is increased by 3%, which requires
13 seconds of computing time and yields a 0.844% worsening of the objective function value.
It is observed that there is a decrease in computing time and that an optimal solution is still
obtainable within a reasonable timeframe. Furthermore, when increasing the demand by 6.5%,
in Case 3, a computation time of 27 seconds is required to obtain the optimal solution, which
results in a 2.125% worsening of the objective function value compared to that in Case 1. It is
observed that increasing the demand has a small impact on the computation time required to
solve the nonlinear model of §4.3 (approximately) for the 21-unit test system. This computation
time decreases by only 9 seconds over the course of a 6.5% increase in demand. The reason for
the decrease in computation time as the demand is increased may be attributed to the smaller
solution space through which the algorithm has to search in order to obtain an optimal solution.
When the maintenance window constraints are relaxed, however, the number of feasible solutions
to the nonlinear model of §4.3 increases drastically, and so does the required computation time.
Case 4, in which the demand is kept as specified for the original 21-unit test system and the
maintenance window constraints are relaxed, results in a large increase in computation time.
In fact, no optimal solution can be obtained within the time-out budget of 14 400 seconds of
processing time. An optimality gap of 0.83% is obtained between the best objective function
value (of 260 095) and the smallest provable upper bound on the objective function value within
the allowed processing time. A decrease in computation time is observed in Case 5, where the
demand is increased by 3% and the maintenance window constraints are relaxed. The first
optimal solution is obtained within 5 963 seconds of computation time and yields an objective
function value that is 16.11% better than that of Case 1. Finally, in Case 6, it is found that
no optimal solution can be obtained within the time-out budget of 14 400 seconds of processing
time. A gap of 6.14% is obtained between the best objective function value (of 243 566) and
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the smallest provable upper bound on the objective function within four hours of computation
time. It is therefore observed that relaxing the maintenance window constraints has a significant
impact on the computation time required to solve the nonlinear model of §4.3 (approximately)
for the 21-unit test system.
8.1.2 The IEEE-RTS system
This section contains a presentation of the piecewise linear approximation solution obtained
by CPLEX for the nonlinear model of §4.3 as applied to the IEEE-RTS [188]. The solution
is contrasted with a solution obtained in the literature upon adoption of another reliability-
related scheduling criterion (minimisation of the SSR). The solution is also compared with the
solution reported in §7.1.2 when adopting the minimisation of the probability of unit failure
objective function. The feasibility of a piecewise linear approximation solution approach for the
nonlinear model of §4.3 within the context of the IEEE-RTS is finally also assessed in the form
of a sensitivity analysis involving various relaxations of the demand and maintenance scheduling
window constraints under an allowable computation time budget of 24 400s (8 hours).
Numerical results
A piecewise linear approximation solution to the nonlinear GMS model of §4.3 is obtained for the
IEEE-RTS by CPLEX within 93 538 seconds (25.983 hours). The optimal decision variable values
of this solution are given in integer decision vector form by x = [25, 12, 21, 30, 15, 51, 18, 33, 32, 48,
35, 14, 22, 42, 30, 38, 30, 31, 43, 23, 44, 17, 38, 36, 36, 49, 51, 51, 43, 13, 46, 38], which corresponds to
an objective function value of 130 630 MW·week (21 945 840 MWh). A graphical representation
of the maintenance schedule is presented in Figure 8.6 with the colour scale in Figure 8.6(a)
indicating the rated capacity (in MW) of each PGU and the colour scale in Figure 8.6(b) indi-
cating the failure rate of each PGU. The manpower required over the duration of the scheduling
window in order to implement the optimal solution in Figure 8.6 is shown in Figure 8.7(a).
The available system capacity over the duration of the scheduling window associated with the
optimal solution in Figure 8.6 is shown in Figure 8.7(b).
Figures 8.6 and 8.7 may be used to analyse the optimal solution obtained to the nonlinear GMS
model of §4.3 obtained by the piecewise linear approximation solution approach for the IEEE-
RTS. The influence that the rated capacity of a PGU has on its scheduled starting time is clear
in Figure 8.6(b). PGUs with large rated capacities (such as PGUs 23 and 32) are scheduled
to start as close as possible to the peaks of their expected energy curves. This is also the case
for PGU 22, but as this PGU has a maintenance window that ends at planning period 27, it
therefore must be scheduled for maintenance starting no later than planning period 27. From
these examples it is concluded that good solutions to the nonlinear GMS model of §4.3 will
typically aim to schedule maintenance on PGUs with large rated capacities as close as possible
to the dates at which they are expected to produce the most energy (e.g. the peaks of their
expected energy production curves). In terms of the failure rate of each PGU in the IEEE-RTS,
it is observed that PGUs with large failure rates are either scheduled for maintenance early or
late, as may be seen in Figure 8.6(b). The reason for this might be that PGUs with large failure
rates have nearly flat expected energy curves. Therefore, the effect on the expected energy
produced of moving a PGU with a large failure rate from one maintenance commencement date
to another is small.
The manpower requirement for the maintenance schedule presented in Figure 8.6 is shown in
Figure 8.7(a). It is observed that during the first 12 weeks of the maintenance schedule no
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Figure 8.6: An optimal solution to a piecewise linearisation of the nonlinear model of §4.3 for the
IEEE-RTS.
Stellenbosch University  https://scholar.sun.ac.za
8.1. Piecewise linear approximation results 169
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
0 10 20 30 40 50
Weeks
M
a
n
p
o
w
er
Manpower available
Manpower required
(a) The manpower required over the scheduling window corresponding to the optimal maintenance schedule
in Figure 8.6
2 250
2 500
2 750
3 000
3 250
0 10 20 30 40 50
Weeks
C
a
p
a
ci
ty
(M
W
)
Max capacity
Demand
Available capacity
(b) The system capacity over the scheduling window corresponding to the optimal maintenance schedule
in Figure 8.6
Figure 8.7: Evaluation of the manpower required and the system capacity available over the duration
of the scheduling window for the IEEE-RTS.
manpower is required as no maintenance is scheduled during this time period. Thereafter,
the manpower required increases sharply and is at a maximum for a number of time periods
towards the end of the first half of the scheduling window. It is then observed that for 3 weeks
after planning period 27, no manpower is again required, whereafter the manpower once again
increases and is at a maximum during a number of planning periods for the remainder of the
scheduling window. The reason for the maximum manpower required during the latter stages of
the scheduling window is that most PGUs exhibit peaks in their expected energy curves towards
the end of the scheduling window. Maintenance is therefore scheduled as close as possible to
these peaks.
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In Figure 8.7(b), the available capacity is observed to be at a maximum at the beginning of
the scheduling window, but diminishes towards planning period 27, which is typically when the
second set of maintenance window constraints starts. After planning period 27, the available
capacity is again at a maximum, whereafter it diminishes towards the end of the scheduling
window. Towards the end of the scheduling window, it is also observed that the difference
between the energy demand and available system capacity is very small.
Comparison with results from the literature
The effects of adopting a scheduling criterion which seeks to maximise the expected energy
production, as in the newly proposed objective function of §4.3.2, may be better analysed by
comparing the numerical results reported above with results found in the literature when adopt-
ing other reliability-related scheduling criteria, such as minimisation of the SSR. The numerical
results reported above are therefore compared in this section with the results obtained by Schlu¨nz
and van Vuuren [188], who adopted the SSR scheduling criterion in (2.8). The results obtained
by Schlu¨nz and Van Vuuren [188] (referred to here as Scenario I) are compared with the results
reported above (referred to here as Scenario J). Both GMS objectives adopted in Scenarios I
and J reside within the class of the reliability scheduling criteria and the results of Schlu¨nz
and Van Vuuren [188] for the IEEE-RTS (with the minimisation of SSR as objective) represent
the best results available in the literature for this particular scheduling criterion and problem
instance combination. A graphical representation of the two maintenance schedules are shown
in Figure 8.9 and their corresponding effects on the manpower required and the available system
capacity for the IEEE-RTS are shown in Figures 8.9(a) and 8.9(b), respectively. In Figure 8.8,
the maintenance schedules of the two scenarios are compared, with the colour scale indicating
the rated capacity of the PGUs in the system.
A comparison between the results for the two scenarios in terms of both scheduling objectives
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Figure 8.8: Comparison between the maintenance schedules of Scenarios I and J for the IEEE-RTS.
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Figure 8.9: Comparison between the manpower required and the available system capacity of Scenarios I
and J for the IEEE-RTS.
is presented in Table 8.4. The optimal solution of Scenario J performs 19.67% worse than that
of Scenario I in terms of the SSR scheduling objective. A similar observation is made when
considering the best solution obtained for the maximisation of the expected energy scheduling
criterion. In this case, the optimal solution obtained for the objective of Scenario J performs
12.31% better than that of Scenario I. The reason for this is again, of course, that the two ob-
jectives conflict in terms of when maintenance should be scheduled for the PGUs. In Scenario I,
the objective function aims to spread the maintenance of PGUs with large capacities out over
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Table 8.4: Comparison between the objective function values associated with the maintenance schedules
in Figure 8.8 for Scenarios I and J in the context of the IEEE-RTS. The percentage change values are
computed for the solution of Scenario J relative to that of Scenario I.
Expected
SSR energy production
Scenario (MW)2 (MW·week)
I 33 627 292 104 938
J 38 348 738 130 630
Percentage change +12.31% +19.67%
the entire scheduling window in order to levelise the reserves of the system, as mentioned. The
objective function of Scenario J, on the other hand, aims to schedule planned maintenance for
the PGUs towards the end of the scheduling window as close as possible to the peaks of the
PGUs’ expected energy production curves.
As previously mentioned, in order to minimise the SSR, maintenance schedules typically exhibit
maintenance commencement dates that are spread out over the entire scheduling window. This
is indeed the case in Scenario I where maintenance is performed on PGUs with large capacities
throughout the scheduling window. The objective in Scenario J, however, aims to schedule
PGUs with large capacities close to the peak of the expected energy curves of these PGUs,
which is typically close to the end of the scheduling window. It may be seen in Figure 8.8 that
PGUs with large capacities are typically scheduled later, but still within their respective PGU
maintenance windows. It may also be seen in Figure 8.8 that, compared to Scenario I, some
PGUs with larger failure rates are either scheduled for planned maintenance early or late during
the scheduling window in Scenario J. PGU 2, for example, is scheduled for maintenance during
the early stages of the scheduling window due to having the largest failure rate of 0.3733, which
is 13 weeks earlier than in Scenario I. On the other hand, it is observed for PGU 6, which also
has a failure rate of 0.3733, that maintenance is scheduled 20 weeks later in Scenario J than in
Scenario I. Maintenance is either scheduled during the early stages of the scheduling window or
during the later stages of this window for PGUs with high failure rates.
The different effects of the two scheduling objectives on manpower required and available system
capacity may also be observed in Figure 8.9(a). In Scenario I, the manpower required for planned
maintenance is spread out over the entire scheduling window. During each planning period of
the problem instance, manpower is required as there is no planning period within the scheduling
window during which no PGUs are in maintenance until week 47. In Scenario J, on the other
hand, it is observed that at the end of both halves of the scheduling window (e.g. weeks 1–27 and
weeks 28–52) the manpower required is at the maximum available number as most of the PGUs
exhibit peaks in their expected energy production curves towards the end of the scheduling
window.
Similar observations may also be made in respect of Figure 8.9(b). In Scenario I, the available
system capacity never falls below a 6% band above the demand. In Scenario J, on the other
hand, the available system capacity drops down to 0.214% above the demand during week 51
of the scheduling window as many PGUs are scheduled for maintenance towards the end of the
scheduling window due to the expected energy curves peaking towards the end of the scheduling
window. The maximum available system capacity mainly occurs towards the middle of the
graph for both Scenario I and J, whereas fewer jumps are observed in the available capacity for
Scenario I than for Scenario J.
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Comparison with results obtained by minimising probability of unit failure
The effects of the two novel scheduling criteria proposed in this dissertation (minimising the
probability of unit failure and maximisation of the expected energy production) may again
better be analysed by comparing the results obtained for these scheduling criteria with one
another. The results obtained when minimising the probability of unit failure (referred to here
as Scenario K), reported in §7.1.2, are compared with the results obtained when maximising
the expected energy production (referred to here as Scenario L), reported above. A graphical
representation of the two maintenance schedules is shown in Figure 8.10 with their effects on
the manpower required and the available system capacity shown in Figures 8.11(a) and 8.11(b),
respectively.
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Figure 8.10: Comparison between the maintenance schedules of Scenarios K and L for the IEEE-RTS.
A comparison between the results for the two scenarios in terms of both scheduling objectives is
presented in Table 8.5. The optimal solution of Scenario L performs 25.67% worse than that of
Scenario K in terms of the minimisation of the probability of unit failure scheduling objective. A
similar observation is made when considering the best solution obtained for the maximisation of
the expected energy scheduling criterion. In this case, the solution obtained for the objective of
Scenario L performs 34.75% better than that of Scenario K. This difference is quite substantial.
As previously mentioned, in order to minimise the probability of unit failure, maintenance
schedules typically exhibit maintenance commencement dates that are early during the schedul-
ing window. This is certainly the case in Scenario K where maintenance on PGUs with large
capacities is performed early during the scheduling window. This objective function also seeks
to schedule PGUs with large failure rates as early as possible so as to decrease their probability
of PGU failure. The objective in Scenario L, however, aims to schedule PGUs with large rated
capacities close to the peaks of their expected energy curves, which are typically close to the end
of the scheduling window. It may be seen in Figure 8.10 that PGUs with large rated capacities
are typically scheduled later in Scenario L than in Scenario K, but still within their respective
PGU maintenance windows. It may also be seen in Figure 8.10 that, compared to Scenario K,
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Figure 8.11: Comparison between the manpower required and the available system capacity of Scenar-
ios K and L for the IEEE-RTS.
some PGUs with larger failure rates are scheduled for planned maintenance later during the
scheduling window in Scenario L. PGU 6, for example, is scheduled for maintenance during the
second last week of the scheduling window due to exhibiting the largest failure rate of 0.3733,
which is 21 weeks later than in Scenario K. A similar observation may be made for PGU 31
mainly due to its 0.1750 failure rate (this PGU is scheduled for maintenance 45 weeks later,
which is also the largest difference between the maintenance dates of a single PGU of the two
scenarios).
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Table 8.5: Comparison between the objective function values associated with the maintenance schedules
in Figure 8.10 for Scenarios K and L in the context of the IEEE-RTS. The asterisk indicates an optimal
solution. The percentage change values are computed for the solution of Scenario L relative to that of
Scenario K.
Measure of Expected
probability energy production
Scenario of failure (MW·week)
K 57.886∗ 85 241
L 77.872 130 630
Percentage change +25.67% +34.75%
The different effects of the two scheduling objectives may also be observed in Figure 8.11(a). In
Scenario K, the maximum amount of manpower is often required during the early stages of the
scheduling window. It is observed that the required manpower decreases gradually, on average,
as the end of the scheduling window approaches, until no manpower is required after week 38.
In Scenario L, on the other hand, it is observed that at the end of both halves of the scheduling
window (e.g. weeks 1–27 and weeks 28–52) the manpower required is at the maximum available
number as most of the PGUs exhibit peaks in their expected energy production curves towards
the end of the scheduling window. It is observed that the effects that these two scheduling
criteria have on the manpower required are almost the exact opposites of one another.
Similar observations may also be made in respect of Figure 8.11(b). In both Scenarios K and L,
major drops are observed in the available system capacity. In Scenario K, this drop is observed
during the early stages of the scheduling window whereas in Scenario L the drop is observed
towards the end of the scheduling window due to the peaks of the expected energy production
curves of PGUs being towards the end of the scheduling window. The maximum system capacity
is available from week 38 onwards as no maintenance is scheduled after this planning period in
Scenario K. In Scenario L, on the other hand, the maximum available capacity occurs during
the beginning of the first and second halves of the scheduling window as no maintenance is
scheduled during these planning periods. It is observed, as was the case for the manpower
required, that the effects of these two scheduling criteria on the available capacity are almost
the exact opposites of one another.
Sensitivity analysis
A piecewise linear approximation approach towards solving the nonlinear GMS model of §4.3
for large power systems or very unconstrained systems is again not expected to be feasible. It
was demonstrated above that employing such a piecewise linear approximation model solution
approach in the context of the IEEE-RTS is not feasible within 8 hours of computation time as
CPLEX required 25.983 hours to solve the model.
In order to analyse the effects of alterations in the system specifications on the piecewise linear
approximation model solution approach, four cases are analysed in this section in terms of the
computation time required by CPLEX to solve the nonlinear model of §4.3 in the context of the
IEEE-RTS. These cases involve combinations of increasing the peak demand of the system by a
certain margin and relaxing the maintenance window constraints to have an earliest starting time
of 1 and latest starting time of 53 less the duration of maintenance of each PGU. The first case
is the original IEEE-RTS, which is considered as a reference case for the other three cases. The
second case involves a 3% increase in the peak demand, but adheres to the original test system’s
maintenance window constraints. In the third case, the peak demand is kept as specified for the
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original IEEE-RTS, but the maintenance window constraints are relaxed as described above.
Finally, the fourth case involves a 3% increase in the peak demand and relaxed maintenance
window constraints. Various statistics pertaining to solutions of the nonlinear model in §4.3 are
shown for these four cases in Table 8.6.
Table 8.6: Various statistics pertaining to optimal solutions to a piecewise linearisation of the nonlinear
model of §4.3 in a sensitivity analysis in respect of demand and PGU maintenance windows for the
IEEE-RTS. The last column contains gap values with respect to provable lower bounds on the minimum
objective function value. An asterisk denotes that a time-out budget of 8 hours of computation time was
reached by CPLEX.
Demand Maintenance Objective function Time Gap
Cases (%) window value (MW·week) (s) (%)
1 100 Original 130 625 28 800 0.30
2 103 Original 128 590 28 800 0.45
3 100 Relaxed 142 169 28 800 3.16
4 103 Relaxed 138 633 28 800 3.20
In Case 1 it is found that no optimal solution can be obtained within the time-out budget
of 28 800 seconds of computation time for the piecewise linearised model. The optimality gap
achieved within the allowed budget of computation time for Case 1 was 0.3%. In Case 2,
the demand is increased by 3%, which once again does not return an optimal solution as the
maximum allowed computation time was reached. The best solution obtained yields a 1.558%
worsening of the objective function value at a 0.45% optimality gap. Even with a smaller
solution space to evaluate in Case 2, where the demand is increased by 3%, it is observed that
the maximum computation time is again reached and the optimality gap also increases.
When the maintenance window constraints are relaxed, however, the number of optimal solutions
to the piecewise linearisation of nonlinear model of §4.3 increases drastically, and so does the
required computation time. Case 3, in which the demand is kept as specified for the original
IEEE-RTS and the maintenance window constraints are relaxed, results in a large increase in the
achievable optimality gap. Once again, no optimal solution can be obtained within the time-out
budget of 28 800 seconds of computation time. An optimality gap of 3.16% is obtained between
the best objective function value and the smallest provable upper bound on the objective function
value within the allowed processing time. This results in a 90.51% increase in the optimality
gap relative to Case 1. Finally, as was observed for the previous three cases, no optimal solution
is achievable within the time-out budget of 28 800 seconds of computation time. In Case 4, the
demand is increased by 3% and the maintenance window constraints are also relaxed. The best
solution obtained within the allowed computation time exhibits an objective function value of
138 633 with an optimality gap of 3.20% between this objective function value and the smallest
provable upper bound on the objective function value within the allowed processing time.
It is observed in all of the four cases compared above, that an exact solution approach employing
a piecewise model linearisation approach is not feasible in the allowed computation time of 28 800
seconds. In all of the cases this time-out budget was reached and no provably optimal solution
was obtained. Large optimality gaps were also observed in the cases where the maintenance
window constraints were relaxed.
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8.2 Metaheuristic approximate solution approach
In this section, parameter optimisation experiments in the form of an experimental design are
carried out in order to establish suitable parameter values for the SA algorithm in the context
of the nonlinear model of §4.3 as applied to the 21-unit test system [54] and the 32-unit IEEE-
RTS [188] described in §6. Thereafter, a presentation follows of the results obtained by the
SA algorithm for these two test systems when adopting the best parameter value combination
uncovered during the parameter optimisation experiments. The approximate solutions thus
obtained are finally compared with the results obtained by the exact solution approach, as
described in §8.1. The SA solution approach described in §5.3 was implemented in the software
package R [175] in combination with RStudio [184] as the integrated development environment
(IDE) for R in order to compute approximate solutions to the nonlinear model of §4.3.
8.2.1 The 21-unit system
This section is devoted to an application of the parameter optimisation experiment described in
§5.3.3 within the context of the 21-unit test system. The best algorithmic parameter combina-
tion thus uncovered is then employed to solve the test instance approximately in terms of the
maximisation of the energy production scheduling criterion.
Parameter optimisation experiment
In this section, a parameter optimisation experiment is performed for the 21-unit test system
in two separate phases according to the design described in §5.3.3. The first phase of the
experiment involves variation of the initial acceptance ratio χ0 and the soft constraint violation
severity factor γ. During the second phase of the experiment, the parameters varied are the
cooling parameter α, the reheating parameter ξ and the epoch parameter ψ.
Phase 1: Initial acceptance ratio & soft constraint violation severity factor
The mean optimality gaps (measured as percentages relative to the optimal objective function
values obtained by CPLEX for the piecewise linear approximation in §8.1.1) associated with the
feasible incumbents returned during the first phase of the parameter optimisation experiment
are shown in Table 8.7. The mean computation times involved in evaluating combinations of
these parameter values are shown in Table 8.8 (which includes computation times expended
during runs that returned infeasible incumbents). The numbers of times (out of 30) that an
infeasible incumbent was returned during an SA search run are finally shown in Table 8.9.
In these results, a correlation is observed between the mean optimality gap and the soft constraint
violation severity factor. As the severity factor increases, it is observed that the mean optimality
gap also increases. This may also be seen in Figure 8.12(a) where a box plot comparison is
presented of the mean optimality gap as a function of the soft constraint violation severity factor.
As mentioned in §7.2.1, the reason for this correlation may be that the search space contains
many disjoint pockets of feasible regions. Therefore, in order to move from one such pocket of
feasibility to a different pocket of feasibility, infeasible solutions have to be accepted during the
transition in view of the fact that the SA algorithm is a trajectory-based metaheuristic. This
type of transition is, however, less probable when adopting a larger soft constraint violation
severity factor. It is therefore observed that the smallest value of the soft constraint violation
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Table 8.7: Mean optimality gaps for all parameter combinations of the first phase of the parameter
optimisation experiment (involving the initial acceptance ratio χ0 and the soft constraint violation severity
factor γ) for the 21-unit test system with maximisation of the expected energy production as scheduling
criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 4.4224 6.1328 6.1065 6.6905 7.3375
0.5 3.7789 4.7433 6.4027 6.6187 6.5350
0.6 4.6215 4.7668 5.7669 6.3012 7.2557
0.7 3.5656 5.8016 6.4235 6.5505 5.6886
0.8 3.5254 5.4698 6.2172 5.8874 6.7177
Table 8.8: Mean computation times required for all parameter combinations of the first phase of the
parameter optimisation experiment (involving the initial acceptance ratio χ0 and the soft constraint
violation severity factor γ) for the 21-unit test system with maximisation of expected energy production
as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 3 616 2 074 2 765 2 564 2 531
0.5 2 814 2 812 3 681 2 188 3 065
0.6 1 979 1 855 1 914 2 601 1 660
0.7 2 258 1 874 2 225 3 746 2 876
0.8 2 846 2 422 2 085 1 910 2 311
severity factor leads to the discovery of feasible incumbents during the SA search that are closer
to optimal. It is, however, also observed that this parameter combination results in the smallest
spread in values. The effect of the initial acceptance ratio on the mean optimality gap seems
to be less prominent. Almost no increase or decrease is observed in the mean optimality gap
as the initial acceptance ratio is increased. This is clearly visible in the box plot comparison
presented in Figure 8.12(b). It is observed that the spreads of the mean optimality gaps for
all five of the initial acceptance ratio values are fairly similar, with the initial acceptance ratio
value of 0.6 exhibiting the most outliers. The results obtained in respect of the initial acceptance
ratio are similar. This similarity in mean optimality gaps may be due to the fact that the SA
algorithm typically terminates as a result of the three-consecutive-epoch termination criterion
and not the criterion associated with the maximum allowable computation time. The algorithm
therefore has enough time to reach an acceptably good incumbent solution, even when the initial
temperature is higher in some cases (as is the case for a higher initial acceptance ratio).
Table 8.9: Number of infeasible incumbents (out of 30) returned for all parameter combinations of
the first phase of the parameter optimisation experiment (involving the initial acceptance ratio χ0 and
the soft constraint violation severity factor γ) for the 21-unit test system with maximisation of expected
energy production as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 21 (70.00%) 12 (40.00%) 10 (33.33%) 9 (30.00%) 3 (10.00%)
0.5 24 (80.00%) 9 (30.00%) 5 (16.67%) 6 (20.00%) 3 (10.00%)
0.6 24 (80.00%) 12 (40.00%) 5 (16.67%) 9 (30.00%) 6 (20.00%)
0.7 24 (80.00%) 11 (36.67%) 9 (30.00%) 6 (20.00%) 5 (16.67%)
0.8 22 (73.33%) 10 (33.33%) 7 (23.33%) 4 (13.33%) 4 (13.33%)
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Figure 8.12: Box plot comparison of the optimality gaps for the first phase of the parameter optimisation
experiment (involving the soft constraint violation severity factor γ and the initial acceptance ratio χ0)
for the 21-unit test system with maximisation of expected energy production as scheduling criterion.
In terms of the computation time expended to evaluate each of the parameter combinations
presented in Table 8.8, no clear correlation is observed between this computation time and
the soft constraint violation factor. That is, as the soft constraint violation severity factor
increases, no clear increase or decrease in the average computation time is observed. This is
visible in Figure 8.13(a), which contains a plot of the computation time as a function of the soft
constraint violation severity factor for the different initial acceptance ratios. Similarly, for the
initial acceptance ratio, no clear pattern is observed in the mean computation time when this
parameter is varied, as may be seen in Figure 8.13(b).
It is observed in Table 8.9 that as the soft constraint violation severity factor increases, the
number of infeasible incumbents decreases, as expected. A very large proportion of infeasible
incumbents are observed for the small soft constraint violation severity factor value of 0.25. It is,
however, observed that as the soft constraint violation severity factor increases, the number of
infeasible incumbents returned (out of the 30) decreases at a rate that seems to be exponential.
This trend is also visible in Figure 8.14(a), where the number of infeasible incumbents returned
is presented as a function of the soft constraint violation severity factor for different initial
acceptance ratios. For the initial acceptance ratio, however, it is observed, as previously also
noted, that no significant change results in the number of infeasible incumbents returned as the
value of the initial acceptance ratio varies. This may also be observed in Figure 8.14(b), where
the number of infeasible incumbents is presented as a function of the initial acceptance ratio for
different soft constraint violation severity factor values.
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Figure 8.13: The required computation time as functions of the soft constraint violation severity factor γ
and the initial acceptance ratio χ0 when solving the 21-unit test system with maximisation of expected
energy production as scheduling criterion.
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Figure 8.14: The number of infeasible incumbents returned (out of 30) as functions of the soft constraint
violation severity factor γ and the initial acceptance ratio χ0 when solving the 21-unit test system with
maximisation of expected energy production as scheduling criterion.
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From the results obtained during the first phase of the parameter optimisation experiment,
which included variation of the soft constraint violation severity factor and the initial acceptance
ratio, a value of 0.75 is selected for the soft constraint violation severity factor and a value of
0.6 is selected for the initial acceptance ratio, as shown in Table 8.10. For this combination of
parameter values, an acceptable mean optimality gap of 5.7669% is obtained. As no trend was
observed in the computation time as the parameters were varied, the computation time did not
play a role in the final decision of the parameter combination. A mean computation time of 1 914
seconds required to solve the 21-unit test system is, however, also acceptable as it is lower than
the time-out budget allowed for the SA search, namely 14 400 seconds. A small proportion of
infeasible incumbents is also returned (out of the 30 runs) for this parameter value combination.
The combination is therefore adopted as the final parameter values in the context of solving the
21-unit test system with maximisation of expected energy production as scheduling criterion.
These values for the soft constraint violation severity factor and the initial acceptance ratio
are also adopted during the second phase of the parameter optimisation experiment involving
variation of the cooling parameter, the reheating parameter and the epoch parameter values.
Table 8.10: Selected parameter combination for the initial acceptance ratio χ0 and the soft constraint
violation severity factor γ, as obtained from the first phase of the parameter optimisation experiment for
the 21-unit test system with maximisation of expected energy production as scheduling criterion.
χ0 γ Optimality gap (%) Computation time (s) Infeasibilities
0.6 0.75 5.767 1 914 5 (out of 30)
Phase 2: Cooling parameter, reheating parameter, epoch parameter
The mean optimality gaps (again measured as a percentage relative to the optimal objective
function value obtained by CPLEX) associated with the piecewise linear approximation in §8.1.1
for the feasible incumbents returned during the second phase of the parameter optimisation ex-
periment, are shown in Table 8.11, while the mean computation times required for the evaluation
of the combinations of these parameter values are shown in Table 8.12. These times again include
computation times expended during runs that returned infeasible incumbents. The numbers of
times (out of 30) that an infeasible incumbent was returned during an SA search run are shown
in Table 8.13. Furthermore, box plot comparisons of the mean optimality gaps are presented
as functions of the cooling parameter, the reheating parameter and the epoch parameter in
Figures 8.15(a), 8.15(b) and 8.15(c), respectively.
From these results, it may be observed that there is a correlation between the cooling parameter
and average optimality gap. As the cooling parameter increases from 0.85 to 0.95, the average
optimality gap decreases. This is observed in Table 8.11 — as one moves down in the table, slight
differences in the average optimality gaps are observed. This may also be seen in Figure 8.15(a)
where it is observed that the average optimality gaps decrease as a function of the cooling
parameter. The mean optimality gaps corresponding to the cooling parameter values of 0.85,
0.90 and 0.95 are 7.057%, 6.568% and 5.939%, respectively. From Figure 8.15(a) it is also
observed that as the cooling parameter increases, the spreads of the optimality gaps decrease
slightly.
The correlation between the reheating parameter and the mean optimality gap is much more
prominent than that between the mean optimality gap and the cooling parameter. As the
reheating parameter increases in Table 8.11 (i.e. moving from left to right in the table), an
increase in the mean optimality gap is observed. This is also observed in the box plot in Fig-
ure 8.15(b), which contains a comparison of the mean optimality gaps for the three different
reheating parameter values of 0.55, 0.75 and 0.95. Here a clear increase in the mean optimality
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Table 8.11: Mean optimality gaps for all the combinations of parameter values during of the second
phase of the parameter optimisation experiment (involving variation of the cooling parameter α, the
reheating parameter ξ and the epoch parameter ψ) for the 21-unit test system with maximisation of
expected energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 4.0475 5.3627 6.4522
2 5.1460 5.7293 7.2512
4 5.7603 7.7781 8.9063
0.9
1 4.4646 4.8157 5.9681
2 4.2544 6.0540 6.8553
4 4.9394 7.0242 8.0746
0.95
1 4.6918 4.8278 5.4780
2 4.7040 5.3554 6.6066
4 4.9465 5.2437 6.6878
Table 8.12: Mean computation times required for all the combinations of parameter values during the
second phase of the parameter optimisation experiment (involving variation of the cooling parameter α,
the reheating parameter ξ and the epoch parameter ψ) for the 21-unit test system with maximisation of
expected energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 14 243 4 184 1 462
2 7 888 1 137 496
4 3 196 577 176
0.9
1 14 067 8 659 2 125
2 14 127 4 700 765
4 10 781 750 290
0.95
1 14 400 13 922 6 623
2 14 400 10 384 2 175
4 13 986 4 735 468
Table 8.13: Number of infeasible incumbents (out of 30) returned for all the combinations of parameter
values during the second phase of the parameter optimisation experiment (involving variations of the
cooling parameter α, the reheating parameter ξ and the epoch parameter ψ) for the 21-unit test system
with maximisation of expected energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 6 (20.00%) 9 (30.00%) 12 (40.00%)
2 6 (20.00%) 9 (30.00%) 10 (33.33%)
4 10 (33.33%) 15 (50.00%) 19 (63.33%)
0.9
1 4 (13.33%) 5 (16.67%) 7 (23.33%)
2 5 (16.67%) 6 (20.00%) 12 (40.00%)
4 9 (30.00%) 16 (53.33%) 21 (70.00%)
0.95
1 4 (13.33%) 5 (16.67%) 10 (13.33%)
2 6 (20.00%) 10 (33.33%) 13 (43.33%)
4 9 (30.00%) 10 (33.33%) 17 (56.67%)
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Figure 8.15: Box plot comparison of the optimality gaps obtained during the second phase of the
parameter optimisation experiment (involving variation of the cooling parameter α, the reheating pa-
rameter ξ and the epoch parameter ψ) for the 21-unit test system with maximisation of expected energy
production as scheduling criterion.
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gap is observed as the reheating parameter increases. The mean optimality gaps corresponding
to the reheating parameter values of 0.55, 0.75 and 0.95 are 5.053%, 6.567% and 7.944%, re-
spectively. It is also observed in Figure 8.15(b) that as the reheating parameter increases, an
undesirable increase results in the spreads and the number of outliers of the optimality gaps.
An analysis of the epoch parameter in terms of the mean optimality gap shows a gradual
increase in the optimality gap as the epoch parameter increases. This is not so easily observed
in Table 8.11, but it is clear in Figure 8.15(c). In this box plot, it may be seen that as the epoch
parameter increases from 1 to 4, the optimality gap increases gradually. The mean optimality
gaps for epoch parameter values of 1, 2 and 4 are 5.481%, 6.952% and 7.130%, respectively. It
is also important to note that as the epoch parameter increases, so does the spread and the
number of outliers of the optimality gaps.
The effects of these three parameter combinations on the required computation time are reported
in Table 8.12. The mean computation time required to solve the 21-unit test system for each
combination of the three parameter values, is presented in Table 8.12 and Figure 8.16. In the
figure it may be observed that as the cooling parameter increases, an increase in the required
computation time results. The mean computation time required for the cooling parameter
values of 0.85, 0.90 and 0.95 are 3 707 seconds, 6 252 seconds and 9 010 seconds, respectively.
This increase in computation time may be the result of a higher cooling parameter providing a
slower decay in the temperature of the SA algorithm which may, in turn, cause the algorithm
to terminate after a longer time.
In Table 8.12 and Figure 8.16, the required computation time is observed to decrease as the
reheating parameter increases. It is clear that as one moves from right to left in the table,
the computation time decreases. The average computation time required for evaluation of the
reheating parameter values of 0.55, 0.75 and 0.95 are 11 899 seconds, 5 450 seconds and 1 620
seconds, respectively, which represents a very large variation. One reason for observing very short
computation times for large reheating parameter values may be that the increase in temperature
of the SA algorithm caused by a large reheating parameter is very small and so the algorithm
may terminate easier due to the three-consecutive-reheating termination criterion.
The effect that the epoch parameter has on the computation time required by the SA algorithm
to solve the 21-unit test system may also be observed in Table 8.12 and Figure 8.16. As the epoch
parameter value increases, the required computation time decreases. The mean computation
time required for epoch parameter values of 1, 2 and 4 are 8 854 seconds, 6 230 seconds and 3 884
seconds, respectively, which again represents a large variation. A reason for this observation may
be that a larger epoch parameter value causes a shorter epoch which, in turn, results in a decrease
in the number of iterations required before cooling or reheating is performed. This may cause
the entire SA algorithm to terminate faster, because the temperature will decrease very rapidly
and three consecutive reheats may be achieved early on during the algorithmic execution.
Finally, the number of infeasible incumbents returned (out of 30) during execution of the SA
algorithm is reported in Table 8.13. The mean number of infeasible incumbents returned during
each search run is presented in Figure 8.17. Here no significant change in the number of infeasible
incumbents returned is observed when varying the cooling parameter. The mean number of
infeasible incumbents returned (out of 30) for cooling parameter values of 0.85, 0.90 and 0.95 are
10.667, 9.444 and 9.333, respectively. In terms of the reheating parameter and epoch parameter,
an almost exponential increase in the number of infeasible incumbents returned is observed
as these parameter values increase. The average number of infeasible incumbents returned
(out of 30) for reheating parameter values of 0.55, 0.75 and 0.95 are 6.556, 9.444 and 13.444,
respectively, whereas the average number of infeasible incumbents returned (out of 30) for the
epoch parameter values of 1, 2 and 4 are 6.889, 5.556 and 14.000, respectively.
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Figure 8.16: The computation time required to solve the 21-unit test system as a function of the
cooling parameter, the reheating parameter and the epoch parameter with maximisation of expected
energy production as scheduling criterion.
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Figure 8.17: The mean number of infeasible incumbents (out of 30) as a function of the cooling param-
eter, the reheating parameter and the epoch parameter for the 21-unit test system with maximisation of
expected energy production as scheduling criterion.
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The aim of the parameter optimisation experiment in this section was to obtain a suitable
combination of parameters which may be used in the approximate solution approach (i.e. the
method of SA) so as to obtain good GMS solutions for the 21-unit test system with maximisation
of expected energy production as scheduling criterion. In Figure 8.15(b), it may be observed
that the large value for the reheating parameter achieves the largest mean optimality gap and
that many outliers are observed in this case. This parameter value also produced a large mean
number of infeasible incumbents. The reheating parameter value of 0.95 was therefore eliminated
from the parameter values considered as candidates for the final set of parameters in the context
of the 21-unit test system. It was furthermore observed that a reheating parameter of 0.55
results in the longest required computation time (an average of 11 899 seconds). For this reason,
this parameter value was also eliminated from the parameter values considered as candidates
for the final set of parameters for the 21-unit test system. The only reheating parameter value
left, is therefore 0.75, which achieves an acceptable mean optimality gap value as well as an
acceptable mean computation time. This parameter value also returns, on average, fewer than
ten infeasible incumbents out of thirty.
Furthermore, the cooling parameter value of 0.95 was also eliminated from the candidates con-
sidered due to the parameter value returning, on average, a more than six percent optimality
gap. Hence a cooling parameter value of 0.95 was therefore eliminated from the parameter val-
ues considered as candidates for the final set of parameters in the context of the 21-unit test
system. The cooling parameter value of 0.85 was also eliminated from the parameter values
considered as candidates for the final set of parameters due to the parameter value returning,
on average, the largest computation time of the three cooling parameter values (an average of
8 854 seconds). Hence the cooling parameter value of 0.9 was selected as the best candidate for
the 21-unit test system. Finally, in terms of the results obtained for the epoch parameter it was
observed that the larger value (i.e. 4) returned 14 infeasible incumbents out of thirty, which
is an undesirably large proportion. Of the remaining epoch parameter values, the value 1 was
selected as the final epoch parameter as this value results in a smaller mean optimality gap as
well as returning a smaller number of infeasible incumbents of seven out of thirty. The final
set of parameters adopted in the SA algorithm for solving the 21-unit test system is shown in
Table 8.14.
Table 8.14: The complete set of parameters selected for the 21-unit test system with maximisation
of expected energy production as scheduling criterion, as well as the mean optimality gap, the mean
required computation time and the number of infeasible incumbents associated with these parameter
values during the second phase of the parameter optimisation experiment.
χ0 γ α ξ ψ Optimality gap (%) Computation time (s) Infeasibilities
0.6 0.75 0.9 0.75 1 4.816 8 659 5 (out of 30)
Numerical results
An approximate solution to the nonlinear GMS model of §4.3 was obtained for the 21-unit
test system by the SA algorithm with the parameter combinations as specified in Table 8.14.
The decision variable values of the incumbent are given in integer decision vector form by
x = [7, 40, 19, 26, 32, 16, 23, 46, 16, 12, 6, 42, 21, 2, 10, 14, 38, 51, 50, 28, 3], which corresponds to an
objective function value of 213 853 MW·week (2.669% worse that that of the optimal piecewise
linear approximation solution for the 21-unit test system, as reported in §8.1.1).
A graphical representation of this maintenance schedule is presented in Figure 8.18 with the
colour scale in Figure 8.18(a) indicating the capacity (in MW) of each PGU and the colour
scale in Figure 8.18(b) indicating the failure rate of each PGU. The manpower required over the
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Figure 8.18: The incumbent returned by the SA algorithm for the nonlinear model of §4.3, in the context
of the 21-unit test system with maximisation of expected energy production as scheduling criterion and
for parameter values as indicated in Table 8.14.
duration of the scheduling window in order to implement the solution in Figure 8.18 is shown in
Figure 8.19(a), while the available system capacity over the duration of the scheduling window
associated with this solution is shown in Figure 8.19(b).
Comparison with results obtained by piecewise linear approximation
The solution reported above may be analysed by comparing it with the optimal piecewise lin-
ear approximation solution obtained in §8.1.1 for the 21-unit test system with maximisation
of expected energy production as scheduling criterion. A graphical representation of the in-
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Figure 8.19: Evaluation of the manpower required and system capacity available over the duration of
the scheduling window for the 21-unit test system maintenance schedule in Figure 8.18.
cumbent solution returned by the approximate solution methodology of §5.3 (i.e. the method
of SA) and the optimal piecewise linear approximation solution obtained by the exact solution
approach described in §8.1.1 (i.e. by means of CPLEX) is shown in Figure 8.20 for the 21-unit
test system. The maintenance schedules of the two solutions are compared in the figure, with
the colour scale indicating the rated capacity of the PGUs in the system. The effects of the two
maintenance schedules on the manpower required and the available system capacity are shown
in Figures 8.21(a) and 8.21(b), respectively.
Comparing these two maintenance schedules, a reasonable number of differences are observed in
the scheduled commencement times of the PGUs, which cause the objective function values to
Stellenbosch University  https://scholar.sun.ac.za
190 Chapter 8. Maximising expected energy production
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
0 10 20 30 40 50
Weeks
U
n
it
s
0 10 20 30 40 50
Weeks
Cap
Cap
200
400
600
A
p
p
rox
im
ate:
M
etah
eu
ristic
A
p
p
rox
im
ate:
P
iecew
ise lin
ear
Capacity
600
400
200
600
400
200
(MW)
Figure 8.20: Two maintenance schedules for the 21-unit test system returned by two different ap-
proaches towards solving the nonlinear GMS model of §4.3 with maximisation of expected energy pro-
duction as scheduling criterion.
differ by 2.669%. Comparing the available manpower in Figure 8.21(a), it is seen for the solution
obtained by the piecewise linear approximation solution approach that no manpower is required
during the early stages of the scheduling window after which it increases within a short period
to the maximum available manpower. This is due to the proposed objective function scheduling
PGUs with large rated capacities in the scheduling window close to the peak of their expected
energy production curves, resulting in these PGUs being scheduled for maintenance late during
the scheduling window and the available manpower being low during the early stages of the
scheduling window and larger towards the end. A similar result is observed in the case of the
metaheuristic solution. It is observed that the available manpower is low early in the scheduling
window and then gradually increases toward the end of the first halve of the maintenance window.
The major difference between these two solutions may be observed in the second half of the
scheduling window where many jumps are observed for the result obtained by the metaheuristic
solution. Figure 8.21(b) reveals that there are some similarities for these two solutions in terms
of their available system capacities over the scheduling window. During the early stages of
the scheduling window the system capacities are similar, but a noticeable difference is observed
towards the end of the scheduling window where some jumps in the system capacity are observed
for the metaheuristic solution. The piecewise linear approximation solution, on the other hand,
exhibits a gradual decrease in the available system capacity towards the end of the scheduling
window.
8.2.2 The IEEE-RTS
This section is devoted to an application of the parameter optimisation experiment described in
§5.3.3 within the context of the IEEE-RTS. The best algorithmic parameter combination thus
uncovered is then employed to solve the test instance approximately in terms of the maximisation
of the energy production scheduling criterion.
Parameter optimisation experiment
In this section, a parameter optimisation experiment is performed for the IEEE-RTS in two
separate phases according to the design described in §5.3.3. The first phase of the experiment
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Figure 8.21: Comparison between the manpower required and the available system capacity associated
with the schedules in Figure 8.20 for the 21-unit test system with maximisation of expected energy
production as scheduling criterion.
involves variation of the initial acceptance ratio χ0 and the soft constraint violation severity
factor γ. During the second phase of the experiment, the parameters varied are the cooling
parameter α, the reheating parameter ξ and the epoch parameter ψ.
Phase 1: Initial acceptance ratio & soft constraint violation severity factor
The mean optimality gaps (measured as percentages relative to the optimal objective function
values obtained by CPLEX for the piecewise linear approximation in §8.1.2) associated with the
feasible incumbents returned during the first phase of the parameter optimisation experiment
are shown in Table 8.15. The mean computation times involved in evaluating combinations of
these parameter values are shown in Table 8.16 (which includes computation times expended
during runs that returned infeasible incumbents). The numbers of times (out of 30) that an
infeasible incumbent was returned during an SA search run are finally shown in Table 8.17.
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Table 8.15: Mean optimality gaps for all the combinations of the first phase of the parameter optimisa-
tion experiment (involving the initial acceptance ratio χ0 and the soft constraint violation severity factor
γ) for the IEEE-RTS with maximisation of the expected energy production as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 2.101 2.190 2.602 2.060 2.136
0.5 1.827 2.373 2.172 2.456 2.191
0.6 2.015 1.988 2.212 2.454 2.121
0.7 2.122 2.177 2.524 2.344 2.379
0.8 1.872 1.998 2.033 2.359 2.394
Table 8.16: Mean computation times required for all the combinations of the first phase of the parameter
optimisation experiment (involving the initial acceptance ratio χ0 and the soft constraint violation severity
factor γ) for the IEEE-RTS with maximisation of the expected energy production as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 18280 17613 15721 19649 19068
0.5 16059 14402 17647 18774 22381
0.6 16047 18279 16691 16587 19701
0.7 17265 17432 18244 19231 20699
0.8 14110 17489 19373 16461 18022
In these results, no clear correlation is observed between the mean optimality gap and the soft
constraint violation severity factor. As the severity factor increases, no significant change in
the mean optimality gap is observed. This may also be seen in Figure 8.22(a) where a box
plot comparison is presented of the mean optimality gap as a function of the soft constraint
violation severity factor. It is also observed that there is no significant change in the spread of
the optimality gaps as the severity factor increases. The severity factor value with the largest
number of outliers was observed to be 0.6. The effect of the initial acceptance ratio on the
mean optimality gap seems slightly more prominent. It is observed that the mean optimality
gap increases as the initial acceptance ratio is increased. A decrease is, however, observed in the
mean optimality gap for the largest initial acceptance ratio value of 0.8. This is clearly visible
in the box plot comparison presented in Figure 8.22(b). It is observed that the spreads and
number of outliers of the mean optimality gaps for all five of the initial acceptance ratio values
are fairly similar. This similarity in mean optimality gaps may be due to the fact that the SA
Table 8.17: Number of infeasible incumbents (out of 30) returned for all the combinations of the
first phase of the parameter optimisation experiment (involving the initial acceptance ratio χ0 and the
soft constraint violation severity factor γ) for the IEEE-RTS with maximisation of the expected energy
production as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 26 (86.67%) 17 (56.67%) 7 (23.33%) 7 (23.33%) 3 (10.00%)
0.5 27 (90.00%) 16 (53.33%) 7 (23.33%) 4 (13.33%) 0 (0.00%)
0.6 26 (86.67%) 13 (43.33%) 7 (23.33%) 1 (3.33%) 4 (13.33%)
0.7 28 (93.33%) 17 (56.67%) 8 (26.67%) 6 (20.00%) 5 (16.67%)
0.8 27 (90.00%) 12 (40.00%) 7 (23.33%) 11 (36.67%) 2 (6.67%)
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(b) Box plot comparison of the optimality gap
as a function of the initial acceptance ratio
Figure 8.22: Box plot comparison of the optimality gaps for the first phase of the parameter optimisation
experiment involving the soft constraint violation severity factor γ and the initial acceptance ratio χ0 for
the IEEE-RTS with maximisation of expected energy production as scheduling criterion.
algorithm typically terminates as a result of the three-consecutive-epoch termination criterion
and not as a result of the maximum allowable computation time. The algorithm therefore has
enough time to reach an acceptably good incumbent solution, even when the initial temperature
is higher in some cases (as is the case of a higher initial acceptance ratio).
In terms of the computation time expended to evaluate each of the parameter combinations
presented in Table 8.16, a slight increase in computation time is observed as the the soft con-
straint violation factor increases. This is visible in Figure 8.23(a), which contains a plot of the
computation time as a function of the soft constraint violation severity factor for the different
initial acceptance ratios. For the initial acceptance ratio, no increase or decrease in computation
time is observed in the mean computation time when this parameter is increased, as may be
seen in Figure 8.23(b).
The numbers of infeasible incumbents returned (out of the 30 test runs) for each of the 25
combinations of the soft constraint violation severity factor and the initial acceptance ratio are
shown in Table 8.17. It is observed in this table that as the soft constraint violation severity
factor increases, the number of infeasible incumbents decreases. A very large proportion of
infeasible incumbents are observed for the small value of the soft constraint violation severity
factor value of 0.25. It is, however, observed that as the soft constraint violation severity factor
increases, the number of infeasible incumbents returned (out of the 30) decreases exponentially.
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(a) The computation time required as a function of the soft constraint violation severity factor γ for different
values of the initial acceptance ratio χ0
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Figure 8.23: The computation time required as functions of the soft constraint violation severity factor γ
and the initial acceptance ratio χ0 when solving the IEEE-RTS with maximisation of expected energy
production as scheduling criterion.
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Figure 8.24: The number of infeasible incumbents returned (out of 30) as functions of the soft con-
straint violation severity factor γ and the initial acceptance ratio χ0 when solving the IEEE-RTS with
maximisation of expected energy production as scheduling criterion.
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This trend is also visible in Figure 8.24(a), where the number of infeasible incumbents returned
is presented as a function of the soft constraint violation severity factor for different initial
acceptance ratios. An almost exponential decay in the number of infeasible incumbents is
observed as the soft constraint violation severity factor is decreased, with the highest severity
factor value of 1.25 returning no infeasible incumbent solutions in one instance. For the initial
acceptance ratio, however, it is observed, as previously also noted, that no significant change
results in the number of infeasible incumbents returned as the value of the initial acceptance ratio
varies. This may also be observed in Figure 8.24(b), where the number of infeasible incumbents
is presented as a function of the initial acceptance ratio for different soft constraint violation
severity factor values.
From the results obtained during the first phase of the parameter optimisation experiment,
which included variation of the soft constraint violation severity factor and the initial acceptance
ratio, a value of 1.25 is selected for the soft constraint violation severity factor and a value of
0.6 is selected for the initial acceptance ratio, as shown in Table 8.18. For this combination of
parameter values, an acceptable mean optimality gap of 2.121% is obtained. As no clear trend
is observed in the computation time as the parameters are varied, the computation time did
not play a role in the final decision of the parameter combination. A mean computation time,
however, of 19 701 seconds required to solve the IEEE-RTS is also acceptable as it is lower than
the maximum amount of computation time allowed for the SA search, namely 28 800 seconds. A
small proportion of infeasible incumbents is also returned (out of the 30 runs) by this parameter
value combination, namely four. This combination is therefore adopted as the final parameter
values in the context of solving the IEEE-RTS with maximisation expected energy production
as scheduling criterion. These values for the soft constraint violation severity factor and the
initial acceptance ratio are also adopted during the second phase of the parameter optimisation
experiment involving variation of the cooling parameter, the reheating parameter and the epoch
parameter values.
Table 8.18: Selected parameter value combination for the initial acceptance ratio χ0 and the soft
constraint violation severity factor γ, as obtained from the first phase of the parameter optimisation
experiment for the IEEE-RTS with maximisation of expected energy production as scheduling criterion.
χ0 γ Optimality gap (%) Computation time (s) Infeasibilities
0.6 1.25 2.121 19 701 4 (out of 30)
Phase 2: Cooling parameter, reheating parameter, epoch parameter
The mean optimality gaps (again measured as percentages relative to the optimal objective func-
tion values obtained by CPLEX) associated with the piecewise linear approximation in §8.1.2 for
the feasible incumbents returned during the second phase of the parameter optimisation experi-
ment, are shown in Table 8.19, while the mean computation times required for the evaluation of
the combinations of these parameter values are shown in Table 8.20. These times again include
computation times expended during runs that returned infeasible incumbents. The numbers of
times (out of 30) that an infeasible incumbent was returned during an SA search run are shown
in Table 8.21. Furthermore, box plot comparisons of the mean optimality gaps are presented
as functions of the cooling parameter, the reheating parameter and the epoch parameter in
Figures 8.25(a), 8.25(b) and 8.25(c), respectively.
From these results, it may be observed that there is no clear correlation between the cooling
parameter and average optimality gap. As the cooling parameter increases from 0.85 to 0.90, the
average optimality gap decreases, but then increases again as the cooling parameter increases
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Table 8.19: Mean optimality gaps for all the combinations of parameter values during the second
phase of the parameter optimisation experiment (involving variation of the cooling parameter α, the
reheating parameter ξ and the epoch parameter ψ) for the IEEE-RTS with maximisation of expected
energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 2.0994 1.9131 2.7177
2 2.1175 3.1025 3.2382
4 2.0600 3.7495 4.0167
0.9
1 2.2432 2.1733 2.8007
2 2.1041 2.3783 3.1243
4 2.2468 2.9572 4.1530
0.95
1 3.4076 4.9138 5.9019
2 2.8054 2.3129 3.0212
4 2.5069 2.4565 3.4267
Table 8.20: Mean computation times required for all the combinations of parameter values during the
second phase of the parameter optimisation experiment (involving variation of the cooling parameter α,
the reheating parameter ξ and the epoch parameter ψ) for the IEEE-RTS with maximisation of expected
energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 28800 23617 9008
2 28170 6391 3901
4 24201 3060 1889
0.9
1 28800 28196 23584
2 28800 21298 9365
4 26674 9351 4358
0.95
1 28800 28800 28800
2 28800 27864 16923
4 28800 19601 6349
Table 8.21: Number of infeasible incumbents (out of 30) returned for all the combinations of parameter
values during the second phase of the parameter optimisation experiment (involving variations of the
cooling parameter α, the reheating parameter ξ and the epoch parameter ψ) for the IEEE-RTS with
maximisation of expected energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 3 (10.00%) 4 (13.33%) 5 (16.67%)
2 1 (3.33%) 2 (6.67%) 6 (20.00%)
4 3 (10.00%) 6 (20.00%) 9 (30.00%)
0.9
1 7 (23.33%) 4 (13.33%) 1 (3.33%)
2 2 (6.67%) 2 (6.67%) 2 (6.67%)
4 2 (6.67%) 4 (13.33%) 4 (13.33%)
0.95
1 5 (16.67%) 9 (30.00%) 5 (16.67%)
2 6 (20.00%) 4 (13.33%) 4 (13.33%)
4 5 (16.67%) 1 (3.33%) 5 (16.67%)
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Figure 8.25: Box plot comparison of the optimality gaps obtained during the second phase of the pa-
rameter optimisation experiment (involving variation of the cooling parameter α, the reheating parameter
ξ and the epoch parameter ψ) for the IEEE-RTS with maximisation of expected energy production as
scheduling criterion.
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from 0.90 to 0.95. This may be seen in Figure 8.15(a). The mean optimality gaps corresponding
to the cooling parameter values of 0.85, 0.90 and 0.95 are 2.892%, 2.7224% and 3.822%, respec-
tively. In Figure 8.15(a) it is also observed that the largest cooling parameter 0.95 exhibits the
largest number of outliers which contributes toward the average optimality gap being larger.
The cooling parameter with the fewest outliers is observed to be 0.90.
The correlation between the reheating parameter and the mean optimality gap is much more
prominent than that between the mean optimality gap and the cooling parameter. As the re-
heating parameter increases in Table 8.19 (i.e. moving from left to right in the table), an increase
in the mean optimality gap is observed. This is also observed in the box plot in Figure 8.25(b),
which contains a comparison of the mean optimality gaps for the three different reheating param-
eter values of 0.55, 0.75 and 0.95. Here a clear increase in the mean optimality gap is observed
as the reheating parameter increases. The mean optimality gaps corresponding to the reheating
parameter values of 0.55, 0.75 and 0.95 are 2.284%, 3.441% and 3.712%, respectively. It is also
observed in Figure 8.25(b) that as the reheating parameter increases, an undesirable increase
results in the spreads and the number of outliers of the optimality gaps, with the reheating
parameter value of 0.75 returning the largest number of outliers.
An analysis of the epoch parameter in terms of the mean optimality gap shows no clear effect on
the optimality gap as the epoch parameter increases. This is not so easily observed in Table 8.11,
but it is clear in Figure 8.15(c). The mean optimality gaps for epoch parameter values of 1, 2
and 4 are 3.567%, 2.702% and 3.168%, respectively. It is also important to note that there is no
clear correlation between the epoch parameter and the spread or number of outliers. The epoch
parameter 1 returns the largest number of outliers.
The mean computation time required to solve the IEEE-RTS for each combination of the three
parameter values is presented in Table 8.20 and Figure 8.26. In the figure it may be observed
that as the cooling parameter increases, an increase in the required computation time results.
The mean computation time required for the cooling parameter values of 0.85, 0.90 and 0.95 are
14 337 seconds, 20 047 seconds and 23 860 seconds, respectively. This increase in computation
time may be the result of a largest cooling parameter providing a slower decay in the temperature
of the SA algorithm which may, in turn, cause the algorithm to terminate after a longer time.
In Table 8.20 and Figure 8.26, the required computation time is observed to decrease as the
reheating parameter increases. It is clear that as one moves from left to right in the table,
the computation time increases. The average computation time required for evaluation of the
reheating parameter values of 0.55, 0.75 and 0.95 are 27 983 seconds, 18 686 seconds and 11 575
seconds, respectively, which represents a very large variation. One reason for observing very short
computation times for large reheating parameter values may be that the increase in temperature
of the SA algorithm caused by a large reheating parameter is very small and so the algorithm
may terminate more easily due to the three-consecutive-reheating termination criterion.
The effect that the epoch parameter has on the computation time required by the SA algorithm
to solve the IEEE-RTS may also be observed in Table 8.20 and Figure 8.26. As the epoch pa-
rameter value increases, the required computation time decreases. The mean computation time
required for epoch parameter values of 1, 2 and 4 are 25 378 seconds, 19 057 seconds and 13 809
seconds, respectively, which again represents a large variation. A reason for this observation
may be that a larger epoch parameter value causes shorter epochs which, in turn, results in
a decrease in the number of iterations required before cooling or reheating is performed. This
may cause the entire SA algorithm to terminate faster, because the temperature will decrease
very rapidly and three consecutive reheats may be achieved early on during the algorithmic
execution.
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Figure 8.26: The computation time required to solve the IEEE-RTS as a function of the cooling
parameter, the reheating parameter and the epoch parameter with maximisation of expected energy
production as scheduling criterion.
Finally, the number of infeasible incumbents returned (out of 30) during execution of the SA
algorithm is reported in Table 8.21. The mean number of infeasible incumbents returned during
each search run is presented in Figure 8.27. Here no correlation between the number of infeasible
incumbents returned is observed when varying the cooling parameter. The mean number of
infeasible incumbents returned (out of 30) for cooling parameter values of 0.85, 0.90 and 0.95 are
4.333, 3.111 and 4.889, respectively. In terms of the reheating parameter and epoch parameter,
an increase in the number of infeasible incumbents returned is observed as these parameter
values increase. The average number of infeasible incumbents returned (out of 30) for reheating
parameter values of 0.55, 0.75 and 0.95 are 3.778, 4.000 and 4.556, respectively. The average
number of infeasible incumbents returned (out of 30) for epoch parameter values of 1, 2 and 4
are 4.778, 3.222 and 4.333, respectively. This again does not exhibit a clear correlation between
the average number of infeasible incumbents returned and the epoch parameter.
The aim of the parameter optimisation experiment in this section was to obtain a suitable
combination of parameters which may be used in the approximate solution approach (i.e. the
method of SA) so as to obtain good GMS solutions for the IEEE-RTS with maximisation of
expected energy production as scheduling criterion. In Figure 8.25(a), it may be observed that
the large value for the cooling parameter (i.e. 0.95) achieves the largest mean optimality gap and
that many outliers are observed in this case. The cooling parameter value of 0.95 was therefore
eliminated from the parameter values considered as candidates for the final set of parameters
in the context of the IEEE-RTS. It was furthermore observed that a cooling parameter of 0.90
results in an increase in the required computation time (an average of 20 047 seconds), which
is significantly more than than that associated with a cooling parameter of 0.85 (an average of
14 337 seconds). For this reason, this parameter value was also eliminated from the parameter
values considered as candidates for the final set of parameters in respect of the IEEE-RTS.
The only cooling parameter value left, is therefore 0.85, which achieves an acceptable mean
optimality gap value as well as an acceptable mean computation time. This parameter value
also returns, on average, fewer than five infeasible incumbents out of thirty.
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Figure 8.27: The mean number of infeasible incumbents (out of 30) as a function of the cooling
parameter, the reheating parameter and the epoch parameter for the IEEE-RTS with maximisation of
expected energy production as scheduling criterion.
Furthermore, the reheating parameter value of 0.75 was eliminated from the candidates con-
sidered due to the parameter value returning the largest number of outliers. The reheating
parameter value of 0.95 was also eliminated from the parameter values considered as candidates
for the final set of parameters due to the parameter value returning, on average, the largest
number of infeasible solutions of the three reheating parameter values (an average of 4.556).
Hence the cooling parameter value of 0.55 was selected as the best candidate for the IEEE-RTS.
Finally, in terms of the results obtained for the epoch parameter it was observed that the value
of 2 returned the largest number of outliers and was therefore eliminated from the parameter
values considered as candidates for the final set of parameters in the context of the IEEE-RTS.
Of the remaining epoch parameter values, the value 4 was selected as the final epoch parame-
ter as this value resulted, on average, in a smaller required computation time. This value also
returns an acceptable number of infeasible solutions (out of 30) on average. The final set of
parameters adopted in the SA algorithm for solving the IEEE-RTS is shown in Table 8.22.
Table 8.22: The complete set of SA parameters selected for the IEEE-RTS with maximisation of
expected energy production as scheduling criterion, as well as the mean optimality gap, the mean com-
putation time required and the number of infeasible incumbents associated with these parameter values
during the second phase of the parameter optimisation experiment.
χ0 γ α ξ ψ Optimality gap (%) Computation time (s) Infeasibilities
0.6 1.25 0.85 0.55 4 2.060 24 201 3 (out of 30)
Numerical results
An approximate solution to the nonlinear GMS model of §4.3 was obtained for the IEEE-
RTS by the SA algorithm with the parameter combinations as specified in Table 8.22. The
decision variable values of the incumbent are given in integer decision vector form by x =
[10, 4, 13, 32, 15, 51, 20, 29, 34, 31, 48, 23, 15, 35, 34, 38, 39, 40, 43, 22, 44, 17, 37, 50, 29, 41, 51, 49, 39,
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11, 46, 41], which corresponds to an objective function value of 128 516 MW·week (1.618% worse
that that of the optimal piecewise linear approximation solution for the IEEE-RTS, as reported
in §8.1.2).
A graphical representation of this maintenance schedule is presented in Figure 8.28 with the
colour scale in Figure 8.28(a) indicating the rated capacity (in MW) of each PGU and the
colour scale in Figure 8.28(b) indicating the failure rate of each PGU. The manpower required
over the duration of the scheduling window in order to implement the solution in Figure 8.28 is
shown in Figure 8.29(a), while the available system capacity over the duration of the scheduling
window associated with this solution is shown in Figure 8.29(b).
Comparison with results obtained by piecewise linear approximation
The solution reported above may be analysed by comparing it with the optimal piecewise linear
approximation solution obtained in §8.1.2 for the IEEE-RTS with maximisation of expected
energy production as scheduling criterion. A graphical representation of the incumbent solution
returned by the approximate solution methodology of §5.3 (i.e. the method of SA) and the opti-
mal piecewise linear approximation solution obtained by the exact solution approach described
in §8.1.2 (i.e. by means of CPLEX) is shown in Figure 8.30 for the IEEE-RTS. The maintenance
schedules of the two solutions are compared in the figure, with the colour scale indicating the
rated capacity of the PGUs in the system. The effects of the two maintenance schedules on the
manpower required and the available system capacity are shown in Figures 8.31(a) and 8.31(b),
respectively.
Comparing these two maintenance schedules, only a small number of differences are observed in
the scheduled commencement times of the PGUs, which causes the objective function values to
differ by 1.618%. Comparing the available manpower in Figure 8.31(a), it is seen for the solution
obtained by the piecewise linear approximation solution approach that no manpower is required
during the early stages of the scheduling window after which it increases within a short period
to the maximum available manpower. This is due to the proposed objective function scheduling
PGUs with large rated capacities close to the peak of their expected energy production curves,
resulting in these PGUs being scheduled for maintenance late during the scheduling window
and the available manpower being low during the early stages of the scheduling window (and
larger towards the end). A similar result is observed in the case of the metaheuristic solution.
It is observed that the available manpower is low early on during the scheduling window and
then gradually increases toward the end of the first half of the maintenance window. The major
difference between these two solutions may be observed during the early stages of the scheduling
window where many jumps are observed for the result obtained by the metaheuristic solution. In
Figure 8.31(b), it is seen for the solution obtained by the piecewise linear approximation solution
approach that the system capacity is equal to the maximum available capacity during the early
stages of the maintenance window. This is due to the proposed objective function scheduling
PGUs with large rated capacities close to the peaks of their expected energy production curves,
resulting in these PGUs being scheduled for maintenance late during the scheduling window
and the available system capacity being high. A similar result is observed in the case of the
metaheuristic solution. It is observed that the system capacity is equal to the maximum available
capacity early during the scheduling window, but a few jumps away from the maximum capacity
is, however, observed and then the system capacity gradually decreases toward the end of the
first half of the maintenance window. During the second half of the scheduling window, a
similar available capacity pattern is observed when comparing the metaheuristic approach with
the piecewise linear solution, with only small discrepancies being observed.
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(a) The incumbent returned by the SA algorithm for the nonlinear model of §4.3, with the colour scale
indicating the rated capacity of the PGUs
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Figure 8.28: The incumbent returned by the SA algorithm for the nonlinear model of §4.3, in the
context of the IEEE-RTS with maximisation of expected energy production as scheduling criterion and
for parameter values as indicated in Table 8.22.
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Figure 8.29: Evaluation of the manpower required and system capacity available over the duration of
the scheduling window for the IEEE-RTS maintenance schedule in Figure 8.28.
8.3 Chapter summary
In this chapter, the results obtained by employing a piecewise linear solution approach toward
solving the nonlinear GMS model of §4.3 were reported in the contexts of the 21-unit test
system [54] and the 32-unit IEEE-RTS [188]. The results for the 21-unit test system were
presented in §8.1, which included an optimal maintenance schedule for the linearised problem
instance, a comparison with a maintenance schedule according to another scheduling objective
from the literature and an analysis of the practical feasibility of an exact solution approach in
respect of the 21-unit test system in the form of a sensitivity analysis in §8.1.1. The same study
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Figure 8.30: Two maintenance schedules for the IEEE-RTS returned by two different approaches
towards solving the nonlinear GMS model of §4.3 with maximisation of expected energy production as
scheduling criterion.
was performed for the IEEE-RTS, with the presentation of an optimal maintenance schedule
for the linearised problem instance, a comparison with a maintenance schedule according to
another scheduling objective from the literature and an analysis of the practical feasibility of
the piecewise linear solution approach in respect of the 32-unit IEEE-RTS, again in the form of
a sensitivity analysis in §8.1.2.
It was demonstrated that for small problem instances with tightly constrained maintenance
window constraints, such as the original 21-unit test system, a piecewise linear solution approach
is practically feasible for the nonlinear GMS model of §4.3 (i.e. requires a computation time of
less than a hundred seconds). It was observed that a piecewise linear solution approach was not,
however, feasible within the time-out budget (of 8 hours) for the IEEE-RTS. An optimal solution
was only obtained after 25.983 hours of computation time. It was also observed, for both of
these academic test systems, that an increase in the peak demand of the system does not affect
the processing time significantly. Relaxation of the maintenance window constraints, however,
has a dramatic influence on the computation time of the piecewise linear solution approach via
CPLEX. It is therefore anticipated that adopting an exact solution approach toward solving the
nonlinear GMS model of §4.3 in the context of a real-world problem instance, which may easily
contain more than a hundred PGUs, will not be practically feasible. An approximate solution
approach was consequently explored in §8.2 in order to be able to accommodate larger power
systems.
The results obtained by the approximate solution approach adopted, the method of SA, was
presented in §8.2 for the same two academic benchmark systems. This was followed by a pre-
sentation of the results obtained from a parameter optimisation experiment for the 21-unit test
system in §8.2.1. In this section, the different combinations of parameter values were compared
in order to obtain the best combination for the method of SA in the context of the 21-unit test
system. This section also contained a description of the best incumbent returned by solving
the 21-unit system upon utilisation of the best parameter combination values. A comparison
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Figure 8.31: Comparison between the manpower required and the available system capacity associated
with the schedules in Figure 8.20 for the IEEE-RTS with maximisation of expected energy production as
scheduling criterion.
of this solution with the optimal solution obtained by the piecewise linear solution approach
was also carried out in §8.1.1. It was found that the objective function values of the solution
obtained by the piecewise linear solution approach and the approximate solution approach differ
by only 2.669%. A similar approach was taken in respect of the IEEE-RTS in §8.2.2 where the
results of the parameter optimisation experiment, as well as a comparison of the difference in
the combinations of the parameter values, were presented. Finally, the best incumbent returned
when solving the IEEE-RTS upon utilisation of the best parameter value combination was pre-
sented and a comparison was performed with the optimal solution obtained by the piecewise
linear solution approach. For the IEEE-RTS, it was found that the objective function values
of the solution obtained by the piecewise linear solution approach and that obtained by the
approximate solution approach differ by 1.618%.
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The real-world case study considered in this dissertation part is called the 157-unit Eskom case
study. This case study involves the PGUs of the South African national power utility, Eskom.
The data and constraints specified for the 157-unit Eskom case study are described in detail
in this chapter along with some objective function extensions to the model of §4 in order to
accommodate all maintenance requirements in such a large and complex real-world case study.
9.1 Background
Eskom is the state-owned national power utility in South Africa and is charged with the respon-
sibility of generation, transmission, distribution, sales, importing and exporting of the country’s
electricity [75]. Eskom operates both base-load and peak PGUs, and supplies 96% of South
Africa with electricity. The utility sells electricity to various customers of whom the largest is
the combined municipalities within South Africa who distribute electricity to their respective
end users.
The 157-unit Eskom case study, established by Schlu¨nz and Van Vuuren [188] in 2011, is a
considerably larger and more realistic GMS problem instance than the academic benchmark
systems of §6 and is based on the true energy network of the South African national power
utility. This case study is, however, merely a representation of the real Eskom power system.
Due to confidentiality concerns, slight alterations have been made to certain data and the result
is therefore not an exact representation of the true Eskom power system.
9.2 Specifications
The 157-unit Eskom case study has a total installed rated capacity of 39 949 MW, generated by
105 PGUs. These PGUs are indexed here by the set UA = {1, . . . , 105}. Some of these PGUs,
however, require more than one maintenance procedure during the planning horizon (a one-year
209
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scheduling window discretised into three hundred and sixty five one-day time periods). Since
the 157-unit Eskom case study originally established by Schlu¨nz and Van Vuuren [188] did not
contain specified failure rates for the PGUs in the system, these failure rates were derived from
the IEEE-RTS [8], which does include a specification of failure rates for PGUs based on the
type of fuel used to generate energy and the rated capacities of the PGUs. The failure rates
were generated for each type and size of PGU in the 157-unit Eskom case study by selecting a
random failure rate according to a triangular distribution (between 15% below and 15% above
the modes) with the failure rates specified in IEEE-RTS [8] as the modes of the distributions.
The PGUs at Eskom’s disposal in this case study each employs one of five technologies for
generating electricity. These five different technologies are presented in Table 9.1. The table
contains specifications of the number of power stations per technology as well as an indication
of which PGUs employ which technology.
Table 9.1: Description of the PGUs in the 157-unit Eskom case study.
Description Number of stations PGUs
Nuclear 1 {1,2}
Coal subset 1 11 {3,. . . ,54}
Coal subset 2 5 {55,. . . ,80}
Gas-turbine 4 {81,. . . ,93}
Conventional hydroelectric 2 {94,. . . ,99}
Pumped storage schemes 3 {100,. . . ,105}
The original 157-unit Eskom case study of Schlu¨nz and Van Vuuren [188] also did not contain
specifications of the number of days that had elapsed between the end of the previous PGU
maintenance procedure and the start of the current planning window. These durations, denoted
by |x′1|, . . . , |x′105|, were derived from a previous maintenance schedule employed by Eskom. It
was assumed, for PGUs requiring two maintenance procedures per scheduling window, that the
previous maintenance procedures had occurred within the second half of the previous year. For
PGUs requiring three maintenance procedures per scheduling window, it was similarly assumed
that the previous maintenance procedures had occurred within the last third of the previous year
and for PGUs requiring four maintenance procedures per scheduling window, that the previous
maintenance procedures had occurred within the last quarter of the previous year.
Table 9.2 contains the following data related to each PGU u ∈ UA in the 157-unit Eskom
case study: Its rated capacity Cu, its estimated failure rate λu, the number of days |x′u| as-
sumed to have elapsed between completion of its previous maintenance procedure and the
onset of the current scheduling window, its required number wu of maintenance procedures
during the current scheduling window, the durations du,1, . . . , du,wu of these maintenance pro-
cedures, and the earliest and latest starting times of these procedures in the form of intervals
[eu,1, `u,1], . . . , [eu,wu , `u,wu ].
Table 9.2: Specifications for the 105 actual PGUs of the 157-unit Eskom case study [188].
Cu |x′u| du,i
UA (MW) λu (days) wu (days) [eu,i, `u,i]
1 900 0.01918 258 1 84 [225,282]
2 900 0.02084 302 1 0 [1,365]
3 615 0.01838 180 2 42, 7 [1,140],[183,359]
4 615 0.01933 127 1 7 [71,92]
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Table 9.2 (continued): Specifications for the 105 actual PGUs of the 157-unit Eskom case study [188].
Cu |x′u| du,i
UA (MW) λu (days) wu (days) [eu,i, `u,i]
5 615 0.02003 48 1 35 [323,331]
6 615 0.01743 74 1 28 [43,85]
7 615 0.02025 183 1 28 [85,127]
8 615 0.01931 43 1 7 [190,211]
9 593 0.01925 289 1 28 [43,85]
10 593 0.01824 363 1 0 [1,365]
11 593 0.01980 311 1 28 [99,141]
12 593 0.02032 208 1 7 [29,50]
13 593 0.01960 64 2 7, 28 [1,175],[183,338]
14 593 0.01735 153 2 7, 28 [1,175],[183,338]
15 575 0.02449 317 1 0 [1,365]
16 575 0.02289 223 1 70 [71,148]
17 575 0.02197 353 1 14 [211,239]
18 575 0.02296 257 1 0 [1,365]
19 575 0.02424 60 1 70 [1,78]
20 575 0.02329 362 1 45 [232,288]
21 190 0.01188 235 1 0 [1,365]
22 185 0.01039 139 1 92 [1,78]
23 190 0.01196 102 1 0 [1,365]
24 190 0.01190 8 1 0 [92,120]
25 190 0.01160 3 1 14 [204,267]
26 190 0.01113 249 1 50 [1,365]
27 190 0.01106 268 1 0 [113,141]
28 190 0.01306 151 2 14, 28 [1,154],[183,352]
29 190 0.01032 236 1 14 [281,309]
30 190 0.01239 51 2 28, 28 [1,154],[183,338]
31 575 0.02432 177 1 7 [218,239]
32 575 0.02589 75 1 0 [1,365]
33 575 0.02542 325 1 0 [1,365]
34 575 0.02432 246 1 42 [1,50]
35 575 0.02244 90 1 7 [85,106]
36 575 0.02249 40 1 84 [239,282]
37 475 0.02350 152 2 21, 28 [1,161],[183,338]
38 475 0.02390 285 1 84 [1,78]
39 475 0.02393 83 1 21 [323,345]
40 475 0.02308 247 1 0 [1,365]
41 475 0.02580 56 1 0 [1,365]
42 475 0.02331 132 1 0 [1,365]
43 640 0.01751 139 1 23 [330,343]
44 640 0.01768 210 1 7 [1,22]
45 640 0.01976 158 1 23 [295,330]
46 640 0.02007 321 1 5 [323,344]
47 640 0.02011 45 1 57 [1,71]
48 640 0.02070 300 1 5 [85,106]
49 612 0.02031 53 1 28 [1,43]
50 612 0.01859 165 2 7, 56 [1,175],[183,310]
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Table 9.2 (continued): Specifications for the 105 actual PGUs of the 157-unit Eskom case study [188].
Cu |x′u| du,i
UA (MW) λu (days) wu (days) [eu,i, `u,i]
51 612 0.02058 21 1 7 [99,120]
52 669 0.01822 273 1 35 [64,113]
53 669 0.01994 6 1 7 [330,351]
54 669 0.01742 299 1 8 [351,358]
55 585 0.02220 6 2 4, 60 [1,178],[183,306]
56 585 0.02433 98 2 12, 4 [1,170],[183,362]
57 585 0.02339 0 2 4, 12 [1,178],[183,354]
58 585 0.02429 140 2 50, 4 [1,132],[183,362]
59 585 0.02302 270 1 4 [71,85]
60 585 0.02208 136 2 4, 4 [1,178],[183,362]
61 190 0.01162 130 1 0 [1,365]
62 190 0.01087 185 1 0 [1,365]
63 185 0.01185 77 1 30 [50,92]
64 180 0.01173 43 1 42 [218,267]
65 180 0.01223 150 1 0 [1,365]
66 160 0.01315 167 1 0 [1,365]
67 170 0.01094 230 1 42 [1,50]
68 180 0.01145 234 1 42 [85,134]
69 330 0.01130 140 2 4, 4 [1,178],[183,362]
70 350 0.02702 91 2 14, 4 [1,168],[183,362]
71 380 0.02259 67 2 4, 4 [1,178],[183,362]
72 350 0.02446 9 2 2, 3 [1,180],[183,363]
73 350 0.02305 99 2 4, 84 [1,178],[183,282]
74 350 0.02454 129 2 2, 3 [1,180],[183,363]
75 190 0.01137 251 1 21 [78,113]
76 190 0.01244 338 1 21 [211,246]
77 190 0.01272 171 1 0 [1,365]
78 190 0.01251 238 1 21 [309,344]
79 190 0.01281 357 1 0 [1,365]
80 190 0.01185 36 1 0 [1,365]
81 148 0.02335 110 1 0 [1,365]
82 148 0.02463 179 1 0 [1,365]
83 148 0.02405 215 1 0 [1,365]
84 148 0.02476 341 1 0 [1,365]
85 148 0.02467 248 1 0 [1,365]
86 148 0.02563 149 1 0 [1,365]
87 148 0.02194 146 1 0 [1,365]
88 57 0.04893 79 4 9, 2, 2, 2 [1,82],[92,180],[183,271],[274,364]
89 57 0.04671 29 4 2, 9, 2, 2 [1,89],[92,]173,[183,271],[274,364]
90 57 0.04743 7 4 2, 9, 2, 7 [1,89],[92,173],[183,271],[274,359]
91 57 0.04528 63 4 2, 45, 2, 2 [1,89],[92,137],[183,271],[274,364]
92 57 0.04956 35 4 56, 2, 2, 2 [1,35],[92,180],[183,271],[274,364]
93 57 0.04964 77 3 7, 2, 2 [1,114],[122,240],[245,364]
94 90 0.01298 140 2 11, 120 [1,171],[183,246]
95 90 0.01234 62 2 2, 120 [1,180],[183,246]
96 90 0.01225 162 2 11, 14 [1,171],[183,352]
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Table 9.2 (continued): Specifications for the 105 actual PGUs of the 157-unit Eskom case study [188].
Cu |x′u| du,i
UA (MW) λu (days) wu (days) [eu,i, `u,i]
97 90 0.01087 79 2 121, 2 [1,61],[183,364]
98 120 0.01154 106 3 21, 31, 5 [1,100],[122,211],[245,361]
99 120 0.01118 196 1 5 [85,106]
100 250 0.01168 57 4 44, 1, 1, 14 [1,47],[92,181],[183,272],[274,352]
101 250 0.01212 160 2 44, 1 [1,138],[183,365]
102 250 0.01167 30 2 1, 14 [1,181],[183,352]
103 250 0.01239 108 3 1, 3, 14 [1,120],[122,239],[245,352]
104 200 0.01234 27 3 25, 1, 1 [1,96],[122,241],[245,365]
105 200 0.01278 108 3 25, 1, 1 [1,96],[122,241],[245,365]
The reader will notice, from Table 9.2, that some of the PGUs in the system have maintenance
duration specifications of zero days. This essentially means that during the current scheduling
window these PGUs do not, in fact, require any maintenance. Twenty six PGUs (PGUs 2, 10,
15, 18, 21, 23, 26, 32, 33, 40, 41, 42, 61, 62, 65, 66, 77, 79, 80, 81, 82, 83, 84, 85, 86, 87) are
therefore not required to be scheduled for maintenance within the current scheduling window.
These PGU indices are captured in a set denoted by M. Hence only the 79 PGUs in UA\M
require maintenance scheduling during the current scheduling window. The PGUs that are not
scheduled for maintenance (i.e. those in M), however, still contribute to the overall capacity of
the power system.
The load demand of the 157-unit Eskom case study, presented in Table 9.3, exhibits a typical
peak demand during the South African winter (with some level of offset due to confidentiality
concerns) with the peak load of 36 664 MW being reached during Day 226. The load demand
requires a safety margin of 8% for all 365 days, as indicated in Figure 9.1.
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Figure 9.1: 157-unit Eskom case study demand, including a safety margin of 8% [188].
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Table 9.3: Demand required per day for the 157-unit Eskom case study [188].
Demand Demand Demand Demand Demand Demand
Day (MW) Day (MW) Day (MW) Day (MW) Day (MW) Day (MW)
1 31 252 62 28 546 123 27 505 184 34 008 245 34 179 306 29 321
2 30 890 63 31 000 124 27 454 185 34 197 246 34 333 307 29 839
3 31 962 64 31 062 125 27 056 186 34 043 247 34 187 308 32 542
4 31 704 65 30 857 126 28 862 187 32 829 248 34 625 309 32 344
5 29 997 66 30 594 127 31 694 188 32 798 249 32 802 310 32 173
6 29 114 67 31 061 128 31 554 189 34 902 250 31 153 311 31 974
7 31 389 68 29 416 129 32 251 190 34 722 251 30 232 312 31 424
8 31 116 69 29 007 130 31 283 191 35 453 252 32 849 313 30 186
9 30 684 70 32 158 131 29 811 192 35 352 253 35 701 314 30 414
10 30 558 71 31 917 132 29 779 193 33 711 254 35 199 315 32 626
11 30 390 72 31 747 133 32 324 194 33 140 255 35 326 316 32 706
12 29 515 73 31 780 134 32 555 195 32 558 256 33 948 317 33 061
13 28 311 74 31 820 135 32 404 196 35 203 257 32 314 318 32 610
14 30 548 75 30 198 136 32 907 197 35 841 258 32 033 319 31 614
15 29 778 76 29 399 137 32 138 198 35 034 259 33 618 320 30 730
16 28 690 77 32 039 138 30 351 199 35 654 260 33 651 321 31 031
17 29 537 78 31 650 139 30 164 200 35 621 261 33 605 322 33 101
18 29 835 79 31 440 140 33 279 201 34 464 262 33 359 323 32 462
19 28 380 80 31 722 141 32 842 202 33 522 263 32 557 324 32 416
20 27 703 81 31 073 142 33 674 203 36 036 264 30 996 325 31 818
21 29 374 82 30 108 143 33 133 204 35 806 265 30 715 326 31 919
22 27 893 83 29 823 144 32 864 205 35 636 266 33 649 327 30 761
23 26 775 84 31 917 145 31 830 206 35 799 267 33 884 328 29 970
24 25 588 85 32 275 146 30 963 207 34 406 268 33 102 329 32 701
25 24 438 86 31 295 147 32 722 208 32 743 269 32 686 330 33 105
26 24 992 87 31 249 148 32 455 209 32 834 270 31 114 331 32 253
27 25 364 88 30 709 149 33 312 210 35 522 271 29 267 332 32 076
28 27 468 89 29 318 150 33 114 211 35 457 272 29 380 333 31 155
29 27 609 90 29 275 151 31 759 212 35 334 273 31 994 334 29 880
30 27 674 91 32 305 152 30 672 213 35 478 274 31 586 335 29 126
31 27 249 92 31 975 153 30 451 214 34 220 275 31 670 336 31 840
32 25 544 93 32 390 154 33 942 215 32 366 276 31 427 337 31 946
33 25 955 94 32 321 155 33 531 216 32 535 277 30 396 338 32 344
34 26 510 95 31 425 156 33 509 217 35 619 278 29 107 339 31 781
35 28 693 96 29 767 157 33 316 218 35 400 279 29 673 340 31 472
36 29 705 97 29 864 158 32 459 219 35 136 280 31 929 341 29 975
37 29 552 98 31 895 159 31 256 220 35 659 281 32 468 342 30 062
38 29 846 99 31 456 160 30 527 221 34 236 282 32 321 343 32 479
39 30 191 100 32 071 161 33 938 222 33 097 283 32 348 344 32 070
40 28 515 101 31 894 162 33 627 223 32 942 284 31 243 345 32 521
41 28 397 102 31 483 163 34 135 224 36 463 285 30 344 346 31 878
42 30 494 103 30 314 164 33 903 225 36 559 286 30 245 347 30 996
43 31 515 104 30 051 165 32 549 226 36 664 287 32 083 348 29 800
44 31 149 105 32 312 166 31 609 227 36 256 288 32 003 349 29 781
45 31 757 106 32 413 167 31 188 228 36 127 289 32 129 350 32 225
46 31 064 107 31 702 168 33 431 229 34 199 290 32 594 351 32 198
47 29 494 108 32 563 169 33 806 230 33 408 291 31 676 352 32 321
48 28 916 109 31 525 170 33 822 231 35 680 292 30 495 353 32 751
49 30 910 110 30 029 171 33 373 232 35 632 293 30 223 354 31 669
50 31 111 111 28 841 172 33 151 233 36 104 294 32 420 355 30 478
51 31 030 112 31 007 173 31 752 234 35 364 295 32 446 356 29 857
52 31 862 113 32 273 174 31 774 235 33 695 296 32 189 357 31 587
53 31 204 114 32 663 175 33 665 236 32 559 297 30 878 358 31 564
54 29 352 115 32 301 176 33 731 237 32 611 298 29 227 359 32 430
55 29 132 116 31 699 177 33 504 238 35 252 299 28 879 360 32 055
56 31 156 117 29 685 178 33 543 239 34 638 300 28 932 361 31 912
57 30 873 118 29 318 179 32 954 240 34 811 301 32 250 362 29 682
58 30 899 119 32 605 180 31 560 241 34 183 302 32 562 363 29 684
59 30 338 120 31 914 181 32 974 242 33 005 303 31 798 364 31 908
60 30 577 121 31 675 182 34 836 243 31 906 304 31 785 365 31 798
61 29 170 122 30 420 183 34 173 244 31 701 305 30 952
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9.3 Objective function extensions
In order to accommodate a case study of the complexity of the 157-unit Eskom case study, certain
adaptations and extensions are required for both the minimisation of a measure of probability
of unit failure and the maximisation of expected energy production GMS criteria of §4. These
model adaptations and extensions are discussed in this section.
9.3.1 Minimising of probability of unit failure
As explained in the introduction to this chapter, Assumption 2 of §4.2 results in the undesirable
situation where the requirement of multiple maintenance procedures being performed on any
PGU in the power system cannot be accommodated in the current linear GMS model formulation
of §4, although this is nevertheless required in the 157-unit Eskom case study. Instead of altering
the model formulation in order to accommodate this requirement, a modelling construct of PGU
duplication is rather adopted. This modelling construct involves the introduction of virtual,
duplicate PGUs (which contribute no extra capacity to the total system capacity) in order to
accommodate the requirement of multiple PGU maintenance instances — one for each additional
maintenance procedure of every PGU over and above its standard single procedure. The total
number of PGUs, including the virtual duplicates, is 157 and these PGUs are indexed by an
enlarged set U = {1, . . . , 157}. The set U therefore includes both actual and virtual PGUs. The
specifications for all the PGUs in the 157-unit Eskom case study, including these virtual copies,
are presented in Table 9.4.
Recall that PGU u ∈ UA has to be subjected to maintenance wu times during the current
scheduling window [0, T ] of length T . For each PGU u ∈ UA, the scheduling window is parti-
tioned into wu intervals of equal duration (T/wu), referred to as maintenance intervals, and the
convention is adopted that exactly one maintenance procedure for that PGU is scheduled in
each of these maintenance intervals. Define the set Wu = {1, . . . , wu} and let
u,i = (i− 1) T
wu
, i = 1, . . . , wu + 1 (9.1)
be a parameter specifying the starting time of the i-th maintenance interval of PGU u ∈ UA.
Note that each index i ∈ Wu in (9.1) induces the starting time of a maintenance interval of PGU
u ∈ U during the current scheduling window, while the final index value wu+ 1 corresponds to a
maintenance interval starting time during the next scheduling window. The range 1, . . . , wu + 1
of index values is nevertheless convenient in (9.1), because the extremal values yield maintenance
interval starting times coinciding with the start and end of the current scheduling window (i.e.
u,1 = 0 and u,wu+1 = T for all u ∈ UA).
For any actual PGU u ∈ UA, the earliest starting time eu,i and the latest starting time `u,i of
the i-th maintenance procedure is specified within the i-th maintenance interval [u,i, u,i+1], for
all i ∈ Wu. These parameters correspond to the starting time e′u = eu,i and latest starting time
`′u = `u,i of the i-th virtual PGU copy u ∈ U . In this way, multiple maintenance procedures of
actual PGUs (in UA) are accommodated while still allowing for only one maintenance procedure
of each virtual PGU (in U). An instance of the linear GMS model of §4.3 is therefore generated
for the 157-unit Eskom case study in terms of PGUs in the enlarged set U instead of for PGUs
in the actual set UA. The objective function (4.6) of the linear GMS model of §4 is thus altered
to
Y (X ) =
∑
u∈U ,u/∈M
Cu
Cmax
[
λu
(∑
p∈P
pxu,p − (e′u + x′u)
)]
, (9.2)
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Table 9.4: PGU specifications and maintenance requirements for the 157-unit Eskom case study [188].
Actual Rated Earliest Latest Maintenance Failure Maintenance
PGU PGU capacity starting starting duration, rate procedures,
in U in UA (MW) time, e′u time, `′u du λ′u |x′u| wu
1 1 900 225 282 84 0.01918 258 1
2 2 900 1 365 0 0.02084 302 1
3 3 615 1 140 42 0.01838 180 2
4 3 615 182 359 7 0.01838 180 2
5 4 615 71 92 7 0.01933 127 1
6 5 615 323 331 35 0.02003 48 1
7 6 615 43 85 28 0.01743 74 1
8 7 615 85 127 28 0.02025 183 1
9 8 615 190 211 7 0.01931 43 1
10 9 593 43 85 28 0.01925 289 1
11 10 593 1 365 0 0.01824 363 1
12 11 593 99 141 28 0.01980 311 1
13 12 593 29 50 7 0.02032 208 1
14 13 593 1 175 7 0.01960 64 2
15 13 593 182 338 28 0.01960 64 2
16 14 593 1 175 7 0.01735 153 2
17 14 593 182 338 28 0.01735 153 2
18 15 575 1 365 0 0.02449 317 1
19 16 575 71 148 70 0.02289 223 1
20 17 575 211 239 14 0.02197 353 1
21 18 575 1 365 0 0.02296 257 1
22 19 575 1 78 70 0.02424 60 1
23 20 575 232 288 45 0.02329 362 1
24 21 190 1 365 0 0.01188 235 1
25 22 185 1 78 92 0.01039 139 1
26 23 190 1 365 0 0.01196 102 1
27 24 190 92 120 14 0.01190 8 1
28 25 190 204 267 50 0.01160 3 1
29 26 190 1 365 0 0.01113 249 1
30 27 190 113 141 14 0.01106 268 1
31 28 190 1 154 28 0.01306 151 2
32 28 190 182 352 14 0.01306 151 2
33 29 190 281 309 14 0.01032 236 1
34 30 190 1 154 28 0.01239 51 2
35 30 190 182 338 28 0.01239 51 2
36 31 575 218 239 7 0.02432 177 1
37 32 575 1 365 0 0.02589 75 1
38 33 575 1 365 0 0.02542 325 1
39 34 575 1 50 42 0.02432 246 1
40 35 575 85 106 7 0.02244 90 1
41 36 575 239 282 84 0.02249 40 1
42 37 475 1 161 21 0.02350 152 2
43 37 475 182 338 28 0.02350 152 2
44 38 475 1 78 84 0.02390 285 1
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Table 9.4 (continued): PGU specifications and maintenance requirements for the 157-unit Eskom case
study [188].
Actual Rated Earliest Latest Maintenance Failure Maintenance
PGU PGU capacity starting starting duration, rate procedures,
in U in UA (MW) time, e′u time, `′u du λ′u |x′u| wu
45 39 475 323 345 21 0.02393 83 1
46 40 475 1 365 0 0.02308 247 1
47 41 475 1 365 0 0.02580 56 1
48 42 475 1 365 0 0.02331 132 1
49 43 640 330 343 23 0.01751 139 1
50 44 640 1 22 7 0.01768 210 1
51 45 640 295 330 23 0.01976 158 1
52 46 640 323 344 5 0.02007 321 1
53 47 640 1 71 57 0.02011 45 1
54 48 640 85 106 5 0.02070 300 1
55 49 612 1 43 28 0.02031 53 1
56 50 612 1 175 7 0.01859 165 2
57 50 612 182 310 56 0.01859 165 2
58 51 612 99 120 7 0.02058 21 1
59 52 669 64 113 35 0.01822 273 1
60 53 669 330 351 7 0.01994 6 1
61 54 669 351 358 8 0.01742 299 1
62 55 585 1 178 4 0.02220 5 2
63 55 585 182 306 60 0.02220 6 2
64 56 585 1 170 12 0.02433 98 2
65 56 585 182 362 4 0.02433 98 2
66 57 585 1 178 4 0.02339 0 2
67 57 585 182 354 12 0.02339 0 2
68 58 585 1 132 50 0.02429 140 2
69 58 585 182 362 4 0.02429 140 2
70 59 585 71 85 4 0.02302 270 1
71 60 585 1 178 4 0.02208 136 2
72 60 585 182 362 4 0.02208 136 2
73 61 190 1 365 0 0.01162 130 1
74 62 190 1 365 0 0.01087 185 1
75 63 185 50 92 30 0.01185 77 1
76 64 180 218 267 42 0.01173 43 1
77 65 180 1 365 0 0.01223 150 1
78 66 160 1 365 0 0.01315 167 1
79 67 170 1 50 42 0.01094 230 1
80 68 180 85 134 42 0.01145 234 1
81 69 330 1 178 4 0.01130 140 2
82 69 330 182 362 4 0.01130 140 2
83 70 350 1 168 14 0.02702 91 2
84 70 350 182 362 4 0.02702 91 2
85 71 380 1 178 4 0.02259 67 2
86 71 380 182 362 4 0.02259 67 2
87 72 350 1 180 2 0.02446 9 2
88 72 350 182 363 3 0.02446 9 2
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Table 9.4 (continued): PGU specifications and maintenance requirements for the 157-unit Eskom case
study [188].
Actual Rated Earliest Latest Maintenance Failure Maintenance
PGU PGU capacity starting starting duration, rate procedures,
in U in UA (MW) time, e′u time, `′u du λ′u |x′u| wu
89 73 350 1 178 4 0.02305 99 2
90 73 350 182 282 84 0.02305 99 2
91 74 350 1 180 2 0.02454 129 2
92 74 350 182 363 3 0.02454 129 2
93 75 190 78 113 21 0.01137 251 1
94 76 190 211 246 21 0.01244 338 1
95 77 190 1 365 0 0.01272 171 1
96 78 190 309 344 21 0.01251 238 1
97 79 190 1 365 0 0.01281 357 1
98 80 190 1 365 0 0.01185 36 1
99 81 148 1 365 0 0.02335 110 1
100 82 148 1 365 0 0.02463 179 1
101 83 148 1 365 0 0.02405 215 1
102 84 148 1 365 0 0.02476 341 1
103 85 148 1 365 0 0.02467 248 1
104 86 148 1 365 0 0.02563 149 1
105 87 148 1 365 0 0.02194 146 1
106 88 57 1 82 9 0.04893 79 4
107 88 57 91 180 2 0.04893 79 4
108 88 57 182 271 2 0.04893 79 4
109 88 57 272 364 2 0.04893 79 4
110 89 57 1 89 2 0.04671 29 4
111 89 57 91 173 9 0.04671 29 4
112 89 57 182 271 2 0.04671 29 4
113 89 57 272 364 2 0.04671 29 4
114 90 57 1 89 2 0.04743 7 4
115 90 57 91 173 9 0.04743 7 4
116 90 57 182 271 2 0.04743 7 4
117 90 57 272 359 7 0.04743 7 4
118 91 57 1 89 2 0.04528 63 4
119 91 57 91 137 45 0.04528 63 4
120 91 57 182 271 2 0.04528 63 4
121 91 57 272 364 2 0.04528 63 4
122 92 57 1 35 56 0.04956 35 4
123 92 57 91 180 2 0.04956 35 4
124 92 57 182 271 2 0.04956 35 4
125 92 57 272 364 2 0.04956 35 4
126 93 57 1 114 7 0.04964 77 3
127 93 57 121 240 2 0.04964 77 3
128 93 57 242 364 2 0.04964 77 3
129 94 90 1 171 11 0.01298 140 2
130 94 90 182 246 120 0.01298 140 2
131 95 90 1 180 2 0.01234 62 2
132 95 90 182 246 120 0.01234 62 2
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Table 9.4 (continued): PGU specifications and maintenance requirements for the 157-unit Eskom case
study [188].
Actual Rated Earliest Latest Maintenance Failure Maintenance
PGU PGU capacity starting starting duration, rate procedures,
in U in UA (MW) time, e′u time, `′u du λ′u |x′u| wu
133 96 90 1 171 11 0.01225 162 2
134 96 90 182 352 14 0.01225 162 2
135 97 90 1 61 121 0.01087 79 2
136 97 90 182 364 2 0.01087 79 2
137 98 120 1 100 21 0.01154 106 3
138 98 120 121 211 31 0.01154 106 3
139 98 120 242 361 5 0.01154 106 3
140 99 120 85 106 5 0.01118 196 1
141 100 250 1 47 44 0.01168 57 4
142 100 250 91 181 1 0.01168 57 4
143 100 250 182 272 1 0.01168 57 4
144 100 250 272 352 14 0.01168 57 4
145 101 250 1 138 44 0.01212 160 2
146 101 250 182 365 1 0.01212 160 2
147 102 250 1 181 1 0.01167 30 2
148 102 250 182 352 14 0.01167 30 2
149 103 250 1 120 1 0.01239 108 3
150 103 250 121 239 3 0.01239 108 3
151 103 250 242 352 14 0.01239 108 3
152 104 200 1 96 25 0.01234 27 3
153 104 200 121 241 1 0.01234 27 3
154 104 200 242 365 1 0.01234 27 3
155 105 200 1 96 25 0.01278 108 3
156 105 200 121 241 1 0.01278 108 3
157 105 200 242 365 1 0.01278 108 3
for the PGUs in UA\M, where the meanings of the variables xu,p and the parameters Cmax and
λu are as before. Recall that no PGU u ∈M requires maintenance within the current scheduling
window. These PGUs, however, still have a probability of failure within the current scheduling
window, but this probability is not a function of any maintenance schedule. These constant
probabilities may be determined by calculating the probability of PGU failure from the end of
the previous maintenance procedure x′u until the end of the current scheduling window T . The
sum of these probabilities for all PGUs in the set M (which do not require any maintenance
within the current scheduling window) is given by
M =
∑
u∈M
Cu
Cmax
[
λu
(
T − (e′u + x′u)
)]
.
The objective function (4.6) of the linear GMS model of §4 thus finally becomes
N(X ) = Y (X ) +M, (9.3)
where Y (X ) is as defined in (9.2).
A difficulty, however, arises when attempting to estimate the reliability function of a PGU in
the modelling approach described above. This difficulty arises because of the fact each PGU
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reliability function is considered a model parameter function — it does not contain any variables.
When the i-th maintenance procedure has to be performed on some PGU u ∈ UA, with i > 1,
then the desirability of its timing ku,i unfortunately depends on when the PGU was last returned
into operation after maintenance (i.e. on the time ku,i−1 + du,i−1 − 1)). But this date is not
known in advance (i.e. before the model is solved), because ku,i−1 is a model variable.
In order to remedy this problem, the length |x′u| of time that has elapsed between the previous
maintenance procedure of a PGU u ∈ UA and the onset of its earliest maintenance starting
time u,i is therefore assumed to be the same for all of its maintenance intervals in the current
scheduling window. The time period during which PGU u is 100% reliable in its i-th maintenance
interval is consequently estimated to be u,i+x
′
u while, in fact, it is 100% reliable after the PGU
returns to operation after completion of its (i− 1)-th maintenance procedure. This discrepancy
is illustrated in Figure 9.2
9.3.2 Maximising expected energy production
A different modelling approach to that described in §9.3.1 is adopted in the maximisation of the
expected energy production scheduling criterion extension in respect of accommodating multiple
maintenance procedures per PGU. In this extension to the nonlinear objective function of §4.3,
a subset of PGUs is required which contains real PGUs (e.g. the set should only include actual
PGUs). The reason why a model construct of duplicating PGUs cannot be employed in this case
in order to accommodate the requirement of multiple maintenance procedures for certain PGUs
is that this would cause a skewed representation of the expected amount of energy generated in
the system. This was not a problem in §9.3.1, because there it was merely assumed in the demand
satisfaction constraint that virtual copies of PGUs have zero rated capacity. Therefore, the set
UA of actual PGUs is applicable in the nonlinear model of §4.3 instead of the set U . The model
is therefore altered explicitly to accommodate multiple PGU maintenance procedures during the
scheduling window. For this model extension, it is still assumed, as per Assumption 3, that each
PGU will fail no more than once during the current scheduling window. Let ku,i be the starting
date of the i-th maintenance procedure performed on PGU u ∈ UA.
The three cases described in §4.3.2 are still considered in this more general setting, although in
a slightly altered form. The three cases become:
I A failure of PGU u ∈ UA occurs at some time Xu within maintenance interval i ∈ Wu, but
before planned maintenance is performed on the PGU during that maintenance interval,
and maintenance is either performed when the failure occurs or sometime thereafter, but
still during maintenance interval i (i.e. u,i ≤ Xu ≤ ku,i ≤ u,i+1, where u,i is as defined
in (9.1)), or
II a failure of PGU u ∈ UA occurs at some time Xu within maintenance interval i ∈ Wu, but
planned maintenance on the PGU is completed before the failure occurs (i.e. ku,i+du,i−1 <
Xu ≤ u,i+1), or
III the entire scheduling window elapses before a failure of PGU u ∈ UA occurs, i.e. T < Xu.
The total energy produced by PGU u ∈ UA over the scheduling window in Case I is the energy
produced by the PGU during maintenance interval i ∈ Wu, in which the failure is observed,
together with the energy produced by the PGU during all the maintenance intervals other than
interval i. Therefore, the total energy produced by PGU u ∈ UA over the entire scheduling
window in Case I is
Au,i(Xu) = Cu[(Xu − u,i) + ((u,i+1 − 1)− (ku,i + du,i − 1))] +Ru,i, (9.4)
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Figure 9.2: The actual and estimated reliability of a PGU u ∈ U which requires maintenance three
times (i.e. wu = 3) within the current scheduling window.
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where
Ru,i =
wu∑
j=1,j 6=i
Cu[(ku,j − u,j) + (u,j+1 − 1− (ku,j + du,j − 1))] (9.5)
denotes the total energy produced by PGU u ∈ UA within all failure-free maintenance intervals
of the scheduling window [0, T ], that is, during all maintenance intervals other than the main-
tenance interval i ∈ Wu. The quantity in the first term of (9.4) is illustrated graphically as
the shaded area in Figure 9.3. The probability that a failure of PGU u ∈ UA occurs at time t
during the maintenance interval i ∈ Wu before scheduled maintenance takes place during that
maintenance interval is P (Xu = t) = λue
−λu(t−(u,i+x′u)) for some t ∈ [u,i, ku,i].
Time
E
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u
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n
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te
u,i+1 − 1u,i + x′u Xuu,i
Cu
ku,i ku,i + du,i − 1
Figure 9.3: A failure of PGU u ∈ UA occurs within maintenance interval i ∈ Wu, but before planned
maintenance is performed on the PGU during that maintenance interval, and maintenance is either
performed when the failure occurs or sometime thereafter, but still during maintenance interval i (i.e.
u,i ≤ Xu ≤ ku,i ≤ u,i+1) in Case I. The total energy produced during maintenance interval i is
represented by the shaded area.
The total expected energy produced by PGU u ∈ UA over the entire scheduling window in Case I
above is therefore
EIu,i =
∫ ku,i
u,i
Au,i(t)P (Xu = t) dt
=
∫ ku,i
u,i
Cu[(t− u,i) + ((u,i+1 − 1)− (ku,i + du,i − 1))]λue−λu(t−(u,i+x′u)) dt
+ Ru,i
∫ ku,i
u,i
λue
−λu(t−(u,i+x′u)) dt. (9.6)
The total energy produced by PGU u ∈ UA over the scheduling window in Case II is the energy
produced by the PGU during maintenance interval i ∈ Wu, in which the failure is observed,
together with the energy produced by the PGU during all the maintenance intervals other than
interval i. Therefore, the total energy produced by PGU u ∈ UA over the entire scheduling
window in Case II is
Bu,i(Xu) = Cu[(ku,i − u,i) + ((Xu − (ku,i + du,i − 1))] +Ru,i, (9.7)
where Ru,i is as defined in (9.5). The quantity in the first term of (9.7) is illustrated graphically as
the shaded area in Figure 9.4. The probability that a failure occurs at time t during maintenance
interval i ∈ Wu after scheduled maintenance takes place during that maintenance interval is
P (Xu = t) = λue
−λu(t−(ku,i+du,i−1)) for some t ∈ (ku,i + du,i − 1, u,i+1 − 1].
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Figure 9.4: A failure of PGU u ∈ UA occurs within maintenance interval i ∈ Wu, but planned mainte-
nance on the PGU is completed before the failure occurs (i.e. ku,i + du,i − 1 < Xu ≤ u,i+1) in Case II.
The total energy produced during maintenance interval i is represented by the shaded area.
The total expected energy produced by PGU u ∈ UA over the entire scheduling window in
Case II above is therefore
EIIu,i =
∫ u,i+1−1
ku,i+du,i−1
Bu,i(t)P (Xu = t) dt
=
∫ u,i+1−1
ku,i+du,i−1
Cu[(ku,i − u,i) + (t− (ku,i + du,i − 1))]λue−λu(t−(ku,i+du,i−1)) dt
+ Ru,i
∫ u,i+1−1
ku,i+du,i−1
λue
−λu(t−(ku,i+du,i−1)) dt. (9.8)
The total energy produced by PGU u ∈ UA over the scheduling window in Case III is the energy
produced by the PGU during maintenance interval j ∈ Wu, summed over all j ∈ Wu. Therefore,
the total energy produced by PGU u ∈ UA over the entire scheduling window in Case III is
Ru =
wu∑
j=1
Cu[(ku,j − u,j) + (u,j+1 − 1− (ku,j + du,j − 1))]. (9.9)
The quantity in the first term of (9.9) is illustrated graphically as the shaded area in Figure 9.5.
The probability that a failure occurs at time t after the scheduling window has ended is P (Xu =
t) = λue
−λu(t−(ku,wu+du,wu−1)) for some t ∈ [T,∞).
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Figure 9.5: The entire scheduling window elapses before a failure of PGU u ∈ UA occurs (i.e. T < Xu)
in Case III. The total energy produced during maintenance interval j ∈ Wu is represented by the shaded
area.
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The total expected energy produced by PGU u ∈ UA over the entire scheduling window in
Case III above is therefore
EIIIu,i =
∫ ∞
T
Ru(t)P (Xu = t) dt
= Ru
∫ ∞
T
λue
−λu(t−(ku,wu+du,wu−1)) dt.
Hence the expected total energy produced by PGU u ∈ UA during the entire scheduling window
is ∑
i∈Wu
(EIu,i + E
II
u,i + E
III
u,i). (9.10)
Recall, again, that no PGU u ∈M requires maintenance within the current scheduling window.
These PGUs are still, however, expected to produce energy over the scheduling window. The
expected production of energy by these PGUs is not influenced by maintenance and therefore
the expected energy is constant for any maintenance schedule. This constant expected energy
may be determined by calculating the energy generated by these PGUs (on which maintenance
is performed) multiplied by the probability of PGU failure. The sum of these constants for all
PGUs in the set M is given by
G =
∑
u∈M
∑
i∈Wu
Cu[(u,i+1 − 1)− u,i]
∫ ∞
0
λue
−λu(t−(u,i+x′u)) dt
=
∑
u∈M
∑
i∈Wu
Cu[(u,i+1 − 1)− u,i]eλu(u,i+x′u). (9.11)
The extended objective function of the nonlinear GMS model of §4 thus finally becomes∑
u∈UA
∑
i∈Wu
(EIu,i + E
II
u,i + E
III
u,i) +G. (9.12)
An example of the expected energy produced by PGU 105 of the 157-unit Eskom case study,
which requires three maintenance procedures, is shown in Figure 9.6. The expected amount of
energy produced during the three maintenance intervals of PGU 105 are different due to the
fact that the durations of the three maintenance procedures differ, as do the earliest and latest
possible starting times of these maintenance procedures.
9.4 Chapter summary
This chapter contained a description of a case study by which the effectiveness of the GMS
models proposed in §4 and the solution approach described in §5 is to be tested in the next
chapter of this dissertation. This study is called the 157-unit Eskom case study. The case
study comprises a power generating system containing 105 PGUs of which certain PGUs require
multiple maintenance procedures within the scheduling window. Duplicate virtual PGUs, were
created for these PGUs in one of the GMS models, resulting in a total of 157 PGUs in the case
study.
A short background was provided in §9.1 on the national power utility, Eskom, on which the
case study is based. This was followed by a detailed specification of the 157-unit Eskom case
study in §9.2, which included data on the daily demand over a one-year scheduling window. The
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Figure 9.6: The expected energy produced, as stated in (9.10), by actual PGU 105 which requires three
maintenance procedures over the scheduling window [0, 365].
case study requires a much higher planning resolution than that of the academic benchmark
systems described in §6. Finally, various extensions required in the linear and nonlinear GMS
objective functions were described and motivated in §9.3 in order to address the problem that
the GMS models of §4 do not accommodate the situation where PGUs have to be scheduled for
maintenance multiple times within the scheduling window.
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The numerical results obtained for the 157-unit Eskom case study (introduced in §9.2) when
adopting minimisation of the probability of unit failure and maximisation of expected energy
production as GMS objective functions (presented in §9.3.1 and §9.3.2 respectively), are pre-
sented and interpreted in this chapter. These numerical results are based on a prior parameter
evaluation for the relevant approximate solution approaches, as described in §5.
10.1 Parameter optimisation experiments
In this section, an experimental design is carried out according to which suitable parameter
values for the SA algorithm may be selected for application to the linear and nonlinear models
of §4.3. This takes the form of an extensive parameter optimisation experiment in the context
of the 157-unit Eskom case study described in §9.2. The SA solution approach described in §5.3
was again implemented in the software package R [175] in combination with RStudio [184] as
the integrated development environment (IDE) for R.
10.1.1 Minimising the probability of unit failure
This section is devoted to an application of the parameter optimisation experiment described in
§5.3.3 within the context of the linear GMS objective of §9.3 for the 157-unit Eskom case study
of §9.2. The best algorithmic parameter combination thus uncovered is then employed in the
next section to solve the case study instance approximately.
The mean objective function values obtained for the feasible incumbents returned during the
first phase of the parameter optimisation experiment involving the initial acceptance ratio χ0
and the soft constraint violation severity factor γ are shown in Table A.1. The mean computa-
tion times involved in evaluating combinations of these parameter values are furthermore shown
in Table A.2, including computation times expended during runs that returned infeasible incum-
bents. The numbers of times (out of 30) that an infeasible incumbent was returned during an
SA search run are finally shown in Table A.3. From these results, it was found that a suitable
227
Stellenbosch University  https://scholar.sun.ac.za
228 Chapter 10. Numerical results
parameter value combination for the first phase of the parameter optimisation experiment is
χ0 = 0.6 and γ = 1. This combination of parameter values was selected based on the fact that
it retuned zero infeasibilities (out of 30) and among all the combinations returning zero infeasi-
bilities, achieved the smallest mean objective function value. The computation times where not
considered as all of the parameter value combinations caused the SA search to time-out (i.e.
reach a duration of 43 200 seconds). These values for the initial acceptance ratio and the soft
constraint violation severity factor were then used to conduct the second phase of the parameter
experiment.
The mean objective function values obtained for the feasible incumbents returned during the
second phase of the parameter optimisation experiment, involving the cooling parameter α, the
reheating parameter ξ and the epoch parameter ψ, are shown in Table A.4. The mean com-
putation times involved in evaluating combinations of these parameter values are furthermore
shown in Table A.5, once again including computation times expended during runs that returned
infeasible incumbents. The numbers of times (out of 30) that an infeasible incumbent was re-
turned during an SA search run for Phase 2 are finally shown in Table A.6. From these results,
it may be observed that only five parameter value combinations did not cause the SA search
to reach the time-out of 43 200 seconds. In all of these combinations, the reheating parameter
had a value of 0.95. These parameter combinations, however, all returned a large number of
infeasible solutions (i.e. between four and six out of thirty) and none of these parameter value
combinations were therefore selected as the final parameter value combination. The remaining
parameter value combinations all caused the SA search to reach the time-out. The final pa-
rameter value combination for the second phase of the parameter optimisation experiment was
selected as α = 0.9, ξ = 0.75 and ψ = 4. This combination of parameter values was selected
based on the fact that it retuned only one infeasibility (out of 30) and also achieved a small mean
objective function value (only 0.045% worse than the smallest mean obtained). The final set of
parameter values adopted in the SA algorithm for solving the 157-unit Eskom case study with
minimisation of the probability of unit failure as scheduling criterion is shown in Table 10.1.
Table 10.1: The complete set of parameter values selected for the 157-unit Eskom case study with
minimisation of the probability of unit failure as scheduling criterion, as well as the mean objective
function value, the mean required computation time and the number of infeasible incumbents associated
with these parameter values during the second phase of the parameter optimisation experiment.
χ0 γ α ξ ψ Objective function value Computation time (s) Infeasibilities
0.6 1 0.9 0.75 4 321.665 43 200 1 (out of 30)
10.1.2 Maximising expected energy production
This section is devoted to an application of the parameter optimisation experiment described
in §5.3.3 within the context of the nonlinear GMS objective of §9.3 for the 157-unit Eskom case
study of §9.2. The best algorithmic parameter combination thus uncovered is then employed in
the next section to solve the case study GMS instance approximately.
The mean objective function values obtained for the feasible incumbents returned during the
first phase of the parameter optimisation experiment involving the initial acceptance ratio χ0
and the soft constraint violation severity factor γ are shown in Table A.7. The mean computa-
tion times involved in evaluating combinations of these parameter values are furthermore shown
in Table A.8, including computation times expended during runs that returned infeasible incum-
bents. The numbers of times (out of 30) that an infeasible incumbent was returned during an
SA search run are finally shown in Table A.9. From these results, it was found that a suitable
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parameter value combination for the first phase of the parameter optimisation experiment is
χ0 = 0.4 and γ = 0.5. This combination of parameter values was selected based on the fact
that it retuned zero infeasibilities (out of 30) and among all the combinations returning zero
infeasibilities, achieved the largest mean objective function value. The computation times where
not considered as all of the parameter value combinations caused the SA search to time-out (i.e.
reach a duration of 43 200 seconds). These values for the initial acceptance ratio and the soft
constraint violation severity factor were then used to conduct the second phase of the parameter
experiment.
The mean objective function values obtained for the feasible incumbents returned during the
second phase of the parameter optimisation experiment, involving the cooling parameter α, the
reheating parameter ξ and the epoch parameter ψ, are shown in Table A.10. The mean com-
putation times involved in evaluating combinations of these parameter values are furthermore
shown in Table A.11, once again including computation times expended during runs that re-
turned infeasible incumbents. The numbers of times (out of 30) that an infeasible incumbent
was returned during an SA search run for Phase 2 are finally shown in Table A.12. From these
results, it may be observed that only three parameter value combinations did not cause the
SA search to reach the time-out of 43 200 seconds. In all of these combinations, the reheating
parameter had a value of 0.95. These parameter combinations, however, all returned a number
of infeasible solutions (i.e. between two and four out of thirty) and therefore, none of these
parameter value combinations were selected as the final parameter value combination. The re-
maining parameter value combinations all caused the SA search to reach the time-out. The final
parameter value combination for the second phase of the parameter optimisation experiment
was selected as α = 0.85, ξ = 0.75 and ψ = 2. This combination of parameter values was
selected based on the fact that it retuned zero infeasible solutions (out of 30) and also achieved
a small mean objective function value (only 0.0023% worse than the smallest mean obtained).
The final set of parameter values adopted in the SA algorithm for solving the 157-unit Eskom
case study with maximisation of the expected energy production as scheduling criterion is shown
in Table 10.2.
Table 10.2: The complete set of parameter values selected for the 157-unit Eskom case study with
maximisation of the expected energy production as scheduling criterion, as well as the mean objective
function value, the mean required computation time and the number of infeasible incumbents associated
with these parameter values during the second phase of the parameter optimisation experiment.
χ0 γ α ξ ψ Objective function value Computation time (s) Infeasibilities
0.4 0.5 0.85 0.75 2 19 481 895 43 200 0 (out of 30)
10.2 Approximate solutions
In this section, the best algorithmic parameter combinations uncovered in §10.1 are employed
to obtain approximate solutions to the linear and nonlinear GMS models of §4.3 (extended as
described in §9.3.1 and §9.3.2) by means of the SA algorithm described in §5 in the context of
the 157-unit Eskom case study of §9.2.
10.2.1 Minimising the probability of unit failure
An approximate solution to the linear GMS model of §4.3 (extended as described in §9.3.1) was
obtained for the 157-unit Eskom case study by the SA algorithm with the parameter combi-
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nations as specified in Table 10.1. The decision variable values of the incumbent are given in
integer decision vector form in Table 10.3, and corresponds to an objective function value of
321.524.
Table 10.3: The decision variable values of the incumbent returned by the SA algorithm with parameter
values as specified in Table 10.1 for the 157-unit Eskom case study with minimisation of the probability
of unit failure as scheduling criterion. Asterisks denote PGUs that are not scheduled for maintenance in
the current scheduling window.
PGU in U ku PGU in U ku PGU in U ku PGU in U ku PGU in U ku
1 269 33 282 65 185 97 * 129 3
2 * 34 23 66 1 98 * 130 208
3 17 35 198 67 182 99 * 131 30
4 183 36 227 68 2 100 * 132 216
5 71 37 * 69 191 101 * 133 9
6 324 38 * 70 72 102 * 134 208
7 46 39 7 71 2 103 * 135 25
8 86 40 85 72 182 104 * 136 189
9 207 41 271 73 * 105 * 137 23
10 47 42 4 74 * 106 27 138 146
11 * 43 235 75 51 107 106 139 242
12 102 44 14 76 255 108 195 140 90
13 30 45 323 77 * 109 285 141 11
14 2 46 * 78 * 110 15 142 96
15 196 47 * 79 13 111 94 143 183
16 12 48 * 80 113 112 192 144 293
17 256 49 332 81 16 113 275 145 10
18 * 50 3 82 194 114 2 146 182
19 76 51 295 83 13 115 91 147 10
20 234 52 324 84 184 116 195 148 182
21 * 53 5 85 8 117 277 149 28
22 4 54 87 86 199 118 18 150 122
23 239 55 7 87 2 119 94 151 285
24 * 56 1 88 186 120 193 152 25
25 11 57 258 89 8 121 272 153 124
26 * 58 99 90 255 122 20 154 246
27 97 59 65 91 5 123 102 155 24
28 263 60 331 92 187 124 189 156 124
29 * 61 353 93 93 125 274 157 249
30 116 62 2 94 231 126 17
31 24 63 259 95 * 127 123
32 186 64 6 96 333 128 247
A graphical representation of this maintenance schedule is presented in Figures 10.1 and 10.2
with the colour scale indicating the rated capacity (in MW) and the failure rate of each PGU,
respectively. The available system capacity associated with this solution over the duration of
the scheduling window is shown in Figure 10.3.
Analysing the approximate GMS solution in Table 10.3 for the 157-unit Eskom case study,
it is observed in Figure 10.1 that some maintenance preference is given to PGUs with large
rated capacities, as expected. PGUs that contribute large capacities to the overall capacity
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Figure 10.1: The incumbent returned by the SA algorithm (as presented in Table 10.3) for the linear
model of §4.3 (extended as described in §9.3.1), in the context of the 157-unit Eskom case study with
minimisation of the probability of unit failure as scheduling criterion and for parameter values as indicated
in Table 10.1, with the colour scale indicating the rated capacity of the PGUs.
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Figure 10.2: The incumbent returned by the SA algorithm (as presented in Table 10.3) for the linear
model of §4.3 (extended as described in §9.3.1), in the context of the 157-unit Eskom case study with
minimisation of the probability of unit failure as scheduling criterion and for parameter values as indicated
in Table 10.1, with the colour scale indicating the failure rate of the PGUs.
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Figure 10.3: The system capacity available over the duration of the scheduling window for the 157-unit
Eskom case study maintenance schedule in Figures 10.1 and 10.2 with minimisation of the probability of
unit failure as scheduling criterion.
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of the system are typically scheduled for maintenance early in the scheduling window or early
within the PGUs’ earliest and latest starting maintenance times. This is observed for PGU
1, for example, which has the largest rated capacity (900 MW) in the system, and for which
maintenance is scheduled to start during time period 269. One of the reasons why PGU 1
is scheduled for maintenance so late in the scheduling window is due to its earliest and latest
maintenance starting times, which are 225 and 282, respectively. Another aspect that contributes
to PGU 1 being scheduled for maintenance so late in the scheduling window is the fact that
the energy demand during the middle to late stages of the scheduling window is very high, and
so scheduling this PGU for maintenance may cause the system not to be able to satisfy the
demand. Other PGUs with large rated capacities (such as PGUs 3, 10, 14, 16 and 22) are all
scheduled for maintenance early during the scheduling window.
It is also observed in Figure 10.2, that maintenance preference is given to PGUs with large
failure rates. The subset of PGUs which utilise gas as fuel source (i.e. gas turbines) typically
have high failure rates, as specified for PGU 106 to PGU 128 in Table 9.2. In Figure 10.2, these
PGUs are typically scheduled early during the scheduling window or within the PGUs’ earliest
and latest starting maintenance times.
A similar phenomenon is observed in Figure 10.3 as was observed in the context of the two
benchmark systems in §7. During the early stages of the scheduling window, the difference
between the available capacity and the demand together with the safety margin is very small as
many PGUs with large capacities are scheduled for maintenance then. The available capacity
then steadily increases until the middle of the scheduling window where again the difference
between the available capacity and the demand together with the safety margin is very small.
The reason for this is that many of the PGUs have earliest and latest maintenance starting times
limiting their maintenance to the second half of the scheduling window.
10.2.2 Maximising expected energy production
An approximate solution to the linear GMS model of §4.3 (extended as described in §9.3.2) was
obtained for the 157-unit Eskom case study by the SA algorithm with the parameter combi-
nations as specified in Table 10.2. The decision variable values of the incumbent are given in
integer decision vector form in Table 10.4, and corresponds to an objective function value of
19 507 890 MW·week (468 189 355 MW·h).
A graphical representation of this maintenance schedule is presented in Figures 10.4 and 10.5
with the colour scale indicating the rated capacity (in MW) and the failure rate of each PGU,
respectively. The available system capacity associated with this solution over the duration of
the scheduling window is shown in Figure 10.6.
Analysing the approximate GMS solution in Table 10.4 for the 157-unit Eskom case study, it is
observed in Figure 10.4 that PGUs with large rated capacities are scheduled closer to the end
of the scheduling window, as expected. PGUs that contribute large capacities to the overall
capacity of the system are typically scheduled for maintenance later in the scheduling window
or late within the PGUs’ earliest and latest starting maintenance times. This is observed for
PGU 1, for example, which has the largest rated capacity (900 MW) in the system, and for
which maintenance is scheduled to start during time period 234. One of the reasons why PGU
1 is scheduled for maintenance so late in the scheduling window is due to the fact that the
peaks of the energy production curves are typically located towards the end of the scheduling
window. Another aspect that contributes to PGU 1 being scheduled for maintenance so late in
the scheduling window is its earliest and latest maintenance starting times, which are 225 and
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Table 10.4: The decision variable values of the incumbent returned by the SA algorithm with parameter
values as specified in Table 10.2 for the 157-unit Eskom case study with maximisation of the expected
energy production as scheduling criterion. Asterisks denote PGUs that are not scheduled for maintenance
in the current scheduling window.
PGU in UA ku,i PGU in UA ku,i PGU in UA ku,i PGU in UA ku,i
1 234 28 47,346 55 96,270 82 *
2 * 29 282 56 70,361 83 *
3 38,354 30 57,338 57 94,318 84 *
4 92 31 238 58 29,360 85 *
5 323 32 * 59 85 86 *
6 84 33 * 60 80,359 87 *
7 127 34 49 61 * 88 45,112,217,358
8 209 35 106 62 * 89 39,116,229,327
9 84 36 256 63 92 90 42,125,222,333
10 * 37 71,335 64 254 91 20,101,209,363
11 139 38 78 65 * 92 2,128,205,342
12 50 39 323 66 * 93 48,186,360
13 76,289 40 * 67 49 94 49,246
14 61,338 41 * 68 132 95 98,244
15 * 42 * 69 60,357 96 64,300
16 147 43 330 70 86,362 97 5,331
17 239 44 21 71 90,351 98 25,145,347
18 * 45 295 72 88,319 99 100
19 78 46 324 73 98,267 100 9,124,204,351
20 256 47 71 74 95,355 101 29,362
21 * 48 104 75 113 102 87,352
22 78 49 43 76 215 103 28,148,332
23 * 50 62,296 77 * 104 41,175,360
24 120 51 119 78 309 105 13,143,364
25 228 52 112 79 *
26 * 53 330 80 *
27 139 54 351 81 *
282, respectively. Other PGUs with large rated capacities (such as PGUs 4, 6, 15, 17 and 23)
are all scheduled for maintenance late during the scheduling window.
It is also observed in Figure 10.5 that PGUs with large failure rates are either scheduled early or
late during the scheduling window. The subset of PGUs which utilise gas as fuel source (i.e. gas
turbines) typically exhibit high failure rates, as seen for PGU 106 to PGU 128 in Table 9.2. In
Figure 10.5, these PGUs are typically scheduled either early or late within the PGUs’ earliest and
latest starting maintenance times as these PGUs are not expected to contribute large amounts
of energy to the overall system.
A similar phenomenon is observed in Figure 10.6 as was observed for the two benchmark systems
in §7. During the early stages of the scheduling window, the difference between the available
capacity and the demand together with the safety margin is very large as not many PGUs
are scheduled for maintenance then. The available capacity then steadily decreases towards
the middle of the scheduling window where the difference between the available capacity and
the demand together with the safety margin is very small due to PGUs with large capacities
being scheduled towards the end of the allowable scheduling window. The difference between the
available capacity and the demand together with the safety margin remains small as the demand
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Figure 10.4: The incumbent returned by the SA algorithm (as presented in Table 10.4) for the nonlinear
model of §4.3 (extended as described in §9.3.2), in the context of the 157-unit Eskom case study with
maximisation of the expected energy production as scheduling criterion and for parameter values as
indicated in Table 10.2, with the colour scale indicating the rated capacity of the PGUs.
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Figure 10.5: The incumbent returned by the SA algorithm (as presented in Table 10.4) for the nonlinear
model of §4.3 (extended as described in §9.3.2), in the context of the 157-unit Eskom case study with
maximisation of the expected energy production as scheduling criterion and for parameter values as
indicated in Table 10.1, with the colour scale indicating the failure rate of the PGUs.
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Figure 10.6: The system capacity available over the duration of the scheduling window for the 157-unit
Eskom case study maintenance schedule in Figures 10.4 and 10.5 with maximisation of the expected
energy production as scheduling criterion.
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and safety margin reaches a peak during the middle of the scheduling window and thereafter
(when the demand decreases again) many PGUs with large rated capacities are scheduled for
maintenance as the peaks of the expected energy production curves are located here.
10.3 Chapter summary
The numerical results obtained by employing the method of SA were presented in this chapter
for a real-world case study, the 157-unit Eskom case study (described in §9), with regards to
both the linear and nonlinear models presented in §9.3. The results obtained for parameter
optimisation experiments conducted in the context of both the linear and nonlinear models,
were presented in §10.1. For the minimisation of the probability of unit failure objective func-
tion, a suitable parameter combination was reported in Table 10.1. For the maximisation of
the expected energy production objective function, a suitable parameter combination was simi-
larly reported in Table 10.2. Descriptions of the incumbents returned by the SA algorithm for
the linear and nonlinear models, employing the optimal parameter combinations described in
§10.1, were presented in §10.2.1 and §10.2.2, respectively. It was found that for the minimisation
of unit failure objective function, the incumbent solution had an associated objective function
value of 321.524. In respect of the maximisation of expected energy production objective func-
tion, the incumbent solution had an associated objective function value of 19 507 890 MW·week
(468 189 355 MW·h).
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The models proposed in §4 of this dissertation were implemented within a newly proposed
computerised decision support tool aimed at facilitating GMS decisions. The design of this
tool is described in detail in this chapter. Some general considerations with regards to general
decision support system (DSS) development are briefly discussed, after which a detailed process
description of the decision support tool is provided, elucidating the working of the system in a
step-by-step walk-through fashion.
11.1 General considerations in decision support systems
A DSS is a computerised information system that may be employed to support employees of
companies with business and organisational decision making activities [31]. A properly designed
DSS does not necessarily specify which decision to make in respect of business or organisational
activities, but rather aids the user in making an informative decision. Such a DSS typically
compiles useful information, which is presented to the user, by analysing raw data, documents
and knowledge elicited from industry experts in order to identify or solve complex problems [194].
DSSs provide many benefits which include improved efficiency when solving problems in the face
of rapidly changing variables or system inputs.
According to Stair and Reynolds [194], a DSS typically consists of three main components
namely, a database, a graphical user interface and a model base. These three components are
described in this section in order to provide some insight into the design of a novel, generic and
user-friendly DSS aimed at improved GMS that is put forward in this chapter.
11.1.1 The database
The database is one of the most crucial components of a DSS [195] and allows data to be stored
in a structured manner [123]. An accompanying database management system also allows for
241
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the data to be accessible to the other relevant components of the DSS [194]. An efficient
database management system provides four main benefits to the design of a DSS [216]. The first
benefit is that the database management system ensures that there are no redundant data in
the database. Duplicates and faulty entries in the database are avoided by a properly designed
database management system. The second benefit, according to Watt and Eng [216], is that
the data are accessible by multiple users at the same time, which may improve the efficiency
with which tasks are completed. Thirdly, the design of such a database management system
ensures the integrity of the data in the database. All the entries in the database are guaranteed
to be in the same format, ensuring that the data cannot be formatted incorrectly by accident.
Finally, the security of a database is easy to manage if an effective database management system
is in place. Restrictions may be imposed on who is allowed to access the database and what
transformations or operations are permitted in respect of the data within the database [195].
11.1.2 The graphical user interface
In order to facilitate effective human-computer interaction (HCI), a graphical user interface
(GUI) is required. The GUI provides a user-friendly link between a computerised DSS and a
human operator. This increases the ease with which operators are able to interact with the
computer and gain access to results returned by complex computerised systems. In short, the
GUI allows the operator to provide the DSS with the required input for the problem at hand
and then obtain the relevant output, which may be presented effectively in an intuitive and
understandable manner to the operator [196]. An operator should be able to engage easily with
a DSS by means of the GUI, which should provide the operator with the ability to solve the
required problem effectively and efficiently.
An important aspect in the design of a GUI is the manner in which information is presented to
the operator. Although it is important to present all the relevant information to the operator,
this has to be done in such a way as to not overwhelm the operator. On the other hand, the
presentation of information should also not be so sparse and unintelligible that it discourages
operators from utilising the DSS [151]. It is therefore important to find a good balance between
information overload and a vague communication of information between machine and man [195].
An aspect that may aid the analyst in obtaining this balance is a thorough understanding of
the capabilities and competencies of the operators who are anticipated to use the system.
11.1.3 The model base
The model base is the workhorse of the DSS and is the component that provides the operator
with access to one or multiple models which aid him during the decision making process [194].
These models may be embedded in the DSS in many different forms, such as mathematical
algorithms, techniques or methods. The embedded models may even consist of a combination of
these forms which raises the problem of how to combine the outputs returned by these models
as intelligible decision support to the user [150].
11.2 Detailed process description
A high-level overview of the interaction between the three DSS components described in §11.1
is illustrated graphically in Figure 11.1 within the context of a GMS DSS.
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Figure 11.1: A high-level graphical overview of the DSS design proposed in this dissertation.
The first activity within the DSS is concerned with the user inputs required. The user specifies
information related to the demand of some power system, the PGUs contained in the specified
power system, and the parameters of an SA algorithm employed in the models of the DSS by
means of a user-friendly GUI. Secondly, these user-specified inputs are stored in the system
database of the DSS. The model base, which either aims to minimise the probability of unit
failure or maximise the expected energy production (as described in §4) of the system under
consideration, then requests these inputs from the system database. The model base next em-
ploys the method of SA to solve a user-specified GMS problem instance. The result obtained
by the SA algorithm is then returned to the user by means of the GUI. This result includes the
generator maintenance schedule corresponding to the incumbent solution obtained, the avail-
able system capacity associated with the incumbent solution and the corresponding manpower
requirements over the duration of the scheduling window.
11.3 System development
The software environment within which the DSS proposed in §11.2 was developed by the author
is a package supported by RStudio [184], called Shiny [41]. Shiny is a web framework used to
construct elegant and powerful web applications displaying interactive reports and data visuali-
sations based in R. The package enables users without web development backgrounds to develop
web applications, but remains sufficiently sophisticated for the development of usable and rel-
evant applications. The package Shiny was adopted in the development of the DSS proposed
in this dissertation due to its ability to create elegant GUIs capable of changing dynamically,
based on R script files.
11.3.1 Data preparation
In order to standardise the procedures of the DSS, the required input data have to be prepared
in a specific format before the DSS can be utilised. The DSS requires two user-specified input
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files. This first contains the demand specifications of the power system and the second its PGU
specifications. Both of these files have to be prepared in a comma separated values (CSV) format.
An example of the exact input format required for the demand specifications file is presented in
Figure 11.2, while an example of the format for PGU specification is presented in Figure 11.3.
Figure 11.2: Required input format of the demand specification for a power system.
A portion of the demand specifications data file for the 32-unit IEEE-RTS benchmark system
introduced in §6.2 is shown in Figure 11.2. This file contains the demand of the power system
for all fifty two time periods of the scheduling window. Note that this demand specification does
not include the safety margin of the power system. The PGU specifications data file for the
same benchmark system is similarly shown in Figure 11.3. This file contains the PGU number,
capacity, actual capacity (specified as zero for duplicate PGUs, as described in §9), maintenance
duration, earliest and latest starting times (e.g. maintenance window), failure rate, previous
maintenance scheduling date, number of required maintenance procedures, allowable earliest
and latest maintenance starting times (as described in §9.3 and calculated by means of (9.1))
for each PGU, as well as manpower required for each week of maintenance.
11.3.2 System walk-thorough
After having prepared the required input data in the specified format, as described in the
previous section, the DSS can be utilised to recommend good generator maintenance schedules
for the power system specified. Once the DSS is initialised, the user is presented with the “Home
screen” shown in Figure 11.4. On this screen, a short introduction to the DSS is provided to
the user, as well as seven steps to be followed in order to utilise the DSS to its full potential.
The user can navigate between the seven steps by selecting the steps from the dropdown list on
this page. When selecting a step from the dropdown list, the instructions for the selected step
appear below the dropdown list.
After the instructions have been read and understood, the user can navigate to the “System
specifications” window on the left-hand side of the screen, which displays the window seen
in Figure 11.5. The user may, however, navigate back to the “Instructions” window at any
subsequent time if some of the instructions have to be reviewed. In the “System specifications”
window, the user can input the demand specifications and PGU specifications in the formats
specified above. The user can also select the required safety margin for the power system under
consideration by moving the slider between zero and a maximum of thirty percent. The final
input is whether or not a manpower requirement is to be considered for the specified system. This
can be selected by clicking on the “Include manpower requirements” checkbox and specifying
the maximum number of manpower available in the textbox provided. Once the user is satisfied
with the inputs, he can click on the “Accept” button which will upload the specifications to the
DSS database.
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Figure 11.3: Required format of the PGU specifications for a power system.
Stellenbosch University  https://scholar.sun.ac.za
246 Chapter 11. Decision support framework
Figure 11.4: The “Home screen” presented to the user when the DSS is initialised.
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Figure 11.5: GUI through which the user can upload the demand and PGU specifications of the power
system under consideration.
Once the specifications have been uploaded successfully to the database, an overview of the
system can be seen in the “Summary of system” tab, as shown in Figure 11.6. In this tab, the
number of PGUs specified in the system is displayed, as well as the number of time periods
for which demand has been specified. A graphical representation of the system demand is also
shown in this tab, as illustrated in Figure 11.6. This graph displays the forecast demand, the
demand together with the specified safety margin and the maximum system capacity. The
demand specification graph is fully interactive, allowing the user to hover with the computer
mouse over a graph, upon which information about the specific graph is provided. Clicking on
the legend for a specific graph (located in the top right-hand corner of the graph), for example,
will cause the specific graph to become hidden. Furthermore, by moving the safety margin slider
shown in Figure 11.5, the “Demand + safety margin” graph will automatically update on the
plot, as shown in Figure 11.7 where the slider has been moved from an eight percent safety
margin to a fifteen percent safety margin.
Navigating to the “PGU specifications tab,” the user can review the specifications of the PGUs
in the power system under consideration, as shown in Figure 11.8. The PGU specifications table
in this tab is also interactive. The user can, for example, sort the data by a selected column as
well as search the table for certain data. Similarly, navigating to the “Demand specifications”
tab, the user can review the demand specifications of the system, as shown in Figure 11.9. This
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Figure 11.6: An overview of the specified system in the “Summary of system” tab, displaying the
number of PGUs in the system, the number of scheduling time periods as well as a graphical representation
of the system demand over the scheduling window together with an eight percent safety margin.
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Figure 11.7: An overview of the system specified in the “Summary of system” tab, displaying the
number of PGUs in the system, the number of scheduling time periods as well as a graphical representation
of the system demand over the scheduling window together with a fifteen percent safety margin.
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Figure 11.8: The “PGU specifications” tab, summarising the specifications of the PGUs in tabular
format.
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Figure 11.9: The “Demand specifications” tab, summarising the system demand specified in tabular
format, including the safety margin prescribed.
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Figure 11.10: The “Algorithm specifications” window through which the user can specify the objective
function and parameter settings before initialising the SA algorithm in pursuit of a GMS solution.
table displays the demand for each time period of the scheduling window as well as the demand
together with the specified safety margin, which will automatically update as the safety margin
slider is altered. If the user would like to alter some of the data provided for either the system
demand or PGU specifications of the particular power system, these changes have to be made
in the CSV files uploaded after which the user will have to re-upload these altered files through
the GUI shown in Figure 11.5. Once the user is completely satisfied with the data for both
the system demand and the PGU specifications, he can navigate to the final window, called
“Algorithm specifications.”
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In the “Algorithm specifications” window, shown in Figure 11.10, the user is required to specify
the desired parameter and other requirements of the SA algorithm. This includes the desired
GMS objective function (selected by clicking on the radio buttons associated with the objective
functions), the maximum allowable processing time in hours (selected by moving the slider as-
sociated with the processing time), as well as the five parameter values (selected by choosing
values from the dropdown list) associated with the cooling parameter, the reheating parameter,
the epoch management parameter, the soft constraint violation severity factor and the initial
acceptance ratio, respectively. Once the user is satisfied with the selected objective function,
maximum processing time and SA algorithm parameter values, he can click on the “Initiate
algorithm” button. Clicking this button will execute the SA algorithm and the DSS will subse-
quently be occupied, solving the model. The duration for which the DSS may thus be occupied,
can be as much as the maximum processing time specified, but can also terminate before the
specified time, depending on the termination criteria specified, as described in §5.3.2. Whilst
the algorithm is running, the status of the search can be monitored in the “Algorithm overview”
tab shown in Figure 11.11. Whilst the algorithm is running, the status of the algorithm and
the incumbent solution will be updated as the search progresses and will be indicated in the
progress bar displayed. The progress bar will display the objective function of the current best
solution, the processing time and whether or not the current solution is feasible. In this tab, a
number of aspects of the algorithmic search can be followed, the current best objective function
value, whether or not the solution associated with this objective function value is feasible, the
processing time that has elapsed (in seconds) and the number of search iterations completed.
Once the algorithm has stopped running (when the progress bar disappears), the user can navi-
gate to the “Maintenance schedule” tab, shown in Figure 11.12, where the incumbent solution is
represented graphically. Like all the other graphs embedded in the DSS, the graphical represen-
Figure 11.11: The “Algorithm overview” tab, containing information about the current incumbent
solution (whether or not this solution is feasible) the processing time elapsed and the number of search
iterations carried out.
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Figure 11.12: The “Maintenance schedule” tab, containing a graphical representation of the current
incumbent solution.
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Figure 11.13: The maintenance starting times for each PGU according to the final incumbent solution
in tabular form.
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Figure 11.14: The “Available capacity” tab, containing a graphical representation of the maximum
system capacity, the available system capacity, the system demand (together with the safety margin
specified) and the system demand itself.
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Figure 11.15: The “Required manpower” tab, containing a graphical representation of the manpower
required to implement the final incumbent solution, as well as the maximum available manpower.
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tation of the maintenance schedule is interactive. By hovering over a PGU with the computer
mouse, the specifications of the specific PGU can be seen in a textbox appearing next to the
PGU, as shown in Figure 11.12. This textbox displays the PGU’s number/name, its starting
time of maintenance, its duration of maintenance, its rated capacity (in MW) and its failure
rate. From here, the user can scroll downwards to find the maintenance starting time of each
PGU corresponding to the incumbent solution obtained. This solution is displayed in tabular
format and can also be downloaded in CSV format to the user’s personal computer, as shown
in Figure 11.13.
The available capacity over the scheduling window associated with the incumbent solution can be
obtained by navigating to the “Available capacity” tab, as shown in Figure 11.14. In this tab the
user is presented with a graphical representation of the available capacity of the incumbent GMS
solution, the maximum system capacity, the demand, and the demand together with the specified
safety margin. This graph is again interactive and hovering over a certain point on the graph with
the computer mouse will result in the value of each graph at that point being displayed. Similarly,
for the manpower requirements (if checked previously, as shown in Figure 11.5), an interactive
graphical representation of the manpower required for the maintenance schedule corresponding
to the incumbent solution can be found by navigating to the “Manpower required” tab, as shown
in Figure 11.15.
11.4 Chapter summary
A computerised DSS aimed at facilitating GMS decisions was designed by the author in RStu-
dio [184] by employing a package called Shiny [41]. This DSS was presented in this chapter.
Some general considerations of a typical DSS were discussed in §11.1, including a description
of the three main DSS components (the database, the GUI and the model base). This was
followed by a detailed process description of the DSS in §11.2. Finally, the system development
was described in §11.3. This description included specifications on how to prepare the input
data as well as a comprehensive system walk-though aimed at informing users of the DSS how
to utilise the system to its full potential. The DSS may be found on the compact disc included
at the back of this dissertation (the contents of which are described in Appendix B).
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This penultimate chapter contains a summary of the research reported in this dissertation and
an appraisal of the contributions made in the dissertation.
12.1 Dissertation contents
In the introductory chapter to this dissertation, a brief historical overview was provided of the
electric power system of South Africa, which is operated by the national power utility, Eskom.
The overview included a brief description of the production and consumption of energy in South
Africa over the last seventeen years as well as a description of the current state of the South
African power system. This was followed by in informal description of the problem considered
in this dissertation, namely to contribute models based on PGU failure probability minimisation
and expected energy generation maximisation to the body of literature on GMS. The scope and
objectives pursued during the completion of this research were also presented.
After the introductory chapter, the dissertation comprised a further eleven chapters (up to the
chapter preceding this chapter) which were organised into five parts. In pursuit of the fulfilment
of Dissertation Objective I of §1.3, a two-chapter part, Part I, was dedicated to a review of the
relevant literature. In §2, which was the first chapter of that part, the reader was introduced to
the GMS problem and a number of considerations to be taken into account when formulating a
mathematical model for the GMS problem. This was followed by a description of the mathemat-
ical programming formulations of popular objective functions and constraint sets for the GMS
problem encountered in the literature. A review was also presented of the various approaches
adopted in the literature towards solving GMS models, including mathematical programming
techniques, expert systems, fuzzy logic approaches, as well as the use of heuristics and meta-
heuristics. A more detailed description was included, because this method was employed as an
approximate solution methodology later in this dissertation.
The second chapter in the literature review part, §3, was devoted to a discussion on central
notions in the field of reliability theory. Basic mathematical notations were reviewed which are
typically adopted to represent ideas within the realm of reliability theory. This was followed by a
description of two types of systems usually considered in reliability theory, namely non-repairable
systems and repairable systems. A number of popular distribution models traditionally adopted
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for each of these systems were also touched upon. The next section of the chapter contained
an overview of the nature of system failure data and how these data may be employed to select
appropriate failure models. Various methods were also discussed for determining whether a
system is non-repairable or repairable, by employing trend tests. Before appropriate failure
models can be applied, however, the parameters of these models have to be estimated, and
various methods for doing so were presented, including the maximum likelihood method, the least
squares method and the Bayesian parameter estimation method. An overview of acceleration
models adopted in the literature was finally presented — these models may be employed to
model systems that operate under high stress.
In the following chapter, §4, which was the first chapter of another two-chapter part on mathe-
matical modelling, two mathematical models were formulated for the GMS problem which are
capable of quantifying the reliability of a power system in terms of PGU failure and in terms
of expected energy production, in fulfilment of Dissertation Objective II. The first section of
the chapter contained a motivation for the choice of two newly proposed objective functions. In
order to derive these objective functions mathematically, a number of assumptions had to be
made and these were discussed in the next section. This was followed by a section dedicated
to the actual GMS models adopted in this dissertation. It included a detailed derivation of the
newly proposed objective functions (in fulfilment of Dissertation Objective III) — one linear and
the other nonlinear — as well as the mathematical representation of the GMS model constraints.
The constraint sets included in the mathematical models are energy demand satisfaction con-
straints, maintenance window constraints, maintenance resource constraints and maintenance
exclusion constraints.
In order to solve the GMS models of §4, two methodologies were adopted. These methodologies
were presented in the second chapter of Part II, §5. The first of these methodologies is an exact
solution methodology (in partial fulfilment of Dissertation Objective VI) and the second is an ap-
proximate solution methodology (in final fulfilment of Dissertation Objective VI). The nonlinear
model was linearised by carrying out a piecewise linear approximation of the nonlinear objective
function. The resulting linearised model was solved exactly. This piecewise linearisation process
was described in the first section of the chapter. In the second section, a description followed
of the exact solution approach adopted, including a motivation for the choice of optimisation
platform (CPLEX) as well as an elucidation of the model implementation within this platform.
The description of the approximate solution methodology adopted in this dissertation, namely
the method of SA, also contained a motivation for the choice of this solution methodology as
well as a discussion on the implementation of the method of SA within the context of the GMS
models of §4. This discussion covered the method employed for generating an initial solution
and determining the initial temperature for the SA algorithm, the cooling and reheating sched-
ules adopted, the constraint handling technique implemented, the epoch management protocol
employed, the neighbourhood move operator incorporated in the algorithm and the manner in
which the algorithm is terminated.
The effectiveness of the newly proposed GMS models, as well as that of the two model solution
approaches, were tested in the contexts of two academic test systems from the literature. The
two systems considered were a 21-unit test system and the celebrated 32-unit IEEE-RTS, both
described in §6, which is the first chapter of the third part of this dissertation, devoted to a
presentation of numerical results. The chapter was dedicated to a description of the input data
and parameters pertaining to the aforementioned two test systems, in fulfilment of Dissertation
Objective VII. The specifications for the 21-unit test system included a system demand (which
is constant) over a scheduling horizon of fifty two weeks, while that for the IEEE-RTS exhibits
a varying demand over a similar scheduling horizon.
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The numerical results obtained when pursuing minimisation of the probability of PGU failure
were presented in the second chapter of Part III, §7, in partial fulfilment of Dissertation Ob-
jective VIII. In the first section of the chapter, the results obtained when applying the exact
solution approach to both the 21-unit test system and the IEEE-RTS were presented. This sec-
tion included a presentation of optimal maintenance schedules in respect of both newly proposed
GMS objective functions (obtained within 23 seconds of computation time and 382 seconds, re-
spectively), an analysis of the manpower required and the available system capacity associated
with these solutions, as well as comparisons between these solutions and solutions from the lit-
erature for the same test instance, but pursuing minimisation of the well-known sum of squared
reserve margins as scheduling criterion. Sensitivity analyses were finally performed in order to
analyse the feasibility of the exact solution approach in respect of small power systems such
as the 21-unit system and the IEEE-RTS. The following section contained the numerical re-
sults obtained when employing the approximate solution approach of SA, in partial fulfilment of
Dissertation Objective VIII. In this section, the results obtained in the parameter optimisation
experiments for the 21-unit test system were presented in some detail and the best incumbent
returned when solving the 21-unit system upon adoption of the best parameter combination
values was described. A comparison of this solution with the optimal solution obtained by the
exact solution approach was also carried out. It was found that the objective function values
differed by only 0.0689%. A similar approach was taken with the presentation of the results of a
corresponding parameter optimisation experiment for the IEEE-RTS, in final fulfilment of Dis-
sertation Objective VIII. The best incumbent returned when solving the IEEE-RTS, and using
the best combination of parameter values, was presented and again compared with the optimal
solution obtained by the exact solution approach. It was found that the objective function values
differed by 1.507% in this case.
The final chapter in Part III, §8, was dedicated to a presentation of the numerical results
obtained by pursuing maximisation of the expected energy production, in final fulfilment of
Dissertation Objective VIII. This chapter followed the same structure as §7 in that the first
section was dedicated to a presentation of the exact solution obtained for the piecewise linear
approximation of the nonlinear model in respect of both the 21-unit test system and the IEEE-
RTS. An optimal solution to the piecewise linear approximation of the nonlinear model was
obtained for the 21-unit system in 58 seconds. The difference in objective function values
for the piecewise linear approximation and the nonlinear function amounts to 0.127%. The
optimal solution obtained for the IEEE-RTS was found to require 93 538 seconds (25.983 hours)
of computation time and corresponded to a 0.046% difference in objective function values for
the piecewise linear approximation and the nonlinear function. Both optimal solutions were also
compared with solutions from the literature for the same test instance, but aimed at minimisation
of the well-known sum of squared reserve margins as scheduling criterion. These solutions were
also compared to the optimal solutions obtained for the minimisation of the probability of unit
failure scheduling criterion. Sensitivity analyses were finally performed for both the 21-unit test
system and the IEEE-RTS in order to analyse the feasibility of the exact solution approach for
small power systems. The second section of §8 contained a presentation of the numerical results
obtained by employing the approximate solution approach of SA. The results obtained in the
parameter optimisation experiments for the 21-unit test system were presented in some detail
and the best incumbent returned when solving the 21-unit system upon adoption of the best
combination of parameter values was described. A comparison of this solution with the optimal
solution obtained by applying the exact solution approach (after piecewise linear approximation)
was also carried out. It was found that the objective function values differed by only 2.669%.
A similar approach was taken in the presentation of the results of a corresponding parameter
optimisation experiment for the IEEE-RTS. The best incumbent returned by the SA algorithm
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when adopting the best parameter combination values was presented and again compared with
an optimal solution (after piecewise linear approximation). It was found that the objective
function values differed by 1.618% in this case.
Part VI of this dissertation was dedicated to the application of the GMS models proposed
to a real-world scenario. This part consisted of three chapters, the first of which contained a
description of the real-world case study in some detail, in fulfilment of Dissertation Objective IX.
The real-world case study was based on the energy grid of the national power utility in South
Africa and is referred to as the 157-unit Eskom case study. In the first section of §9, some
background was provided on the case study and this was followed by detailed specifications
of the power system. Some extensions to both the linear and nonlinear GMS objectives were
proposed in the final section of this chapter in order to accommodate the possibility of PGUs
being scheduled for maintenance multiple time within a scheduling window.
The second chapter of Part VI, §10, contained a presentation and interpretation of the results
obtained for the real-world case study by employing the approximate solution approach in the
contexts of both the linear and nonlinear models, in fulfilment of Dissertation Objective X.
In the first section, the results of a parameter optimisation experiment were presented for both
scheduling criteria. In the second section, the incumbent solutions returned by the SA algorithm
when employing the best combination of parameter values for both the proposed scheduling
criteria were presented, in fulfilment of Dissertation Objective XI.
Part IV finally closed in §11 with the proposal of a computerised DSS, designed by the au-
thor, which is aimed at facilitating effective GMS decision making, in fulfilment of Dissertation
Objectives IV and V. In the first section of the chapter, some general consideration was given
to typical DSS development. This included a description of the three main components of a
typical DSS and this was followed by a detailed process description of the particular GMS DSS
proposed. The system was finally described in a comprehensive system walk-through fashion
aimed at informing potential users how to utilise the DSS to its full potential.
12.2 Appraisal of dissertation contributions
This section contains a brief appraisal of the contributions of this dissertation. The dissertation
contains a total of seven novel contributions. In each case the contribution is discussed in terms
of its value and significance.
Contribution 1 A novel scheduling criterion for the GMS problem which involves minimising
the probability of PGU failure in the system over the scheduling window.
The author could not find any GMS scheduling criteria in the literature which are based specif-
ically on the risk of PGU failure. A novel GMS scheduling criterion was therefore developed
which seeks to minimise the probability of PGU failure in the system. It was also desirable that
the newly developed objective function should take into account the rated capacity of each PGU
in the system. The reason for this is that when a PGU with a large capacity were to fail, the
power system would lose a large proportion of its total capacity, whereas if a PGU with a small
capacity were to fail, the effect of this event on the overall system would be relatively minor.
Hence, the objective function proposed in this dissertation is also weighted by the normalised
rated capacities of all the PGUs in the system. This weighting gives some preference with respect
to earlier maintenance times of PGUs with large rated capacities.
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In order to test the effectiveness of the proposed GMS objective function, it was included in a
mathematical model and this model was solved in the context of two GMS test systems from
the literature. The numerical results thus obtained were presented and analysed, and were also
compared with solutions found in the literature according to a different scheduling criterion, in
order to ascertain the extent of differences in scheduling approaches.
The proposed scheduling criterion was presented to a select group of experts at the Production
Assurance Department of the South African national power utility, Eskom, in September 2016.
These individuals found the proposed scheduling criterion very useful and positive feedback was
received in respect of the modelling approach taken.
Contribution 2 A novel scheduling criterion for the GMS problem which involves maximisation
of the expected energy production over the scheduling window.
The author could also not find any GMS scheduling criteria in the literature which are based
specifically on the total amount of energy that the entire system is expected to generate over
the scheduling window when taking into account PGU failures. A novel GMS scheduling crite-
rion was therefore developed which seeks to maximise the expected energy produced over the
scheduling window. For this criterion, the timing of a failure of any PGU in the system was
included as a random variable. The expected energy may then be calculated based on when a
PGU is scheduled for maintenance, taking into account the probability of a failure occurring.
In order to test the effectiveness of the proposed GMS objective function, this criterion was
also included in a mathematical model for the GMS problem and this model was solved in the
context of the same two GMS test systems from the literature mentioned above. The results
were presented and analysed, and were also compared with solutions in the literature found
according to a different scheduling criterion in order to ascertain the extent of differences in
scheduling approaches.
Although this proposed scheduling criterion was not presented to the South African national
power utility, Eskom, it is envisaged that a formal meeting will be arranged in the near future
to present this scheduling criterion to the Production Assurance Department of Eskom.
Contribution 3 An exact approach towards solving instances of the GMS problem in which the
newly proposed objective functions are adopted as scheduling criteria.
As mentioned, the author could not find any instances in the literature of a GMS scheduling
criterion based specifically on the reliability of the PGUs in the system. It was therefore desirable
to establish high-quality benchmark results for scheduling criteria based on PGU failure rates.
For both scheduling criteria, an exact solution approach was consequently implemented within
the context of the aforementioned two GMS test instances. In this manner, solutions obtained
by employing another solution approach may in the future be compared to optimal solutions
established in this dissertation in order to analyse the effectiveness of other solution approaches.
The exact solution approach adopted for solving instances of the mathematical model of §4, was
implemented in CPLEX, which employs a branch-and-cut method in combination with various
heuristics to obtain optimal solutions.
The novel scheduling criterion which seeks to minimise the probability of PGU failure is of a
linear nature and therefore could be implemented “as-is” in CPLEX, which only accommodates
linear models in its basic form. The scheduling criterion which seeks to maximise the expected
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energy production is, however, nonlinear and therefore the scheduling criterion was subjected
to piecewise linearisation in order to be able to apply the branch-and-cut approach embedded
in CPLEX.
The results obtained by means of the exact solution approach for the linear model of §4 were
summarised in a peer-reviewed journal paper [78], which was accepted for publication in August
2017 and will be published in 2018. The results obtained from the exact solution approach for
the nonlinear model of §4 was also summarised in a second peer-reviewed journal paper [79],
which has been submitted for publication.
Contribution 4 A sensitivity analysis in terms of the feasibility of the exact solution approach
for medium to large instances of both GMS models of §4.
In many cases in the literature, an exact approach toward solving realistic instances of GMS
models is not feasible and therefore many authors employ (meta)heuristic solution approaches
to solve their models. The computation time expended to solve GMS models may vary, based
on the problem instances considered. A sensitivity analysis was performed in this dissertation
in order to ascertain the feasibility of the exact solution approach of Contribution 3. This was
achieved by creating various GMS problem instances, similar to the two test systems of §6, but
with either tighter or more relaxed demand constraints as well as variations in the earliest and
latest maintenance starting times of the various PGUs.
It was found that the exact solution approach applied to the linear model of §4.3 is viable for small
problem instances that are tightly constrained. As the constraints are relaxed, however, or the
number of PGUs in the system increases, the exact solution becomes exorbitantly expensive in
terms of computation time required — hence necessitating the development of a (meta)heuristic
solution approach for the linear model in §4.3.
For the exact solution approach applied to the nonlinear model of §4.3, it was found, even for
some of the basic cases where none of the constraints were relaxed, that the approach (employing
piecewise linearisation) is expensive in terms of computation time required. This, once again,
necessitated the development of a (meta)heuristic solution approach for the linear nonlinear
model in §4.3.
The results of the sensitivity analysis for both the newly proposed scheduling criteria were also
included in the peer-reviewed papers mentioned in respect of Contribution 3 [79, 78].
Contribution 5 An approximate solution approach, based on the method of SA, for solving
instances of the GMS problem in which the newly proposed objective functions are adopted as
scheduling criteria.
The trajectory-based method of SA was implemented as an approximate solution approach in
this dissertation. This metaheuristic is flexible and may be employed to solve even large and/or
unconstrained instances of the GMS problem. After having performed an extensive parameter
optimisation experiment to find the best combination of SA parameters for both test systems
of §6 in the contexts of both scheduling criteria proposed, the results obtained upon solving the
model of §4.3 for the test systems of §6 were compared with solutions obtained by the exact
solution approach. It was found, for both proposed scheduling criteria, that although the SA
algorithm required more computation time in some instances, it is a viable solution approach
capable of uncovering solutions of very high quality.
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Contribution 6 Application of both scheduling criteria to a real-world case study based on the
power system of the national power utility of South Africa.
The two newly proposed scheduling criteria of §4.3 were applied to a real-world case study based
on the power system of Eskom, the national power utility of South Africa. This power system
contains 105 PGUs, which is a much larger number of PGUs than that contained in either of
the two academic benchmark systems previously considered. The resulting 157-unit Eskom case
study contains PGUs that require multiple maintenance procedures as well as PGUs that require
no maintenance within the scheduling window. In order to accommodate these specifications,
a number of adaptations and extensions were made to the proposed scheduling criteria. These
adaptations and extensions were only made to the scheduling criteria themselves and not to the
mathematical model constraints of §4.3.
After having carried out an extensive parameter evaluation for the SA algorithm with respect to
the 157-unit Eskom case study (for both scheduling criteria), the best parameter combinations
were employed to solve the problem instance. The numerical results thus obtained were reported.
It is envisaged that these results will be summarised in a third peer-reviewed journal paper
emanating from the work in this dissertation.
Contribution 7 A computerised GMS decision support system in §11.
A computerised GMS decision support system was developed in this dissertation which is capable
of solving user-specified instances of the GMS problem, including the real-world case study
of Contribution 6. This DSS may be employed by an operations scheduler tasked with the
responsibility of scheduling PGUs for maintenance. The system may assist the user by proposing
good maintenance schedules based on either of the two scheduling criteria proposed in §4.3
Stellenbosch University  https://scholar.sun.ac.za
268 Chapter 12. Dissertation summary
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 13
Possible future work
Contents
13.1 Incorporating PGU generation capability variation . . . . . . . . . . . . . . . . 269
13.2 Enforcing a maintenance interval constraint . . . . . . . . . . . . . . . . . . . . 270
13.3 Failure frequency generalisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 270
13.4 Incorporating PGUs with increasing failure rates . . . . . . . . . . . . . . . . . 270
13.5 The possibility of failures being dependent on one another . . . . . . . . . . . . 271
13.6 Reliability accuracy improvement in the linear GMS model . . . . . . . . . . . 271
13.7 Adopting constraint programming as solution approach . . . . . . . . . . . . . 271
13.8 Adopting a multi-objective GMS paradigm . . . . . . . . . . . . . . . . . . . . 272
During the process of completing the research reported in this dissertation, a number of aspects
were identified as areas of possible improvements and enhancements of the modelling approach
adopted. This chapter therefore contains a number of suggestions with respect to possible future
research which may be pursued as follow-up work to the contributions of this dissertation.
13.1 Incorporating PGU generation capability variation
It was assumed, for the purposes of the GMS models in this dissertation, that during each time
period of the scheduling window, each of the PGUs generate 100% of their rated capacities when
in operation. This is a simplification of how PGUs operate in real energy systems. In practice,
there are a minimum and a maximum percentage of the rated capacity between which each PGU
should generate energy when in operation. It is, for instance, not desirable to operate a very
large and expensive PGU at full capacity if only 10% of its rated capacity is, in fact, required
to meet the demand plus the safety margin of the power system.
For this reason, it is suggested that a capability of specifying the allowable range within which
each PGU can generate energy be added to the GMS model of §4. Such a capability may be
introduced in the form of a parameter or a decision variable. If introduced as a parameter,
the allowable range within which a PGU can generate energy should be specified, as part of
the problem instance specifications, for each PGU during each time period of the scheduling
window. If introduced as a decision variable, a method of giving generation preference should
also be introduced in order to dedicate certain PGUs to generate energy during certain time
periods. This generation preference may be based on the cost of energy generation (i.e. PGUs
may be ranked from cheapest to most expensive and be employed in this order to generate
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energy based on generation cost) or on the type of fuel a PGU uses (i.e. certain PGUs may be
employed to generate energy rather than others based on the type of PGUs).
This research suggestion therefore in effect involves including the UC problem (described in
§2.1.5) within the current GMS model formulation of §4 so as to identify which PGUs should be
employed to generate energy during which time period of the scheduling window and at what
generating capacity they should operate.
13.2 Enforcing a maintenance interval constraint
It was found in this dissertation that scheduling planned maintenance for PGUs according to
the minimisation of probability of unit failure scheduling criterion proposed in §4 results in
maintenance of a PGU being scheduled as early as possible during the scheduling window. This
may cause a situation where no PGUs are scheduled for maintenance toward the end of the
scheduling window (as was, for example, seen in Figure 7.5). During these final time periods,
when no maintenance is scheduled for any PGUs, the maximum system capacity is available
and no manpower is required to perform maintenance. This may cause a problem for a power
utility as the personnel required to perform maintenance on the PGUs will be idle during these
time periods when no maintenance is scheduled if maintenance personnel are not employed on
a contractual basis.
It is therefore suggested that an additional maintenance interval constraint be introduced to
the linear GMS model of §4. This constraint may specify a shortest time interval between
consecutive maintenance operations scheduled for any PGU. This time interval may either be
specified in absolute terms (i.e. in terms of units of time) or may be specified in terms of the
reliability level of the PGUs, based on the power utility’s maintenance philosophy.
13.3 Failure frequency generalisation
It was assumed, for the purposes of modelling the GMS problem in this dissertation, that each
PGU fails at most once during a scheduling window. In practice, however, this may not be the
case. It might instead be the case that certain PGUs fail more than once during the scheduling
window and that others very rarely fail during a scheduling window. This may occur due to
certain PGUs exhibiting different failure rates (PGUs with high failure rates are expected to fail
more frequently than those with lower failure rates).
It is therefore suggested that a capability be included in the GMS models of §4 to account for
the situation where a PGU may fail more than once during the scheduling window. This may
be achieved by determining the expected failure dates of each PGU and from this, derive the
expected number of failures within the scheduling window for each PGU.
13.4 Incorporating PGUs with increasing failure rates
In this dissertation, it was assumed that the failures of the PGUs in a specified power system
follow an exponential distribution with a constant failure rate. In practice, however, PGUs do
not always exhibit constant failure rates. In power systems which contain ageing PGUs, for
example, the failures may follow a different distribution (as described in §3.3 and §3.4) with a
rate that is either increasing or decreasing. PGUs may therefore start to fail more frequently as
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they age when exhibiting a increasing failure rate or may fail less frequently when exhibiting a
decreasing failure rate.
A number of distributions other than the exponential distribution were described in §3.3 and
§3.4 which may be adopted in conjunction with constant, increasing and decreasing failure rates.
An appropriate distribution may be selected for each PGU in the system and, depending on its
historical failure data, may exhibit either a constant an increasing or a decreasing failure rate.
13.5 The possibility of failures being dependent on one another
One of the fundamental assumptions of this dissertation is that the failures of PGUs in the
generation system are independent from one another. This may be considered a fair assumption
as the failure of one PGU does not directly influence that of another PGU. Failure of one
PGU may, however, cause the other PGUs in the power system to operate under higher stress
conditions in order to meet the demand of the system. There may also be some other indirect
dependencies of the PGUs, such as the weather conditions affecting their operation or PGUs at
the same power station being subjected to the same operating conditions.
Therefore, the scheduling criteria proposed in this dissertation may be generalised so as to be
able to accommodate situations where the failure rates of certain PGUs are dependent on one
another. In this case, the probability of PGU failure cannot merely be determined by taking
the product of the individual probabilities of unit failure.
13.6 Reliability accuracy improvement in the linear GMS model
In order to accommodate the possibility of PGUs being scheduled for maintenance more than
once, certain adaptations had made to the scheduling criteria in §9.3. The adaptation made
with respect to the linear model (minimising the probability of unit failure) involved the intro-
duction of virtual, duplicate PGUs which contribute no additional capacity to the total system
capacity. A difficulty arose in this regard, however, due to PGU reliability being dependent
on the time duration since the last maintenance procedure carried out on a PGU, which is not
known beforehand for PGUs that require multiple maintenance procedures, as it depends on
the decision variables. This was remedied by assuming a fixed length of time |x′u| that had
elapsed between the previous maintenance procedure and the latest maintenance procedure. It
was therefore assumed that the time intervals between multiple maintenance procedures of the
same PGU during a scheduling window are the same.
This is, however, not the case in reality, as was described in §9.3.1. Each PGU is actually 100%
reliable after its returns to operation upon completion of its (i−1)-th maintenance procedure and
not, as estimated, after a time duration of eu,i + x
′
u. The PGU reliability may more accurately
be determined by incorporating the previous maintenance date of a PGU that requires multiple
maintenance procedures as a decision variable. This would, of course, increase the complexity
of the model.
13.7 Adopting constraint programming as solution approach
Constraint programming (CP) is a computer programming paradigm in which relationships
between variables of a model are stated in the form of constraints. Typically, the main focus
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in an IP context is to obtain the optimal objective function value, whereas CP is more focused
on obtaining feasible solutions by satisfying each of the constraints of the model [116, 183]. CP
may easily be implemented in a situation where the model is nonlinear, therefore avoiding the
need for piecewise linear approximations of nonlinear functions. CP has been shown to find good
solutions to scheduling problems in the literature — so much so that the celebrated off-the-shelf
software suite IBM ILOG CPLEX Optimization Studio [112, 115] contains a package for solving
scheduling problems by means of CP [117].
A CP solution approach may therefore be adopted in order to possibly improve upon the compu-
tation time required to solve large instances of GMS models (linear or nonlinear) to optimality.
This approach may also allow an optimal solution to be obtained for a nonlinear model in stead
of an optimal solution for the piecewise linear approximation of the nonlinear model.
13.8 Adopting a multi-objective GMS paradigm
There are not many cases in the literature where the GMS problem is solved within a multi-
objective optimisation paradigm. The two newly proposed scheduling criteria in this dissertation
are, however, somewhat conflicting. This might also be the case for a number of other GMS
criteria proposed in the literature. It is therefore suggested that the scheduling criteria proposed
in this dissertation be employed within a multi-objective modelling approach, which is capable
of yielding trade-off solutions. These solutions may then be analysed by the user on a post hoc
basis in order to decide subjectively which solution within the set of trade-off schedules is best
suited to meet all the scheduling requirements.
Examples of scheduling criteria from the literature that may be considered for inclusion on a
multi-objective GMS modelling paradigm are:
• minimising the probability of unit failure,
• maximising the expected energy production,
• minimising the SSR,
• minimising the energy production cost,
• minimising the energy production cost and maintenance cost,
• minimising the LOLP, and
• minimising the EUE.
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APPENDIX A
Eskom case study: Parameter optimisation
experimental results
This appendix serves the purpose of documenting the results obtained during the SA parameter
optimisation experiments carried out in §9 within the context of the 157-unit Eskom case study.
A.1 Minimising the probability of unit failure
This section contains the results of the parameter optimisation experiments performed for the
minimisation of the probability of unit failure scheduling criterion within the context of the
157-unit Eskom Case study in §9.
A.1.1 Initial acceptance ratio and soft constraint violation severity factor
The mean objective function values associated with the feasible incumbents returned during the
first phase of the parameter optimisation experiment are shown in Table A.1.
Table A.1: Mean objective function values for all parameter value combinations during the first phase
of the parameter optimisation experiment involving the initial acceptance ratio χ0 and the soft constraint
violation severity factor γ for the 157-unit Eskom case study with minimisation of the probability of unit
failure as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 321.588 321.621 321.596 321.599 321.574
0.5 321.538 321.594 321.562 321.687 321.639
0.6 321.582 321.620 321.600 321.556 321.636
0.7 321.535 321.587 321.556 321.565 321.636
0.8 321.712 321.766 321.790 321.801 321.583
The mean computation times involved in evaluating combinations of these parameter values are
shown in Table A.2. These table entries include computation times expended during runs that
returned infeasible incumbents.
The numbers of times (out of 30) that an infeasible incumbent was returned during an SA search
run are finally shown in Table A.3.
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Table A.2: Mean computation times required (in seconds) for all parameter value combinations during
the first phase of the parameter optimisation experiment involving the initial acceptance ratio χ0 and
the soft constraint violation severity factor γ for the 157-unit Eskom case study with minimisation of the
probability of unit failure as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 43 200 43 200 43 200 43 200 43 200
0.5 43 200 43 200 43 200 43 200 43 200
0.6 43 200 43 200 43 200 43 200 43 200
0.7 43 200 43 200 43 200 43 200 43 200
0.8 43 200 43 200 43 200 43 200 43 200
Table A.3: Number of infeasible incumbents (out of 30) returned for all parameter value combinations
during the first phase of the parameter optimisation experiment involving the initial acceptance ratio χ0
and the soft constraint violation severity factor γ for the 157-unit Eskom case study with minimisation
of the probability of unit failure as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 14 (46.67%) 1 (3.33%) 0 (0.00%) 0 (0.00%) 0 (0.00%)
0.5 12 (40.00%) 0 (0.00%) 0 (0.00%) 0 (0.00%) 0 (0.00%)
0.6 8 (26.67%) 3 (10.00%) 0 (0.00%) 0 (0.00%) 0 (0.00%)
0.7 11 (36.67%) 1 (3.33%) 1 (3.33%) 0 (0.00%) 0 (0.00%)
0.8 14 (46.67%) 3 (10.00%) 1 (3.33%) 0 (0.00%) 0 (0.00%)
A.1.2 Cooling parameter, reheating parameter and epoch parameter
The mean objective function values for the feasible incumbents returned during the second phase
of the parameter optimisation experiment are shown in Table A.4.
Table A.4: Mean objective function values for all the combinations of parameter values during the
second phase of the parameter optimisation experiment involving variation of the cooling parameter α, the
reheating parameter ξ and the epoch parameter ψ for the 157-unit Eskom case study with minimisation
of the probability of unit failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 322.443 322.561 322.087
2 321.774 321.519 321.843
4 321.712 321.533 322.361
0.9
1 325.195 325.549 325.968
2 321.844 321.764 321.749
4 321.682 321.665 322.129
0.95
1 326.336 326.183 327.586
2 326.117 325.556 327.242
4 322.028 321.909 321.844
The mean computation times required for the evaluation of the combinations of these parameter
values are shown in Table A.5. These values again include computation times expended during
runs that returned infeasible incumbents.
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Table A.5: Mean computation times required (in seconds) for all the combinations of parameter values
during the second phase of the parameter optimisation experiment involving variation of the cooling
parameter α, the reheating parameter ξ and the epoch parameter ψ for the 157-unit Eskom case study
with minimisation of the probability of unit failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 43 200 43 200 43 200
2 43 200 43 200 25 510
4 43 200 43 200 7 972
0.9
1 43 200 43 200 43 200
2 43 200 43 200 41 897
4 43 200 43 200 13 718
0.95
1 43 200 43 200 43 200
2 43 200 43 200 43 200
4 43 200 43 200 39 980
The numbers of times (out of 30) that an infeasible incumbent was returned during an SA search
run are shown in Table A.6.
Table A.6: Number of infeasible incumbents (out of 30) returned for all the combinations of parameter
values during the second phase of the parameter optimisation experiment involving variations of the
cooling parameter α, the reheating parameter ξ and the epoch parameter ψ for the 157-unit Eskom case
study with minimisation of the probability of unit failure as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 4 (13.33%) 4 (13.33%) 5 (16.67%)
2 6 (20.00%) 6 (20.00%) 6 (20.00%)
4 5 (16.67%) 5 (16.67%) 5 (16.67%)
0.9
1 6 (20.00%) 9 (30.00%) 10 (33.33%)
2 6 (20.00%) 3 (10.00%) 8 (26.67%)
4 4 (13.33%) 1 (3.33%) 4 (13.33%)
0.95
1 9 (30.00%) 7 (23.33%) 13 (43.33%)
2 8 (26.67%) 5 (16.67%) 5 (16.67%)
4 8 (26.67%) 8 (26.67%) 5 (16.67%)
A.2 Maximising expected energy production
This section contains the results of the parameter optimisation experiments performed for the
maximisation of the expected energy production scheduling criterion within the context of the
157-unit Eskom Case study in §9.
A.2.1 Initial acceptance ratio and soft constraint violation severity factor
The mean objective function values associated with the feasible incumbents returned during the
first phase of the parameter optimisation experiment are shown in Table A.7.
The mean computation times involved in evaluating combinations of these parameter values are
shown in Table A.8. These table entries include computation times expended during runs that
returned infeasible incumbents.
Stellenbosch University  https://scholar.sun.ac.za
290 Appendix A. Eskom case study: Parameter optimisation experimental results
Table A.7: Mean objective function values for all parameter value combinations during the first phase of
the parameter optimisation experiment involving the initial acceptance ratio χ0 and the soft constraint
violation severity factor γ for the 157-unit Eskom case study with maximisation of expected energy
production as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 19 474 630 19 461 907 19 456 327 19 447 782 19 391 103
0.5 19 451 300 19 426 781 19 417 565 19 399 915 19 416 100
0.6 19 459 663 19 447 087 19 434 016 19 423 503 19 417 576
0.7 19 463 779 19 443 069 19 431 552 19 388 152 19 384 670
0.8 19 441 080 19 420 379 19 402 569 19 422 396 19 394 736
Table A.8: Mean computation times required (in seconds) for all parameter value combinations during
the first phase of the parameter optimisation experiment involving the initial acceptance ratio χ0 and
the soft constraint violation severity factor γ for the 157-unit Eskom case study with maximisation of
expected energy production as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 43 200 43 200 43 200 43 200 43 200
0.5 43 200 43 200 43 200 43 200 43 200
0.6 43 200 43 200 43 200 43 200 43 200
0.7 43 200 43 200 43 200 43 200 43 200
0.8 43 200 43 200 43 200 43 200 43 200
The numbers of times (out of 30) that an infeasible incumbent was returned during an SA search
run are shown in Table A.9.
Table A.9: Number of infeasible incumbents (out of 30) returned for all parameter value combinations
during the first phase of the parameter optimisation experiment involving the initial acceptance ratio χ0
and the soft constraint violation severity factor γ for the 157-unit Eskom case study with maximisation
of expected energy production as scheduling criterion.
γ
χ0 0.25 0.5 0.75 1 1.25
0.4 2 (6.67%) 0 (0.00%) 1 (3.33%) 1 (3.33%) 2 (6.67%)
0.5 5 (16.67%) 4 (13.33%) 4 (13.33%) 2 (6.67%) 0 (0.00%)
0.6 6 (20.00%) 0 (0.00%) 4 (13.33%) 1 (3.33%) 1 (3.33%)
0.7 5 (16.67%) 1 (3.33%) 2 (6.67%) 1 (3.33%) 4 (13.33%)
0.8 9 (30.00%) 6 (20.00%) 2 (6.67%) 1 (3.33%) 0 (0.00%)
A.2.2 Cooling parameter, reheating parameter and epoch parameter
The mean objective function values for the feasible incumbents returned during the second phase
of the parameter optimisation experiment are shown in Table A.10.
The mean computation times required for the evaluation of the combinations of these parameter
values are shown in Table A.11. These table entries again include computation times expended
during runs that returned infeasible incumbents.
The numbers of times (out of 30) that an infeasible incumbent was returned during an SA search
run are shown in Table A.12.
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Table A.10: Mean objective function values for all the combinations of parameter values during the
second phase of the parameter optimisation experiment involving variation of the cooling parameter α, the
reheating parameter ξ and the epoch parameter ψ for the 157-unit Eskom case study with maximisation
of expected energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 19 440 684 19 442 239 19 430 188
2 19 481 211 19 481 895 19 482 346
4 19 480 743 19 475 981 19 462 576
0.9
1 19 326 448 19 285 738 19 335 538
2 19 465 054 19 458 809 19 479 233
4 19 480 083 19 475 712 19 473 333
0.95
1 18 760 866 18 828 574 18 855 865
2 19 300 199 19 301 215 19 280 346
4 19 464 763 19 470 082 19 469 139
Table A.11: Mean computation times required (in seconds) for all the combinations of parameter values
during the second phase of the parameter optimisation experiment involving variation of the cooling
parameter α, the reheating parameter ξ and the epoch parameter ψ for the 157-unit Eskom case study
with maximisation of expected energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 43 200 43 200 43 200
2 43 200 43 200 38 784
4 43 200 43 200 15 631
0.9
1 43 200 43 200 43 200
2 43 200 43 200 43 200
4 43 200 43 200 24 475
0.95
1 43 200 43 200 43 200
2 43 200 43 200 43 200
4 43 200 43 200 43 200
Table A.12: Number of infeasible incumbents (out of 30) returned for all the combinations of parameter
values during the second phase of the parameter optimisation experiment involving variations of the
cooling parameter α, the reheating parameter ξ and the epoch parameter ψ for the 157-unit Eskom case
study with maximisation of expected energy production as scheduling criterion.
ξ
ψ 0.55 0.75 0.95
α
0.85
1 4 (13.33 %) 1 (3.33 %) 6 (20.00 %)
2 1 (3.33 %) 0 (0.00 %) 3 (10.00 %)
4 4 (13.33 %) 3 (10.00 %) 2 (6.67 %)
0.9
1 13 (43.33 %) 10 (33.33 %) 10 (33.33 %)
2 2 (6.67 %) 2 (6.67 %) 3 (10.00 %)
4 2 (6.67 %) 1 (3.33 %) 3 (10.00 %)
0.95
1 24 (80.00 %) 27 (90.00 %) 25 (83.33 %)
2 5 (16.67 %) 8 (26.67 %) 10 (33.33 %)
4 4 (13.33 %) 0 (0.00 %) 2 (6.67 %)
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APPENDIX B
Contents of the accompanying disc
The compact disc included in this dissertation contains the DSS described in §11 as an R file.
The latest versions of R and Rstudio are required to run the DSS. The disc also contains the
required specifications (the demand specification and PGU specifications) for both the IEEE-
RTS benchmark system and the 157-unit Eskom case study. These files are in the correct input
format as specified in Figures 11.2 and 11.3. Empty templates for both the demand specification
and PGU specifications are also included on the disc which may be copied and completed for
ease of use of the proposed DSS. An electronic copy of the dissertation (in .pdf format) is finally
also included on the disc.
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