










О МЕТОДАХ ВЫЧИСЛЕНИЯ МОМЕНТОВ НЕКОТОРЫХ 
ДИСКРЕТНЫХ РАСПРЕДЕЛЕНИЙ 
 
Описание случайной величины полным указанием закона распределе-
ния, как правило, слишком громоздко. На практике достаточно указать 
только отдельные числовые характеристики закона распределения случай-
ной величины. Для оценки того или иного свойства закона распределения 
случайной величины в теории вероятностей используют числовые харак-
теристики, называемые моментами. Моменты случайных величин исполь-
зуются для описания свойств функции распределения вероятностей. 
Рассмотрим общий подход к вычислению моментов распределений 
дискретных случайных величин и их связь с некоторыми известными по-
следовательностями. В частности, в работе представлены геометрическое, 
биномиальное распределения и распределение Пуассона (например, в [1]). 
Моментом n -ого порядка ( 0,1, 2,n  ) случайной величины X  от-
носительно числа a  называется математическое ожидание (( ) )nM X a . 
Начальным моментом n -ого порядка ( 0,1, 2,n  ) случайной величины 
X  относительно числа a  называется ( )nn M X  . Центральным мо-
ментом n -ого порядка ( 0,1, 2,n  ) случайной величины X  (относи-
тельно центра распределения, т. е. числа ( )a M X ) называется 
(( ( )) )nn M X M X   . Факториальным моментом n -ого порядка  
( 0,1, 2,n  ) случайной величины X  относительно числа a  называется 
математическое ожидание      - - -1 - - 1M X a X a X a n  . 
Начальным факториальным моментом n -ого порядка ( 0,1, 2,n  ) 
случайной величины X  относительно числа a  называется 
 
      ( ) - 1 - 1nn M X M X X X n     . Центральным фактори-
альным моментом n -ого порядка ( 0,1, 2,n  ) случайной величины X  
(относительно центра распределения, т. е. числа  a M X ) называется 
 





Начальные факториальные моменты n-ого порядка  n  (например, в 
[2]) могут быть найдены по формулам:   !
n n
n n q p
  для геометриче-
ского распределения [2],  
n
n   для распределения Пуассона [3], 
 
 m m
m n p   для биномиального распределения [4]. 
Учитывая, что начальные моменты n-ого порядка n  случайной вели-










   (например, в [5]), где коэффициенты ( )nmS   числа 











  . Здесь коэффициенты ( ) ( ) !n nm mS m   (последовательность 
A019538 в OEIS (англ. On-Line Encyclopedia of Integer Sequences, Энцикло-
педия целочисленных последовательностей)) могут быть получены с по-
мощью рекуррентной формулы  ( ) ( 1) ( 1)1n n nm mmm     , полагая 
( ) 0nm  , если 1m   или m n . Заметим также, что для начальных мо-

















  , где коэффициенты  ,E n m  числа Эйлера 
первого рода (последовательность A008292 в OEIS), которые могут быть 
получены с помощью рекуррентной формулы  
         , 1, 1 1 1,E n m n m E n m m E n m       , 
полагая  , 0E n m  , если 0m   или 1m n  . Для распределения Пу-

















  , 
начальные моменты n-ого порядка биномиального распределения могут 
быть вычислены так:  1 1 np     математическое ожидание, 
     
2
2 2 1 1n n p np       , 
          
3 2





Для центральных моментов n-ого порядка n  геометрического распре-
деления выполняется  
1
1








  , где коэффициенты ( )nm  (после-
довательность A046739 в OEIS) могут быть получены с помощью рекур-
рентной формулы    ( ) ( 2 ) ( 1) ( 1)1 11
n n n n
m mm mn n m m   
  
      , пола-
гая ( ) 0nm  , если 1m   или 1m n  . Так как центральные моменты  

















q p  

  , где коэффициенты ( )nm  определяются соотношени-




n j j n j
m n m j
j
C S m j 

   . Некоторые значения ( )nm , найден-
ные по представленной формуле внесем в таблицу: 
 
 
\n m  1 2 3 4 5 6 
1 1      
2 1 1     
3 1 3 2    
4 1 10 18 9   
5 1 25 90 110 44  













    , 
4 3 2
4 4 3 2
9 18 10
q q q q
pp p p
     , 
5 4 3 2
5 5 4 3 2
44 110 90 25
q q q q q
pp p p p
      , 
6 5 4 3 2
6 6 5 4 3 2
265 795 850 375 56
q q q q q q
pp p p p p
       . 
Заметим, что последняя целочисленная последовательность отсутству-
ет в OEIS, как и последовательность ( )nm , определяющая представление 


















  . 
 
Центральный момент n-ого порядка распределения Пуассона найдем 





















  , 
для биномиального распределения получим:  
 
     
22 2
2 2 1 1 1n n p np np np p           ; 
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