Abstract-In
I. Introduction
In present era, research in every field has become inter disciplinary i.e. research is not bind with in boundaries but it include two or more disciplines to carry out the research and researcher of different field work together. Such type of interdisciplinary research field is Machine Learning that provides a common platform to the researcher from computer science, biology, mathematics, AI, Economics, Life Sciences Statistics and control theory to work together. Due to the research, development and application of machine learning algorithms, day by day new classifications methods/classifiers have been developed. A Large number of classification techniques were developed by the means of statistical method, logical method , symbolic method, perceptron based method, fuzzy based concept, Neural network based and rule based etc. D. Dutton & G. Conroy et al [10] provided brief review of what Machine Learning algorithims has done. De Mantaras and Armengol also reported historical survey of logic and instance based learning classifiers [11] . So, it is quite difficult how to categories classification methods/ classifiers. The purpose of this paper is to build up relation between classifiers or provide a Skelton how classifiers can be categories under one name and examine the performance of classifiers by using WEKA tool. Figure 1 shows tree like representation of classifiers used in classification process. Root node of the tree defined by the term classification is further divided into supervised and unsupervised classification. Basically, unsupervised classification is known as clustering. Supervised technique can be defined as form of learning with the help of supervisor(learning through example). Unsupervised classification is just opposite to the supervised classification i.e. learning without supervisior( Learning from oberservations). Classification techniques consist of following steps to perform the mining process:- 
II. Supervised Classification
This technique is used to arrange the objects into different categories with help of supervisior. Supervised classification can be divided into probabilistic based and geomatric based classification. Probabilistic based classifier involves density based function to classify instance. Density based function is further divided into parametric and non parametric methods. Parametric classifier is based on the statistical probability distribution of each class. Non parametric classifiers are used in case of unknown denisty function and used to estimate the probability density function. So, there are large number of classifiers/methods come to existence that are used for classification task. Some of these are shown in figure 1 such as K-NN, Voted perceptron, navie bayes so on. Some of classifiers includes decision tree method that are performing a successive partitioning of cases until all subsets belong to a single class [12, 13] and statistical & rough set approaches [7] . Neural Network inspired classifiers were also developed to perform classification task [14, 15] . Some of the classifier are based on the fuzzy if then rule [16] , linear discrimanting model [17, 18] and integration of rule induction & lazzy learning [19] is also devloped. These classifiers are both parametric and non parametric. BayesNet, Naviebayes, Multilayer Perceptron and Logistic regression are used to evaluate the performance of parametric and non parametric classification techniques in this paper. To evaluate the performance of these classifier weka data mining tool is used. First reason of selecting this tool is free of cost availability under general public license. Second reason is to learn the concepts and application of data mining using this tool in real time. Weka is providing large number of different classifiers that are used in data mining task and analyze the output produced by these classifiers. Figure 2 shows the supervised classification process.
Classification

Supervised Classification
Unsupervised Classification 
Bayesian Classifier
Bayes classifier is an example of statistical-based learning scheme. In Bayesian classifier, it is assumed that all attribute have equal importance and value of one attribute does not provide the value of another attribute. In bayesian net, classification is done with the help of Bayes rule.
Navie Bayes Classifier
Bayes theorem with independent assumptions between predictors is core concept of Naive Bayes classifier. The simplest approach of Bayesian network is naive bayes in which all attribute of a dataset is independent to its class variable value. So, Naive Bayes classifier is a Bayesian network where the class has no parents and each attribute has the class as its sole parent [4, 5] . Naive Bayes classifiers build the model easily with no complicated iterative parameter estimation. Due to this feature, navie bayes classifiers are useful for very large datasets. Despite its simplicity, Naive Bayes classifiers provide better results for complex real-world problems. But there is a problem with naive bayes classifier when it deals with a real world problem; it cannot provide an explicit model for its deployment. But recent study on analysis of the Bayesian classification problem has shown that there are some theoretical reasons for the unreasonable effectiveness of Naive Bayes classifiers [8] . On the other hand, navie bayes classifiers require small amount of training data to predict the parameters for classification.
Multilayer Perceptron
The Multi Layer Perceptron (MLP) or Feed-forward network is a type of artificial neural network that consists of a non linear activation function in hidden layer [1] . MLP network provide nonlinear mapping between input and output vectors. Neural networks have two important functions i.e. pattern classifiers and nonlinear adaptive filters [6, 7] . A general framework of neural network consist of three layer architecture i.e. an input layer that define the input value, one or more hidden layers define the mathematical function and an output layer define final outcome of [3] . Each layer consists of a large number of neurons that are interconnected through weights. Each neuron has mathematical function (also known as activation function) that accepts input from previous layer and produced output for next layer. So, in neural networks the prediction is defined by the activation function [9] .
Logistic regression
The term regression is defined as an analyzing or measuring the relation between a dependent variable and one or more independent variable. Regression can be defined by two types: Linear regression and logistic regression. Logistic regression is a generalization of linear regression [11] . 
III. Result & Discussion
To evaluate performance of parametric and non parametric classifier, four classifier are used i.e. Navie 
Kappa statistic
The Kappa Statistic can be defined as measuring degree of agreement between two sets of categorized data [22] . Kappa result varies between 0 to 1 intervals. 
Mean Absolute Error (MAE)
Mean absolute error can be defined as sum of absolute errors divided by number of predictions. It is measure set of predicted value to actual value i.e. how close a predicted model to actual model.
ROC Area
ROC provides comparison between predicted and actual target values in a classification. It describes the performance of a model with complete range of classification thresholds or in other words, it has been used for model comparisons. ROC area varies between 0 to 1 intervals [21] . By default classification threshold for binary classification is .5. When the probability of a prediction is 50% or more, the model predicts that class. Changes in the classification threshold affects the predictions made by the model; if the threshold for predicting the positive class is changed from 0.4 to 0.7 then fewer positive predictions will be made. This will affect the distribution of values in the confusion matrix.
Root Mean Square Error (RMSE)
Root mean square error is defined as square root of sum of squares error divided number of predictions. It is measure the differences between values predicted by a model and the values actually observed. Small value of RMSE means better accuracy of model. So, minimum of RMSE & MAE better is prediction and accuracy.
Data Set Description
In this paper, Breast feeding dataset has been used to evaluate the performance of classifiers. This dataset consist of 927 first-born children whose mothers choose to breast feed for newly born children up to three month. Data set consist of 927 no. of instances and 10 attributes. Initially data is given in .txt format. Detailed description of dataset as given below: These figures also state that use training set method has better performance than 10 cross fold method. So, it is not easy to say that which techniques i.e. parametric or non parametric provide better result. But, there are several reasons that shows use training method has better than 10 cross fold method. Firstly, the value of RMSE and MAE i.e. minimum value of RMSE and MAE better is prediction.
So, use training set method has minimum value of RMSE and MAE as compare to 10 cross fold method. Secondly the value of kappa statistic, it provides poor agreement of predictions with actual class in both cases but comparing above discussed method; use training set method has better value than 10 cross fold method. Third reason is the value of ROC i. e. Higher value of ROC means higher positive predictions that can affect confuse matrix that provides the value of sensitivity, specification etc. Analyzing the performance of individual classifiers rather than model; multilayer perceptron has best performance among all these classifiers by using use training set method i.e. maximum value of Kappa statistic i.e. 0.91, minimum value of RMSE and MAE i.e. 0.03 & 0.15 and maximum value of ROC i.e. 0.92 while logistic regression has poor performance. The performance of navie bayes and Bayesian net is same. But in case of 10 cross fold method, performance of navie bayes, Bayesian net and logistic regression is almost same. Using this method multilayer perceptron shows poor performance among all these method i.e. kappa statistic value (0.04) almost null predications of actual class, value of RMSE & MAE (0.2646 &0.46) and value of ROC (0.543).
IV. Conclusion
In this paper, we have investigated the performance of navie bayes, Bayesian net, multilayer perceptron and logistic regression. Navie bayes and Bayesian net classifiers derived from classical bayes theorm while multilayer perceptron based on the neural network technique that has been trained by back propagation method. Logistic regression is a statistical method that are use to classify the data. In these classifiers, multilayer perceptron and logistic regression classified as non parametric classifier of supervised classification technique while Bayesian net and navie bayes classified as parametric classifier of supervised classification. So in this paper, we try to sketch out comparative analysis of parametric and non parametric classifiers with the help of two test method i.e. use training set method and 10 cross fold method. Statistics shows that multilayer perceptron provide the best performance when we are used use training set method to build the model to classify the data and logistic regression classifier provide poor performance. But, multilayer perceptron has provided poor performance when 10 cross fold method was used and all other classifiers has provided almost equal performance.
