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Abstract 
The basic tenets of performance based seismic design (PBSD) are introduced.  This 
includes a description of the underlying philosophy of PBSD, the concept of performance 
objectives, and a description of hazard levels and performance indicators.  After establishing the 
basis of PBSD, analysis procedures that fit well within the PBSD framework are introduced.  
These procedures are divided into four basic categories:  linear static, linear dynamic, nonlinear 
static, and nonlinear static.  Baseline FEMA requirements are introduced for each category.  
Each analysis category is then expanded to include a detailed description of and variations on the 
basic procedure.  Finally, optimization procedures that mesh well with a PBSD framework are 
introduced and described.  The optimization discussion focuses first on the solution tools needed 
to effectively execute a PBSD multi-objective optimization procedure, namely genetic and 
evolutionary strategies algorithms.  Next, multiple options for defining objective functions and 
constraints are presented to illustrate the versatility of structural optimization. Taken together, 
this report illustrates the unique aspects of PBSD.  As PBSD moves to the forefront of design 
methodology, the subjects discussed serve to familiarize engineers with the advantages, 
possibilities, and finer workings of this powerful new design methodology. 
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 CHAPTER 1 - Introduction 
Generally, current code requirement and design practice in the United States is to design 
structures to a baseline Life Safety level.  In the case of building seismic design, the purpose of 
Life Safety design practice is that while the structure may be rendered unusable by the severity 
of a seismic event, the occupants of that building will survive.  In meeting this United States 
design practice goal, Life Safety design has been successful: very few human casualties due to 
seismic collapse have become the norm.  Because of the success of Life Safety code design, the 
prevention of fatalities resulting from building seismic collapse is not the motivating factor 
behind advancing earthquake design methodology that it once was.  Rather, a new concern has 
arisen:  cost. 
For the decade that began in 1988 and ended 1997, total estimated earthquake losses were 
twenty times larger than in the previous thirty years combined.  It has been predicted that future 
single earthquakes may result in losses of $50-100 billion each (Federal Emergency Management 
Agency [FEMA] 349, 2000).  FEMA 349 (2000) notes that this staggering increase in cost is due 
to several factors:  denser population of buildings located in high seismic regions, an aging 
building stock, and the increasing cost of business interruption.  Hamburger (1997) points out 
that earthquake damage cost figures have reached such high levels as to become “a source of 
concern to the business, financial, and emergency management communities.”  Current building 
codes may succeed in protecting lives, but they do nothing to quantify, control, or even mention 
building usability after an earthquake.  As a result, many to most structures that survive a severe 
earthquake are no longer able to function as originally intended.   
How then, are our current codes insufficient?  FEMA 349 (2000) answers this question:  
“current codes do not” have a system to “evaluate a building’s performance after the onset of 
damage.”  Instead, current codes “obtain compliance with a minimum safety standard by 
specifying a design which historically has predicted life safety.”  Freeman, Paret, Searer, and 
Irfanoglu (2004) go further, pointing out that prescriptive current codes use pseudo-demands and 
pseudo-capacities in building design.  Pseudo-demands are the result of elastic demands being 
scaled to approximate inelastic behavior, while pseudo-capacities stem from the use of minimum 
expected strengths rather than best estimate strengths.   Perhaps the simplest reason why current 
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codes do not have a system to effectively predict and manage structural damage is because 
predicting and managing structural damage is not the intent of current codes.  Their purpose is 
restricted to the preservation of life safety with little if any provisions made for developing a 
truly descriptive picture of post-earthquake structural damage conditions. 
These and other concerns have led the industry to a new methodology:  Performance-
Based Seismic Design.  The essence of Performance-Based Seismic Design (PBSD) lies in 
minimizing uncertainty while simultaneously maximizing confidence in predictable building 
structural damage.  In doing so, engineers and owners can succeed in minimizing the risk of 
costly building damage during a seismic event.  In taking the lead in PBSD methodology 
development, FEMA 349 (2000) has stated that “the basic concept of PBSD is to provide 
engineers with the capacity to design buildings that will have a predictable and reliable 
performance in earthquakes.”  PBSD seeks to extend the reach of design engineers from life 
safety assurance to damage control and quantification.  As a result, engineers can form a more 
complete picture of the structural response and associated structural damage of a seismic event.  
This new design philosophy encourages “a design that would achieve, rather than be bounded by, 
a given performance limit state under a given seismic intensity” (Priestley, 2000).  Utilizing new 
methodologies and tools allows designers and owners to gain greater insight into building 
response characteristics and make better decisions about how to restrict building damage and 
minimize cost. 
1.1 Performance Objectives 
The most apparent departure between current code methods and PBSD is in the selection 
of a Performance Objective, of which there are four:  Collapse Prevention, Life Safety, 
Immediate Occupancy, and Operational (FEMA 273, 1997).  Qualitative descriptions of the four 
performance levels are included in Table 1.1-1.  “A performance objective is the specification of 
an acceptable level of damage to a building if it experiences an earthquake of a given severity” 
(FEMA 349, 2000).  Inherent in that definition and in the legitimacy of PBSD procedure is the 
assumption that these qualitative statements can be quantified.  Indeed, quantification of damage 
and hazard is the basis of establishing each of the four performance objectives listed above.   
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Table 1.1-1 Qualitative Description of Performance Levels 
Performance Level Description 
Operational No permanent drift.  Structure substantially 
retains original strength and stiffness.  Minor 
cracking of facades, partitions, and ceilings as 
well as structural elements.  All systems 
important to normal operation are functional 
Immediate Occupancy No permanent drift.  Structure substantially 
retains original strength and stiffness.  Minor 
cracking of facades, partitions, and ceilings as 
well as structural elements.  Elevators can be 
restarted.  Fire protection operable. 
Life Safety Some residual strength and stiffness left in all 
stories.  Gravity-load-bearing elements 
function.  No out-of-plane failure of walls or 
tipping of parapets.  Some permanent drift.  
Damage to partitions.  Building may be beyond 
economical repair. 
Collapse Prevention Little residual stiffness and strength, but load-
bearing columns and walls function.  Large 
permanent drifts.  Some exits blocked.  Infills 
and unbraced parapets failed or at incipient 
failure.  Building is near collapse. 
 
 
Source: U.S. Federal Emergency Management Agency.  (2000, November).  Prestandard and Commentary for the 
Seismic Rehabilitation of Buildings, FEMA 356.  Washington, DC:  U.S. Government Printing Office. 
The pairing of an earthquake hazard level with a structural performance level creates a 
performance objective.  Earthquake hazard is expressed as the probability of exceedance of a 
certain seismic intensity over a given period of time.  For example, earthquake hazard may be 
stated as 2% probability of exceedance in fifty years – a very severe event – or as 50% 
probability of exceedance in fifty years – a very mild event.  The structural performance level is 
a measure of structural damage, usually interstory drift.  Interstory drift is the most often chosen 
structural performance level because it is a global response parameter that is well correlated with 
local response parameters that indicate damage of structural members.  In particular, interstory 
drift has been shown to correlate well with plastic hinge formation which itself is a good 
indicator of deformation and therefore damage within individual structural members.   Drift 
limits associated with a specific performance objective are unique to each type of lateral force 
resisting system.  Quantitative structural performance levels, based on interstory drift, are 
included for sample lateral force resisting systems in Table 1.1-2.   So, an example of a selected 
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performance objective may be Immediate Occupancy, which means that the hazard level of 
concern is an earthquake with 50% probability of exceedance in fifty years and –for a steel 
moment frame structure – a structural performance level of 0.7% transient interstory drift.    The 
four performance objectives range as stated from worst to best performance, with better 
performing objectives being designed to less severe earthquakes and smaller drift quantities.   
 
Table 1.1-2 Quantitative Structural Performance Levels by Interstory Drift 
 Structural Performance Level 
LFRS Collapse Prevention Life Safety Immediate Occupancy
Steel Moment Frames 5% transient or 
permanent 
2.5% transient; 1% 
permanent  
0.7% transient; 
negligible permanent 
Steel Braced Frames 2% transient or 
permanent 
1.5% transient; 0.5% 
permanent 
0.5% transient; 
negligible permanent 
Concrete Frames 4% transient or 
permanent 
2% transient; 1% 
permanent 
1% transient; 
negligible permanent 
 
 
Source: U.S. Federal Emergency Management Agency.  (2000, November).  Prestandard and Commentary for the 
Seismic Rehabilitation of Buildings, FEMA 356.  Washington, DC:  U.S. Government Printing Office. 
A building may be designed to two or more performance levels.  For example, Life 
Safety may be ensured, and then the building performance expanded to include Immediate 
Occupancy performance.  The variance in suggested seismic hazard that each structural 
performance level should be designed for necessitates a unique evaluation for each performance 
objective being sought.  It is this facet of PBSD that led Freeman et al. (2004) to describe the 
methodology as a “performance menu.”  Clearly, this makes PBSD a powerful tool for making 
initial design decisions.  The engineer, with owners and other stake holders, can make informed, 
calibrated decisions about the level of risk beyond life safety the owners and other stake holders 
are willing to accept. 
 While the performance objectives are certainly a major advancement, a caveat should be 
kept in mind.  A goal of PBSD is to remove a large number of uncertainties from the design and 
analysis procedure, but uncertainties do still remain.  It is therefore inaccurate to say or imply 
that performance can be predicted in an absolute sense and it is furthermore inaccurate that it is 
absolutely possible to produce designs that will achieve desired performance objectives (FEMA 
350, 2000).  Rather, it is more accurate to think of achieving performance objectives in terms of 
levels of confidence and probability.  “Performance objectives are statements of the total 
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probability that damage experienced by a building in a period of years will be more severe than 
the desired amount, given our knowledge of the site seismicity.  Thus, a performance objective 
that is stated as ‘meeting collapse prevention performance for ground motion with a 2% 
probability of exceedance in fifty years’ should more correctly be stated as being ‘less than a 2% 
chance in fifty years that damage more severe than the collapse prevention level will occur, 
given the mean definition of seismicity’” (FEMA 350, 2000).  Understanding this delineation is 
important in correctly applying the fundamental PBSD philosophy. 
After the targeted level of performance has been selected the next step is to evaluate that 
performance.  Performance evaluation can be done using any of several different types of 
analysis, each type having its own unique advantages and disadvantages.  Results from the 
selected analytical procedure are then compared to the damage levels of the pertinent 
performance objective.  Then, the designer must make a decision:  Have the structural 
performance levels been satisfied with sufficient confidence?  If so, the process has reached 
completion.  If not, parameters of the structure itself may be altered or a different type of 
analysis may be selected.  The different types of analysis range in levels of accuracy, and so 
perhaps a more rigorous analysis may provide better accuracy and thus better confidence that the 
selected performance level has been met.  In any case, the methodology of PBSD is a flexible 
one by which goals and methods for achieving those goals can be easily adjusted during the 
design and analysis process. 
PBSD guarantees six advantages:  (1) multilevel seismic hazards are considered with an 
emphasis on the transparency of performance objectives, (2) building performance is guaranteed 
through limited inelastic deformation in addition to strength and ductility, (3) seismic design is 
oriented by performance objectives interpreted by engineering parameters performance criteria, 
(4) an analytical method through which the structural behavior, particularly the nonlinear 
behavior is rationally obtained, is required, (5) the building will meet the prescribed performance 
objectives reliably with accepted confidence, and (6) the design will ensure minimum life cycle 
cost (Xue, Wu, Chen, & Chen, 2008).  While FEMA has taken the lead in developing a 
consistent PBSD methodology, much of the work published by FEMA has been conceptual in 
nature.  A solid framework has been provided, but a fleshing out of that framework such that the 
full scope of capabilities of PBSD may be realized has yet to be established.  The goal of this 
report is to build on the fundamental framework by showing the many-faceted possibilities of 
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implementing a PBSD procedure.  Structural engineers must evaluate buildings using various 
analysis procedures, and, based on the system in question, they must work to verify objectives 
and, where possible, go beyond these objectives by utilizing optimization procedures.  All these 
tasks fit neatly into the fundamental goal of PBSD:  creating a more descriptive building design 
to minimize building damage cost. 
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CHAPTER 2 -    Analysis 
The framework established by various FEMA documents defines four basic types of 
analysis for use in a PBSD procedure:  linear static, linear dynamic, nonlinear static, and 
nonlinear dynamic.  Each of these four types have trade-offs relative to the other three.  The 
trade-offs among the various types of analysis procedures revolve around relative levels of 
uncertainty.  Simpler procedures tend to introduce more uncertainty while the reverse tends to be 
true for more computationally demanding procedures.  This point is illustrated by Figure 2-1.  
Figure 2-1 compares different categories of static procedures to different categories of dynamic 
procedures.  As can be seen, for linear and dynamic procedures that use the same type of 
structural model, dynamic procedures tend to have lower levels of uncertainty relative to the 
static procedures.  The procedures range in terms of accuracy, level of computational burden, 
and degree of applicability.  The following sections examine each PBSD analysis procedure, 
including restrictions, method, advantages, disadvantages, and corresponding extensions or 
modifications. 
Figure 2-1 Relative Uncertainty of Analysis Procedures 
 
Source: U.S. Federal Emergency Management Agency.  (2005, June).  Improvement of Nonlinear Static Seismic 
Analysis Procedures, FEMA 440.  Washington, DC:  U.S. Government Printing Office. 
 
2.1 Linear Static 
The linear static procedure for analysis, initially outlined in FEMA 273 (1997) and 
updated in FEMA 356 (2000), is a simple procedure.  Due to its simplicity, its implementation is 
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subject to numerous restrictions and its results are generally a very rough approximation of 
actual building behavior.  This is because the simplicity of a linear static procedure is rooted in 
the fact that numerous approximations and assumptions are made that are only valid for a narrow 
range of building geometries and seismic hazards. 
This procedure in general hews closely to the Equivalent Lateral Force Procedure defined 
by the American Society of Civil Engineers (ASCE) standard, ASCE 7-05 Minimum Design 
Loads for Buildings and Other Structures. Particular differences can be found in determining the 
seismic base shear of a structure (termed pseudo lateral load by FEMA) and in the unique 
component restrictions imposed by the FEMA methodology. 
Global building restrictions defined in FEMA 356 (2000) are very similar to ASCE 7 
restrictions.  The linear static procedure, in the PBSD sense, may not be used to analyze a 
structure for performance evaluation if any of the following are true:  building height exceeds 
100 feet, the ratio of horizontal dimensions at adjacent stories exceeds 1.4, severe torsional 
irregularities (as defined in ASCE 7-05) exist, severe vertical mass or stiffness irregularities (as 
per ASCE 7-05) exist, or the building has a non-orthogonal lateral force resisting system.  
Therefore, it is a procedure for rigid structures without any horizontal or vertical irregularities in 
which the load path and performance of the LFRS of the structure are somewhat predictable.  It 
should be pointed out that FEMA documents do not directly reference the ASCE 7-05 standard, 
rather the parallel has been included here to ground the requirements in a more commonly used 
reference. 
FEMA 273 (1997) and 356 (2000) are unique in their inclusion of individual component 
checks.  For each of the various components of a structure’s primary lateral force resisting 
system (LFRS), a demand-capacity ratio (DCR) must be computed.  DCRs must be computed for 
every structural response action (axial, bending, etc.) and for every component and is defined as 
the ratio of the expected force to expected strength.  Expected force is the maximum combination 
of vertical gravity and horizontal earthquake loading.  The effective vertical gravity loading used 
includes dead, live, and snow load, where live and snow loading are appropriately reduced based 
on FEMA 273 (1997) and FEMA 356 (2000) provisions.  Expected strength is the calculated 
minimum limit state strength for a particular component under a particular action.  The values of 
the DCRs are used to gage the applicability of the linear static procedure.  For a component 
where all DCRs are less than or equal to unity the component can be expected to respond 
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elastically.  For a component where all DCRs are less than two the linear procedure is applicable.  
If some computed DCRs exceed two, then linear procedures should not be used if any of the 
discontinuities already mentioned exist (FEMA 356, 2000). 
The method for determining the total pseudo lateral load for a structure consists of 
multiplying the effective seismic weight by the response spectrum acceleration and three 
modification factors: C1, C2, and C3.  The modification factors C1, C2, and C3 are used to modify 
the pseudo load by approximating the effects of inelastic behavior for an elastic structure, by 
approximating the effects of stiffness degradation and strength deterioration, and by 
approximating increased displacements due to dynamic P-Δ effects, respectively.  By 
implementing the modification factors, the pseudo lateral load, V, is taken to represent a 
simulation of the actual force on an inelastic system on what is in reality designed as an elastic 
system.  The modification factors depend on the fundamental period of the LFRS, which is 
determined in the same manner as given in the ASCE 7-05 standard.  The vertical distribution of 
the pseudo lateral force over the height of the structure is also the same as in the ASCE 7-05. 
Clearly, the linear static procedure is a truly approximate method.  Inelasticity is not 
considered directly and the procedure provides only approximations of actual behavior, forces, 
and displacements.  Additionally, a static load is applied to the structure which attempts to 
simulate a dynamic response.  This procedure has significant limitations on its application.  The 
procedure is not capable of giving a truly descriptive picture of building action during earthquake 
loading and should be used only for very regular, rigid structures expected to respond almost 
completely elastically.  Though, if the requisite conditions are met, the procedure does have the 
advantage of being very computationally simple.  Under the proper conditions, the procedure 
does give a good prediction for interstory drift, though it is likely that calculated internal forces 
will exceed the internal forces seen by the actual structure.  The former observation is explained 
by the fact that the three modification factors were calibrated and introduced for the express 
purpose of ensuring this outcome.  The latter observation is due to the fact that the modification 
for anticipated nonlinear behavior does not extend to the individual members in the linear elastic 
model and the procedure does not appropriately account for force redistribution due to yielding 
which overestimates element stiffness and therefore internal element forces.  For more complex 
structures under more severe loading, more robust analysis tools are needed. 
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2.2 Linear Dynamic 
Linear dynamic procedures are constrained in their use by the same requirements outlined 
for linear static procedures.  Also, all output – whether deformations or forces – found using a 
linear dynamic procedure must be multiplied by the same three modification factors, C1, C2, and 
C3, discussed for linear static procedures.  It is through these factors that inelastic behavior can 
be approximated from a linear-elastic model.  Implementing these approximations, when the 
appropriate constraints are met, is advantageous due to the significant reduction in computational 
effort seen in linear procedures compared to nonlinear procedures. 
The linear dynamic procedure may be executed through either of two different methods:  
the Response Spectrum Method (RSM) or Time History Analysis (THA).  An RSM procedure 
consists of first executing a modal spectral analysis for the linear-elastic response of the structure 
in question.  Then, the peak member forces, displacements, story forces, story shears, and base 
reactions for each significantly participating mode are combined using either the square-root-
sum-of-squares (SSRS) rule or the complete quadratic combination (CQC) rule.  FEMA 273 
(1997) and FEMA 356 (2000) both define “significantly participating modes” as those modes 
that are sufficient to capture 90% of the participating mass in each of the building’s principal 
horizontal directions.  The RSM is similar to the Modal Response Spectrum analysis outlined in 
ASCE 7-05. 
Time History Analyses are executed by making a time step by time step evaluation of 
building response using discretized recorded or synthetic earthquake records as the base model 
input.  Specific requirements are made by FEMA 273 (1997) and FEMA 356 (2000) concerning 
the type and quantity of earthquake records used.  At least three recorded events or data sets must 
be used to sufficiently execute a THA.  For cases where more than seven records are used, the 
average value of each response parameter may be used to determine design acceptability.  For 
cases where three to seven records are used, the maximum value of each response parameter 
must be used to determine design acceptability.   
Linear dynamic procedures are expected to give results similar to the quality of results 
given by linear static procedures.  That is, interstory drift values given by a linear dynamic 
analysis are good approximations of actual building response while internal forces are expected 
to be overestimated.  These observations may be explained by the same reasoning given for 
linear static procedures.  A linear dynamic procedure is narrowly advantageous relative to a 
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linear static procedure in that a linear dynamic procedure directly accounts for the stiffness and 
mass distribution of a structure.  Because of this, linear dynamic procedures generally introduce 
less uncertainty than linear static procedures (FEMA 356, 2000). 
2.3 Nonlinear Static 
Nonlinear static procedures are simplified procedures, though to a lesser degree than 
linear static or dynamic procedures, and as such are more powerful and accurate tools for 
performance objective evaluation.  Nonlinear static procedures eliminate more uncertainty than 
either of the linear procedures.  Nonlinear static procedures reduce uncertainty by directly 
including material nonlinearity, while linear procedures do not.  The basic procedure of a 
nonlinear static procedure (or pushover analysis, as it is sometimes called) is to apply increasing 
monotonic lateral loads to an equivalent single degree of freedom (SDOF) system that 
approximates an actual multi-degree of freedom (MDOF) system.  Loads are increased until one 
of two things happens:  either the structural model collapses or a predefined target displacement 
is reached.  The results, usually in terms of total base shear and lateral roof displacement, are 
plotted to form a pushover curve, an example of which is included in Figure 2.3-1.  This process 
estimates global displacement demand (by measuring lateral roof displacement) which is then 
used to determine interstory drift and member forces by relating the global displacement to a 
capacity curve (FEMA 440, 2005).  Ground motions are represented by response spectra and 
nonlinear static procedures generally rely on the structure’s first mode of vibration. 
Figure 2.3-1 Sample Pushover Curves 
 Source: Hasan, R., & Xu, L., & Grierson, D.  (2002).  Push-over analysis for performance-based seismic design.  
Computers and Structures, 80, 2483-2493.  
FEMA 273 (1997) and FEMA 356 (2000) place limits on the applicability of the 
nonlinear static procedure.  A fundamental assumption of most nonlinear static procedures is that 
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the first mode of vibration is dominant and thus is the only mode that need be considered.  This 
observation has been empirically justified for structures with shorter natural periods and is 
widely recognized in engineering practice.  The FEMA limitations directly check this 
assumption.  A check for significant higher mode contribution is a two step process.  First a 
modal response spectrum analysis, using enough modes to capture 90% of mass participation in 
each principal horizontal direction, is performed.  Next, a second modal response spectrum 
analysis is performed that considers only the first mode.  Finally, a comparison is made between 
the first and second modal response spectrum analyses.  If the shear in any story from the first 
analysis is greater than 130% of the second analysis, then the single mode nonlinear static 
procedure should not be used (FEMA 356, 2000).  This stipulation is imposed to verify the 
assumption that the first mode of vibration is sufficiently dominant such that it can be judged to 
represent the total response of the structure.  Otherwise, the nonlinear static procedure is a good 
method for analyzing structures that do not conform to the various restrictions imposed upon the 
two linear methods.   
The previous information is the basic considerations applicable to most nonlinear static 
procedures.  However, many different variations and extensions upon the material already 
presented exist.  The following sections are a deeper exploration into the intricacies of several 
nonlinear static procedure variations and enhancements: coefficient method, capacity spectrum 
method, pushover using matrix structural analysis, and multimode methods. 
2.3.1 Coefficient Method 
Originally published in FEMA 273 (1997) and subsequently repeated in FEMA 356 
(2000) and FEMA 350 (2000), a suggestion for determining target displacement has been made.  
Target displacement is the lateral roof displacement at which the pushover analysis is terminated.  
The target displacement is a computed estimation of the maximum displacement due to dynamic 
forces that the structure is likely to undergo.  In this way, the static analysis is more closely tied 
to the dynamic loading reality.  While the coefficient method has gained traction in some of the 
literature, it is not the only way to determine a target displacement, δt.  In fact, FEMA documents 
allow that the target displacement may be determined from any procedure that accounts for 
nonlinear effects on displacement amplitude.  The variation in the determination of target 
displacement is often the delineating characteristic between different nonlinear static procedures.  
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These variations are addressed in subsequent sections.  This being said, the coefficient method 
for determining target dis n is as l ws (FEMA 356, 2000): placeme t   fo lo
ߜ௧ ൌ ܥ଴ܥଵܥଶܥଷܵ௔
೐்
మ
ସగమ
݃   Equation 2.3.1-1 
Where Sa is the response spectrum acceleration, Te is the effective fundamental period of the 
building, C0 is a modification factor to relate spectral displacement and likely building roof 
displacement, C1 is a modification factor to relate expected maximum inelastic displacements to 
displacements calculated for linear force response, C2 is a modification factor to represent the 
effect of hysteresis shape on the maximum displacement response, and C3 is a modification 
factor to represent increased displacements due to dynamic P-Δ effects.  The effective 
fundamental period is based on the elastic fundamental natural period, determined from elastic 
dynamic analysis, and adjusted based on the discrepancy between the structure’s actual elastic 
lateral stiffness and the structure’s effective lateral stiffness.  The effective lateral stiffness is 
determined statically by applying a base shear that is approximately 60% of the yield strength of 
the structure.  The approximations made in determining the structure’s effective fundamental 
period are important in maintaining the computational attractiveness of a nonlinear static 
procedure.  The elastic fundamental period of a structure is altered in an approximate fashion to 
spare the engineer the computational burden associated with determining the true period of 
vibration that changes continually under dynamic loading conditions due to progressive yielding 
within the structure. 
Equation 2.3.1-1 is full of adjustment factors, similar to linear procedures.  While perhaps 
being computationally attractive, the target displacement determination procedure of FEMA 273 
(1997) is not reassuring in our goal to limit uncertainty.    
This procedure has been termed the Coefficient Method and, due to its heavy reliance on 
approximation and estimation, it received an update in FEMA 440 (2005).  The four 
modification factors were adjusted in their computation as well as in their meaning. C0 has been 
adjusted to relate the displacement for an equivalent SDOF system to the roof displacement of 
the building MDOF system.  C0’s computational method has not changed.  C1 is now a 
modification factor to relate the expected maximum displacements of an inelastic SDOF 
oscillator with elastic-perfectly-plastic hysteresis properties to displacements calculated for the 
linear elastic response.  The procedure to compute C1 has been improved.  While in previous 
FEMA editions C2 represented degradation in both strength and stiffness of a hysteresis type, it 
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now represents only the stiffness degradation.  C2 is still computed just as in FEMA 273 (1997) 
and FEMA 356 (2000).  C3 has not been changed either in its definition or computation.  
Comparative studies published in FEMA 440 (2005) show that these changes have significantly 
improved the accuracy of the Coefficient Method. 
2.3.2 Capacity Spectrum Method 
The capacity spectrum method is another nonlinear static procedure developed by the 
Applied Technology Council (ATC) and published in ATC-40 (1996).  This method focuses on 
developing another procedure for determining the target displacement, though ATC-40 adopts 
the term demand displacement.  The terms “demand displacement” and “target displacement” are 
synonymous.  The capacity spectrum method is a graphical method whereby two curves, one 
representing structural capacity and the other describing structural demand, are drawn in the 
Acceleration-Displacement Response Spectra (ADRS) format.  The intersection of these curves 
is termed the performance point.  The performance point is interpreted as the point at which the 
capacity of the structure is equal to the seismic demands being imposed on the structure.  The 
analytical output at this point is used to evaluate performance relative to the stated performance 
objective.  The displacement at the performance point, the demand displacement, is compared to 
the structural performance level dictated by the adopted performance objective.  The procedure 
of the capacity spectrum method focuses on appropriately evaluating the respective curves. 
The capacity spectrum method begins by developing a pushover curve where total base 
shear, V, is plotted against roof level lateral displacement, Δ.  Because the pushover curve is not 
the final product of the capacity spectrum method, the pushover analysis procedure for this 
method is not terminated at a target displacement nor are the lateral load forces necessarily based 
on ground motions the structure is likely to experience.  Instead, the pushover procedure here is 
continued until structural collapse.  The lateral forces applied are essentially arbitrary in the 
sense that they do not necessarily need to be based on site seismicity but rather need only be 
applied over the height of the building in an appropriate fashion and have significant total 
magnitude to push the structure all the way to collapse.  The vertical distribution of forces should 
be based on the ASCE 7-05 method and the sum of these individual story forces is the total base 
shear.  The pushover analysis can be done using commercial nonlinear software (like DRAIN-
2DX) or via a matrix structural analysis method where the structural stiffness matrix is updated 
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at each load step to reflect the inelastic behavior of the structure (one such method is described 
below).  In either case, a curve is developed that tracks total applied base shear against total roof 
level displacement until collapse. 
In order to plot demand and capacity simultaneously in the same coordinate plane, the 
pushover curve must be converted to a capacity spectrum curve.  Unlike the pushover curve, the 
capacity spectrum curve is plotted in terms of spectral acceleration (Sa) and spectral 
displacement (Sd) which is the defining characteristic of the ADRS format.  The curve 
transformation is achieved by calculating two indices:  the modal participation factor for the first 
natural mode, PF1, and the modal mass coefficient for the first natural mode, α1 (ATC-40, 1996).  
The modal participation factor and the modal mass coefficient depend on the mass and modal 
amplitude of the first mode at each level of the structure and are given by the relationships:     
    Equation 2.3.2-1 
  Equation 2.3.2-2 
where φi1 is the modal amplitude of the first mode at level i.  The modal participation factor and 
modal mass coefficient vary according to the relative interstory displacements over the height of 
the building.  The modal mass coefficient increases as relative interstory displacements over the 
height of the structure become more uniform while the modal participation factor decreases for 
the same condition (ATC-40, 1996). 
 ATC-40 (1996) also offers means for estimating the mode shape and modal amplitude, φ.  
Using any reasonable vertical distribution of forces based on a base shear, V, (the base shear and 
resulting vertical distribution could be chosen from a single point on the pushover curve, for 
example) deflections are computed for each story of the structure and then divided by the roof 
deflection, this value is φ.  Next, a new set of story forces is applied.  The new force set is 
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proportional to the weight times the modal amplitude at a given level divided by the total for all 
levels of the weight times the modal amplitude for each level.  Deflections at each story are 
computed for the new force distribution and again each deflection is divided by the roof 
deflection.  This process is continued until the modal amplitudes converge. 
 Each individual point on the initial pushover curve, (Δi,Vi), corresponds to an individual 
point on the capacity spectrum curve, (Sdi, Sai).  The transformation is made by utilizing the 
modal participation factor and modal mass coefficient already calculated and the following 
relationships (ATC-40, 1996): 
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The pushover curve converted to the ADRS format defines the capacity spectrum. 
 As mentioned previously, the forces used in the development of the initial pushover curve 
are essentially arbitrary.  This means that both the pushover curve and the capacity spectrum 
curve are in no way related to the anticipated ground motion at the building site.  This obvious 
discrepancy is compensated for by introducing the demand spectrum.  The demand and capacity 
spectrum curves are essentially independent entities until they are plotted together.  The 
independent development of the two curves allows for parallel computation of each curve which 
promotes efficiency in the analysis process.  Any changes made to either the demand or capacity 
curve does not affect the other which helps the engineer avoid extensive revisions as the process 
matures.  The demand spectrum is, again, plotted in the ADRS format in terms of spectral 
acceleration and spectral displacement.  Developing the demand spectrum curve has two steps.  
The first is to transform the more typical elastic design spectrum from acceleration against period 
coordinates to ADRS coordinates, and the second is to convert the ADRS elastic response 
spectrum to an ADRS reduced inelastic response spectrum. 
 Just as the pushover curve was transformed on a point by point basis using simple 
formulas, so the acceleration versus period response format can be transformed into an ADRS 
format. The following equation is used (ATC-40, 1996): 
ܵௗ ൌ
ௌೌ்మ
ସగమ
  Equation 2.3.2-5 
By executing this equation for each point on the typical response spectrum, (Ti,Sai), a new point 
for the ADRS response spectrum, (Sd,Sa), is created.  In this way the elastic 5%-damped spectral 
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acceleration versus period curve is converted to an elastic 5%-damped ADRS curve (ATC-40, 
1996).  A particularly unique characteristic of this new response spectrum curve lies in the fact 
that any radial straight line drawn outward from the origin represents a curve of constant 5%-
damped natural period (Equation 2.3.2-5 can be easily rearranged to give period values).  This is 
notable in that it helps to verify an underlying basis of nonlinear structural analysis.  It is well 
known that structures deforming inelastically will experience a reduction of stiffness and thus a 
lengthening of the damped natural period.  Superimposing the capacity spectrum curve onto the 
ADRS response curve, when the capacity spectrum curve indicates post-yielding behavior (by 
strong rightward motion) the capacity curve is also simultaneously crossing into regions of larger 
natural period (ATC-40, 1996).  This is a good confirmation of the efficacy of this procedure. 
 Finally, the ADRS 5%-damped elastic response spectrum curve is converted into a 
reduced inelastic response spectrum curve by using the spectral reduction method.  The damping 
experienced by a structure deforming inelastically is a combination of viscous and hysteretic 
damping.  The area contained within the hysteresis loops formed when base shear is plotted 
against displacement is directly related to the quantity of hysteretic damping.  By transforming 
the total damping in a structure from a combination of hysteretic and viscous damping to 
equivalent viscous damping only, a reduced demand spectrum curve can be created.  Methods for 
translating hysteretic damping into total equivalent viscous damping are available in the 
literature, including from Chopra (2007). 
 The equivalent viscous damping can then be used to develop relationships that estimate 
spectral reduction factors.  These relationships were developed by Newmark and Hall (1982).  
ATC-40 (1996) provides numerous references, including equations and tabulated values, to aid 
in the process of determining spectral reduction factors that are used to reduce the elastic 
response spectrum curve.  The final result is a demand spectrum with damping greater than 5% 
of critical damping.  Sample capacity spectrum and demand spectrum curves are shown in Figure 
2.3.2-1. 
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Figure 2.3.2-1 Sample Capacity and Demand Curves  
 
  
Source: Applied Technology Council.  Seismic Evaluation and Retrofit of Concrete Buildings, ATC-40, Redwood 
City, CA, 1996. 
With the demand and capacity spectra curves developed, the performance point can be 
established.  The intersection of the curves covers the discrepancy concerning appropriate 
ground motion expressed earlier.  The demand spectrum curve developed in any given analysis 
procedure will be indicative of the performance objective selected because the ground motion 
with a probability of exceedance defined by the performance objective is used in the demand 
spectrum development process.  Establishing the performance point is an iterative process and is 
described by the following. 
 Identifying the performance point requires several steps.  First, the capacity spectrum 
curve is plotted against the ADRS unreduced response spectrum.  A trial intersection point is 
selected by continuing the linear part of the capacity spectrum curve until it reaches the 
unreduced 5%-damped response spectrum curve, at which point one draws a line straight back 
down to the capacity spectrum curve, this is the trial performance point.  Next, the demand 
spectrum curve is also drawn.  Then, the designer must determine if the demand spectrum 
intersects the capacity spectrum at the trial point or if the displacement at which the demand 
spectrum intersects the capacity spectrum is within an acceptable tolerance of the trial 
displacement.  The acceptable tolerance defined by ATC-40 (1996) is for the actual displacement 
at intersection to be within 5% of the trial displacement.  The 5% tolerance is defined such that 
the procedure will return reasonably good results while simultaneously lessening the 
computational burden associated with multiple iterations.  If the acceptable tolerance is not met, 
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a new trial point must be selected and the process repeated.  If the acceptable tolerance is met, 
then the trial performance point is the actual performance point and the displacement ordinate of 
the performance point is the maximum displacement expected for the demand earthquake (ATC-
40, 1996).  For performance objective verification, the structural response parameters associated 
with the maximum expected displacement can be computed and compared to the structural 
performance level limits established by the performance objective. 
 As with the coefficient method, the capacity spectrum was reviewed and improved by 
FEMA 440 (2005).  The essential procedure remains the same, but more accurate procedures for 
determining the equivalent damping and equivalent viscous damping are presented.  The result of 
these modifications were that the coefficient method and the capacity spectrum method now 
reliably produce equivalent results and, by checking coefficient method and capacity spectrum 
results against nonlinear time history analysis results, it was found that the two nonlinear static 
procedures produce reliably good estimates of nonlinear building behavior during seismic events 
(FEMA 440, 2005). 
2.3.3 Pushover Using Matrix Structural Analysis 
For a nonlinear static procedure to be truly effective, an ability to detect and trace the 
emergence of nonlinear behavior in a structure is critical.  As a structure is pushed ever closer to 
collapse, nonlinear behavior propagates and spreads throughout the building in the form of 
plastic hinges.  Missing these developments would pose a serious limitation to the capability of 
nonlinear static procedures to effectively predict structural damage and describe post-yielding 
behavior.  Detecting and tracing plasticity in a structure can be done by using a nonlinear finite 
element at the presumed point of yielding or by iteration and reconfiguration within a matrix 
structural analysis process.   
Hasan, Xu, and Grierson (2002) developed a method to detect and trace plasticity through 
the implementation of a continuous nonlinear post-elastic material model.  Their method uses 
iteration and reconfiguration within a matrix structural analysis process.  
Hasan et al. (2002) begin by identifying potential plastic hinge sections and modeling 
them as pseudo semi-rigid connections.  Each moment-connection is described by a linear spring 
that is quantified by a dimensionless rigidity factor, r.  The rigidity factor introduced is defined 
by the equation (Hasan et al., 2002): 
 19
ݎ௜  ൌ  1/ሺ1 ൅ 3ܧܫ/ܴ௜ܮሻ      Equation 2.3.3-1 
where Ri is the rotational stiffness of the connection (for each beam-column member i=1,2).  The 
nondimensional rigidity factor, ri, is a ratio of the end rotation of a member and the combined 
rotation of the member and the connection.  The rigidity factor takes values in the range of zero 
to unity while the rotational stiffness varies from one to infinity.  Rotational stiffness of infinity 
translates as a connection being perfectly rigid and completely preserving continuity of elastic 
deformation.  Zero rotational stiffness is the opposite, meaning that the connection is perfectly 
pinned and permits discontinuity of elastic deformation. 
 An elastic stiffness matrix to define first-order elastic and second-order geometric 
properties is given as a  et al., 2002): (Has n
ࡷ ൌ ࡷࢋ࡯ࢋ ൅ ࡷࢍ࡯ࢍK      Equation 2.3.3-2 
where Ce and Cg are correction matrices based on values of the rigidity factor at each end of the 
member. 
 Next, a procedure for evaluating post-yielding behavior must be employed.  This is done 
by utilizing a moment-curvature relation.  The moment-curvature is developed by stating 
moment as a function of curvature and equating the function to the yielding moment plus a 
quantity that accounts for plastic moment, yielding moment, plastic curvature, and curvature for 
the pos t  io e   t al., 2002): t yield poin in quest n.  Th relation developed is (Hasan e
ܯሺ߮ሻ ൌ ܯ௬ ൅ ටሺܯ௣ െ ܯ௬ሻଶ െ ൫ሺܯ௣ െ ܯ௬൯ሺ߮ െ ߮௣ሻ/߮௣ሻଶ  Equation 2.3.3-3 
Differentiating the standard moment-curvature expression with respect to curvature, the rate of 
post-elastic flexural stiffness degradation, dM/dφ,  is defined.  Hasan et al. (2002) found in this 
new expression sufficient mathematical similarity with the rigidity factor defined previously to 
conclude that: 
݌ ൌ  1/ሺ1 ൅ ሺ3ܧܫ/ሺ݀ܯ/݀߮ሻܮሻ     Equation 2.3.3-4 
where p is the plasticity factor.  The equation was arrived at by merely replacing R in the rigidity 
factor expression with the rate of flexural stiffness degradation.  The plasticity factor is used as a 
single parameter to measure the stiffness degradation of a connection.  The plasticity factor 
varies in value between zero and unity, zero being completely elastic and unity being perfectly 
plastic.  Finally, the plasticity factor replaces the rigidity factor in the correction matrices 
mentioned previously.  In this way, the structural stiffness matrix is continually revised 
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throughout the load-increment procedure to include the effects of post-elastic flexural behavior.  
At each new load step, dM/dφ is held constant at the beginning of the step.  As the new load 
increment is applied the moment at each connection is calculated and evaluated to check for a 
post-yielding quantity.  If the computed moment exceeds the yielding moment, a new moment 
value is computed using the moment-curvature relationship mentioned above.  On the basis of 
the new moment value a new curvature value is computed and on the basis of these values a new 
dM/dφ and subsequently p value is calculated.  The dM/dφ and p values are used at the beginning 
of the next load increment.  This process is continued for each successive load increment until 
either the target displacement is reached or the structure collapses, which is signified by a 
singular structural stiffness matrix (Hasan et al., 2002). 
 Rather than adopting a method for computing target displacement Hasan et al. (2002) 
utilize directly the structural performance level associated with the desired performance 
objective.  Thus, unless collapse occurs first, the analysis procedure is terminated when the 
allowable drift limitation given by FEMA for the desired performance objective is reached.  The 
global displacement of the pushover procedure is measured from the roof of the structure. 
 To set an appropriate load increment for the analysis, an arbitrarily small spectral 
acceleration is chosen, in this case Sa = 0.0008g.  This arbitrary acceleration is multiplied by 
actual effective weights to give a total base shear, V.  The total base shear is then distributed over 
the height of the structure using the same method given for the Equivalent Lateral Force 
Procedure in the ASCE 7-05.  The value CvxV for each floor is used as the load increment, ΔF, 
for each individual floor throughout the pushover procedure. 
 From this procedure, total base shears can be calculated from roof displacement limits at 
each performance objective, actual maximum tolerable spectral accelerations can be determined 
from the total base shears for each performance level, any response quantity can be extracted 
from the matrix procedure, the occurrence and magnitude of nonlinear behavior can be tracked at 
each connection in the structure, and pushover curves can be constructed.   
 Hasan et al. (2002) developed a computationally attractive and accurate procedure for 
evaluating a structure using nonlinear static analysis within a matrix structural analysis approach.  
The method upholds the importance of nonlinear behavior detection and succeeds – by tracking 
connection plastification – in developing a detailed picture of post-yield structural performance 
in the event of an earthquake. 
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2.3.4Multimode Methods 
 The nonlinear static procedures discussed so far are effective, computationally attractive 
methods for analyzing low and mid-rise structures.  Because each method described focuses 
exclusively on the fundamental mode of vibration, they are accurate only for structures with a 
period of roughly one second or less.  Inaccuracy for buildings with longer natural periods of 
vibration results from the assumption that the first mode of vibration is the governing mode for 
the structure’s behavior.  Clearly, this places a limit on the usability of these methods for 
buildings roughly over 100 feet in height.  To overcome this limitation, work has been done to 
establish an accurate, computationally accessible and attractive method to incorporate multiple 
modes into a single nonlinear static procedure and thereby extend the use of this method to a 
larger number of structures.   Two different multimode nonlinear static procedures are presented.  
2.3.4.1 Force-Based Method  
The first multimode method to be examined begins with a notable departure from the 
nonlinear static procedures described previously:  it is force-based.  The procedure developed by 
Grierson, Gong, and Xu (2006) adopts a force-controlled rather than displacement-controlled 
pushover analysis.   This means that rather than terminating the analysis at a given target 
displacement, the analysis ends at a target level of seismic base shear.  The authors adopt an 
incremental load step method, also known as the Euler method.   The Euler method is a single 
step method in the sense that the increment of unknown displacements can be determined in a 
single step using an incremental known load and a weighted stiffness quantity that is 
representative of an entire load increment.  The load increment is defined as (McGuire, 
Gallagher, & Ziemian, 2 :000)  
ሾࢊࡼ௜ሿ ൌ ݀ߣ௜ൣࡼ௥௘௙൧  Equation 2.3.4.1-1 
where ൣࡼ௥௘௙൧ is a total reference load and dλi is a load ratio.  The quantity dλi is critical in 
maintaining accuracy throughout the procedure.  For the first load step, dλi should be set at 10-
20% of the total reference load.  At other load steps, dλi can be defined by the analyst or 
automatically altered based on the degree of nonlinearity present within the structure at the given 
load step. 
In the multimode procedure considered, the reference load is based on total seismic base 
shear.  The applied base shear on the structure is determined by including the spectral 
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acceleration response spectra that corresponds to a performance objective of interest.  FEMA 273 
(1997) defines short and long period response spectra accelerations corresponding to 20%, 10%, 
and 2% probability of exceedance in a 50 year period.  These accelerations are used to define the 
Immediate Occupancy, Life Safety, and Collapse Prevention hazard levels, respectively.  To 
determine a total seismic base shear, the appropriate acceleration values are combined with the 
modal masses determined through the analysis (Grierson et al., 2006).  The decision to pursue a 
force-based rather than displacement-based procedure was based on several factors.  First, it has 
been shown that, when the acceleration response spectrum is based on site-specific ground 
conditions, force-based procedures are able to give good predictions of seismic demands (Gupta 
& Kunnath, 2000).  Second, while displacement-controlled methods may be more rational for the 
rehabilitation of existing structures, force-based methods are more applicable to the design of 
new structures due to the fact that design earthquakes are represented by acceleration spectra 
which directly translates to a design governed by loads. 
 The method given by Grierson et al. (2006) is rooted in the method developed by Hasan 
et al. (2002) presented previously.  Structural nonlinearity is accounted for via plasticity factors 
that are based on post-yield moment-curvature models.  Thus, structural stiffness is accounted 
for during each load step based on the results of the previous load step and the rigidity of each 
member end connection is updated to reflect the stiffness degradation. 
 The process for including the effects of multiple modes is broken into two steps.  First, 
multiple force-based single mode pushover analyses are performed for each mode of vibration to 
determine the corresponding modal response.  Second, the responses of each individual mode are 
combined using an acceptable modal combination rule. 
 Executing the first half of the procedure requires eight sequential steps.  The first is to 
determine the mode shapes, φk, under consideration.  The mode shapes are determined using the 
same procedure outlined by the ATC-40 (1996) Capacity Spectrum Method.  Grierson et al. 
(2006) computed the mode shapes for the first three modes of vibration, expressed within the 
procedure as nm, the total number of modes to be considered, equal to 3.  The first three modes 
were included because they were judged to have the most significant impact on the overall 
structural response.  With modal shapes determined, the second step is to evaluate the effective 
modal mass of each mode by G e  al., 2006): 
 23
 ( ri rson et
ܯ௞ ൌ
ሺఝೖ
೅ࡹࡵሻమ
ఝೖ
೅ࡹఝೖ
  Equation 2.3.4.1-3 
where M is the lump mass matrix and I is the unity vector.  The modal masses are evaluated 
from k equal to one to k equal to nm.  Third, a lateral load profile vector is determined by 
(Grierson et al., 2006): 
࡯௞ ൌ ࡹ߮௞  Equation 2.3.4.1-3 
The lateral load profile vector is assumed to be invariant over the entire loading history.  Implicit 
in this assumption is that φk is invariant.  The assumption of invariance is a notable one.  As the 
structure yields and experiences stiffness degradation throughout the loading event, the 
vibrational properties of the structure also change which results in a redistribution of inertia 
forces.  The result is a lateral load distribution that varies with time.  In fact, for an inelastic 
system no invariant distribution of forces can effectively produce displacements proportional to 
the modal shape at all displacements or force levels (Chopra & Goel, 2002).  Some effort has 
been made to develop adaptive force distributions that reflect the change in vibrational properties 
of the structure, however the computational effort associated with such procedures is very high 
and the conceptual basis highly complicated.  The results given using adaptive force procedures 
may be of higher accuracy, but their difficulty of implementation makes them impractical and 
the associated increase in accuracy is not worth the increase in effort (Chopra & Goel, 2002).  
Being that the mission of Grierson et al. (2006) is to develop a computationally attractive 
multimode analysis procedure, the invariant force distribution is acceptable. 
 The fourth step is to compute the modal period, Tk, for the kth mode by (Grierson et al., 
2006): 
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 Equation 2.3.4.1-4 
where ms is the seismic mass of story s, ns is the number of stories, and Ck,s are the entities of 
vector Ck, V1 is a base shear force taken to be sufficiently small to ensure that the resulting 
lateral displacement vs of story level s corresponds to elastic behavior of the structure.  The 
computation of the period of vibration for each mode under consideration is important to 
determine the level of seismic hazard that should be applied to the building.  Going back to the 
parameters of the force-based pushover being used, a total design base shear is needed in order to 
set the point of termination for the pushover analysis.  To compute a design base shear a spectral 
acceleration response is needed, and the spectral acceleration response, for each mode of 
vibration for each hazard level considered, can be determined only by calculating the 
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corresponding modal period.  With the modal period known, the spectral acceleration value for 
each hazard level, i, for S (Grierson et al., 2006): the kth mode, ia,k is determined by 
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 Equation 2.3.4.1-5 
where Sis is the short period response acceleration parameter for the given hazard level, Si1 is the 
one second period acceleration response parameter for the given hazard level, and T0 is the 
period at which the constant acceleration and constant velocity regions of the response spectrum 
intersect for the design earthquake associated with hazard level i.  The values used in the 
determination of the spectral acceleration value for each hazard level and mode are from FEMA 
273 (1997) specifications.  The value To is calculated based on tabulated values of damping 
coefficients and spectral response acceleration parameters modified based on site class.  By 
utilizing site-specific ground motions, the total base shear, based on individual modal response, 
can be determined. 
 The total modal design base shear for each hazard level and mode, Vib,k, is given by the 
expression (Grierson et a  2l., 006): 
௕ܸ,௞
௜ ൌ ܯ௞ܵ௔,௞
௜    Equation 2.3.4.1-6 
where all values have been previously defined.  As can be seen, the total design base shear for 
each hazard level and mode depends upon the corresponding modal mass and corresponding 
spectral acceleration value.  Once the base shear has been determined, a pushover analysis for 
each mode can be performed individually using the Euler method and terminating the analysis 
when the total design base shear is reached.  Modal pushover curves for the first three modes of a 
sample structure are shown in Figure 2.3.4.1-1. 
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Figure 2.3.4.1-1 Sample Modal Pushover Curves 
 
  
Source: Grierson, D., & Gong, Y., & Xu, L.  (2006).  Optimal performance-based seismic design using modal 
pushover analysis.  Journal of Earthquake Engineering, 10, 73-96. 
When the pushover analyses for each individual mode are complete and the appropriate 
response quantities extracted, the second step of this multimode procedure can be executed.  The 
second step consists of combining each individual modal response into a total building response 
using the square-root-su -of-squares (SSRS) method, which is written as (Grierson et al., 2006): m
ݑ௖ ൌ ට∑ ሺݑ௞
ଶ௡೘
௞ୀଵ ሻ   Equation 2.3.4.1-7 
where uk is the structural response associated with the kth mode, uc is the combined structural 
response, and nm is the total number of modes considered.  The structural response parameters by 
which the structure will be checked for performance are allowable roof drift ratio and allowable 
interstory drift ratios, both of which are specified in FEMA 273 (1997).   
 Using a nine-story steel frame structure, the multimode method described was compared 
against a single mode nonlinear static procedure.  Grierson et al. (2006) found that the 
multimode method provides more accurate results than did the single mode method while 
retaining the computational attractiveness that would lead an analyst to select a multimode 
nonlinear static procedure over a nonlinear dynamic procedure. While several approximations 
were made in this procedure, including those already noted and the fact that the SRSS method is 
itself an approximate method, the multimode nonlinear static procedure described is a useful tool 
with justifiably accurate results given the simplicity of the procedure. 
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2.3.4.2 Modal Pushover Analysis 
The second multimode nonlinear static procedure presented is rooted in classical 
structural dynamic theory.  Developed by Chopra and Goel (2002), the modal pushover analysis 
(MPA) is based on a reformulation of the common response spectrum analysis and utilizes a 
modal expansion of effective earthquake forces.  By expanding the anticipated effective 
earthquake forces into their modal components from a classical structural dynamics viewpoint, 
actual ground motion records (El Centro, in this case) can be used.  Further, the new method is 
compared against the results of a rigorous nonlinear time history analysis and the results 
evaluated to determine the efficacy of the method. 
 In the procedures already discussed, we have seen several methods for determining a 
target displacement at which the pushover analysis is terminated.  These methods have all been 
approximate in nature and have not been derived from actual analytical results but rather from 
various approximating factors.  A new method for determining target displacement is now 
presented.  The apex of analysis procedures, nonlinear time history analysis (discussed in the 
following section), is simplified into an uncoupled modal response history analysis (UMRHA) 
whereby the peak lateral roof displacement based on actual ground motion records for a 
nonlinear SDOF system is determined.  This peak lateral displacement is used as the target 
displacement for the modal pushover analysis of an inelastic MDOF system. 
 The process begins by writing the effective earthquake forces applied on a system as 
(Chopra & Goel, 2002): 
࢖௘௙௙ሺݐሻ ൌ െ࢓࢏ݑሷ௚ሺݐሻ  Equation 2.3.4.2-1 
where i is termed the influence vector and is equal to unity.  To apply the effective earthquake 
force over the height of the building, the spatial distribution vector, s, is defined as (Chopra & 
Goel, 2002): 
࢙ ൌ ࢓࢏  Equation 2.3.4.2-2 
In order to evaluate the structural response on a mode-by-mode basis, the spatial distribution can 
be expanded and written as a summation of the modal inertia force distribution, sn (Chopra & 
Goel, 2002): 
࢓࢏ ൌ ∑ ࢙࢔ ൌ ∑ ߁࢔࢓ࢶ࢔ࡺ࢔ୀ૚
ே
࢔ୀ૚   Equation 2.3.4.2-3 
where ࢶn is the nth natural vibration mode for the structure.  The quantity Γn is defined by 
(Chopra & Goel, 2002): 
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߁௡ ൌ
௅೙
ெ೙
    and   ܮ௡ ൌ ߔ௡்࢓࢏   and   ܯ௡ ൌ ࢶ௡்࢓ࢶ௡  Equation 2.3.4.2-4 
Using the definitions given, the effective earthquake forces can be expanded into their individual 
modal contributions and spatially distributed over the height of the structure by (Chopra & Goel, 
2002): 
࢖௘௙௙ሺݐሻ ൌ ∑ ࢖௘௙௙,௡ሺݐሻ ൌ ∑ െ࢙௡ݑሷ௚ே௡ୀଵே௡ୀଵ ሺݐሻ  Equation 2.3.4.2-5 
where the individual contributions of each mode to the spatial distribution vector is given as 
(Chopra & Goel, 2002): 
࢙௡ ൌ ߁௡࢓ࢶ௡   Equation 2.3.4.2-6 
By writing the inertia force distribution in terms of individual modes, we can also say that the 
response of the system to the effective modal earthquake force is due only to the nth-mode.  To 
simplify the process of attaining a peak lateral displacement we introduce a value, Dn(t), which is 
a modal response co-ordinate governed by the equation of motion for a linear SDOF system with 
the same angular natural frequency and natural damping ratio as the MDOF system.  The floor 
displacements of the MDOF system n h be written as (Chopra & Goel, 2002):  ca t en 
࢛௡ሺݐሻ ൌ ߁௡ࢶ௡ܦ௡ሺݐሻ   Equation 2.3.4.2-7 
By applying the modal spatial distribution of forces due to the effective earthquake force on the 
building statically, we can determine any modal static response, rstn.  And by defining the pseudo 
acceleration  response of the nth-mode for the SDOF system, An(t), as the SDOF  modal 
coordinate, Dn(t), times the angular natural frequency squared, any dynamic response quantity 
can be calculated by (Chopr & 2a  Goel, 200 ): 
ݎ௡ሺݐሻ ൌ ݎ௡௦௧ܣ௡ሺݐሻ  Equation 2.3.4.2-8 
The equations so far given will form the basis of the manipulations required to construct an 
UMRHA procedure (Chopra & Goel, 2002).  Also, the equations given describe an elastic 
system and must be adjusted to reflect an inelastic system.  Finally, the equation of motion for 
the elastic SDOF sys m n y a l 02): te  is give  b (Chopr & Goe , 20
ܦሷ ௡ ൅ 2ߞ௡߱௡ܦሶ ௡ ൅ ߱௡ଶܦ௡ ൌ െݑሷ௚ሺݐሻ  Equation 2.3.4.2-9 
These equations will form the foundation of the method as we move on to develop the inelastic 
equation of motion for use in the UMRHA procedure (Chopra & Goel, 2002). 
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 If we were presently interested in developing a procedure for a nonlinear time history 
analysis, development of the inelastic equation of motion would show that the lateral forces at N 
floor levels depends on the s cement (Chopra & Goel, 2002): hi tory of the displa
ࢌ௦ ൌ ࢌ௦ሺ࢛, ݏ݅݃݊ ࢛ሻሶ   Equation 2.3.4.2-10 
 And, for the nonlinear time  m sisting force is equal to (Chopra & Goel, 2002):  history for , the re
ܨ௦௡ ൌ ࢶ௡்ࢌ௦ሺ࢛, ݏ݅݃݊ ࢛ሶ ሻ  Equation 2.3.4.2-12 
In doing so, it becomes evident that the resisting force of the nth-mode is dependent on all modal 
coordinates (Chopra & Goel 2002).  The vector character of the displacement quantities, u, bears 
this point out.  The modal coordinates are coupled due to the nonlinear behavior of the structure.  
In the aim of developing a computationally attractive multimode procedure, this creates a 
problem.  Solving the coupled equations is computationally burdensome and cannot be done 
conveniently by standard software.  The coupling of the modal coordinates whereby each 
individual modal resisting force is dependent on all modal coordinates is the barrier that must be 
overcome. 
 The approximate UMRHA procedure is arrived at by neglecting the coupling of the 
modal coordinates.  This assumption is deemed acceptable because although modes other than 
the nth-mode will participate in the solution, the nth-mode solution will be dominant.  Chopra 
and Goel (2002) illustrate this point by performing a nonlinear time history analysis on the first 
three modes of the structure.  Numerical results show that the contributions of the second and 
third mode responses to the first mode response are only small fractions of the first mode 
response.  Similarly, contributions by the first and third mode response on the second mode 
response are insignificant.  Thus, the assumption is deemed valid. 
 Finally, with the modal coordinates uncoupled, the nonlinear equation of motion becomes 
(Chopra & Goel, 20 )02 : 
ܦሷ ௡ ൅ 2ߞ௡߱௡ܦሶ ௡ ൅
ிೞ೙
௅೙
ൌ െݑሷ௚ሺݐሻ  Equation 2.3.4.2-13 
And the modal resisting or s c o m, can be written as (Chopra & Goel, 2002):  f ce, in it  un oupled f r
ܨ௦௡ ൌ ࢶ௡்ࢌ௦ሺܦ௡, ݏ݅݃݊ ܦሶ ௡ሻ  Equation 2.3.4.2-14 
where the resisting force of the nth-mode now depends only on one modal coordinate.  This 
simplification is important when viewed in terms of the stated goal for the development of this 
procedure.  Because the modal coordinates are now uncoupled, the equation of motion can now 
be solved conveniently by commercial software because it is of the same form as the standard 
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equation for an SDOF system.  Now, the equations for determining floor displacement, u, and 
any response quantity, rn, can be used in conjunction with the nonlinear equation of motion to 
give dynamic analysis results for the nonlinear SDOF system (Chopra & Goel, 2002). 
 The approximate UMRHA method is a powerful component for use in a multimode 
nonlinear static analysis for two reasons.  First, the manipulations made during the derivation of 
the UMRHA procedure form the basis of the modal pushover analysis to be presented next.  
Second, the UMRHA serves as an efficient tool to compute, with acceptable accuracy, the 
anticipated peak roof displacement from a dynamic analysis based on actual ground motion 
records.  In this way, the UMRHA is a very useful augmentation to the multimode nonlinear 
static procedure as it computes a target lateral displacement that is less approximate than the 
methods discussed earlier. 
 Finally, the modal pushover analysis can be developed (it should be noted that modal 
pushover and multimode nonlinear static analysis are used analogously).  First, the peak nth-
mode response, rno, can be determined from (Chopra & Goel, 2002): 
ݎ௡௢ ൌ ݎ௡௦௧ܣ௡  Equation 2.3.4.2-15 
Additionally, by distributing modal contributions of the effective earthquake force over the 
height of the building and perform c analysis using (Chopra & Goel, 2002): ing stati
࢙௡כ ൌ ࢓ߔ௡  Equation 2.3.4.2-16 
the peak nth-mode response value can also be determined.  By evaluating the nonlinear equation 
of motion for Dn using UMRHA, the target peak lateral displacement at the roof is given by 
(Chopra & Goel, 2002): 
ݑ௥௡௢ ൌ ߁௡ߔ௥௡ܦ௡  Equation 2.3.4.2-17 
and the pseudo acceleration can readily be determined from Dn as described above.  When the 
peak modal responses, rno, have been determined for each mode of interest, the total peak value 
of the response, ro, can be found by combining the individual modal responses using the SSRS 
modal combination rule (Chopra & Goel 2002).  Again, at the target roof displacement, any 
response quantity for the MDOF inelastic system can be determined. 
 Comparing the results of the modal pushover analysis to the results of a rigorous 
nonlinear time history analysis for an example structure illustrates that the accuracy of the modal 
pushover analysis varies on the response quantity of interest.  The modal pushover analysis 
yields good results for story drifts, roof displacements, and detected the formation of most plastic 
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hinges.  However, plastic hinge rotations were not determined with as much accuracy.  Chopra 
and Goel (2002) conclude that the modal pushover analysis procedure developed is accurate 
enough for most practical implementations. 
 Nonlinear static procedures can take many unique forms.  Those methods presented 
herein do not represent the entire spectrum of nonlinear static procedures, but do offer a good 
cross section of the methodologies available.  Single mode procedures are limited in their 
application to low to mid-rise buildings with natural period of vibration of about one second or 
less.  Multimode procedures seek to extend the use of nonlinear static procedures into taller 
structures with longer periods.  While both single and multimode procedures have been shown to 
produce generally good results, the situations in which their results are not suitable are many and 
ill-defined.  Nonlinear static procedures are simplified procedures and as such are fundamentally 
limited in their applicability to certain structures.  However, the number of structures that can be 
sufficiently analyzed using nonlinear static procedures is continually growing with the pace of 
ongoing research.  For structures where nonlinear static procedures are verifiably and certainly 
applicable, the nonlinear static procedures are attractive in that they achieve very good results 
with a computational burden that is significantly less than for nonlinear dynamic procedures. 
2.4 Nonlinear Dynamic 
The final category of analysis procedures given by FEMA, nonlinear dynamic 
procedures, is the most computationally difficult and the most accurate.  Nonlinear dynamic 
procedures have no restrictions as far as their applicability to various types of structures, though 
they are the only option for highly irregular structures or for structures that may have especially 
long natural periods of vibration.  By applying actual ground motion records (accelerograms) to 
models that explicitly consider both geometric and material nonlinearity nonlinear dynamic 
procedures eliminate uncertainty of results to the greatest degree compared to other analysis 
procedures.  Obviously, the analytical models required to execute a trustworthy nonlinear 
dynamic analysis are extremely complex as they must directly consider a number of inelastic 
behavior parameters including positive and negative yield moments, Euler elastic and inelastic 
buckling loads, and type of yield surface (Alimoradi, Pezeshk, & Foley, 2004).  However, this 
increase in computational burden is rewarded.  Nonlinear dynamic analysis is able to give more 
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accurate response quantities for the simple fact that it directly captures all modes of vibration, all 
forms of nonlinearity, and second order effects (Foley, Pezeshk, & Alimoradi, 2007). 
To date, nonlinear dynamic analysis has not been widely applied in design practice.  The 
reasons for this are several:  understanding system response is highly difficult as a large amount 
of data is produced and its interpretation requires extensive experience, reliable ground motion 
input records must be available, and current design procedures involve a large amount of trial 
and error (Foley et al., 2007).  However, nonlinear dynamic procedures are currently gaining 
momentum as:  research has resulted in the development of practical model codes, future 
probabilistic PBSD procedures are being planned and discussed, and computing power has 
helped to automate the time intensive trial and error procedure (Foley et al., 2007).  These 
developments have raised the profile of nonlinear dynamic analysis as a practically available 
analysis tool and fostered further research into its use. 
The efficacy of nonlinear dynamic procedures is highly susceptible to the quantity and 
types of input ground motion records used.  Indeed, the reliability of results of such procedures 
“depend on the use of realistic ground motion records with phasing and response spectral 
characteristics that are appropriate for the magnitude, distance, site conditions, and wave 
propagation properties of the region” (Farrow & Kurama, 2003).  To address this issue, FEMA 
356 (2000) has specified the type and quantity of ground motion records that must be used to 
complete a reliable time-history analysis.  First, a time-history analysis must be performed with 
at least three data sets of ground motion that have magnitude, fault distances, and source 
mechanisms consistent with those that control the design earthquake ground motion.  Further, for 
each ground motion data set the SRSS of the 5%-damped site-specific spectrum of the scaled 
horizontal components must be constructed.  The scaling of the data sets must ensure that the 
average value of the SRSS spectra constructed is not less than 1.4 times the 5%-damped 
spectrum for the design earthquake for periods between 20% of the building’s fundamental 
period and 150% of the building’s fundamental period.  When three data sets are used, the 
maximum value of each response parameter must be used to evaluate the design.  For cases 
where seven data sets or more are used, the average value of each response parameter may be 
used for evaluation (FEMA 356, 2000). 
As mentioned, nonlinear time-history analysis requires the consideration and 
implementation of a huge number of parameters and sub-models (hysteresis, yielding, etc.).  For 
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our purposes, we briefly examine the governing equation of motion for a nonlinear system 
(Chopra, 2007): 
࢓࢛ሷ ൅ ࢉ࢛ሶ ൅ ࢌ௦ሺ࢛, ࢛ሻ ൌ െ࢓ଙݑሷ௚ሶ
ሶ ሺݐሻ Equation 2.4-1 
where all terms have been previously defined.  This equation must be evaluated at each (very 
short) time step and the structural stiffness matrix must be reformulated at every time instant 
from the element tangent stiffness matrices that account for the behavior of each element at that 
time step.  The time steps must be kept short enough that the numerical procedure is accurate, 
converges to a solution, and remains stable.  The behavior of each element must be considered, 
whether the element is on the initial loading, unloading, or reloading of the defined element 
force-deformation relationship.  While the UMRHA procedure was introduced previously, the 
coupled resisting force and displacement elements in a nonlinear time-history analysis may not 
be uncoupled, resulting in the complex problem of solving the coupled differential equations 
simultaneously.  The numerical solution can be computed by a variety of methods (Chopra, 
2007). 
 In addition to being highly sensitive to the quantity and type of ground motion records 
used, nonlinear time-history analyses are also highly sensitive to the type of model used and the 
assumptions made, especially when considering P-Δ effects.  Thus, the selection of whether and 
how to include parameters like panel zone size, panel zone strength and stiffness, interior gravity 
columns, floor slabs, shear connections, and others may have a profound effect on model output 
(Chopra, 2007).  Additionally, the record to record variability inherent in input records requires 
statistical manipulation of results to truly determine a representative structural response.    
Because of these observations, it is clear that nonlinear time-history analyses should only be 
executed by the most experienced engineering design professionals.   
 A useful enhancement to nonlinear time-history analysis, Incremental Dynamic Analysis, 
is a procedure for generating useful graphical tools used in evaluating the complete range of 
structural response.   
2.4.1 Incremental Dynamic Analysis 
The nonlinear time history analysis procedure previously discussed uses a suite of ground 
motion records and produces a suite of single-point analyses which are primarily used for 
checking the designed structure.  In the case of pushover analysis, however, the pushover curve 
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provides a continuous view of the total structural behavior and can describe elastic, yielding, 
post-yielding, and collapse behavior.  The reasoning behind incremental dynamic analysis (IDA) 
is similar to the reasoning behind pushover analysis.  The observation that static pushover curves 
greatly increase our understanding of a structure’s behavior has led to the development of a 
similarly continuous picture of structural behavior for dynamic systems:  incremental dynamic 
analysis.  The objectives of IDA are:  complete understanding of the range of response against 
the range of possible levels of ground motion, improved understanding of the effects on 
structures of more severe ground motion levels, improved understanding of the alterations in the 
nature of the structural response with increasing ground motion intensity, and producing 
estimates of the dynamic capacity of a global structural system (Vamvatsikos & Cornell, 2002).   
The goal of IDA is development of the IDA curve.  The general process for developing 
the curve consists of six essential steps:  determine an appropriate intensity measure (IM), 
determine an appropriate damage measure (DM), define an appropriate scaling of the ground 
motion record(s), perform a nonlinear time-history analysis for each scaled ground motion input, 
plot the results of IM versus DM from the analysis output, and use interpolation to smooth the 
curve.  By following this procedure, a smooth curve of the total structural response, from the 
elastic range to global instability, can be determined for a given ground motion record.  
Repeating this process for the same structure for multiple ground motion inputs yields an IDA 
curve set that can be statistically manipulated to give probabilistic mean annual frequencies of 
exceedance for use within the PBSD framework. 
An intensity measure, or monotonic scalable ground motion intensity measure, is a non-
negative scalar that describes the intensity of a ground motion record that increases 
monotonically with the scale factor.  A scale factor, λ, is a non-negative scalar that is 
multiplicatively applied to a natural acceleration time history, the result of which is a scaled 
accelerogram.  An IM could be any parameter that effectively describes the intensity of the 
scaled ground motion for a given structure.  Typical IMs include peak ground acceleration, peak 
ground velocity, and the 5%-damped spectral acceleration at the structure’s first mode period.  
Additionally, IMs are proportional to the scale factor (Vamvatsikos & Cornell, 2002). 
Definition of an appropriate IM forms the demand input for the structure to be evaluated, 
and so we now need a parameter by which we can monitor the response of the structure.  Such a 
parameter is termed the damage measure (DM).  A DM may be any observable quantity that is 
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either explicitly provided by a nonlinear dynamic analysis or that may be deduced from the 
analysis results.  The most often used damage parameter is peak interstory drift ratio.  There are 
two reasons for peak interstory drift ratio being a common DM selection: first, structural 
performance levels, as defined by FEMA, are generally quantified by peak interstory drift ratio 
limits, and second, peak interstory drift ratio is well connected to other important response 
quantities:  joint rotations and global and local story collapse.  It may often be pertinent to select 
multiple DMs to measure several different response characteristics and create a wider picture of 
limit states and failure modes.  If multiple DMs are used, they are all subjected to the same IMs 
(Vamvatsikos & Cornell, 2002). 
The concept of charting an IDA curve is simple enough:  for each individual scaling step 
plot the appropriate IM against the DM captured through nonlinear time-history analysis as a 
single point and continue this procedure until the curve has been sufficiently defined.  In 
practice, however, efficiently developing a sufficiently descriptive IDA curve is a difficult 
procedure.  The main difficulty lies in prescribing enough steps in the scaling process to draw the 
curve with proper resolution (i.e., capturing the full curve behavior) from elasticity to collapse 
without imposing an unnecessarily heavy computational burden with gratuitous steps.  
Moreover, the process of scaling a record, running a nonlinear time-history analysis, extracting 
the appropriate DM value, rescaling a record, running another nonlinear time-history analysis, 
etc. is a time consuming one.  The solution to both problems would be the implementation of an 
effective algorithm that could autonomously select appropriate scaling factors and proceed 
through an entire curve development process without constant analyst supervision.  The hunt and 
fill algorithm (Vamvatsikos & Cornell, 2002) is that effective algorithm. 
The hunt and fill algorithm is actually the result of the sequential run of three individual 
algorithms.  The algorithm’s task is to simultaneously achieve a high demand resolution and a 
high capacity resolution (Vamvatsikos & Cornell, 2002).  Demand resolution refers to a scaling 
of the IM by which the points on the curve are spread evenly such that the gap in IM values 
between points is smaller than some defined tolerance.  Capacity resolution requires a 
concentration of points, in terms of scaled IM values, around important events in the life of the 
IDA curve.  The most critical event of an IDA curve is the location at which the curve moves 
into a flatline behavior.  A flatlining of the IDA curve denotes dynamic instability and 
subsequently collapse.  By defining a dense concentration of IM values (and corresponding DM 
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values) in the region of flatline behavior, we can effectively bracket the response and capture the 
subtleties in behavior that an informative IDA curve requires.  We can state the capacity 
resolution requirement by saying that we desire the distance between the highest non-collapsing 
run and the lowest collapsing run to have IM values less than some defined tolerance.  
Collapsing runs are those that fail to numerically converge or that violate some predefined 
collapse rule.  Finally, we expect the hunt and fill algorithm to execute these tasks in as few runs 
as possible to minimize the overall computational time (Vamvatsikos & Cornell, 2002).   
The first of the three individual algorithms that comprise the hunt and fill algorithm is a 
stepping algorithm.  For this case, the IM is increased by a constant increment from zero to 
structural collapse.  The stepping algorithm will generate an IDA curve with a uniform 
distribution of IM points from which each corresponding DM is extracted.  The process needs 
only two definitions:  the stepping increment and a point of termination (a collapsing run).  By 
making the required definitions, the algorithm acts to repeatedly increase IM values by the 
defined step, scale the accelerogram record, run the analysis and extract the DM until the defined 
collapse state is reached.  The upside to this routine is that it is easy to program.  The downside is 
that the quality of the resulting curve is heavily dependent on the defined IM increment step and 
so is probably not cost-efficient (Vamvatsikos & Cornell, 2002). 
The second routine is a hunting algorithm.  An appreciable development would be if we 
could find a way to speed convergence towards the curve’s flatline behavior.  This can be done 
by increasing the IM steps by a factor, thus generating a geometric series of IM values.  In this 
way, the flatline behavior can be effectively bracketed without dramatically increasing the 
number of runs and saving computational time.  The hunting algorithm functions by repeating 
the following steps: increase the IM value by the step quantity, scale record, run analysis, extract 
DM values, and increase the step.  This process continues until collapse is reached (Vamvatsikos 
& Cornell, 2002). 
Finally, a procedure must be implemented that can reduce the number of steps, tighten 
the bracketing of the flatline, and allow a defined accuracy for the capacity to be reached 
independently of the demand resolution.  This process improves the capacity resolution by 
executing these steps when numerical non-convergence (collapse) is first detected.  To do this, 
the following steps are repeated:  select an IM in the space between the highest non-collapsing 
and lowest non-collapsing IM values, scale the accelerogram record, run the analysis, and extract 
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the DM values.  This process terminates when the gap in IM values between the highest 
collapsing and lowest non-collapsing runs are less than a defined tolerance (Vamvatsikos & 
Cornell, 2002).  By executing the hunt and fill algorithm, consisting of the three separate 
portions discussed run sequentially, an efficient parameter for generating and plotting a large 
amount of data is arrived at.  The hunt and fill algorithm bounds the IM parameter space, fills in 
demand and capacity gaps, and uses increasingly large steps to achieve those ends.   
The result of the complete execution of the hunt and fill algorithm is a string of discrete 
points, each with an IM value and corresponding DM value, that forms the outline of the IDA 
curve.  The next step is to appropriately smooth the curve by connecting the individual points to 
create a continuous response backbone.  In doing so, the curve becomes even more useful, as any 
arbitrarily selected IM value will give the resulting DM value for the structure.  Smoothing the 
curve is done by interpolation of the existing points determined from nonlinear time-history 
analysis and the hunt and fill algorithm.  Vamvatsikos and Cornell (2004) use a superior spline 
interpolation.  The interpolation is able to realistically interpret the existing points into a smooth 
curve that is an accurate representation of what we would expect if we had executed enough runs 
to define the curve continuously using individual discrete points.  Clearly, the computational 
effort in doing so would have been tremendous.  Interpolating the few existing points allows the 
analyst to extract continuous information from the curve with a minimum number of analyses. 
The discussion of IDA curves so far has examined the process by which a single IDA 
curve, for a single ground motion record, can be determined.  Given the FEMA requirements 
concerning ground motion records, it is clear that a single IDA curve is insufficient to 
confidently portray the response of a structure.  Therefore, we must be able to develop an IDA 
curve set, an example of which is shown in Figure 2.4.1-1, which is a collection of IDA curves 
for the same structure for the same IMs and DMs each subjected to a different ground motion 
record.   
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Figure 2.4.1-1 Sample IDA Curve Set 
 Source: Vamvatsikos, D., & Cornell, C.  (2002).  Incremental dynamic analysis.  Earthquake Engineering and 
Structural Dynamics, 31, 491-514. 
 
Each individual curve in a curve set is developed and plotted in the same fashion as described 
above.  After each individual curve has been established, they must be summarized.  The 
multiple individual deterministic curves must be combined into unified probabilistic expressions 
of structural response given the ground motion input.  This is done by using spline interpolation 
with cross-sectional fractiles (Vamvatsikos & Cornell, 2004).  The spline interpolation (used 
previously to smooth the individual IDA curves) can generate stripes of DM values for arbitrary 
values of IM where each stripe contains a quantity of DM values equal to the quantity of ground 
motion records used.  The DM values for each stripe can be summarized into 16%, 50%, and 
84% percentiles and subsequently we arrive at fractile values of DM given IM.  The fractile 
values are then interpolated again to create the 16%, 50%, and 84% fractile IDA curves, 
examples of which are shown in Figure 2.4.1-2 (Vamvatsikos & Cornell, 2004).   
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Figure 2.4.1-2 Sample IDA Fractile Curves 
 
Source: Vamvatsikos, D., & Cornell, C.  (2002).  Incremental dynamic analysis.  Earthquake Engineering and 
Structural Dynamics, 31, 491-514.  
Thus, each IDA fractile curve shows the percentage of ground motion records that elicit from the 
structure a DM value at a given IM value.  The curves provide a statistical decision-making tool.  
The 16% IDA fractile curve, for example, can be interpreted as the DM value experienced by the 
structure for 16% of the ground motion records for a given IM. 
The next important consideration for the IDA procedure is how to incorporate it into a 
PBSD framework.  This question really comes down to how limit states can be defined on the 
curve.   
Limit states can be defined by either a DM-based or IM-based rule, with the former being 
the simpler of the two.  Each rule is illustrated in Figure 2.4.1-3 and 2.4.1-4, respectively.  Based  
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Figure 2.4.1-3 Sample DM-Based Limit State Rule 
 Source: Vamvatsikos, D., & Cornell, C.  (2002).  Incremental dynamic analysis.  Earthquake Engineering and 
Structural Dynamics, 31, 491-514.  
Figure 2.4.1-4 Sample IM-Based Limit State Rule 
 
Source: Vamvatsikos, D., & Cornell, C.  (2002).  Incremental dynamic analysis.  Earthquake Engineering and 
Structural Dynamics, 31, 491-514.  
on FEMA structural performance level limit quantities, a vertical line can be drawn on the IDA 
curve beyond which the structure is said to violate the limit state.  In this way, Immediate 
Occupancy and Operational performance levels can be quickly illustrated on the curve by 
drawing a vertical line at the appropriate DM value.  In the case where a limit state line crosses 
the IDA curve at multiple locations, the governing case can be chosen based on the coordinate 
for which the IM value is the lowest.  IM-based rules are used to assess a structure’s collapse 
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capacity:   the collapse prevention performance level.  A horizontal line is drawn on the IDA 
curve at a constant IM level above which the structure is considered collapsing and below which 
the structure is non-collapsing (Vamvatsikos & Cornell, 2002).  The IM level for which the 
defining collapse prevention line is drawn occurs when either the straight line tangent slope 
between two consecutive points is less than 20% of the initial elastic slope or the peak interstory 
drift ratio exceeds 10%, whichever occurs first in terms of IM values (FEMA 350, 2000).   
Implementing these performance level definitions into the IDA curve yields an even more 
effective tool.  At the location of intersection between the limit state line and the IDA curve the 
performance of the structure can be immediately evaluated based on the hazard conditions and 
the structural performance either accepted or rejected based on the originally defined 
performance objective.  In this way, we see that IDA curves are highly useful graphical and 
analytical tools that fit well into the framework of PBSD. 
The IDA procedure has also found a place within the FEMA 350 (2000) guidelines.  
Unlike the method proposed by Vamvatsikos and Cornell (2002 & 2004), the FEMA 350 method 
does not suggest curve interpolation and suggests that only the median of the IDA curve set need 
be calculated rather than the various fractile curves presented above.  Further, FEMA 350 (2000) 
utilizes incremental dynamic analysis only for the evaluation of global stability capacity.  While 
IDA is certainly particularly well suited to evaluating the collapse of the structure, the steps 
provided above whereby other performance levels can be evaluated are important additions.   
We now turn our attention to how IDA can be practically implemented to solve design 
problems within a PBSD context.  The example considered, while not as rigorous in method as 
that proposed by Vamvatsikos and Cornell (2002 & 2004), nonetheless provides useful insight.  
The nature of PBSD leads design problems towards what can be termed a system identification 
problem.  By selecting performance objectives for a building with known geometry, the only gap 
to be filled is the design of the LFRS.  Performance objectives define both the seismic hazard 
and the desired structural damage limit states and so it is the engineer’s task to design a system 
that, subjected to the given seismic hazard, will probabilistically achieve the performance 
desired.  IDA curves are well suited to helping the designer fill in these gaps. 
The process begins by developing a “target” IDA curve (van de Lindt, Pei, & Liu, 2008).  
This curve is constructed by plotting points corresponding to the desired performance objective:  
a drift limit and its associated first period 5%-damped spectral acceleration constitutes a single 
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point and represents a single performance objective.  For this example, three such points are 
plotted, each representing a discrete performance level.  Straight lines connect the individual 
points and represent the target IDA curve.  The development of such a curve allows the engineer 
to determine an optimum design (in regard to the proportioning of the LFRS given the hazard 
and drift limit) at numerous seismic intensities.  The example utilizes the 16% fractile IDA curve 
concept introduced above and essentially uses it as a measure of exceedance probability; which 
is to say that should the design adhere to the 16% fractile target IDA curve, the resulting design 
will have an 84% probability of not having its capacity exceeded.  
 The system identification procedure is a process where IDA is used to back out specified 
model parameters that will, ideally, lead the model to conform to the predefined target IDA 
curve (van de Lindt et al., 2008).  Model parameters, in this case, refer to parameters that define 
the hysteresis model used in the global structure model.  The hysteresis model used has ten 
parameters that define it, but by utilizing a response data base of tested structural assemblies 
(wood shear walls, in this case) it was found that nine parameters can be determined by empirical 
relationships from a single parameter:  initial stiffness, K0 (van de Lindt et al., 2008).  The 
procedure, then, is to begin by selecting a single point on the target IDA curve.  Next, a single 
earthquake record (of a suite of 20) is scaled to the IM defined by the point on the target curve.  
Last, a nonlinear time-history analysis is executed that will determine the initial stiffness that 
satisfies the target DM given the target IM (van de Lindt et al., 2008).   
 The model parameter determined by the analysis is not calculated on a deterministic 
basis.  Rather, the initial stiffness, K0, or other parameter of interest is calculated based on a 
random variable, Xp, from the conditional probability equation (van de Lindt et al., 2008): 
௧ܲ െ ߯ሺܨ௑௣ሺݔ|ܵ, ܧሻሻ ൌ 0 Equation 2.4.1-1 
where Pt is the target probability value, FXp is the conditional cumulative distribution function 
(CDF), E is the seismic loading (ground motion records), χ is the general operator on the 
performance distribution that will yield the target probability, and S are the parameters of the 
nonlinear model.  By defining a target probability of exceedance, say 16%, one can calculate an 
S (where K0 is of particular interest) that satisfies the conditional probability equation given with 
a corresponding CDF.  By executing the system identification procedure for each point on the 
target IDA curve for all ground motion records considered, a statistical distribution of the model 
parameter of interest can be generated. 
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From a chart of K0 versus CDF, discrete points can be chosen that satisfy the probability 
of exceedance desired.  This chart forms a curve of all possible system designs that satisfy the 
DM given IM requirements of the target IDA curve in terms of their respective exceedance 
probabilities.  In this way, the IDA process can be a probabilistic design tool that is well suited to 
evaluating a structure’s ability to meet a predefined PBSD performance objective.  By selecting a 
point on the CDF versus K0 graph, the initial stiffness value conforming to the desired IM, DM, 
and probability of exceedance can be determined and from that initial stiffness the other nine 
parameters for the system can be deduced.  With these properties in hand, the engineer can 
design the system.  Finally, with all system properties defined, a full incremental dynamic 
analysis procedure can be run and compared to the target IDA curve.  The actual IDA curve 
developed is deemed acceptable if it at least exceeds (in terms of IM) the target IDA curve. 
2.5 Assessing Confidence 
No matter the analysis procedure used, the important final step of any performance 
objective evaluation procedure is the computation of a level of confidence associated with the 
probability that a structure will have less than a specified probability of exceedance of a desired 
performance level.  One can never be absolutely certain that the level of seismic hazard used to 
evaluate performance is absolutely the level of seismic hazard the structure will experience 
during its life.  Therefore, probability of exceedance, or mean annual frequency (MAF) of 
exceedance, is critical for determining the likelihood that the performance objective the analysis 
has verified will actually be met and our confidence in that likelihood.  Multiple routes to this 
end exist, though most begin by computing a confidence parameter, λ (FEMA 350, 2000): 
ߣ ൌ ఊఊೌ஽
ఝ஼
 Equation 2.5-1 
where C is a median estimate of capacity, D is calculated demand, γ is the demand variability 
factor, γa is the analysis uncertainty factor, and φ is a resistance factor that accounts for 
uncertainty.  The confidence parameter should be computed for each response quantity used to 
evaluate performance and lower values of λ correspond to higher levels of confidence.  FEMA 
350 (2000) terms this consideration demand and resistance factor design (DRFD).  The demand 
variability factor accounts for the uncertainty in actual earthquake ground motion and varies 
based on performance objective selected and height of the structure.  The analysis uncertainty 
factor accounts for the bias and uncertainty of the analytical procedure used.  The value 
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computed for λ by the above equation can be used in the next equation to extract a confidence 
level, q, from a set of tabulated values developed by FEMA 350 (2000).  The following equation 
is back-calculated for KX from which a confidence level, q, can be determined (FEMA 350, 
2000): 
ߣ ൌ ݁ି௕ఉೆ೅ሺ௄ೣି
ೖഁೆ೅
మ
ሻ Equation 2.5-2 
where b is a coefficient relating the incremental change in demand to an incremental change in 
ground shaking intensity at the hazard level of interest, βUT is an uncertainty measure equal to the 
vector sum of the logarithmic standard deviation of the variations in demand and capacity 
resulting from uncertainty, k is the slope of the hazard curve in ln-ln coordinates at the hazard 
level of interest, and KX is the standard Gaussian variate associated with probability x of not 
being exceeded as a function of the number of standard deviations above or below the mean 
found in standard probability tables.  Procedures for computing the unknown individual 
quantities are given in FEMA 350 (2000).  The previous equation can be evaluated by the 
designer for each individual circumstance such that a set of unique confidence level values, q, 
can be determined.  However, the effort associated with such a task is considerable and generally 
the effort expended will not be rewarded with a proportional improvement in confidence.  
Therefore, making good use of the values tabulated in FEMA 350 (2000) is the most efficient 
route for establishing a confidence level. 
 The other way to satisfy the probabilistic demands of PBSD is to compute an MAF of 
exceedance.  A mean annual frequency of exceedance is a quantity from which a return period 
can be computed where the return period is equal to the inverse of the MAF.  FEMA documents 
state hazard levels corresponding to performance objectives in terms of return period:  72 years 
for Immediate Occupancy, 475 years for Life Safety, and 2475 years for Collapse Prevention 
(FEMA 273, 1997).  These return periods are based on the 50 year probabilities of exceedance 
given previously. This procedure is particularly useful when ground motion records are involved.  
The response of a structure due to a suite of ground motion records can be expressed as the MAF 
of exceeding a pre-defined performance parameter given the seismic hazard.  “Using the 
geometry and location with respect to the site of all possible seismic sources, the probability 
distribution of earthquake magnitudes at each source and attenuation relationships, a 
conventional probabilistic seismic hazard analysis permits the estimations of the MAF of 
exceedance of a certain peak ground motion parameter by integration over all possible sources, 
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earthquake magnitudes and distances” (Ruiz-Garcia & Miranda, 2007).  Such an integration may 
take the F form of ( ragiadakis & Papadrakakis, 2008): 
ߣሺܧܦܲ ൐ ݁݀݌ሻ ൌ ׬ ሾ1 െ ܲሺܧܦܲ ൐ ݁݀݌/ܫܯ ൌ ݅݉ሻሿ ቚ
ௗఒሺூெሻ
ௗூெ
ቚஶ଴ ݀ܫ Equation 2.5-3 
where λ is the MAF of a limit state,  EDP is the structure’s capacity for a given engineering 
demand parameter, edp is the demand due to ground shaking of the same engineering demand 
parameter, the term P(EDP>edp/IM=im) is the limit-state probability that EDP exceeds a 
threshold value conditional on the given intensity value im, and the second term in the above 
equation is the mean annual rate of ground motion intensity, IM, or the slope of the hazard curve.  
The hazard curve is “the MAF of exceedance computed for a wide range of pseudo-acceleration 
spectral ordinates” which is the primary result of a conventional probabilistic seismic hazard 
analysis (Ruiz-Garcia & Miranda, 2007).   The integral can be evaluated by combining 
information taken from the structural analysis and information produced by seismologists.  By 
taking the inverse of the resulting λ value, the earthquake return period in years can be calculated 
and then compared to the specified return periods given by FEMA 273 to check for compliance 
with the performance objectives.  The execution of the foregoing procedure is a useful method 
for taking into account the record to record variability of a suite of ground motions and arriving 
at a probabilistic solution.  
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CHAPTER 3 - Optimization 
Though the documents that have defined the framework for PBSD have not mentioned it 
directly, structural optimization is clearly a logical extension of the stated goals of PBSD:  
minimize cost while minimizing risk.  A structural optimization scheme is, at its most basic, a 
process where the goal is to achieve a workable structural system at a minimum of expense.  
Optimization schemes become more specialized, and often more complex, depending on how 
one defines “expense” and what constitutes a “workable structural system” in each particular 
situation.  Typically, these definitions tend to be expansive and result in a scheme that seeks to 
achieve an optimum solution given several objectives.  Many or all of these several objectives 
may be in direct competition with another, i.e., it is not possible to minimize/maximize them 
simultaneously.  Such a situation is termed a multi-objective optimization procedure, and defines 
the type of problem almost always at hand when working within a PBSD framework.  The aim of 
this section is to establish a foundation of understanding and frame of possibility when working 
with PBSD structural optimization problems.  Subsequent sections will consider the basis for 
structural optimization, examine the algorithms necessary to implement an optimization 
procedure, determine the fundamental parts of any optimization procedure, and finally consider 
unique aspects to optimization for different system materials. 
3.1 Priorities & Purpose 
It is not possible to purchase the best possible product at the absolute lowest possible 
cost.  In all products, systems, and services, the buyer must forge a compromise by asking some 
variation of the question:  What drop in quality is acceptable, and at what price?  The nature of 
structural optimization is the same:  what quality of structural system can be accepted given its 
price.  This quandary can be stated within a PBSD framework as seeking an optimized seismic 
design that achieves a balanced minimization of two (or more) general competing objectives 
which are monetary investment and seismic risk (Liu, Burns, & Wen, 2005).  A “balanced 
minimization” is a solution that does not disproportionately sacrifice one competing objective in 
favor of the other, but rather a solution that has been arrived at by compromising equally on both 
objectives.  An ideal methodology would not only find a set of agreeable solutions but would 
also produce a tool that that could be used to evaluate the tradeoffs between solutions and form a 
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basis of decision making (Foley et al., 2007).  Such tools could be brought to owners and other 
stakeholders and would allow them to make informed decisions, not only about the level of risk 
they are willing to accept but also, specifically, how much money that risk could end up costing.  
Thus the appeal of adding an optimization procedure to a design/analysis routine:  actual, 
probability based hard cost data that directly reflect the consequences of various design 
decisions. 
3.2 Solution Engines 
As exciting as the results of a well-founded structural optimization procedure may be, the 
actual execution of such a procedure is no easy task.  Effective optimization procedures are 
highly iterative and involve the trial of perhaps thousands of different design alternatives.  Not 
only must sufficiently random design alternatives be generated, each and every alternative must 
be fully analyzed to check for performance objective compliance.  The computational burden of 
such a procedure is, in simple practical terms, entirely beyond the ability of an individual.  As 
such, algorithms have been developed that efficiently execute the steps necessary to execute a 
meaningful optimization procedure.  These algorithms, termed either Genetic Algorithms or 
Evolutionary Strategies, are the subject of the next sections. 
3.2.1 Genetic Algorithms 
A set of optimum solutions that have been reached by exhausting all (or a great many) of 
the possible solutions is desired.  Additionally, the optimization scheme should reflect the 
probabilistic nature of performance critical to the foundation of PBSD philosophy.  Genetic 
algorithms, in use since the 1960s, are solution engines by which the desired results can be 
achieved.  Genetic algorithms are search and optimization engines that are able to consider 
multiple objectives both simultaneously and separately using the survival of the fittest principle 
common in the biological sciences.  GAs have been widely and effectively utilized in a broad 
range of engineering applications.  They are particularly valuable because of their ability to 
handle discrete valued design variables without trouble.  This ability is particularly critical when 
we consider the optimization of a steel moment resisting frame.  The ability to handle discrete 
valued design variables means that GAs are able to handle the standard commercially available 
rolled steel sections and their respective properties.  Additionally, because genetic algorithms are 
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able to maintain a large number of solutions concurrently, a wide distribution of optimized 
solutions can be obtained by running the algorithm a single time (Liu, Burns, & Wen, 2006). 
Gaining insight into how GAs work is important for understanding the nature of their 
results.  They operate on solutions that are built onto chromosomes, or genotypic representations, 
from their original data values, which are termed phenotypic representations.  These 
representations are illustrated graphically in Figure 3.2.1-1. 
Figure 3.2.1-1 Graphical Representation of GA Chromosomes 
 
Source: Liu, M., & Burns, S., & Wen, Y.  (2006, January).  Genetic algorithm based construction-conscious 
minimum weight design of seismic steel moment-resisting frames.  Journal of Structural Engineering, 
50-58. 
 
 
These chromosomes decode to the configurations and section properties of the individual 
members that compose the frame or frames.  GAs begin their run from an initial set of possible 
solutions, termed a population, that are randomly made.  The size and treatment of this initial 
population is an important component in setting up an efficient run.  Taking the current (initial, 
at this point) population, each solution is evaluated for the pre-defined objective functions and its 
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relative merit within the population is measured by a fitness value.  The individual fitness value 
of each of the population solutions is evaluated and the solutions with the best (highest) fitness 
values are chosen by the GA using a selection operation.  The selected solutions are used to 
populate a new mating pool.  The second unique GA operation, crossover, is executed on the 
solutions in the new mating pool.  In a crossover operation, two parent solutions in the mating 
pool are selected at random and their respective data values interchanged based on a prescribed 
crossover probability.  The new solutions resulting from the crossover operation are termed, not 
surprisingly, offspring.  The purpose of the crossover operation is, hopefully, to effectively breed 
a better generation of solutions by randomly recombining the best attributes of the generation of 
solutions previous.  Next, the third unique GA operation is executed:  mutation.  Mutation is a 
process by which the chromosome value of an offspring solution at one or more randomly 
selected locations is changed according to a predefined mutation probability.  The goal of the 
mutation operation is to introduce new variability in the procedure that may not be discovered 
using crossover and selection procedures.  Increasing variability helps to unleash new solution 
possibilities and increase the likelihood of reaching the best possible solution.  After all three 
basic operations have been completed, an entirely new solution generation, derived from the 
initial population, has been reached.  The execution of the GA consists of a repetition of this 
process until a predefined termination condition is reached.  Examples of termination conditions 
are when the maximum number of generations has been reached or when the improvement 
between consecutive optimized solution generations is negligible (Liu et al., 2006). 
Because the optimization problems faced within a PBSD context are almost always 
multi-objective in nature, we must define a single measure of merit that can be extended to 
describe the relative merit of all solutions taking into consideration all relevant objectives.  The 
measure of merit is termed a fitness measure and the method for applying this fitness measure is 
termed the nondominating sorting technique.  The nondominating sorting technique is a 
procedure in which all solutions in a population are ranked.  Considering any given population, a 
solution is dominated if there is another solution in that same population that is better in at least 
one objective and no worse in all others.  All solutions in a population that are not dominated are 
considered a nondominated subset.  The nondominated subset solutions are each assigned a rank 
of one and then, for the time being, removed from the population.  The next collection of 
solutions that are not dominated are grouped into another nondominated subset, assigned a rank 
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of two, and again temporarily deleted from the population.  This process continues until each 
member of the population has been assigned a rank number.  The lower number the rank, the 
higher the fitness (Liu et al., 2006).  Thus, solutions within the populations given a rank of one 
are considered the fittest, or best considering the objectives at hand, solutions, pending future 
generations.  In this way we are able to assign every solution in the population a relative rank of 
merit that simultaneously considers all objectives. 
The final component that will solidify our understanding of the nature of genetic 
algorithms is the concept of elitism.  An elitist is the best possible solution in a single generation.  
Elitists are usually the nondominated solutions – having a rank of one – for a given generation.  
Given this high level of merit, it is desirable that elitists are kept from generation to generation 
such that their properties can be spread to other candidate solutions using the three operations 
defined above.  Given the random nature of the GA procedure, it is entirely possible that elitists 
may be accidentally corrupted or lost as the population passes from generation to generation.  
This is certainly undesirable and it has been shown that retention of elitist solutions is critical for 
improving the results of an optimization procedure.  As such, it is generally proposed that a 
special procedure is added that will ensure the retention of GA solutions.  One such procedure is 
to forcibly insert elitists from the previous generation back into the current, or offspring 
generation.  This is done after the three basic operations have been performed.  The GA then 
gathers an up-to-date list of elitists that includes those from the last generation as well as newly 
determined elitists within the first nondominated subset of the current generation (Liu et al., 
2006).  In this way, the best possible solutions are preserved from one generation to the next, 
which helps the overall procedure converge to the best possible solution as quickly as possible. 
3.2.2 Evolution Strategies 
 An evolution strategies (ES) algorithm is another option for a multi-objective 
optimization problem solution engine.  ESs are similar to GAs and many of the topics introduced 
above can be applied here as well.  In particular, ESs also use the same three basic 
nondeterministic operators:  selection, mutation, and crossover (or recombination).  In addition, 
both solution engines are able to work simultaneously with a large population of design points.  
However, a notable difference between the two is that ESs reach a higher rate of convergence 
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and generally are considered more efficient than GAs for solving real world problems 
(Papadrakakis, Lagaros, Thierauf, & Cai, 1998).  
 The first notable difference between the ES and GA is in the fashion in which the ES runs 
the mutation operation.  Mutation, which is enacted within one generation rather than between 
two generations, is best described by a probability distribution in which small changes happen 
frequently but large changes occur only rarely.  The difficulty in effectively coding this desired 
behavior lies in determining what is known as the step length.  Step lengths that are too small 
cause the algorithm to become inefficient and run an unnecessarily large number of iterations.  
Conversely, if the step length is too large, the procedure will never meaningfully converge to the 
solution.  The solution to this problem, a self-adapting search mechanism, plays a large part in 
making the ES more efficient than the GA.  Built into the ES algorithm is the rule that 20% of all 
mutations should be successful mutations (Papadrakakis et al., 1998).  Additionally, constraints 
can be placed within the algorithm that will either increase or decrease this proportion as 
necessary at intervals (i.e. number of mutations) defined by the analyst.  ES procedures can be 
continuous or discrete in nature.  As indicated previously, it is generally more desirable in the 
context of structural optimization, and particularly for the optimization of steel structures, to deal 
with variables in a discrete fashion.  For this case, the mutation vector does not change all 
components of the previous solution, but will randomly change only a few at each execution of 
the mutation operator.  For continuous cases, the mutation operator carries a possibility that all 
components will be changed each time but usually only by a small amount (Papadrakakis et al., 
1998).  In certain instances, particularly in the case of reinforced concrete structures, the use of a 
continuous ES may be useful. 
 Finally, we should keep in mind that there are two different types of ES.  The first is 
(μ+λ)-ES and the second is (μ,λ)-ES where μ corresponds to the parent solutions that will 
produce λ offspring.  In the first case, the best μ individual solutions are chosen from a 
temporary population of parent and offspring solutions to form the parents of the next 
generation.  In the second case, the μ individuals produce λ offspring, where there are fewer μ 
than λ, and the selection operation creates a new population of μ individual solutions from the 
pool of λ offspring only.  Thus, in the first case the life of each individual is not limited to a 
single generation, while in the second the life of each individual solution will last only one 
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generation (Papadrakakis et al., 1998).  Choosing between the two options is mostly a matter of 
individual preference, though if there is any advantage a slight one rests with the (μ+λ)-ES type.   
 In either case, and in GAs as well, the numbers of parents and offspring, or the size of the 
population, has a large impact on the overall computational efficiency of the algorithm.  In fact, 
the purposed advantage of a very large data base is, in the sense of producing the best quality 
final design, “practically not exploitable” (Fragiadakis & Papadrakakis, 2008).  This is due to the 
fact that extremely large populations confuse the optimizer because the huge breadth of solutions 
does not allow the algorithm to explore a sufficient depth of possible solutions.  The result is that 
the optimizer becomes confined in a cycle of repetitive, probably purposeless structural analyses 
that is incapable of producing a final result of acceptable quality.  An enhancement to the 
standard algorithm that will solve this problem is multi-database cascade optimization.  
Cascading allows the analyst to split the initial large population into several smaller populations 
by deactivating some entries.  This way, several coarser data bases are constructed and all 
possibilities of the initial large database are preserved.  The individual populations are 
considered by the optimizer in successive stages and information between successive stages is 
shared.  This means that when each individual population has gone through the optimization 
procedure, the sub-populations are recombined and new sub-populations are created, again by 
deactivating some entries.  In this way, each step of the cascading process yields denser solutions 
and the procedure can still converge to a high quality final result (Fragiadakis & Papadrakakis, 
2008).   
3.2.3 Pareto Fronts 
 A final, very useful addition to either a GA or ES process is to include the development 
of an optimal Pareto front.  Pareto fronts are graphical tools that can be used to illustrate the 
distribution of a set of solutions.  Most often, Pareto fronts are drawn from the individual points 
comprising the highest ranked nondominated subset (elitists) of the current generation.  These 
solution points are plotted according to their respective ordinate values on a coordinate plain, the 
axes of which correspond to the objectives being pursued.  Because the highest degree of 
minimization possible for each objective is sought, the origin of this defined plain, termed 
objective space, represents the best possible solution (though we should keep in mind that 
simultaneous total minimization is not actually possible).  Therefore, solutions closest to the 
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origin are the best, or fittest, solutions.  While this sounds neatly organized, the actual output of 
elitist solutions plotted in objective space is anything but, as the solution points form a scattered 
“cloud” of possibilities.  We need a way to summarize the solution cloud into a decision-making 
curve so that the trade-offs between adjacent designs can clearly be seen.  The best way to 
accomplish this is to draw a Pareto front (Foley et al., 2007). 
 A Pareto front should indicate the fitness of individual solution points such that solutions 
closer to the origin have higher fitness and populations with higher fitness should have greater 
dispersion in objective space (Foley et al., 2007).  The first Pareto front objective is transparent, 
but the second deserves some elaboration.  It is preferable that our final population of optimized 
solutions takes into account the full range of possibility.  As the optimization procedure 
progresses, there will invariably be give and take between competing solutions, the result of 
which will be that some solutions are better suited to satisfying Objective A over Objective B, 
and vice-versa.  In terms of objective space, this is the equivalent of saying that some solutions 
will hew more closely to one axis than to the other.  In order to capture this output behavior, it is 
important that the Pareto front is wide, in the sense that it extends from axis to axis and includes 
all the solutions, including those that have leaned closer to satisfying one objective over the 
other.  The opposite of this is termed clustering, and is to be avoided for the sake of diversity of 
solutions.  One option to avoid clustering is to include a coefficient in the objective statement 
that forces the GA or ES to keep moving along the Pareto front (Rojas, Pezeshk, & Foley, 2008).  
Thus, we are able to arrive at a solution with a wide range of solutions all of which fall on the 
same Pareto front optimality curve. 
 We now consider how to construct an effective Pareto front using the radial fitness 
formulation for two arbitrary competing design objectives, A and B, where A and B represent the 
axes that bound the objective space.  We can define the location of the Pareto front curve based 
on a position vect  d f as (F t 007or e ined oley e  al., 2 ): 
ܴ௜ ൌ ඥሺܣ௠௔௫ െ ܣ௜ሻଶ ൅ ሺܤ௠௔௫ െ ܤ௜ሻଶ  Equation 3.3.3-1 
Here, Amax and Bmax are ordinates that define some solution point C, which itself represents the 
solution within the population that is the greatest distance from the origin.  The radial distance of 
the ith solution, then, is merely the distance separating the worst design from the design 
considered, where the design considered is described by its ordinates Ai and Bi.  Therefore, the 
optimal Pareto front for a given population, a population drawn from the nondominated subset, is 
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defined by minimizing the quantity 1/R for all solution points (Foley et al., 2007).  The curve 
then defined by the radial distance satisfying the 1/R minimization constraint is the optimal 
Pareto front.  This principle is illustrated graphically in Figure 3.2.3-1.  Developing the Pareto 
front curve simplifies the cloud of solutions into a single curve that can easily be used to make 
decisions regarding design trade-offs.   
Figure 3.2.3-1 Sample Optimal Pareto Front Curve 
 
  
Source: Foley, C., & Pezeshk, S., & Alimoradi, A.  (2007, June).  Probabilistic performance-based optimal design 
of steel moment-resisting frames.  I:  Formulation.  Journal of Structural Engineering, 757-766. 
Objective space will be of the same dimension as the quantity of objectives pursued.  
Thus, objective space will be two dimensional for two competing objective functions, three 
dimensional for three competing objective functions, and so forth.  While this can become 
spatially complex, the same procedure for defining the Pareto front can be used. 
3.2.4 Execution 
Now that all relevant components for an optimization have been sufficiently defined, the 
process by which an optimization procedure is executed is considered.  Among the tasks at hand 
are to generate a population of potential solutions, analyze these solutions, check constraints, 
generate offspring, analyze the new generation, check constraints, and repeat until the 
termination definition has been met.  Clearly, two separate components make up the full 
procedure:  an analysis routine and an optimization routine.  The analysis routine may be the 
execution of any one procedure from the four general categories of analysis methods presented 
above.  The optimization routine may utilize either of the algorithms already presented, and will 
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include the three basic operations as well as the generation of a Pareto front for fitness 
determination.   
At each step in the optimization, it becomes necessary to halt the optimization program 
and extract the relevant data for use in an analysis program.  The possible solutions generated by 
the optimization program are each evaluated by the analysis program for conformance with the 
predefined constraints.  The relevant response data – that is, the constraint measures determined 
from analysis – is taken from the analytical output and used to compute the objective functions 
for each design.  The objective functions are analyzed in order to assign appropriate fitness to 
each solution, and the optimization cycle begins again (Ganzerli, Pantelides, & Reavely, 2000).  
The analysis includes not only determination of response quantities but also to check frame 
capacity and determine if the possible solution developed by the algorithm is even feasible 
(Fragiadakis & Papadrakakis, 2008).  In this way the overall routine progresses:  generate 
possible design solutions, analyze those solutions, check fitness based on analysis results, and 
generate new possible design solutions using the three GA or ES operations. This procedure 
continues until the termination point, some options for which were mentioned previously, is 
reached.  It is important to note that appropriate solutions take a good deal of time to find.  In 
fact, throughout the literature it is common to see the optimization procedure enacted for up to 
200 generations before an acceptable Pareto front is developed. 
3.3 Objective Problem Formulation 
The tools explored in the preceding sections are common to all optimization problems:  a 
solution engine must be used to evaluate an objective function, while a Pareto front illustrates the 
trade-offs inherent in the solutions given by the solution engine.  The aspect unique to each 
optimization procedure, the objective problem formulation, is now considered.  An objective 
problem formulation is a statement that defines what objectives are being pursued, what 
behavioral constraints are being used to bound possible solutions, and what variables are being 
solved for.  The purpose of this section is to examine the various objectives, constraints, and 
variables used in optimization procedures.  By examining how and when they are implemented, 
the engineer can get a clear understanding as to the possibilities associated with structural 
optimization procedures. 
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3.3.1 Objectives 
The four basic types of objective functions are:  minimize initial cost, minimize damage 
cost or life cycle cost, maximize confidence levels, and minimize the level of damage.  The 
discussion of each of these individually is the focus of the following sections.  Throughout the 
optimization research literature, these four types of objective functions are regularly mixed and 
matched into various types of multi-objective optimization problems, depending on the driving 
goal of the engineer.  Designers particularly concerned with the high rate of variance of 
earthquake hazard may prefer a more probabilistically driven optimization procedure, leading to 
a confidence level maximization objective.  Those concerned with the trade-offs associated with 
present investment and future risk would want to consider an objective function that seeks to 
minimize either damage cost or life-cycle cost.  A discussion of what each objective consists of 
and how they are stated for inclusion in the solution engine routine follows. 
3.3.1.1 Initial Cost Minimization 
The most common objective among structural optimization procedures is the 
minimization of initial cost.  This objective is essentially always computed and its minimization 
is generally predicated upon the minimization of material weight.  For steel structures, the weight 
to be limited would strictly be that of the steel members, while for reinforced concrete structures 
the weight considered would consist of both the concrete and reinforcing steel.  Clearly, 
assuming that minimizing a structure’s weight directly minimizes its overall cost is something of 
a crude assumption.  However, while minimizing weight is not an exact prediction, it can be 
considered a good indicator of structural cost.  Work has been done, notably by Liu, Burns, and 
Wen (2005), to expand the definition of initial cost so as to include the added cost of design 
complexity.  Design complexity, for steel structures, can be roughly measured by the number of 
different standard sections used.  Reducing design complexity, measured by reducing section 
sizes, reduces cost for four reasons:  more connections can be duplicated; chance for erection 
error is reduced; fabrication processes can be simplified which leads to cost savings by 
increasing the number of assemblies that can be duplicated; and larger volumes of a single 
member size are more economical (Liu et al., 2006).  For such an objective, the GA or ES groups 
the Pareto front solutions both in terms of initial cost and number of section types.  The 
minimization of the number of section types thus does not exactly receive its own objective 
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function, but rather is included by appropriate sorting of the results.  Another attempt to directly 
integrate complexity considerations into initial cost objective functions is (Alimoradi et al., 
2004): 
ܥ௜௡௜௧௜௔௟ ൌ ߙ ௖ܹ௢௟ ൅ ߚ ௕ܹ௘௔௠ ൅ ߯ ௖ܰ௢௡௡ Equation 3.3.1.1-1 
where Cinitial is total initial cost, α is the cost per pound of column members, β is the cost per 
pound for beam members, and χ is a cost multiplier for each connection at the beam ends.  In this 
way, the cost of costly complex connections can be directly considered rather than approximated.  
More often, however, initial cost will be assumed to be directly proportional to the weight of the 
structure.  Thus, the objective function formulation may not directly mention cost, but rather will 
seek to minimize eight h fo a e cture may be written as (Foley et al., 2007):  w , whic r  ste l stru
ܥ௜௡௜௧௜௔௟ ן ∑ ߩ௜ܣ௜ܮ௜ ൎ ௖ܸ௢௟ ൅ ௕ܸ௘௔௠௦
ே೘೐೘
௜ୀଵ  Equation 3.3.1.1-2 
where ρi is the material weight density, Ai is the cross-sectional area of the member and Li is 
length of the member, which can be similarly expressed as the total volume of columns and 
beams, as shown on the right side of the equation.  As noted, initial construction cost for 
reinforced concrete structures must include the weight – and cost, by including an appropriate 
cost multiplier – of the concrete as well as the weight of the reinforcing steel (Ganzerli et al., 
2000): 
ܥ ൌ ܥ௖ ௖ܸ ൅ ܥ௦ ௦ܹ Equation 3.3.1.1-3 
where Cc is the cost per volume of concrete, Vc is the volume of concrete, Cs is the cost per 
weight of reinforcing steel, and Ws is the weight of the reinforcing steel.  This fundamental 
equation can be expanded by explicitly stating the volumes and weights (Fragiadakis & 
Papadrakakis, 2008): 
ܥ ൌ ܥ௖ ൅ ܥ௦ ൌ ∑ ݓ௖ܾ௜݄௜ܮ௜ ൅ ∑ ݓ௦ே௜
ே
௜ ሺܣௌଵ,௜ ൅ ܣௌଶ,௜ሻܮ௜ Equation 3.3.1.1-4 
where wc is the unit cost of concrete, ws is the unit cost of steel, bi and hi are section dimensions 
of the members and Li is that member’s length, and A1,i and A2,i are the top and bottom 
reinforcement, respectively.   
 Minimization of initial cost is the most basic objective function.  Achieving the 
lowest upfront cost is an easy sell to owners and stakeholders, though inclusion of a Pareto front 
with any of the remaining types of objective functions can illustrate to the same parties what 
trade-offs they are making by agreeing to the least expensive design alternative. 
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3.3.1.2 Damage Cost Minimization 
Selection of damage cost – or limit state cost, as it is sometimes called – as an objective 
function requires that the analyst be able to directly relate structural response, due to anticipated 
earthquake hazard, to the amount of structural damage and the cost associated with that damage.  
Damage, or limit state, cost for the ith limit state has many individual components and could be 
expressed as (Lag oar s & Fragiadakis, 2007): 
ܥ௅ௌ
௜ ൌ ܥௗ௔௠
௜ ൅ ܥ௖௢௡௜ ൅ ܥ௥௘௡௜ ൅ ܥ௜௡௖
௜ ൅ ܥ௜௡௝
௜ ൅ ܥ௙௔௧
௜  Equation 3.3.1.2-1 
where Cdam is the damage repair cost, Ccon is the loss of contents cost, Cren is the loss of rental 
cost, Cinc is the income loss cost, Cinj is the cost of injuries, Cfat is the cost of human fatality.  We 
may think of limit state cost as being divided into two areas:  direct loss and indirect loss.  The 
first two terms, Cdam and Ccon, constitute the direct loss associated with earthquake damage, 
while the remaining four parameters quantify indirect monetary loss.  Whether or not indirect 
cost is included, determining total expected damage cost can be a complex procedure.  Two 
different ways to compute and analyze expected future damage cost are in terms of life cycle cost 
and in terms of equivalent annual losses (EAL). 
 Effectively computing expected limit state costs does not stop at estimating a cost per 
damage rate.  Rather, the ability to predict the probability of experiencing a seismic event while 
also predicting the severity of that event must occur.  In addition, the structure’s ability to 
respond to both mild and severe events must be considered before the assigning costs to damage 
quantities can begin.  Total expected limit state cost, including both direct and indirect costs, 
may be generally expressed as (Zou et al., 2007): 
௅݂ௌ ൌ ∑ ௥ܲܮ௥
ேೝ
௥ୀଵ  Equation 3.3.1.2-2 
where Pr is the occurrence probability of an earthquake at the rth performance (or, equivalently, 
hazard level) level and Lr is the expected structural failure loss for the rth performance level.  
The occurrence probability for each performance level can be determined by referencing the 
probabilistic hazard levels and earthquake probabilities of exceedance given by FEMA 356 
(2000). 
 Developing a procedure through which the expected structural failure loss can be 
computed is the first focus.  To compute Lr, two things are required:  express damage in terms of 
some response quantity, and define “damage” in discrete, quantifiable terms.  Both tasks can be 
accomplished by pegging five discrete damage states to corresponding ranges of interstory drift.  
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The five discrete damage states, negligible, slight, moderate, extensive, and complete are 
respectively represented  , 2007):  by the vector (Zou et al.
ܣ ൌ ሼܣଵ, ܣଶ, ܣଷ, ܣସ, ܣହሽ Equation 3.3.1.2-3 
and each damage state is defined by an ascending range of interstory drift values.  Thus, 
qualitative damage states organized according to quantified levels of structural response have 
been introduced.  Two helpful assumptions are made:  first, direct damage cost is linearly related 
to initial material cost, and second that indirect damage cost can be estimated by the ratio of 
indirect loss to direct loss for each of the five damage states.  Sample values for determining 
damage state and structural loss are shown in Table 3.3.1.2-1.   
Table 3.3.1.2-1 Damage States and Associated Losses 
State of Damage Negligible Slight Moderate Severe Complete 
Interstory Drift (%) < 1.0 1.0 - 2.0 2.0 - 4.0 4.0 – 10.0 > 10.0 
Ratio of Direct Loss 
to Initial Material 
Cost 
0.02 0.10 0.30 0.70 1.00 
Ratio of Indirect 
Loss to Direct Loss 
0.0 0.0 1.0 – 10.0 10.0 - 50.0 50.0 – 200.0 
 Source: Zou, X., & Chan, C., & Wang, Q.  (2007, October).  Multiobjective optimization for performance-based 
design of reinforced concrete frames.  Journal of Structural Engineering, 1462-1473.  
By making these assumptions, it will be possible to express both direct and indirect losses in 
terms of a structural response parameter, interstory drift in this case.  These assumptions can be 
mathematically expressed as (Zou et al., 2007): 
ܮ௥ሺܣሻ ൌ ൣ∑ ܮ෨௤ሺܣ௤ହ௤ୀଵ ሻ൧ ௜݂௡௜௧௜௔௟ Equation 3.3.1.2-4  
which should be evaluated for each of the r performance levels being considered.  ܮ෨௤ is the total 
direct and indirect structural damage loss corresponding to one of the five discrete damage states, 
Aq, and finitial represents the total initial material cost.  Finally, by utilizing the indexed values of 
interstory drift used to define each discrete damage state, the total expected structural failure loss 
for each of the r performance levels can be expressed in terms of the jth interstory drift, τj, by 
(Zou et al., 2007): 
ܮ௥ሺ߬௝ሻ ൌ ൣ∑ ߤ௤ሺ߬௝ሻܮ෨௤ହ௤ୀଵ ൧ ௜݂௡௜௧௜௔௟  Equation 3.3.1.2-5 
where μq(τj) is a membership function relating the interstory drift at each of j stories to the five 
discrete damage level index values.  This expression of Lr is then incorporated into the 
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expression for fLS given above to determine the total structural damage cost associated with 
exceeding a certain damage state. 
 By utilizing the equations given and appropriate tabulated values, the total expected value 
of structural loss due to seismic hazard can be expressed as a fraction of initial cost.  Thus, a 
useful decision making curve could be generated:  initial material cost versus damage repair cost.  
However, the probabilistic nature of this method is ill-defined.  The expected damage cost is 
conditional only on a single earthquake:  the earthquake with intensity corresponding to the 
probability of occurrence in fifty years associated with a given performance objective.  The 
damage cost computed therefore corresponds to a quite narrow range of possibilities, in terms of 
seismic hazard, and places the cost as occurring merely at some point over the course of fifty 
years.  While this can be a useful method, perhaps a more useful output would quantify cost in 
terms of yearly probability over the life of the structure. 
 A procedure for establishing the minimization of equivalent annual losses as an objective 
function begins much the same way as the damage cost formulation given above:  five discrete 
damage states are defined according to corresponding ranges of interstory drift values.  To take 
into account the random nature of earthquake hazard, we must compute the conditional 
probability of being in or exceeding one of the five damage states, ds, given any engineering 
demand parameter, E jas et al., 2008): DP, by using the equation (Ro
ܲሾ݀ݏ|ܧܦܲሿ ൌ ߔ ቂ ଵ
ఉ೏ೞ
݈݊ ா஽௉
ா஽௉തതതതതത೏ೞ
ቃ Equation 3.3.1.2-6 
where ܧܦܲതതതതതതௗ௦ is the median value of the EDP being considered, Φ is the normal cumulative 
distribution function, and βds is the lognormal standard deviation of the EDP and ds considered.  
The EDP in this case is interstory drift.  Using this relationship, a time-based performance 
assessment can be used to determine EAL.  A time-based performance assessment is “an 
estimate of the probable earthquake loss, considering all potential earthquakes that may occur in 
a given time period, and the mean probability of the occurrence of each” (Rojas et al., 2008). 
 Using the probability distribution computed above, the total expected losses due to a 
given EDP ca e replacement cost (Rojas et al., 2008): n b computed as a percentage of building 
ܧሾܮ்|ܧܦܲሿ ൌ ∑ ܲሾܦܯ ൌ ݀ݏ௝ ቚܧܦܲሿܴܥௗ௦ೕ
ହ
௝ୀଵ  Equation 3.3.1.2-7 
where P[DM=dsj|EDP] is the probability that the damage measure will be equal to damage state 
j given a defined EDP, ܴܥௗ௦ೕis the repair cost due to damage state j.  The probability that the 
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damage measure will be equal to a given damage state for a defined EDP and the repair cost ratio 
due to damage state j can be determined using HAZUS fragility functions.  This procedure is 
repeated for each EDP of concern at each hazard level under consideration.  The equations so far 
given can be used to construct loss curves that give the probability of loss that would result from 
seismic events exhibiting a given intensity and return period. 
 Because the objective is to summarize and describe losses on an annual basis due to all 
potential earthquakes, the estimated losses from each hazard level must be aggregated.  
Aggregating these losses yields an annualized loss curve which is described by the equation 
(R s 0oja , et al., 2 08): 
ܲሾܮ் ሺ1 ݈|ܫܯሿሻ݀ߣሺܫܯሻ ൎ ∑ ሺ1 െ ܲሾܮ் ൑ ݈|ܫܯ௜
௡
௜ୀଵ ሿሻ߂ߣሺܫܯ௜ሻ Equation 3.3.1.2-8 ൐ ݈ሿ ൌ ׬ െ ܲሾܮ் ൑ఒ
where ሺ1 െ ܲሾܮ் ൑ ݈|ܫܯ௜ሿሻ is the probability of loss exceeding l for an earthquake with intensity 
IM, Δλ(IMi) is the mean annual recurrence interval of a given ground motion intensity, and n is 
the number of hazard levels considered.  By integrating the area under the curve drawn by the 
preceding equation, we arrive at the EAL as a percentage of building cost.  This point is 
illustrated in Figure 3.3.1.2-1. 
Figure 3.3.1.2-1 Equivalent Annual Loss Curve 
 
  
By implementing the EAL objective function into a multi-objective optimization 
procedure with minimization of initial weight as the competing objective, a Pareto front curve 
may be drawn to compute a return on investment (ROI) between two competing solutions.  The 
Source: Rojas, H., & Pezeshk, S., & Foley, C.  (2008, April).  Automated risk-based seismic design method for 
optimal structural and non-structural system performance.  Crossing Borders Structures 2008 Structures 
Conference. 
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objective space for an EAL versus initial weight scenario would have EAL on the abscissa and 
initial weight on the vertical axis.  Then, the horizontal distance between any two solutions 
would be the difference in annual benefit while the vertical distance between the same two 
solutions would be the additional initial cost.  Thus, by dividing annual benefit by the difference 
in initial cost we can compute the ROI for two alternative solutions (Rojas et al., 2008).  Put 
another way, ROI is equal to the inverse of the linear slope between any two solution points in 
objective space.  Return on investment is a very powerful decision making tool and can put 
design decisions before owners and stake holders in the most effective manner to make trade-off 
design decisions. 
3.3.1.3 Confidence Maximization 
 The third alternative for objective formulation is to require that confidence in structural 
response, for a presumed earthquake loading, is at its maximum level.  While FEMA documents 
state minimum levels of confidence that must be achieved for corresponding performance 
objectives, engineers prefer to be as confident as possible that the design is sufficiently able to 
resist the design loading - a certain level of damage will not be exceeded.  By comparing 
confidence to cost, for example, more expensive designs also have higher levels of confidence 
associated with their performance, and vice-versa.  In this way the engineer can provide owners 
and stakeholders with analytical information concerning the level of risk they are willing to 
accept.  The simplest way to state a confidence objective function is to minimize (Alimoradi et 
al., 2004): 
ܨ ൌ ଵ
௤಺ೀ
  Equation 3.3.1.3-1 
where qIO is the confidence level associated with the Immediate Occupancy performance 
objective.  By seeking to minimize the inverse of the confidence level we can stay consistent 
with the other types of objective functions, all of which aim to minimize rather than maximize 
their respective parameters.  Obviously, multiple confidence level objective functions could be 
stated and implemented, one for each performance objective being pursued. 
 Another way to consider confidence in performance as an objective is to pursue what is 
termed a “balanced design” objective (Foley et al., 2007).  This type of objective formulation is 
only useful when two different response parameters are being used to judge conformance with 
the chosen performance objectives.  An example pair would be interstory drift and column 
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compression force for steel moment frames.  The aim of a balanced design objective is to ensure 
that the confidence levels associated with each response parameter of interest are high and as 
close in value as possible.  Trying to match confidence levels is a boost towards economical 
designs as doing so would prevent one response parameter from overwhelmingly dominating the 
design requirements.  For the two example response parameters given above, a balanced design 
objective formulation may ta f Foley et al., 2007): ke the form o  (
ܨ ൌ ሺ௤಴಴ಷ
಺ೀ ି௤಺ೄವ
಺ೀ ሻమ
௤಺ೀ
 Equation 3.3.1.3-2 
where minimizing the foregoing equation is the objective.  The formulation seeks to maximize 
overall confidence, qIO, while simultaneously minimizing the difference in confidence levels 
between column compression force and interstory drift.  Accomplishing both tasks would 
minimize the objective function, F.  Again, similar objective functions could be written for other 
performance objectives and other response parameters.   
 Maximizing confidence is analogous to minimizing risk which itself is analogous to 
minimizing the variance of the structural response given the many uncertainties inherent in any 
earthquake engineering problem.  Another way to minimize risk is to attempt to minimize the 
standard deviation of the response, σresp.  Response deviation minimization is undertaken with 
the additional consideration that both the ground motion excitation and the structural material 
properties are random variables (Lagaros & Fragiadakis, 2007).  For this procedure, the mean 
spectrum and standard deviation of the expected ground motion are used to describe the 
structural demand.  Treating the design process as a statistical distribution of both capacity and 
demand possibilities, standard deviation acts to describe the level of certainty of the analytical 
output.  Minimizing uncertainty also minimizes risk, and can be used effectively to make 
informed design trade-off decisions. 
3.3.1.4 Damage Minimization 
As a simpler alternative, it may be advisable to strictly focus on limiting some response 
parameter that is indicative of structural damage, without necessarily computing a corresponding 
damage cost.  Response parameters that are good indicators of structural damage are interstory 
drift and plastic hinge rotation.  In particular, limiting a damage response parameter may be 
useful if the response parameter takes on a global, rather than a local, structural significance.  
This statement is driven by the observation that formation of a soft story and the subsequent 
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disproportionate accumulation of plastic deformation is a common cause of structural collapse 
(Grierson et al., 2006).  Designing a structure to drift uniformly over its height would remove the 
threat of soft story development, and therefore the pursuit of uniform interstory drift over the 
height of a structure is considered an erstwhile objective for preventing global structural damage.  
This objective may b te sta ed as (Grierson et al., 2006): 
݂ሺݔሻ ൌ ሾ ଵ
௡ೞ
∑ ሺ௩ೞ
಴ು ሻൊுೞ
௱಴ು ு
ሺ௫
ሺ௫ሻൊ
௡ೞ
௦ୀଵ
where ns is the number of stories, ݒ௦஼௉and ߂஼௉are the drift story s and the roof drift at the collapse 
prevention hazard level, respectively, Hs is the vertical distance from the base of the structure to 
story s, and H is the height of the structure.  A structure with perfectly uniform drift would result 
in the function f(x) being equal to zero.  The function essentially defines the coefficient of 
variation for the lateral drift of the structure.  Minimizing the lateral drift variation ensures that 
the difference in drift over the height of the building is as uniform as possible, thereby equitably 
distributing damage over the height of the building and preventing excessive damage 
concentration. 
ିଵ െ 1ሻଶሿଵ/ଶ Equation 3.3.1.4-1 
3.3.2 Constraints 
 While the objective functions define the types of solutions the algorithm will pursue, 
constraints act to eliminate unsatisfactory designs as the algorithm progresses.  Constraints take 
several forms, but always act to limit solutions by disallowing undesirable behavior.  They 
generally establish minimums that will not be violated in much the same fashion as design codes 
and manuals.  That is, they establish baselines that ensure a desired outcome.  Constraint 
statements within an optimization routine take one or more of the following forms:  confidence 
constraints, response constraints, member constraints, and code-based constraints. 
3.3.2.1 Confidence Constraints 
For all performance objectives FEMA documents have established minimum levels of 
confidence that must be met to ensure a reasonable level of reliability in the outcome predicted.  
Confidence constraints explicitly state these minimums within the algorithm.  They may be 
formulated as (Alimoradi et al., 2004): 
0.50 െ ݍூை ൑ 0.0  Equation 3.3.2.1-1 
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which could be expanded to include confidence levels for other performance objectives.  The 
minimum confidence level for Immediate Occupancy performance established by FEMA is 50%, 
and the above constraint statement ensures this result for all solutions.  Alternatively, the 
confidence constraint statement implified to (Foley et al., 2007):  could be s
ݍூை ൒ ݍ௟௜௠௜௧
ூை  Equation 3.3.2.1-2 
where the limit confidence level is defined by the analyst according to FEMA specifications.  
Whatever the exact formulation used, implementing confidence constraints will force the 
algorithm to produce only solutions that meet minimum confidence level standards. 
3.3.2.2 Response Constraints 
For any type and material of lateral force resisting system, FEMA 356 (2000) defines 
limit state response values that are used to delineate between performance objectives.  These 
response parameters usually take the form of interstory drift values or plastic member rotations.  
In either event, when we are designing a structure with the aim of achieving, say, Immediate 
Occupancy performance, the only way to verify meeting Immediate Occupancy performance is 
by meeting the interstory drift requirements stated in FEMA 356 (2000).  Therefore, an often 
used constraint is to place maximum boundaries on interstory drift.  Just as with confidence 
constraints, response constraints force the algorithm to discard solutions whose interstory drift 
values exceed the maximum for a given performance level.  An example of this formulation is 
(Grierson et al., 2006): 
ߜ௦௜ሺݔሻ ൑ ߜҧ௜  ሺ݅ ൌ 1, … , ݊௛; ݏ ൌ 1, … , ݊௦ሻ Equation 3.3.2.2-1 
where ߜ௦௜ is the interstory drift at level s due to the ith hazard level, ߜҧ௜ is the allowable interstory 
drift due to the ith hazard level, nh is the number of earthquake hazard levels being concerned 
and ns is the number of levels in the structure.  Similar statements could be written for other 
response parameters. 
3.3.2.3 Member Constraints 
Member constraints are most often implemented when reinforced concrete systems are 
being optimized.  This is due to the considerations that come into play when one seeks to 
optimize the quantity of steel reinforcing within each member.  Not only must the reinforcement 
ratios conform to code values, the amount of steel required by the optimized solution must 
actually be able to physically fit, including clearance requirements, in the concrete members.  
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The first of these concerns may be met by bounding the steel reinforcement ratio, ρ, by its 
minimum and maximum code specified quantities considering the type of member (beam or 
column) as well as both tensile and compressive reinforcement.  The second concern can be 
handled by writin  kakis, 2008): g a statement similar to (Fragiadakis & Papadra
ܾ െ ሺ2ܿ ൅ ݊௕Ø ൅ ሺ݊௕ െ 1ሻ ൈ max ሺ1", Øሻ ൒ 0 Equation 3.3.2.3-1 
where b is the width of the member, nb is the number of bars, c is the concrete cover and Ø is the 
diameter of the bars.  Thus, required clearances are explicitly integrated into the rebar 
optimization process and we can be assured that the designed quantities of steel will be able to fit 
within the designed member sizes. 
3.3.2.4 Code-Based Constraints 
Code-based constraints restrict solutions to commonly used minimum code requirements.  
The most common code-based constraint is to mandate adherence to strong-column weak-beam 
(SCWB) behavior.  Other requirements within this category are usually based on member 
strengths and bending-axial force interaction behavior.  Given the level of performance generally 
mandated by performance objectives in terms of drift and confidence, member strengths are 
usually not a factor.  This being said, instituting code-based constraints are worthwhile in that 
they ensure that solutions not meeting minimum standards are rejected. 
3.3.3 Variables 
No matter what objective functions and constraints are used to define an optimization 
routine, the variables will always be the structural members themselves.  Handling member sizes 
as variables varies depending on whether steel or reinforced concrete framing systems are used.   
3.3.3.1 Steel Structures 
Defining steel members as variables is considerably simpler compared to defining 
concrete members as variables.  To simplify the optimization routine, it is best to minimize the 
number of variables used to describe the steel cross-sections.  For example, by utilizing 
functional relationships obtained through regression analysis, each steel member can be defined 
merely by its cross-sectional G al., 2006):  area by ( rierson et 
ܫ ൌ ܥଷ  Equation 3.3.3.1-1 ܥଵܣଶ ൅ ܥଶܣ ൅
ܵ ൌ ܥସܣ ൅ ܥହ  Equation 3.3.3.2-2 
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ܼ ൌ ߫ܵ  Equation 3.3.3.2-3 
where C1 through C5 and ς are all determined by regression analysis.  Thus, all possible steel 
members used in the various solutions will be individually and discretely determined and defined 
according to their cross-sectional area alone.   
3.3.3.2 Reinforced Concrete Structures 
Reinforced concrete structures are considerably more difficult in terms of defining each 
member’s cross-sectional properties in terms of variables, as we must be able to optimize not 
only the concrete dimensions of each member but also the quantity of reinforcing steel within 
each member.  The best way of dealing with this issue is to determine each separately.  Knowing 
that longitudinal steel reinforcement is overwhelmingly responsible for a reinforced concrete 
structure’s ability to respond in a ductile fashion during a severe seismic event, the optimization 
process can be broken into two phases.  First, simple gravity loading and very mild earthquake 
forces are used to optimize the size of each concrete member cross-section.  In the second phase, 
the cross-sections determined in the first phase are locked and more severe ground motions are 
used to determine the quantity of reinforcing steel, in terms of the reinforcement ratio, ρ, 
required (Zou & Chan, 2005).  The objective function is then written in terms of ρ, which will 
yield the optimized design solutions based on reinforcement quantities for each member.  A 
helpful assumption throughout this process is to presume that compression reinforcement is 
equal to tension reinforcement in columns and linearly related to tension reinforcement in beams.  
This way, only one variable must be solved for rather than two.  For objective functions focused 
on limiting interstory drift and plastic hinge rotation, implementing the principle of virtual work 
is useful for rewriting the objective functions in terms of ρ.  This process is intensive and 
lengthy, and the reader is referred to Zou and Chan (2005) for the full procedure. 
All relevant components of a PBSD structural optimization procedure have now been 
identified.  The examples cited for objective functions, constraints, and variables are not meant 
to represent the full extent of possibilities.  Rather, they are meant to give the reader a frame of 
reference when considering the basic process of outlining an optimization procedure.  Structural 
optimization is a widely applicable procedure that presents many different opportunities for 
customization for the problem at hand.  The literature has presented a good variety of case 
studies, utilizing both steel and reinforced concrete structures, which have consistently shown the 
potential of optimization procedures in terms of their ability to make a significant impact as a 
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design tool.  These procedures have been demonstrated to be logical and powerful extensions of 
the fundamental PBSD philosophy.  Properly executed optimization procedures allow all 
involved parties to make informed trade-off decisions that help minimize seismic risk. 
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CHAPTER 4 - Summation 
An explanation of the basic tenets of PBSD as well as analysis and optimization 
procedures that fit neatly into the PBSD framework has been presented.  PBSD rests on the basic 
principle of minimizing structural damage cost while maximizing the engineer’s confidence in 
structural performance.  Taken together, these two aims amount to minimizing the risk 
associated with seismic hazard.  The roadmap for any PBSD procedure begins with selecting 
either one or multiple performance objectives.  Performance objectives are defined and 
constrained by quantitative structural response and level of seismic hazard.  Though still at an 
early stage, PBSD methodology has been used in California for designing essential facilities, 
primarily hospitals.  Additionally, PBSD has been applied on the West Coast in the case of 
sensitive data and manufacturing centers that would suffer huge indirect monetary losses should 
a seismic event interrupt normal business practice. 
Assessing a structure’s performance for comparison with the stated performance 
objectives is accomplished by using one of four broad categories of analysis procedures:  linear 
static, linear dynamic, nonlinear static, and nonlinear dynamic.  The degree of uncertainty 
associated with each category decreases from linear static to nonlinear dynamic, though at the 
cost of increased computational burden.  Where applicable, several procedures were introduced 
that are well-suited to returning good quality results with significantly diminished computational 
effort.  The procedures discussed do not constitute an exhaustive list of possible analysis 
procedures, but rather offer a representative sample of the wider population of all analysis 
procedure options.  The analysis procedure ultimately used in a given PBSD procedure should be 
carefully selected to efficiently return reliable results without undue computational exertion.  
Where situations allow, particularly in cases where a building is geometrically regular and the 
natural period of vibration is sufficiently short, nonlinear static procedures are generally a better 
alternative to nonlinear dynamic procedure as the former is able to produce good quality results 
with far less associated effort than in the latter.  The application of nonlinear dynamic procedures 
should be spared for situations where it is absolutely necessary, as when structural fundamental 
period is exceptionally long the structure presents numerous geometric, mass, and stiffness 
irregularities. 
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Finally, multi-objective optimization procedures were presented as a powerful extension 
to the basic goals of PBSD.  The optimization procedures presented give an engineer an 
understanding of the incredible versatility of structural optimization.  Though complex, the 
solution engines discussed are very workable endeavors that can have a huge impact on the final 
structural design.  At this stage, optimization procedures are largely at an early stage in the sense 
that though their efficacy has been demonstrated in numerous academic works the real world 
application of multi-objective optimization procedures for structures is for the most part 
untested. 
Performance-based seismic design is still a growing methodology.  Ongoing research by 
academics and design professionals around the world is continually expanding the scope and 
capabilities of PBSD.  As ever larger quantities of fruitful research are developed, the profile of 
PBSD within the structural engineering community will only increase.  Therefore, a fundamental 
understanding of the component parts of the PBSD methodology is essential as engineering 
practice continues to evolve and improve.  The information presented within this report has 
sought to establish this fundamental understanding.  Going forward, a fundamental 
understanding of PBSD methodology will be a crucial base upon which to build as the 
implementation of PBSD procedures becomes more common.   
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