Collision times of random walks and applications to the Brownian web by Coupier, David et al.
ar
X
iv
:1
50
8.
06
91
9v
4 
 [m
ath
.PR
]  
10
 Fe
b 2
01
9
Collision times of random walks and applications
to the Brownian web
David Coupier1, Kumarjit Saha2, Anish Sarkar3, and Viet Chi
Tran4
1Univ. de Valenciennes, CNRS
2Ashoka University
3Indian Statistical Institute, Delhi
4Univ. Lille, CNRS
February 12, 2019
Abstract
Convergence of directed forests, spanning on random subsets of lattices
or on point processes, towards the Brownian web has made the subject of
an abundant literature, a large part of which relies on a criterion proposed
by Fontes, Isopi, Newman and Ravishankar (2004). One of their conver-
gence condition, called (B2), states that the probability of the event that
there exists three distinct paths for a time interval of length t(> 0), all
starting within a segment of length ε, is of small order of ε. This condition
is often verified by applying an FKG type correlation inequality together
with a coalescing time tail estimate for two paths. For many models
where paths have complex interactions, it is hard to establish FKG type
inequalities. In this article, we show that for a non-crossing path model,
with certain assumptions, a suitable upper bound on expected first col-
lision time among three paths can be obtained directly using Lyapunov
functions. This, in turn, provides an alternate verification of Condition
(B2). We further show that in case of independent simple symmetric one
dimensional random walks or in case of independent Brownian motions,
the expected value can be computed explicitly. We apply this alternate
method of verification of (B2) to several models in the basin of attraction
of the Brownian web studied earlier in the literature ([22], [14], [11]).
1 Introduction
The Brownian web can be described as a collection of coalescing one-dimensional
Brownian motions starting from everywhere on a space-time plane R2. The
origin of this random object goes back to the work of Arratia (see [1]), where he
studied the diffusive scaling limit of coalescing simple symmetric random walk
paths starting from every point of 2Z at time 0 and showed that it converges to a
collection of coalescing Brownian motions starting from every point of R at time
0. The construction of a system of coalescing Brownian motions starting from
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every point in space and time was first given by To´th and Werner in [26] where
they used it to construct what they called “the true self-repelling motions”. In
[10], Fontes et al. finally introduced a suitable topology so that the Brownian
web can be viewed as a random variable taking values in a Polish space. In
particular, they developed a criterion for convergence of rescaled forests to the
Brownian web, that we will recall later (Theorem 2.2).
The convergence conditions include two criteria about the number of distinct
paths for a time interval of length t(> 0). In particular, their condition (B2)
states that the probability of the event that there exists three distinct paths
for a time interval of length t(> 0), all starting within a segment of length ε,
is of small order of ε. For non-crossing path models, this condition is often
verified by applying FKG type correlation inequality together with a bound on
the distribution of the coalescence time between two paths. However, FKG is
a strong property that is difficult to verify (even to expect) for many models,
especially for models where paths have complex interactions.
The purpose of this article is to propose another method of verification of
(B2) which is applicable for a non-crossing path models with certain assump-
tions. We show that under these assumptions, it is enough to have suitable
estimate on the tail probability of the first collision time among three paths (see
Proposition 3.2). Using homogeneity and Markovian properties of the model
and using a Lyapunov function type technique, we prove a bound on the ex-
pected first collision time among three paths (Theorem 3.1). This allows us to
use simple Markov inequality to obtain the tail estimate and verify condition
(B2) without invoking FKG type inequalities.
Further, we show that part of this method, can be extended to explicitly
calculate the expected first collision time among three paths in case of inde-
pendent simple symmetric random walks and in case of independent Brownian
motions (Theorem 3.3). Although, these results seem to be known, the only
reference that we found was [24] [Lemma 12]. In Section 4 we apply our method
to verify (B2) for two discrete drainage network models studied earlier in the
literature: Scheidegger model [22] and Howard model [14]. Our domination
condition (Condition (iii) of Proposition 2.3) is difficult to verify for forests in
continuum spaces; however, it might be still possible to apply the core ideas of
our method. As an example, the Poisson tree of Ferrari et al. [11, 12] is treated
in Section 4.3.
It should be mentioned here that there are other approaches for studying
convergence to the Brownian web which do not require Conditon (B2) to check.
Schertzer et. al. provided such an approach applicable for non-crossing path
model (Theorem 6.6 of [23]). Slightly stronger version of this approach appear
in Theorem 26 of [7]. Both these approaches applicable for non-crossing path
models and do not require Markovian properties unless a suitable bound on the
distribution of the coalescing time between two paths is available. Long before
this, Newman et. al. developed an alternate condition replacing (B2) (Theorem
1.4 of [17]), which is applicable for crossing path models also.
2
2 Convergence to the Brownian web
2.1 The Brownian web
We describe the Brownian web and the topology introduced in Fontes et al.
[10], that we are going to work with. This subsection ends by recalling the
convergence criterion proposed by these authors.
Let R2c denote the completion of the space time plane R
2 with respect to the
metric
ρ((x1, t1), (x2, t2)) := | tanh(t1)− tanh(t2)| ∨
∣∣∣ tanh(x1)
1 + |t1| −
tanh(x2)
1 + |t2|
∣∣∣.
As a topological space R2c can be identified with the continuous image of [−∞,∞]2
under a map that identifies the line [−∞,∞]× {∞} with the point (∗,∞), and
the line [−∞,∞]× {−∞} with the point (∗,−∞). A path π in R2c with start-
ing time σπ ∈ [−∞,∞] is a mapping π : [σπ,∞] → [−∞,∞] ∪ {∗} such that
π(∞) = ∗ and, when σπ = −∞, π(−∞) = ∗. Also t 7→ (π(t), t) is a continuous
map from [σπ ,∞] to (R2c , ρ). We then define Π to be the space of all paths in
R
2
c with all possible starting times in [−∞,∞].
The following metric, for π1, π2 ∈ Π
dΠ(π1, π2) := max
{
| tanh(σπ1)− tanh(σπ2)|,
sup
t≥σpi1∧σpi2
∣∣∣ tanh(π1(t ∨ σπ1))
1 + |t| −
tanh(π2(t ∨ σπ2))
1 + |t|
∣∣∣}
makes Π a complete, separable metric space. The metric dΠ is slightly different
from the original choice in [10] which is somewhat less natural as explained in
[25]. Convergence in this metric can be described as locally uniform convergence
of paths as well as convergence of starting times. In what follows, for x =
(x(1),x(2)) ∈ R2 the notation πx is used to denote a path starting from x, i.e.,
πx : [x(2),∞) 7→ R.
Let H be the space of compact subsets of (Π, dΠ) equipped with the Haus-
dorff metric dH given by,
dH(K1,K2) := sup
π1∈K1
inf
π2∈K2
dΠ(π1, π2) ∨ sup
π2∈K2
inf
π1∈K1
dΠ(π1, π2).
Since (Π, dΠ) is Polish, (H, dH) is also Polish. Let BH be the Borel σ−algebra
on the metric space (H, dH). In the following, for any x1, . . . ,xk ∈ R2, the
notation (Wx
1
, . . . ,Wx
k
) represents coalescing Brownian motions starting from
x1, . . . ,xk respectively. The Brownian web W is characterized as (Theorem 2.1
of [10]):
Theorem 2.1. There exists an (H,BH) valued random variable W such that
whose distribution is uniquely determined by the following properties:
(a) for each deterministic point x ∈ R2 there is a unique path πx ∈ W almost
surely;
(b) for a finite set of deterministic points x1, . . . ,xk ∈ R2, the collection
(πx
1
, . . . , πx
k
) is distributed as (Wx
1
, . . . ,Wx
k
);
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(c) for any countable deterministic dense set D ∈ R2, W is the closure of
{πx : x ∈ D} in (Π, dΠ) almost surely.
Note that the above theorem shows how to work with uncountably many
Brownian motions as the collection is almost surely determined by only count-
ably many coalescing Brownian motions.
2.2 Convergence criterion of Fontes et al.
Since the random variable W takes values in a Polish space, we can talk about
weak convergence. Fontes et al. [10] provided the criteria to study weak con-
vergence to the Brownian web W . We present their convergence criteria for
models with non-crossing paths only. A subset Γ of Π is said to be consists of
non-crossing paths if there exist no π1, π2 ∈ Γ such that
(π1(t)− π2(t))(π1(s)− π2(s)) < 0 for some t, s ≥ max{σπ1 , σπ2}. (1)
For a subset Γ ⊆ Π of paths and for t ∈ R let Γt := {π ∈ Γ : σπ ≤ t} denote the
set of paths which start ‘before’ time t. For t > 0 and t0, a, b ∈ R with a < b,
we define a counting random variable as follows
ηΓ(t0, t; a, b) := #{π(t0 + t) : π ∈ Γt0 and π(t0) ∈ [a, b]}. (2)
The following theorem of [10] provides convergence criteria to the Brownian web
for non-crossing path models.
Theorem 2.2. Let Xn, n ∈ N be (H, BH) valued random variables with non-
crossing paths. Assume that the following conditions hold:
(I1) Let D be a deterministic countable dense set of R2. For each x ∈ D, there
exists πxn ∈ Xn such that for any finite set of points x1, . . . ,xk ∈ D, as n→
∞, we have (πx1n , . . . , πx
k
n ) converges in distribution to (W
x
1
, . . . ,Wx
k
).
(B1) For all t > 0 and a, t0 ∈ R,
lim sup
n→∞
sup
(a,t0)∈R2
P(ηXn(t0, t; a, a+ ǫ) ≥ 2)→ 0 as ǫ ↓ 0.
(B2) For all t > 0 and a, t0 ∈ R,
1
ǫ
lim sup
n→∞
sup
(a,t0)∈R2
P(ηXn(t0, t; a, a+ ǫ) ≥ 3)→ 0 as ǫ ↓ 0.
Then Xn converges in distribution to the standard Brownian web W as n→∞.
Fontes et al. [10] used this convergence criteria to prove that the collection
of diffusively scaled coalescing one-dimensional simple symmetric random walk
paths converges to the Brownian web. This model is described in more detail in
Subsection 4.1. Since then, the convergence of coalescing path families (cross-
ing as well as non-crossing) to the Brownian web has made the subject of an
abundant literature ([3, 5, 6, 7, 12, 10, 17, 20, 21, 27]). We refer to [23] for a
review.
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2.3 Main result: an alternative verification of (B2)
As mentioned in the introduction, for non-crossing path models in order to verify
(B2) it is enough to have sufficient tail decay for the first collision time among
three paths and often it is verified using an FKG type correlation inequality.
However, FKG property is difficult to verify for many models where paths have
complex interactions, e.g., Howard’s model [14], discrete directed spanning forest
[20], directed spanning forest [2, 8] etc. Among these, for Howard’s model, only a
partial version of the FKG property is proved till now [5]. The main contribution
of this paper is that, we propose an alternate method for verification of (B2)
based on a bound for expected first collision time and show that this method is
applicable for many non-crossing path models with certain Markovian properties
and homogeneity assumptions (see Proposition 3.2 for detail).
To fix ideas let us introduce some notations. Suppose V is a locally finite
random subset of R2 such that V ∩ {(x, s) : x ∈ R, s ≥ t} is nonempty for all
t ∈ R. Let h : R2 → V is a random map such that for each (x, t) ∈ R2, almost
surely we have h(x, t)(2) > t where h(x, t)(i) denotes the i-th co-ordinate of
h(x, t) for i = 1, 2. The vertex h(x, t) is the ancestor of (x, t). We can define
recursively the next ancestors, for k ≥ 1, by hk(x, t) := h(hk−1(x, t)), with
h0(x, t) = (x, t). For each (x, t) ∈ R2, the path π(x,t) : [t,∞)→ R starting from
(x, t) is obtained by joining the successive vertices hk−1(x, t), hk(x, t), k ≥ 1
linearly. It is useful to observe that both h(x, t) and π(x,t) are defined for any
(x, t) ∈ R2.
The collection of all the paths starting from the vertices in V is given as
X := {π(x,t) : (x, t) ∈ V}. For a path π ∈ Π, for n ≥ 1 and for normalization
constants γ, σ > 0, the n-th order diffusively scaled path is given by {πn(t) =
πn(γ, σ)(t) =
1√
nσ
π
(
nγt
)}. Corresponding collection of scaled paths is denoted
by Xn := {π(x,t)n : (x, t) ∈ V}. Let Xn denote the closure of Xn in (Π, dΠ).
We assume that for each n ≥ 1, X n is a (H, BH) valued random variable. Set
−∞ < x < y < z <∞ and consider the three paths π(x,0), π(y,0), π(z,0) starting
from the points (x, 0), (y, 0) and (z, 0) respectively. The first collision time of
these three paths is defined as
T(x,y,z) := inf{t ≥ 0 : either π(y,0)(t) = π(x,0)(t) or π(z,0)(t) = π(y,0)(t)}. (3)
The next proposition is motivated from the argument of Fontes et al. [12] and
uses Markov inequality in place of FKG inequality.
Proposition 2.3. Suppose (V , h) satisfies the following conditions:
(i) [Non-crossing] For any (x1, t1) and (x2, t2) in R
2, the paths π(x1,t1), π(x2,t2)
are non-crossing.
(ii) [Homogeneity] For every a, t0 ∈ R and t, ǫ > 0, the distribution of the
counting random variable ηXn(t0, t0 + t; a, a+ ǫ) does not depend on a, t0.
(iii) For each t > 0, we have
1
ǫ
lim sup
n→∞
P
(
{π(nt) : π ∈ X , σπ ≤ 0, π(0) ∈ [0, ǫ
√
n]}
6⊆ {π(j,0)(nt) : j ∈ [0, ⌊ǫ√n⌋+ 1] ∩ Z}
)
→ 0
as ǫ ↓ 0.
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(iv) For x, y, z ∈ R with x < y < z and constants C1, C2 > 0 (independent of
x, y and z), we have
E
(
T(x,y,z)
) ≤ C1 + C2(y − x)(z − y). (4)
Then {Xn : n ≥ 1} satisfies (B2).
Proof. We prove the result for σ = γ = 1, the general case being similar. From
Condition (ii) [homogeneity], we observe that, for any a, t0 ∈ R and t, ǫ > 0,
P(ηXn(t0, t0 + t; a, a+ ǫ) ≥ 3) = P(ηXn(0, t; 0, ǫ) ≥ 3).
Hence, it suffices to show that for any t > 0,
1
ǫ
lim sup
n→∞
P(ηXn(0, t; 0, ǫ) ≥ 3) =
1
ǫ
lim sup
n→∞
P(ηX (0, nt; 0, ǫ
√
n) ≥ 3)→ 0, (5)
as ǫ ↓ 0. Equation (5) means, for X , that there exist three distinct paths
starting between 0 and ǫ
√
n that do not coalesce before nt. We prove (5) for
t = 1. The argument for general t > 0 is similar.
Let us define the set of paths starting from vertices {(j, 0) : 0 ≤ j ≤ ⌊ǫ√n⌋+
1} by P . Let Bn(ǫ) denote the event
{{π(n) : π ∈ X1, σπ ≤ 0, π(0) ∈ [0, ǫ√n]} 6⊆
{π(n) : π ∈ P}}. On the complement of the event Bn(ǫ), there must be at
least 3 distinct paths in P till time n, the event which we denote by AP(3;n).
Therefore, we have,
{ηX1(0, n; 0, ǫ
√
n) ≥ 3} ⊆ AP(3;n) ∪Bn(ǫ).
Next, we estimate P(AP (3;n)). We follow a modification of the argument of
Fontes et al. [12] and use the straightforward Markov inequality. For any i ∈ Z
and j ≥ 2, define the event where no coalescence occur before time n between
the paths starting from the vertices (i, 0), (i+ 1, 0) and (i+ j, 0), i.e.,
E(i, j;n) := {π(i,0)(n) < π(i+1,0)(n) < π(i+j,0)(n)}. (6)
Note that the paths π(i,0), π(i+1,0) and π(i+j,0) are in P but need not be in
X . From non-crossing nature of paths (Condition (i)) it follows, if AP(3;n)
occurs then at least one of E(i, ⌊ǫ√n⌋ + 1 − i;n) must occur for some i =
0, 1, . . . , ⌊ǫ√n⌋ − 1. Hence we have:
AP(3;n) ⊆ ∪⌊ǫ
√
n⌋−1
i=0 E(i, ⌊ǫ
√
n⌋+ 1− i;n). (7)
Using Condition (iv) and the Markov inequality,
P(E(i, ⌊ǫ√n⌋+ 1− i;n)) = P(T(i,i+1,⌊ǫ√n⌋+1) > n)
≤ 1
n
E
(
T(i,i+1,⌊ǫ√n⌋+1)
) ≤ 1
n
[
C1 + C2
(⌊ǫ√n⌋ − i)]
≤ 1
n
[
C1 + C2ǫ
√
n
]
.
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Thus, from (7),
lim sup
n→∞
P(ηXn(0, 1; 0, ǫ) ≥ 3)
≤ lim sup
n→∞
[ 1
n
⌊ǫ√n⌋−1∑
i=0
[
C1 + C2ǫ
√
n
]
+ P(Bn(ǫ))
]
≤ lim sup
n→∞
1
n
[
C1ǫ
√
n+ C2
(
ǫ
√
n
)2]
+ lim sup
n→∞
P(Bn(ǫ))
≤ C2ǫ2 + lim sup
n→∞
P(Bn(ǫ)).
Hence, using condition (iii), 1ǫ lim supn→∞ P(ηXn(0, 1; 0, ǫ) ≥ 3) → 0 as ǫ ↓
0.
3 First collision time of three paths
Conditions (i), (ii) and (iii) of Propositions 2.3 are usually easy to read from
the model. We focus in this section on Condition (iv). We first show that when
the paths of Xn are non-crossing and exhibit certain Markov properties, then
(4) can be obtained by Lyapunov techniques. This is done in Section 3.1. In
case of coalescing simple symmetric one-dimensional random walks or in case
of Brownian motions, we calculate the expectation of the first collision time
explicitly. This is presented in Sections 3.2 and 3.3.
3.1 Control of the collision time expectation
We start with a preliminary result on entrance time of a Markov chain with
countable state space.
3.1.1 An entrance time result for a Markov chain
Let {Yj : j ≥ 0} be such a Markov chain with countable state space M. For
any subset M ⊆ M, let τ(M) := inf{n ≥ 1 : Yn ∈ M} be the first entrance
time to M .
Theorem 3.1. Suppose there exist a function V : M→ [0,∞), b ≥ 0, p0 > 0
and two disjoint subsets M0,M1 of M such that
(i) E[V (Y1)− V (Y0)|Y0 = x] ≤ −1 + bI{x ∈M1} for all x ∈M c0 ;
(ii) P(Y1 ∈M0|Y0 = x) ≥ p0 for all x ∈M1
where I(A) denote the indicator of the set A. Then for x ∈M c0 we have
E[τ(M0)|Y0 = x] ≤ V (x) + b/p0. (8)
Note here that M1 ∪M0 need not be finite. In our applications, we would
have V (x) = 0 for x ∈ M0 and the class of states in M0 is closed, i.e., if we
enter this class, we would not get out of it.
Let us briefly explain the intuition behind this theorem. Condition (i) is
essentially a Lyapunov type condition, where we have a strictly positive drift
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towardsM1∪M0, which by standard arguments would imply that the expected
entrance time into M1 ∪M0 for any x ∈ (M1 ∪M0)c is bounded by constant
multiple of V (x). Condition (ii) ensures that each time the chain is inM1, there
is a strictly positive probability (bounded below) to hit M0 at the next step and
the chain should enter the set M0 after a geometric number of time points. If
M1 is the empty set, the theorem is a known Lyapunov result. When M1 6= ∅,
this theorem shows that it is sufficient to focus on the entrance time toM0∪M1.
Proof of Theorem 3.1. Let us define W0 = 0 and for n ≥ 1,
Wn = V (Yn)− V (Y0)−
n∑
i=1
E
[
V (Yi)− V (Yi−1) | Yi−1
]
. (9)
Letting Fn = σ(Y0, Y1, . . . , Yn), it is easy to check that that {Wn : n ≥ 0} is
Fn-adapted martingale.
Let us set Y0 = x ∈ M c0 and T0 := τ(M0). Clearly T0 is Fn-measurable
stopping time. Therefore, we have that {Wn∧T0 : n ≥ 0} is also Fn-adapted
martingale. Let Px(·) := P(· | Y0 = x) and Ex(·) := E(·|Y0 = x) denote
respectively the law and the expectation conditionally to the initial condition.
Hence, we have Ex(Wn∧T0) = Ex(W0∧T0) = 0 for all n ≥ 1. Thus, using
condition (i), we obtain that
Ex
[
V (Yn∧T0)
]
= V (x) + Ex
[n∧T0∑
i=1
Ex
[
V (Yi)− V (Yi−1) | Yi−1
]]
≤ V (x) + Ex
[n∧T0∑
i=1
−1 + bI{Yi−1 ∈M1}
]
= V (x)− Ex(n ∧ T0) + bEx
[ n∧T0∑
i=1
I{Yi−1 ∈M1}
]
(10)
since for any n ≥ 1 and i = 0, 1, . . . , n ∧ T0 − 1, Yi ∈ M c0 . Hence, transferring
Ex(n ∧ T0) to the other side and observing that V is a non-negative function,
we have
Ex(n ∧ T0) ≤ Ex(n ∧ T0) + Ex
[
V (Yn∧T0)
] ≤ V (x) + bEx[ n∧T0∑
i=1
I{Yi−1 ∈M1}
]
.
We argue below that T0 < ∞ almost surely and
∑n∧T0
i=1 I{Yi−1 ∈ M1} is
stochastically dominated by a geometric random variable (total number of trials
before a success) with success probability p0. Hence applying MCT on the left
hand side of above equation, we obtain the required result.
Let T1 := τ(M0 ∪M1). From Theorem 11.3.4 in Meyn and Tweedie [15],
assumption (i) implies that for all x 6∈M0∪M1, Ex(T1) ≤ V (x) so that T1 <∞
almost surely. Now, for x ∈ (M0 ∪M1)c, the chain will almost surely enter the
set M0 ∪M1 in finite time and when it enters M0 ∪M1, if it hits the set M0 we
are done. If it hits the set M1, it has a strictly positive probability p0 of hitting
the set M0 at the next step. So, in finitely many steps, the chain will either hit
M0 or will go out to (M0 ∪M1)c. Again, if the chain hits M0, we are done. If
the chain is in (M0 ∪M1)c, it is back at the starting situation. So, again it will
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hit the setM0∪M1 in finite time and so on. Since p0 > 0, the chain can only go
out of M1 to (M0 ∪M1)c finitely many times, before it hits the set M0. Thus,
the chain will hit the set M0 in finite time almost surely. When the chain starts
from M1, the situation is as above without first having to hit the set M0 ∪M1.
So, all cases, T0 <∞ almost surely.
For every time point i < n∧T0, the chain spends inM1 it has a probability of
at least p0 of hitting the setM0. Thus, taking hittingM0 at the next time point
as success, it is like conducting a geometric trial with success probability at least
p0 and hence the number of time points i < n ∧ T0 is stochastically dominated
by a geometric random variable with success probability p0. For a formal proof,
we will modify the chain’s behaviour by making each state in M0 an absorbing
state. Since we are only interested in time points before the chain visitsM0, the
distribution of
∑n∧T0
i=1 I{Yi−1 ∈M1} is unaffected by this modification. With a
little abuse of notation, we will continue to denote the modified chain by Yn.
Next define σ0 = 0 and for i ≥ 1, σi = inf{n > σi−1 : Yi ∈M1}. Here we follow
the convention that the infimum of an empty set +∞. Observe that σi is a Fn
stopping time. Let N = sup{k : σk <∞}. We also observe that
n∧T0∑
i=1
I{Yi−1 ∈M1} ≤
∞∑
i=1
I{Yi−1 ∈M1} = N. (11)
Now, using the fact that each state in M0 is absorbing, we have for k ≥ 1,
Px(N > k) = Px(σk+1 <∞)
= Px(Yσi ∈M1, Yσi+1 ∈M c0 for 1 ≤ i ≤ k, σk+1 <∞)
≤ Px(Yσi ∈M1, Yσi+1 ∈M c0 for 1 ≤ i ≤ k)
= Ex
[
E
( k∏
i=1
I(Yσi ∈M1, Yσi+1 ∈M c0) | Fσk
)]
= Ex
[k−1∏
i=1
I(Yσi ∈M1, Yσi+1 ∈M c0)I(Yσk ∈M1)PYσk
(
Y1 ∈M c0
)]
≤ (1− p0)Ex
[k−1∏
i=1
I(Yσi ∈M1, Yσi+1 ∈M c0)
]
≤ (1− p0)k
following the above conditioning argument step by step. This proves the stochas-
tic domination.
3.1.2 Application to the expectation of first collision times
Let us construct a discrete drainage network model where the vertex set V is
a random subset of Z2 satisfying some homogeneity and Markovian properties
(as mentioned in Proposition 3.2) and apply Theorem 3.1 to show that the
Condition (iii) of Proposition 2.3 holds. We assume that for any (x, t) ∈ Z2, it’s
ancestor h(x, t) sits on the next level, i.e., h(x, t)(2) = t+ 1 where h(x, t)(i) is
the i-th co-ordinate of h(x, t) for i = 1, 2. As in Proposition 2.3, X denotes the
collection of all paths starting from V and Xn is the corresponding collection
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of n-th order diffusively scaled paths. Define S = {(u, v) ∈ Z2 : u, v ≥ 0} and
S0 = {(u, v) ∈ S : uv = 0}. S (resp. S0) plays the role of M (resp. M0) in
Theorem 3.1. We are now ready to state our Proposition regarding alternate
verification of (B2).
Proposition 3.2. Suppose (V , h) satisfies the following conditions:
(i) [Markov property] For x, y, z ∈ Z with x < y < z, the process {Xj :=
(π(y,0)(j) − π(x,0)(j), π(z,0)(j) − π(y,0)(j)) : j ≥ 0} forms a Markov chain
with state space S.
(ii) [Control of the collision time] There exist a subset S1 of S \S0 and p0 > 0,
such that
(a) there exist positive constants d1 and d2 such that for all (l,m) /∈ S0,
E
(
X1(1)X1(2)−X0(1)X0(2) | X0 = (l,m)
)
≤ −d1 + d21{(l,m)∈S1} (12)
where Xn = (Xn(1), Xn(2)).
(b) For all (l,m) ∈ S1, P(X1 ∈ S0|X0 = (l,m)) ≥ p0.
Then for any −∞ < x < y < z < ∞, there exist positive constants C1, C2
(independent of x, y, z) such that
E(T(x,y,z)) ≤ C1 + C2(y − x)(z − y).
In addition, if (V , h) satisfies Condtion (ii) of Proposition 2.3, then {Xn : n ≥
1} satisfies (B2).
Note that we have considered the state space of the Markov chain as the
first quadrant, which implies that the paths are automatically non-crossing.
Since the vertex set V is a random subset of Z2, and for any (x, t) ∈ Z2 we
have h(x, t)(2) = t + 1 almost surely, hence Condition (iii) of Proposition 2.3
automatically holds.
Proof. Consider the function V : S → [0,∞) defined by
V (u, v) =
uv
d1
.
Part (a) and part (b) of Assumption (ii) of Proposition 3.2 ensure that Condi-
tions (i) and (ii) of Theorem 3.1 hold for the markov chain {Xj : j ≥ 0}.
For any −∞ < x < y < z <∞, first collision time for the paths π(x,0), π(y,0)
and π(z,0) is same as the entrance time to the set S0 for the Markov chain
{Xj : j ≥ 0}. Thus, the bound for E(T(x,y,z)) follows from Theorem 3.1. Finally
the proof follows from Proposition 2.3.
3.2 First collision time of three random walks
The calculations leading to equation (10) yields a surprising exact computational
result for collision time among three simple symmetric random walks. With V (·)
being defined as the product of the distances between the pair of the left and
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the middle random walk and the pair of middle and right random walk (see
below for exact definition), it turns out that the condition (i) in Theorem 3.1
is an equality with M1 being the empty set. Though the exact computation is
not required for the convergence to the Brownian web, we give it here for the
sake of completeness.
Let us consider three symmetric nearest neighbour independent random
walks, which we denote by S
(L)
n , S
(M)
n and S
(R)
n , starting from −2i, 0 and 2j
respectively with i, j ≥ 1. Given three independent sequences of i.i.d incre-
ment random variables {I(L)k : k ≥ 1}, {I(M)k : k ≥ 1} and {I(R)k : k ≥ 1} with
Rademacher distributions (each of these random variables take values +1 and
−1 with probability 1/2), the random walks are represented by
S(L)n = −2i+
n∑
k=1
I
(L)
k , S
(M)
n =
n∑
k=1
I
(M)
k and S
(R)
n = 2j +
n∑
k=1
I
(R)
k .
Let us define the associated filtration {Fn : n ≥ 0} where Fn = σ(I(L)k , I(M)k , I(R)k :
k ≤ n) is the σ-algebra generated by the increment random variables up to time
n.
We define the meeting times of these random walks by
τ(L,M) := inf{n ≥ 1 : S(L)n = S(M)n } and
τ(M,R) := inf{n ≥ 1 : S(M)n = S(R)n }.
We know that τ(L,M) and τ(M,R) are almost surely finite, but that their expec-
tations are infinite. Let us define the first collision time of these random walks
by
τC := min{τ(L,M), τ(M,R)}. (13)
Theorem 3.3. With the notation as above, we have E(τC) = 4ij.
Although this theorem seems to be known, the only reference that we found
was [24, Lemma 12]. We give the proof of the theorem for the sake of complete-
ness. Before we proceed further, let us set up the notation. For all n ≥ 0, we
denote the distances between the paths by
D(L,M)n = S
(M)
n − S(L)n and D(M,R)n = S(R)n − S(M)n .
We haveD
(L,M)
0 = 2i andD
(M,R)
0 = 2j. Also set the maximum distance between
the pairs as
Mn = max{D(L,M)n , D(M,R)n }.
Remark 3.4. It is obvious that at the first collision time, only one pair of
random walks can meet. Assuming Theorem 3.3, we can also compute that
the other pair of paths is at an expected distance of 2(i + j) at the collision
time. Since at τC , at least one of D
(L,M)
τC or D
(M,R)
τC is zero, we have MτC =
D
(L,M)
τC +D
(M,R)
τC . But we may write
D(L,M)n +D
(M,R)
n − 2(i+ j) =
n∑
j=1
(I
(R)
j − I(L)j ).
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Therefore, using Wald’s identity, we have
E(MτC − 2(i+ j)) = E(D(L,M)τC +D(M,R)τC − 2(i+ j)) = 0.
Thus, E(MτC ) = 2(i+ j).
The main observation is that we may rewrite τC as
τC = inf{n ≥ 1 : D(L,M)n D(M,R)n = 0}. (14)
Next we have two straightforward Propositions which involve the product of
the distances.
Proposition 3.5. The family {D(L,M)n D(M,R)n + n : n ≥ 0} is an Fn-adapted
martingale.
Proposition 3.6. The family {D(L,M)n D(M,R)n (D(L,M)n + D(M,R)n ) : n ≥ 0} is
an Fn-adapted martingale.
Assuming the Propositions, we can now prove Theorem 3.3.
Proof of Theorem 3.3. By Proposition 3.5, we have that, {D(L,M)n∧τC D(M,R)n∧τC +n∧
τC : n ≥ 0} is a martingale and hence for any n ≥ 1,
E(D
(L,M)
n∧τC D
(M,R)
n∧τC + n ∧ τC) = E(D(L,M)0∧τC D
(M,R)
0∧τC + 0 ∧ τC)
= E(D
(L,M)
0 D
(M,R)
0 ) = 4ij. (15)
This is the version of equation (10) in this case. Since τ(L,M), τ(M,R) < +∞
almost surely, we have that τC < +∞ almost surely. By the monotone conver-
gence theorem, we have that, as n → ∞, E(n ∧ τC) → E(τC). Since τC < +∞
almost surely, we have that, almost surely, as n → ∞, D(L,M)n∧τC D(M,R)n∧τC →
D
(L,M)
τC D
(M,R)
τC = 0. To complete the proof, we show that, as n→∞,
E(D
(L,M)
n∧τC D
(M,R)
n∧τC )→ 0. (16)
From Proposition 3.6, we have that {D(L,M)n∧τC D(M,R)n∧τC (D(L,M)n∧τC +D(M,R)n∧τC ) : n ≥
0} is also a martingale and hence, for any n ≥ 1,
E
[
D
(L,M)
n∧τC D
(M,R)
n∧τC (D
(L,M)
n∧τC +D
(M,R)
n∧τC )
]
= E
[
D
(L,M)
0∧τC D
(M,R)
0∧τC (D
(L,M)
0∧τC +D
(M,R)
0∧τC )
]
= E
[
D
(L,M)
0 D
(M,R)
0 (D
(L,M)
0 +D
(M,R)
0 )
]
= 8ij(i+ j). (17)
Therefore, observing that D
(L,M)
n∧τC and D
(M,R)
n∧τC are both non-negative, we have
sup
n≥1
E
[(
D
(L,M)
n∧τC D
(M,R)
n∧τC
)3/2]
≤ 12 sup
n≥1
E
[
D
(L,M)
n∧τC D
(M,R)
n∧τC (D
(L,M)
n∧τC +D
(M,R)
n∧τC )
]
= 4ij(i+ j)
and hence
{
D
(L,M)
n∧τC D
(M,R)
n∧τC : n ≥ 1
}
is a sequence of uniformly integrable random
variables. We conclude (16) using Theorem 16.13. of Billingsley [4].
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Next we prove the Propositions which are straightforward.
Proof of Proposition 3.5. This proposition follows from straightforward calcu-
lation:
E
[
(D
(L,M)
n+1 D
(M,R)
n+1 + n+ 1)− (D(L,M)n D(M,R)n + n) | Fn
]
= D(L,M)n E
[
(I
(R)
n+1 − I(M)n+1) | Fn
]
+D(M,R)n E
[
(I
(M)
n+1 − I(L)n+1) | Fn
]
+ E
[
(I
(M)
n+1 − I(L)n+1)(I(R)n+1 − I(M)n+1) | Fn
]
+ 1
= E
[
I
(M)
n+1I
(R)
n+1 − (I(M)n+1)2 − I(L)n+1I(R)n+1 + I(L)n+1I(M)n+1)
]
+ 1 = 0.
Proof of Proposition 3.6. Again straightforward calculations yield the result.
We have
D
(L,M)
n+1 D
(M,R)
n+1 (D
(L,M)
n+1 +D
(M,R)
n+1 )−D(L,M)n D(M,R)n (D(L,M)n +D(M,R)n )
= D(L,M)n D
(M,R)
n (I
(R)
n+1 − I(L)n+1) +D(L,M)n (D(L,M)n +D(M,R)n )(I(R)n+1 − I(M)n+1)
+D(L,M)n (I
(R)
n+1 − I(M)n+1)(I(R)n+1 − I(L)n+1)
+D(M,R)n (D
(L,M)
n +D
(M,R)
n )(I
(M)
n+1 − I(L)n+1)
+D(M,R)n (I
(M)
n+1 − I(L)n+1)(I(R)n+1 − I(L)n+1)
+ (D(L,M)n +D
(M,R)
n )(I
(M)
n+1 − I(L)n+1)(I(R)n+1 − I(M)n+1)
+ (I
(M)
n+1 − I(L)n+1)(I(R)n+1 − I(M)n+1)(I(R)n+1 − I(L)n+1).
The conditional expectation with respect to Fn of the first term, second term
and the fourth term is clearly 0. We observe that that the conditional expec-
tation with respect to Fn of the third term is D(L,M)n , the fifth term is D(M,R)n
and the sixth term is −(D(L,M)n +D(M,R)n ). The last term is independent of Fn
and has expectation 0. This proves the result.
3.3 First collision time of three Brownian motions
As one can expect, these results generalize to the Brownian motion set up
in a straightforward way. Let us start with three independent Brownian mo-
tions {(B(L)t , B(M)t , B(R)t ) : t ≥ 0} started from −x, 0 and y respectively,
for x, y > 0. We also define the associated filtration {Ft : t ≥ 0} where
Ft = σ(B(L)s , B(M)s , B(R)s : s ≤ t).
Again, let us define
τ
(B)
C = inf{t > 0 : (B(M)t −B(L)t )(B(R)t −B(M)t ) = 0}. (18)
Then, we have the following result
Theorem 3.7. With the notation as above, we have E(τ
(B)
C ) = xy.
The proof follows from the propositions below which are exact replica of
Propositions 3.5 and 3.6, exactly as in the discrete case.
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Proposition 3.8. We have {(B(M)t − B(L)t )(B(R)t − B(M)t ) + t : t ≥ 0} is a
(Ft)-adapted martingale.
Proposition 3.9. We have {(B(M)t −B(L)t )(B(R)t −B(M)t )(B(R)t −B(L)t ) : t ≥ 0}
is a (Ft)-adapted martingale.
Remark 3.10. It should be observed that there is nothing surprising in the
above Propositions as well as Propositions 3.5 and 3.6. For example, we can
write
(B
(M)
t −B(L)t )(B(R)t −B(M)t ) + t
= B
(M)
t B
(R)
t −B(L)t B(R)t +B(L)t B(M)t −
[
(B
(M)
t )
2 − t]
Since Brownian motions are themselves martingales and since products of in-
dependent martingales and sums of martingales are martingales, it is easy to
observe that the first three terms are martingales. Since t is the quadratic vari-
ation process of the Brownian motion, the last term is also a martingale. With
these arguments, other processes can also be shown to be martingales.
4 Applications to drainage network models
We now apply Propositions 2.3 and 3.2 to some directed forests of the literature
and provide an alternate verification of (B2) for these models.
4.1 Scheidegger’s model
We start with the system of coalescing simple symmetric random walks starting
from every point on Z2even := {(x, t) : x+ t even}.
Let {b(x,t) : (x, t) ∈ Z2even} be an i.i.d. collection such that
b(x,t) =
{
+1 with probability 1/2
−1 with probability 1/2.
Define h : Z2 7→ Z2even as
h(x, t) =
{
(x+ b(x,t), t+ 1) if (x, t) ∈ Z2even
(x, t+ 1) otherwise .
For k ≥ 1 let hk(x, t) := h(hk−1(x, t)) with h0(x, t) = (x, t). For (x, t) ∈ Z2
let π(x,t) : [t,∞) → R be the path starting at (x, t) obtained by joining the
successive vertices hk−1(x, t), hk(x, t), k ≥ 1 by straight line segments. Let
X := {π(x,t) : (x, t) ∈ Z2even}, be the collection of all paths starting from Z2even.
For n ≥ 1 and for normalization constants γ, σ > 0, with slight abuse of notation
let Xn = Xn(γ, σ) denote the collection of the scaled paths. For each n ≥ 1,
Xn, the closure of Xn in (Π, dΠ), is a (H, BH) valued random variable.
Fontes et. al [10] proved that Xn converges in distribution to the Brownian
web with γ = σ = 1 (see Theorem 6.1 of Fontes et al. [10]). To verify the
Condition (B2), they prove a version of FKG inequality for paths and using
it, along with the coalescing time tail estimate for a pair of random walks, to
14
derive suitable bounds. In this case it is not hard to obtain FKG inequalities
as the paths are independent till the time of coalescence. On the other hand,
we proved in Section 3 that the expected first collision time of three simple
symmetric random walks starting at 2i and 2j is exactly 4ij, which gives the
same order bound (with known constant values) as obtained by Fontes et al.
However, as a warmup, we show that Proposition 3.2 is applicable here. Note
that the exact value of this expectation is not required for our calculations.
In this case, we have V = Z2even and h(·) is defined as above. From the
construction it is clear that the paths are non-crossing and Condition (i) of
Proposition 2.3 is satisfied. Because of the i.i.d. nature of the collection of ran-
dom variables {b(x,t) : (x, t) ∈ Z2even}, the homogeneity condition, i.e., Condition
(ii) of Proposition 2.3 is also satisfied.
For any (x, 0) ∈ Z2even, hj+1(x, 0)(1) = hj(x, 0)(1)+b(hj(x,0)). Set x, y, z ∈ 2Z
such that x < y < z. Then we have (hj+1(y, 0)(1)−hj+1(x, 0)(1), hj+1(z, 0)(1)−
hj+1(y, 0)(1)) = (hj(y, 0)(1)−hj(x, 0)(1), hj(z, 0)(1)−hj(y, 0)(1))+(b(hj(y,0))−
b(hj(x,0)), b(hj(z,0)) − b(hj(y,0))). By the independence of the family of random
variables {b(x,t) : (x, t) ∈ Z2even}, it is clear that
{Xj = (π(y,0)(j)− π(x,0)(j), π(z,0)(j)− π(y,0)(j))
= (hj(y, 0)(1)− hj(x, 0)(1), hj(z, 0)(1)− hj(y, 0)(1)) : j ≥ 0}
is a Markov chain with state space {(x, t) ∈ Z2 : x, t ≥ 0}, which verifies
Condition (i) of Proposition 3.2.
Finally, to verify Condition (ii), we take S1 = ∅ so that part (b) of Condition
(ii) is trivially satisfied. For Condition (a) of Proposition 3.2 (ii), let us denote,
b(x,0) = Ix, b(y,0) = Iy and b(z,0) = Iz . Hence,
E[X1(1)X1(2)−X0(1)X0(2)|X0 = (y − x, z − y)]
= E
[
(y − x+ (Iy − Ix))(z − y + (Iz − Iy))
− (y − x)(z − y)|X0 = (y − x, z − y)
]
= E
[
(y − x+ (Iy − Ix))(z − y + (Iz − Iy))− (y − x)(z − y)
]
= (z − y)E(Iy − Ix)) + (y − x)E(Iz − Iy) + E[(Iy − Ix)(Iz − Iy)].
Clearly from definition, we have E(Ix) = E(Iy) = E(Iz) = 0 and E(I
2
y ) = 1.
Further for x < y < z, the random variables Ix, Iy and Iz are independent.
Hence,
E[X1(1)X1(2)−X0(1)X0(2)|X0 = (y − x, z − y)] = −1.
If x = y or y = z, i.e., at least one pair of paths have already coalesced, we
have that X1(1)X1(2) = 0. Therefore, X satisfies the conditions in Proposition
3.2 with the choice of S1 = ∅, d1 = −1. This allows to conclude that Condition
(B2) of Theorem 2.2 holds for {Xn : n ∈ N}.
4.2 Howard’s model
We first describe a 2-dimensional drainage network proposed by Howard (see
[14]). Fix 0 < p < 1 and let {B(x,t) : (x, t) ∈ Z2} be an i.i.d. collection
of Bernoulli random variables with success probability p. Set V = {(x, t) ∈
Z
2 : B(x,t) = 1}. Let {U(x,t) : (x, t) ∈ Z2} be an i.i.d. collection of Rademacher
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random variables, independent of the collection {B(x,t) : (x, t) ∈ Z2}: P(U(x,t) =
1) = P(U(x,t) = −1) = 1/2. For a vertex (x, t) ∈ Z2, we consider k0 = min
{|k| :
k ∈ Z, B(x+k,t+1) = 1
}
. Clearly, k0 is almost surely finite. Now, we define,
h(x, t) :=


(x+ k0, t+ 1) if (x− k0, t+ 1) 6∈ V
(x− k0, t+ 1) if (x+ k0, t+ 1) 6∈ V
(x+ U(x,t)k0, t+ 1) otherwise.
(19)
Here each open vertex (x, t) ∈ V represents a water source and the edge 〈(x, t), h(x, t)〉
represents the channel through which water can flow. Consider the random
graphG = (V , E) where the random edge set E is given by E = {〈(x, t), h(x, t)〉 :
(x, t) ∈ V}. Gangopadhyay et al. [13] proved that this random graph G is con-
nected almost surely. This result, shows that the Howard’s model generates a
random directed tree on Z2. The authors of [13] actually used a general con-
struction and studied this model for higher dimensions also. The construction
that we presented here is applicable for d = 2 only and agrees with that of [13]
for d = 2.
Let X be the collection of all paths obtained by following the edges and for
γ, σ > 0, let Xn = Xn(γ, σ) be the collection of scaled paths with normalization
constants γ, σ. Coletti et al. [5, 6] proved that, for γ = 1 and σ = σ0(p) with
σ0(p) as given by σ0(p) =
( (1−p)(2−2p+p2)
p2(2−p)2
)1/2
, X n converges in distribution to
the Brownian web. Again, to verify Condition (B2) they proved a partial FKG
inequality for the Howard’s model. We show here that Howard’s model satisfies
Proposition 3.2, and thereby Condition (B2) is verified.
By the i.i.d. nature of the collections of random variables {B(x,t) : (x, t) ∈
Z
2}, {U(x,t) : (x, t) ∈ Z2}, it follows that X satisfies Condition (ii) of Proposition
3.2. It is not difficult to see that X consists of non-crossing paths only and
Condition (i) of Proposition 3.2 holds. From definition it follows that for any
(y, s) ∈ Z2, h(y, s) depends only on the random variables {B(x,s+1) : x ∈ Z}
and U(y,s). Thus from the i.i.d. nature of the random variables it follows that
for x, y, z ∈ Z with x < y < z, the process
{Xj = (π(y,0)(j)− π(x,0)(j), π(z,0)(j)− π(y,0)(j))
= (hj(y, 0)(1)− hj(x, 0)(1), hj(z, 0)(1)− hj(y, 0)(1)) : j ≥ 0}
is a Markov chain with state space {(x, t) ∈ Z2 : x, t ≥ 0}, which verifies
Condition (i) of Proposition 3.2.
To verify Condition (ii), we take S1 = {(l,m) ∈ Z2 : 1 ≤ min(l,m) ≤ r0}
where r0 ∈ N will be chosen later. We observe that, for any r0 ≥ 1,
P[X1 ∈ S0 | X0 = (y − x, z − y)] ≥ (1 − p)2r0p
for all ((y − x), (z − y)) ∈ S1. For this assume that y− x ≤ r0 and consider the
event {B(u,1) = 0, for |u− x| ≤ r0, u 6= y,B(y,1) = 1}, i.e., the vertex above the
second path is open and all other points closed which are within a distance r0
(on both sides) from the vertex above the first path. This ensures that the first
path and the second path coalesce. Similar arguments hold when z − y ≤ r0.
This verifies part (b) of Condition (ii) Proposition 3.2 with p0 = (1−p)2r0p > 0.
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For part (a) of Condition (ii) in Proposition 3.2, let us denote, Ix := h(x, 0)(1)−
x, Iy := h(y, 0)(1)−y and Iz := h(z, 0)(1)−z. As in the earlier model, we obtain,
E[X1(1)X1(2)−X0(1)X0(2)|X0 = (y − x, z − y)]
= (z − y)E(Iy − Ix) + (y − x)E(Iz − Iy) + E[(Iy − Ix)(Iz − Iy)].
Now, we use the fact that the marginal distributions of Ix, Iy and Iz are same
as I (say) with E(I) = 0. But as opposed to the earlier model, these random
variables are no longer independent. Using Cauchy Schwartz inequality for any
x, y, z ∈ Z with x < y < z we have
E[X1(1)X1(2)−X0(1)X0(2)|X0 = (y − x, z − y)]
= E[(Iy − Ix)(Iz − Iy)] ≤ 4E[I2] <∞. (20)
To verify part (a) of the Condition (ii) of Proposition 3.2, we still need to
show that for ((y − x), (z − y)) ∈ (S0 ∪ S1)c there exists d1 > 0 such that
E[X1(1)X1(2) − X0(1)X0(2)|X0 = (y − x, z − y)] ≤ −d1. For x < y < z ∈ Z
with min(y − x, z − y) > r > 0 we have
E[X1(1)X1(2)−X0(1)X0(2)|X0 = (y − x, z − y)]
= E[(Iy − Ix)(Iz − Iy)] = −E[I2y ] + E[IyIz ]− E[IxIz ] + E[IxIy]. (21)
The last three terms converge to 0 as r →∞. We show it for E[IyIz ], the others
being exactly the same. Observe that E[(IyIz)I(max{|Iy|, |Iz |} < r/2)] = 0 and
hence we obtain
|E[IyIz)]|
= |E[(IyIz)I(max{|Iy|, |Iz|} < r/2)] + E[(IyIz)I(max{|Iy|, |Iz |} ≥ r/2)]|
≤
√
E[I2y I
2
z ]
√
P(max{|Iy|, |Iz |} ≥ r/2)
≤ 4
√
E[I4y ]
4
√
E[I4z ]
√
2
√
P(|Iy| > r/2)
→ 0
as r → ∞. Thus, we have −E[I2y ] + E[IyIz] − E[IxIz ] + E[IxIy] ≤ −E(I2)/2
for all r > r0. Hence it follows that Howard’s model satisfies Proposition 3.2
with S1 = {(l,m) ∈ Z2 : 1 ≤ min{l,m} ≤ r0}, d1 = E(I2)/2, d2 = 4E[I2] and
p0 = (1 − p)2r0p and Condition (ii) of Proposition 2.3 holds for this discrete
model. This shows that the condition (B2) is satisfied.
4.3 Ferrari, Landim and Thorisson’s model
We are interested in a directed forest spanning on Poisson process on R2 in-
troduced by Ferrari et al. [11]. The vertices of the forest are the atoms of a
homogeneous Poisson point process N having unit intensity in R2, embedded
with the Euclidean norm. With an abuse of notation, the Poisson point process
N will be considered in the sequel sometimes as a point measure with Dirac
masses on its atoms and sometimes as a union of points of R2. The ancestor of
(x, t) ∈ R2, denoted by h(x, t), is the closest point (x′, t′) ∈ N such that
t′ > t and |x′ − x| < 1
2
.
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This means that in order to find the ancestor of (x, t), we are growing a tube
of width 1 in the upward direction whose base is centered around x. The first
point of N encountered by the tube is the ancestor of (x, t).
The graph, considered by Ferrari et al. [11], with vertices as the atoms of
N and edge set
{〈(x, t), h(x, t)〉, (x, t) ∈ N}, is of out-degree 1 almost surely
and hence a forest. We should mention here that the authors of [11] considered
this forest on Rd for general d and showed that for d = 2, the random forest is
indeed a tree, i.e., connected almost surely. We concentrate only on d = 2. In
another work, Ferrari, Fontes and Wu [12] showed that for d = 2 under diffusive
scaling, as a collection of paths, this tree converges to the Brownian web.
It is not apriori clear that Condition (iii) of Proposition 2.3 holds in this
model. However, we show that the main idea of Proposition 2.3 can be extended
to give an alternate verification of (B2) for this model as well.
For any path π ∈ X emanating from (x, t), we define a ca`dla`g path, denoted
by π˜ henceforth, emanating from (x, t) to its ancestor h(x, t) = (x′, t′) which
remains constant on [t, t′) with value x and then jumps to x′. It is easy to
observe that π and π˜ meet at jump times of π˜ and hence the number of steps
between two time segments are exactly the same for both types of paths. From
now on, we will only consider the ca`dla`g paths.
In the sequel, we will deal with triplets (x, y, z) ∈ R3 with x < y <
z and min{(y − x), (z − y)} ≥ 1/2. Let Xt = (π˜(x,0)(t), π˜(y,0)(t), π˜(z,0)(t))
denote the triplet of ca`dla`g paths starting from the points (x, 0), (y, 0) and
(z, 0) respectively. Further, it is useful to observe that our choice of start-
ing points ensures that either min{(Xt(2) −Xt(1)), (Xt(3) −Xt(2))} ≥ 1/2 or
(Xt(2)−Xt(1))(Xt(3)−Xt(2)) = 0 for all t ≥ 0 where Xt(i) denotes the i-th co-
ordinate of Xt. In other words, the paths are separated by distance 1/2 or they
have coalesced for all time points. Hence, the process {Xt : t ≥ 0}, is a pure
jump Markov process with state space M = {(u, v, w) : u ≤ v ≤ w, either u =
v or v = w or min{v − u,w − v} ≥ 1/2}.
This part of the argument is motivated from Ferrarri et. al. [12]. We are
interested in finding limn→∞ P(ηX (0, n; 0, ǫ
√
n) ≥ 3). Set An as the (random)
point set {π˜(0) : π ∈ X , σπ ≤ 0} ∩ [−1/2, ǫ
√
n+ 1/2]. It is easy to observe that
for any x, y ∈ An we must have |x− y| ≥ 1/2. Hence elements of the set An can
be enumerated as {x1, x2, . . . , xJ} where x1, . . . , xJ and J are random variables
such that x1 < x2 < · · · < xJ and xi+1−xi ≥ 1/2 almost surely for 1 ≤ i ≤ J−1
(with convention that if J = 0, the point set is empty). If required, we consider
an enlarged set Bn containing An such that Bn = {y1, y2, . . . , yJ′} where
y1 ≥ −1/2, yJ′ ≤ ǫ
√
n+ 1/2 and 1/2 ≤ yi+1 − yi ≤ 1 for 1 ≤ i ≤ J ′ − 1.
Note that J ′ is random but that we necessarily have J ′ ≤ 2ǫ√n+ 2.
For 1 ≤ j ≤ J ′ − 2, let us define the event
E(j) = {π˜(yj,0)(n) < π˜(yj+1,0)(n) < π˜(yJ′ ,0)(n)}.
On the event {ηX (0, n; 0, ǫ
√
n) ≥ 3}, there must exist j = j(ω) ∈ {1, 2, · · · , J ′−
2} such that E(j) is satisfied. Let F0 denote the σ-field generated by the Poisson
point process on the negative half-plane {(x, t) ∈ R2 : t ≤ 0}. Clearly, An is
F0 measurable. Given the set An, the set Bn can be chosen by a deterministic
algorithm so that Bn, and hence J
′, are F0 measurable. On the other hand,
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given Bn, the event E(j) depends only on Poisson process on the upper half-
plane {(x, t) ∈ R2 : t > 0} and hence E(j) depends on F0 only through the
positions of Bn.
We prove the following proposition.
Proposition 4.1. For any set Bn having properties as above, we have, for
j ≥ 1,
P(E(j) | Bn) ≤ 1
n
[
C1 + C2ǫ
√
n
]
for constants C1, C2 > 0 independent of j, as well as Bn.
Assuming the Proposition 4.1, we have
P(ηX (0, n; 0, ǫ
√
n) ≥ 3) = E(P((ηX (0, n; 0, ǫ√n) ≥ 3)|F0))
≤ E(P(∪J′−2j=1 E(j)|F0)) ≤ E(
J′−2∑
j=1
P(E(j)|F0)
)
= E
(J′−2∑
j=1
P(E(j)|Bn)
) ≤ E(J
′−2∑
j=1
1
n
[C1 + C2ǫ
√
n]
)
=
1
n
[C1 + C2ǫ
√
n]E(J ′ − 2) ≤ 1
n
[C1 + C2ǫ
√
n]2ǫ
√
n
→ 2C2ǫ2
as n→∞, which proves (B2).
4.3.1 A Lyapunov condition for ca`dla`g branches
It now remains to prove Proposition 4.1. We are inspired by a result due to
Meyn and Tweedie [16, Theorem 4.3], which is based on establishing a Lyapunov
control similar to Theorem 3.1 (i) on the infinitesimal generator of (Xt)t≥0 (see
e.g. [9] or [16] for definitions of these generators).
Let us define M0 = {(u, v, w) : u ≤ v ≤ w, either u = v or v = w} and
τ = τ(M0) = inf{t ≥ 0, Xt ∈M0}. We note that τ <∞ almost surely.
Theorem 4.2. Assume that there exist d > 0 and a non-negative function
V : M → [0,∞) such that the generator G of the Markov process (Xt)t≥0
satisfies
GV (u, v, w) ≤ −d1(M0)c(u, v, w), (22)
Then, for any (u, v, w) ∈ (M0)c,
E(u,v,w)(τ) ≤
1
d
V (u, v, w).
Theorem 4.2. The result is a particular case of [16] (Th. 4.3). Using Dynkin’s
formula:
0 ≤ E(u,v,w)
(
V (Xτ∧t)
)
≤ V (u, v, w) + E(u,v,w)
( ∫ τ∧t
0
(− d1(M0)c(Xs))ds)
≤ V (u, v, w)− dE(u,v,w)(τ ∧ t)
from which we obtain the announced result by letting t→∞.
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We claim that for the function
V
(
u, v, w
)
:= (v − u)(w − v) (23)
the equation (22) is satisfied with d = 1/12. Assuming the claim, we first prove
Proposition 4.1.
Proposition 4.1. With τ being as defined before Theorem 4.2, for j ∈ {1, . . . , J ′−
2},
P(E(j) | Bn) = P(yj,yj+1,yJ′)(τ > n) ≤
1
n
E(yj ,yj+1,yJ′)
(τ)
≤ 12
n
(yj+1 − yj)(yJ′ − yj+1) ≤ 12
n
[ǫ
√
n+ 1]
using the fact that yj+1 − yj ≤ 1 and yJ′ − yj+1 ≤ ǫ
√
n+ 1.
Now we verify the claim above. For this, we start with computing the
generator of (Xt)t≥0. The basic idea is the following: the generator computed on
V can be interpreted as an expectation, which gives us a way to estimate it easily.
Let us fix (u, v, w) ∈ (M0)c. We need some notation. Let J = [−1/2, 1/2] and
A = (u+J )∪ (v+J )∪ (w+J ). Note that these sets in A may overlap and the
total length (Lebesgue measure) |A| of A can be strictly less than 3. Consider
a uniform random variable U on the set A. Now, for s ∈ {u, v, w}, define Is as
follows:
Is :=
{
U − s if U ∈ s+ J
0 otherwise.
Note that Is denotes the increment of the jump of the path starting from (s, 0)
at the first jump time of the process (Xt)t≥0. Then we have
GV (u, v, w) = |A|E[V (u+ Iu, v + Iv, w + Iw)− V (u, v, w)].
Using the form of V , we have
GV (u, v, w) = |A|E[(v−u)(Iw−Iv)+(w−v)(Iv−Iu)+(Iw−Iv)(Iv−Iu)]. (24)
First we make a few observations on Is for s ∈ {u, v, w}. Clearly, Is is
symmetric and hence E(Is) = 0. Further, IuIw = 0 almost surely since (u +
J ) ∩ (w + J ) = ∅ as (u, v, w) ∈ (M0)c. Also, we observe that IuIv is non-zero
only when U ∈ (u + J ) ∩ (v + J ). In such a case, Iu > 0 and Iv < 0. Thus,
IuIv ≤ 0 almost surely. Similar argument shows that IvIw ≤ 0 almost surely.
Now,
E(I2v ) =
1
|A|
∫ 1/2
−1/2
t2dt =
1
12|A| .
Thus, putting back in (24), we have
GV (u, v, w) = |A|E[(Iw − Iv)(Iv − Iu)] ≤ −|A|E(I2v ) = − 112 .
This proves the claim that V satisfies the condition (22) with d = 1/12.
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