To solve the multi-parameter identification problem of a two-dimensional river water-quality model, a new parameter identification method based on the Nelder-Mead Simplex algorithm coupled with the alternating direction implicit method has been constructed to determine hydraulic and water-quality parameters such as the longitudinal dispersion coefficient, the transverse mixing coefficient, and the pollutant degradation coefficient. Moreover, the influences of observation noise, observation location, and sampling frequency on the identified parameters were discussed for the given model.
INTRODUCTION
Demands on watercourses for waste disposal, for water supply, as a leisure resource, and as an environmental habitat are increasing. It is therefore, imperative to understand the impact and fate of pollutants introduced into these watercourses. Research has been undertaken to improve engineering problems, it is not computationally efficient to use three-dimensional (3D) models. Instead, researchers have used two-dimensional (2D) water-quality models to simulate pollutant transport in channels. There is, however, one troublesome point in the solution of these water-quality models. Whichever method is chosen, certain parameters in Zhu ). The tracer-test method is thought to be more accurate and reliable than the others, but it requires a tracer-test, which is very expensive. When analyzing pollutant mixing in streams, besides the longitudinal dispersion coefficient and the transverse mixing coefficient, certain other parameters, such as the degradation coefficient, must also be properly evaluated. For practical engineering problems, the most popular parameter selection method is the trial-anderror method, which adjusts parameters continuously until an optimal agreement between predicted values and measured concentration data is achieved. This method constitutes a subjective and laborious step in the water-quality model calibration process because water-quality state variables and model parameters are interrelated. Successful use requires high computational cost and expert practical ability. To overcome these difficulties and obtain reliable water-quality model performance, researchers have used many auto-calibration models to estimate unknown parameters. The optimization method has become the main way to determine parameters because of its advantages, such as low-sampling requirements and simple and convenient calculation. However, its optimization process largely ignores field measurement errors. The Gauss-Newton method is considered the most popular method because it does not require calculation of the Hessian matrix and its rate of convergence is faster than that of other methods (Bard ; Yeh ). However, because the Gauss-Newton method cannot converge under certain conditions, it requires an algorithm. To solve the convergence problem, the Nelder-Mead Simplex (NMS) method is another efficient direct search method that determines its search direction only by comparing the function values.
It is insensitive to small inaccuracies or stochastic perturbations in function values (Chang ) and has become one of the most widely used methods for multidimensional non-linear unconstrained optimization (Lagarias et al. ) . It is very easy to implement in practice because it does not require gradient computation (Peter & Terry ) . Of the methods described above for solving parameter optimization problems, the NMS method was used in this study to determine the optimal parameters of the waterquality model because it is efficient and robust for estimating parameters in non-linear models and has been successfully used to estimate parameters of non-linear Muskingum models (Reza ) .
In this study, a NMS algorithm combined with the alternating direction implicit (ADI) method was developed to predict parameters in natural streams. Moreover, the influences of noise, observation location, and sampling frequency on parameter estimation using this method were systematically analyzed. This work could offer guidance on parameter determination for model calibration.
MATERIALS AND METHODS

ADI method for 2D river water-quality model
In the 2D river water-quality model, the governing equation was generated by transforming the 3D advectiondiffusion equation into the 2D advection-dispersion equation by integration with respect to depth. Pollutant concentrations were then obtained by solving the following advection-dispersion equation:
where t is time, x is the longitudinal coordinate, y is the trans- The method has been used in a water-quality study of Jamaica Bay (Leendertse ).
Parameter identification model based on ADI model and NMS algorithm
In parameter identification, the agreement between measured results and simulated values is one of the most important indicators of how well a model has been calibrated. The Parameter identification problem can be converted to an extremum problem by defining the follow-
expressed as the norm, where C is the vector of calculated values, C* is the vector of observed values, E is the unknown parameter vector, E 0 is the initial parameter vector, and α is a regular coefficient. The first term is the distance between 2. Obtain observed data and other information at the measurement locations.
3. Assign to E an initial value E 0 .
4. Based on the current E, calculate the concentrations at the measurement locations using the ADI method for the 2D river water-quality model.
5.
Check the target function value J to determine whether it has satisfied the computational accuracy requirement.
6. If so, go to step (8); otherwise, go to step (7).
7. Change E to decrease the value of J using the NMS algorithm, then go to step (4).
8. Output the current value of E as the final parameter estimation results.
RESULTS AND DISCUSSION
Three cases of parameter identification for both steady state and dynamic flow were used to verify the method. Besides the computation method, other factors can influence the predictive value of the parameters in the water-quality model. The influence of noise, the distribution of observation points, and the richness of the data are discussed below.
Case 1
This case was a purely numerical experiment, not a real test.
The river width B was 100 m, and the flow depth h was 2 m.
The longitudinal velocity u was 0.5 m s À1 , and the transverse velocity v was 0 m s À1 . The tracer (10 kg) was released in the upper reaches of the river. Assuming that the longitudinal dispersion coefficient E x was 50 m 2 s À1 , E y was 0.1 m 2 s À1 , and the degradation coefficient K was 0.3 d À1 . Tracer concentrations at five different locations 500 m downstream were calculated (to three decimal places) by the waterquality model and are shown in Table 1 and Figure 1 . By treating the data in Table 1 as observed data and u, E x , E y , and K as unknown parameters to be identified, this case can be used to verify the reliability of the parameter estimation method.
Parameter estimation based on concentration data without noise
The initial values of u, E x , E y , and K were set to 1 ms À1 , 100 m 2 s À1 , 1 m 2 s À1 , and 0.5 d À1 , respectively. By entering the data in Table 1 directly into the model, the results shown in Table 2 can be obtained. The identified values are satisfactory except for K. The error in determining K is large compared to that for the other parameters. It is very difficult to estimate K because its assumed value was 0.3 d À1 , but the total length of time over which measurements were taken was only 40 minutes, which was a much shorter time scale.
Parameter estimation based on concentration data with noise
Regardless of the accuracy of the measuring instruments, measurement noise cannot be avoided. Because this noise is usually random, some random noise was added to the values in Table 1 . The observed data with noise can be expressed as
where C Ã j is the true concentration, β is a random number between À1 and 1, and δ is the noise (disturbance) level. By running the model for 100 iterations, the statistical results shown in Table 3 can be obtained. These results show that the ADI-NMS-based parameter estimation method has high accuracy and good anti-noise properties, except for the parameter K.
Case 2
This numerical test was performed to test the parameter identification approach for steady-state flow and continuous 
Parameter estimation based on data located on the transverse distribution
Assuming five sampling points located on the transverse distribution in the 500 m downstream section shown in Figure 1 , data for (500,40), (500,20), (500,0), (500, À20),
and (500, À40) were calculated by the water-quality model. Treating these data as observed data, the parameter estimation results using the parameter identification model are shown in Table 4 . As in Case 1, the results show that u and E y have high accuracy, but that the identified value of K is unsatisfactory.
Parameter estimation based on data located on the longitudinal distribution
Assuming five sampling points located on the longitudinal distribution, three different conditions were designed and are shown in Figure 2 and 
Case 3
This numerical test was performed to test the parameter identification approach under dynamic flow. The length of river studied was 2 km, and the river width B was 100 m. The upstream discharge was 60 m 3 s À1 . The variation in downstream water level with time can be expressed as follows:
where the wave amplitude A is 0.1, z 0 is 1.0 m, and the cycle time T is 12 h. A point source released pollutants continuously at a rate of 15 gs À1 . The upstream concentration and the initial concentration in the river were assumed to be 0 mg L À1 . Two hundred meshes were distributed in the study area, as shown in Figure 3 . With E x set to 1.0 m 2 s À1 , E y to 0.1 m 2 s À1 , and K to 0.3 d À1 , the pollutant concentrations at five points every hour 1,000 m downstream were calculated (to three decimal places) using the waterquality model, with the results shown in Table 7 and Figure 4 . By treating these data as observed data and u, E x , E y , and K as unknown parameters to be identified, this case can be used to verify the reliability of the parameter estimation method and to investigate the effect of observed data richness on the parameter estimation results. When the flow is dynamic, the concentration will vary with time. If the sampling frequency is inadequate, the accuracy of parameter identification will be affected by the insufficient richness of the observed data. However, the increased number of sampling times will also lead to a heavy workload. Therefore, the influence of sampling frequency on parameter identification was studied here.
Using the target function J 0.000001 as a termination condition, the parameter estimation results using the parameter identification model under different sampling time scales are shown in Table 8 . Using a maximum of 100 iterations as a termination condition, the parameter estimation results are shown in Table 9 . The parameter evolution process is illustrated in Figure 5 .
These results show that the sampling frequency, which is directly related to the sampling time scale, has a great influence on the precision of the identified parameters.
Generally, the more frequent the sampling, the higher will be the precision obtained, but the convergence rate may be slow and the computational time lengthy. position are shown in Figure 6 . The measured average velocity was approximately 0.35 ms À1 . For the investigated reach of the Green River, the calculated E x was 8.3 m 2 s À1 and the calculated E y was 0.02 m 2 s À1 by the proposed method. This value of E x is very close to the result of 7.8 m 2 s À1 obtained by integration of the theoretical profile with the velocity distribution.
CONCLUSIONS
To avoid the shortcomings of traditional optimization algorithms, a new multi-parameter estimation model based on the NMS algorithm coupled with the ADI method was proposed in this paper. Computational results for three numerical cases indicated that the proposed 
