Abstract. A family of explicit Lyapunov functions for positive recurrent Markovian Jackson networks is constructed. With this result we obtain explicit estimates of the tail distribution of the first time when the process returns to large compact sets and some explicit estimates of the essential radius of the process. The essential spectral radius of the process provides the best geometric convergence rate to equilibrium that one can get by changing the transitions of the process in a finite set.
Introduction
Before formulating our results we recall the definition and some well known results concerning classical Jackson networks, see [7] for example. For a Jackson network with d queues, the arrivals at the i-th queue are Poisson with parameter λ i and the services delivered by the server are exponentially distributed with parameters µ i . All the Poisson processes and the services are assumed to be independent. The routing matrix is denoted P = (p ij ; i, j = 1, . . . , d), p ij is the probability that a customer goes to the j-th queue when he has finished his service at queue i. The residual quantity
is the probability that this customer leaves definitively the network. Without any restriction of generality we can assume that p ii = 0 for all i ∈ {1, . . . , d}.
Denote by Z i (t) the length of the queue i at time t. Then the process Z(t) = (Z 1 , (t), . . . , Z d (t)) is a continuous time Markov process on Z d + generated by Lf (y) = It is convenient to put p 00 = 1 and p 0i = 0 for i = 0, the matrix (p ij ; i, j = 0, . . . , d) is then stochastic.
We denote by p (n) ij the n-time transition probabilities of a Markov chain with d + 1 states associated to the stochastic matrix (p ij ; i, j = 0, . . . , d).
Assumption (A).
We suppose that the matrix (q(x − y); x, y ∈ Z d ) is irreducible.
This assumption is equivalent to the following conditions (A 1 ) Every customer leaves the network with probability 1, i.e. for any i ∈ {1, . . . , d} there exists n ∈ N, such that p 
Assumption (B). We assume that the inequalities (1.3) hold.
Fayolle, Malyshev, Men'shikov and Sidorenko [3] proved that the rate of convergence to stationary distribution for ergodic Jackson networks is exponential. The proof of this result relies on the construction of a positive Lipschitz continuous function f : R c E (f )
is also called a Lyapunov function for (Z(t)). To make a difference with a Lyapunov function satisfying the inequality (1.5), we call such a function h a multiplicative Lyapunov function. For the hitting time τ E = inf{t > 0 : Z(t) ∈ E}, the inequalities (1.6) and (1.7) imply that (1.8)
for all x ∈ Z d + \ E. An explicit form for the multiplicative Lyapunov function h and the quantity θ whould therefore imply explicit estimates for the tail distribution of the hitting time τ E . Unfortunately, construction of an explicit multiplicative Lyapunov function satisfying (1.6) for a given finite set E ⊂ Z d + with the best possible θ is usually a very difficult problem. In [3] , the Lyapunov function f itself and the corresponding set E are both rather implicit.
In the present paper we construct a class of explicit multiplicative Lyapunov functions h :
For any such a function h and any 0 < θ < θ h , one could therefore identify the set E where (1.6) holds and get an explicit estimate for the tail distribution of the hitting time τ E .
Using the explicit form of the Lyapunov functions we obtain an explicit estimate for the essential spectral radius of the process (Z(t)). Recall that the spectral radius r * of the process (Z(t)) is defined as the infimum of all those r > 0 for which
When the process (Z(t)) is recurrent we obviously have r * = 1. The essential spectral radius r * e of (Z(t)) is the infimum of all those r > 0 for which there is a finite set
For the recurrent Markov process (Z(t)), the quantity r * e is equal to the infimum of all those r > 0 for which there is a finite set
(see for instance Proposition 3.6 of [6]). Remark that for those r > 0 for which (1.9) holds, the function
satisfies the inequalities (1.6) and (1.7) with a given E, θ = − log r and
The last property of the essential spectral radius r * e combined with the estimates (1.8) shows therefore that the quantity θ * e = − log r * e is equal to the supremum of all θ > 0 for which there exists a multiplicative Lyapunov function h : Z d + → R + satisfying the inequalities (1.6) and (1.7) for some finite subset E ⊂ Z d + . This is also the best θ > 0 one could expect to have in (1.8).
The essential spectral radius is moreover related to the rate of convergence to equilibrium. To calculate the rate of convergence to equilibrium, one should identify the spectral gap of the transition operator, and except for some very particular processes, this is an extremely difficult problem. Explicit estimates of the rate of convergence are therefore of interest. Malyshev and Spieksma [8] proved that for some general class of Markov chains, the quantity r * e gives an accurate bound for that : this is the best geometric convergence rate one can get by changing the transitions of the process on finite subsets of states. By Perssons principle (see Liming Wu [10] ), for symmetric Markov chains the quantity r * e is related to the L 2 -essential spectral radius of the corresponding Markov semi-group. For more details concerning the relationship between the quantity r * e and the rate of convergence to equilibrium see Liming Wu [10] .
In [6] , the quantity r * e was represented in terms of the sample path large deviation rate function I [0,T ] (·) of the scaled processes Z ε (t) = εZ(t/ε), t ∈ [0, T ]. Recall that the family of scaled Markov processes (Z ε (t), t ∈ [0, T ]) satisfies the sample path large deviation principle (see [1, 2, 5, 4] ) with a good rate function I [0,T ] (·). Corollary 7.1 of the paper [6] proves that (1.10) log r * e = − inf
where the infimum is taken over all absolutely continuous functions φ :
with φ(0) = φ(1) and such that φ(t) = 0 for all 0 < t < 1. For d ≤ 2, the quantity r * e was calculated explicitly : in this case, the infimum at the right hand side of (1.10) is achieved at some constant function
and by Proposition 7.2 of [6], for d = 2,
Unfortunately, for higher dimensions d ≥ 3, the variational problem (1.10) seems very difficult to resolve. In the present paper, using the explicit Lyapunov functions, we obtain explicit estimates for the essential spectral radius r * e for an arbitrary dimension d. The quantity r * e is calculated explicitly for several examples of Jackson networks.
General results
To formulate our results, we need to introduce some additional notation :
where P n denotes the n-th iterate of the routing matrix P = (p ij , i, j ∈ {1, . . . , d}), and the series converges because, under our assumptions, the spectral radius of the routing matrix P is strictly less than unity. We moreover introduce an auxiliary Markov chain (ξ n ) on {0, . . . , d}, with an absorbing state 0 and transition probabilities p ij for i ∈ {1, . . . , d} and j ∈ {0, . . . , d}. For j ∈ {1, . . . , d}, we consider τ j = inf{n ≥ 0 : ξ n = j} with the convention that inf ∅ = +∞, and we denote
Γ denotes the set of all vectors γ ∈ R d + for which the following condition is satisfied: Definition 1. γ ∈ Γ if and only if for any i = 1, . . . , d and for any non-zero vector
Here and throughout, u · v denotes for u, v ∈ R d the usual scalar product in R d . Our first general preliminary result is the following statement. Theorem 1. Under the hypothesis (A), for any γ ∈ Γ, the function h γ :
satisfies the equality
The proof of this result is given in Section 5.
Remark that
If γ ∈ Γ and the last inequalities are satisfied for all i = 1, . . . , d, then the right hand side of (2.4) is negative and consequently, h γ is a multiplicative Lyapunov function for (Z(t)). In Section 3, we provide an example of a Jackson network with a completely symmetrical routing matrix, where the set Γ has a simple explicit representation. Unfortunately, in general, the explicit description of the set Γ is a difficult problem and it is of interest to give another equivalent representation of Γ. This is a subject of our next result. Here and throughout, M 1 denotes the set of probability measures on {1, . . . , d} : 
where the vectors
From the above proposition it follows that the set Γ is open in R d + . The proof of this proposition is given in Section 6.
Our following result proves that the set Γ is nonempty and provides an explicit form for some of the vectors γ ∈ Γ. Recall that the spectral radius R of the routing matrix P is defined by :
where the infimum is taken over all ρ = (ρ 1 , . . . , ρ d ) with positive components ρ 1 > 0, . . . , ρ d > 0. If the matrix P is irreducible, R is the Perron-Frobenius eigenvalue and the last infimum is achieved for the left hand side Perron-Frobenius eigenvector ρ of P (see Seneta [9] ). Under the hypothesis (A), the spectral radius R is strictly less than unity and consequently, the set of vectors ρ = (ρ 1 , . . . , ρ d ) satisfying the inequalities
is nonempty. Remark that these inequalities are equivalent to 
(ρP ) i /ρ i and we let (2.8)
Theorem 2. Suppose that conditions (A) and (B) are satisfied and let a vector
belongs to the set Γ whenever
Theorem 1 and Theorem 2 provide a class of explicit Lyapunov functions for Jackson networks. Indeed, for
Hence, using Theorem 1 together with Theorem 2 and the equality G ji = Q ji G ii , one gets Corollary 2.1. Suppose that the conditions (A) and (B) are satisfied and let a vector ρ = (ρ 1 , . . . , ρ d ) satisfy the inequalities (2.7). Then for ε > 0, the function
or sufficiently, whenever
In the above results, one can replace the vector ρ satisfying the inequalities (2.7) by a vector βG with β = (β 1 , . . . , β d ) having positive components β i > 0, since as previously mentioned, β = ρ − ρP is equivalent to ρ = βG. Moreover, by changing if necessary ε, one can assume that such a vector β = (β 1 , . . . , β d ) defines a probability measure on the set {1, . . . , d}. Then for any i = 1, . . . , d,
is the probability that a Markov chain on {1, . . . , d} with transition matrix P and initial distribution β ever hits the state i.
2.2.
Estimates of the essential spectral radius. Now, we get some explicit estimates for the essential spectral radius r * e . The following lower bound is obtained by using the large deviation results of the papers [4, 6] .
Theorem 3. Under the hypotheses (A) and (B),
The proof of this Theorem is given in Section 7.
To get an upper bound for r * e we use Theorem 1 and Theorem 2. Recall that under assumptions (A) and (B), the quantity θ * e = − log r * e is equal to the supremum of all θ > 0 for which there exists a finite set E ⊂ Z 
Recall moreover that Γ ⊂ R d + and remark that the function
Hence, in the right hand side of (2.14), one can replace the supremum over the set Γ by the supremum over the closure Γ of the set Γ in R d .
Now the question arises of a possible equality in (2.13). This equality holds in particular if the upper bound given by (2.14) coincides with the lower bound in (2.13). In this respect, remark that for every i = 1, . . . , d the maximum of the function
then one gets equality in (2.13). More generally, denote by ∆ i the set of all γ ∈ R + satisfying the inequality
Under our assumptions, ∆ i is a closed interval such that γ *
Hence, using the estimates (2.13) and (2.14) one will get the equality in (2.13) if there exists γ = (γ 1 , . . . , γ d ) ∈ Γ with γ i ∈ ∆ i for all i = 1, . . . , d. In Section 3, we give several examples where these arguments allow to get the equality in (2.13). Unfortunately, in the general case, the right hand side of (2.14) is not necessarily equal to the left hand side of (2.13) (see Proposition 3.6 in Section 3 below). In the general case, using Corollary 2.1 we obtain Corollary 2.3. Under the hypotheses (A) and (B),
where the supremum sup ε,ρ is taken over all ε > 0 and ρ = (ρ 1 , . . . , ρ d ) satisfying (2.7) and (2.12).
Examples
In this section, we give some examples for which the above results can be applied and in particular, equality in (2.13) is obtained by using Corollary 2.2.
3.1. Jackson network with a branching routing matrix P. We will say that a matrix A = (a ji , i, j = 1, . . . , d) has a branching structure if for any i ∈ {1, . . . , d} the set {j ∈ {1, . . . , d} : a ji > 0}, contains at most one element.
Recall that under our assumptions, p ii = 0 for all i ∈ {1, . . . , d}. Hence, for d = 2, any routing matrix P = (p ij , i, j = 1, . . . , d) has a branching structure. For d > 2, an example of a graph corresponding to a branching routing matrix P , with vertices {1, . . . , d} and ordered edges (i → j) for i, j ∈ {1, . . . , d} such that p ij > 0, is given in Figure 1 . Proof. We get this statement as a consequence of the second assertion of Proposition 2.1. Indeed, let a vector ρ satisfy the inequalities (2.7). Consider a vector γ = (γ 1 , . . . , γ d ) defined by (2.9) with some given ε > 0. Then obviously, γ i > 0 for all i ∈ {1, . . . , d}. Let us show that under the hypotheses of our proposition, (2.6) holds for any i ∈ {1, . . . , d}. If i ∈ {1, . . . , d} is such that p ji = 0 for all j ∈ {1, . . . , d} \ {i} then also Q ji = 0 for all j = i and consequently (2.6) is trivial.
Suppose now that for i ∈ {1, . . . , d}, there is j ∈ {1, . . . , d} such that p ji > 0. Then under the hypotheses of our proposition, such an index j is unique, j = i, and
for all those k ∈ {1, . . . , d} \ {i} for which G kj > 0 or equivalently Q ki > 0. The last relations show that (2.6) holds with a unit vector θ i = (θ When combined with Theorem 1, the above proposition implies the following particular version of Corollary 2.1. Corollary 3.1. Suppose that the conditions (A) and (B) are satisfied and let the routing matrix have a branching structure. Suppose moreover that a vector ρ = (ρ 1 , . . . , ρ d ) satisfies the inequalities (2.7). Then the function h ε,ρ defined by (2.10) satisfies the inequality (2.11) for any
From the last statement we obtain Proposition 3.2. Suppose that the conditions (A) and (B) are satisfied and let either the routing matrix P or its transposed matrix t P have a branching structure. Then
Proof. Suppose first that the routing matrix has a branching structure. Then by Corollary 3.1, Remark now that according to the definition of the traffic equations (1.2),
and consequently one can replace the quantities ρ i at the right hand side of (3.2) bỹ
provides the following upper bound
Moreover, if a routing matrix P has a branching structure, then for any i ∈ {1, . . . , d}, either p ji = 0 for all j ∈ {1, . . . , d} and consequently,
or else there is a unique j ∈ {1, . . . , d} such that p ji > 0 and consequently,
These relations show that the vector ρ = (ρ 1 , . . . , ρ d ) with ρ i = G ii satisfies the inequalities (3.3). Using (3.4) with this vector ρ we obtain log r * e ≤ − min
The last inequality combined with (2.13) proves (3.1). Suppose now that the transposed matrix t P has a branching structure, and let us show that in this case, the equality (3.1) also holds. For this we apply a time reversing argument to the Markov process (Z(t)). The time reversed Markov process (Z(t)) is generated bỹ
A straightforward calculation shows that this is also a Jackson network but with different parameters: the arrivals at the i-th queue are Poisson with parameter λ i = ν i p i0 , the services delivered by the server are exponentially distributed with the same parameterμ i = µ i as for the original Jackson network (Z(t)), and the routing matrix (p ij , i, j = 0, . . . , d) is given byp i0 = λ i /ν i andp ij = ν j p ji /ν i for i, j ∈ {1, . . . , d}. Under our assumptions, the time reversed Markov process (Z(t)) also satisfies the conditions (A) and (B) with the same solution (ν i , i = 1, . . . , d) of the traffic equations and the same stationary probabilities (π(x); x ∈ Z N + ). Moreover, for any finite subset
+ \ E and consequently, the essential spectral radius of the time reversed Markov process (Z(t)) is the same as for the original Markov process (Z(t)). If the transposed matrix t P has a branching structure, then the routing matrixP = (p ij , i, j = 1, . . . , d) has the same property and consequently, the above arguments applied to the time reversed Markov process (Z(t)) prove the equality (3.1).
3.2.
Jackson networks with a completely symmetrical routing matrix P . Now we consider a Jackson network having a completely symmetrical routing matrix P = (p ij , i, j = 1, . . . , d) with p ij = p < 1/(d − 1) for all i = j, i, j ∈ {1, . . . , d}.
= q for all i = j, i, j ∈ {1, . . . , d}, where 0 < q < 1. The following proposition provides an explicit form for the set Γ in this case. To formulate this result, it is convenient to introduce the function
+ satisfying γ j > 0 for all j = 1, . . . , d (note that for such a γ, since q < 1, then log(1 + γ j ) > log(1 + qγ j ) for all j = 1, . . . , d and the above quantity is well-defined). 
or equivalently, (3.6) |v| log 1 + qγ i 1 + qγ j < v j log 1 + γ j 1 + qγ j for some j ∈ {1, . . . , d}
Since q < 1, the inequality (3.6) is trivially satisfied when
Thus, γ ∈ Γ if and only if (3.6) holds for any i ∈ {1, . . . , d} such that Consider now a vector γ = (γ 1 , . . . , γ d ) with γ i > 0 for all i ∈ {1, . . . , d}. If γ ∈ Γ, then using the above arguments it follows that for some index i ∈ {1, . . . , d} satisfying the equality (3.7) there is a non-zero vector v ∈ R d + with v i = 0 such that
and consequently,
Summing these inequalities proves that for such a vector γ, (3.5) fails to hold.
Conversely, suppose that γ ∈ Γ. Then (3.6) holds for any index i ∈ {1, . . . , d} satisfying the equality (3.7) and for any non-zero vector v ∈ R d + with v i = 0. From (3.6) it follows that γ is non-zero. Moreover, let i ∈ {1, . . . , d} satisfy (3.7).
Then for any k ∈ {1, . . . , d} \ {i}, using the inequality (3.6) with a unit vector
and consequently, γ k > 0 for all k ∈ {1, . . . , d}. The quantity Σ(γ 1 , . . . , γ d ) is therefore well-defined and equal to |v|
If |v| = Σ(γ 1 , . . . , γ d ) = 0, then (3.5) obviously holds. Otherwise, using again (3.6) with such a vector v and with any i satisfying (3.7) gives
which proves (3.5).
Remark that for a completely symmetrical routing matrix P ,
Hence, when combined with Theorem 1, the above proposition implies the following statement, similar to Corollary 2.1.
Corollary 3.2. Under the hypotheses of Proposition 3.3, the function
whenever (3.5) holds and 0 < γ i < µ i ν i − 1 for all i = 1, . . . , d.
Note that (3.5) is satisfied for any vector
so that the set of vectors γ ∈ R d satisfying both (3.5) and 0 
where the supremum is taken over all γ ∈ Γ, or equivalently, over all γ = (γ 1 , . . . , γ d ) with γ i > 0 for all i = 1, . . . , d such that inequality (3.5) holds.
Thus, if the conditions of Proposition 3.3 are satisfied and
that is, relation (3.1) again holds. The following statement gives some simple sufficient conditions for the equalities (3.8) and (3.9)
Corollary 3.4. Suppose that for some i 0 ∈ {1, . . . , d},
Then under the hypotheses of Proposition 3.3, (3.9) holds. In particular, (3.9) holds if one of the following conditions is satisfied :
there is i 0 ∈ {1, . . . , d} such that µ i ≥ µ i0 and ν i ≤ ν i0 for all i ∈ {1, . . . , d}. 
Recall that the maximum of the function t ∈ R + → t µ i 1 + t − ν i is achieved at the point γ * i = µ i /ν i − 1 and equals
Hence, assuming (3.10), then (3.12) holds if and only if γ * i0
the last inequalities are equivalent to (3.11). Now if condition (i) is satisfied, consider i 0 such that min 1≤i≤d ν i = ν i0 , then (3.10) is satisfied. Using
so that (3.11) holds, hence also (3.9) from the first part of the proof. Finally, if condition (ii) is satisfied, then i 0 clearly satisfies (3.10) and (3.11), so that (3.9) again follows from the first part of the corollary.
Remark that (ii) is in particular satisfied if µ i = µ j for all i, j ∈ {1, . . . , d}, or if ν i = ν j for all i, j ∈ {1, . . . , d}.
Our following result is a necessary and sufficient condition for the equality (3.8) .
and consider for i ∈ {1, . . . , d},
A straightforward calculation shows that
Moreover,
where Proof. Indeed, suppose first that (3.8) holds and remark that for any i ∈ {1, . . . , d}, since ν i > 0, the function t µ i 1 + t − ν i → −∞ as t → +∞. These functions being continuous on R + , it follows that the function
if and only if (
attains its maximum over the closure Γ of the set Γ at some point γ ∈ Γ. Moreover, relation (3.8) proves that
from which it follows that γ i ∈ ∆ i and consequently, γ i > 0 for all i ∈ {1, . . . , d}.
The quantity Σ( γ 1 , . . . , γ d ) is therefore well defined and by Proposition 3.3, because otherwise, one could find some ǫ > 0 for which the vector γ
belongs to the set ∆ 1 ×· · ·×∆ d and satisfies Σ(γ
Remark now that the following two assertions are equivalent :
.
When combined with (3.13), these remarks show that the point γ * = (γ * 1 , . . . , γ * d ) achieves the minimum of the function
being decreasing on ]0, a], from this it follows that γ * j = γ j for all j ∈ {1, . . . , d} and consequently,
Conversely, suppose that Σ( γ 1 , . . . , γ d ) ≤ 1 and let us prove the equality (3.8). We know from Section 2.2 that
To get (3.8) it is therefore sufficient to show that γ ∈ Γ. If Σ( γ 1 , . . . , γ d ) < 1, then γ ∈ Γ by Proposition 3.3. Suppose now that Σ( γ 1 , . . . , γ d ) = 1. Then clearly
and letting
one gets γ i (ε) > 0 for all i ∈ {1, . . . , d} and Σ(γ 1 (ε), . . . , γ d (ε)) < 1 for all ε > 0 small enough. By Proposition 3.3, it follows that (γ 1 (ε), . . . , γ d (ε)) ∈ Γ for all ε > 0 small enough and consequently, letting ε → 0 we conclude that γ ∈ Γ.
The last result of this section provides an example where (3.8) fails to hold. This example shows that unfortunately, in general, the left hand side of (2.13) and the right hand side of (2.14) are not necessarily equal.
Proposition 3.5. Suppose that the following conditions are satisfied :
. . , d}. Then under the hypotheses of Proposition 3.3, for any p > 0 small enough, there is t p > 0 such that for t > t p , the inequality (3.8) fails to hold.
Proof. By Proposition 3.4, it is sufficient to show that (3.14) lim
Remark that under the hypotheses of Proposition 3.5, a i = b i = µ i /ν i − 1 and consequently,
Moreover, a straightforward calculation shows that for any i = 1, . . . , d,
Since under the hypotheses of our proposition, λ 1 = 0 < λ i for all i ∈ {2, . . . , d}, the above relations show that max i γ i = γ 1 . Using the definition of Σ(γ 1 , . . . , γ d ) we conclude therefore that
where q = p/(1 + 2p − dp) and
Under the hypothesis (i), the last relation proves (3.14). Proposition 3.6. Suppose that a Jackson network with three nodes and a routing matrix (3.15) satisfies conditions (A) and (B). Then
If moreover the equalities (3.10) and (3.11) hold for some i 0 ∈ {1, . . . , d}, then
In particular (3.17) holds if at least one of the conditions (i) or (ii) of Corollary 3.4 is satisfied.
Proof. Indeed, a straightforward calculation shows that
The first inequality of (3.16) is therefore a straightforward consequence of Theorem 3. By Corollary 2.2, to prove the second inequality of (3.16) it is sufficient to show that for any t > 0, the vector γ = (t, t, t) belongs to the set Γ. For this let us first notice that under the hypotheses of our proposition, the matrix of hitting probabilities Q = (Q ij , i, j = 1, 2, 3) is given by
Without any restriction of generality we can assume that p ≤ q. Then
and consequently, for γ = (t, t, t) with t > 0 and any
from which it follows that
Permuting indices shows that for any i ∈ {1, 2, 3} and any non-zero
Hence, for any t > 0, the vector γ = (t, t, t) belongs to the set Γ and consequently, by Corollary 2.2, the second inequality of (3.16) is also verified. The first part of our proposition is therefore proved. The second part of Proposition 3.6 follows from (3.16) by using the same arguments as in the proof of Corollary 3.4.
Background
For a given Λ ⊂ {1, . . . , d}, denote Λ c = {1, . . . , d} \ Λ and consider the sets
+ and i, j ∈ {0, 1, . . . , d}, i = 0, we define
The following result provides a suitable homeomorphism from the set R Λ,d + onto B Λ , this is a straightforward consequence of Proposition 8.1 of the paper [4] . + , the system of equations
This result will be used to investigate the different Laplace transforms of the jump distribution on the different "faces" of the space Z d + . For Λ ⊂ {1, · · · , d} and α ∈ R d , the Laplace transform of the jump distribution corresponding to the face Λ is defined by
and for Λ = {1, . . . , d}, we denote
As a consequence of the above proposition one gets the following statement .
Lemma 4.1. Under hypothesis (A), for any i ∈ {1, · · · , d} and s ∈ ] − 1, +∞[ the system of equations
Moreover, for any Λ ⊂ {1, · · · , d}, this solution satisfies the equality
Proof. Indeed, for β = (β 1 , . . . , β d ) with β i = log(1 + s) and β j = 0 for j = i, one gets m {i} ji (β) = Q ji and m {i} j0 (β) = 1 − Q ji for all j ∈ {1, . . . , d}. Hence, the first assertion of Lemma 4.1 is a straightforward consequence of Proposition 4.1. Moreover, for any Λ ⊂ {1, . . . , d},
The last equality combined with the relations
proves the second assertion of Lemma 4.1
Proof of Theorem 1
We begin the proof of this theorem with the following lemma.
+ , the exponential function f α (x) = exp(α · x) satisfies the equality
where for x ∈ R d + , we denote by Λ(x) the set of all j ∈ {1, . . . , d} for which x j > 0 and for Λ ⊂ {1, . . . , d},
Furthermore, by Lemma 4.1, from the definition of the vector − → γ i it follows that α = (α 1 , . . . , α d ) = − → γ i is the unique solution of the system (4.2) for s = γ i and
The equality (5.1) is therefore verified. Now we are ready to complete the proof of Theorem 1. For the function h γ defined by (2.3), Lemma 5.1 proves that
To get the inequality
it is therefore sufficient to show that 
Using this relation together with (5.3) one gets (2.4).
Proof of Proposition 2.1
We begin the proof of Proposition 2.1 with the following lemma.
Lemma 6.1. For u 1 , · · · , u d ∈ R d , the following two properties are equivalent:
(1) for any v ∈ R 
R(α).
To prove Theorem 3 it is therefore sufficient to show that
For this we first notice that for any i ∈ {1, . . . , d}, 
Without any restriction of generality we can assume that
To get (8.1), it is now sufficient to show that (8.2) holds with the equality for i = 1. For a given α ∈ R d , it is convenient to introduce the set J(α) of all those j ∈ {1, . . . , d} for which
The proof of equality in (8.2) for i = 1 uses the the following lemma.
Lemma 8.1. Suppose that the conditions (A) and (B) are satisfied and let (8.3) hold. Suppose moreover that α ∈ B {1} and {2, . . . , d} \ J(α) = ∅. Then for any i ∈ {2, . . . , d} \ J(α), there exists anα ∈ B {1} such that J(α) ∪ {i} ⊂ J(α) and
where, as in the proof of the last lemma, − → γ 1 = (γ 1 1 , . . . , γ d 1 ) is defined by (2.1) with γ 1 = γ * 1 = µ 1 /ν 1 − 1. Since J(α) = J( − → γ 1 ) = {2, . . . , d} and the minimum of R(α) over α ∈ R d with J(α) = {2, . . . , d} is achieved at the point − → γ 1 , using the last inequality we conclude that R( − → γ 1 ) ≤ R(α) < R(α).
This proves that the minimum of R(α) over α ∈ B {1} is achieved at α = − → γ 1 and consequently, equality holds in (8.2) for i = 1. The proof of Theorem 3 is complete.
