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1 Introduction
We fix once for all
n, k ∈ N , n ≥ 2 , k ≥ 1 .
Here N denotes the set of natural numbers including 0. Then we denote by
N(2k, n) the set of all multi-indexes α ≡ (α1, . . . , αn) ∈ N
n such that |α| ≡
α1 + · · · + αn ≤ 2k. We denote by R(2k, n) the set of the functions a ≡
(aα)α∈N(2k,n) from N(2k, n) to R. We note that R(2k, n) can be identified with
a finite dimensional real vector space. Accordingly we endow R(2k, n) with the
corresponding Euclidean norm |a| ≡ (
∑
α∈N(2k,n) a
2
α)
1/2. Then we set
ER(2k, n)
≡
{
a = (aα)α∈N(2k,n) ∈ R(2k, n) :
∑
|α|=2k
aαξ
α 6= 0 for all ξ ∈ Rn \ {0}
}
.
We note that ER(2k, n) is an open non-empty subset of R(2k, n). Then, for each
a ∈ ER(2k, n) we denote by L[a] the partial differential operator defined by
L[a] ≡
∑
α∈N(2k,n)
aα∂
α1
x1 . . . ∂
αn
xn
(see also Section 2 below). So that, L[a] is a real constant coefficients elliptic
partial differential operator on Rn of order 2k.
The aim of this paper is to show the construction of a function S such that
S is a real analytic function from ER(2k, n)× (R
n \ {0}) to R ; (1)
S(a, ·) is a fundamental solution of L[a] for all a ∈ ER(2k, n) . (2)
Condition (2) means that S(a, ·) defines a locally integrable function on Rn such
that L[a]S(a, ·) = δ0 in the sense of distributions on R
n, where δ0 denotes the
1
delta Dirac distribution with mass at 0. Also, we wish to investigate regularity
properties in the frame of Schauder spaces and jump properties of the single
layer potential corresponding to the fundamental solution S(a, ·).
In Theorem 6.1 below we introduce a function S which satisfies the conditions
in (1) and (2). Then, in Theorem 6.2 we provide a suitably detailed expression
for S. In particular, we show that there exist a real analytic function A from
ER(2k, n)×∂Bn×R to R, and real analytic functions B and C from ER(2k, n)×
Rn to R such that
S(a, x) = |x|2k−nA(a, x/|x|, |x|) + log |x|B(a, x) + C(a, x) (3)
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}), where B and C are identically 0 if
the dimension n is odd. The functions A and B play an important role when
we consider the regularity and jump properties of the single layer potential
corresponding to S(a, ·). Therefore, we investigate the power series expansion
of A(a, θ, r) with respect to the “radius” variable r and of B(a, x) with respect
to the spatial variable x (cf. Theorem 6.2 below). Then we pass to consider the
principal term L0[a] of L[a]. Namely, we set
L0[a] ≡
∑
|α|=2k
aα∂
α1
x1 . . . ∂
αn
xn (4)
for all a ∈ ER(2k, n) (see also Section 2 below). In Theorem 6.3 we show that
there exists a real analytic function S0 from ER(2k, n)×(R
n\{0}) to R such that
S0(a, ·) is a fundamental solution of L0[a] for all a ∈ ER(2k, n). We also provide
an expression for S0 in terms of the coefficients of the power series expansion of
the functions A and B which appears in (3).
Then we turn to consider the single layer potential corresponding to the
fundamental solution S(a, ·). To do so, we fix once for all
m ∈ N \ {0} and λ ∈]0, 1[ .
Then we fix a set Ω such that
Ω is an open bounded subset of Rn of class Cm,λ .
For the definition of functions and sets of the usual Schauder class Ch,λ, with
h ∈ N, we refer for example to Gilbarg and Trudinger [12, §4.1 and §6.2]. Then
we denote by v[a, µ] the single layer potential with density µ ∈ Cm−1,λ(∂Ω)
corresponding to the fundamental solution S(a, ·), a ∈ ER(2k, n). Namely,
v[a, µ] is the function from Rn to R defined by
v[a, µ](x) ≡
∫
∂Ω
S(a, x− y)µ(y) dσy ∀x ∈ R
n , (5)
for all a ∈ ER(2k, n) and all µ ∈ C
m−1,λ(∂Ω), where ∂Ω denotes the boundary
of Ω and dσ denotes the area element on ∂Ω. In Theorem 7.1 we show that
v[a, µ] is a function of class C2k−2 on Rn. In Theorem 7.6 we show that the
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restriction of v[a, µ] to the closure of Ω is a function of class Cm+2k−2,λ and the
restriction of v[a, µ] to Rn \Ω belongs to Cm+2k−2,λ in a local sense which will
be clarified. However, the derivatives of order 2k − 1 of v[a, µ](x) with respect
to the spatial variable x are not continuous on Rn and display a jump across
the boundary of Ω. In Theorem 7.8 we describe such a jump property.
We observe that the construction of the function S presented here is based on
the construction of a fundamental solution provided by John in [14, Chapter III].
Moreover, the result which we show in Theorem 6.1 resemble those which were
proved by Tre`ves in [25] and by Mantlik in [20, 21]. We also note that Tre`ves
and Mantlik consider more general assumptions on the operators. However,
our result is not a corollary and differs from those of . Indeed, the joint real
analyticity of S(a, x) upon the variables a ∈ ER(2k, n) and x ∈ R
n \ {0} does
not follow by Tre`ves and Mantlik results. Also, the suitably detailed expression
which we provide for S in Theorem 6.2 cannot be deduced by Tre`ves and Mantlik
results (see also equality (3)).
It is also worth noting that in case of operators of order 2, the real ana-
lytic function S which we introduce here is of the type considered by Lanza de
Cristoforis and the author in [7]. Accordingly, one could verify real analyticity
results for the (joint) dependence of the single layer potential v[a, µ] upon per-
turbations of the variables a and µ and upon perturbations of the “shape” of
the support of integration ∂Ω (cf. [7, Theorem 5.6], see also [6, Theorem 5.1]).
Then, one could exploit such results to analyze the dependence of solutions of
boundary value problems upon perturbations of the domain of definition and of
the coefficients of the corresponding operators. This program has been carried
out for boundary value problems for the Laplace operator by Lanza de Cristo-
foris (cf., e.g., [16, 17], see also Lanza de Cristoforis and Rossi [18, 19]) and for
the equations of linearized elasticity (cf. [5]). This paper can be considered as
a first step to generalize such an approach to the case of general elliptic partial
differential operators with real constant coefficients. Also, the construction of
the function S presented here can be extended to the case of partial differential
operators with complex or quaternion constant coefficients (cf. [8]) and to the
case of particular systems of differential operators (cf. [6]).
The paper is organized as follows. In Section 2 we introduce some standard
notation and we recall a classical result on real analytic functions. In Section 3
we define the Gu¨nter tangential derivative Dθ on the boundary of the unit ball
Bn. Then we prove some standard properties of Dθ. Sections 4 and 5 are devoted
to analysis of some auxiliary functions and are therefore rather technical. In
Section 4 we consider a function v which is solution of the equation L[a]v = 1
and which vanish together with its derivatives of order ≤ 2k−1 on a hyperplane
of Rn. In Section 5, we introduce the auxiliary functions W0, W1, and W2. We
show that one can exploitW0, W1, andW2 to define a distribution Sa which is a
fundamental solution of the operator L[a] (cf. Proposition 5.1). In Section 6 we
are ready to introduce our functions S and S0 and we prove our main Theorems
6.1, 6.2, and 6.3. We observe that in Theorem 6.1 we verify that the distribution
Sa of Section 5 coincides with the distribution defined by the function S(a, ·).
In the last Section 7, we consider the single layer potential v[a, µ] and we prove
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Theorems 7.1, 7.6, and 7.8 where we investigate regularity and jump properties
of v[a, µ].
2 Some notation and preliminaries
For standard definitions of calculus in normed spaces, we refer, e.g., to Cartan
[2] and to Prodi and Ambrosetti [24]. We understand that a finite product of
normed spaces is equipped with the sup-norm of the norm of the components,
while we use the euclidean norm for Rn.
For all x ∈ Rn, xj denotes the j-th coordinate of x, |x| denotes the euclidean
modulus of x, and Bn denotes the unit ball {x ∈ R
n : |x| < 1}. A dot ‘·’
denotes the inner product in Rn. If X is a subset of Rn, then clX denotes the
closure of X and ∂X denotes the boundary of X . If O is an open subset of Rn,
and f is a function from O to R, and x ∈ O, then the partial derivative of f
with respect to xj at x is denoted by ∂xjf(x). Then ∂
α
x f(x) ≡ ∂
α1
x1 . . . ∂
αn
xn f(x)
for all multi-index α ≡ (α1, . . . , αn) ∈ N
n and ∂xf(x) denotes the column vector
(∂x1f(x), . . . , ∂xnf(x)). If h ∈ N, then the space of the h times continuously
differentiable real-valued functions on O is denoted by Cm(O). The subspace
of Ch(O) of those functions f whose derivatives ∂αx f of order |α| ≤ h can be
extended to a continuous function on clO is denoted Ch(clO).
The space of n× n real matrices is denoted by Mn(R). If M ∈Mn(R) then
M t denotes the transpose matrix of M .
For the definition and properties of analytic operators, we refer to Prodi and
Ambrosetti [24, p. 89] and to Deimling [9, p. 150]. In the sequel we shall need
the following classical lemma.
Lemma 2.1. Let h1, h2 ∈ N \ {0}. Let X ⊆ R
h1 , Y ⊆ Rh2 . Assume that Y
is compact. Let τ be a finite measure on the measurable subsets of Y. Let f be
a real analytic function from X × Y to R. Let F be the function from X to R
defined by F (x) ≡
∫
Y f(x, y) dτy for all x ∈ X . Then F is real analytic.
Here, we understand that a function f defined on subset X of a Banach space
is real analytic if f is the restriction to X of a real analytic function defined on
an open neighborhood of X .
3 The Gu¨nter tangential derivative on ∂Bn
Let O be an open subset of a Banach space B. Let g be a real analytic function
from ∂Bn × O to R. Then, by definition of analyticity there exist an open
neighborhood U of ∂Bn in R
n and a real analytic map G from U × O to R
such that g = G|∂Bn×O (see also Section 2). The j-Gu¨nter tangential derivative
Dθjg(θ, b) of g at (θ, b) ∈ ∂Bn ×O is defined by
Dθjg(θ, b) ≡ (∂xjG)(θ, b)− θj
n∑
l=1
θl(∂xlG)(θ, b) (6)
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for all j ∈ {1, . . . , n} (cf., e.g., Gu¨nter [13], Kupradze et al. [15], Duduchava et
al. [10]). As is well known, Dθjg(θ, b) does not depend on the particular choice
of the extension G and of the open neighborhood U (see Gu¨nter [13, Chap. 1]).
Then we denote by Dθg(θ, b) the column vector (Dθ1g(θ, b), . . . ,Dθng(θ, b)) and
we define Dαθ g(θ, b) ≡ D
α1
θ1
. . .Dαnθn g(θ, b) for all α ∈ N
n. By definition (6) one
deduces the validity of the following lemma.
Lemma 3.1. Let O be an open subset of a Banach space B. Let g be a real
analytic map from ∂Bn ×O to R. Let α ∈ N
n. Then Dαθ g is real analytic from
∂Bn ×O to R.
Proof. If U is an open neighborhood of ∂Bn and G from U × O to R is real
analytic, then the map from U ×O to C which takes (x, b) to
(∂xjG)(x, b) − xj
n∑
l=1
xl(∂xlG)(x, b)
is real analytic for all j ∈ {1, . . . , n}. Then the validity of the lemma follows by
(6) and by a standard induction argument.
Let now f be a real analytic function from ∂Bn×]0,+∞[ to R. Let j ∈
{1, . . . , n}. Then we observe that
∂xj
(
f(x/|x|, |x|)
)
=
1
|x|
(
Dθjf
)
(x/|x|, |x|)+
xj
|x|
(
∂rf
)
(x/|x|, |x|) ∀x ∈ Rn \{0} ,
(7)
where ∂rf denotes the partial derivative of f with respect to the variable in
]0,+∞[.
4 The auxiliary function v
As a first step in the construction of our real analytic function S as in (1),
(2), we will show in this section the existence and uniqueness of a real analytic
function v from ER(2k, n) × R
n × ∂Bn × R to R such that L[a]v(a, x, ξ, t) = 1
for all (a, x, ξ, t) ∈ ER(2k, n) × R
n × ∂Bn × R and ∂
α
x v(a, x, ξ, t) = 0 for all
(a, x, ξ, t) ∈ ER(2k, n) × R
n × ∂Bn × R with x · ξ = t and all α ∈ N
n with
|α| ≤ 2k − 1. Then we will investigate some properties of such a function v.
We introduce the following notation. If a ≡ (aα)α∈N(2k,n) ∈ ER(2k, n), then
we set
P [a](ξ) = P [a](ξ1, . . . , ξn) ≡
∑
α=(α1,...,αn)∈N(2k,n)
aαξ
α1
1 . . . ξ
αn
n ,
P0[a](ξ) = P0[a](ξ1, . . . , ξn) ≡
∑
α=(α1,...,αn)∈Nn , |α|=2k
aαξ
α1
1 . . . ξ
αn
n .
So that, P [a] is a real polynomial in n variables of degree 2k and P0[a] is the
homogeneous term of P [a] of degree 2k (the so-called “principal term” of P [a]).
Then we have the following lemma.
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Lemma 4.1. Let a ≡ (aα)α∈N(2k,n) ∈ ER(2k, n). Let
ρ ∈ R and ρ ≥ 1 +
∑
|α|≤2k−1 |aα|
infξ∈∂Bn |P0[a](ξ)|
. (8)
Let Dρ ≡ {z ∈ C : |z| < ρ}. Let va be the function from R
n × ∂Bn × R to R
defined by
va(x, ξ, t) ≡
1
2pii
∫
∂Dρ
e(x·ξ−t)ζ
ζP [a](ζξ)
dζ ∀(x, ξ, t) ∈ Rn × ∂Bn × R , (9)
where i denotes the imaginary unit, namely i2 = −1, and where ζξ denotes the
complex vector (ζξ1, . . . , ζξn). Here we understand that the line integral in (9)
is taken over the parametrization ρeis, s ∈ [0, 2pi[.
Then va is the unique real analytic function from R
n × ∂Bn × R to R such
that L[a]va(x, ξ, t) =
∑
|α|≤2k aα∂
α
x va(x, ξ, t) = 1 for all (x, ξ, t) ∈ R
n×∂Bn×R
and ∂αx va(x, ξ, t) = 0 for all (x, ξ, t) ∈ R
n×∂Bn×R with x ·ξ = t and all α ∈ N
n
with |α| ≤ 2k − 1.
Proof. By the membership of a in ER(2k, n) one deduces that
inf
ξ∈∂Bn
|P0[a](ξ)| > 0 .
Now let ζ ∈ C\{0} and ξ ∈ ∂Bn. Assume that P [a](ζξ) = 0. Then P0[a](ξ)ζ
2k =
−(P [a](ζξ)− P0[a](ζξ)) and thus ζ = −
∑
|α|≤2k−1 aαξ
αζ|α|−(2k−1)/P0[a](ξ). It
follows that either |ζ| < 1 or |ζ| ≤
∑
|α|≤2k−1 |aα|/|P0[a](ξ)|. Thus condition
(8) implies that |ζ| < ρ and one concludes that the polynomial P [a](ζξ) has no
complex zeros ζ outside of the open disk Dρ, for all ξ ∈ ∂Bn. Then Lemma 2.1
and standard calculus in Banach space imply that the function va defined by (9)
is real analytic from Rn×∂Bn×R to R. A straightforward calculation shows that
L[a]e(x·ξ−t)ζ =
∑
|α|≤2k aα∂
α
x e
(x·ξ−t)ζ = P [a](ζξ). Then, by standard theorems
on differentiation under integral sign and by Cauchy integral formula one has
L[a]va(x, ξ, t) =
1
2pii
∫
∂Dρ
L[a]
(
e(x·ξ−t)ζ
)
ζP [a](ζξ)
dζ =
1
2pii
∫
∂Dρ
1
ζ
dζ = 1 (10)
for all (x, ξ, t) ∈ Rn×∂Bn×R. By the equality e
(x·ξ−t)ζ =
∑∞
j=0 (x · ξ − t)
jζj/j!
and by standard theorems on summation under integral sign one has
va(x, ξ, t) =
∞∑
j=0
aj(ξ)
j!
(x · ξ − t)j ∀(x, ξ, t) ∈ Rn × ∂Bn × R (11)
with
aj(ξ) ≡
1
2pii
∫
∂Dρ
ζj−1
P [a](ζξ)
dζ ∀ξ ∈ ∂Bn , j ∈ N . (12)
Now let ξ ∈ ∂Bn. Let gξ(ζ) ≡ 1/P [a](ξ/ζ) for all ζ ∈ C. Then gξ is holomorphic
in a open neighborhood of {z ∈ C : |z| ≤ 1/ρ} and by Cauchy integral formula
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one verifies that aj(ξ) = (1/j!)(∂
j
ζgξ)(0) for all j ∈ N (cf. equality (12)). One
deduces that
aj(ξ) ∈ R ∀ξ ∈ ∂Bn , j ∈ N (13)
and that
aj = 0 ∀j ∈ {0, 1, . . . , 2k − 1} , a2k(ξ) = 1/P0[a](ξ) ∀ξ ∈ ∂Bn . (14)
Then, by the equalities in (10), (11), and (14), and by standard calculus in
Banach space one verifies that L[a]va(x, ξ, t) = 1 for all (x, ξ, t) ∈ R
n× ∂Bn×R
and that ∂αx va(x, ξ, t) = 0 for all (x, ξ, t) ∈ R
n × ∂Bn × R with x · ξ = t
and all α ∈ Nn with |α| ≤ 2k − 1. The uniqueness of the function va is an
immediate consequence of Cauchy–Kovalevskaya Theorem. The statement is
now proved.
We are now ready to show in the following Proposition 4.2 the existence and
uniqueness of the auxiliary function v.
Proposition 4.2. There exist a unique real analytic function v from ER(2k, n)×
Rn×∂Bn×R to R such that L[a]v(a, x, ξ, t) = P [a](∂x1 , . . . , ∂xn)v(a, x, ξ, t) = 1
for all (a, x, ξ, t) ∈ ER(2k, n) × R
n × ∂Bn × R and ∂
α
x v(a, x, ξ, t) = 0 for all
(a, x, ξ, t) ∈ ER(2k, n) × R
n × ∂Bn × R with x · ξ = t and for all α ∈ N
n with
|α| ≤ 2k − 1.
Proof. We set
ER,l(2k, n) ≡
{
a ∈ ER(2k, n) :
∑
|α|≤2k−1
|aα| < l and inf
ξ∈∂Bn
|P0[a](ξ)| > (1/l)
}
for all l ∈ N \ {0}. Then it is easily verified that ER,l(2k, n) is an open
subset of ER(2k, n), that ∪
∞
l=1ER,l(2k, n) = ER(2k, n), and that ER,l(2k, n) ⊆
ER,l+1(2k, n) for all l ∈ N \ {0}. Now let l ∈ N \ {0} be fixed. Let ρl ≡
1 + l2 and Dρl ≡ {z ∈ C : |z| < ρl}. Let vl denote the function from
ER,l(2k, n)× R
n × ∂Bn × R to R defined by
vl(a, x, ξ, t)
≡
1
2pii
∫
∂Dρl
e(x·ξ−t)ζ
ζP [a](ζξ)
dζ ∀(a, x, ξ, t) ∈ ER,l(2k, n)× R
n × ∂Bn × R .
(15)
One verifies that
ρl ≥ 1 +
∑
|α|≤2k−1
|aα|/ inf
ξ∈∂Bn
P0[a](ξ) ∀a ∈ ER,l(2k, n) .
Then P [a](ζξ) 6= 0 for all ζ ∈ C with |ζ| = ρl and all (a, ξ) ∈ ER,l(2k, n)× ∂Bn
(see also the proof of Lemma 4.1). Thus, Lemma 2.1 implies that vl is real
analytic from ER,l(2k, n) × R
n × ∂Bn × R to R. Moreover, Lemma 4.1 implies
that vl is the unique real analytic function from ER,l(2k, n)×R
n×∂Bn×R to R
7
such that L[a]vl(a, x, ξ, t) = 1 for all (a, x, ξ, t) ∈ ER,l(2k, n)×R
n×∂Bn×R and
such that ∂αx vl(a, x, ξ, t) = 0 for all (a, x, ξ, t) ∈ ER,l(2k, n)×R
n×∂Bn×R with
x · ξ = t and for all α ∈ Nn with |α| ≤ 2k− 1. Hence vl(a, x, ξ, t) = vl′(a, x, ξ, t)
for all (a, x, ξ, t) ∈ ER,l(2k, n)× R
n × ∂Bn × R and all l, l
′ ∈ N \ {0} such that
l ≤ l′. Thus we can define the function v from ER(2k, n)×R
n×∂Bn×R to R by
setting v(a, x, ξ, t) ≡ vl(a, x, ξ, t) for all (a, x, ξ, t) ∈ ER,l(2k, n)×R
n × ∂Bn ×R
and all l ∈ N \ {0}. Then v satisfies the conditions in the statement of the
proposition.
In the following Propositions 4.3 and 4.4 we investigate some further prop-
erties of the auxiliary function v.
Proposition 4.3. Let v be the function from ER(2k, n) × R
n × ∂Bn × R to R
of Proposition 4.2. Then there exists a unique real analytic function w from
ER(2k, n)× ∂Bn×R to R such that v(a, x, ξ, t) = (x · ξ− t)
2kw(a, ξ, x · ξ − t) for
all (a, x, ξ, t) ∈ ER(2k, n)× R
n × ∂Bn × R.
Proof. Let v˜ be the function from ER(2k, n)×∂Bn×R to R which takes (a, ξ, t)
to v˜(a, ξ, t) ≡ v(a, 0, ξ,−t). Then v˜ is real analytic from ER(2k, n) × ∂Bn × R
to R and a straightforward verification shows that
v(a, x, ξ, t) = v˜(a, ξ, x · ξ − t) ∀(a, x, ξ, t) ∈ ER(2k, n)× R
n × ∂Bn × R
(see also (15)). Hence ∂jt v˜(a, ξ, 0) = 0 for all (a, ξ) ∈ ER(2k, n)× ∂Bn and j ∈
{0, . . . , 2k− 1}. Then, by standard properties of real analytic functions one can
prove that there exists a unique real analytic function w from ER(2k, n)×∂Bn×R
to R such that v˜(a, ξ, t) = t2kw(a, ξ, t) for all (a, ξ, t) ∈ ER(2k, n) × ∂Bn × R.
The function w satisfies the conditions in the statement.
Proposition 4.4. Let v be the function from ER(2k, n)×R
n× ∂Bn×R to R of
Proposition 4.2. Then there exists a sequence {aj}j∈N of real analytic functions
from ER(2k, n)× ∂Bn to R such that
v(a, x, ξ, t) =
∞∑
j=0
aj(a, ξ)
j!
(x · ξ − t)j ∀(a, x, ξ, t) ∈ ER(2k, n)× R
n × ∂Bn × R ,
where the series converges absolutely and uniformly in the compact subsets of
ER(2k, n) × R
n × ∂Bn × R. Moreover, aj = 0 for j ≤ 2k − 1 and a2k(a, ξ) =
1/P0[a](ξ) for all (a, ξ) ∈ ER(2k, n)× ∂Bn.
Proof. Let ER,l(2k, n), ρl, Dρl , vl be defined as in the proof of Proposition 4.2
for all l ∈ N \ {0}. Let
aj,l(a, ξ) ≡
1
2pii
∫
∂Dρl
ζj−1
P [a](ζξ)
dζ ∀(a, ξ) ∈ ER,l(2k, n)× ∂Bn , j ∈ N . (16)
Then aj,l(a, ξ) ∈ R for all (a, ξ) ∈ ER,l(2k, n)× ∂Bn and j, l ∈ N, l ≥ 1 (cf. (12)
and (13)). Moreover, by arguing so as in the proof of Proposition 4.2 one
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verifies that the functions aj,l are real analytic from ER,l(2k, n) × ∂Bn to R
for all j, l ∈ N, l ≥ 1. By the membership of a in ER,l(2k, n) one proves that
|P [a](ζξ)| ≥ (1 + l2)2k−1l−1 for all ζ ∈ ∂Dρl , ξ ∈ ∂Bn. Then, by definition (16)
and by a straightforward calculation one verifies that
|aj,l(a, ξ)| ≤ l(1 + l
2)j+1−2k ∀(a, ξ) ∈ ER,l(2k, n)× ∂Bn . (17)
Thus, by (15), by the inequality in (17), and by a straightforward calculation
one can prove that
vl(a, x, ξ, t) =
∞∑
j=0
aj,l(a, ξ)
j!
(x ·ξ− t)j ∀(a, x, ξ, t) ∈ ER,l(2k, n)×R
n×∂Bn×R,
for all l ∈ N \ {0}, where the series converges absolutely and uniformly in the
compact subsets of ER,l(2k, n)×R
n×∂Bn×R. Since vl(a, x, ξ, t) = vl′(a, x, ξ, t)
for all (a, x, ξ, t) ∈ ER,l(2k, n)×R
n × ∂Bn ×R and all l, l
′ ∈ N \ {0} with l ≤ l′,
one deduces that aj,l(a, ξ) = aj,l′(a, ξ) for all (a, ξ) ∈ ER,l(2k, n)× ∂Bn and all
j, l, l′ ∈ N with 1 ≤ l ≤ l′ (cf. proof of Proposition 4.2). Hence, one can define
the function aj from ER(2k, n)× ∂Bn to R by setting aj(a, ξ) ≡ aj,l(a, ξ) for all
(a, ξ) ∈ ER,l(2k, n) × ∂Bn and all l ∈ N \ {0}. Then the sequence of functions
{aj}j∈N satisfies the conditions in the statement of the proposition (see also
(14)).
5 The auxiliary functions W0, W1, and W2
We denote by W0, W1, and W2 the functions from ER(2k, n)× (R
n \ {0}) to R
defined by
W0(a, x) ≡
1
4(2pii)n−pn
∫
∂Bn
∫ x·ξ
0
v(a, x, ξ, t) sgn t dt dσξ , (18)
W1(a, x) ≡ −
1
(2pii)n−pn
∫
∂Bn
v(a, x, ξ, 0) log |x · ξ| dσξ , (19)
W2(a, x) ≡ −
1
(2pii)n−pn
∫
∂Bn
∫ x·ξ
0
v(a, x, ξ, t) − v(a, x, ξ, 0)
t
dt dσξ , (20)
for all x ∈ Rn \ {0} and all a ∈ ER(2k, n), where pn ≡ 1 if n is odd and pn ≡ 0
if n is even and where v is the function of Proposition 4.2.
In the following Proposition 5.1 we construct by means of the functions W0,
W1, and W2 a particular fundamental solution Sa for the partial differential
operator L[a], a ∈ ER(2k, n). The validity of Proposition 5.1 follows by the
results of John in [14, Chap. 3]. For the sake of completeness we include here a
proof.
Proposition 5.1. Let Sa be the distribution on R
n defined by
Sa ≡ pn∆
(n+1)/2W0(a, ·) + (1− pn)∆
n/2(W1(a, ·) +W2(a, ·)) . (21)
Then Sa is a fundamental solution of the operator L[a].
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Proof. Let a ∈ ER(2k, n) be fixed. Note that the functions W0(a, ·), W1(a, ·),
and W2(a, ·) extend to continuous functions on the whole of R
n. Accordingly
the expression in the right hand side of (21) defines distribution on Rn.
Now assume that the dimension n is odd, so that pn = 1. By standard
theorems on differentiation under integral sign one verifies that
∂αxW0(a, x) =
1
4(2pii)n−1
∫
∂Bn
∫ x·ξ
0
∂αx v(a, x, ξ, t) sgn t dt dσξ ∀x ∈ R
n \ {0} ,
for all α ∈ Nn with |α| ≤ 2k (see also Proposition 4.2). Note that the function
∂αxW0(a, ·) extends to a continuous function on the whole of R
n for all α ∈ Nn
with |α| ≤ 2k. Moreover, one has
L[a]W0(a, x) =
1
4(2pii)n−1
∫
∂Bn
|x · ξ| dσξ =
(−1)(n−1)/2
2npi(n−1)/2((n− 1)/2)!
|x| (22)
for all x ∈ Rn \ {0} (cf. John [14, p. 9]). Thus L[a]W0(a, ·) and the function
in the right hand side of (22) define the same distribution on Rn. Hence, the
distribution L[a]W0(a, ·) is a fundamental solution of ∆
(n+1)/2 (see, e.g., John
[14, p. 44]). It follows that
L[a](∆(n+1)/2W0(a, ·)) = ∆
(n+1)/2(L[a]W0(a, ·)) = δ0
in the sense of distributions in Rn. Thus ∆(n+1)/2W0(a, ·) is a fundamental
solution of L[a] and the proposition is verified for n odd.
Now assume that the dimension n is even and pn = 0. Denote by W3 the
function from Rn \ {0} to R defined by
W3(a, x) ≡ −
1
(2pii)n
∫
∂Bn
∫ x·ξ
0
v(a, x, ξ, t) t log |t| dt dσξ ∀x ∈ R
n \ {0} .
Then by the classical theorem on differentiation under integral sign one verifies
that
∂αxW3(a, x) ≡ −
1
(2pii)n
∫
∂Bn
∫ x·ξ
0
∂αx v(a, x, ξ, t) t log |t| dt dσξ ∀x ∈ R
n \ {0}
(23)
for all α ∈ Nn with |α| ≤ 2k (see also Proposition 4.2). Note that the function
∂αxW3(a, ·) extends to a continuous function on the whole of R
n for all α ∈ Nn
with |α| ≤ 2k. Moreover, a straightforward calculation shows that
L[a]W3(a, x)
= −
1
2(2pii)n−1
∫
∂Bn
(x · ξ)2 log |x · ξ| dσξ +
1
4(2pii)n−1
∫
∂Bn
(x · ξ)2 dσξ
=
(−1)(n/2)−1
2n+1pin/2(n/2)!
|x|2 log |x|+ cn|x|
2 ∀x ∈ Rn \ {0} ,
(24)
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where cn is a real constant which depends only on n (cf. John [14, p. 9]).
Thus L[a]W3(a, ·) and the function in the right hand side of (24) define the
same distribution on Rn. Hence the distribution L[a]W3(a, ·) is a fundamental
solution of ∆(n/2)+1 (see, e.g., John [14, p. 44], also note that ∆(n/2)+1|x|2 = 0).
Moreover, by Proposition 4.4 one verifies that
∂αx v(a, x, ξ, t) = (−1)
|α|ξα∂
|α|
t v(a, x, ξ, t) ∀(x, ξ, t) ∈ R
n×∂Bn×R , α ∈ N
n .
Hence, equality (23) implies that
∆W3(a, x) = −
1
(2pii)n
∫
∂Bn
∫ x·ξ
0
(∂2t v(a, x, ξ, t)) t log |t| dt dσξ ∀x ∈ R
n \ {0} .
(25)
Then, by integrating by parts the integral in the right hand side of (25) one
deduces that
∆W3(a, x) =−
1
(2pii)n
∫
∂Bn
v(a, x, ξ, 0) log |x · ξ| dσξ
−
1
(2pii)n−pn
∫
∂Bn
∫ x·ξ
0
v(a, x, ξ, t) − v(a, x, ξ, 0)
t
dt dσξ
−
1
(2pii)n
∫
∂Bn
v(a, x, ξ, 0) dσξ ∀x ∈ R
n \ {0} .
So that
W1(a, x)+W2(a, x) = ∆W3(a, x)+
1
(2pii)n
∫
∂Bn
v(a, x, ξ, 0) dσξ ∀x ∈ R
n\{0} .
We now observe that
L[a]
[
1
(2pii)n
∫
∂Bn
v(a, x, ξ, 0) dσξ
]
=
sn
(2pii)n
∀x ∈ Rn ,
where sn denotes the n−1 dimensional measure of ∂Bn. Hence, L[a](W1(a, ·)+
W2(a, ·)) differs from L[a](∆W3(a, ·)) by a constant function. It follows that
L[a]∆n/2(W1(a, ·) +W2(a, ·))
= L[a]∆(n/2)+1W3(a, ·) = ∆
(n/2)+1L[a]W3(a, ·) = δ0
in the sense of distributions in Rn. Thus ∆n/2(W1(a, ·) +W2(a, ·)) is a funda-
mental solution of L[a] and the proposition is verified also for n even.
In the following Proposition 5.2 we investigate some further properties of
the functions W0, W1, and W2.
Proposition 5.2. There exist real analytic functions A♭ and A♯ from ER(2k, n)×
∂Bn×R to R, and real analytic functions B
♯ and C♯ from ER(2k, n)×R
n to R
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such that
W0(a, x) = |x|
2k+1A♭(a, x/|x|, |x|) ,
W1(a, x) = |x|
2kA♯(a, x/|x|, |x|) + log |x|B♯(a, x) ,
W2(a, x) = C
♯(a, x) , ∀(a, x) ∈ ER(2k, n)× (R
n \ {0}) .
Moreover, ∂αxB(a, 0) = 0 for all a ∈ ER(2k, n) and all α ∈ N
n with |α| ≤ 2k−1.
Proof. Let A♭ be the function from ER(2k, n)× ∂Bn × R to R defined by
A♭(a, θ, r) ≡
1
4(2pii)n−pn
∫
∂Bn
∫ θ·ξ
0
(θ · ξ − s)
2k
w (a, ξ, r (θ · ξ − s)) sgn s ds dσξ
(26)
for all (a, θ, r) ∈ ER(2k, n)× ∂Bn × R, where w is as in Proposition 4.3. Then,
by definition (18), by equality v(a, x, ξ, t) = (x · ξ − t)2kw(a, ξ, x · ξ − t), and by
a straightforward calculation one verifies that
W0(a, x) = |x|
2k+1A♭(a, x/|x|, |x|) ∀(a, x) ∈ ER(2k, n)× (R
n \ {0}) .
We now show that A♭ is real analytic from ER(2k, n) × ∂Bn × R to R. By
changing variable of integration in the inner integral in (26) one obtains
A♭(a, θ, r)
=
1
4(2pii)n−pn
∫
∂Bn
∫ 1
0
(θ · ξ)2k+1(1− t)2kw (a, ξ, r(θ · ξ)(1 − t)) sgn(θ · ξ) dt dσξ
(27)
Then one introduces a new variable of integration ξ′ instead of ξ in (26) by a
suitable orthogonal substitution. Let η be an arbitrary chosen unit vector and
consider θ restricted to the half sphere
∂B+n,η ≡ {θ ∈ ∂Bn : θ · η > 0} . (28)
Let Tη denote the real analytic matrix valued function from ∂B
+
n,η to Mn(R)
with (j, k) entry Tη,jk defined by
Tη,jk(θ) ≡ δjk + 2θjηk −
(θ + η)j(θ + η)k
1 + θ · η
∀θ ∈ ∂B+n,η . (29)
One verifies that Tη(θ) is an orthogonal matrix and that Tη(θ)
tθ = η for all
θ ∈ ∂B+n,η. In particular, θ · Tη(θ)ξ
′ = η · ξ′ for all ξ′ ∈ Rn and all ∂B+n,η. Then,
by taking ξ = Tη(θ)ξ
′ in (27) one obtains
A♭(a, θ, r) =
1
4(2pii)n−pn
∫
∂Bn
∫ 1
0
w (a, Tη(θ)ξ
′, r(η · ξ′)(1 − t))
× (η · ξ′)2k+1(1− t)2ksgn(η · ξ′) ds dσξ′
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for all (a, θ, r) ∈ ER(2k, n)× ∂B
+
n,η×R. Observe that the map from ∂Bn× [0, 1]
to R which takes (ξ′, t) to (η · ξ′)2k+1(1 − t)2ksgn(η · ξ′) is bounded, so that
the measure (η · ξ′)2k+1(1 − t)2ksgn(η · ξ′)dt dσξ′ on the compact set ∂Bn ×
[0, 1] is finite. Moreover, by standard properties of real analytic functions one
shows that the map from ER(2k, n)× ∂B
+
n,η ×R× ∂Bn× [0, 1] to R which takes
(a, θ, r, ξ′, t) to w (a, Tη(θ)ξ
′, r(η · ξ′)(1 − t)) is real analytic. Hence, Lemma 2.1
implies that the restriction of the function A♭ to ER(2k, n)× ∂B
+
n,η × R is real
analytic. Since η is an arbitrarily chosen unit vector of Rn, it follows that A♭ is
real analytic from ER(2k, n)× ∂Bn × R to R.
Now consider the function W1. Denote by A
♯ and B♯ the functions from
ER(2k, n)× ∂Bn × R to R and from ER(2k, n)× R
n to R, respectively, defined
by
A♯(a, θ, r) ≡ −
1
(2pii)n−pn
∫
∂Bn
w(a, ξ, r(θ · ξ))(θ · ξ)2k log |θ · ξ| dσξ
for all (a, θ, r) ∈ ER(2k, n)× ∂Bn × R, and
B♯(a, x) ≡ −
1
(2pii)n−pn
∫
∂Bn
v(a, x, ξ, 0) dσξ ∀(a, θ, r) ∈ ER(2k, n)× R
n ,
where v and w are as in Propositions 4.2 and 4.3. Then, by definition (19),
by equality v(a, x, ξ, t) = (x · ξ − t)2kw(a, ξ, x · ξ − t), and by a straightforward
calculation one verifies that
W1(a, x) = |x|
2kA♯(a, x/|x|, |x|)+log |x|B♯(a, x) ∀(a, x) ∈ ER(2k, n)×(R
n\{0}) .
By Lemma 2.1 one proves that B♯ is real analytic from ER(2k, n) × R
n to R.
Then, by equality ∂αx v(a, 0, ξ, 0) = 0 for all (a, ξ) ∈ ER(2k, n) × ∂Bn and all
α ∈ Nn with |α| ≤ 2k − 1 (cf. Proposition 4.2), and by standard theorems
on differentiation under integral sign, one shows that ∂αxB
♯(a, 0) = 0 for all
a ∈ ER(2k, n) and all α ∈ N
n with |α| ≤ 2k − 1. Now one has to prove that
A♯ is real analytic from ER(2k, n) × ∂Bn × R to R. To do so, fix a unit vector
η ∈ ∂Bn. Then verify that
A♯(a, θ, r) = −
1
(2pii)n−pn
∫
∂Bn
w(a, Tη(θ)ξ
′, r(η · ξ′))(η · ξ′)2k log |η · ξ′| dσξ′
for all (a, θ, r) ∈ ER(2k, n) × ∂B
+
n,η × R, where Tη(θ) is the orthogonal matrix
introduced in (29). The map from ∂Bn to R which takes ξ
′ to (η · ξ′)2k log |η · ξ′|
is bounded, so that the measure (η ·ξ′)2k log |η ·ξ′| dσξ′ on the compact set ∂Bn is
finite. Moreover, by standard properties of real analytic functions one can verify
that the map from ER(2k, n) × ∂B
+
n,η × R × ∂Bn to R which takes (a, θ, r, ξ
′)
to w(a, Tη(θ)ξ
′, r(η · ξ′)) is real analytic. Hence, Lemma 2.1 implies that the
restriction of the function A♯ to ER(2k, n) × ∂B
+
n,η × R is real analytic. Since
η is an arbitrarily chosen unit vector of Rn, it follows that A♯ is real analytic
from ER(2k, n)× ∂Bn × R to R.
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Finally consider the function W2. Let v˜ be the function from ER(2k, n) ×
Rn × ∂Bn ×R to R defined by v˜(a, x, ξ, t) ≡ (v(a, x, ξ, t)− v(a, x, ξ, 0))/t for all
(a, x, ξ, t) ∈ ER(2k, n) × R
n × ∂Bn × R. Then, by standard properties of real
analytic functions one shows that v˜ is real analytic from ER(2k, n)×R
n×∂Bn×R
to R. Now set
C♯(a, x) ≡ −
1
(2pii)n−pn
∫
∂Bn
∫ 1
0
(x · ξ)v˜(a, x, ξ, (x · ξ)s) ds dσξ
for all (a, x) ∈ ER(2k, n) × R
n. Then Lemma 2.1 implies that C♯ is real an-
alytic from ER(2k, n) × R
n to R and a straightforward calculation shows that
W2(a, x) = C
♯(a, x) for all (a, x) ∈ ER(2k, n)× (R
n \ {0}).
6 The functions S and S0
In the following Theorem 6.1 we introduce a real analytic function S which
satisfies the conditions in (1) and (2).
Theorem 6.1. Let S be the function from ER(2k, n)× (R
n \ {0}) to R defined
by
S(a, x) ≡ pn∆
(n+1)/2W0(a, x) + (1− pn)∆
n/2(W1(a, x) +W2(a, x))
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}). Then S is real analytic from ER(2k, n)×
(Rn\{0}) to R, S(a, ·) is a locally integrable function on Rn for all a ∈ ER(2k, n),
and S(a, ·) is a fundamental solution of the operator L[a] for all a ∈ ER(2k, n).
Proof. Proposition 5.2 and standard properties of real analytic functions imply
that S is real analytic. Then, by Proposition 5.2 and by a straightforward
calculation one verifies that S(a, ·) is a locally integrable function on Rn for
all a ∈ ER(2k, n). Hence S(a, ·) defines a distribution on R
n. Finally, by
Proposition 5.2 and by a standard argument based on the divergence theorem
one verifies that S(a, ·) = pn∆
(n+1)/2W0(a, ·)+(1−pn)∆
n/2(W1(a, ·)+W2(a, ·))
in the sense of distributions on Rn. Hence Proposition 5.1 implies that S(a, ·) =
Sa, and thus S(a, ·) is a fundamental solution of L[a] for all a ∈ ER(2k, n).
In Theorem 6.2 here below we provide a detailed expression for S.
Theorem 6.2. Let S be as in Theorem 6.1. Then, there exist a real analytic
function A from ER(2k, n) × ∂Bn × R to R, and real analytic functions B and
C from ER(2k, n)× R
n to R such that
S(a, x) = |x|2k−nA(a, x/|x|, |x|) + log |x|B(a, x) + C(a, x) (30)
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}). The functions B and C are identically
0 if n is odd and there exist a sequence {fj}j∈N of real analytic functions from
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ER(2k, n)×∂Bn to R, and a family {bα}|α|≥sup{k−n,0} of real analytic functions
from ER(2k, n) to R, such that
fj(a,−θ) = (−1)
jfj(a, θ) ∀(a, θ) ∈ ER(2k, n)× ∂Bn ,
and
A(a, θ, r) =
∞∑
j=0
rjfj(a, θ) ∀ (a, θ, r) ∈ ER(2k, n)× ∂Bn × R, (31)
B(a, x) =
∑
|α|≥sup{2k−n,0}
bα(a)x
α ∀(a, x) ∈ ER(2k, n)× R
n, (32)
where the series in (31) and (32) converge absolutely and uniformly in all com-
pact subsets of ER(2k, n)× ∂Bn × R and of ER(2k, n)× R
n, respectively.
Proof. One proves the theorem separately for n odd and n even. First assume
that n is odd. By Proposition 5.2, one has W0(a, x) = |x|
2k+1A♭(a, x/|x|, |x|)
with A♭ real analytic from ER(2k, n) × ∂Bn × R to R. If h ∈ {1, . . . , n}, then
one verifies that
∂xhW0(a, x) = |x|
2kA♭,h(a, x/|x|, |x|) ∀(a, x) ∈ ER(2k, n)× (R
n \ {0}) ,
where A♭,h is the function defined by
A♭,h(a, θ, r) ≡ (2k + 1)θhA
♭(a, θ, r) + θh r∂rA
♭(a, θ, r) + DθhA
♭(a, θ, r)
for all (a, θ, r) ∈ ER(2k, n) × ∂Bn × R (see also (7)). Observe that A
♭,h is real
analytic from E (2k, n) × ∂Bn × R to R (see also Lemma 3.1). Then, by an
induction argument on the order of differentiation one proves that there exists
a real analytic map A from E (2k, n)× ∂Bn × R to R such that
∆(n+1)/2W0(a, x) = |x|
2k−nA(a, x/|x|, |x|) ∀(a, x) ∈ ER(2k, n)× (R
n \ {0}) .
Hence, equality (30) for n odd holds with B ≡ 0 and C ≡ 0 (cf. Theorem 6.1).
To complete the proof for n odd one has to show the existence of the family of
functions {fj}j∈N as in the statement. By Proposition 4.4, by definition (18),
by the inequality in (17), and by the dominated convergence theorem, one has
W0(a, x) =
∞∑
j=2k
W0,j(a, x) ∀(a, x) ∈ ER(2k, n)× (R
n \ {0})
with
W0,j(a, x) ≡ −
1
4(2pii)n−1
∫
∂Bn
aj(a, ξ)
(j + 1)!
(x · ξ)j+1 sgn(x · ξ) dσξ
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}) and j ∈ N. Let A♭j be defined by
A♭j(a, θ) ≡ −
1
4(2pii)n−1
∫
∂Bn
aj(a, ξ)
(j + 1)!
(θ · ξ)j+1 sgn(θ · ξ) dσξ (33)
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for all (a, θ) ∈ ER(2k, n)× Bn and j ∈ N. Then
W0,j(a, x) = |x|
j+1A♭j(a, x/|x|) ∀(a, x) ∈ ER(2k, n)× (R
n \ {0}) , j ∈ N .
We show that A♭j is real analytic. Let η ∈ ∂Bn. Then, one verifies that
A♭j(a, θ) = −
1
4(2pii)n−1
∫
∂Bn
aj(a, Tη(θ)ξ
′)
(j + 1)!
(η · ξ′)j+1 sgn(η · ξ′) dσξ′
for all (a, θ) ∈ ER(2k, n) × ∂B
+
n,η and all j ∈ N, where Tη(θ) is defined as in
(29) (see also (28)). Hence, by Lemma 2.1, by the boundedness of the function
which takes ξ′ ∈ ∂Bn to (η · ξ
′)j+1 sgn(η · ξ′), and by standard properties of real
analytic functions, one proves that the restriction of A♭j to ER(2k, n) × ∂B
+
n,η
is real analytic. Thus A♭j is real analytic from ER(2k, n) × ∂Bn to R for all
j ∈ N (see also the proof of Proposition 5.2 where a similar argument has been
exploited to show the real analyticity of the functions A♭, A♯, B♯, and C♯).
Moreover,
A♭j(a,−θ) = (−1)
jA♭j(a, θ) ∀(a, θ) ∈ ER(2k, n)× ∂Bn , j ∈ N .
Then, by inequality (17) and by definition (33) one verifies that the series
∞∑
j=0
rjA♭2k+j(a, θ)
converges absolutely and uniformly in the compact subsets of ER(2k, n)×∂Bn×
R. Now let h ∈ {1, . . . , n}. Then one has
∂xh
(
|x|2k+1+jA♭2k+j(a, x/|x|)
)
= |x|2k+jA♭,h2k+j(a, x/|x|)
for all (a, x) ∈ ER(2k, n)×(R
n\{0}) and j ∈ N, where A♭,h2k+j is the real analytic
function from ER(2k, n)× ∂Bn × R to R defined by
A♭,h2k+j(a, θ) ≡ DθhA
♭
2k+j(a, θ) + (2k + 1 + j)θhA
♭
2k+j(a, θ)
for all (a, θ) ∈ ER(2k, n)× ∂Bn and j ∈ N (see also (7) and Lemma 3.1). Note
that
A♭,hj (a,−θ) = (−1)
j+1A♭,hj (a, θ) ∀(a, θ) ∈ ER(2k, n)× ∂Bn , j ∈ N .
Moreover, by standard properties of real analytic functions one verifies that the
series
∞∑
j=0
r2k+1+jA♭,h2k+j(a, θ) = (Dθh + rθh∂r)
∞∑
j=0
r2k+1+jA♭2k+j(a, θ)
converges absolutely and uniformly in the compact subsets of ER(2k, n)×∂Bn×
R, which in turn implies that the series
∞∑
j=0
rjA♭,h2k+j(a, θ)
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converges absolutely and uniformly in the compact subsets of ER(2k, n)×∂Bn×
R. Then, by an induction argument on the order of differentiation one proves
that there exist real analytic functions fj from ER(2k, n)× ∂Bn to R such that
∆(n+1)/2
(
|x|2k+1+jA♭2k+j(a, x/|x|)
)
= |x|2k−n+jfj(a, x/|x|) (34)
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}) and all j ∈ N. Further, one has
fj(a,−θ) = (−1)
jfj(a, θ) ∀(a, θ) ∈ ER(2k, n)× ∂Bn , j ∈ N
and the series
∞∑
j=0
rjfj(a, θ)
converges absolutely and uniformly in the compact subsets of ER(2k, n)×∂Bn×
R. Hence one verifies that
∆(n+1)/2W0(a, x)
= ∆(n+1)/2
∞∑
j=0
|x|2k+1+jA♭2k+j(a, x/|x|)
=
∞∑
j=0
∆(n+1)/2
(
|x|2k+1+jA♭2k+j(a, x/|x|)
)
= |x|2k−n
∞∑
j=0
|x|jfj(a, x/|x|)
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}). Then, by equality ∆(n+1)/2W0(a, x) =
|x|2k−nA(a, x/|x|, |x|) and by standard properties of real analytic functions it
follows that
A(a, θ, r) =
∞∑
j=0
rjfj(a, θ) ∀(a, θ, r) ∈ ER(2k, n)× ∂Bn × R .
Thus the proof for n odd is complete.
Now consider the case of dimension n even. By Proposition 5.2, one has
W1(a, x) = |x|
2kA♯(a, x/|x|, |x|) + log |x|B♯(a, x) with A♯ real analytic from
ER(2k, n) × ∂Bn × R to R and B
♯ real analytic from ER(2k, n) × R
n to R. If
h ∈ {1, . . . , n}, then one verifies that
∂xhW1(a, x) = |x|
2k−1A♯,h(a, x/|x|, |x|) + log |x|B♯,h(a, x)
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}), where A♯,h is the real analytic function
from ER(2k, n)× ∂Bn × R to R defined by
A♯,h(a, θ, r) ≡ 2kθhA
♯(a, θ, r) + θh r∂rA
♯(a, θ, r) + DθhA
♯(a, θ, r) + θhB
♯(a, rθ)
for all (a, θ, r) ∈ ER(2k, n)×∂Bn×R and where B
♯,h is the real analytic function
from ER(2k, n)× ∂Bn × R
n to R defined by
B♯,h(a, x) ≡ ∂xhB
♯,h(a, x) ∀(a, x) ∈ ER(2k, n)× R
n
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(see also (7) and Lemma 3.1). Hence, by an induction argument on the order
of differentiation one verifies that there exist real analytic functions A from
ER(2k, n)× ∂Bn × R to R and B from ER(2k, n)× R
n to R, such that
∆n/2W1(a, x) = |x|
2k−nA(a, x/|x|, |x|) + log |x|B(a, x)
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}). Since W2(a, x) = C
♯(a, x) for all (a, x) ∈
(a, x) ∈ ER(2k, n) × (R
n \ {0}) with C real analytic from ER(2k, n) × R
n to R
(cf. Proposition 5.2), one deduces that equality (30) for n even holds with A,
B as above and C(a, x) ≡ ∆n/2C♯(a, x) for all (a, x) ∈ ER(2k, n)×R
n (see also
Theorem 6.1).
To complete the proof in the case of dimension n even, one has now to show
the existence of the families of functions {fj}j∈N and {bα}|α|≥sup{2k−n,0} as in
the statement. By Proposition 4.4, by definition (19), by the inequality in (17),
and by the dominated convergence theorem, one has
W1(a, x) =
∞∑
j=2k
W1,j(a, x) ∀(a, x) ∈ ER(2k, n)× (R
n \ {0})
with
W1,j(a, x) ≡ −
1
(2pii)n
∫
∂Bn
aj(a, ξ)
j!
(x · ξ)j log |x · ξ| dσξ
for all (a, x) ∈ ER(2k, n)×(R
n \{0}) and j ∈ N. Let A♯j and B
♯
j be the functions
defined by
A♯j(a, θ) ≡ −
1
(2pii)n
∫
∂Bn
aj(a, ξ)
j!
(θ · ξ)j log |θ · ξ| dσξ (35)
for all (a, θ) ∈ ER(2k, n)× ∂Bn and all j ∈ N, and
B♯j(a, x) ≡ −
1
(2pii)n
∫
∂Bn
aj(a, ξ)
j!
(x ·ξ)j dσξ ∀(a, x) ∈ ER(2k, n)×R
n , j ∈ N .
(36)
Then one has
W1,j(a, x) ≡ |x|
jA♯j(a, x/|x|) + log |x|B
♯
j(a, x)
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}) and j ∈ N. By arguing so as above for A♭j
one proves that A♯j is real analytic from ER(2k, n)× ∂Bn to R for all j ∈ N. By
Lemma 2.1 and Proposition 4.4 one verifies that also B♯j is real analytic from
ER(2k, n)× ∂R
n to R for all j ∈ N. Further, one has
A♯j(a,−θ) = (−1)
jA♯j(a, θ) ∀(a, θ) ∈ ER(2k, n)× ∂Bn , j ∈ N
and
B♯j(a, tx) = t
jB♯j(a, x) ∀(a, x) ∈ ER(2k, n)× R
n , t ∈ R , j ∈ N .
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Hence one deduces that there exist real analytic functions b♯α from ER(2k, n)
to R, for all α ∈ Nn, such that B♯j(a, x) =
∑
|α|=j b
♯
α(a)x
α for all (a, x) ∈
ER(2k, n) × R
n, j ∈ N. Also note that b♯α = 0 for |α| ≤ 2k − 1. Then, by the
inequality in (17) one proves that the series
∞∑
j=0
rjA♯2k+j(a, θ, r) and
∑
|α|≥2k
b♯α(a)x
α =
∞∑
j=0
B♯2k+j(a, x)
converge absolutely and uniformly in the compact subsets of ER(2k, n)×∂Bn×R
and of ER(2k, n)× R
n, respectively. Now let h ∈ {1, . . . , n}. Then one has
∂xh
(
|x|2k+jA♯2k+j(a, x/|x|, |x|) + log |x|B
♯
2k+j(a, x)
)
= |x|2k−1+jA♯,h2k+j(a, x/|x|, |x|) + log |x|B
♯,h
2k+j(a, x)
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}), where A♯,hj is the real analytic function
from ER(2k, n)× ∂Bn × R to R defined by
A♯,hj (a, θ, r) ≡ jθhA
♯
j(a, θ, r) + θh r∂rA
♯
j(a, θ, r) + DθhA
♯
j(a, θ, r) + θhB
♯
j(a, rθ)
for all (a, θ, r) ∈ ER(2k, n)× ∂Bn × R and all j ∈ N, and where B
♯,h
j is the real
analytic function from ER(2k, n)× ∂Bn × R
n to R defined by
B♯,h(a, x) ≡ ∂xhB
♯(a, x) ∀(a, x) ∈ ER(2k, n)× R
n , j ∈ N
(see also (7) and Lemma 3.1). Note that
A♯,hj (a,−θ) = (−1)
j−1A♯,hj (a, θ) ∀(a, θ) ∈ ER(2k, n)× ∂Bn , j ∈ N
and
B♯,hj (a, tx) = t
j−1B♯,hj (a, x) ∀(a, x) ∈ ER(2k, n)× R
n , t ∈ R , j ∈ N .
It follows that there exist real analytic functions b♯,hα from ER(2k, n) to R, for all
α ∈ Nn, such that B♯,hj+1(a, x) =
∑
|α|=j b
♯,h
α (a)x
α for all (a, x) ∈ ER(2k, n)×R
n,
j ∈ N. Also note that b♯,hα = 0 for |α| ≤ 2k − 2. Further, the series
∑
|α|≥2k−1
b♯,hα (a)x
α =
∞∑
j=0
B♯,h2k+j(a, x) = ∂xh
∞∑
j=0
B♯2k+j(a, x)
converges absolutely and uniformly in the compact subsets of ER(2k, n) × R
n
and the series
∞∑
j=0
r2k+jA♯,h2k+j(a, θ)
= (Dθh + rθh∂r)
∞∑
j=0
r2k+jA♯2k+j(a, θ) + θh
∞∑
j=0
B♯2k+j(a, rθ)
19
converges absolutely and uniformly in the compact subsets of ER(2k, n)×∂Bn×
R. So that the series
∞∑
j=0
rjA♯,h2k+j(a, θ, r)
converges absolutely and uniformly in the compact subsets of ER(2k, n)×∂Bn×
R. Then, by an induction argument on the order of differentiation one verifies
that there exists real analytic functions fj from ER(2k, n)×∂Bn to R with j ∈ N
and real analytic functions bα from ER(2k, n) to R with α ∈ N
n, such that
∆n/2
(
|x|2k+jA♯2k+j(a, x/|x|, |x|) + log |x|B
♯
2k+j(a, x)
)
= |x|2k−n+jfj(a, x/|x|) + log |x|
∑
|α|=2k−n+j
bα(a)x
α (37)
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}) and all j ∈ N. Here we understand that∑
|α|=2k−n+j bα(a)x
α = 0 if 2k − n+ j < 0. Further, one has
fj(a,−θ) = (−1)
jfj(a, θ) ∀(a, θ) ∈ ER(2k, n)× ∂Bn , j ∈ N
and bα = 0 if |α| < 2k − n. The series
∞∑
j=0
rjfj(a, θ) and
∑
|α|≥sup{2k−n,0}
bα(a)x
α
converge absolutely and uniformly in the compact subsets of ER(2k, n)×∂Bn×R
and of ER(2k, n)× R
n, respectively. Thus
∆n/2W1(a, x) = ∆
n/2
( ∞∑
j=0
|x|2k+jA♯2k+j(a, x/|x|, |x|) + log |x|
∞∑
j=0
B♯2k+j(a, x)
)
=
∞∑
j=0
∆n/2
(
|x|2k+jA♯2k+j(a, x/|x|, |x|) + log |x|B
♯
2k+j(a, x)
)
= |x|2k−n
∞∑
j=0
|x|jfj(a, x/|x|) + log |x|
∑
|α|≥sup{2k−n,0}
bα(a)x
α
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}). Then, by equality ∆n/2W1(a, x) =
|x|2k−nA(a, x/|x|, |x|)+log |x|B(a, x) and by standard properties of real analytic
functions one verifies that
A(a, θ, r) =
∞∑
j=0
rjfj(a, θ) ∀(a, θ, r) ∈ ER(2k, n)× ∂Bn × R
and
B(a, x) =
∑
|α|≥sup{2k−n,0}
bα(a)x
α ∀(a, x) ∈ ER(2k, n)× R
n .
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The proof of the theorem is now complete.
In the following Theorem 6.3 we introduce a real analytic function S0 from
ER(2k, n)× (R
n \ {0}) to R such that S0(a, ·) is a fundamental solution of the
principal term L0[a] of the operator L[a], for all a ∈ ER(2k, n) (see also (4)).
Theorem 6.3. Let {fj}j∈N and {bα}|α|≥sup{2k−n,0} be as in Theorem 6.2. Let
S0 be the function from ER(2k, n)× (R
n \ {0}) to R defined by
S0(a, x) ≡ |x|
2k−nf0(a, x/|x|) + log |x|
∑
|α|=2k−n
bα(a)x
α
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}). Then S0(a, ·) is a fundamental solu-
tion of the homogeneous operator L0[a] for all fixed a ∈ ER(2k, n) (note that∑
|α|=2k−n bα(a)x
α = 0 if n is odd or ≥ 2k + 1).
Proof. Let v0 be the function from ER(2k, n)× R
n × ∂Bn × R to R defined by
v0(a, x, ξ, t) ≡
a2k(a, ξ)
(2k)!
(x · ξ − t)2k =
(x · ξ − t)2k
(2k)!P0[a](ξ)
(38)
for all (a, x, ξ, t) ∈ ER(2k, n) × R
n × ∂Bn × R (cf. Proposition 4.4). Then one
verifies that v0 is the unique real analytic function from ER(2k, n)×R
n×∂Bn×R
to R such that L0[a]v0(a, x, ξ, t) = 1 for all (a, x, ξ, t) ∈ ER(2k, n)×R
n×∂Bn×R
and ∂αx v0(a, x, ξ, t) = 0 for all (a, x, ξ, t) ∈ ER(2k, n)×R
n×∂Bn×R with x·ξ = t
and for all α ∈ Nn with |α| ≤ 2k − 1 (see also Proposition 4.2). Let W˜0, W˜1,
and W˜2 be the functions from ER(2k, n)× (R
n \ {0}) to R defined by
W˜0(a, x) ≡
1
4(2pii)n−pn
∫
∂Bn
∫ x·ξ
0
v0(a, x, ξ, t) sgn t dt dσξ , (39)
W˜1(a, x) ≡ −
1
(2pii)n−pn
∫
∂Bn
v0(a, x, ξ, 0) log |x · ξ| dσξ , (40)
W˜2(a, x) ≡ −
1
(2pii)n−pn
∫
∂Bn
∫ x·ξ
0
v0(a, x, ξ, t) − v0(a, x, ξ, 0)
t
dt dσξ (41)
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}). If the dimension n is odd, then Theorem
6.1 implies that the function ∆(n+1)/2W˜0(a, ·) is a fundamental solution of L0[a],
for all a ∈ ER(2k, n). Moreover, by (33), (34), (38), (39), and by a straight-
forward calculation, one verifies that ∆(n+1)/2W˜0(a, x) = |x|
2k−nf0(a, x/|x|)
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}). Hence the validity of the theorem
for n odd is proved. Now let n be even. Then one can verify that W˜2(a, ·)
equals a polynomial function of degree 2k on Rn, for all fixed a ∈ ER(2k, n).
Thus L0[a]∆
n/2W˜2(a, ·) = 0 because the operator L0[a]∆
n/2 is homogeneous
of order 2k + n > 2k + 1. Hence, Theorem 6.1 implies that the function
∆n/2W˜1(a, ·) is a fundamental solution of L0[a] for all a ∈ ER(2k, n). More-
over, by (35), (36), (37), (38), (40), and by a straightforward calculation, one
verifies that ∆n/2W˜1(a, x) = |x|
2k−nf0(a, x/|x|) + log |x|
∑
|α|=2k−n bα(a)x
α for
all (a, x) ∈ ER(2k, n)× (R
n \ {0}). Now the proof is complete.
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7 The single layer potential v[a, µ]
In this section we show some properties of the single layer potential v[a, µ]
corresponding to the fundamental solution S(a, ·) introduced in Theorem 6.2
(see also definition (5)). We introduce the following notation. Let a ∈ ER(2k, n).
Let µ ∈ Cm−1,λ(∂Ω). Let β ∈ Nn and |β| ≤ 2k − 1. Then vβ [a, µ] denotes the
function from Rn to R defined by
vβ [a, µ](x) ≡
∫
∂Ω
∂βxS(a, x − y)µ(y) dσy ∀x ∈ R
n ,
where the integral is understood in the sense of singular integrals if x ∈ ∂Ω and
|β| = 2k − 1. Thus, for β = (0, . . . , 0) one has
v(0,...,0)[a, µ] = v[a, µ] .
Moreover, by standard theorems on differentiation under integral sign one veri-
fies that
vβ [a, µ](x) = ∂
β
xv[a, µ](x) ∀x ∈ R
n \ ∂Ω , β ∈ Nn , |β| ≤ 2k − 1 . (42)
Then, the following Theorem 7.1 implies that v[a, µ] ∈ C2k−2(Rn) and that
∂βxv[a, µ] = vβ [a, µ] in the whole of R
n for all β ∈ Nn with |β| ≤ 2k − 2.
Theorem 7.1. Let a ∈ ER(2k, n). Let µ ∈ C
m−1,λ(∂Ω). Let β ∈ Nn, |β| ≤
2k − 2. Then, vβ [a, µ] ∈ C
2k−2−|β|(Rn) and ∂βx v[a, µ](x) = vβ [a, µ](x) for all
x ∈ Rn.
Proof. Let B be the function in Theorem 6.2. By standard properties of real
analytic functions one verifies that the function from ER(2k, n)×∂Bn×(R\{0})
to R which takes (a, θ, r) to r−(2k−n)B(a, rθ) extends to a unique real analytic
function B˜ from ER(2k, n)× ∂Bn × R to R. Then by Theorem 6.2 one has
S(a, x) = |x|2k−nA(a, x/|x|, |x|) + |x|2k−n log |x|B˜(a, x/|x|, |x|) + C(a, x)
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}). Now let h ∈ {1, . . . , n}. Then a straight-
forward calculation shows that
∂xhS(a, x)
= |x|2k−n−1Ah(a, x/|x|, |x|) + |x|
2k−n−1 log |x|B˜h(a, x/|x|, |x|) + ∂xhC(a, x)
for all (a, x) ∈ ER(2k, n) × (R
n \ {0}), where Ah and B˜h are the real analytic
functions from ER(2k, n)× ∂Bn × R to R defined by
Ah(a, θ, r) ≡ DθhA(a, θ, r) + rθh∂rA(a, θ, r) + (2k − n)θhA(a, θ, r) + θhB˜(a, θ, r) ,
B˜h(a, θ, r) ≡ DθhB˜(a, θ, r) + rθh∂rB˜(a, θ, r) + (2k − n)θhB˜(a, θ, r) ,
for all (a, θ, r) ∈ ER(2k, n) × ∂Bn × R (see also Lemma 3.1 and equality (7)).
Then, by an induction argument on the order of differentiation one verifies that
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for all α ∈ Nn there exist real analytic functions Aα and B˜α from ER(2k, n)×
∂Bn × R to R such that
∂αxS(a, x)
= |x|2k−n−|α|Aα(a, x/|x|, |x|) + |x|
2k−n−|α| log |x|B˜α(a, x/|x|, |x|) + ∂
α
xC(a, x)
for all (a, x) ∈ ER(2k, n)× (R
n \ {0}). In particular, ∂αxS(a, x) = o(|x|
2−n−1/2)
as |x| → 0+ for all α ∈ Nn with |α| ≤ 2k − 2. Then, by the Vitali Convergence
Theorem one can prove that the function vα[a, µ] is continuous on R
n for all
α ∈ Nn, |α| ≤ 2k−2 (see also Folland [11, Proposition 3.25] where the continuity
of the single layer potential corresponding to the fundamental solution of the
Laplace operator is proved, but the proof for vα[a, µ] is based on the same
argument). Then, by the Divergence Theorem one verifies that∫
Rn
φ(x)vα[a, µ](x) dx
=
∫
Ω
φ(x)vα[a, µ](x) dx +
∫
Rn\clΩ
φ(x)vα[a, µ](x) dx
=
∫
Rn
(∂αx φ(x))v[a, µ](x) dx
for all smooth function φ from Rn to R with compact support (see also (42)).
Hence, ∂αx v[a, µ] = vα[a, µ] in the sense of distributions on R
n. Then a stan-
dard argument based on the convolution with a family of mollifiers shows that
v[a, µ] ∈ C2k−2(Rn) and that ∂αx v[a, µ](x) = vα[a, µ](x) for all x ∈ R
n and for
all α ∈ Nn with |α| ≤ 2k − 2. Thus ∂βxv[a, µ] ∈ C
2k−2−|β|(Rn) and the validity
of the theorem is proved.
As we have seen in Theorem 7.1, v[a, µ] is a function of class C2k−2. In
Theorem 7.6 here below we show that the restriction of v[a, µ] to Ω can be
extended to a function of class Cm+2k−2,λ from clΩ to R (a similar result holds
for the restriction of v[a, µ] to the exterior domain Rn \ clΩ in a local sense
which will be clarified). In order to prove Theorem 7.6 we exploit an idea of
Miranda (cf. [23, §5]). Accordingly, we first state in Theorem 7.2 a result by
Miranda (cf. [23, Theorem 2.1]).
Theorem 7.2. Let K ∈ C2m(Rn \ {0}) be such that
K(x) = |x|1−nK(x/|x|) ∀x ∈ Rn \ {0} , (43)
and∫
Π∩∂Bn
K(η) dση = 0 for every hyper-plane Π of R
n which contains 0. (44)
Let p[µ] be the function from Rn \ ∂Ω to R defined by
p[µ](x) ≡
∫
∂Ω
K(x− y)µ(y) dσy ∀x ∈ R
n \ ∂Ω
for all µ ∈ Cm−1,λ(∂Ω). Then the following statements hold.
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(i) The restriction p[µ]|Ω extends to a unique continuous function p
+[µ] on
clΩ for all µ ∈ Cm−1,λ(∂Ω). The map which takes µ to p+[µ] is continuous
from Cm−1,λ(∂Ω) to Cm−1,λ(clΩ).
(ii) The restriction p[µ]|Rn\clΩ extends to a unique continuous function p
−[µ]
on Rn \ Ω for all µ ∈ Cm−1,λ(∂Ω). If R ∈]0,+∞[ and clΩ is contained
in RBn, then the map which takes µ to p
−[µ]|cl(RBn)\Ω is continuous from
Cm−1,λ(∂Ω) to Cm−1,λ(cl(RBn) \ Ω).
We now introduce in the following Lemmas 7.3–7.5 some technical results
which are needed in the proof of Theorem 7.6.
Lemma 7.3. Let j, q ∈ N, q ≥ 1. Let α ∈ Nn and |α| = q − 1. Let f be a real
analytic function from ∂Bn to R such that f(−θ) = (−1)
jf(θ) for all θ ∈ ∂Bn.
Let K(x) ≡ ∂αx (|x|
q−nf(x/|x|)) for all x ∈ Rn \ {0}. If the sum j + q is even,
then K satisfies the conditions in (43) and (44).
Proof. The lemma clearly holds for q = 1 and j odd. Let q ≥ 2. Then,
one has ∂xh(|x|
q−nf(x/|x|)) = |x|q−n−1gh(x/|x|) for all x ∈ R
n \ {0} and all
h ∈ {1, . . . , n}, where gh is the real analytic function from ∂Bn to R defined by
gh(θ) ≡ Dθhf(θ) + (q − n)θhf(θ) for all θ ∈ ∂Bn and h ∈ {1, . . . , n} (see also
Lemma 3.1 and equality (7)). Moreover, one has gh(−θ) = (−1)
j+1gh(θ) for
all θ ∈ ∂Bn. Then, by an induction argument on the order of differentiation
one shows that there exist real analytic functions gβ from ∂Bn to R such that
∂βx (|x|
q−nf(x/|x|)) = |x|q−n−|β|gβ(x/|x|) for all x ∈ R
n \{0} and for all β ∈ Nn.
Moreover, gβ(−θ) = (−1)
j+|β|gβ(θ) for all θ ∈ ∂Bn and for all β ∈ N
n. Now the
validity of the lemma follows by taking β = α, by assumption |α| = q − 1, and
by a straightforward verification.
Lemma 7.4. Let j ∈ N. Let α ∈ Nn and |α| = n+j−1. Let p be a real homoge-
neous polynomial function from Rn to R of degree j. Let K(x) ≡ ∂αx (p(x) log |x|)
for all x ∈ Rn \ {0}. If the dimension n is even, then K satisfies the conditions
in (43) and (44).
Proof. One has
∂αx
(
p(x) log |x|
)
=
∑
α′≤α
(
α
α′
)(
∂α−α
′
x p(x)
)(
∂α
′
x log |x|
)
= (∂αx p(x)) log |x| +
∑
0<α′≤α
(
α
α′
)(
∂α−α
′
x p(x)
)(
∂α
′
x log |x|
)
∀x ∈ Rn \ {0} .
(45)
Let now β ∈ Nn. If |β| ≤ j, then ∂βxp is a homogeneous polynomial function
of degree j − |β|. If instead |β| > j, then ∂βxp = 0. Moreover, if |β| > 0, then
there exist β′, ι ∈ Nn with |ι| = 1 such that β = β′ + ι. Thus ∂βx log |x| =
∂β
′
x (∂
ι
x log |x|) = ∂
β′
x (|x|
−1(x/|x|)ι). Then, by arguing so as in the proof of
Lemma 7.3 it follows that there exists a real analytic function hβ from ∂Bn to
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R such that such that ∂βx log |x| = |x|
−|β|hβ(x/|x|) for all x ∈ R
n \ {0} and such
that hβ(−θ) = (−1)
|β|hβ(θ) for all θ ∈ ∂Bn. Thus equality (45) implies that
∂αx (p(x) log |x|) = q(x) log |x| + |x|
j−|α|g(x/|x|) for all x ∈ Rn \ {0} where q is
a real homogeneous polynomial function of degree j − |α| from Rn to R and g
is real analytic function from ∂Bn to R such that g(−θ) = (−1)
j−|α|g(θ) for all
θ ∈ ∂Bn. Now, by the assumption |α| = n + j − 1 and by a straightforward
verification the validity of the lemma follows.
Lemma 7.5. Let j ∈ N, j ≥ 1. Let F , G be real analytic functions from
∂Bn × R to R. Let H be the function from R
n \ {0} to R defined by H(x) ≡
|x|jF (x/|x|, |x|) + |x|j log |x|G(x/|x|, |x|) for all x ∈ Rn \ {0}. Then H extends
to an element of Cj−1(Rn).
Proof. The statement clearly holds for j = 1. Let j ≥ 2. Then one notes that
∂xhH(x) = |x|
j−1Fh(x/|x|, |x|) + |x|
j−1 log |x|Gh(x/|x|, |x|) ∀x ∈ R
n \ {0}
for all l ∈ {1, . . . , n}, where Fh and Gh are real analytic functions from ∂Bn ×
R to R. Then by arguing by induction on j one proves the validity of the
lemma.
We are now ready to state and prove Theorem 7.6.
Theorem 7.6. Let a ∈ ER(2k, n). Then the following statements hold.
(i) The map which takes µ to v[a, µ]|clΩ is continuous from C
m−1,λ(∂Ω) to
Cm+2k−2,λ(clΩ).
(ii) If R > 0 is such that clΩ ⊆ RBn, then the map which takes µ to v[a, µ]|cl(RBn)\Ω
is continuous from Cm−1,λ(∂Ω) to Cm+2k−2,λ(cl(RBn) \ Ω).
Proof. Let A, B, C, {fj}j∈N, {bα}|α|≥sup{2k−n,0} be as in Theorem 6.2. Then
S(a, x) =
m+n−1∑
j=0
fj(a, x/|x|)|x|
2k−n+j +
∑
2k−n≤|α|≤m+2k−1
bα(a)x
α log |x|
+ |x|m+2kAa,m(x/|x|, |x|) + |x|
m+2k log |x|Ba,m(x/|x|, |x|) + C(a, x)
(46)
for all x ∈ Rn \ {0}, where Aa,m and Ba,m are real analytic functions from
∂Bn × R to R.
Note that the terms fj(a, x/|x|)|x|
2k−n+j which appear in (46) are functions
of the form considered in Lemma 7.3. Accordingly, the function which takes
x ∈ Rn \ {0} to ∂βx (fj(a, x/|x|)|x|
2k−n+j ) satisfies the conditions in (43) and
(44) for all β ∈ Nn with |β| = 2k − 1 + j. Hence Theorem 7.2 implies that the
map from Cm−1,λ(∂Ω) to Cm−1,λ(clΩ) which takes µ to the unique extension
to clΩ of∫
∂Ω
∂βx
(
fj (a, (x− y)/|x− y|) |x− y|
2k−n+j
)
µ(y) dσy ∀x ∈ Ω
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is continuous for all β ∈ Nn with |β| = 2k − 1 + j. Then by the continuous
embedding of Cm+2k−2+j,λ(clΩ) in Cm+2k−2,λ(clΩ) and by the equality
∂βx
∫
∂Ω
fj (a, (x− y)/|x− y|) |x− y|
2k−n+jµ(y) dσy
=
∫
∂Ω
∂βx
(
fj (a, (x− y)/|x− y|) |x− y|
2k−n+j
)
µ(y) dσy ∀x ∈ Ω
one deduces that the map from Cm−1,λ(∂Ω) to Cm+2k−2,λ(clΩ) which takes µ
to the unique extension to clΩ of
∫
∂Ω
fj (a, (x − y)/|x− y|) |x− y|
2k−n+jµ(y) dσy ∀x ∈ Ω
is continuous. Similar result one has if clΩ is replaced by cl(RBn) \ Ω.
Now consider the terms bα(a)x
α log |x| which appear in (46). By Lemma
7.4 one verifies that ∂βx (bα(a)x
α log |x|) satisfies the conditions in (43) and (44)
for all β ∈ Nn with |β| = n + |α| − 1. Then, by the continuous embedding of
Cm−1+(n+|α|−1),λ(clΩ) in Cm+2k−2,λ(clΩ) and by arguing so as above for the
terms fj(a, x/|x|)|x|
2k−n+j , one can prove that the map from Cm−1,λ(∂Ω) to
Cm+2k−2,λ(clΩ) which takes µ to the the unique extension to clΩ of
∫
∂Ω
bα(a) (x − y)
α log |x− y|µ(y)dσy ∀x ∈ Ω
is continuous. Similar result one has if clΩ is replaced by cl(RBn) \ Ω.
Finally note that the term
|x|m+2kAa,m(x/|x|, |x|) + |x|
m+2k log |x|Ba,m(x/|x|, |x|)
in (46) is a function of the form considered in Lemma 7.5 and hence extends
to an element of Cm+2k−1(Rn). Moreover C(a, ·) is real analytic from Rn to R
and thus in Cm+2k−1(Rn).
Thus, by equality (46), and by standard theorems on differentiation under
integral sign, and by the continuity of the embedding of Cm+2k−1(Rn) into
Cm+2k−2,λ(Rn), one completes the proof of the theorem.
As an immediate consequence of Theorem 7.6 and of equality (42), one
verifies the validity of the following Corollary 7.7.
Corollary 7.7. Let a ∈ ER(2k, n). Let µ ∈ C
m−1,λ(∂Ω). Let β ∈ Nn, |β| =
2k − 1. Then the following statements hold.
(i) The restriction vβ [a, µ]|Ω extends to a unique continuous function v
+
β [a, µ]
on clΩ which belongs to Cm−1,λ(clΩ).
(ii) The restriction vβ [a, µ]|Rn\clΩ extends to a unique continuous function
v−β [a, µ] on R
n \ Ω and v−β [a, µ]|cl(RBn)\Ω ∈ C
m−1,λ(cl(RBn) \ Ω) for all
R > 0 such that clΩ ⊆ RBn.
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Finally, we consider in the following Theorem 7.8 the jump properties of the
single layer potential v[a, µ].
Theorem 7.8. Let a ∈ E (2k, n). Let µ ∈ Cm−1,λ(∂Ω). Let β ∈ Nn and
|β| = 2k − 1. Let v+β [a, µ] and v
−
β [a, µ] be as in Corollary 7.7. Then
v±β [a, µ](x) = ∓
νΩ(x)
β
2P0[a](νΩ(x))
µ(x) + vβ [a, µ](x) ∀x ∈ ∂Ω , (47)
where νΩ denotes the outward unit normal to the boundary of Ω.
Proof. Let S0(a, ·) be the function in Theorem 6.2 and
v0,β [a, µ](x) ≡
∫
∂Ω
∂βxS0(a, x − y)µ(y) dσy ∀x ∈ R
n \ ∂Ω .
Since S0(a, ·) is a fundamental solution of the homogeneous operator L0[a],
Corollary 7.7 implies that v0,β [a, µ]|Ω and v0,β [a, µ]|Rn\clΩ extend to unique
continuous functions v+0,β [a, µ] on clΩ and v
−
0,β [a, µ] on R
n \ Ω, respectively.
Moreover,
v±0,β [a, µ](x) = ∓
νΩ(x)
β
2P0[a](νΩ(x))
µ(x) + v0,β [a, µ](x) ∀x ∈ ∂Ω (48)
(cf., e.g., Mitrea [22, pp. 392–393], see also Cialdea [3, §2, IX], [4, Theorem 3]).
Now let
S∞(a, x) ≡ S(a, x)− S0(a, x) ∀x ∈ R
n \ {0}
and define
v∞,β [a, µ](x) ≡
∫
∂Ω
∂βxS∞(a, x − y)µ(y) dσy ∀x ∈ R
n \ ∂Ω .
Thus
vβ [a, µ] = v0,β [a, µ] + v∞,β [a, µ] . (49)
By Theorem 6.2 and by a straightforward verification, one has
S∞(a, x)
= |x|2k+1−nA∞(a, x/|x|, |x|) + |x|
2k+1−n log |x|B∞(x/|x|, |x|) + C(a, x)
for all x ∈ Rn \ {0}, where A∞ and B∞ are real analytic functions from
ER(2k, n)×∂Bn×R to R. Then, by arguing so as in the proof Theorem 7.1 one
proves that
∂βxS∞(a, x)
= |x|2−nA∞,β(a, x/|x|, |x|) + |x|
2−n log |x|A∞,β(a, x/|x|, |x|) + ∂
β
xC(a, x)
for all x ∈ Rn \ {0}, where A∞,β and B∞,β are real analytic functions from
ER(2k, n) × ∂Bn × R to R. Then, by the Vitali Convergence Theorem one
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proves that the function v∞,β [a, µ] is continuous on R
n (see also Folland [11,
Proposition 3.25] where the continuity of the single layer potential corresponding
to the fundamental solution of the Laplace operator is proved, but the proof for
v∞,β [a, µ] is based on the same argument). Hence, by the equalities in (48) and
(49) one deduces the validity of (47).
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