In this work we consider a class of semilinear elliptic problems with nonlinear boundary conditions of mixed type. Under some monotonicity properties of the nonlinearities involved, we show that positive solutions are unique, and that their existence is characterized by the sign of some associated eigenvalues. One of the most important contributions of this work relies in the fact that we deal with boundary conditions of the form ∂u/∂ν = g(x, u) on Γ and u = 0 on Γ , where ν is the outward unit normal to Γ while Γ, Γ are open, Γ ∩ Γ = ∅, ∂Ω = Γ ∪ Γ , but Γ, Γ need not be disjoint.
Introduction and results
In a nice and nowadays classical paper ( [10] ), Brezis and Oswald introduced an elegant variational approach to study positive solutions to the semilinear problem
x ∈ Ω, u |∂Ω = 0.
(1.1) Moreover, they provided necessary and sufficient conditions for the existence and uniqueness of solutions, conditions which are solely expressed in terms of the principal eigenvalues of certain natural associated eigenvalue problems. We are dealing in this paper with a more general kind of boundary value problems, where the nonlinear regime induced by the reaction term f (x, u) is coupled to Dirichlet and The subject of elliptic problems constrained by nonlinear flux conditions has been extensively studied since the pioneering works [5] , [6] , where the method of sub and super solutions was introduced to this pursuit (see also [26] ). Since then, the main nonlinear theory issues have been already explored in the topic: uniqueness and multiplicity of positive solutions, stability of equilibria and blow-up of solutions to the associated parabolic problem, and bifurcation driven by the boundary conditions, to quote only a few of them (see [28] for a recent and comprehensive review). However, diffusion problems under mixed boundary conditions, one of them being of nonlinear flux type, have been barely touched in the literature. Precisely, one of the relevant features of the present work is that we are mainly dealing with the case where γ = ∅ and so the components Γ and Γ meet each other. It is well-known that this drives a dramatic loss in the smoothness of solutions, even in the weak sense and regarding the framework of plain linear equations (see for instance [20] , [22] , [23] and specially [9] ). On the other hand, those few works dealing with nonlinear boundary conditions in mixed regime are restricted to impose different conditions on separated components of the boundary (see pioneering results in [27] , [26] and more recently [11] , [25] ). To the best of our knowledge, the only results considered so far for nonlinear equations with genuinely mixed boundary conditions were restricted to Dirichlet-Neumann conditions (see [1] , [2] , [3] , [13] , [14] and [15] ).
As auxiliary tools, we are also analyzing several types of qualitative properties of two different kind of linear eigenvalue problems. Namely, (1.5), (1.9), the latter being of the Steklov-type (see [6] ). By the regularity reasons already mentioned, another of the distinctive achievements of this work is the discussion of such properties under actual mixed conditions. In fact, we are also extending similar results obtained in [12] for mixed problems of the type (1.5), where different boundary conditions are defined in connected pieces of ∂Ω separated away each other.
With respect to the nonlinear terms f , g, we are assuming that f : Ω × [0, ∞) → R, g : ∂Ω×[0, ∞) → R are Carathéodory functions, i.e., f (x, ·) (respectively, g(x, ·)) is continuos in [0, ∞) for almost all x ∈ Ω (∂Ω), f (·, u) (g(·, u)) measurable in Ω (∂Ω) for all u ∈ [0, ∞), being both f (·, u) and g(·, u) essentially bounded functions for every u ≥ 0. Moreover, they are sublinear in the sense that f (x, u) ≤ C (1 + u) x ∈ Ω, u ≥ 0, g(x, u) ≤ C(1 + u) x ∈ ∂Ω, u ≥ 0, (1.3)
for some positive constant C. Finally, we require a monotonicity assumption:
f (x, u) u and g(x, u) u are both decreasing in u > 0.
(1.4) These hypotheses will be termed altogether as hypotheses (H). From the continuity of f (x, u) and g(x, u) in u ≥ 0 it is also implicit in (1.4) that f (x, 0) ≥ 0, g(x, 0) ≥ 0 a. e. in Ω.
As we have mentioned before, an essential part in the issue of existence of solutions to (1.2) will be played by some related eigenvalue problems. Specifically, we need to consider the problems     To state our results, let us introduce the functions
(1.7)
Our hypotheses on f and g imply that f ∞ and g ∞ are bounded from above, while f 0 and g 0 are bounded from below.
In this case, the positive solution u is unique.
a) The monotonicity condition (1.4) is not needed for the existence of solutions (see Lemma 12) . However, it is essential for uniqueness (see Lemma 13) . On the other hand the normal derivative operator ∂ ∂ν in (1.2) can be replaced by a Robin operator ∂ ∂ν
. This only amounts to shift by −b 1 the limits f 0 , g 0 , f ∞ , g ∞ in the statement of Theorem 1. b) Some more general operators may be considered instead of the Laplacian, as long as they have a variational structure. For instance, the problem
possesses the same features as (1.2), provided a ij are bounded measurable coefficients which verify the ellipticity condition
for all x ∈ Ω, ξ ∈ R N and some c > 0.
The condition (1.8) for existence of solutions can be equivalently stated in terms of the first eigenvalueσ 1 (a, b) to the Steklov-type eigenvalue problem,
Such eigenvalue is well defined if and only if the first Dirichlet eigenvalue
in Ω is positive. In that caseσ 1 (a, b) has a variational characterization similar to (1.6) (cf. Lemma 9) . Nevertheless, by definingσ 1 (a, b) appropriately when λ 1 (−a) ≤ 0 (see Lemma 9 and Remarks 2), the conclusions of Theorem 1 can be equivalently expressed as follows. 
In that case the positive solution is unique.
Among other applications (see Section 4) we are specializing our results to study some classes of logistic-type problems. To describe one of them, we are characterizing the regime of existence (and uniqueness) of positive solutions to domain and Γ 0 ⊂ Γ is open in ∂Ω so that Γ 0 defines a smooth N − 1 dimensional manifold with boundary. Aside the mixed conditions, it should be remarked that our approach here permits us to handle the case where the null set Ω 0 has nontrivial intersection with both the Dirichlet component Γ , and the component Γ supporting the flux condition. In fact, such a contact has been prohibited even for logistic problems with a single linear Robin condition (see [16] and Section 4). In this sense, we improve the corresponding results in [11] , [12] . Such improvement also comprises the response of the principal eigenvalues of the problems (1.5), (1.9) in the presence of singular weights a, b (see Lemma 10) . It turns out that the relevant eigenvalues σ 1 (f 0 , g 0 ), σ 1 (f ∞ , g ∞ ) corresponding to (1.11) can be characterized in terms of the principal eigenvalues λ = σ(µ) and λ = τ (µ) of the problems 12) respectively, where
For the sake of simplicity it is additionally assumed (cf. Lemma 10 for more precise requirements on ∂Ω 0 ) that Γ 1 is either a smooth submanifold of ∂Ω with boundary or
in the latter case, where λ Ω 0 1 stands for the first Dirichlet eigenvalue of −∆ in Ω 0 . These problems will be analyzed in detail in Section 2 (cf. Lemma 8) . Observe that according to (1.5) 
Our results concerning problem (1.11) reads as follows (see Figure 1) :
. In that case, the solution u is unique.
It should be noticed that σ 1 (µ) < τ (µ) for every µ ∈ R (so the region introduced in Theorem 3 is nonempty), lim (Figure 1 ). See Lemma 8 and the proof of Theorem 3. On the other hand, the eigenvalue problems (1.12) admit an Steklov reading instead of the "volumetric" one observed above. In fact, by regarding now λ as a parameter and µ as an eigenvalue, the first problem in (1.12) defines the principal Steklov eigenvalue µ =σ(λ) as a function of λ, the same being true for the second one expressing its principal eigenvalue µ =τ (λ). Accordingly, Theorem 3 admits the following dual statement. 
Such solution is unique (Figure 2 ). The paper is organized as follows: Section 2 is devoted to some preliminary facts, namely the boundedness of weak solutions to (1.2) and the analysis of the eigenvalue problems (1.5) and (1.12) . In Section 3 we prove Theorem 1 while applications to some nonlinear problems, which include a proof of Theorem 3, are presented in Section 4.
Preliminaries
In this section some preliminary results needed for our subsequent developments are collected. We begin with some remarks concerning the definition of weak solution to our problem.
(∂Ω) and
The existence of this kind of solutions to (1.2) will be obtained in Section 3 were the extra integrability conditions on f (·, u(·)), g(·, u(·)) follow once one is able to prove that the candidate to solution
In order to achieve in Section 3 such boundedness result, we are first dealing with the more restrictive class of problems were the growth conditions (1.3) are replaced by
For such problems the definition (2.1) of a weak solution u ∈ H 1 Γ (Ω) has full sense without additional requirements on f (·, u(·)), g(·, u(·)). We also remark that under (2.2) and by interior regularity (see [20] We are next proving that -under the growth conditions (2.2)-positive weak solutions to (1.2) are essentially bounded. In addition to the existence issue already mentioned, this fact will be also essential in order to achieve uniqueness of solutions. The proof relies on Moser's iteration procedure (see [20] ). 
Proof. Let β ≥ 1, k > 1, and take as a test function in the weak formulation (2.1) of problem (1.2):
where
Taking into account that
2 }, and using the continuity of the embedding
(2.5)
Fix r so that 2 < r ≤ 2 * ∂Ω . From (2.4) and (2.5) we have
In the same way, by using in (2.4) the embedding
(Ω), which is valid for the value of r fixed before (it is indeed valid for 1 ≤ r ≤ 2 * Ω , where 2 *
, and proceeding analogously, we obtain the estimate
Adding (2.7) and (2.8), taking into account that (a + b)
r for a, b ≥ 0, and raising to the power 1/(β + 1) we get
.
If we introduce the norm
for a certain positive C > 0 not depending on p and v. We now take for p in (2.9) the values p = 2q n , n = 0, 1, . . .. We then obtain:
The constants in the right hand side can be bounded independently of n. Indeed
and we have shown in particular that
where C does not depend on v and n. Letting n → +∞, we obtain v ∈ L ∞ (Ω), and
This finally implies
To obtain (2.3), we take u as a test function in (1.2) and obtain:
On the other hand, by means of the interpolation inequality (2.11) (see Lemma 6 below), we have that
Choosing ε small enough, we can estimate the integral on Γ in terms of that in Ω, which, together with (2.10) proves (2.3).
We now turn to prove an interpolation inequality which was used in the previous proof, and which is going to be useful in Section 3 when proving Theorem 1. We include a proof for the sake of completeness.
Lemma 6. For every ε > 0, there exists a positive constant C(ε) such that
Proof. Fix p ∈ (1, 2). Thanks to the continuity of the immersion W
Using Young's inequality in the form ab ≤ εa
(Ω), as we wanted to prove.
We come next to consider problem (1.5) when the weights a(x), b(x) are bounded. The content of the next lemma is probably well-known when Γ and Γ are disjoint connected components of ∂Ω. For the case where Robin-type and Dirichlet conditions are defined in different connected pieces of ∂Ω we refer to [7] , where very general problems are considered; see also [12] where the domains, coefficients and solutions involved are required to be smooth enough and different boundary conditions appear on different components of ∂Ω. The variational approach of our next result together with Lemma 5 allow us to give a direct proof even in the case of "genuinely mixed" boundary conditions. There, the term σ ∈ R an eigenvalue of (1.5) is understood as the existence of a nontrivial φ ∈ H 1 Γ (Ω) such that,
Additionally, a "principal" eigenvalue means an eigenvalue with a nonnegative associated eigenfunction.
) varies monotonically and continuously with respect to
a ∈ L ∞ (Ω), b ∈ L ∞ (Γ). c) Setting λ 1 (−a) the principal Dirichlet eigenvalue of −∆ − a in Ω then σ 1 (a, b) < λ 1 (−a), (2.12) for every b ∈ L ∞ (Γ). d) If φ ∈ H 1 Γ (Ω) is any eigenfunction associated to σ 1 (a, b) then φ ≡ 0 on Γ.
Proof. It suffices to prove that the functional
We claim that I is coercive. Indeed, thanks to Lemma 6, for ε > 0 small, we have that
where C denotes a positive constant, not necessarily the same everywhere. This implies
in M, which in particular shows that I is coercive. Since I is trivially weakly lower semicontinuous, by a well known theorem in the calculus of variations (see [29] ) it follows that I attains its infimum in M at some φ ∈ H 1 Γ (Ω). Since φ = 0 it can be assumed, say, that φ + = max{φ, 0} is nontrivial. It is then checked that φ + is also an eigenfunction, the maximum principle implies that φ + is positive and thus the same holds for φ (see [19] for related ideas). The simplicity of σ 1 (a, b) and its uniqueness as a principal eigenvalue can be shown following [17, 18] (cf. also [21] ), and we omit the proof.
The fact that
is an immediate consequence of the variational characterization (1.6). As for the continuity in a, b, we include a proof, since it is not straightforward. Beginning with a symmetric case we have for 0
as δ → 0+. In fact,
and from (2.11) we have the estimate,
The complementary behavior (δ > 0)
is more directly proved and so lim δ→0
in Ω and Γ respectively, for any prefixed δ and n large. The desired continuity follows by comparison. This proves b).
To show c) observe that
As desired.
As for d) if a principal eigenfunction φ ∈ H 1 Γ (Ω) vanishes on Γ we have that φ ∈ H 1 0 (Ω) and
which contradicts (2.12).
We are now paying special attention to the behavior of the principal eigenvalue of the problem (1.5) with respect to parameters together with its asymptotic behaviour. Specifically, consider the parametric version of (1.5), 14) where, for the moment, λ ∈ R is regarded as an eigenvalue, µ as a parameter (of course, such rôles can
There are two sources of interest in (2.14) regarding the present work. The first is to provide a proper interpretation of the eigenvalue problem (1.9) without restrictions in a (see Lemma 9 below). The second being the analysis of the particular case a = 0, b = 0 (see (1.12) in Section 1 and Theorem 3)
We collect in the next lemma some of the most important features. Regarding (2.15) with Γ = ∅ we refer the reader to [21] for continuity, concavity and the limit (2.16) (as well as some additional asymptotic properties).
Lemma 8. Let λ = σ(µ) be the principal eigenvalue of (2.14) for µ ∈ R. Then σ(µ) is concave and lim
we have, for t ∈ (0, 1)
and the concavity is proved. The concavity implies that σ(µ) has a derivative a. e. while such derivative must be negative at least at infinitely many values of µ. Thus (2.17) follows.
To prove (2.16) recall that σ(µ) < λ 1 (−a). Choosing µ n → −∞ an arbitrary sequence we have
for large enough n and a certain M > 0. So passing to a subsequence if necessary we obtain
(Ω) and L 2 (Γ). By taking limits in (2.18) we arrive at
Moreover, we also have Ω φ 2 = 1, and
This implies φ ∈ H 1 0 (Ω), and by means of the variational characterization of λ
Since the sequence µ n was arbitrary, (2.16) is now proved.
Let us examine now the alternative eigenvalue problem (1.9),
A numberσ is said to be an eigenvalue of (1.9) if there exists ψ ∈ H To prove the sufficiency of λ 1 (−a) > 0 we solve the variational problem (2.20) by mini-
The key point is to show that I is coercive onM and this precise fact follows from the fact that λ 1 (−a) is positive (see [17] ). The issues of uniqueness, simplicity and continuous dependence on a, b are shown in the same way as in Lemma 7 (cf. also [17] ).
To obtain the divergence to −∞ of the infimumσ 1 (a, b) when λ 1 (−a) ≤ 0 observe that a value t 0 ≥ 0 can be found so that
On the other hand, observe that if λ 1 (−a) = 0 then µ can be observed as an eigenvalue in (2.14). More precisely, Second, it is also checked that σ 1 (a, b) varies continuously with respect to perturbations of the form a → a ± ε, b → b ± ε, ε > 0 a parameter. However, a stronger perturbation result holds. Namely,
where a n ∈ L
(Γ) are defined as a n = max{a, −n}, b n = max{b, −n}. In fact, by choosing positive eigenfunctions φ n ∈ H 1 Γ (Ω), Ω φ 2 n = 1, associated to σ 1,n := σ 1 (a n , b n ) one finds that 
what proves (2.23).
Finally, the same facts hold forσ 1 (a, b) with a, b bounded above provided that λ 1 (−a) > 0 (observe that λ(−a) is well defined). In particular thatσ 1 (a, b) = limσ 1 (a n , b n ), with an associated positive eigenfunctions sequence ψ n , γ ψ 2 n = 1 and ψ n → ψ 0 weakly in H 1 , with ψ 0 a nonnegative eigenfunction corresponding toσ 1 (a, b). After taking limits in (2.22) with a n , b n replacing a, b, we achieve In order to simplify the exposition we are fixing the notations σ 1 (a, b) , defined by (1.6), coincides with the principal eigenvalue of the problem (Ω 0 ) can be extended by zero to Ω, the resulting extensions verifyingũ ∈ H 1 Γ (Ω). By using such extensions in the variational characterization (1.6) of σ 1 (a, b) we obtain
On the other hand, let {u n } ⊂ H 1 Γ (Ω) be a minimizing sequence for
is finite, it follows that I(u n ) is finite for large n, and thus u n ≡ 0 in D ∪ Λ. In view of the smoothness of Ω 0 , Λ, , b) , which proves the lemma. The case Γ 1 = ∅ is handled in a similar manner.
Remark 4.
a) An alternative proof of Lemma 10 can be given by substituting a, b by a sequence of bounded coefficients a n , b n diverging to −∞ in D and Γ, respectively. Setting a n = max{a, −n}, b n = max{b, −n} (a n , b n ∈ L ∞ ) we obtain σ 1 (a n , b n ) increasing and, (Ω 0 ) we obtain from the previous inequalities,
This proves again Lemma 10.
b) It can be shown (see the proof of Theorem 3 in Section 4) that the inequality (2.27) is strict, i. e.,
Proof of Theorem 1
This section is devoted to the proof of Theorem 1. For the sake of clarity, we divide it in several lemmas. The first one is concerned with the necessity of condition (1.8).
Lemma 11. Assume problem (1.2) admits a bounded positive weak solution
Proof. We use the variational characterization of the eigenvalues (1.6). Take u as a test function in (2.1), to obtain
Thus from (1.6) we have
On the other hand, let
which are bounded measurable functions. Consider the eigenvalue problem (1.5). According to Lemma 7, the principal eigenvalue σ 1 (a, b) has an eigenfunction φ ∈ H
Γ (Ω). By the definition of weak solution to (1.2) we have
On the other hand, since φ is an eigenfunction, it also follows that
Thus it is clear that
by the decreasing character of the principal eigenvalue to (1.5) with respect to the weights a, b.
We now prove that condition (1.8) implies that problem (1.2) has at least a positive weak solution which is additionally bounded (see Section 2). The proof is based on standard minimization of the functional associated to (1.2), which will be shown to be coercive. Before proceeding to the proof, we make an extension of f and g by letting f (x, u) = f (x, 0) and
Lemma 12. Assume f and g verify hypotheses (H) and
σ 1 (f ∞ , g ∞ ) > 0, σ 1 (f 0 , g 0 ) < 0.
Then problem (1.2) admits at least a positive weak solution
Proof. We are proving that the natural functional J, whose critical points coincide with weak solutions to (1.2), is coercive and weakly sequentially lower semicontinuous. Thus, it will be standard to obtain a global minimizer of J. Let us begin by seeing that the functional
the equivalent norm involved. Let us show that this will lead to a contradiction. Set s
We claim that (up to a subsequence) t n → +∞. Indeed, by assumption, it follows that (all the forthcoming constants will be renamed as C)
If we assume that t n is bounded, then s n → +∞, so that putting v n = u n /s n , we obtain
Thus there exists
(Ω) and L 2 (∂Ω). However, this leads directly to a contradiction since then v = 0 in Ω while Γ v 2 = 1. Thus we may assume t n → +∞. Let w n = u n /t n . It follows as before that
Thanks to Lemma 6, we have that
Thus choosing and fixing ε small enough, we get from (3.1) that
and we deduce again that, up to a subsequence, w n → w weakly in H
1
(Ω) and strongly in L 
we arrive at
However, it can be proved exactly as in [10] that this leads to 
so we can take φ = εψ for a small ε. Although we have produced an absolute, non trivial and nonnegative minimizer u ∈ H 1 Γ (Ω) for J we can not still assert that u provides a weak solution to problem (1.2) (see Section 2). A little more work has to be done and we are next showing that u can be indeed chosen in L ∞ . To this objective and following [10] we introduce the approximate problems
where,
It can be checked that f k , g k satisfy the hypotheses (H) and the more restrictive condition (2.2). Setting
On the other hand,
Since both f ∞ , g ∞ are bounded above, the perturbation result (2.23) in Remark 3 permits asserting that
According to the preceding discussion, problem (3.2) exhibits a global nontrivial and nonnegative minimizer u k ∈ H 1 Γ (Ω) for the associated functional J k (u), , s) ds. However, due to (2.2), u k now defines a weak solution to (3.2) . In addition, Lemma 5 implies that u k ∈ L ∞ (Ω). To conclude, we are checking thatũ = min{u, u k }, where u ∈ H 1 Γ (Ω) is the global minimizer constructed above, satisfies
(Ω). Hence, sinceũ is also a global minimizer, it actually defines a genuine weak solution to (1.2) . For the sake of completeness we are next proving (3.3) . In fact, (3.3) is equivalent to
, by using v = max{u, u k } we arrive at
Thus, the former inequality follows from the latter by observing that
This completes the proof of (3.3).
To summarize, we have proved that problem (1.2) has a nonnegative nontrivial bounded weak solution u. As remarked earlier, u ∈ W The uniqueness of solutions claimed in Theorem 1 is a consequence of the following Lemma (cf. [10] and Lemma 8 in [17] ). )/v as test functions. However we cannot conclude in our problem that u/v, v/u are bounded (particularly near the interface γ = Γ ∩ Γ ). Thus we are modifying the test functions to be used according to [24] . For ε > 0, the quotients (u + ε)/(v + ε) and (v + ε)/(u + ε) are bounded. This implies that both,
It can be easily seen in addition that:
Therefore we arrive at the inequality,
Our intention is to pass to the limit as ε → 0 by means of Fatou's Lemma. For this aim, we need to have an upper estimate of the integrands by an integrable majorant. Let us show that this is possible for the first integrand (a similar calculation holds for the second). Let
On the other hand, for x ∈ Ω 2 , and assuming
while a similar inequality holds if u(x) < v(x). Hence we have shown that the first integrand is majorized by an integrable function in Ω, namely Cχ Ω 2 , where χ Ω 2 stands for the characteristic function of Ω 2 . As already remarked, the same thing happens for the second integrand, and we can use Fatou's Lemma to obtain from (3.4) that
Taking into account that f (x, u)/u and g(x, u)/u are decreasing, we arrive at u = v, as was to be proved. and thanks to Lemma 10, we obtain that
A final application of Theorem 1 concludes the proof. As for Corollary 4 notice thatσ (1.11) . Namely, the problem 
respectively, we can use Theorem 1 to conclude that problem (4.1) exhibits a unique positive solution if and only if either
provided Γ 1 = ∅. It only remains to ensure that the λ − µ regions defined by (4.2) or (4.3) are always nonempty regardless the structure of the weights w, m (this discussion is missing in [11] ). We are proceeding with elementary methods while a more ambitious analysis is left for future reporting.
To this aim we are fixing the notation C 0 = {σ Let us go a step further and suppose m > 0 a. e. in Ω while w exhibits both signs in a nontrivial way, say w > 0 and w < 0 a. e. in certain balls B + ⊂ Ω, B − ⊂ Ω − , respectively, which, to simplify the exposition, will be assumed to lie in Ω 0 . Observe now that for each µ, σ Figure 3 for simplicity). On the other hand, the same analysis reveals that C = {µ < h(λ)} for a function h with identical properties as h 0 but defined now in λ − < λ < λ + where λ 0,− < λ − < 0 < λ + < λ 0,+ are the zeros of λ Ω 1 (−λw), while h(µ) < h 0 (µ) for every λ. As a main conclusion, the existence region E defined by (4.2) consists in the set (see Figure 3 ) E = {h(λ) < µ < h 0 (λ)} where for those λ 0,− < λ < λ 0+ not lying in [λ − , λ + ] it is understood that points with µ < h 0 (λ) also belong to E.
Suppose next that both m and w are two-signed in a nontrivial way. Consider also for simplicity that such signs are achieved in Γ 1 and Ω 0 , respectively. It follows from the variational characterization of σ Ω 0 1 that C 0 is bounded. In fact, boundedness in λ is achieved by choosing test functions compactly supported in balls in Ω 0 where w keeps its sign. After that, an election of test functions whose restriction to Γ 1 are compactly supported where m has a fixed sign shows that C 0 is bounded. In particular the same holds for C. Moreover, since C 0 is the positive level set of σ where p, q > 1, k is a positive constant, coefficients a, b satisfy the structure conditions of Sections 1, 2 and λ, µ are regarded as parameters. Problem (4.5) can be regarded as a model for two couples of parallel reactions occurring both in a medium Ω and in an specific area Γ of its boundary ∂Ω, being the remaining part Γ of ∂Ω inactive. Such reactions compite for the same product (u designating its concentration) and the whole process is subjected to diffusion. Both in Ω and on Γ the consumption of u is switched off in Ω 0 and Γ 1 , respectively. As a main difference with respect to (1.11) and (4.1), it is assumed that the production of u in Γ proceeds according to a Michaelis-Menten type law (saturation at large values of u). Special cases of (4.5) have been considered in the literature. A one dimensional version with a = b = 0, λ = 0, µ = 1 is studied in [27] by perturbation methods. The n-dimensional case with a = b = 0, λ > 0, Γ, Γ separated components (Γ supporting a Neumann condition) is analyzed in [26] by the method of sub an super solutions ( [30] 11) , (4.1) and (4.5) has not been discussed here by the sake of brevity. To outline the main features, it can be shown in the case of (1.11), for instance, that positive solutions bifurcate from zero at the curve λ = σ(µ) (Figure 1 ), while they bifurcate from infinity at the curve λ = τ (µ) if Γ 1 = ∅, and at λ = λ Ω 0 1 when Γ 1 = ∅ (see [18] , [8] and [31] for bifurcation phenomena generated by the boundary conditions).
