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Resumo
A produc¸a˜o de energia ele´trica e´ um assunto de grande interesse principalmente para produtores
e distribuidores e tem grande impacto na economia nacional. Nesta forma e a` escala nacional
na˜o e´ via´vel armazenar energia e e´ difı´cil estimar o seu consumo com boa precisa˜o de modo
a poder gerir eficientemente a relac¸a˜o entre procura e demanda, de forma a na˜o gerar grandes
desperdı´cios.
Sendo assim, investigadores de diversas a´reas abordaram este assunto de forma a facilitar a
tarefa das empresas produtoras de energia em ajustar os nı´veis de produc¸a˜o a` demanda do
consumo. Com o decorrer dos anos, foram testados va´rios algoritmos preditivos e as Redes
Neuronais de Func¸a˜o de Base Radial (RNFBR) foram ate´ hoje uma das abordagens mais tes-
tadas com resultados satisfato´rios. O facto de a adaptac¸a˜o em linha na˜o ser uma tarefa fa´cil
nesta abordagem, levou a` procura de novas formas de efetuar a previsa˜o, prometendo resulta-
dos melhores ou ta˜o bons quanto os das RNFBR conseguindo tambe´m superar as dificuldades
encontradas pelas RNFBR na adaptac¸a˜o em linha.
O presente trabalho pretende introduzir uma nova abordagem, ainda pouco explorada, para a
previsa˜o do consumo de energia. As Ma´quinas de Vetores de Suporte por Mı´nimos Quadra-
dos (MVSMQ) podera˜o ser uma alternativa em relac¸a˜o a`s RNFBR e a outras abordagens,
uma vez que teˆm muito menos paraˆmetros a ajustar, o que pode diminuir consideravelmente
a sensibilidade daquelas ma´quinas aos problemas bem conhecidos relacionados com o ajuste de
paraˆmetros, e tornar a adaptac¸a˜o em linha mais esta´vel ao longo do tempo.
Palavras chave: Previsa˜o do consumo de energia, ma´quinas de vectores de suportes de mı´nimos
quadrados, func¸a˜o densidade de probabilidade, me´todos de pruning, adaptac¸a˜o em linha.
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Abstract
Electricity Load Demand (ELD) forecasting is a subject that is of interest mainly to producers
and distributors and it has a great impact on the national economy. At the national scale it is not
viable to store electricity and it is also difficult to estimate its consumption accurately enough
in order to provide a better agreement between supply and demand and consequently less waste
of energy.
Thus, researchers from many areas have addressed this issue in a way to facilitate the task of
power grid companies in adjusting production levels to consumption demand. Over the years,
many predictive algorithms were tested and the Radial Basis Function Artificial Neural Network
(RBF ANN) was up to now one of the most tested approaches with satisfactory results. The fact
that the on-line adaptation is not an easy task for this approach, led demand for new ways to
make the prediction, promising better results, or at least as good as those of RBF ANN, and
also the ability to overcome the difficulties founded by RBF ANN in on-line adaptation.
This work aims at introducing a new approach still little explored for electricity consumption
prediction. Least-Squares Support Vector Machines (LS-SVMs) are a good alternative to RBF
ANN and other approaches, since they have fewer parameters to adjust, hence, allowing sig-
nificant decrease in the sensitivity of those machines to well-known problems associated with
parameter adaptation, making the on-line model adaptation more stable over time.
Keywords: Electricity load demand forecasting, least-squares support vector machines, proba-
bility density function, pruning methods, on-line adaptation.
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1 Introduction
Over the years, electricity consumption and its cost have been increasing significantly, thus,
raising major concerns to both producing and supplying companies, and consumers. Since
electricity cannot be easily and efficiently stored and conserved, the supplying and producing
companies draw special attention towards the forecasting systems because they want to produce
and/or buy not more or less than what they need to supply, and be able to avoid waste and lack
that result from non-satisfaction of their customers’ needs. As part of efforts to ensure that these
aspects are taken into consideration, researchers from various fields of knowledge joined efforts
and created ways to improve the agreement between the production and consumption of energy.
The prediction of the electricity consumption is one of those ways.
The problem has gained even more relevance and this task became harder with the increase
of micro-generation because it became more difficult to optimise the management between
micro-generation, power-plants production and importation of electricity. Over time, this task
became harder because of the increase in electricity consumption, derived from the increase
of electric and electronic equipments usage, the global warming and the proliferation of the
micro-generation of energy. Furthermore, another factor that hampers the achievement of re-
sults closer to reality is the fact that in many tested approaches, other variables that contribute
to the variations of the electricity consumption like temperature, humidity, season of the year,
weekday, holidays and others, are not taken into account.
1.1 Framework
This work will be conducted on the framework of a research project, funded by Fundac¸a˜o para
a Cieˆncia e a Tecnologia (FCT)1 in collaboration with Rede Ele´trica Nacional (REN). The
goal of the project is the improvement of the accuracy of the predicted electricity consumption
profile at the Portuguese national scale, by means of computational intelligence methods.
The requirement is an ELD forecast within an horizon of 48 hours in order to identify the need
of reserves to be allocated in the Iberian Market.
1PTDC/SEN-ENR/115974/2009
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1.2 Situation at REN
Currently, the approach used at REN consists of a RBF ANN one-step-ahead predictive model,
executed at all half hours, which is iterated to obtain the predictive consumption profile for the
next 48 hours. This model was identified using Multi-Objective Genetic Algorithms (MOGA)
to select the inputs and the number of neurons to use [5, 8, 9]. The model parameters were
determined by the Levenberg-Marquardt (LM) algorithm using a modified training criterion
[4, 5, 7]. As the consumption time-series varies with time, the use of this approach requires
retraining the model or the on-line adaptation of the model parameters [6, 10].
1.3 Proposal of this dissertation
The motivation for this work is to improve the ELD predictive performance either by improving
existing Radial Basis Function (RBF) models or by the application of Least-Squares Support
Vector Machines (LS-SVMs). Additionally, as RBF Artificial Neural Networks (ANNs) are,
to some extent, difficult to adapt on-line, another goal is to conclude if the LS-SVM is more
adequate in this respect. As sparse LS-SVMs are usually preferable to non-sparse LS-SVMs, it
will be ascertained if an information-theoretic algorithm is efficient in providing sparseness to
the LS-SVM model.
1.4 Main contributions of the thesis
The use of LS-SVM will bring a new way of looking to on-line adaptation without using com-
putationally expensive models. This will be a big step on on-line adaptation models because of
the avoidance of difficult retraining procedures or frequent readjust of model parameters. Also
the application of LS-SVM models to iteratively obtain a multi-step forecast of ELD has not
been done.
This will make that the goals of REN, or other companies who will choose to use this methodol-
ogy, are achieved faster because LS-SVM models will probably require less maintenance over
time when compared to other optimised models.
The introduction of an information-theoretic criterion based on multivariate kernel density es-
timation to provide sparseness to the LS-SVM model will be an original contribution of this
work.
An efficient way has been found in order to initialize the hyper-parameters of LS-SVMs. Its
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efficiency has been demonstrated experimentally.
1.5 Dissertation outline
The following chapter presents the state-of-the-art of ELD forecasting using RBF ANNs and
LS-SVMs. Chapter 3 will show the methodologies employed in this dissertation regarding LS-
SVMs. In chapter 4 the research methodology which was followed in this dissertation regarding
ELD forecasting will be presented. The remaining of the dissertation follows with the descrip-
tion of the experiments and their objectives in chapter 5, the presentation of corresponding
results in chapter 6, and finally the conclusions in chapter 7.
3
2 State-of-the-art
This chapter will present the main concepts addressed in this master thesis, focusing in:
1. ELD forecasting in general;
2. RBF ANNs applied to ELD;
3. LS-SVM applied to ELD.
2.1 Electricity load demand
In the past years, ELD forecasting conquered a big interest from power grid companies and
researchers from different areas. For power companies, this is a big issue because they need to
estimate the amount of electricity required to satisfy their customers. For them, this is not an
easy task because the electricity demand has been increasing over the years and because elec-
tricity consumption patterns vary with many factors including time. Therefore, one of the goals
of power companies is to get forecasts very close to the reality in order to prevent lack or waste
of electricity. Forecasting became more difficult because electricity consumption varies over
the years depending on factors like weather. Recently, the introduction and massification of the
use of new electric and electronic technologies, the global warming and the micro-generation
of energy, made this task even harder.
Finding the best forecast methodology is not an easy task because many variables, like temper-
ature, humidity, wind, demographics, average number of domestic electric appliances, season
of the year, day of the week, holidays, among others, have to be taken into account. Neverthe-
less, many studies are not taking some of these variables into account, therefore obliterating the
chances of improving results.
Historical data may be of extreme importance in demand forecasting and its preparation is an
important aspect [1]. The data is provided by power companies and the preparation is a task for
the researchers, which is specific to the methodology each researcher will apply.
Demand forecasting is concerned with the prediction of hourly, daily, weekly and annual values
of consumption and peak demands [16]. These forecasts are categorised in general as short-
term, medium-term and long-term forecasting depending on the prediction horizon [1].
1. Short-term forecasting is normally made from few hours to a few weeks ahead.
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2. Medium-term forecasting is made in the range of a few weeks to a few months and even
up to a few years.
3. Long-term forecasting is made from 5 to 25 years. This type of forecast is important in
deciding on the system generation and transmission expansion plans.
In short-term load forecasting, generally, weather conditions (particularly temperature) have
significant influence on peak loads, and in long-term forecasts economic factors play an impor-
tant role [12].
Forecast methods may be broadly classified into qualitative and quantitative techniques [18]:
1. Qualitative methods are sometimes referred to as subjective or judgemental methods.
They are based on intuition and opinion and may or may not depend on past data. Gen-
erally they are used when data is limited, unavailable or not relevant. To use this type of
forecast in the best way, the forecasters must have experience and skills on the subject
and on available information. Consumers opinion can also be taken into consideration.
2. Quantitative methods are based on statistical or mathematical approaches. These methods
depend on historical data and can be grouped into several types :
(a) Causal methods are based on the identification of input variables that can predict
values of the output variable in question. To use this type of method, the forecasters
should have high statistical skills and large data requirements. These methods tend
to work best for revenues that are heavily influenced by economic factors, such as
business license fees, income taxes, and retail sales taxes.
(b) time-series models are the most frequently used among all forecast models. They
use historical previous data as a forecast basis. In this type of method, the forecasters
make the assumption that previous data can be used to forecast new data and factors
that had many influences in the past will have the same influences in the future. For
the best use of this method, is important to know how long the time-series data is
required to identify patterns. It is important that the data covers at least a period of
several years and include some observations of the variation of data over the years.
(c) Neural Network models. Bishop [2], considered interesting the use of neural net-
works for forecasting problems. Neural networks use a system of highly intercon-
nected nodes or neurons, resembling biological neural networks, which may be able
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to perform complex operations. The simplicity of designing a neural network and
train it, attracted many researchers. Despite that, many times the training can take
long time but usually achieving better results.
2.2 Radial basis functions artificial neural networks applied to electricity
load demand forecasting
The application of RBF ANNs ELD forecasting have attracted the attention of researchers over
the past decade, including researchers from REN and the University of Algarve (UAlg).
Mamun and Nagasaka [20] presented the use of RBF ANNs in a long-term prediction model, in
a period where the electricity demand increased in a considerable way (average of 3% for year).
The forecasting was made in Japan, where 9 interconnected power companies are operating.
They made a careful selection of the economic factors to use as inputs and also used two types
of data (monthly and yearly). The data was obtained from all the power companies from the
year 1975 to 2000. They presented two types of forecasting. Monthly forecasting for the years
2001 and 2010 and yearly forecasting for the years 2001 to 2015.
For the training set, the root mean squared error (RMSE) was 0.138 MegaWatts (MW), the
mean absolute error (MAE) was 0.17 MW and the mean absolute percentage error (MAPE)
was 1.150%. For the test set, the RMSE was 1.056 MW, MAE 0.999 MW and the MAPE was
3.465%. They conclude that, the average annual incremental rate was about 1.3% up to year
2015.
Ghods and Kalantar [12] presented the use of RBF ANNs to long time forecasting in Iran, where
16 interconnected power companies are operating, taking past and present economic situations
and power demand into account. The predictions were done for target years 2007 to 2011 and
the training set was taken from 1989 to 2006.
The least-squares error (LSE) for the training set was 4.45% after 2087 iterations. These studies
also determined that loads are increasing with an average annual incremental rate of about
5.35% up to year 2011.
These teams [12, 20] used similar approaches and their results showed that long-term forecast-
ing is not very reliable because an alteration on the used input variables can cause a big impact
on the results. The long-term forecasting can be made to get a rough idea of the electricity
consumption but one must create an alternative way to get more precise predictions to avoid
major disruptions.
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Gontar, Sideratos, and Hatziargyriou [14] used RBF ANN for a hourly forecasting of the next
24 up to 48 hours ahead, a situation similar to that of REN and this work.
They used two distinct architectures. The first one was developed in the National Technical Uni-
versity of Athens (NTUA) and consists in five RBF ANNs which accept the same input vector.
Four of them have the same structure and each one is trained with load time-series correspond-
ing to each season of the year, in order to give a better prediction in the period for which they
have been trained. The fifth network is trained with the load values that correspond to weekends
and special days. The second architecture was developed in the University of Londz (UL) and
consists in a parallel model of 24 equations (for 24 hours ahead, 1 equation for each hour).
The equations were modelled using separate neural networks with the same structure. In these
models, holidays are treated like Sundays, the days after holidays like Mondays and the days
two-days after holidays are treated like Tuesdays. The presented results showed that for the 24
hours-ahead model developed by NTUA the MAPE was 5,77% while for the UL was 4.94%.
For the 48 hours-ahead, NTUA presented a MAPE of 6.08% and UL 5.23%.
The strategy used for the creation of both models takes into consideration important variables
for the electricity consumption prediction like season of the year, weekends and holidays. These
variables contribute to the satisfactory results they got and expected with the use of RBF ANNs.
The UAlg team, also presented results on the application of RBF ANN to ELD forecasting.
Those results were presented in three distinct research documents [8, 9, 10]. The work consists
in considering four approaches:
• Obtain a predictive profile up to the specified prediction horizon using one-step-ahead
predictive models that are iterated in a multi step fashion.
• The necessity to employ on-line model adaptation strategies, as the profile of electricity
consumption tends to vary over time.
• The need to incorporate one input in the models to account for the effect of events that
dramatically perturb the typical profile of load demand.
• Addressing the problem of model structure optimisation in the system identification method-
ology in order to meet the specified design requirements.
In summary the methodology consists in: train the ANN models using the LM [19, 21] algo-
rithm using the modified training criterion, and the model structure (number of neurons and
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input terms) is evolved using a MOGA. The data set used for the model identification experi-
ments corresponds to the Portuguese electrical energy consumption measured at hourly intervals
from around mid October 2007 to the end of 2008. For the model retraining experiments, the
data set used was from 2001 to September 2010.
For the selected model, an analysis in an unpublished report regarding the model operation at
REN between May 2010 and October 2011, showed that the MAPE was 3% for 24 hours ahead
prediction horizon and 4% for 48 hours ahead.
2.3 Least-squares support vector machines applied to electricity load de-
mand forecasting
The application of LS-SVMs to electricity consumption prediction has been barely explored.
Chen et al. [3] were the only researchers who used models based on LS-SVMs and the Wavelet
Transform (WT) for short term forecasting. The WT has been proposed for time-series fore-
casting but must be used in combination with other models such as Neural Networks. The
forecasting was made in three steps:
1. Data preparation;
2. Feature selection by WT decomposition;
3. Forecasting model based on LS-SVM.
A radial basis kernel function with σ = 0.005 was used and the regularization parameter was
γ = 1000. To verify this approach, the authors compared the prediction errors, number of
correct prediction steps and computing time, with those of neural network predictors (in this
case, Linear NN, RBF NN and back propagation (BP) NN). The comparisons were made with
forecasting model for 3 days ahead. The same training set was used for all the NN predictors
and results showed that WT-LS-SVM was faster and had a lower value of the average relative
error ( |xi−yi|xi ) percentage (0.0191%).
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3 Least-squares support vector machines
The Support Vector Machines (SVMs) are based on the learning theory and were created by
Vapnik [31] in 1995 with the initial goal of solving binary classification problems. The initial
idea was mapping an input vector x into a high dimensional feature space through non-linear
mappings chosen a-priori and then use them to separate the hyperplane.
Over the years, SVMs were tested to solve regression problems. Smola et al. [25] proved that
it can be done through the introduction of loss functions that can be quadratic, Laplace, Huber
or ε-Insensitive as suggested by Vapnik which is an approximation of the Huber function and
allows the achievement of a sparse support vector.
The construction of a SVM model for regression is made from,
f (x,w) = wTϕ(x)+b, (1)
where ϕ(·)maps the data into a high dimensional feature space and w is the normal vector of the
hyperplane. LS-SVMs are a least-squares version of SVM. They were developed by Suykens
and Vandewalle [27] for solving pattern recognition and nonlinear function estimation prob-
lems. They work with a least-squares cost function and involve equality instead of inequality
constraints as in the standard SVM, and therefore are easier to train.
The LS-SVMs were introduced to solve high computational work of the constrained optimi-
sation programming problem found in the SVMs. However, the sparseness gained with the
standard SVM is lost and the estimation of the support vectors is only optimal in the case of
the Gaussian distribution of the error variables. LS-SVM uses the LSE function instead of the
ε-insensitive error function used on the standard SVM. It makes the solution follow a linear
Karush-Kuhn-Tucker (KKT) system instead of a computationally hard Quadratic Programming
(QP) problem [29].
As LS-SVMs are the core methodology for this dissertation, their derivation is reproduced here
from the work of Suykens, Lukas, and Vandewalle [28]. Let us consider a training set of N
samples, {xi,yi}Ni=1, with xi ∈ Rn and yi ∈ R . In LS-SVMs for function regression the following
optimisation problem is formulated:
min(w,ε)J(w,ε) =
1
2
wT w+
1
2
γ
N
∑
i=1
ε2i , (2)
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subject to the equality constraints
yi = wTϕ(xi)+b+ εi, i = 1, ...N (3)
This corresponds to a form of ridge regression [13]. From this, the Lagrangian is formed:
L(w,b,ε,α) = J(w,ε)−
N
∑
i=1
αi{wTϕ(xi)+b+ εi− yi} (4)
with Lagrange multipliers αk. The conditions for optimality are,
∂L
∂W = 0→ w = ∑Ni=1αiϕ(xi)
∂L
∂b = 0→ ∑Ni=1αi = 0
∂L
∂εi
= 0→ αi = γεi
∂L
∂αi
= 0→ wTϕ(xi)+b+ εi = 0
, (5)
for i= 1, ...,N. After eliminating εi and w, the solution is obtained, which may be written as the
following linear equations,
 0 ~1T
~1 Ω+ γ−1I
 b
α
=
 0
y
 , (6)
where y= [y1, ...,yN ]
T ,~1= [1; ...;1]T ,α = [α1, ...,αN ]T andΩk j =ϕ(xk)Tϕ(x j) for k, j= 1, ...,N.
As a result of Mercer’s conditions there are certain kernel functions ψ(·, ·) such that:
ψ(xk,x j) = ϕ(xk)Tϕ(x j), k, j = 1, ...,N , (7)
which is also called the kernel trick in the literature.
Set A = Ω+ γ−1I. For A, a positive-definite matrix, A−1 exists. Solving the linear equations we
obtain the solution:
α = A−1(y−b~1) ;b =
~1T A−1y
~1T A−1~1
. (8)
Substituting w in (1) with the first equation of (5) and using (7) we have,
f (x,w) = yx =
N
∑
i=1
αiψ(x,xi)+b , (9)
where αi and b, presented in (8), are the solution to equation (6). The kernel function ψ(·, ·)
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can be chosen, among others, as:
(a) Linear function: ψ(x,xi) = xTi x ;
(b) Polynomial function: ψ(x,xi) = (
xTi x
c +1)
d ;
(c) Radial basis function: ψ(x,xi) = exp(− ||x−xi||
2
σ2 ) .
3.1 Sparse and non-sparse least-squares support vector machines
The original LS-SVM, as presented above, does not yield sparse solutions as SVMs. This
happens because on LS-SVM models, the solution is obtained using all the regressors. To keep
all the advantages of LS-SVM over SVM and at the same time get sparse solutions, pruning
methods can be used with the goal of finding the best set of regressors. This can be done by
removing gradually less important data from the training set and re-estimating the LS-SVM.
The suggestion from Suykens, Lukas, and Vandewalle [28] consists in:
1. Train the LS-SVM based on a set of N samples;
2. Decrease the amount of data regressors, for example 5%, having smaller values of |α|;
3. Retrain the LS-SVM based on the reduced training set;
4. Go back to 2 only if the performance increases.
The α is mostly chosen because |αi| support values are proportional to the errors at the data
points (αi = γεi).
3.2 On-line adaptation of least-squares support vector machines
When a RBF kernel function is used, the LS-SVM has only two parameters, σ and γ , also called
hyper-parameters.
The γ is used on the optimization problem formulation given by (2), and σ controls the width of
the Gaussian kernel function. As these parameters influence the results obtained they should be
optimized in some way. There are two classes of methods for the estimation of these parameters:
• Experimental methods: in practice, most researches have been using cross-validation and
searching on a (σ ,γ) grid.
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• Theoretical methods: global or local optimization methods can be used like genetic algo-
rithms, simulated annealing and Bayesian inference framework.
In this work the ideas introduced in [33] are followed in order to optimize the hyper-parameters
for a given data set. The cost function employed uses an estimate of the variance of the effective
noise in a data set. The next sub-section presents the estimation method.
3.3 The Gamma Test
To evaluate the quality of a model to approximate an unknown function, the Gamma Test (GT)
can be used [17]. For building a model, we need a N-sample data set of the following type:
D = {(xi,yi)Ni=1} , (10)
as presented earlier, now denoted as D.
In practical terms, the GT allows the estimation of the effective noise variance in y by means of
the data set D. The effective noise variance, denoted by Γ, may be computed as follows:
1. Compute δN(k):
δN(k) =
1
N
N
∑
i=1
||xvi,k− xi||2 , (11)
where || · || represents the Euclidean distance between xvi,k, which is the kth nearest neigh-
bour of xi, and xi. With that, we get the sequence of points,
{δN(1),δN(2), ...,δN(p)} , (12)
where p is usually 10.
2. Compute βN(k):
βN(k) =
1
2N
N
∑
i=1
(yvi,k− yi)2 , (13)
where yvi,k represents the corresponding output of x
v
i,k. Note that y
v
i,k is not necessarily the
nearest neighbour of yi. From here, we get the sequence of points,
{βN(1),βN(2), ...,βN(p)} . (14)
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3. With the pairs of points from (12) and (14),
{δN(k),βN(k)}pk=1 , (15)
using linear regression, we obtain a linear approximation:
βN(k) = Γ+AδN(k) , (16)
where Γ is the estimation of the effective noise in y and the value of A gives information about
the complexity of the function to be modelled. Any model that produces a mean squared error
less than Γ will be, in principle, modelling the noise component of y. Also, any model whose
mean squared error does not approximate to Γ will not be modelling all the dynamic features of
the process or system being modelled that are present in D.
3.4 Objective function for optimization of the hyper-parameters
Based on [33] and using the data set in (10), the LS-SVM can be presented as:
yˆ = f (X ,γ,σ). (17)
Using Γ in (16), an objective function can be formulated, that depends on γ and σ . The goal
is to optimize that objective function using gradient based methods. For a given model trained
using the set D, the training error ε should have a variance ΓT near Γ, so that ε is only the noise
component in X . If ΓT > Γ, the model does not represent completely the system, in other words
there is in ε a dynamic component of the system beyond the noise. If the opposite is found,
(ΓT < Γ), the model reflects, beyond the system features, also noise features, which can be due
to over-training. The error variance is given by:
ΓT (ε) =
1
N
N
∑
i=1
(εi− ε¯)2 , (18)
where ε¯ is the average error (ε). If we assume that ε¯ = 0,
ΓT (ε) =
1
N
N
∑
i=1
ε2i . (19)
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According to equation (5) of a LS-SVM, εi = αiγ . Replacing this in (19) we obtain:
ΓT (ε) =
1
N
N
∑
i=1
α2i
γ2
=
αTα
Nγ2
. (20)
The following objective function can now be defined:
O(H) = |ΓT (ε)−Γ|= |α
Tα
Nγ2
−Γ| , (21)
where H is the vector of parameters to be optimized, defined as,
H = [γ,σ ] . (22)
With that, (17) can be rewritten as,
yˆ = f (x,H) . (23)
In order to use gradient based methods to incrementally optimize O , the partial derivatives
of (21) to γ and σ are required. These are given in [33] and are not reproduced here as the
presentation would be extensive.
3.5 The gradient descent method
In this dissertation a simple Gradient Descent (GD) method will be employed to optimize the
cost function presented in (21) in order to train LS-SVM models. Although several other meth-
ods are available, that in principle would be preferable, the focus of the work is not that subject.
This will be compensated by executing different runs of the Gradient-Descent method with
random starting points.
The goal of the gradient descent method is to find the nearest local minimum of a function,
assuming that it can be calculated. The method proceeds from iteration k to k+1, taking steps
of size ρ , according to the update rule:
Hk+1 = Hk−ρ∆O(Hk), (24)
where ρ is the step and ∆O(Hk) is the gradient in the iteration Hk. The update rule may be
iterated until a given precision on the objective function is obtained or a certain number of
iterations has been reached.
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The following algorithm has been used:
Algorithm 1 The gradient-descent algorithm
θ . Precision
NI . Maximum number of iterations
ρ . Gradient method step size
Γ . Estimated noise variance
Hk← (σ ,γ) . Initial parameter vector
f (Hk) . Compute the LS-SVM for Hk to obtain the value of α
ΓT ← αTαNγ2 . Error variance of LS-SVM for Hk
k← 0
while |ΓT −Γ|> θ and k < NI do
∆O(Hk) . Compute gradient
Hk+1← Hk−ρ∆O(Hk)
f (kk+1) . Compute the LS-SVM for Hk to obtain the value of α
γ ← Hk+1[0]
ΓT ← αTαNγ2
k← k+1
γ ← Hk[0] . Optimized value of γ
σ ← Hk[1] . Optimized value of σ
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4 Research methodology
4.1 Advantages and disadvantages of the chosen methodology
The major disadvantage of using LS-SVMs is the difficulty of the algorithm to present sparse
solutions since it uses all the training set to implement the network.
Besides that, there are many advantages on the use of LS-SVMs, the major one being the fact
that the algorithm adjusts the support vectors automatically, therefore it only has to calculate
the neuron propagation.
For the ELD prediction application, another significant advantage comes from the fact that,
when using the Gaussian kernel, LS-SVMs have only two parameters, therefore it is expectable
that they will be easier to adapt on-line when compared to other models with large number of
parameters.
4.2 Technical approach and data used
This work will use LS-SVMs and RBF ANNs to obtain one-step-ahead predictive ELD models
and employ these models to generate a forecast of the consumption profile up to a 48 hours
prediction horizon.
The historical data set was provided by REN and corresponds to the period from 2001 to 2011 in
Portugal. The data was scaled and/or normalised to avoid working with different ranges among
different variables. The sampling time is one hour, which results in 48 prediction steps to reach
the 48 hours prediction horizon. Figure 4.1 shows a plot of the entire data set and examples of
a 24 hours period and a week period.
After implementation and validation of algorithms and computational methods the research
methodology will consist in using simulation to produce a number of comparable experimental
results generated by the following different ELD predictive strategies:
• Static RBF ANN as identified off-line;
• Static non-sparse LS-SVM;
• Static sparse LS-SVM;
• On-line adapted RBF ANN;
• On-line adapted LS-SVM (the best of off-line sparse and non-sparse).
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The results will allow the performance analysis of the methods and validation of contributed
methods. In order to enable the comparison of the different methodologies, the models will be
determined using the same data set. They will be validated using a different data set from the
one used for the identification and the data sets will be the same for the different models. The
evaluation of the models will use the same error metrics, for example the MAE and the MAPE.
These error metrics are analysed along the prediction horizon, so the models are ultimately
compared from the metric curves along the horizon.
The algorithms will be implemented in the Python language because it is a high-level and high
performance free programming language. It is easy to use and we can explore the Python/C
API, in this case, to write extension modules in C that can be used with the Python language.
Modules are also available to enable distributed implementations of algorithms over multiple
processors or processor cores.
4.3 Additional methodologies employed
Besides the LS-SVMs, other methodologies have been used. These are described in following
subsections.
4.3.1 Multi-objective genetic algorithms
Genetic algorithms are an evolutionary computation approach that performs a search based on
a population through a set of genetic operators such as, selection, crossover and mutation.
The MOGA [11] has been used in this work in order to evolve suitable RBF ANN ELD predic-
tive models. Specifically it was used to select the number of neurons and inputs of models so
that the model performance is maximized. The approach has been developed within the UAlg
team.
In this work a Python implementation has been done considering a reference Matlab imple-
mentation. A direct translation has been accomplished where Matlab C Mex files have been
translated to Python modules using the Python/C API.
4.3.2 Radial basis function artificial neural networks
The ANNs are used in many courses as neuroscience, mathematics, statistic, physics, com-
puter science and engineering to solve forecasting, optimization, pattern recognition, associa-
tive memory and other problems. Haykin [15] define neural networks as a massively parallel
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Figure 4.1: Top: Plot of the entire data set. Middle: An example of one week period. Bottom:
An example of a 24 hours period.
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distributed processor made up of simple processing units to store experimental knowledge and
making it available for use.
ANNs can be seen as weighted directed graphs where the neurons are nodes and the directed
edges (with weights in each) are connections between input and output neurons. They are used
for non-linear mapping between the input data X and the output vector y in order to model rela-
tions or detect patterns between them.
The RBF neural network consists in three layers fully interconnected:
• The input layer that has nodes to connect the inputs to the network;
• The hidden layer, normally high dimensional, where each unit has an activation function;
• The output layer is a weighted linear combination of the activation functions of the hidden
layer.
RBF ANNs are a type of ANNs that use radial basis as an activation function [22]. They were
designed to solve classification problems but studies showed that they can also be perfectly used
to solve regression and time-series problems [26].
Designing RBF ANNs results from the achievement of the following steps:
• Selecting the number of neurons of the hidden layer;
• Selecting the relevant inputs to the network;
• Adjusting the coordinates of the centre of each radial basis function of the hidden layer;
• Adjusting the weights applied to the radial basis functions output;
• Adjusting the radius of each radial basis function.
A RBF ANN is mathematically defined as:
f (xk) =
N
∑
i=0
αiψi(xk) ; ψ0 = 1 , (25)
where ψi(xk) is, for instance, a radial basis function given by
ψi(x) = exp
(
−||x− ci||
2
2σ2i
)
, (26)
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where ci is the ith centre and || · || is a norm, usually Euclidean.
The design approach developed by the UAlg team consists in using the MOGA to choose RBF
ANNs where the number of neurons and selected inputs optimize predefined goals [5]. During
this optimization, the RBF ANNs are trained using the LM algorithm minimizing a criterion
that reflects the RBF non-linear/linear topology [4, 7].
4.3.2.1 Comparing radial basis function artificial neural networks to least-squares sup-
port vector machines
RBF ANNs present good results concerning prediction but they have a slow design process
which implies selecting the structure to use including the inputs, number of neurons and all the
parameters (weights, centres and widths) of the network in a way to maximize performance.
The on-line adaptation is complicated because it is necessary to update all the model parame-
ters over time. If adaptation is not done, the model deviates from the modelled system which
may cause the accumulation of errors over time to be very large, therefore making the model
unreliable. Comparatively, in LS-SVMs the algorithm adjusts automatically the support vec-
tors, leaving only two parameters to design (assuming a Gaussian kernel). This decreases the
computational complexity of the design process and possibly makes the on-line adaptation more
stable and reliable over time.
The LS-SVM looks promising for the ELD prediction problem due to three main reasons:
• They have been successfully applied to the prediction of time-series [30, 32];
• Their design does not require computationally expensive identification experiments in
order to obtain an optimised model;
• They are expected to present improved results and more stable behaviour regarding the
on-line adaptation of the model;
4.3.3 Multi-variate kernel density estimation
In a following subsection an algorithm will be presented in order to select a data subset using
information quantification.
To quantify the information in a data set organized in multi-dimensional points we need to
estimate the probability density function (PDF). One family of PDF estimation methods is the
kernel density estimation. The probability of each point x in a data set of N points using this
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method is given by [23, 24]:
Pb(x) =
1
n
N
∑
i=1
[
d
∏
k=1
Khk(x
(k)− x(k)i )
]
(27)
where K(·) is a kernel function, d is the sample dimension, and hk is the bandwidth in dimension
k. The superscript (k) indicates the dimension k of points.
When we are using a Gaussian kernel, hk corresponds to the spread of the Gaussian kernel.
For the estimation of hk the simple rule introduced by Scott [23] has been adopted:
hk = σˆkN−
1
d+4 , (28)
where σˆk is the standard deviation of dimension k.
For the application of ELD forecasting, the points x, or regressors, will be very similar along
their d dimensions, which means that the d distinct parameters will be extremely similar, there-
fore allowing the simplification:
hk = h = σˆN−
1
d+4 , (29)
where σˆ is estimated on the entire data set.
4.3.4 Pareto efficiency analysis
The goal of multi-objective optimization is to find a set of acceptable solutions and the concept
of Pareto optimally or Pareto dominance is introduced to compare those candidate solutions.
For that reason, it can be said that a solution belongs to the Pareto set or Pareto frontier if there
is no other solution that can improve at least one of the objectives without degradation of any
other objective.
The Pareto frontier can be chosen according to two different goals, maximize or minimize the
objectives. In the context of this work the performance of different models has been analysed
according to a few pairs of error metrics, (m1,m2), which form Pareto fronts where the goal was
to minimize. Therefore the selection of models has been done by analysing the trade-offs along
the Pareto fronts. The following simple procedure has been used:
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Algorithm 2 The Pareto front algorithm
function PARETO(P) . P is an array of points (m1,m2) sorted in ascending order of m2
P′ = {} . Pareto set
N . Dimension of P
for i = 0→ N do
(m11,m12)← P[0] . First pair of P has lowest value of m2
P′ add←− (m11,m12)
REMOVE (m11,m12) from P
while any (m1,m2) in P has m1 >= m11 and m2 >= m12 do
REMOVE (m1,m2) from P
return P’ . P′ has the points in the Pareto front
4.4 Subset selection based on information quantification of data
Assuming X is a random variable, each point or outcome xi ∈ X has a quantity associated, called
self-information, defined as,
I(xi) =−log(Pb(xi)) (30)
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Figure 4.2: Relation of I(xi) to Pb(xi) (considering base 2 logarithm function).
Figure 4.2 presents the relation of I(xi) to Pb(xi).
In this work we will analyse an algorithm in order to select a subset of X according to some
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proportionality of I(xi). The main idea is to select points to train a model that have an appropri-
ate information content. This does not mean we should select the subset with the highest sum
of information because in that way only less frequent points would be selected and the resulting
model would be oblivious to that input region.
In order to maintain some diversity and still maximize information content we will sample X
proportionally to I(xi)∀xi ∈ X , i.e., the probability of selecting one point is proportional to I(xi).
One way of making such selection is by using Stochastic Universal Sampling (SUS) using I(xi)
as the fitness indicator. Such subset selection strategy may be applied to pruning LS-SVMs,
besides other applications, with potential advantages:
1. The pruning is done a-priori, therefore saving computational time;
2. If a Gaussian kernel is used to estimate Pb(xi) the kernel values can be stored in memory
as they will be useful for the LS-SVM (assuming a common value of h and σ has been
found, that serves well both methods);
3. There is an objective of maximizing information content of the regression matrix, for a
given degree of diversity, which might translate to better performing models.
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5 Experiments and objectives
Several experiments were carried out in order to select the best LS-SVM modelling strategy in
what concerns some aspects:
• Choosing the regressor type;
• Choosing dimensions for the regression matrix;
• Selecting a pruning strategy and the percentage of regressors to prune;
• Selecting a suitable model adaptation strategy.
These experiments will be described in following sections.
5.1 Regressors, data set and model evaluation
Consider the data set presented in (10) and the model relationship in (17). X is a (N×d) matrix
where each row is a vector xi of the form:
xi = [yk ,yk−1 , · · · ,yk−d] . (31)
In order to build a LS-SVM model to relate yˆi ≡ yˆk+1 to xi, the values of N (size of regressive
data window) and d (size of each regressor) must be decided.
In some experiments an additional value was appended to xi, which is an encoded number with
a different value for the day of the week of yk in xi. This value also encodes the event of yk
belonging to a holiday. The complete description of the encoding scheme can be found in [9].
In this case each regressor has the form,
x∗i = [yk ,yk−1 , · · · ,yk−d ,ζk] . (32)
The experiments employed one of the types of regressor, xi or x∗i .
The data set used to build each model was composed of the first 15 months of data, starting in
January, 2001. The last 3 months were used for testing purposes, and the first 12 were to train
the model.
For each modelling experiment the following results were collected: the training error (εt), test-
ing or generalization error (εg) and two quantities related to the model predictive performance,
denoted as εp and ε∗p, defined as follows [5]:
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Consider Xg is the regression matrix built from the test set. For each row the model is simulated
in order to obtain the ELD predictive profile up to 48 hours ahead. Using these predictions an
error matrix is constructed as:
E(Xg, ph) =

e[1,1] e[1,2] . . . e[1,48]
e[2,1] e[2,2] . . . e[2,48]
...
... . . .
...
e[N−48,1] e[N−48,2] . . . e[N−48,48]
 , (33)
where e[i, j] is the model predictive error taken from instant i of Xg, at step j within the predic-
tion horizon. εp is the MAE for each instant j and is defined as,
εp( j) =
1
N−48
N−48
∑
i=1
|e[i, j]| , (34)
and ε∗p is the sum of εp(·) over the prediction horizon, defined as,
ε∗p =
48
∑
j=1
εp( j) . (35)
5.2 Choosing the regressor, N and d
The first two sets of experiments were conducted in order to achieve two conclusions: to find
the best regressing strategy and to decide if a second input variable was beneficial or not.
In the two sets of experiments N took discrete values corresponding to using between 6 and
12 months, i.e., N ∈ {6,7,8,9,10,11,12}. For d, corresponding to days, the values were d ∈
{1,2,3,4,5,6,7}. The actual values of N are multiplied by 31×24 and those of d are multiplied
by 24. The number of months (for N) and days (for d) will be used for simplicity. Each set
of experiments employed one of the regressors, xi or x∗i , and will be denoted by E1 and E2
respectively. Within E1 and E2 a number of modelling experiments were executed for each
combination of {N,d}.
For each {N,d} combination 11 modelling trials were executed, where the difference was the
initial value of the hyper-parameters σ and γ . Using trial and error, the ranges to select random
starting points for 10 of the modelling trials were defined as [h5 ,2×h] for σ (h given by (29)) and
[0.5,2.0] for γ . The 11th trial was initialized with σ = h and γ = 1.0. For each trial, algorithm 1
was executed using the parameters θ = 0.0001, ρ = 1.0, NI = 15.
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These two set of experiments, E1 and E2, allowed the selection of the regressor type and to
restrict the set of combinations of {N,d} to those where results were better. In the remaining
experiments that were executed in this dissertation only the selected regressor was used.
5.2.1 Choosing N and d
For the restricted set of {N,d} combinations a new set of experiments was conducted, using
only the regressor type that was already selected. The experiments were parametrised as E1
and E2 except for the number of modelling trials initialized randomly, now 50, and for NI set
to 30.
The set of experiments was denoted as E3 and allowed selecting specific values for N and d
that resulted in better models.
5.3 Pruning the models
With {N,d} chosen on E3, pruning methods were applied for different pruning percentages
varying from 5% to 50% in steps of 5%. Two pruning methods were employed, the first based
on |α| as explained in section 3.1, and the second using the quantification of information as
explained in section 4.4. The two sets of pruning experiments, grouped by the method used, are
denoted as E4 and E5. Both were parametrised as E3 except the number of modelling trials
initialized randomly, now 10, and the test set now including all the data until 2011.
These two experiments, E4 and E5, contribute to evaluate which pruning method and percent-
age achieve better results. From the selected method, two percentages were chosen: the first
one is the percentage that achieved better results when all simulation data was considered and
the second percentage was selected by analysing only the first three months of the test set. This
way we have the pruning percentages that are best more locally or more globally in time. For
these percentages, the best modelling trials were chosen for on-line adaptation.
5.4 On-line adaptation of the models
The simulations of the models chosen from E4 and E5 were made using all the test set with
data until 2011. For that, two experiments were conducted using three periodicities of 7, 14 and
30 days, for model parameter adjustment.
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For the experiment E6, σ was always initialized with h given by (29) and γ with 1.0, and for
E7 σ and γ were initialized with values from the previous parameter adjustment.
The objective of both experiments was to choose the best initialization for the hyper-parameters
and the best periodicity for the parameter adjustment.
5.5 Evaluating the existing RBF model
The model currently in use at REN was trained and evaluated using the same data set and
adaptation periodicity as LS-SVMs, on experiments E6 and E7, to facilitate the comparison
between both methodologies. The methodology used for RBF ANNs was the same as the one
presented in the UAlg team paper [10].
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6 Results and Discussion
In this chapter, the results obtained from the experiments presented on the previous chapter will
be presented. For each experiment or set of experiments, figures and tables will be presented to
help clarifying the ideas behind each decision and conclusion.
6.1 Choosing the regressor, N and d
Tables 6.1 and 6.2 show MAE values, in MW , obtained from the training set, using regressors xi
and x∗i , respectively. Each group of three values represents, from top to bottom, the minimum,
average and maximum obtained over the 11 modelling trials for the corresponding days/months
combination. Bold values denote the smaller value between both tables. Tables 6.3 and 6.4
present the corresponding results obtained on the test set.
As we can see on tables 6.1 and 6.2, the number of smaller values are slightly predominant
on table 6.2. The difference is not so great, which complicates a choice between regressors
based on those tables. For that purpose, tables 6.3 and 6.4, with results from the test set, are
more elucidating. There is a clear predominance of smaller values on table 6.4, showing that
the regressor x∗i improves the prediction and the capacity of generalization to data different
from the training set. Because of this, the regressor x∗i was chosen for the continuation of this
dissertation.
From tables 6.3 and 6.4, we also conclude that the best results are obtained from {N,d} combi-
nations with larger N and lower d.
Tables 6.5 and 6.6 show values of MAE, in MW ,using regressor x∗i , obtained from the training
set and test set respectively. Each group of three values represents, from top to bottom, the
minimum, the value obtained by the model initialized by σ = h and γ = 1.0, and the average
obtained for the corresponding days/months combinations over the 11 modelling trials.
The values given by (σ ,γ) = (h,1.0), in the middle, are almost always near or even above the
average on the training set as it may be seen on table 6.5. Despite that, the corresponding results
obtained from the test set, are the smallest obtained, or very close to that, specially when we
have lower d and greater N where the best results are found. For this, we can anticipate that,
(h,1.0) are good initializers for σ and γ , which, for the on-line application, can be significant
since we don’t need to search randomly for these initial values.
Figure 6.1 shows the average curves of evolution of εp, over the prediction horizon. On the left,
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XXXXXXXXXXMonths
Days
1 2 3 4 5 6 7
6
58.9 64.5 69.0 80.3 86.0 96.8 106.9
72.3 73.1 89.4 98.3 109.6 115.1 120.4
85.9 94.5 109.0 129.7 133.9 141.4 162.4
7
58.0 60.6 71.7 77.1 83.3 95.9 99.8
66.7 68.9 77.5 87.4 103.0 114.7 122.0
74.1 80.9 94.2 99.4 130.4 144.2 147.2
8
54.3 62.2 69.3 73.6 81.2 90.1 97.3
65.7 68.7 77.6 91.1 92.0 103.7 113.6
92.1 79.3 91.5 117.8 105.7 123.9 139.4
9
53.9 60.7 65.8 77.8 84.1 89.4 98.3
65.2 68.2 72.1 89.3 92.7 106.5 113.2
74.5 81.7 91.4 113.8 119.0 123.3 137.0
10
56.7 59.5 65.6 77.6 78.1 83.9 92.0
64.0 65.9 70.8 92.6 93.9 99.3 108.8
76.6 74.6 82.9 106.3 109.0 124.7 131.0
11
55.7 59.5 66.6 71.3 77.3 86.7 96.7
62.6 67.1 71.7 81.3 95.3 106.0 111.5
75.5 85.3 79.6 93.9 112.6 124.4 136.6
12
52.3 63.7 64.8 67.6 73.3 80.7 90.0
62.5 68.1 73.1 78.7 96.7 94.2 103.9
75.2 80.0 79.8 92.9 116.1 118.1 128.5
Table 6.1: Values of training MAE, in MW , for regressor xi. For each combination of days
and months, the three values are, from top to bottom, the minimum, average and maximum
obtained over the 11 modelling trials. Bold values indicate a smaller value when compared to
the corresponding of table 6.2.
XXXXXXXXXXMonths
Days
1 2 3 4 5 6 7
6
60.4 56.5 71.9 77.9 84.2 94.7 108.8
65.5 72.1 85.7 89.2 106.3 113.4 127.4
77.9 84.8 97.1 106.9 131.4 135.8 144.2
7
58.8 59.5 67.0 75.5 82.0 99.7 100.3
65.5 69.2 80.4 85.1 103.7 114.6 119.8
83.3 78.4 100.1 97.1 128.5 128.7 145.2
8
54.1 59.7 63.9 72.8 87.6 88.6 103.5
61.4 69.8 74.3 89.2 102.6 106.6 122.9
73.2 85.5 92.0 110.5 120.6 133.2 148.3
9
56.7 59.8 64.2 75.7 77.7 88.1 95.4
72.0 64.1 74.1 84.7 92.2 111.0 118.0
122.4 81.2 91.0 91.3 122.0 134.9 144.5
10
52.5 60.3 63.9 68.7 76.0 84.4 91.4
59.8 63.4 75.6 81.2 87.7 99.0 118.1
81.0 68.9 93.1 102.6 99.7 112.0 142.2
11
59.0 55.0 57.9 69.9 76.4 83.1 90.9
67.3 64.2 72.4 87.1 88.5 98.1 104.1
83.7 75.8 87.3 104.9 107.4 119.4 129.4
12
55.8 59.9 66.4 68.9 72.7 80.4 93.2
64.0 65.6 74.0 75.4 84.0 94.7 107.2
90.4 76.3 90.6 84.7 107.9 118.6 132.4
Table 6.2: Values of training MAE, in MW , for regressor x∗i . For each combination of days
and months, the three values are, from top to bottom, the minimum, average and maximum
obtained over the 11 modelling trials. Bold values indicate a smaller value when compared to
the corresponding of table 6.1.
29
XXXXXXXXXXMonths
Days
1 2 3 4 5 6 7
6
132.4 126.5 189.5 258.4 283.5 326.7 350.1
182.7 198.9 228.9 280.4 311.4 362.0 413.3
272.2 260.3 260.6 310.2 359.0 392.9 457.0
7
108.1 115.4 159.5 225.7 286.7 323.4 358.4
188.4 186.0 205.4 282.7 316.0 355.0 395.8
287.6 265.9 238.9 313.8 355.6 393.0 445.8
8
114.7 120.4 145.7 236.6 263.1 343.0 366.2
205.2 211.7 221.9 276.7 325.5 377.8 418.0
299.7 286.5 267.0 318.9 360.4 413.4 460.4
9
100.2 98.1 118.3 215.6 271.5 299.1 333.3
159.7 165.5 215.8 257.0 298.0 329.6 373.0
216.6 255.8 253.5 284.0 319.1 361.4 410.3
10
104.4 108.3 104.6 140.4 216.3 272.0 299.1
154.1 174.6 165.1 205.7 249.4 290.8 321.6
228.8 237.7 213.7 244.7 276.0 320.8 356.9
11
90.1 88.1 98.3 128.6 163.6 194.6 222.1
122.0 129.5 132.1 153.8 180.5 205.3 228.7
141.1 168.3 160.3 169.6 192.0 217.0 238.6
12
76.4 84.5 95.7 98.8 144.7 175.0 202.1
99.3 118.2 123.5 133.6 164.9 187.3 209.6
114.7 147.6 133.1 156.2 174.4 199.8 220.3
Table 6.3: Values of testing MAE, in MW , for regressor xi. For each combination of days
and months, the three values are, from top to bottom, the minimum, average and maximum
obtained over the 11 modelling trials. Bold values indicate a smaller value when compared to
the corresponding of table 6.4.
XXXXXXXXXXMonths
Days
1 2 3 4 5 6 7
6
106.6 119.4 165.6 222.4 283.1 324.0 357.7
153.3 179.2 214.2 279.8 314.7 356.0 391.3
212.2 211.2 254.2 310.5 355.4 397.6 430.8
7
106.1 120.9 188.8 238.8 281.0 325.8 356.8
179.7 178.9 223.6 282.3 313.5 347.0 400.1
248.5 220.4 255.9 305.8 357.2 379.0 451.9
8
106.3 135.6 193.4 195.3 270.0 318.5 356.7
164.6 177.6 227.7 274.9 308.9 365.9 396.9
257.3 219.1 262.9 316.9 339.3 418.8 445.1
9
92.6 113.8 164.5 171.3 260.8 288.1 324.0
141.5 159.9 211.9 239.7 293.6 320.7 362.2
227.9 191.1 236.8 273.5 327.8 367.0 422.7
10
90.9 100.5 106.6 134.0 182.4 271.8 293.2
139.4 169.2 169.4 215.8 248.7 288.8 310.9
205.3 215.6 206.9 249.0 285.5 321.1 362.1
11
73.8 81.8 99.8 130.1 146.8 191.2 219.0
95.2 113.8 120.5 148.1 175.0 203.4 232.8
123.5 144.6 139.4 166.7 187.4 216.2 250.2
12
74.9 72.4 84.2 110.7 147.3 175.7 200.3
97.3 99.0 114.0 136.1 164.5 185.6 207.0
122.9 118.2 131.0 152.3 174.8 195.8 216.6
Table 6.4: Values of testing MAE, in MW , for regressor x∗i . For each combination of days
and months, the three values are, from top to bottom, the minimum, average and maximum
obtained over the 11 modelling trials. Bold values indicate a smaller value when compared to
the corresponding of table 6.3.
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XXXXXXXXXXMonths
Days
1 2 3 4 5 6 7
6
60.4 56.5 71.9 77.9 84.2 94.7 108.8
70.5 68.9 81.0 97.9 107.1 119.6 131.5
65.5 72.1 85.7 89.2 106.3 113.4 127.4
7
58.8 59.5 67.0 75.5 82.0 99.7 100.3
67.4 66.1 77.9 93.7 102.5 114.4 125.8
65.5 69.2 80.4 85.1 103.7 114.6 119.8
8
54.1 59.7 63.9 72.8 87.6 88.6 103.5
64.6 64.1 75.7 89.8 98.2 109.6 120.5
61.4 69.8 74.3 89.2 102.6 106.6 122.9
9
56.7 59.8 64.2 75.7 77.7 88.1 95.4
65.3 63.6 74.5 88.5 97.0 108.1 119.6
72.0 64.1 74.1 84.7 92.2 111.0 118.0
10
52.5 60.3 63.9 68.7 76.0 84.4 91.4
65.1 62.3 70.6 82.0 91.7 103.9 115.1
59.8 63.4 75.6 81.2 87.7 99.0 118.1
11
59.0 55.0 57.9 69.9 76.4 83.1 90.9
66.1 62.2 68.3 78.6 88.7 101.1 112.0
67.3 64.2 72.4 87.1 88.5 98.1 104.1
12
55.8 59.9 66.4 68.9 72.7 80.4 93.2
64.0 61.4 67.3 76.1 84.8 97.2 108.4
64.0 65.6 74.0 75.4 84.0 94.7 107.2
Table 6.5: Values of training MAE, in MW , for regressor x∗i . For each combination of days
and months, the three values are, from top to bottom, the minimum, the value obtained by the
model initialized by σ = h and γ = 1.0 and average obtained for the corresponding days/months
combinations over all the 11 modelling trials.
XXXXXXXXXXMonths
Days
1 2 3 4 5 6 7
6
106.6 119.4 165.6 222.4 283.1 324.0 357.7
107.8 131.7 192.6 259.0 305.1 343.6 382.0
153.3 179.2 214.2 279.8 314.7 356.0 391.3
7
106.1 120.9 188.8 238.8 281.0 325.8 356.8
106.1 131.3 191.4 257.9 305.7 344.8 382.7
179.7 178.9 223.6 282.3 313.5 347.0 400.1
8
106.3 135.6 193.4 195.3 270.0 318.5 356.7
106.3 135.6 193.4 257.3 308.1 350.7 391.3
164.6 177.6 227.7 274.9 308.9 365.9 396.9
9
92.6 113.8 164.5 171.3 260.8 288.1 324.0
97.5 113.8 164.5 226.0 274.2 312.4 348.4
141.5 159.9 211.9 239.7 293.6 320.7 362.2
10
90.9 100.5 106.6 134.0 182.4 271.8 293.2
90.9 100.5 134.5 185.0 235.6 273.6 306.1
139.4 169.2 169.4 215.8 248.7 288.8 310.9
11
73.8 81.8 99.8 130.1 146.8 191.2 219.0
81.1 81.8 99.8 131.1 165.0 195.0 221.6
95.2 113.8 120.5 148.1 175.0 203.4 232.8
12
74.9 72.4 84.2 110.7 147.3 175.7 200.3
77.2 79.3 93.7 117.7 147.3 175.7 200.3
97.3 99.0 114.0 136.1 164.5 185.6 207.0
Table 6.6: Values of testing MAE, in MW , for regressor x∗i . For each combination of days
and months, the three values are, from top to bottom, the minimum, the value obtained by the
model initialized by σ = h and γ = 1.0 and average obtained for the corresponding days/months
combinations over all the 11 modelling trials.
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Figure 6.1: Average curves of evolution of εp, in MW , for the test set over the prediction
horizon. Left: The average is computed for all models with the same value of days. Right: The
average is computed for all models with the same value of months.
the average is computed for all models with the same value of days and on the right, the average
is computed for all models with the same value of months.
As we can see on this figure, and concluded before, the combinations with 11 and 12 months,
and with 1, 2, and 3 days on the regressor dimension are better than the others.
Figure 6.2 shows ε∗p values for all modelling trials of each combination {N,d}. Analysing
figure 6.2, we can clearly confirm that combinations with 1, 2 and 3 days are better than the
others for long-term simulation, which is the final application, the regressor with 3 days being
the best.
Figure 6.3 shows the evolution of the objective function (21) over the iterations of the gradient
descent method. The evolution is analysed based on averages over d and N as in figure 6.1. On
left, the average is computed according to the days and on right according to the months. As we
can see, in some cases, it would be possible to make more than 15 iterations to achieve better
convergence.
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Figure 6.2: ε∗p values for all modelling trials of each combination {N,d}.
33
0 2 4 6 8 10 12 14 16
Iterations
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
O(
×1
00
0)
6 months
7 months
8 months
9 months
10 months
11 months
12 months
0 2 4 6 8 10 12 14 16
Iterations
0.0
0.5
1.0
1.5
2.0
O(
×1
00
0)
1 days
2 days
3 days
4 days
5 days
6 days
7 days
Figure 6.3: Evolution of the objective function over the iterations of the gradient descent. Left:
The average is computed according to the days. Right: The average is computed according to
the months.
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Figure 6.4: Training and testing average error versus ε∗p. Top: Pareto fronts of εt versus ε∗p.
Bottom: Pareto fronts of εg versus ε∗p. The inner line represents the Pareto fronts obtained by
removing the outer line.
6.1.1 Choosing N and d
Figure 6.4 presents a partial view of the results achieved on all modelling trials of all {N,d}
combinations, organized in two plots where the MAE of the training set and test set is plotted
against the long-term prediction performance measure ε∗p. The two lines shown in each plot
constitute Pareto fronts that were used to select relevant {N,d} combinations. The inner lines
are the Pareto fronts that would be achieved if the points on the outer lines were removed.
By looking at these lines a number of combinations achieves good results, but no definite con-
clusion can be made. Therefore the combinations having points on the lines were used for the
experiment E3 in order to obtain more results and restrict the selection.
The inner Pareto front was determined to avoid leaving out important combinations, that can be
also promising but would be discarded by the outer Pareto front.
Table 6.7 presents all the combinations obtained from the Pareto fronts represented on figure 6.4.
The combinations obtained show, as said before, that combinations with greater N and lower d,
35
Months Days
8 1
10 1
11 1
11 2
11 3
12 1
12 2
12 3
Table 6.7: Combinations of {N,d} from the Pareto fronts from figure 6.4.
achieve better results.
Figure 6.5 shows the results from experiment E3 with a presentation similar to 6.4. On top,
we have the representation of the Pareto front for the training set and on bottom for the test
set. In this case, only the {N,d} combinations shown in table 6.7 were considered. By using
the Pareto fronts shown, it was concluded that only the combinations {(12, 2), (12, 3)} were
common to all the fronts which means they achieved a good balance between training set and
test set. As combination {12,3} achieved a smaller ε∗p result, this combination was chosen for
the continuation of the work in this dissertation. Figure 6.6, similar to figure 6.1 but for the
results of experiment E3, also confirms that on average the combination {12,3} is preferable to
{12,2}.
6.2 Pruning the models
Figures 6.6 and 6.7 present results from pruning methods, for each pruning percentage, given
from experiments E4 and E5, based on I(Pb(xi)) and |α| respectively. On both figures, on the
first plot the percentages are plotted against εt , on the second plot the percentages are plotted
against εg, and on the last two plots the percentages are plotted against ε∗p. On the third plot,
ε∗p is computed using all the test set and on the last plot the data includes only the first three
months of the test set. This way the modelling results are analysed both from a localized and
global perspective, regarding time. On all plots, the larger circle marker represents the average
obtained over the 11 modelling trials, the smaller circle markers represent all the modelling
trials with random initialization of (σ ,γ) and the star marker represents the modelling trial with
(σ ,γ) = (h,1.0) for each percentage.
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Figure 6.5: Training and testing average error versus ε∗p. Top: Pareto fronts of εt versus ε∗p.
Bottom: Pareto fronts of εg versus ε∗p.
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Figure 6.6: Pruning method based on I(Pb(xi)), as explained on 4.4. On all plots, the larger cir-
cle marker represents the average obtained over the 11 modelling trials, the smaller circle mark-
ers represent all the modelling trials with random initialization of (σ ,γ), and the star marker
represents the modelling trial with (σ ,γ) = (h,1.0) for each pruning percentage.
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Figure 6.7: Pruning method based on |α|, as explained on 3.1. On all plots, the larger circle
marker represents the average obtained over the 11 modelling trials, the smaller circle mark-
ers represents all the modelling trials with random initialization of (σ ,γ), and the star marker
represents the modelling trial with (σ ,γ) = (h,1.0) for each pruning percentage.
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6.2.1 Comparing pruning methods
It was verified that in both pruning methods, the models loose the predictive performance over
the years and more sharply after the first year. It was also noted that on the first year, there is
a period where the results are worse. This period repeats every year denoting a time-of-year
where results are systematically worse.
Comparing figures 6.6 and 6.7, we can conclude that for pruning using the |α| method the
results are slightly better than the ones when pruning using I(Pb(xi)) is applied. By looking
specially to the last plot of both figures, we can conclude that ε∗p results of the |α| method are
smaller than ε∗p results of the I(Pb(xi)), mainly when we analyse the average ε∗p and (h,1.0) on
each percentage. Because of this we will continue the work in this dissertation using only the
|α| method.
6.2.2 Choosing the best pruning percentages
On the first twelve months of simulation, the behaviour of the |α|method is very uniform among
the models with regard to the predictive performance. From the set of results of experiment
E4, two models were selected, one from the local time perspective, the other from the global
simulation. The choice may be identified in figure 6.7, on the two bottom plots:
1. When we analyse ε∗p using data from all the test set (second plot from bottom), a mod-
elling trial with 25% of pruning presents the smallest ε∗p.
2. When we analyse ε∗p using data that includes only the first three months of the test set
(bottom plot), a modelling trial with 15% of pruning presents the smallest ε∗p.
This way the modelling results are analysed both from a localized and global perspective, re-
garding time.
The models obtained in these two modelling trials will be used on experiments E6 and E7.
6.3 On-line adaptation of the models
Table 6.8 shows ε∗p results for the selected LS-SVM models from experiment E4, as well as for
the RBF ANN model currently in use at REN. For each LS-SVM model two experiments were
executed, E6 and E7 as described in 5.4. In the experiments, all models, including RBF ANNs
were tested on parameter adjustment periodicities p= 7, p= 14 and p= 30 days. The acronym
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25% 15%
p prev (h,1.0) prev (h,1.0) RBF
7 9234.9 9352.5 9730.0 9402.3 11628.7
14 9455.2 9560.3 9858.2 9493.8 11783.9
30 9650.0 9766.7 9965.3 9579.8 11872.5
never 33853.4 23771.4 26139.5
Table 6.8: Results for ε∗p, in MW , for each (σ ,γ) combination tested, with three different pa-
rameter adjustment periodicities (p), for the best LS-SVM models and RBF ANN model. The
acronym prev. represents the experiment E7 were (σ ,γ) are initialized with values from the pre-
vious parameter adjustment, and (h,1.0) represents experiment E6 where (σ ,γ) = (h,1.0). The
row denoted by never, presents ε∗p values considering the models without on-line adaptation.
prev. denotes results from models initialized with values from the previous parameter adjust-
ment and the row denoted by never shows the results of the models without on-line adaptation.
All the results are now obtained considering the complete test set, up to 2011.
Figures 6.8 and 6.9 show results obtained by the LS-SVM models and the RBF ANN model
without on-line adaptation. On figure 6.8 each line shows the evolution of ε∗p computed on a
window of the past three months using a step of one week. On figure 6.9, each curve represents
the evolution of εp over the prediction horizon.
Figures 6.10 and 6.11 show similar results but considering the models with on-line adaptation.
On figure 6.10 each line represents the ε∗p value for each model considering, varying the pa-
rameter (σ ,γ) initialization. On figure 6.11, each curve represent the evolution of the εp for the
models and variations just mentioned.
In figures 6.10 and 6.11 the periodicities p=7, 14 and 30, are denoted by solid, dashed and
dot-dashed line types. The colours cyan and magenta are for the 25% pruning percentage sim-
ulation, red and blue for the 15%, and black for the RBF ANN. Magenta and blue denote
simulations where the LS-SVMs were initialized using (h,1.0).
Figure 6.12 shows the evolution of the MAPE over the prediction horizon for a LS-SVM model
trial obtained with a pruning percentage of 25% and the best RBF ANN model, all with the
parameter adjustment periodicity p = 7. The MAPE values obtained with the model in use
actually at REN, presented in 2.2, are similar to those presented in 6.12, although the data set
has a much smaller size than the one used in this work. Also, the model at REN had been
trained with data just before the period in analysis. The results from Gontar, Sideratos, and
Hatziargyriou [14] from both architectures, also presented on 2.2, have worse MAPE values for
24 and 48 hours prediction horizon.
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Figure 6.8: Comparison between ε∗p values of the best LS-SVM models and RBF ANNs over
all the test set. These results were obtained without the on-line adaptation of the models.
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Figure 6.9: Average curves of evolution of εp, in MW , over the prediction horizon for all
models. The curves were obtained without the on-line adaptation of the models.
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Figure 6.10: Comparison between ε∗p values of the best LS-SVM models and RBF ANNs over
all the test set. These results were obtained with the on-line adaptation of the models. Each
model was tested with different parameter adjustment periodicities (p). For the LS-SVM mod-
els, each periodicity of each model was tested with different initial values of (σ ,γ), as explained
on 5.4. Please see the text for details.
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Figure 6.11: Average curves of evolution of εp, in MW, for all models over the prediction
horizon. The curves were obtained with the on-line adaptation of the models. Each model
was tested with different parameter adjustment periodicities (p). For the LS-SVM models, each
periodicity of each model was tested with different initial values of (σ ,γ), as explained on 5.4.
Please see the text for details.
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Figure 6.12: MAPE obtained using the test set for the LS-SVM model obtained using 25%
pruning percentage with parameter adjustment periodicity p = 7 days, and the best RBF ANN
model with p = 7, over the prediction horizon.
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Figure 6.13: Results from model obtained from 25% pruning percentage with the parameter
adjustment periodicity p = 7 and (σ ,γ) = (prev, prev). Top: Evolution of the objective func-
tion 21. Middle: Evolution of the σ . Bottom: Evolution of the γ . All over the test set in the
parameters adjustment.
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Figure 6.13 shows results from a model trial obtained with 25% pruning percentage, with the
parameter adjustment periodicity p = 7, and (σ ,γ) initialized with corresponding values from
the previous parameter adjustment. From top to bottom, the figures shows the evolution of
the objective function (21), the evolution of σ and γ , over all the adjustments done during the
simulation. The γ and σ values increase while the objective function varies near the 0.0001
value, which is the precision specified for algorithm 1 (θ = 0.0001).
6.4 Comparing on-line adapted LS-SVMs and the existing RBF model
By comparing the results obtained without on-line adaptation, presented on figures 6.8 and 6.9,
with the results with on-line adaptation, presented on figures 6.10 and 6.11, we can see that the
results obtained with on-line adaptation achieve a significant improvement. Because of this, it
may be concluded that on-line adaptation is required for improved results.
By looking at figures 6.10 and 6.11, and to table 6.8, it may also be concluded that the lower
the parameter adjustment periodicity is, the better the results for all models are.
For the on-line adaptation of LS-SVM models, the results from all the parameter adjustment
periodicities with the distinct (σ ,γ) initializations, are very similar. The model with 15%
pruning percentage with (σ ,γ) = (h,1.0) and the model with 25% pruning percentage with
(σ ,γ) = (prev, prev) are comparable and in general have better results than the remaining cases.
By analysing figures 6.9 and 6.11, it may also be concluded that RBF ANNs models present
significantly better results than LS-SVM at the beginning of the prediction horizons.
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7 Conclusions and future work
For this master thesis dissertation, the LS-SVM algorithm was tested for multi-step ELD fore-
casting with the goal of overcoming the difficulties found in the use of RBF ANNs. To provide
sparseness to the LS-SVM model, pruning methods, including an information-theoretic crite-
rion based on multivariate kernel density estimation, were tested. All algorithms were imple-
mented using the Python/C API programming language, including a direct translation of the
MOGA considering a reference Matlab implementation.
The use of a second input variable, which is an encoded number with a different value for
the day of the week and holidays, and larger regression windows with smaller regressor size
were beneficial to have better forecasting results. It was shown that sparseness is required for
better LS-SVM models. The pruning method based on |α| values presented better results when
compared to the information-theoretic based method using SUS as the fitness indicator. The
latter method needs more work, specially regarding the conditions on which it may benefit the
models predictive performance.
For off-line models, on average, LS-SVMs present better results than RBF ANNs except when
the prediction horizon is less than about 20 hours. For larger prediction horizons LS-SVMs
achieved much better results. The same happens when we use on-line adapted models but, in
this case RBF ANNs are better only with prediction horizons are smaller than 5 hours. This
comes to confirm the main objective of this dissertation of obtaining better results than with
RBF ANNs, which is a significant contribution for the multi-step ELD forecasting subject.
With this, the goals of REN, or other companies who will choose to use this methodology,
will be achieved more efficiently and accurately because LS-SVM models are less sensitive to
adaptation over time and more accurate. The (h,1.0) values are good initial values for (σ ,γ),
avoiding the necessity of using random initializations for these parameters. The use of smaller
parameter adjustment periodicity also improves the results.
For future work, it can be interesting to test if LS-SVM models can be improved either by
increasing the size of the regressor window, by better initializations of (σ ,γ), or by a different
fitness indicator to choose points to prune based on the information-theoretic measure. The
increasing of the size of the regression window may also improve the results achieved by the
information-theoretic pruning method, because the larger the training set is, the more significant
the selection of points is expected to be.
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