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Preface
This volume contains the papers presented at SocInfo 2013, the 5th Interna-
tional Conference on Social Informatics, held during November 25–27, 2013, in
Kyoto, Japan. SocInfo is an interdisciplinary venue for researchers from com-
puter science, informatics, social sciences, and management sciences to share
ideas and opinions, and present original research work on studying the interplay
between socially-centric platforms and social phenomena. After the conferences
in Warsaw, Poland, in 2009, Laxenburg, Austria, in 2010, Singapore in 2011,
and Lausanne, Switzerland, in 2012, the International Conference on Social In-
formatics returned to Asia. This year, SocInfo 2013 was co-located with WebDB
Forum 2013, which is a Japanese domestic forum that covers a wide range of
research areas related to database and Web studies attracting participants from
industry, government, and academia.
We were delighted to present a strong technical program at the conference as
a result of the hard work of the authors, reviewers, and conference organizers.
We received 103 submissions of which 94 were full paper submissions and nine
demonstration paper submissions. During the review process each paper was
evaluated by at least three diﬀerent Program Committee members. On average
there were 3.63 reviews per paper. After a careful evaluation, we accepted 23
full-length papers (24% acceptance rate), 15 short papers (21% acceptance rate),
and three poster papers (30% acceptance rate). We were also pleased to invite
Yoshiaki Hashimoto, Paul Resnick, and Irwin King to give exciting keynote talks.
This year SocInfo 2013 included four satellite events: the First International
Workshop on Social Recommendation, the First Workshop of Quality, Motiva-
tion and Coordination of Open Collaboration, the First International Workshop
on Histoinformatics, as well as a tutorial entitled: “Towards a Spatial and Tem-
poral Representation of Social Processes” given by Christophe Claramunt.
We would like to thank the authors of submitted papers and presenters as well
as the participants for making this workshop a success. We express our gratitude
to the Program Committee members and reviewers for their hard and dedicated
work. We also thank Taro Tezuka and Gael Dias for selecting demonstration
papers and Akiyo Nadamoto and Jochen Leidner for managing the workshops
and tutorials. We are extremely grateful to General Co-chairs Katsumi Tanaka
and Andrew Flanagin for their continuous leadership. The record number of
submissions we received in this year is attributed in large part to the great
eﬀort of Publicity Co-chairs Yoshinori Hijikata, Antoine Doucet, Ricardo Cam-
pos, Goh Hoe Lian Dion, Atsuyuki Morishima, and Leonard Bolc. We want to
thank Makoto Kato for managing the website, Bing Tian Dai for supervising
the publication process, as well as our local organizers Takehiro Yamamoto,
Toshiyuki Shimizu and our secretary Mie Ashiwa for their great work. Lastly,
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this conference would not be possible without the generous help of our sponsors
and supporters and the eﬀort of the ﬁnancial chairs: Kazutoshi Sumiya, Hiroaki
Ohshima, and Daisuke Kitayama.
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Modeling Analogies  
for Human-Centered Information Systems  
Christoph Lofi and Christian Nieke 
National Institute of Informatics 
2-1-2 Hitotsubashi, Chiyoda-ku, Tokyo 101-8430, Japan  
{lofi,nieke}@nii.ac.jp  
Abstract. This paper introduces a conceptual model for representing queries, 
statements, and knowledge in an analogy-enabled information system. Analo-
gies are considered to be one of the core concepts of human cognition and 
communication, and are very efficient at conveying complex information in a 
natural fashion. Integrating analogies into modern information systems paves 
the way for future truly human-centered paradigms for interacting with data and 
information, and opens up a number of interesting scientific challenges, espe-
cially due to the ambiguous and often consensual nature of analogy statements. 
Our proposed conceptual analogy model therefore provides a unified model for 
representing analogies of varying complexity and type, while an additional 
layer of interpretation models adapts and adjusts the operational semantics for 
different data sources and approaches, avoiding the shortcomings of any single 
approach. Here, especially the Social Web promises to be a premier source of 
analogical knowledge due to its rich variety and subjective content, and there-
fore we outline first steps for harnessing this valuable information for future 
human-centered information systems. 
1 Introduction 
Despite the huge success of mobile and Web-based information systems, interaction  
with such systems still follows system-centric interaction paradigms such as hierarchical 
categorization, list browsing, or keyword searches. Human-centered approaches like natu-
ral language queries or question answering, which try to emulate the natural interaction of 
humans with each other, are still few and in the early stages of their infancy. One of the 
problems which hamper the development of such approaches is that human communica-
tion is often ambiguous and carries a lot of implicit information provided by context, 
common knowledge and interpretation or inference. In this paper, we further this cause by 
modeling analogies, one of the core principles of natural communication, and provide 
formal foundations for integrating this powerful concept in information systems. This 
challenging inter-disciplinary research brings together aspects from information systems, 
social systems, linguistics, and psychology. 
Human cognition is largely based on processing similarities of conceptual repre-
sentations. During nearly all cognitive everyday tasks like e.g., visual perception, 
problem solving or learning, we continuously perform analogical inference in  
order to deal with new information [1] in a flexible and cross-domain fashion.  
It’s most striking feature is that it is performed on high-level perceptional structures 
and properties. Moreover, in contrast to formal reasoning or deduction, the use of 
2 C. Lofi and C. Nieke 
analogies and analogical inference comes easy and natural to people. As analogical 
reasoning plays such an important role in many human cognitive abilities, it has been 
suggested that this ability is the “core of cognition” [2] and the “thing that makes us 
smart” [3]. Due to analogy’s ubiquity and importance, there is long-standing interest 
in researching the respective foundations in the fields of philosophy, linguistics, and 
in the cognitive sciences. 
In general, an analogy is a cognitive process of transferring some high-level meaning 
from one particular subject (often called the analogue or the source) to another subject, 
usually called the target. When using analogies, one emphasizes that the “essence” of 
source and target is similar, i.e. their most discriminating and prototypical behaviors are 
perceived in a similar way. As a running example, consider the following analogies: “The 
Skytree is for Tokyo as the Eiffel Tower is for Paris” (or also “The Skytree is for Tokyo as 
the Statue of Liberty is for New York”). This simple analogy communicates a lot of impli-
cit information, as for example that the Skytree is an iconic landmark of Tokyo, and a 
great vantage point. Also, this can lead to very intuitive analogical queries like “is there 
something like the Eiffel Tower in Tokyo”. A more metaphorical analogy example is the 
famous Rutherford analogy “atoms are like the solar system”, an analogy which explained 
the complex and newly discovered mechanics of the microcosm by pointing out similari-
ties to the well-known celestial mechanics.  
In human-centered information systems, there are several interesting and challenging 
application scenarios for taking advantage of analogies. The prime use case are natural 
language query interfaces using question answering or verbose queries (e.g. IBM Watson 
[4] or Apple Siri1), but also approaches analyzing user-generated text in Social Media as 
for example opinion mining, sentiment analysis, or Social Media analytics in general. 
Also, they can be used to explain suggestions of e-commerce or recommender systems in 
an easier to understand fashion. For example, in a travel booking portal, the system could 
use statements like “The Okinawa Islands are the Hawai’i of Japan” to explain the concept 
to foreign customers agnostic to Japanese holiday locations. 
Capturing an abstract notion of similarity is essential for the semantics of analogies. 
Usually this means that source and target, while being potentially different in many re-
spects (i.e. Tokyo Skytree does not look like the Eiffel Tower at all), behave similarly or 
show similar properties within a larger context. Therefore, evaluating and processing anal-
ogies relies on the concept of relational (or behavioral) similarity. Mining these similari-
ties can be realized using different data sources like databases or ontologies, but most 
notably using user statements in the Social Web and in Social Media. 
Our paper aims at paving the way for future research by contributing the following:  
• Showcasing analogy-enabled information systems, and discussing the potential 
data sources with a special focus on the Social Web 
• Introducing the knowledge primitives required for conceptually modeling analo-
gies for information systems 
• Providing a conceptual definition for general analogy statements, and a slightly 
restricted definition more suited for later implementation 
• Discussing the semantics of analogy statements, and the generic operations re-
quired for evaluating them 
• Introducing a generic architecture for analogy-enabled information systems 
                                                                        
1
 http://www.apple.com/ios/siri/ 
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2 Towards Analogy-Enabled Information Systems 
Using analogies in natural speech allows communicating dense information easily and 
naturally just using few words, as most of the intended semantics will be inferred at 
the receiver’s site. The core semantics are that the analogy source and target behave 
similarly, are structurally similar in their context [5], are perceived similar [6], or 
have a shared high level abstraction [7]. Understanding analogies is therefore a task 
requiring powerful cognitive abilities, and computer-based analogy processing is 
faced with many challenges. From a formal perspective, there have been works inter-
preting analogies as a special case of induction [7], or hidden inductions [8] in predi-
cate logics. However, such strict formal modeling neglects the defining characteristic 
of analogies: their high-level and perceptual nature as most analogies contain a large 
degree of vagueness and human judgment. Also, considering our previous example 
query of looking for something equivalent to the Eiffel Tower in Tokyo, two candi-
dates come to mind: the Skytree and Tokyo Tower. Tokyo Tower being similar to the 
Eiffel Tower can be deduced quite easily, as it is a popular landmark which is also 
very similar to the Eiffel Tower architecture- and construction-wise. The Skytree on 
the other hand has only few similarities with the Eiffel Tower, it is newly built and of 
a completely different design. However, it might be a better answer to the query (i.e. 
its analogy to the Eiffel Tower is stronger) because its defining relationship, i.e. being 
an iconic and touristically significant landmark, is stronger (and is therefore more 
similar to the Eiffel Tower conceptually). However, these notions of “more similar”, 
“defining”, or “stronger” depend on the common consensus of people and are there-
fore hard to elicit, or may even change over time or between different groups of per-
sons. Therefore, we argue that any formal model for analogies needs to be able to 
incorporate these vague concepts in a suitable fashion.  
We face these challenges with a two-tier approach, consisting of a conceptual 
model, and one or more respective interpretation models. The conceptual model, pre-
sented in this paper, allows to represent analogical knowledge, facts, or queries on an 
abstract level. Working towards an implementation of an analogy-enabled informa-
tion system, the conceptual model needs additional interpretation models defining the 
operation semantics of the primitives and operations used in the conceptual model. 
Each interpretation model can therefore have slightly different semantics for opera-
tions and concepts like “similarity” or “prototypical relations”, which are suited for 
different scenarios (e.g. defining similarity based on structural aspects in ontologies 
[9], or relying on the distributional hypothesis [10] for natural language texts). 
Current algorithmic approaches only focus on a limited and specialized subset of 
the analogy semantics, and can be incorporated into our presented two-tier model as 
specific interpretation models. Most promising seem to be approaches using natural 
language processing (NLP), and they have been proven to be successful in certain 
areas of analogy processing. These systems rely on interpreting large (Web-based) 
text collections [11, 12] and are often tailored to be used with the US-based SAT 
challenge dataset (part of the standardized aptitude test for college admission) [13, 
14]. They are particularly well-suited to capture the consensual nature of perceived 
similarity by relying on statistics on text written by a large number of (Social) Web 
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users. Besides NLP approaches, there have been experiments with ontologies-based 
approaches [9], structure-mapping approaches [15], or approaches based on neural 
networks [16]. Analogical reasoning has also been leveraged for adapting and ex-
panding database schemas [17]. 
The complexity of interpretation models increases with the desired expressiveness 
of the analogies the system is supposed to handle, which in turn relies on the semantic 
distance between the contexts of the analogy source and target. On the one end of this 
spectrum, we have simple simile analogies (not to be confused with the rhetoric fig-
ure of speech) which are fairly straightforward, comparing concepts which are very 
similar with respect to their attributes (“A Pony is like a small Horse”) but are there-
fore very limited in their applicability and the amount of transferred implicit informa-
tion. On the other end we have metaphors, which are a very powerful form of analogy 
that is able to cover large semantic distances between concepts, using very abstract, 
high-level structural similarity [5] (“atoms are like the solar system”).  
One very common form of analogy is the so-called 4-term analogy model that consists 
of two pairs of terms that behave analogous. Our example “The Skytree is for Tokyo as 
the Eiffel Tower is for Paris” is one of those 4-term analogies, featuring the pair [Skytree, 
Tokyo] that is like [Eiffel Tower, Paris]. While the 4-term analogy is widely used in scien-
tific research on the topic [5, 11, 12], it is actually fairly uncommon in natural speech. 
Rather than stating a 4-term analogy, people more frequently give statements like: “The 
Skytree is like the Eiffel Tower” or “Is there something like the Eiffel Tower in Tokyo?”. 
While these statements are based on the same analogy, only parts of the analogy are ex-
pressed explicitly. This we refer to as hypocatastasis, meaning that the receiver of the 
message is supposed to figure out the missing parts of the statement himself, using the 
general context of the statement, common knowledge and his inference abilities. However, 
some more complex metaphorical analogies (as e.g. ሾܽݐ݋݉ሿ: : ሾݏ݋݈ܽݎ ݏݕݏݐ݁݉ሿ) cannot 
easily be represented in a 4-term form, and are significantly more difficult to process. 
Therefore, in section 4.3, we will focus more closely on the semantics of 4-term analogies 
as a trade-off between expressivity and complexity.  
3 Adapting Semantics and Data Sources 
In this section, we will briefly discuss the advantages and shortcoming of different data 
sources which could be harnessed for our model as future research challenges. For each 
data source, respective interpretation models are required for capturing the required infor-
mation on relationships, attributes, and the perceived similarity. Also, keep in mind that 
analogy-enabled information systems are not limited to a single interpretation model, but 
can have multiple, specialized interpretation models for different types of analogies, which 
could even work in parallel with a subsequent combination / voting phase (as for example 
as in [14, 18]) to avoid the shortcomings of each individual approach. 
3.1 Relational Databases 
Databases (i.e. tabular data) provide precise, explicit information on attribute values of 
entities (the rows) and also information like their shared class (given by the table itself), 
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e.g. a collection of famous monuments or car models with their specifications. However, 
they usually lack information on relationships to (abstract) concepts, apart from simple 
foreign key relationships to other tables. Therefore, interpretation models based on rela-
tional databases are suitable for analogies with simpler semantics, as for example similes 
and simpler analogies with source and target in closely related contexts. Realizing such a 
simple interpretation model still poses some interesting challenges:  
While most similes are based on similar attributes, the partners are usually not sim-
ilar in their actual values (like in regular similarity queries), but their values are simi-
lar in relation to the respective prototype of their class. For example, the Volkswagen 
Golf GTI is a very expensive and extremely powerful car compared to other compact 
cars, just as the Porsche Cayenne GTS is for SUV cars. This leads to the central chal-
lenges of discovering the correct classes for comparison (e.g. compact cars vs. SUVs), 
and the respective prototypical attribute values for obtaining relative statements such 
as “very expensive” or “extremely powerful”. While this can simply be done in the 
given example by calculating the average for each attribute, the task can become in-
creasingly difficult in other cases. For example, because of its popularity, most people 
would consider the Apple iPad as the prototypical point of reference for tablet com-
puters. However, its specifications do not match the average product at all. Discover-
ing which values are prototypical might requires additional steps like opinion mining 
in product reviews [19]. 
3.2 Linked Open Data and Ontologies 
The main advantage of Linked Open Data (LOD) sources (e.g. DBpedia, Yago) or various 
available ontologies is that information on concepts and relationships is explicitly availa-
ble. The sources are usually cleaned to improve data quality, which, however, may lead to 
many LOD sources containing only very few (but correct) relationships. For example the 
entry of “Tokyo Skytree” in DBpedia (one of largest available LOD sources) contains 
only few attributes like size, location, build date, and very few additional relationships 
linking for example to the owner company, the architect, or the city district. While the 
usefulness of current LOD sources for analogy processing is therefore still limited, this 
will likely improve when more information is incorporated. Furthermore, identifying rele-
vant or prototypical concepts or relationships is more difficult with no quantitative infor-
mation available, and most approaches which aim at discovering typicality on linked data 
fall back to text mining (e.g. [20]). 
3.3 Unstructured Text and the Social Web 
Most current approaches for automatically processing analogies are based on 
processing natural language text, usually crawled from the Web. In contrast to data-
bases and LOD, the Web contains an astonishing amount of information, even on 
more obscure concepts and entities. However, extracting this information is usually an 
error-prone task with many challenges. Therefore, current approaches aim at dealing 
with simplified analogy problems as for example solving multiple-choice analogies 
from the SAT analogy test data [11–14, 21], basically relying on the distributional 
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hypothesis [10] for heuristically estimating relational similarity. For example in [13], 
the natural language text snippets relevant to an analogy are obtained via web-search, 
and then concepts and relationships are identified using predefined extraction pat-
terns. Such approaches are strictly heuristics in their nature, and apply statistics on 
words with no or only limited further considerations on their actual semantics or type. 
However, they have shown to deliver good performance for multiple-choice analogy 
queries, mainly due to the fact that statistically analyzing a large number of web 
sources allows to grasp perceived similarity and consensus of a large number of 
people quite well.  
Besides purely textual approaches, the Web is also the premier source for estab-
lishing prototypicality and similarity measures in structured knowledge-bases, as e.g. 
described in [20] which discovers typical attributes and relationships for classes. Ex-
tracting this type of information from the Social Web (e.g. Blogs, Microblogs like 
Twitter, product reviews, or even more exotic sources like user-tagged image galle-
ries, or recommender system feedback [22]) promises to be a valuable source for 
perceptual information. 
4 Conceptual Model for Analogies 
In this section we will first present a high-level design for an analogy-enabled infor-
mation system. This design is limited by certain practical considerations, and will 
mostly be suitable for processing analogies which can be represented as 4-term analo-
gies. We will then continue to develop a conceptual model for analogies and related 
concepts that allows representing the required information and operations.  
4.1 System Design   
One of the challenges of designing an analogy-enabled information system is the 
ability to combine a range of different data sources and diverse semantics, since we 
believe that no single approach will be applicable and well suited for every scenario. 
We therefore propose a system architecture with a layer of interpretation models to be 
used alternatively or even in parallel, to complement each other. Data sources can 
include typical knowledge bases or Linked Open Data sources such as DBpedi2 or 
Yago3, containing explicit structured information on entities, instances, their relation-
ships, and properties. Also tabular databases containing structured data on entities and 
their attributes are possible (e.g. Freebase4), but also fully unstructured natural lan-
guage sources such as Web data and document collections. Therefore, our modeling 
strives for containing only concepts and operators which can be applied to both struc-
tured and unstructured data sources. Basically we follow the semantics of simple 
structured knowledge bases, but we will sometimes require additional information not 
                                                                        
2
 http://dbpedia.org/  
3
 http://www.mpi-inf.mpg.de/yago-naga/yago/ 
4
 http://www.freebase.com/ 
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necessarily available in an explicit form, and which has to be delivered by the inter-
pretation model (such as how typical or similar certain relations are, a notion which is 
not stored in most ontologies or knowledge bases). A case study for such an interpre-
tation model is given in section 5.  
A visual overview of our general system design is presented in Figure 1. Basically, 
data sources relying on different data models are transformed into a common shared 
abstraction, the knowledge base. This can be done in a push or pull fashion (i.e., pur-
posefully extracting information for each query by e.g. using on-demand web search, 
or preemptively extracting a large knowledge base). The primitives for modeling the 
knowledge base are described in section 4.2. All meta-data, intermediate results as 
well as final results from analogy processing can be stored in the analogy repository 
for later re-use. This covers information on similarity or prototypicality, but also dis-
covered analogies and their supporting facts.  
The general semantics of analogy processing are given by our conceptual model, while 
the specific operative semantics for different data sources, domains, or special cases are 
provided by respective interpretation models. Please note that in this work, we refrain 
from discussions about how to parse natural language queries or statements, but assume 
that the required language processing is provided by a suitable query parser. 
4.2 Knowledge Base Primitives 
In this section, we introduce the basic building blocks for modeling the semantics of 
analogies in information systems. Please note, our model and architecture is only 
intended to be used for analogical reasoning. Like in the human thinking process, this 
allows ignoring several constraints of logical reasoning or formal ontologies, like 
certain consistency requirements, and will not always give clear, precise answers, as 
analogies are often ambiguous by nature.  
Concepts ࡯: Concepts are our primary modeling primitives, and are identified by their 
unique label. The set of all concepts is denoted by ࣝ ك ࣦ, wheras ࣦ is the set of all 
unique labels. Several different types of concepts can be encountered and depending 
on their type, these might require special considerations while designing an interpreta-
tion model, resulting in tailored evaluation algorithms or data sources (see section 3). 
In the following, we distinguish between entities and abstract objects and their special 
cases classes and prototypes. Heuristics employed in the interpreting model may take 
advantage of this disambiguation. 
• Entities: We use entities to represent potential real-world objects which can also 
be identified by their attribute values, similar to entities in the relational model 
for databases. This can encompass existing objects as for example the city 
“Tokyo” or the “Eiffel Tower”. Furthermore, entities might also represent more 
abstract notions which are often used in speech to  represent groups of real world 
instances with the same attributes, as for example the iPhone5 (all actual iPhones 
have closely similar attribute values, and when used in analogies, no further dis-
tinguishing between individual physical objects is usually required). Information 
on entities is often readily available in Deep Web or LOD data sources, especial-
ly in form of structured data or stored in relational databases (for example Free-
Base, DBpedia, IMDB, etc.) 
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Fig. 1. General System Overview 
• Abstract Objects: Abstract objects do not exist in a particular time or place, but 
rather represent ideas or high-level abstractions as for example “truth”, “curiosi-
ty”, but also abstractions which frequently appear as attribute dimensions like 
“size” or “costs”. Information on abstract objects is usually harder to obtain than 
information on entities, and they have often only few explicit attribute values. 
• Classes are a special case of abstract objects, and represent collections of con-
cepts, as for example city, monument, or planet, but also more descriptive classes 
like “famous monuments loved by tourists which are also towers”. One reason 
for special treatment of classes is due to their implications (especially due to 
class-subclass relationships) for interpreting algorithms. Class-related informa-
tion is often explicitly available in web-based ontologies and taxonomies (e.g. 
ProBase [23]).  
• Prototypes: Another special case of abstract objects relevant for analogies are 
prototypes. Prototypes are associated to certain classes, and represent a consen-
sual abstraction of the entities grouped by the classes. For example, the prototyp-
ical tablet computer is white and made by Apple. Note that a prototype is not just 
the average entity, but is usually the prominent representative in peoples’ mind. 
Also, having multiple prototypes per class is possible when perception signifi-
cantly differs between groups of people. Prototypes play a crucial role when eva-
luating simile analogies (see section 3.1). 
Attributes ऋ: Attributes describe the properties of an entity, and can be considered as 
a labeled relationship between an entity and some alpha-numeric literal values. 
Attributes only play a minor role for modeling analogies, and we do not further dis-
tinguish between different data types for attributes. The set of attributes is given by 
ࣛ ك ࣝ ൈ ࣦ ൈ ࣣ, whereas ࣣ is the set of literal values. 
Relationships ज: The set of relationships further describes the relations and interac-
tions between concepts. Each relationship is labeled, and the label represents certain 
real-world semantics. As the knowledge base does not have to follow a strict vocabu-
lary or schema, one challenge with respect to relationships is that there may be mul-
tiple relationships with different labels describing similar real-world semantics.  
Knowledge Base
LOD /
Ontologies
Relational
Databases
WWW
Text Documents
Analogy Repository
Analogy Processing Meta-Data
Analogy Processing
- Normalization
- Analogical Reasoning
- Expansion
- Supportive Facts
- Similarity 
- Prototypically
- Entity Resolution
Interpretation
Model 1
Interpretation
Model 2
Interpretation
Model 3
 Modeling Analogies for Human-Centered Information Systems 9 
The set of relationships ࣬ is given by ࣬ ك ࣝ ൈ ࣦ ൈ ࣝ. Furthermore, we define a 
function ं: ࣝ ൈ ࣝ ՜ ሺࣝ ൈ ࣦ ൈ ࣝሻ  returning all relationships between two given  
concepts. 
4.3 Analogons, General Analogies and 4-Term Analogies 
An analogy is a high-level comparison between source and target. Both are 
represented as analogons and the general form of all analogies can be denoted as 
ܣ ׸ ܤ (with ܣ being the source and ܤ being the target analogon). In general, analo-
gons represent a set of concepts (usually with one dominant core concept while the 
others are related) and, implicitly, the relations between them. We formally define the 
set of all analogons as a subset of the power set of all concepts: ࣛԭி௨௟௟ ك ࣪ሺࣝሻ. This 
definition is close to one of the dominant views in cognitive sciences, where analogies 
are often described as high-level structural mappings between two complexes mental 
representations [5] (concepts and relationships). 
However, this complex cognitive model is difficult to realize, and therefore we will 
focus on the less complex special case of 4-term analogies as the basic and canonical 
form for representing analogy statements and queries in our model. Of course, an 
adaption to the more general case is possible, but would strongly increase the required 
effort for the problem’s presentation and is usually beyond the reach of most of the 
current and still prototypical implementations. In the case of 4-term analogies, only a 
restricted set of those analogons which contain exactly two concepts is used: ࣛԭସ ك
ࣝ ൈ ࣝ ك  ࣛԭி௨௟௟ .  
 
Fig. 2. Intended semantics of a 4-term analogy statement:  An analogy holds true when the 
relevant relationships between the concepts of the analogons are sufficiently similar 
Using analogons, 4-term analogy statements (in the following also referred to as 
canonical analogy statements) can be expressed as:  
ܣ ׸ ܤ with ܣ, ܤ א ࣛԭସ      or        ሾܽଵ, ܽଶሿ ׸ ሾܾଵ, ܾଶሿ with ܽଵ, ܽଶ, ܾଵ, ܾଶ א ࣝ 
We also allow incomplete analogons with ? representing the missing concept. The 
shorthand notation ሾܽଵሿ represents ሾܽଵ, ? ሿ. We refer to the set of all canonical analogy 
statements as ࣛࣿࣵℓՄԭउସ, which is a subset of general analogies ࣛࣿࣵℓՄԭउி௨௟௟. 
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4.4 Semantics of Analogy Statements 
In order to define the semantics of 4-term analogy statements, several additional oper-
ators are required on the conceptual level. Analogously to logical languages and their 
respective interpretations, our interpretation models will provide the operative seman-
tics of these operators and the involved modeling primitives. Therefore, they also 
decide which analogy statements actually hold true and which don’t. Unfortunately, 
unlike logic-based systems or relational databases, these operators can only be de-
fined heuristically and have to mimic the imprecise and vague semantics of analogies, 
trying to grasp the consensual opinions on concepts and their relations. 
Basically, the intended semantics of a canonical analogy statement is that the 
statement holds true if all relevant relationships (in the context of the current analogy) 
between the concepts of each analogon are closely similar. Furthermore, there can be 
stronger analogies (i.e. good analogies which people usually consensual agree to, i.e. 
the Skytree-Eiffel Tower analogy) or weaker analogies (i.e. analogies people often do 
not agree with, like ሾݑ݊݅ݒ݁ݎݏ݅ݐݕ, ݈݂݅݁ሿ ׸ ሾݏݐݎܽݓܾ݁ݎݎݕ, ܿܽ݇݁ሿ). This is reflected by 
applying an interpretation function ࣣ, given by an interpretation model, to an analogy 
statement. The interpretation function will return a numerical value between 0 (weak) 
and 1 (strong) representing the respective strength of the analogy (analogously to 
interpreting logical statements which evaluate to true or false), i.e. ࣣ: ࣛࣿࣵℓՄԭउସ ՜
ሾ0,1ሿ. An analogy holds true when this value is above a threshold specific to each 
interpretation model. Interpretation models are further discussed in section 3.  
शכ (Relevant Relationships): The first conceptual operation required to formally 
define the analogy is retrieving the set of relevant relationships, which is given by:  
ंכሺܣ, ܤሻ ൌ ݎ  with ܣ, ܤ א ࣛԭସ and ݎ ك ࣬  
This function returns those relationships between ܽଵ and ܽଶ (with ሾܽଵ, ܽଶሿ ൌ ܣ) 
which are relevant to the analogy ܣ ׸ ܤ. As we consider analogies being symmetric, 
i.e. ࣣሺܣ ׸ ܤሻ ൌ ࣣሺܤ ׸ ܣሻ,  ंכሺܤ, ܣሻ can be used to obtain all those relationships 
between ܾଵ and ܾଶ relevant for the analogy ܣ ׸ ܤ.  
Unfortunately, to realize these intended semantics in an interpretation model one has to 
rely on heuristic assumptions for “relevant for the analogy” (please note that humans in-
terpreting analogies also heuristically infer these relationships individually for each analo-
gy). The simplest heuristic is to assume that all relationships between the concepts of an 
analogon are relevant, which will result in weaker semantics but might be sufficient in 
certain restricted scenarios. A practically feasible trade-off between complexity and ex-
pressivity is relying on (proto-) typicality, i.e. assuming that those relationships are rele-
vant for the analogy which are typical for the concept pair of the analogon (i.e. for [Sky-
tree, Tokyo], being an iconic landmark). For this task, approaches for capturing property 
or relationship typicality as for example [19, 20] can be adapted.   
ߪ (Relationship Set Similarity): Having defined the sets of relevant relationships, 
the next step is to define a notion of similarity between these sets. We denote the rela-
tionship similarity function:   
ߪ: ܴଵ ൈ ܴଶ ՜ ሾ0,1ሿ with ܴଵ, ܴଶ ك ࣬ 
The function describes the similarity between two sets of relationships (with 1.0 
representing maximal similarity) and can be used to describe the strength of an analo-
gy when applied to the sets of relevant relationships:  
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ࣣሺܣ ׸ ܤሻ ൌ  ߪሺंכሺܣ, ܤሻ, ंכሺܤ, ܣሻሻ 
We further denote: ܴଵ ൎ ܴଶ as the relationship sets ܴଵ, ܴଶ being sufficiently simi-
lar, i.e. their similarity is above an interpretation model specific threshold: 
ܴଵ ൎ ܴଶ ؠ ܴଵ, ܴଶ ك ࣬ ר ߪሺܴଵ, ܴଶሻ ൐ ݐ݄ݎ݁ݏ݄݋݈݀ 
Again, the operative semantics of this notion and the threshold have to be estab-
lished by an interpretation model. Here, most heuristics for set similarity will have to 
rely on the similarity between two single relationships, which is discussed in the next 
section.  
࣌ࡾ (Relational Similarity): Similarity in the context of analogies does not refer to 
attribute similarity, but to the more challenging concept of relational similarity. We 
will denote relational similarity between two relationships as a function returning a 
value ranging from 0 to 1, with 1 representing maximal similarity:    
ߪோ: ܴ ൈ ܴ ՜ ሾ0,1ሿ 
One heuristic for approaching this problem is the distributional hypothesis [10] 
from linguistics, which claims that words frequently occurring in the same context 
also have similar meanings. An implementation of this heuristic can be found in [13]. 
Another heuristic approach relying on pattern extraction is given in [24]. Also, ap-
proaches based on crowd-sourcing can provide valuable input [18]. Still, developing 
effective heuristics for relational similarity needed for interpretation models remains 
as one of the core challenges of future research - poor implementation of similarity 
might capture only simple analogies, while a superior heuristic interpretation model 
may cover even more complex metaphors. 
Please note that especially for similes, also attribute values may play a role. This is still 
covered by our model, as the semantics of such analogies are that attribute values are simi-
lar relative to another concept or in a certain context (e.g. compared to a prototype or ref-
erence concept), and are therefore captured by relational similarity. For example, a 
Porsche 911 is expensive for a sport car, as is the Mercedes Benz S-Class for a sedan. 
However, mining the correct relationships from attribute values is its own challenge (see 
3.1). A graphical summary of our intended analogy semantics can be found in figure 3.  
Table 1. Different Representations of Analogies 
 Natural Communication Formal Example  
Implicit Analogy “The Skytree is analog to / like 
the Eiffel tower” 
ሾܽଵሿ ׸ ሾbଵሿ 
ؠ ሾܽଵ, ? ሿ ׸ ሾܾଵ, ? ሿ 
Explicit Analogy “The Skytree is to Tokyo what 
the Eiffel tower is to Paris” 
ሾܽଵ, ܽଶሿ: : ሾܾଵ, ܾଶሿ 
Expansion Inferred by receiver:  
List of relevant relationships and 
their similarity, representing the 
transferred knowledge  
ሼࣣሺܣ ׸ ܤሻ ൌ ݏ,  
ߪோ൫ݎ௔,ଵ, ݎ௕,ଵ൯ ൌ ݏଵ, … } 
Supporting Facts Facts supporting the decisions on 
relevance and similarity, e.g.: 
“Tokyo is a city”, “Paris is a city” 
ሼ݅ݏܥ݅ݐݕሺܽଶሻ, ݅ݏܥܽ݌݅ݐ݈ܽሺܾଶሻ, 
݅ݏܣሺܥ݅ݐݕ, ܥܽ݌݅ݐ݈ܽሻ, … ሽ 
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4.5 Normalizing Analogies, Expansions, and Supportive Facts 
As indicated before, analogies are usually given in natural speech and are therefore 
often not fully explicit.  In our model, we propose a normalization of analogies by 
transforming an implicit analogy into its explicit canonical form, i.e. a complete 4-
term analogy. This step requires to find the implicit information in a statement like 
“The Skytree is analog to the Eiffel tower” to normalize it into the explicit form “The 
Skytree is to Tokyo what the Eiffel tower is to Paris”. Since the explicit statement 
contains more information than the implicit one, this transformation can obviously not 
be performed by applying a strict set of rules, but is in itself a non-trivial cognitive 
task relying on heuristic inference. 
One simple heuristic for normalization, i.e. inferring the missing concepts, could 
be realized as follows: Given an implicit analogy statement ሾܽଵሿ: : ሾܾଵሿ (equivalent 
to ሾaଵ, ?ଵ ሿ: : ሾbଵ, ?ଶ ሿ), the values of  ?ଵ and ?ଶ can be obtained by inspecting all poss-
ible assignments of  ?ଵ , ?ଶ (i.e. those concepts which have a relationship with ܽଵ or 
ܾଵ), and selecting that pair for which the prototypical relationships are similar. This 
task is closely related to evaluating an explicit analogy statement, and the same heu-
ristics provided by an interpretation model for relevance and similarity can be reused. 
The careful inclusion of crowd-sourcing could also be beneficial.  
The analogy expansion and supportive facts are optional features of our model. 
Basically, after evaluating an analogy statement or query, they provide additional 
information on the evaluation process. The expansion represents the information that 
is implicitly transferred by the analogy, i.e. the relevant relations existing in both 
analogons (“isIconicLandmark”), with their similarity. The supportive facts are facts 
from the knowledge base used to derive the similarity and relevance of the relations. 
In summary, an analogy is true because of the similar and relevant relations shown in 
the expansion, which were derived using the data in the supportive facts. You can see 
an overview of the different proposed representations of analogies in Table 1. 
4.6 Analogy Queries  
To query an analogy based information system, we propose to state the analogy with 
all unknown concepts or parts replaced by a ‘?’. The answer returned by the system 
would be all analogy statements in canonical form that fulfill the request, optionally 
including the extension and the supporting facts, or an empty result set if no analogy 
could be found. This process is very similar to normalizing statements. In the follow-
ing, we present some examples of possible analogy queries: 
• ? ሾܽଵ, ܽଶሿ ׸ ሾܾଵ, ܾଶሿ: This statement checks if the given analogy statement is true 
(or the result set is empty) and retrieves its extension and supporting facts. 
• ? ሾܽଵ, ܽଶሿ ׸ ሾ? , ܾଶሿ: This statement can be used to find the missing concept in a 4-
term analogy. (“What is to Tokyo like the Eiffel Tower is to Paris?”) 
• ? ሾܽଵ, ܽଶሿ ׸ ? : This statement can be used to find possible matches to an analo-
gon. This is basically the non-multiple-choice version of the SAT analogy chal-
lenge. The SAT challenges are significantly easier to solve, as they just test 5 
candidate analogons and decide for the one with the highest similarity.  
• ? ሾܽଵ, ? ሿ ׸  ሾܾଵ, ? ሿ ؠ ሾܽଵሿ ׸ ሾܾଵሿ: This statement can be used to request the expli-
cit form of an implicit analogy. 
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5 Case Study: Mining Analogies from the Social Web 
In this section, we briefly show a case study outlining first steps towards a technical 
implementation of an analogy interpretation model based on mining the Social Web, 
and therefore demonstrate the real-world applicability of our proposed model. This 
study is discussed in closer detail in our later works, and is showcased here to high-
light the feasibility and applicability of analogy-enabled information systems. We 
focus on analogies between locations as e.g. used in travel and tourism systems, e.g. 
“West Shinjuku (a district of Tokyo) is like Lower Manhattan”. During the course of 
the study, we used Web search with Hearst-like patterns to obtain a set of 22.360 Web 
documents retrieved mostly from various discussion forums and blogs. Using auto-
mated filtering heuristics and crowd-souring-based manual filtering we extracted a 
Gold dataset with short text snippets containing such analogies. Then, we designed, 
trained, and evaluated supervised learning models with rich feature sets to recognize 
analogy statements automatically, allowing us to substitute manual crowd filtering 
with automated techniques. Our best performing feature set based on subsequence 
patterns derived from PrefixSpans [25] resulted in a precision of 0.92 with recall of 
0.88, clearly demonstrating that it is possible to extract analogical statements from the 
Social Web reliably in an automated fashion.  
From here, the next steps are to actually extract the information required to imple-
ment the interpretation model: “relevant relationships”, “prototypical relationships”, 
and “perceived similarity” between relationships. This task is particularly promising 
when working on Social Web data, as user’s often explicitly explain the analogy they 
used by providing why they believe it holds true. Consider one of the text snippets 
from our Gold dataset: “Tokyo, like Disneyland, is sterile. It’s too clean and really 
safe, which are admirable traits, but also unrealistic. Tokyo is like a bubble where 
people can live their lives in a very naive and enchanted way because real problems 
do not exist.” Here, the speaker clearly provides that in her opinion, Tokyo´s most 
prototypical properties are that it is very clean and safe, and that it shares these prop-
erties with Disneyland. However, in order to use such statements for building an anal-
ogy knowledge base as described in the previous chapters, extraction models have to 
be designed and trained to locate the properties compared in this natural language 
statement. This task is actually quite closely related to trigger detection in NLP ex-
ploiting analysis of the word-dependency graph representation of the sentence. This 
problem, and of course aggregating the (potentially subjective and even conflicting) 
information obtained from multiple statements authored by different users remains as 
a challenge to be solved by current research in progress. 
6 Summary and Outlook 
During the course of this paper we outlined a generic conceptual design for an analo-
gy-enabled information system that can be adapted to different data sources and oper-
ative semantics using one or several interpretation models. We continued with an 
overview on different data sources, and highlighted their challenges and prospects and 
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provided some insights for designing respective interpretation models, including ref-
erences to existing work. We then gave a formal model for analogies, including an 
explicit canonical form, and related problems as e.g. normalization of implicit  
analogies. We further defined the semantic operations needed to perform analogical 
reasoning and query the system. Also, we provided a brief survey outlining how an 
interpretation model based on text crawled from the Social Web can be realized. In 
our future works we plan to complete this interpretation model, and also provide sev-
eral additional interpretation models based on alternative data sources for selected 
scenarios for a complete multi-model analogy-enabled information system, able to 
adapt to situations where a single model would fail. 
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Abstract. Recent years have seen the world become a closely connected
society with the emergence of diﬀerent types of social networks. Online
social networks have provided a way to bridge long distances and estab-
lish numerous communication channels which were not possible earlier.
These networks exhibit interesting behavior under intentional attacks
and random failures where diﬀerent structural properties inﬂuence the
resilience in diﬀerent ways.
In this paper, we perform two sets of experiments and draw conclu-
sions from the results pertaining to the resilience of social networks.
The ﬁrst experiment performs a comparative analysis of four diﬀerent
classes of networks namely small world networks, scale free networks,
small world-scale free networks and random networks with four seman-
tically diﬀerent social networks under diﬀerent attack strategies. The
second experiment compares the resilience of these semantically diﬀer-
ent social networks under diﬀerent attack strategies. Empirical analysis
reveals interesting behavior of diﬀerent classes of networks with diﬀerent
attack strategies.
Keywords: Resilience of Networks, Targetted Attacks, Social Networks.
1 Introduction
Online communication channels or mediums of computer mediated communi-
cation such as emails, blogs and online social networking websites represent
diﬀerent forms of social networks. These networks have attracted billions of
users in recent years [2] adding new dimensions to socializing behavior and com-
munication technologies. These networks provide a challenging opportunity for
researchers from diﬀerent domains to analyze and understand how the new age
of communication is shaping the future. These networks also help us understand
how information disseminates [14] in social networks and how communication
plays a role in the creation of new knowledge [20].
An important aspect of these networks is that they can undergo intentional
attacks or random failures which results in communication breakdown. Thus
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 16–29, 2013.
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researchers have focussed on studying the stability of networks in terms of how
resilient or how robust these networks are against any malicious activity or
natural random failures [7,13]. Given a network with n nodes and m edges,
targeted or random attacks are modeled by the removal of a series of selected
nodes or edges from the network. The way these nodes or links are chosen,
known as the attack strategy determines the impact and behavoir it causes on
the resilience of the network.
The natural evolution of these networks has introduced several structural
properties which play an important role in determining the resilience of these
networks. These properties characterize the behvior of many social and other real
world networks giving us two important classiﬁcations, the scale free networks
[4] and small world networks [25]. Scale free networks have a degree distribu-
tion following power law1. Small world networks have low average path lengths
(APL) scaling logarithmically with the increase in number of nodes (n) and high
clustering coeﬃcient implying the presence of large number of triads present in
the network. Many social networks have both these structural properties giving
us another class of networks called, small world-scale free networks.
Scale free networks have been extensively studied with respect to resilience,
and Internet provides the perfect dataset for such analysis [7,8,10]. Researchers
have shown that scale free networks are highly sensitive to targeted attacks
and very robust against random attack strategies [7,8]. This phenomena is often
termed as the ‘Achilles heel of the Internet’. Resilience of networks with only
small world properties, and both small world-scale free properties has not been
the focus of studies even though many social networks around us exhibit both
small world and scale free properties [21,18].
One example of such networks is the structure of the world wide web studied
by [5]. The authors found that the web has a bow tie structure and is very robust
against targeted attack on nodes. This result contradicts the ﬁndings that scale
free networks are fragile to targeted attacks. The reason is that deleting nodes
with high degree is not enough to cross the percolation threshold as the average
edge-node ratio (also called density or average degree) of these graphs is very
high. This ﬁnding is similar to our results for the case of social networks.
In this paper, we perform two sets of experiments. The ﬁrst set of experi-
ments compares the behavior of four diﬀerent classes of networks, small world
networks, scale free networks, small world-scale free networks and random net-
works with four equivalent size real social networks. These social networks are
from a political blog, Epinions who-trust-whom network, Twitter social network
and Co-authorship network of researchers. We study these networks under six
diﬀerent attack strategies which are, targeted attack on nodes and edges, ran-
dom failure of nodes and edges, and almost random failure2 of nodes and edges
[10]. The idea is to see how structural organization of these diﬀerent networks
impact resilience when their edge-node ratio is equivalent to that of semantically
diﬀerent social networks. Our results lead us to these ﬁndings:
1 Power law pk ∼ k−α where α is usually in the range of [2, 3].
2 Deﬁned in section 4.
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– Five of the six attack strategies behave similarly for all diﬀerent classes of
networks, the exception being targeted attack on nodes.
– Clustering coeﬃcient has no eﬀect on the resilience of networks if netoworks
with high edge-node ratio are studied.
– Results show scale free and small world-scale free networks are more fragile
to targeted attacks. Targeted attack on edges removes the same number of
edges from other classes of networks and the behavior of all classes including
random networks remains the same indicating that the diﬀerent behavior
in scale free and small world-scale free networks is due to the large number
of edges being removed from the network and not due to the structural
organization of the network itself.
– Network generation models used to generate small world, scale free, and
small world-scale free networks diﬀer largely from the behavior of real net-
works in terms of resilience suggesting structural ﬂaws in existing network
generation models.
The second experiment studies the resilience of the four real social networks
in terms of diﬀerent attack strategies on nodes, which was found to be more
interesting in the previous experiment. The results can be summarized below:
– We observe only minor diﬀerences between random and almost random fail-
ures for blog, epinions and twitter networks as compared to the author net-
work which demonstrates some diﬀerences between the two strategies.
– Attack on Targeted nodes clearly diﬀers from random and almost random
failures whereas the author network seems to be the most fragile. The blog,
epinions and twitter network demonstrate graceful degradation in perfor-
mance in terms of size of biggest component.
Rest of the paper is structured as follows: In the next section we discuss several
studies pertaining to resilience of diﬀerent types of networks. Section 3 provides
the details of the real world datasets and the networks generated using diﬀerent
network generation models. In section 4, we describe our experimental set up
and the metrics used for analysis. Section 5 explains the results obtained and
provide ﬁndings from the experimentation and ﬁnally we conclude in section 6
also giving future research directions.
2 Related Work
One of the earliest studies to demonstrate that scale free networks are more
robust against random failures was conducted by [3]. The authors also discuss
the vulnerability of scale free networks to targeted attacks. Cohen et al. [7,8]
study the resilience of internet under random and targeted attacks on nodes.
For the case of random attacks, they conclude that even after 100% removal
of nodes, the connectivity of the biggest component remains intact that spans
the whole of the network. The authors claim that this condition will remain
true for other networks if their connectivity distribution follows power law with
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power law coeﬃcient less than 3. For the case of targeted attacks, scale free
networks are highly sensitive to targeted attacks on nodes as the biggest con-
nected component disintegrates much sooner. Holme et al. [13] study attacks on
edges using betweenness centrality where edges with the highest centrality are
removed. They show that recalculating betweenness centrality after each dele-
tion is a more eﬀective attack strategy for complex networks. Paul et al. [19]
discuss that networks with a given degree distribution may be very resilient to
one type of failure or attack but not to another. They determine network design
strategies to maximize the robustness of networks to both intentional attacks and
random failures keeping the cost of the network constant where cost is measured
in terms of network connections. Analytical solutions for site percolation on ran-
dom graphs with general degree distributions were studied by [6] for a variety
of cases such as site and bond percolation. Serrano et al. [22] introduce a frame-
work to analyze percolation properties of random clustered networks and small
world-scale free networks. They ﬁnd that the high number of triads can aﬀect
some properties such as the size and resilience of biggest connected component.
Wang et al. [24] studied the robustness of scale free networks to random failures
from the perspective of network heterogeneity. They examine the relationship of
entropy of the degree distribution, minimal connectivity and scaling component
obtaining optimal design for scale free networks against random failure. Estrada
[9] studied sparse complex networks having high connectivity known as good ex-
pansion. Using a graph spectral method, the author introduces a new parameter
to measure the good expansion and classify 51 real-world complex networks into
four groups with diﬀerent resilience against targeted node attacks. Wang and
Rong[23] analyse the response of scale free networks to diﬀerent types of attacks
on edges during cascading propagation. They used the scale free model [4] and
reported that scale free networks are more fragile to attacks on the edges with
the lowest loads than the ones with the highest loads. Liu et al. also aﬃrm that
scale free networks are highly resilient to random failures. The authors suggest
network design guidelines which maximize the network robustness to random
and targeted attacks. A comprehensive study conducted by Magnien et al.[16]
survey the impact of failures and attacks on Poisson and power law random
networks considering the main results of the ﬁeld acquired. The authors also list
new ﬁndings which are stated as under:
– Focusing on the random failure of nodes and edges, although previous re-
searchers had predicted completely diﬀerent behavior for Poisson and power
law networks, in practice the diﬀerences, are vital but not huge. Our results
re-enforce these results specially for the case of social networks.
– The authors also invalidate the explanation that targeted attacks are very
eﬃcient on power-law networks because they remove many links, random
removal of as many links also result in breakdown of the network.
– Networks with Poisson degree distribution behave similarly in case of random
node failures and targeted attacks, it must be noted that their threshold is
signiﬁcantly lower in the second case. This goes against the often claimed
assumption that, because all nodes have almost the same degree in a Poisson
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network, there is little diﬀerence between random node failures and targeted
attacks.
Resilience has not been extensively studied for social networks. Moreover,
studies focus on networks that are either only scale free or their sizes are not
comparable to online social networks readily available around us. Considering the
new ﬁndings that deviate with the previous results, we get a strong motivation
to further investigate resilience of diﬀerent types of complex networks with a
focus on social networks. Our empirical results reaﬃrm most of these ﬁndings of
[16] where our focus is on semantically diﬀerent social networks.
3 Data Sets
We have used four semantically diﬀerent real world networks which represent
social communication of diﬀerent forms. These are the Political Blog network,
Twitter, Epinions and Author network which we are abbreviated as (RN) and
are described below.
Political Blog network is a network of hyperlinks between weblogs on US
politics, recorded in 2005 by Adamic and Glance[1]. Twitter network is one of
the most popular online social networks for communication among online users
and we have used the dataset extracted by [11]. Epinions network is a who-
trust-whom online network of a customer analysis website Epinions and the
data is downloaded from the stanford website (http://snap.stanford.edu/
data/) where it is publicly available. The Author network is a co-authorship
network where two authors are linked with an edge, if they co-authored a com-
mon work(an article, book etc). The dataset is made available by Vladimir
Batagelj and Andrej Mrvar: Pajek datasets (http://vlado.fmf.uni-lj.si/
pub/networks/data/). For all these networks, we only consider the biggest con-
nected component and treat these networks as simple and undirected. Table 1
shows the number of nodes and edges in these networks along with the edge-node
ratio. For each of these real networks, we generated equivalent size networks us-
ing four network generation models referred above. The introduction of real data
not only allowed us to select realistic edge-node ratio, but also to compare these
models with real data.
We have also used four network generation models to represent diﬀerent types
of networks. The small world (SW) model of Watts and Strogatz[25], the scale
free (SF) model of Barabasi and Albert[4], the Small world-Scale free (HK) model
of Holme and Kim[12] and, the Erdo¨s (RD) model for Random graphs.
The small world model can be tuned to the desired number of nodes and edges
by initializing a regular graph where each node has a degree of n. The scale free
model can be tuned by the number of edges each new node has in the network
where all nodes connect preferentially. Similarly the model for small world-scale
free networks can be tuned by the number of nodes each new node connects to,
giving us a network with the desired edge-node ratio approximately. A random
network is generated using n nodes and m edges where the degree distribution
pk of the network follows a Poisson distribution pk = e
−λ λk
k! . The networks we
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Table 1. Network Statistics for diﬀerent social networks
Network Nodes Edges Edge-Node Ratio
Blog 1222 16714 13.6
Twitter 2492 17658 7.0
Epinions 2000 48720 24.3
Author 3621 9461 2.6
generated all had λ > 1 which signiﬁes that most nodes in the network have a
degree close to the mean degree of the network.
For the purpose of experimentation and empirical analysis, we generated 5
artiﬁcial networks each for small world, scale free, small world-scale free and
random networks equivalent to the 4 diﬀerent social networks giving us a total
of 80 networks. We averaged the readings obtained for these networks although
the networks had very little variations with standard deviations of less than 1
in all the cases. Table 2 shows the degree of most connected nodes, clustering
coeﬃcients and average path lengths for the generated networks in comparison
to real networks.
A clear similarity among all these networks is the low average path length
which indicates that on average, nodes in all these networks lie close to each
other following the famous ‘six degrees of separation’ rule. All the real networks
are both small world and scale free in nature, the scale free networks have a low
clustering coeﬃcient and the degree distribution of small world networks and
random networks follow a Poisson distribution with λ > 1.
4 Experimentation
As described above, we studied resilience considering six attack strategies, three
of which are for nodes and three for edges. These are Targeted attack on Nodes,
Random failure of Nodes, Almost Random failure of Nodes, Targeted attack on
Edges, Random failure of Edges and Almost Random failure of Edges. Each of
these strategies is described below:
Targeted Attacks on Nodes and Edges: The attack strategy for targeted
removal of nodes removes nodes in decreasing order of their degree (connectivity).
This strategy is used by many other researchers[10] for such studies.
To determine targeted edges, we propose a slightly diﬀerent version from the
one used by [10]. The authors removed edges connected to high degree nodes
which suits well for networks like scale free networks. Our method is inspired
by the concept of funneling in social networks [17] where most connections of a
person to other people are usually through a small set of people and connections
with one or two famous personalities reduces the distance from all other people in
the social network. Thus important edges linking many people would be the ones
between high degree people. We assign a weight W (ei,j) to all m edges where
i, j represents the edge between nodes i and j based on the degree of each node
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Table 2. Rd=RandomNetwork, Sw=Small World, Sf=Scale Free, Hk=Holme and Kim
Model for small world-scale free networks. Table shows diﬀerent metrics calculated for
the real and artiﬁcially generated networks for comparison.
Data Set Real Network RD SW SF HK
Highest Degree of a Node
Blog 351 46 47 211 321
Twitter 237 27 27 253 319
Epinions 1192 77 72 373 560
Author 102 15 16 201 183
Clustering Coeﬃcient
Blog 0.32 0.02 0.56 0.07 0.24
Twitter 0.13 0.005 0.49 0.03 0.27
Epinions 0.27 0.02 0.58 0.08 0.22
Author 0.53 0.001 0.31 0.01 0.42
Average Path Length
Blog 2.7 2.5 3.2 2.4 2.2
Twitter 3.4 3.2 4.2 2.9 2.8
Epinions 2.2 2.2 3.0 2.2 2.0
Author 5.31 5.07 6.41 3.4 4.0
using the equation: W (ei,j) = deg(i) + deg(j). Nodes are removed in decreasing
order of W in an attempt to remove edges that connect most connected people
in the network.
Random Failure of Nodes and Edges: Random removal of nodes and edges
is modeled by a series of failures of nodes or edges selected randomly from the
network with equal probability.
Almost Random Failure of Nodes and Edges: These attack strategies were
described by [10] as more eﬃcient attack strategies in case of scale free networks.
Almost random failure of nodes removes randomly selected nodes with degree
atleast 2 and almost random failure of edges removes edges between vertices
where the degree of each vertex is atleast 2.
Quantifying Resilience of a Network: In order to quantify the resilience of
a network, we use the two most commonly applied methods, one measures the
number of nodes and the other measures the average path length of the biggest
connected component in the network after each attack . The percentage of nodes
still connected after an attack provides an estimation of how resilient networks
are. Similarly the increase in the average distance from any one node to the other
also provides an estimation of how resilient the networks are after each attack.
We have studied the eﬀects after every 10% removal of either nodes or edges
against the percentage of nodes remaining in the biggest connected component
and the average path length of this component.
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5 Results and Discussion
Figures (1, 2, 3 and 4) show the results for all the four datasets with diﬀerent
attack strategies on nodes and edges. The ﬁrst ﬁndings are for the cases where
we studied targeted attack on edges, random attacks on nodes, random attacks
on edges, almost random attack on nodes and almost random attack on edges.
For all the these networks, we ﬁnd that the real networks behave similarly to
all 4 classes of networks, small world, scale free, small world-scale free and ran-
dom networks if the same fraction of nodes or edges are removed as shown in
ﬁgures. We justify these results based on the idea that increasing the minimum
mean connectivity of nodes increases the robustness of networks to targeted and
random attacks also discussed by [15]. For all the social networks under consid-
eration, they have very high average connectivity as shown in Table 1. Even for
the case of author network which has an average connectivity of 2.6, it is still
high as compared to internet networks previously studied in the literature.
Another generic ﬁnding is with respect to the clustering coeﬃcients of diﬀerent
networks. Although there are extreme diﬀerences in random and social networks,
having low values of even 0.001 and high values of around 0.5 (see Table 2)
respectively. Still the behavior in terms of resilience remains the same for all
these networks. This indicates that the presence or absence of triads does not
reﬂect on the robustness of a network.
The analysis of scale free and small world-scale free networks which are fragile
to targeted attacks when compared to small world and random networks is also
very interesting. This result is the direct implication of the large number of edges
removed from scale free and small world-scale free networks as a result of targeted
attack on high degree nodes. Since nodes with very high degree are absent from
small world and random networks, the same fraction of edges is not removed
Fig. 1. RN=Blog,HK=Small world-scale free, RD=Random,SF=Scale free, SW=Small
world. X-axis: % of nodes (a,c,e) and edges (b,d,f) removed from the network,Y-axis: %
of nodes (left) and APL (right) of the biggest connected component.
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Fig. 2. RN=Epinions, HK=Small world-scale free, RD=Random, SF=Scale free,
SW=Small world. X-axis: % of nodes (a,c,e) and edges (b,d,f) removed from the net-
work, Y-axis: % of nodes (left) and APL (right) of the biggest connected component.
Fig. 3. RN=Author, HK=Small world-scale free, RD=Random, SF=Scale free,
SW=Small world. X-axis: % of nodes (a,c,e) and edges (b,d,f) removed from the net-
work, Y-axis: % of nodes (left) and APL (right) of the biggest connected component.
upon removal of high degree nodes and they give an impression that they are
more resilient to targeted attack on nodes. The experiment on targeted attack
on edges provides a contradiction to this result as equal number of edges are
removed from real networks, scale free, small world, small world-scale free and
random networks and the results show that the behavior of all these networks is
almost the same. This claim is further justiﬁed from our results of random attack
on edges as, again, they reveal similar behvior for all these classes of networks
both in terms of size of biggest connected component and APL.
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Fig. 4. RN=Twitter, HK=Small world-scale free, RD=Random, SF=Scale free,
SW=Small world. X-axis: % of nodes (a,c,e) and edges (b,d,f) removed from the net-
work, Y-axis: % of nodes (left) and APL (right) of the biggest connected component.
Another important result is the behavior of network generation models against
the real networks for targeted attack on nodes. All the real world networks
disintegrate more quickly than the artiﬁcially generated networks for all the
four data sets used for experimentation. This observation highlights the fact that
network generation models fail to accurately capture all the structural properties
of real world networks. This is due to the structural organization of real social
networks as compared to the artiﬁcially generated networks. In real networks,
there is a high percentage of low degree nodes that are connected through high
degree nodes only, when these high degree nodes are removed in case of targeted
attacks, they immediately become disconnected. On the other hand, artiﬁcially
generated networks are all based on random connectivity among nodes, and they
are not necassarily connected only through high degree nodes, which makes them
more resilient when high degree nodes are removed from the network.
We discuss the results for each set of ﬁrst experiment below:
Targeted Attacks on Nodes: As a general trend, both random and small
world networks behave almost similarly for all the datasets. Further more, they
are more resilient than small world-scale free (HK) networks and scale free net-
works (SF). Another important discovery is the behavior of all the real data sets
in comparison to the artiﬁcially generated networks. Real datasets disintegrate
faster than any other model as shown in ﬁgures 1(left), 2(left), 3(left) and 4(left)
for the case of targeted attacks. The least resilient network is the Author network
which disintegrates after 10% highest degree nodes are removed. For the case of
Blog and Twitter network, around 40% removal of high degree nodes is suﬃcient
to break the entire network as the size of the biggest component falls below 10%,
whereas epinions network falls below 10% after around 50% removal of nodes
making it more resilient to targeted attacks. Again the edge-node ratio plays an
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important role as clearly epinions network has the highest value of 24.3. This,
when compared with the Author network with edge-node ration of 2.6 indicates
how having more edges nulliﬁes the eﬀects of targeted attacks on networks. The
above similarity in the behavoir of networks is further reinforced after looking
the behavoir of APL in ﬁgures 1(right), 2(right), 3(right) and 4(right) where
variations can only be observed in the case of targetted attack on nodes.
Random Failure of Nodes: The behavior of random removal of nodes for all
the six cases reveals an interesting similarity specially for the case of generated
scale free network, small world network, random network and the real data sets.
Particularly for the Blog and Epinions data, almost 100% similar behavoir is
evident from ﬁgure 1(left) and ﬁgure 2(left). Twitter and Author networks also
show high similarity as shown in ﬁgures 3(left) and 4(left). A linear decay is
observed in the number of nodes present in the biggest component against linear
removal of nodes which suggests that the nodes remain connected even after 90%
of the nodes are removed which demonstrates very high resilience for all these
networks againt random node failures. The APL of small world networks for all
data sets has a slightly higher value indicating minor diﬀerence in the empirical
values, but the overall behavior and decay pattern is the same for all networks.
Almost Random Failure of Nodes: Just as random failures, almost random
failure of nodes demonstrates a high similarity among the diﬀerent classes of
networks and the real networks. Diﬀerences can be observed only for the case
of author network which has a much lower edge-node ratio. The behavior of the
real author network deviates slightly from the other classes of networks. This is
contradictory to the results of [10] where they showed that this strategy is more
eﬃcient than random failures. The networks used to show these results by [10]
had an edge-node ratio of less than 3 and where the networks we use here have
a much higher edge-node ratio with the exception of the author network, which
has an edge-node ratio of 2.6 and thus we can see diﬀerences in the results of
random failures and almost random failures in the author network.
Targeted Attacks on Edges: All the networks show an equivalent resilience
against targeted attack on edges when compared to random removal of edges.
The author network in Figure 3(left) again shows an early breakdown of the
biggest component further proving our claim of high mean connectivity being
an important reason for resilient structures.
Random Failure of Edges: A slight variation in the resilience can be observed
for all the networks. All real networks show a tendency to disintegrate more
than the generated networks specially after the removal of 60% edges. Author
network is the least resilient case where all the generated and the real networks
disintegrate into smaller components after a removal of around 60% edges. Since
the author network has the least edge-node ratio (see Table 2), this behavior
further proves that other networks show a resilient behavior because of high
mean connectivity of the nodes.
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Almost Random Failure of Edges: All the dataset behave exactly the same
except for the case of epinions network where after the removal of 60% edges
result in diﬀerent pattern. The small world and the random network behave
similarly as they are least resilient. The scale free and small world-scale free
networks behave similarly being more resilient and epinions network is in between
these two behaviors.
The second experiment compares diﬀerent attack strategies on nodes using
four real networks as shown in ﬁgure 5. The previous experiment revealed that
targeted attack on nodes is the most eﬃcient attack strategy in terms of diﬀerent
classes of networks. The second experiment compares diﬀerent attack strategies
on nodes for diﬀerent social networks.
The ﬁrst ﬁndings from this experiment are that there are only minor diﬀer-
ences in random attacks and almost random attacks when the edge node ratio of
the networks is high. Slight diﬀerences can be observed for the author network
in ﬁgure 5(b) which has comparatively low edge-node ratio. This is in contradic-
tion to the results of [10], who studied internet graphs with much less edge-node
ratio. Internet graphs are known to have star-like structures where a single node
sits (known as hub) in between many other nodes providing eﬃcient connectiv-
ity among many nodes. Removing nodes with degree 2 or more unintentionally
targets these hubs which in turn results in breakdown of the network. In con-
trast to this, social networks do not have hubs. Removing nodes with degree 2
or more does not break the network specially for networks with high edge-node
ratio because there are many paths that connect a single node, thus making it
more resilient to this type of attack.
The secondﬁnding is as expected, the eﬀectiveness of targeted attack onnodes as
compared to random and almost random failures. The author networks has a low
percolation threshold and the network breaks immediately into relatively larger
Fig. 5. Comparative analysis of diﬀerent attack strategies on nodes for the 4 semanti-
cally diﬀerent social networks
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size connected components. The Blog, Epinions and Twitter network demonstrate
amore graceful degradationswith a high percolation threshold asmost of the nodes
remain connected into a single connected component even after the removal of 40%
to 60% high degree nodes.
6 Conclusion
In this paper, we have studied the behavior of small world, scale free and small
world-scale free networks in comparison to random and four semantically diﬀer-
ent social networks. Our results show that that behavior of all these classes of
networks remains the same under targeted attack on edges, random attack on
nodes and edges, almost random attack on nodes and edges both in terms of
size of biggest component and average path length. The behavior of these net-
works change under targeted attack on nodes. Interesting behavoir was observed
on the basis of clustering coeﬃcient and targeted attack on edges. Furthermore
structural diﬀerences were observed between real social networks and all net-
work generation models. Insigniﬁcant diﬀerences were observed between random
failure of nodes and edges when compared with almost random failures.
We intend to extend this study by incorporating large size social networks.
The networks studied are unweighted and undirected, and we intend to analyze
the behavior of these networks as well. Another important characteristic of social
networks is the temporal dimension which plays an important role in dictating
many social processes such as information diﬀusion and epidemics and we would
also like to study resilience for temporal social networks.
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Abstract. In this paper we deﬁne the development of a user from en-
try to churn as his lifecycle that can be divided into discrete stages of
development known as lifecycle periods. Prior work has examined how so-
cial networking site users have developed along isolated dimensions using
lexical information [2] and social connections in the context of telecom-
munications networks [6]. We unify such dimensions by modelling and ex-
amining how users develop both socially and lexically, through contrasts
of user properties (e.g. time-delimited in-degree distributions) against:
(i) prior user properties; and (ii) the community in which the user is in-
teracting. We identify salient traits of user development characterisable
in the form of growth features, and demonstrate the applicability of such
features within a vector space model by outperforming several baselines
when detecting the lifecycle period of a given user.
1 Introduction
The modelling, examination and prediction of user development in the context
of online community platforms has, to date, been attempted using either lexical
information (language used) [2] or ‘review expertise’ (topical knowledge) [5],
while in the context of telecommunications networks such analyses have been
performed using social information [6]. As such, there is a lack of understanding
of how users develop throughout their lifecycles (i.e. discrete intervals of user
development) along diﬀerent dimensions (social and lexical indicators), and how
users evolve relative to: (i) earlier time periods, and hence their past behaviour
and properties; and (ii) the community, and therefore whether users diverge from
the community in which they are positioned. Providing such an understanding of
how users develop throughout their lifecycles would allow for churn prediction,
by understanding the lifecycle stage of the user and thus providing incentives
to the user for remaining in the community should he be nearing the end of his
lifecycle.
In this paper we present a ﬁrst attempt to model how users develop throughout
their lifetimes within three online community platforms: Facebook (groups), SAP
Community Network (forums), and ServerFault, along both social and lexical
properties and relative to past behaviour and the community as a whole. We
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 30–39, 2013.
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demonstrate the applicability of such properties for detecting the lifecycle period
that an arbitrary user currently resides in, thereby providing a means for churn
prediction. Our contributions in this paper are three-fold: (i) we present a means
to model and examine user development along diﬀerent properties relative to
both the community and earlier time periods; (ii) we apply growth rates as
features for period detection using a vector space model with varying vector
similarity functions; and (iii) we describe an empirical evaluation of the method
showing signiﬁcantly better performance than a random model baseline and the
naive Bayes classiﬁer. We begin the paper by describing related work from social
network analysis and user evolution, before then describing the datasets used for
our work and the means to model user development through lifecycle periods.
2 Related Work
Assessing the social network development of users has been explored in several
works: Kairam et al. [4] assessed the dynamics of group formations within the so-
cial networking platformNing ﬁnding that the probability of a user joining a group
was linked to the number of prior members with whom he had a relationship. Gong
et al. [3] inspected the evolution of social networks onGoogle+ as the platformwas
growing in memberships, in particular they focused on social-attribute networks,
ﬁnding that the platform exhibited unique growth and characteristics of the net-
works as more people joined Google+. Chung et al. [1] examined the assortativity
(i.e. user interaction extent) of social networks derived from an online community
building web site over a ten-year period, and found assortativity to increase with
time, while the platform remained dissasortive.
Recent works have examined user evolution throughout their lifecycles within
social and telecommunications platforms: Miritello et al. [6] examined the so-
cial evolution of users over time in telecommunications networks, ﬁnding that
as people aged their social circle reduced in size and interaction occurred less.
Danescu et al. [2] assessed the lexical dynamics of online community members
and how these changed relative to the community, ﬁnding that users began their
lifecycle within the community by adapting their language to the community but
then stopped doing so. McAuley and Leskovec [5] examined how users evolved in
their expertise (assuming a monotonic progression) over time in the same beer
rating communities as [2], showing that users evolved based on their own ‘per-
sonal clock ’. In this paper we model and assess how users evolve based on both
their social and lexical dynamics, complementing the work of Miritello et al. [6]
and Danescu et al. [2], and advance over prior work by contrasting the current
state of the user, in terms of his communication behaviour and language, with
earlier states and how the community appears at the same time period.
3 Modelling User Lifecycles
We begin this section by deﬁning users’ lifecycle periods before then explain-
ing the modelling of user properties and their development over time. For our
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examination of user lifecycles we used data collected from Facebook, the SAP
Community Network (SAP) and Server Fault. Table 1 provides summary statis-
tics of the datasets where we only considered users who had posted more than 40
times within their lifetime on the platform.1 The Facebook dataset was collected
from groups discussing Open University courses, where users talked about their
issues with the courses and guidance on studying. The SAP Community Network
is a community question answering system related to SAP technologies where
users post questions and provide answers related to technical issues. Similarly,
Server Fault is a platform that is part of the Stack Overﬂow question answering
site collection2 where users post questions related to server-related issues. We
divided each platform’s users up into 80%/20% splits for training (and analysis)
and testing, using the former in this section to examine user development and
the latter split for our later detection experiments.
Table 1. Statistics of the online community platform datasets
Platform Time Span Post Count User Count
Facebook [18-08-2007,24-01-2013] 118,432 4,745
SAP [15-12-2003,20-07-2011] 427,221 32,926
Server Fault [01-08-2008,31-03-2011] 234,790 33,285
3.1 Deﬁning Lifecycle Periods
In order to examine how users develop over time we needed some means to
segment a user’s lifetime (i.e. from the ﬁrst date at which they post to the date
of their ﬁnal post) into discrete intervals. Prior work [6,2,5] has demonstrated
the extent to which users develop at their own pace and thus evolve according
to their own ‘personal clock ’ [5]. Hence, for deriving the lifecycle periods of users
within the platforms we adopted an activity-slicing approach that divided a
user’s lifetime into 20 discrete time intervals, emulating the approach in [2], but
with an equal proportion of activity within each period. This approach functions
as follows: we derive the set of interval tuples ({[ti, tj ]} ∈ T ) by ﬁrst deriving
the chunk size (i.e. the number of posts in a single period) for each user, we then
sort the posts in ascending date order, before deriving the start and end points
of each interval in an incremental manner. This derives the set of time intervals
T that are speciﬁc to a given user.
3.2 Modelling User Properties
Based on the deﬁned lifecycle periods, we now move on to deﬁning user proper-
ties, capturing social and lexical dynamics, and tracking how the properties of
users change over time.
1 Choosing 40 posts so that we had at least 2 posts per lifecycle period.
2 http://stackoverflow.com/
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In-degree and Out-degree Distributions. Starting with social dynamics,
we assessed the in-degree and out-degree distributions of users: the in-degree
distribution describes the number of edges that connect to a given user, while
the out-degree distribution describes the number of edges from the user. As we
are dealing with conversation-based platforms for our experiments we can use
the reply-to graph to construct these edges, where we deﬁne an edge connecting
to a given user ui if another user uj has replied to him. Given our use of lifecycle
periods we use the discrete time intervals that constitute [t, t′] ∈ T to derive the
set of users who replied to ui, deﬁning this set as Γ
IN
[t,t′] and the set of users that
ui has replied to within a given time interval: Γ
OUT
[t,t′] . We then formed a discrete
probability distribution that captures the message distribution of repliers to user
ui, using Γ
IN
[ti,tj ]
, and user ui responding to community users, and hence using
ΓOUT[ti,tj ]. For an arbitrary user (uj ∈ Γ IN[ti,tj ]) who has contacted user ui within
time segment [ti, tj ] we deﬁne this probability of interaction as follows:
3
Pr(uj | Γ IN[t,t′]) =
|{q : p ∈ Pui , q ∈ Puj , t ≤ time(q) < t′, q → p}|∑
uk∈Γ IN[t,t′]
|{q : p ∈ Pui , q ∈ Puk , t ≤ time(q) < t′, q → p}|
(1)
For an arbitrary user (uj ∈ Γ outuit ) who user ui has contacted within time
segment [t, t′] we deﬁne the probability of interaction using the same formulation
as above but looking at outgoing edges from ui.
Term Distribution. The third user property that we capture is the term
distribution of the user, thereby examining the language that he has used. We
derive the set of terms that a given user has used by gathering all of his posts
within the allotted time interval, removing stop words and then ﬁltering out
punctuation We then formed the discrete probability distribution for a user
within interval [t, t′] based on the conditional probability of term x being used
within the time interval. This is produced by deﬁning a multiset containing the
set of terms used by a user in a given time period: x ∈ C[t,t′] and a mapping
function μ : C[t,t′] → N that returns the multiplicity of a given term’s usage
within the time period. Thus, we deﬁned the conditional probability for term x
being used by ui during [t, t
′] as: Pr(x | [t, t′]) = μ(x)/∑x′∈C[t,t′] μ(x′).
3.3 Analysing User Lifecycles
Given the use of probability distributions to represent the user properties within
lifecycle periods we now explain the assessment of these properties: (i) within
each lifecycle period; (ii) when comparing one lifecycle period with earlier peri-
ods; and (iii) when comparing one lifecycle period with the community platform.
Inspecting Individual Periods (Period Entropy). To analyse the variation
in a user’s properties within a given lifecycle period we derived the entropy of
3 We use p → q to denote message q replying to message p.
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each probability distribution within each lifecycle period. Entropy describes the
amount of variation within a random variable, and therefore provides a useful
means to gauge how much a given user is varying: (i) the people with whom
he is communicating, and (ii) the terms that he is using within his posts. For
each platform (Facebook, SAP, and ServerFault) we derived the entropy of each
user in each of his individual lifecycle periods based on the in-degree, out-degree
and term distributions. We then recorded the mean of these entropy values over
each lifecycle period, thereby providing an assessment of the general changes that
users go through. We omitted the plots here for brevity, however it is suﬃcient to
note that users’ entropies remained relatively stable throughout their lifecycles
and across the three platforms. For the out-degree distribution, the entropy
values did appear to increase across the platforms suggesting that users tended
to vary the individuals that they were contacting towards the latter stages of
their lifetimes.
Historical Contrasts (Period Cross-Entropy). To analyse how users have
changed relative to prior lifecycle periods we compared users’ in-degree, out-
degree and term distributions with earlier lifecycle periods through computing
the cross-entropy of one probability distribution with respect to another earlier
distribution, and then selecting the distribution that minimises cross-entropy.
Given a probability distribution (P ) formed from one lifecycle period ([t, t′]),
and a probability distribution (Q) from an earlier lifecycle period, we deﬁne the
cross-entropy between the distributions as: H(P,Q) = −∑x p(x) log q(x)
In the same vein as the earlier entropy analysis, we derived the period cross-
entropy for each platform’s users throughout their lifecycles and then derived the
mean cross-entropy for the 20 lifecycle periods. Fig. 1(a), ﬁg. 1(b) and ﬁg. 1(c)
present the cross-entropies derived for users’ in-degree, out-degree and lexical
distributions respectively. We found that for each distribution and each plat-
form cross-entropies reduce throughout users’ lifecycles, suggesting that users
do not tend to exhibit behaviour that has not been seen previously; i.e. for the
in-degree distribution the cross-entropy gauges the extent to which the users who
contact a given user at a given lifecycle stage diﬀer from those who have con-
tacted him previously, where a larger value indicates greater divergence. We ﬁnd
that consistently across the platforms, users are contacted by people who have
contacted them before and that fewer novel users appear. The same is also true
for the out-degree distributions: users contact fewer new people than they did
before. This is symptomatic of community platforms where, despite new users
arriving within the platform, users form sub-communities in which they interact
and communicate with the same individuals. Figure 1(c) also demonstrates that
users tend to reuse language over time and thus produce a gradually decaying
cross-entropy curve.
Community Contrasts (Community Cross-Entropy). To contrast users’
properties with the platform’s community over the same time interval we took
users’ in-degree, out-degree and term distributions and compared them with
the same distributions derived globally over the same time periods. The global
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Fig. 1. Changes in user properties throughout lifecycle periods based on: period cross-
entropy (Fig. 1(a), 1(b), 1(c)); and community cross-entropy (Fig. 1(d), 1(e), 1(f))
probability distributions were formed using the same means as above for the user-
speciﬁc distributions, but instead using all posts rather than those by a given
user from which to form the edges and term distributions. Therefore, given the
discrete probability distribution of a user from a time interval (P[t,t′]), and the
global probability distribution over the same time interval (Q[t,t′]), we derived
the cross-entropy, as above, between the distributions. (H(P[t,t′], Q[t,t′])).
As before, we derived the community cross-entropy for each platform’s users
over their lifetimes and then calculated the mean community cross-entropy for
the lifecycle periods. Fig. 1(d), ﬁg. 1(e) and ﬁg. 1(f) present the plots of the cross-
entropies for the in-degree, out-degree and term distributions over the lifecycle
periods. We ﬁnd that for all platforms the community cross-entropy of users’
in-degree increases over time indicating that a given user tends to diverge in his
properties from users of the platform. For instance, for the community cross-
entropy of the in-degree distribution the divergence towards later parts of the
lifecycle indicates that users who reply to a given user diﬀer from the repliers
in the entire community. This complements cross-period ﬁndings from above
where we see a reduction in cross entropy, thus suggesting that users form sub-
communities in which interaction is consistently performed within (i.e. reduction
in new users joining). We ﬁnd a similar eﬀect for the out-degree of the users
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where divergence from the community is evident towards the latter stages of
users’ lifecycles. The term distribution demonstrates diﬀering eﬀects however: for
Facebook and SAP we ﬁnd that the community cross-entropy reduces initially
before rising again towards the end of the lifecycle, while for Server Fault there
is a clear increase in community cross-entropy towards the latter portions of
users’ lifecycles suggesting that the language used by the users actually tends to
diverge from that of the community in a linear manner. This eﬀect is consistent
with the ﬁndings of Danescu et al. [2] where users adapt their language to the
community to begin with, before then diverging towards the end.
4 Lifecycle Period Detection
The above analysis unearthed the development that users go through across
the three community platforms, based on diﬀerent properties and development
indicators. We now turn to the problem of detecting the lifecycle period that
a given user is in based on his prior development. We characterise this task as
a multi-class classiﬁcation problem in which our goal is to induce a function
that returns a user’s lifecycle period: f : Rn → S, where the domain is an n-
dimensional feature vector representation of a user’s evolution and the co-domain
is an integer representation of the lifecycle period (S = {6, 7, . . . , 20}).4
4.1 Feature Engineering
In the previous section we found that diﬀerent lifecycle periods can be charac-
terised and thus detected based on the evolution of the user into the lifecycle
period: i.e. when inspecting the ﬁnal lifecycle period of users on each platform
in terms of their lexical period cross-entropy, we ﬁnd that this is less than pre-
vious periods, and that the rate of decay has levelled oﬀ somewhat. Hence we
can use the growth rate from one lifecycle period to the next as information
for detecting the lifecycle period of the user. We deﬁne this growth rate as fol-
lows:5 δm(s) =
(
m(s + 1) − m(s))/m(s), where m(s) denotes a convenience
function that returns the measure value (e.g. in-degree period cross-entropy)
for the lifecycle period s; thus δm(s) < 0 indicates decay, δm(s) = 0 indicates
no change, and δm(s) > 0 indicates growth. The growth rate therefore forms
a single growth feature in our dataset, and by looking back k lifecycle periods
we produce k growth features. Based on the 3 user properties (in-degree, out-
degree, and lexical distributions) and 3 development indicators (entropy, period
cross-entropy and community cross-entropy) we have a total of 9 measures that
the convenience function m can take, and with k growth features derived for
each measure (m ∈ M). Our datasets, both for training and testing data, take
the following form: D = {(x1, y1), (x2, y2), . . . , (xn, yn)}, where x denotes the
4 We use this integer representation for legibility and consider periods from 6 onwards
to provide suﬃcient training data.
5 This growth rate is equivalent to proportionate growth rates used in population
models.
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feature vector of a given user and y denotes the class label (lifecycle period) of
the user. Hence the feature vector is a characterisation of the user up until and
including the lifecycle period s and describes how the user has developed before-
hand. The feature vector contains growth features of the user across diﬀerent
measures: x = [δm1(s− 1), . . . , δm1(s− k), δm(s− 1), . . . , δm2(s− k)]. This for-
mat indicates that for both measures (m1 and m2) we include k growth features.
We maintain the splits mentioned above by using the 80% of analysed users for
the training set and the held-out 20% of users for the testing split. For this latter
dataset we hid the class labels and detected the label using the below model.
4.2 Vector Space Detection Model
To induce a detection function that can perform multi-class classiﬁcation we use
a vector space representation of classes and their boundaries to identify the most
similar, or rather proximal class, to an arbitrary user’s feature vector. We deﬁne
this function as: f(x) = argmaxs∈S sim(x, s), where sim is derived using a given
similarity function and thus chooses the class (lifecycle period) that maximises
similarity. We vary the similarity function (sim(x, s)) through four measures:
1. Cosine Similarity: Measures the cosine of the angle between the user’s fea-
ture vector x and the class centroid vector from the training data ps.
2. Euclidean Distance: Measures the distance between the vectors and then
takes the reciprocal of this distance to derive the similarity measure, as the
reciprocal distance is maximised when the Euclidean distance is minimised.
3. Mahalanobis Distance: Accounts for the variance in the class distribution
from which the centroid vector is derived by including the covariance matrix
Σs of the class s: simmah =
(
(x− ps)Σs(x− ps))− 12
4. Spearman Rank Correlation Coeﬃcient: Measures the extent to which a
monotonically increasing or decreasing association exists between the fea-
ture vector and class centroid: 1 indicates a strong positive association, −1
indicates a strong negative association.
5 Experiments
5.1 Experimental Setup
For the experiments we tested the performance of diﬀerent feature sets and sim-
ilarity functions: for the feature sets we tested in-degree (i.e. in-degree entropy,
in-degree period cross-entropy, etc.), out-degree and lexical features, followed by
entropy (i.e. in-degree entropy, out-degree entropy, etc.), period cross-entropy
and community cross-entropy features, before then combining all features to-
gether. We set the value of k, the number of previous periods to derive the
growth rates from, to 5, and tested the performance of detecting all lifecycle
periods (S = {6, 7, . . . , 20}). We applied the classiﬁcation accuracy measures of
precision and recall as macro averages over the classes under inspection (s ∈ S)
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and then took the harmonic mean of precision and recall as the f-measure (F1
score), We used two baselines in our experiments: (i) a random guesser model,
formed from the probability of success in a single Bernoulli trial per class; and (ii)
the naive Bayes classiﬁer. The latter comparing the vector space model against
an existing generative model that is regularly used in multi-class classiﬁcation
tasks, and the former measuring performance of each vector space model against
the random model using the Matthews correlation coeﬃcient (mcc).
Table 2. F1 scores of the diﬀerent platforms when detecting the user lifecycle peri-
ods using diﬀerent detection models and feature sets, with the Matthews Correlation
Coeﬃcient in parentheses to show improvement over the random model baseline
Platform Feature Set Cosine Euclidean Mahalanobis Spearman
Facebook In-degree 0.677 (0.637) 0.757 (0.730) 0.706 (0.659) 0.672 (0.627)
Out-degree 0.609 (0.582) 0.751 (0.718) 0.703 (0.665) 0.592 (0.553)
Lexical 0.653 (0.632) 0.757 (0.730) 0.739 (0.700) 0.629 (0.601)
Entropy 0.674 (0.618) 0.757 (0.730) 0.676 (0.621) 0.654 (0.602)
Period Cross Entropy 0.650 (0.590) 0.774** (0.746) 0.630 (0.586) 0.647 (0.589)
Comm’ Cross Entropy 0.643 (0.592) 0.760 (0.732) 0.657 (0.610) 0.671 (0.621)
All 0.676 (0.614) 0.757 (0.730) 0.659 (0.608) 0.686 (0.633)
SAP In-degree 0.582 (0.520) 0.665 (0.652) 0.426 (0.376) 0.583 (0.527)
Out-degree 0.597 (0.571) 0.658 (0.647) 0.600 (0.588) 0.574 (0.541)
Lexical 0.583 (0.521) 0.665 (0.652) 0.431 (0.378) 0.558 (0.499)
Entropy 0.522 (0.468) 0.665 (0.652) 0.470 (0.418) 0.532 (0.467)
Period Cross Entropy 0.643 (0.591) 0.656 (0.651) 0.434 (0.377) 0.640 (0.590)
Comm’ Cross Entropy 0.546 (0.497) 0.708*** (0.677) 0.529 (0.475) 0.520 (0.466)
All 0.619 (0.565) 0.665 (0.652) 0.423 (0.364) 0.640 (0.590)
Server Fault In-degree 0.671 (0.631) 0.748 (0.721) 0.718 (0.664) 0.667 (0.619)
Out-degree 0.635 (0.613) 0.760 (0.727) 0.732 (0.683) 0.608 (0.580)
Lexical 0.666 (0.631) 0.748 (0.721) 0.711 (0.663) 0.643 (0.595)
Entropy 0.669 (0.631) 0.748 (0.721) 0.703 (0.637) 0.654 (0.602)
Period Cross Entropy 0.701 (0.650) 0.774** (0.747) 0.622 (0.584) 0.702 (0.660)
Comm’ Cross Entropy 0.650 (0.597) 0.738 (0.710) 0.709 (0.647) 0.651 (0.603)
All 0.698 (0.637) 0.748 (0.721) 0.706 (0.637) 0.680 (0.632)
Significance codes: p-value < 0.001 *** 0.01 ** 0.05 * 0.1 . 1
5.2 Detection Results
Table 2 shows the detection results across the platforms using diﬀerent feature
sets and similarity functions. For all platforms Euclidean distance performed
best with performance variation between the feature sets: period cross-entropy
for Facebook and Server Fault; and community cross-entropy for SAP. This
suggests that information about the user evolving with respect to his earlier
properties and/or the community is suﬃcient to detect the period of the user.
We performed signiﬁcance testing using the Mann-Whitney test of the diﬀer-
ence in performance between the best model from each platform and the next
best performing model, and found the diﬀerences to all be signiﬁcant (as indi-
cated in the table). Interestingly, for all of our tested models we signiﬁcantly
outperformed the random model baseline, as indicated by the mcc values within
the parentheses. We omitted the performance of the naive Bayes classiﬁer for
legibility, however it is suﬃcient to add that it achieved low F1 scores across
all platforms and feature sets (0.092, 0.098 and 0.126 for Facebook, SAP and
Server Fault respectively), hence our vector space model signiﬁcantly (p < 0.001)
outperforms this second baseline.
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6 Conclusions and Future Work
In this paper we presented a means to model the development of users in online
community platforms along diﬀerent properties (in-degree, out-degree, lexical
terms) and using diﬀerent development indicators (period speciﬁc entropy, past
period cross-entropy, community cross-entropy), ﬁnding that the examined plat-
forms show similarities in terms of how their users evolved. Armed with such
insights we presented a vector space detection model, with varying vector sim-
ilarity functions, that used the growth rates of users’ properties from earlier
lifecycle periods to detect the current lifecycle period of the user. Our evalua-
tion demonstrated the high levels of accuracy that we achieve across the four
tested similarity functions - ﬁnding minimised Euclidean distance to perform
best - and signiﬁcant improvement in performance over a random model and
the naive Bayes classiﬁer. Future work will include exploring alternative classi-
ﬁcation approaches and examining a more real world test setting in which the
lifecycle period of the user is to be detected: i.e. given an arbitrary point in time
return the lifecycle period of a user. As our work is one of the ﬁrst to propose
a model to detect the lﬁecycle period of online community users it has impli-
cations on churn prediction: we can detect users in their ﬁnal lifecycle periods,
thereby allowing community managers to take the appropriate action to retain
those users (e.g. recommending content to interact with).
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Abstract. The structure of a social network is time-dependent, as relationships
between entities change in time. In large networks, static or animated visualiza-
tions are often insufficient to capture all the information about the interactions
between people over time, which could be captured better by interactive inter-
faces. We propose a novel system for exploring the interactions of entities over
time, and support it with an application that displays interactions of public figures
at events.
1 Introduction
In the context of image search, people often query and browse photos of celebrities
and public figures [5]. Automated query analysis allows search engines to identify the
queried person and display structured information on the result screen (e.g. biographical
information, birth year, related people, etc.). The information is usually an aggregated
summary of a person’s life and does not allow the user to further explore important
events, nor the social interactions of a celebrity.
Representing events in a person’s life, and especially social interactions, can help
us to gain a better understanding of a person, not just as a standalone entity but as
an individual in a social environment. A person at a particular instant of time is not
just a set of properties (e.g. hair color, job, birth date, etc.), but is also defined by the
connection to other people.
Displaying the interactions of entities over time is a challenging task because of
the conflation of the temporal and relational dimensions. Tools to visualize and explore
interactions between entities in time tend to focus either on the structural or the temporal
dimension. On one hand, tools to animate dynamic graphs [14] [1] can visualize the
evolution of the whole set of interactions in the system, but they do not provide a way to
explore the history of relations. On the other hand, timelines [10] [8] and their variants,
such as stacked lines charts and stream graphs [4], foster the exploratory visualization
of temporal data by explicitly displaying temporal sequences of events as lines on a
reference plane. However, being focused on the representation of temporal information
only, the interaction between entities is not easily represented in such displays.
Attempts to produce visualization between these two extremes have been made in the
past. Tools for the exploration of genealogical data explicitly represent both time and
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 40–45, 2013.
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interactions, but are bound to the visual paradigm of the tree [2]. Visualizations with
metro maps [13] [12] allow a more generic layout, but relax the constraint on time rep-
resentation, being more similar to graphs than timelines. Alluvial diagrams have been
used to represent changes in network structure over time [11]. In such representations,
each line is a cluster of entities and one can see how entities move across them in time.
In Metro, however, the focus is on entities and their interactions rather than on clusters.
TimeNets is a tool for genealogical data visualization [7]. People’s lives are represented
on a horizontal timeline as lines spanning from the year of birth to the year of death.
Lines of different people join and split correspond to weddings or separations. How-
ever, Timenets does not allow exploration by query and is tailored towards genealogical
data, where the interactions between people are few and, on average, span a long period
of time (e.g. marriage).
In this paper we present Metro, a system for exploring social interactions over time,
leveraging information about participation in public events, using the paradigm of cross-
ing life lines over time. Metro provides functions to explore online content in an un-
conventional yet practical way, allowing complex exploration of the information space
by querying, pivoting over people and events, and inspecting the context information
around the visualized interactions (photos of events and related people). Metro not only
allows the user to explore existing social interactions and visualize their temporal char-
acteristics, i.e. are they sporadic, periodic or clustered around a particular date. It also
helps the user to discover tempo-structural holes in the network, i.e. moments in time
when links between people are missing. Through interactive search, Metro can retrieve
people that are connected to a particular person and not to another. To the best of our
knowledge, this work is the first to present such feature automatically.
We present an example to motivate the Metro approach. Consider the case of a person
living in different geographical locations. His or her social network could be composed
of separate components. This is often due to the geographical distance between the peo-
ple one knows. If we represent the social network as a graph, we would see the person
acting as a hub across communities. Without any further information, we are not able to
reconstruct the life of this person, nor the reason why he or she is connecting such het-
erogeneous communities. By exploiting time and structure jointly, we can understand if
the person was interacting simultaneously with multiple communities or if he or she was
interacting with a community at a time. Moreover we may be able to observe frequent
and time-independent interaction, i.e. people with whom he or she interacts across loca-
tions (e.g. family, long-lasting friends, etc.). Displaying participation to events instead
of explicit connections allows us to distinguish between currently active and non active
relationships.
The methodology we present could naturally adapt to many exploratory tasks, such
as co-appearance in online social networks, or authorship of scientific publications. In
this demo, we present an application in search and browsing photos of public figures,
which is a frequent task in image search [6].
2 Exploring People and Events
Metro is a system to explore interactions among people over time. In the application
we present, people are public figures and their interactions are the co-participations
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Fig. 1. The interface containing the event bar (red), the search field (yellow), the people and
ignore lists (green), and the timeline (blue)
in events. Figure 1 shows a snapshot of the working system. We can see how three
politicians interact during 2009. Each person is represented by a horizontal line of the
same color as their name on the left. Lines join when the two people appear together
in photo. We can see, for example, that Vladimir Putin visits Angela Merkel during
mid-January. Along the blue line there is a point surrounded by a gray circle. This is
the currently selected point. It refers to the preparation of US president Barack Obama
to Russia. The photos of the event are shown in the upper part.
The front-end of this demo has been fully developed in HTML 5 and the back-end
uses PHP 51 and MySQL2. It is powered by the metadata from approximatively 9 mil-
lion images, taken between the years 2000 to 2011, from a well-known stock photo
agency [9]. Photo metadata includes the timestamp, the list of people which appear and
the id and description of the event the photo relates to (e.g. royal wedding, G8 summit,
etc.). To enhance the visualization with more accurate people description, we crawl the
Wikipedia information of all the available person names. Among all the people in our
corpus, 78% have a Wikipedia page. The following sections will describe the function-
alities currently featured in Metro.
2.1 Interface Structure
In this section we describe the structure of the interface. Figure 1 shows the interface
of Metro; components of the interface are highlighted by different colors to ease the
description.
1 http://php.net/
2 http://www.mysql.com/
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(a) The profile of a celebrity. (b) Recommendation of people.
Fig. 2. The profile of a user and the recommendation box as they appear in the interface
Interactions between people are displayed with intersecting life lines on the top of
a timeline (bottom right module, highlighted in blue). The horizontal axis represents
time and the vertical one the social relations. Participation in events are represented as
points on the person’s life line. When multiple people attend the same event, the points
are grouped together, placed on the topmost free row and enclosed in a black border.
To minimize line crossings when many lines are present, we use a greedy algorithm to
order them so that lines of people who appear together often are drawn close to each
other. The timeline can be explored by horizontally zooming or scrolling.
Hovering on a point opens a text-box with a short event description, while clicking
on it loads related pictures in the event bar (red box in the figure), together with the full
event description and the list of other people attending the event.
On the left in the green box is the people list, which contains the list of currently
displayed people. Clicking on a person’s photo displays the biographical information,
extracted from Wikipedia (see Figure 2(a)). People in the people list can be dragged
down to the ignore list. The timeline only shows events in which at least a person in the
people list appears and no person in the ignore list appears.
2.2 Recommendation Algorithm
The people list can be expanded by searching for a person’s name in the search field
on top (yellow). If no query is typed, clicking on the search field opens a box with
a recommendation list of the people who mostly co-occurred with the people already
present in the list (see Figure 2(b)). The recommendation algorithm takes in input two
disjoint sets of people, P+ (the current people list) and P− (the ignore list), and the
current time frame on the timeline t1 ≤ t2. The suggested people should be tightly
connected to the ones in P+ but not to the ones in P− in the given time frame.
The score assigned to people for ranking is computed as follows. First, let c : R ×
‖P‖ × ‖P‖ → R be the co-occurrence function, where c(t, pk, ph) returns the number
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of photos taken at time t in which both pk and ph appear. Second, the time-constrained
co-occurrence function c¯(p1, p2) =
∫ t2
t1
c(t, p1, p2) dt is created to quantify how often
people co-occur in a specified time interval. Finally, the person score p, which is used
to rank people for the recommendation list, is computed as:
score(p) =
∏
p+∈P+ c¯(p, p+)∏
p−∈P− c¯(p, p−)
. (1)
An example of recommendation is shown in Figure 2(b). In this case p+ = { Barack
Obama } and p− = { Michelle Obama }. The recommended person, the vice-president
of the United States Joseph Biden, appears often with Barack Obama but not with
Michelle.
2.3 Functionalities
Unlike previous work, Metro allows users to explore the history interactions over time
at different granularities and across several dimensions. This is done by means of the
following functions.
Search People. The social space is explored by searching for a person’s name. When
adding new life lines in the interface, the intersections in common events are dynami-
cally adapted.
Slice over Social or Time Dimension. Display all events for a person in the timeline or
all the attendees at an event in the event bar. The slicing works also for group of people,
when more than one are selected.
Context Exploration. The interaction between public figures during events is contextu-
alized by the content displayed in the event bar. Pictures related to the events are shown,
together with the full set of attendees.
Pivoting. People related to the ones displayed and to the current time frame are recom-
mended with the algorithm described above, allowing the user to pivot from one person
to another based on their past co-appearances. Moreover, event attendees shown in the
event bar can be added to the people list. The iteration of this process allows to move
smoothly through the space and find related entities [3].
3 Conclusions and Future Work
Metro is a system for explore people’s participation in public events. The interface
jointly represents social interactions and the temporal dimension, and allows the user
to browse through people using either. This rich set of features enables an effective
way to explore the information space that could be adapted to different domains. As
future steps, we plan to include functionalities to reduce and aggregate the information
displayed, by clustering similar entities.
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Follow My Friends This Friday!
An Analysis of Human-Generated Friendship
Recommendations
Ruth Garcia Gavilanes, Neil O’Hare, Luca Maria Aiello, and Alejandro Jaimes
Yahoo! Research, Barcelona
Abstract. Online social networks support users in a wide range of activities,
such as sharing information and making recommendations. In Twitter, the hash-
tag #ff, or #followfriday, arose as a popular convention for users to create contact
recommendations for others. Hitherto, there has not been any quantitative study
of the effect of such human-generated recommendations. This paper is the first
study of a large-scale corpus of human friendship recommendations based on
such hashtags, using a large corpus of recommendations gathered over a 24 week
period and involving a set of nearly 6 million users. We show that these explicit
recommendations have a measurable effect on the process of link creation, in-
creasing the chance of link creation between two and three times on average,
compared with a recommendation-free scenario. Also, ties created after such rec-
ommendations have up to 6% more longevity than other Twitter ties. Finally, we
build a supervised system to rank user-generated recommendations, surfacing the
most valuable ones with high precision (0.52 MAP), and we find that features
describing users and the relationships between them, are discriminative for this
task.
1 Introduction
Social media services have emerged as platforms on which people express opinions,
obtain information about topics of interest (e.g. sports, fashion, etc.), discover breaking
news, and receive updates from their friends, contacts, and their favorite celebrities.
Most social media sites allow users to set up a network of connections (e.g., friends,
contacts, celebrities) from which they can receive information. In some networks, such
as Twitter or Google+, connections need not be reciprocal, and any user is free to follow
any other user with a public profile, to be able to see their posts or status updates.
Since users are allowed to follow people they do not know, an important question
is who else they should follow, in particular people who might be sources for the type
of information they are interested in. In response to this need, Follow Friday emerged
in 2009 as a spontaneous behavior from the Twitter user base, inspired by a blog post
of an influential blogger1: users post tweets with the #followfriday or #ff hashtag, and
include the usernames of the users they wish to recommend. As the name suggests, by
convention these recommendations are made on Fridays. The key idea behind Follow
1 http://mashable.com/2009/03/06/twitter-followfriday/
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 46–59, 2013.
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Friday is that people you already follow should be able to suggest new contacts that
you will be interested in following.
In 2009 and 2010, in particular, the popularity of these hashtags on Twitter rose
considerably, up to the point that the Twitter hashtags #followfriday and #ff were among
the most popular hashtags observed in several large-scale Twitter corpora [25,20].
Although Twitter now has an automatic recommender system for contacts, the anal-
ysis of the dynamics of the Follow Friday phenomenon is interesting from multiple
perspectives. From the angle of complex systems analysis, measuring the effect that
collective recommendation processes have in driving the connectivity choices of indi-
viduals is very valuable to quantify the ability of a system to self-organize. Additionally,
our analysis identifies features that are most predictive of tie formation in a peer-to-peer
link recommendation process. This is useful on the one hand to alleviate the informa-
tion overload of users receiving recommendations from their peers, by identifying the
‘strongest’ recommendations among hundreds or even thousands, and on the other hand
to improve the design of automatic contact recommendation algorithms.
In this paper we focus on the dynamics of Follow Friday as a form of broadcast
recommendations, making the following main contributions:
– We analyse for the first time the dynamics of a large-scale human-driven recom-
mendation system and, by comparing it with two baseline conditions, we measure
its impact on the process of follower-link creation. We find that recommended users
have a chance of being followed that is roughly two or three times higher than a
recommendation-free scenario. We also measure how long the recommendation ef-
fect lasts, as well as the effect of repeated recommendations and the longevity of
the accepted recommendations (i.e. how long these follower links persist).
– We develop a recommender system for ranking the human-generated recommen-
dations received by a user. We evaluate this system against a corpus of known ‘ac-
cepted’ recommendations, identifying the features that are more predictive of link
creation. Our recommender achieves a MAP of around 0.52, which is extremely
high given the sparsity of the link recommendation problem. To the best of our
knowledge, this is the first friend recommender system built and evaluated on hu-
man created recommendations.
The rest of this paper is organized as follows. In the next section we summarize
related work, followed in Section 3 by a description of the dataset and a summary
of key terminology. In Section 4 we analyze the Follow Friday phenomenon along a
number of dimensions, and quantify the extent to which it has a real effect on users’
following behavior. We then, in Section 5, propose and evaluate a recommender system
for ranking a user’s received Follow Friday recommendations. Finally, we conclude the
paper in Section 6.
2 Related Work
The study of user-generated recommendations based on Follow Friday tags lies be-
tween two streams of research on recommender systems: recommendation based on
user-generated content and social link recommendation.
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A number of studies have been done on friendship recommendations in the context
of Twitter, for instance Hannon et al. [11] compared collaborative filtering and content-
based recommendation for the purpose of link recommendation on Twitter. Garcia Es-
parza et al. [9] presented a movie recommendation system that extracts information
from a Twitter-like microblog platform for movie reviews. They profile 537 users and
1080 movies according to words and tags, and offer content-based and collaborative-
filtering recommendations. Several aspects of user profiles have been studied for
recommendations, for example Abel et al. [1] propose a methodology for modeling
Twitter user profiles to support personalized news recommendation. They compare pro-
files constructed from the complete long-term user history with profiles based only on
users’ most recent tweets.
The task of predicting link formation (or deletion) in social graphs is one of
the major challenges in the area of link mining, and has been well studied in the
last decade [17,19,13]. Approaches have been proposed based on attributes of the
nodes [13], structural graph features [26,18], or both [2]. Unlike most of the work on
link prediction that tries to predict future links in balanced sets of positive and negative
samples, we are interested in a variant of link prediction, namely link recommendation,
that is strictly user-centered and aims to provide a list of contacts to a user with the ob-
jective of maximizing the acceptance rate. Due to its inherent sparsity, this problem is
more difficult than general prediction, and it has received little attention so far [4]. Pre-
vious studies also investigated what are the most predictive network and profile features
for link formation in Twitter [12].
Despite the previous work in the area, we are not aware of any other attempt at
characterizing human-generated recommendations and to leverage them to provide au-
tomatic contact suggestions. We also quantify the power of different features in predict-
ing the formation of new links, not just considering structural or profile features of the
user accounts, but focusing also on features that are descriptive of the human-driven
recommendation process, such as the characterization of the relationship between the
different human parties involved: the user who produces the recommendation, the one
who receives it, and the one who is recommended.
3 A Dataset of Broadcast Friend Recommendations
Twitter is a social media platform on which users post 140-character messages called
tweets. Users can follow other users and get notified with the tweets they post. For con-
venience, we will refer to the follower-followee relationship as a friendship relationship,
although strictly speaking this relation only occasionally represents a true friendship:
follower links are often not reciprocated [7] and often the followee can be an orga-
nization or a celebrity. So, in this sense, it is more correct to think of the followee
as an information channel whose updates the user may be interested in subscribing
to. In Twitter, a hashtag is any sequence of characters, without whitespace, preceded
by the # symbol, and a ‘mention’ consists of any Twitter username preceded by the
symbol ‘@’. We define Follow Friday recommendations as broadcast mentions of user-
names in tweets containing the hashtag #followfriday or #ff (case-insensitive)2. So, for
2 We use the term Follow Friday to refer to the use of either of these Follow Friday hashtags.
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Table 1. Unique # of Receivers, Recommenders, Recommended Users, Recommendation In-
stances, and Accepted and Rejected Recommendations
Total
Initial seed set 55,000
Receivers 21,270
Recommenders 589,844
Recommended Users 3,261,133
Recommendation Instances 59,055,205
Accepted Recommendation Instances 354,687
Rejected Recommendation Instances 58,700,518
example, the tweet "#followfriday @Lula and @Obama for being such
great leaders" recommends people to follow the Twitter users Lula and Obama.
In March 2011, using the Twitter stream API, we randomly selected a seed set of
55,000 users. To remove profiles that are unlikely to be legitimate or active, we follow the
approach of Lee et al. [15] and exclude users who have more than 1000, or less than 100,
followers or followees. This filter also excludes celebrities, who usually do not interact
with other users [14]. We monitored the evolution of the seed users’ followees over time
by collecting snapshots of the seed users’ contact networks during a 24 week period from
March 24th, 2011 to September 5th, 2011. The snapshots were taken twice a week, every
Thursday and Monday yielding a total of 48 network snapshots. This choice is motivated
by the fact that, although the recommendations are mostly broadcast on Fridays (76%),
there is still a non-negligible amount of recommendations broadcast on Saturday (14%)
and Sunday (3%), therefore Thursday and Monday snapshots can describe the status of
the network right before and right after the recommendation takes place.
In the remainder of this paper, we use the following terminology:
– Receivers (Rcv). Users from the initial seed set who accepted at least one Follow
Friday recommendation at any time during the 24 week period.
– Recommenders (Rdr). The followees of the receivers (Rcv) who made at least
one Follow Friday recommendation during the 24 week period.
– Recommended users (Rdd). The users mentioned after the Follow Friday hashtag
in the messages of the recommenders (Rdr).
– Recommendation Instance (Rec). The tuple 〈rdd, rdr, rcv, w〉 identifying an
instance of a recommended user, made by a recommender, and exposed to a specific
receiver in a given week (w). We use lowercase letters to identify elements in the
actors sets (e.g., rdr ∈ Rdr)
– Acceptance. We consider a recommendation instance made at time t to be ac-
cepted if its receiver becomes a follower of the recommended user between time t
and time t+Δ. Unless stated otherwise, the Δ considered is one week. Although
we use the term acceptance, we cannot be sure about the causal relation between
recommendation and acceptance (see discussion in Section 4.1).
– Rejection. We consider a recommendation instance made at time t to be rejected
if the receiver does not follow the recommended user between time t and t + Δ.
Recommended users who are already followees of the rcv are not considered in the
analysis.
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Table 1 summarizes the quantities of followers, receivers, recommenders, recommended
users and recommendation instances in our dataset.
4 Analysis of Broadcast Recommendations
During the 24 weeks captured by our dataset, we have a total of 144,180 unique new
followees, from 354,687 Follow Friday accepted recommendation instances: this means
that, on average, for accepted recommendation instances, the receiver got recommenda-
tions to follow the same recommended user from 2 distinct recommenders. Table 2shows
the acceptance rate (the number of accepted recommendations divided by the number
recommendation instances) for recommendations under various conditions where one
of the actors involved in the recommendation instance mentioned one of the others in
the previous week (using the ‘@username’ convention). The first column indicates the
direction of the mention and the users involved. The case of rdr → rdd (recommender
mentions recommended) involves all recommendations since this is a necessary condi-
tion of a Follow Friday recommendation.
We can see that, overall, the acceptance rate is very low at 0.006 (i.e. 0.6% of rec-
ommendations are accepted), which is to be expected, since the recommendations are
broadcast, as opposed to being personalized, and may not even have been seen by the
receiver. When one of the actors mentions another, the acceptance rate tends to increase,
which is expected, since these mentions are indicators of an active relationship. When
either the recommended user (rdd) or the receiver (rcv) mention each other, the accep-
tance rates are roughly 10 times higher than the average (10% to 14% of recommenda-
tions accepted), which is not surprising since it shows that there is already a connection
between these two users who form the new link. Note that while the acceptance rate for
these particular cases is relatively high, the volume is low, indicating that these cases
of pre-existing relationships are not typical of Follow Friday recommendation accep-
tances.
4.1 Effect of #FF Recommendation
Since Follow Friday is a spontaneous recommendation phenomenon, the first question
that arises is whether it has an actual impact on the creation of new follower links,
and to what extent. In complex social systems, determining the causes of observed
evolutionary phenomena is a very challenging task, due to the intrinsic difficulty in
disentangling all the factors that produce the events observed in a-posteriori data-driven
studies [23]. Even when controlled experiments are performed [3,5], it is very difficult
to know with absolute certainty which factors trigger the observed dynamics.
In our case, the inclusion of a new recommended user in the followee list cannot
be interpreted directly as a cause-effect sequence, since the adoption may be driven
by factors that are not related with the recommendation itself, such as unobserved on-
line interactions or even exogenous events. Nevertheless, when sufficiently extensive
temporal data is available, it is possible to compare the evolution of the system under
different conditions, or null models [6,22], to understand if the the target factor has an
effect, distinguishable from the other conditions, on the evolution of the system.
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Table 2. Acceptance Rates for Follow Friday Recommendations, under various conditions where
the users mention each other in the preceding week. For example ‘rdd→rcv’ indicates that the
recommended mentioned the receiver, and ‘rdd↔rcv’ indicates that the recommended and re-
ceiver both mentioned each other. (rdd→rdr is omitted because it is identical to rdd↔rdr in this
dataset: by definition, the recommender mentions the recommended for all recommendations.)
Mentions Volume Proportion Acceptance Rate
rdr→rdd 59,055,205 1.000 0.006
rdd↔rdr 4,667,056 0.079 0.009
rcv→rdr 9,071,311 0.154 0.010
rdr→rcv 9,199,224 0.156 0.011
rdr↔rcv 6,242,059 0.106 0.012
rcv→rdd 205,447 0.003 0.095
rdd→rcv 238,822 0.004 0.097
rcv↔rdd 76,482 0.001 0.145
Specifically, we measure the added value of Follow Friday by comparing the accep-
tance rate of #ff or #followfriday recommendations with two alternative conditions:
(a) Implicit recommendation model: all usernames mentioned in any tweet received
by users in the receiver set (Rcv) are considered implicit recommendations, based
on the assumption that being exposed to the names of some users may increase the
probability of adopting them as new followees. The implicit recommendations we
consider are all mentions appearing in non-#ff tweets during the week before the
target week, and that never previously appeared as an explicit #ff recommendation
(for the same receiver) in the 24 week sample.
(b) Unobserved recommendation model: for this model, we assume that, due to un-
observed factors, the contacts recommended through #ff hashtags would have been
added by the Rcv set even in absence of any explicit #ff recommendation. These
unobserved factors could include, for example, the rising popularity of the rec-
ommended user or relevance of the topics discussed by the recommended user to
external breaking events. To model this condition, we apply a temporal shift: for the
set of #ff recommendations made at time t, we measure their acceptance rate at time
t − 1, before the actual recommendation is made, i.e. we measure the acceptance
rate in a situation where the external conditions are similar (one week previously),
but where no Follow Friday recommendation has been made. To keep this model
separate from the implicit one, we exclude cases where the receiver received im-
plicit recommendations, up to time t− 1, for the same recommended user.
The difference in the acceptance rate between the three models, depicted in Figure 1,
shows that #ff recommendations lead users to follow a higher proportion of contacts
compared to models in which #ff is not considered. Apart from an outlier at week
1, the margin between the #ff model and the two alternative conditions is large, with
#ff having an acceptance rate always between two and three times that of the others.
By disentangling the role of the presence of the #ff tag from other factors that play an
important role in the creation of social links, mainly homophily, the comparison with
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Fig. 1. The acceptance rate for Follow Friday recommendations in different weeks, compared
with implicit and unobserved recommendation models
these alternative conditions provides strong evidence that the recommendation has an
effect on the probability of link creation.
Whereas homophily may have a role in the selection of a recommended profile
among other recommended ones, it seems not to be the main reason for the recommen-
dation acceptance itself. Since the unobserved condition is simulated by performing a
one week temporal shift, if we assume that the homophily effect between two users
is not likely to change drastically in this one week time frame, then if the probability
of acceptance is mainly determined by homophily, the #ff and unobserved conditions
would have similar acceptance rates. The fact that this is not the case is, we believe,
strong evidence that the #ff recommendation, and not purely the similarity between the
profiles, drives the creation of the new link. Of course, there may be cases where the
homophily effect changes drastically over the one week time shift, but it seems unlikely
that this would explain all of the recommendation acceptances in this very large corpus.
A slight decreasing trend in acceptance rates over time is observed for all conditions,
most likely due to the effect of the residual signal of explicit and implicit recommen-
dations from the previous weeks (i.e. due to recommendations made before week 1 of
our study, which we have no information about). To further verify this hypothesis, we
measure how much the effect of an implicit or explicit recommendation lasts in time by
computing the acceptance rate n weeks after the recommendation is made. To do so,
we split our 24-week sample in half and observe the percentage of recommendations
(from the first 12 weeks) that receivers followed up to 12 weeks after the recommen-
dation was made. We do not consider cases where the recommendation was repeated
after the week of the initial recommendation. Figure 2 reveals that the likelihood of
subscribing to a recommended profile extends over several weeks and, after an initial
substantial drop, fades slowly. We observe that the probability does not seem to stabi-
lize even after 12 weeks. Even though the scenario in which a user remembers a Follow
Friday recommendation after several weeks is unlikely (especially if the recommenda-
tion has not been repeated), the probability decay is evident. The reasons behind such
a long-lasting decay are difficult to find, since over such a large time scale many other
interconnected events co-occur in the network’s evolution. We argue that the effect of
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Fig. 2. Acceptance rates n weeks after a rec-
ommendation is made
Fig. 3. Longevity of accepted recommenda-
tions
the #ff recommendation may introduce a perturbation in the network structure that may
lead to delayed adoptions.
For instance, a user who received a recommendation before, but did not accept it,
may create the link later because other users in his neighboring network accepted it,
leading to new opportunities for social triangle closure [16].
To go beyond the acceptance rate of recommendation, we now look at the longevity
of the new social ties created as a consequence recommendations. Figure 3 shows the
percentage of acceptances that were still in the receivers network after n weeks. The
curve labeled as Others represents all the users that were followed for reasons not re-
lated to the conditions considered in this study. After 12 weeks, we can see that 83% of
#ff links are still in the receiver’s network, versus 80% of links that follow implicit rec-
ommendations, and 76% of other follower links. This is an important finding in an en-
vironment such as Twitter where social ties have been observed to be very volatile [13].
4.2 Repeated Recommendations
In social sites such as Twitter, it is likely that a single broadcast Tweet may not be seen
by many of a user’s followers. Repeated recommendations, therefore, are likely to in-
crease the likelihood of a recommendation being accepted, because the follower is more
likely to see the recommendation at least once, and because repeated viewings of the
recommendation may reinforce it. Figure 4 (a) plots the acceptance rate against recom-
mendation repetitions, where repetitions are counted as recommendations received pre-
viously by a user within the time frame covered by the corpus. We consider two cases:
when the recommendation is in the form of a Follow Friday recommendation only, and
when there are only implicit recommendations. The results show that repeated recom-
mendations make a significant difference. We can also see that it takes many implicit
recommendations to have a similar effect as even a single Follow Friday recommen-
dation, with 15 implicit recommendation having a similar acceptance rate as 1 Follow
Friday recommendation.
Figure 4 (b) plots the acceptance rate versus the number of distinct recommenders
who recommend the same recommended user a receiver, and it shows a similar increase
in the acceptance rate as the number of distinct recommenders increases, but with a
bigger gap between the Follow Friday recommendations and the implicit model.
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(a) (b)
Fig. 4. The effect of repeated recommendations on the acceptance rate. (a) The number of re-
peated recommendations vs acceptance rate. (b) The number of distinct recommenders vs accep-
tance rate.
5 Recommender System
In the broadcast recommendation setting given by Follow Friday, users are exposed to
a large number of friend recommendations every week. In a situation of information
overload, the ‘good’ recommendations are likely to get lost among noisy ones, there-
fore automated methods are needed to detect the most valuable recommendations. We
envision a scenario where all recommendations received by a user in a given week
are ranked such that the good recommendations are at the top of the ranking. This
essentially corresponds to providing recommender service built on top of the human-
generated recommendation system.
In the following, we verify that it is possible to rank Twitter friendship recommenda-
tions and surface the most valuable ones, and we evaluate the utility of various features
for this task. Secondly, by analysing the predictive value of different features for rank-
ing recommendations, we supplement the analysis of the previous section, giving fur-
ther insight into features that can predict the creation of a link after a recommendation
is made.
5.1 Features for Ranking Recommendations
For each recommendation instance 〈rdd, rdr, rcv, w〉 we calculate a number of fea-
tures, and group them into 3 main types: user-, relation-, and format-based.
User-Based Features. These features describe an individual Twitter user, whether it be
a receiver, a recommender or a recommended user. We identify two types of user-based
features, attention-based and activity-based:
(a) Attention-Based features are related to the level of attention given to the user by
other users. We measure popularity (followers/(followers + followees)), the
number of times the user has been mentioned, the number of people mentioning
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the user, the number of times the user has been recommended with a Follow Friday
hashtag, and the number of distinct recommenders.
(b) Activity Based features describe the level of activity of a user. We count the number
of new followees of a given user for a given week, the average tweets per day of
the user (over the entire history of the account), the number of recommendations
accepted by receivers, and the number of distinct recommenders the a receiver has
accepted recommendations from. Finally, we also count mentions, the number of
distinct Twitter accounts mentioned by the user.
Relation-Based Features. These features describe the relation between pairs of users in
the 〈rdd, rdr, rcv 〉 triple, based on either profile similarity or communication patterns.
(a) Communication-based features describe the level of communication between two
users. Conversational mentions count the number of times a user mentions another
user, and is calculated separately for each pair of users involved in a recommenda-
tion. The number of Follow Friday recommendations, (the number of times a user
recommended another user) is calculated for each pair of users. We also count the
number of previous acceptances between the receiver and the recommender, based
on Follow Friday recommendations and on implicit recommendations. Last, we
measure the friendship duration between the receiver and recommender by number
of weeks.
(b) Similarity-based features describe the similarity of users. Separate content-based
similarity features calculate similarity between all the tweets of two users, hashtags
only, mentions only, and urls only. All these features use the weighted Jaccard simi-
larity coefficient, as in Sudhof et al. [24]. Geograpical similarity is a binary feature,
set to 1 if actors are in the same country or 0 if not. The location is parsed from the
users’s declared location using the Yahoo! PlaceMaker API3.
Format-Based Features. These features describe a recommendation with information
of the profile of the users, based either on the context or the format of the recommen-
dation.
(a) The repetitions counts the number times the recommendation has been repeated in
a receiver’s timeline, the number of distinct recommenders who made the recom-
mendation, and the number of previous weeks in which the recommendation was
received.
(b) Context features describe the format or the context of the tweets containing the
recommendation. We consider the day of week on which the recommendation was
made, we record whether the recommendation was made in a retweet or not, the
number of other users appearing together with the recommended user in the Follow
Friday tweet(s), and the length of recommendation tweet (the number of tokens in
the tweet, excluding #ff hashtags and @mentions). Finally, we count the number of
urls in the recommendation tweets. Since many of these measures can have more
than one value for a given user (i.e. they receive the same recommendation from
different people) we calculate both the maximum and minimum for all of them.
3 http://developer.yahoo.com/geo/placemaker/
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Most of the features are calculated over a temporal window prior to the recommen-
dation. For all such features, we calculate two versions of the feature: (1) based on the
one week period prior to the recommendation (to capture recent activity, similarity, etc),
(2) based on all previous weeks in the corpus (to capture longer-term activity).
5.2 Evaluation Methodology
We consider all the unique Follow Friday recommendation instances that a given re-
ceiver is exposed to at week t and rank them with the aim of putting the ‘best’ recom-
mendations at the top of the ranking. For the recommender, we set Δ = 2, meaning
that we consider the acceptances within two weeks of the recommendation, based on
the ground truth of known acceptances. Recommendations accepted after two weeks
are considered as not accepted.
Using the acceptance information as a ground truth, we evaluate our method by its
ability to place the accepted recommendations towards the top of the ranking.
We split the data into training and test sets based on time, with data from weeks 1 to
16 used for training, and weeks 17 to 23 used for testing. We do not test against data
from week 24, as we do not have details of the evolution of the followee network one
week later.
We use two distinct methods to rank the Follow Friday recommendations received by
a user in a given week: (1) based on a linear combination of the normalized scores from
each feature, and (2) using the confidence score from a supervised classifier trained to
classify recommendations as acceptances or rejections.To build the supervised classi-
fier, we take a random subset of recommendations from the training set, ensuring that
this subset contains a balanced set of acceptances and rejections. We train a binary
classifier on this data using the Rotation Forest algorithm [21] as implemented in the
WEKA library [10]. The Rotation Forest method constructs an ensemble of decision
trees using random subspaces and principal components transformation applied to the
input data [21]. For the linear combination of features, we normalize each list of rec-
ommendations by dividing by the feature’s maximum value.
We do not normalize the similarity features based on the weighted Jaccard index,
since those features are already normalized.
Since a receiver can receive many recommendations in a given week, and can accept
one or more of them, we evaluate our various ranking approaches using the standard In-
formation Retrieval measure Mean Average Precision (MAP). MAP evaluates a ranking
by averaging the precision at the rank position where each relevant item is retrieved [8].
In the evaluation of friendship recommendation, an accepted recommendation is analo-
gous to a relevant item, and a recommendation that is not accepted is non-relevant.
5.3 Results
Table 3 shows performance of the Rotation Forest classifier, compared against the lin-
ear combination and a random baseline. The linear combination performs very poorly,
while the Rotation Forest gives encouraging performance, with a MAP of almost 0.5,
showing that machine learning approaches can give good results for this task.
Follow My Friends This Friday! 57
Table 3. Recommendation Mean Average Precision using all features
Ranking MAP
Rotation Forest 0.4959
Linear Combination 0.0565
Random 0.0368
Table 4. Recommendation performance for subsets of features (Rotation Forest)
Features MAP
All 0.4959
User-based 0.0741
Relation-based 0.3976
Format-based 0.0615
User + Relation 0.5176
User + Format 0.0790
Relation + Format 0.3787
In Table 4, we show the results when using various subsets of features, according to
the grouping of features described in Section 5.1. The relation-based features are the
most discriminative for friend recommendation, while the format-based features are not
useful at all, and always harm performance. Finally, the user-based features, while they
do not perform particularly well on their own, improve performance when combined
them with the relation-based features. Overall, the best performing set of features is
user-based + relation-based (i.e. ignoring the format-based features), with a MAP of
almost 0.52.
Due to space we do not show detailed results for individual features, but the single
best performing individual feature is the previous behaviour of the receiver in accepting
recommendations from the recommender. Other relation-based features based on simi-
larity (not communication) are also important, however, and the results in Table 4 show
that optimal performance is achieved when we also consider user-based features.
6 Conclusions
In this paper, we describe the first study of the Follow Friday phenomenon, which aims
to better understand the dynamics of a large scale collective process of human-generated
link recommendations, and to understand the features and conditions that may predict
the creation of new social links.
Furthermore, in contrast with other studies of link prediction in social media, we use
a direct and reliable ground-truth of acceptances and rejections, based on real user be-
havior. We compare acceptance rates of Follow Friday recommendations with baseline
conditions where (a) another user is mentioned, without being explicitly recommended,
and (b) we simulate a condition where there is no observed (explicit or implicit) rec-
ommendation made via Twitter. Through this comparison, we show that explicit Follow
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Friday recommendations have a large, measurable, effect on who users choose to fol-
low on Twitter. We also show that the effect of a recommendation (explicit or implicit)
lingers for a number of weeks, that repeating recommendations has a strong effect, and
that ties formed after Follow Friday recommendations tend to have more longevity than
other ties, an important finding in Twitter, where social ties are quite volatile.
To surface more valuable recommendations above others, we propose an automated
recommender system based on a number of features, which we group into three dis-
tinct categories: user-based, relation-based and format-based. We show that the most
discriminative features for friendship recommendation are those features based on com-
munication and similarity between users. In particular, past behavior in following rec-
ommendations coming from a given recommender is the most predictive feature of
future recommendation acceptance.
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Abstract. Crowdsourced data enumeration, in which the Web crowd is
requested to enumerate data items within a speciﬁed range, is important
in manyWeb applications such as hotel reviews. This paper presents a pro-
cessing method for crowdsourced data enumeration on microtask-based
crowdsourcing platforms. A general approach to achieving a high recall in
data enumeration is to apply the divide-and-conquer principle. However,
how to apply the principle to data enumeration onmicrotask-based crowd-
sourcing platforms is not trivial. The proposed method is unique in that
the workers join the process of generating smaller tasks in a divide-and-
conquer fashion, and the programmer does not need to provide many mi-
crotasks in advance. This paper explains the method, provides theoretical
results to show themethodworkswellwithmicrotask-based platforms, and
explains our experimental results that suggest the proposed method can
achieve higher recalls and produces appropriate tasks for microtask-based
crowdsourcing.
1 Introduction
Crowdsourced data enumeration is a form of human-powered search, in which
humans are requested to enter data items satisfying a given condition. Compared
to other forms of human-powered searches, crowdsourced data enumeration is
characterized by large output volume, and recall is of particular concern. Crowd-
sourced data enumeration is a key component in manyWeb applications, because
it is often the case that algorithms for extracting data items from Web content
are diﬃcult to implement, and that data items do not exist in machine-readable
storages. For example, Wikipedia terms and hotel names in hotel review Web
sites [10] are collected by crowdsourced data enumeration.
This paper presents a processing method for crowdsourced data enumera-
tion on microtask-based crowdsourcing platforms (such as Amazon’s mechanical
Turk). Such platforms attract much attention today. In microtask-based crowd-
sourcing, requesters insert microtasks to a task pool on the crowdsourcing plat-
form, and workers perform the microtasks in the task pool. A simple approach
to data enumeration on a microtask-based crowdsourcing platform is just to pro-
vide a simple microtask that requests the crowd to enter data items (Figure 1).
This approach works well for general human-powered searches for ﬁnding one or
more query results; however, it is unsuitable for crowdsourced data enumeration
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 60–74, 2013.
c© Springer International Publishing Switzerland 2013
A Divide-and-Conquer Approach for Crowdsourced Data Enumeration 61
Fig. 1. A task for data enumeration Fig. 2. Data enumeration by a set of
smaller tasks
in which recall is important. For example, this simple approach will generate low
recall of hospital names in a large city, because workers cannot easily identify
the enumerated data items or missing items in such large enumerated datasets.
A common approach to solve this kind of problem is to apply the divide-
and-conquer principle. In the microtask-based crowdsourcing framework, we can
provide a set of diﬀerent microtasks, where each task requests workers to enter
data items within smaller ranges. For example, when enumerating the names of
hospitals in a city, the microtasks can request workers to enumerate hospitals in
diﬀerent districts (Figure 2). However, several questions arise. First, who deﬁnes
the set of microtasks, given that the task sets diﬀer among application domains?
Second, can we guarantee that the set of microtasks achieves complete data
enumeration?
The contributions of this paper are twofold:
(1) The divide-and-conquer data enumeration in the microtask-based
crowdsourcing framework. To our knowledge, this paper is the ﬁrst to present
the application of the divide-and-conquer principle to data enumeration in the
microtask-based framework. The method is unique in that workers join the
process of gradually generating smaller tasks for enumerating data items in a
divide-and-conquer fashion; therefore the programmer does not need to provide a
speciﬁc set of microtasks in advance. The underlying idea is that workers who
perform the task for data enumeration have some knowledge on the appli-
cation domain and can assist the division of data enumeration into smaller
problems while performing enumeration. As mentioned, how to apply the divide-
and-conquer principle to the microtask-based crowdsourcing is nontrivial. To
achieve this, the proposed method takes as input a task-generation plan that
summarizes the hierarchical structure of the application domain. This plan, to-
gether with the data entered by the workers, is used to generate smaller tasks.
Note that the divide-and-conquer principle is not a magic wand; there are
cases in which it is diﬃcult to divide the problem into smaller problems. We
note that our proposed method is a generalization of the simple approach and
does not enforce us to divide problems.
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(2) Evaluation. The proposed method is theoretically and empirically evalu-
ated. First, we theoretically show that the proposed method is correct, in the
sense that it outputs the same set of data items as the simple approach if workers
perform the tasks appropriately. Second, we show the result of an experiment
using a set of real data to conﬁrm the intuition that the divide-and-conquer
approach raises the recall. In addition, we argue that the proposed method is
highly appropriate for microtask-based crowdsourcing, because the average time
for performing tasks for the proposed method is shorter and the tasks can be
performed in parallel.
The remainder of the paper is as follows. Section 2 explains related work.
Section 3 presents the microtask-based crowdsourcing framework and discusses
the simple approach in the framework. Sections 4 and 5 introduce and evaluate
the proposed method, respectively. Section 6 is the summary.
2 Related Work
Previous researches have addressed how to process a variety of human-powered
operations. For example, several papers [7] [8] [2] [9] addressed how to eﬃciently
process human-powered database operations such as ﬁltering, joins, and sorts.
Among these, human-powered ﬁltering is closely related to human-powered data
enumeration, since both operations enumerate data items that satisfy a given
condition. However, ﬁltering assumes that the result is a subset of data items
stored in the machine; this assumption is absent in crowdsourced data enumer-
ation (more generally, in human-powered searching).
As mentioned in the introduction, if the result of a human-powered search
requires no recall, and a worker in the crowd knows some data items, a simple
task will suﬃce. However, if recall is important and the result contains many
data items, more sophisticated strategies are required to process the operation.
Crowdsourced data enumeration has been considered in several previous works.
In [6], we ﬁrst proposed that workers could be requested to join the divide-and-
conquer process and demonstrated that it is feasible. Trushkowsky et al. [11]
adopted species estimation techniques from statistics and biology literature to
manage the execution of enumeration queries. In particular, they developed meth-
ods that can be used to estimate the completeness of data enumeration, which is
not considered in our approach. Instead, we directly ask workers whether the data
enumeration is completed or not, because in our approach, each task deals with
only a part of data enumeration that is small enough for workers to handle. An
interesting future work would be the combination of our method with such esti-
mation techniques.
Kulkarni et al. [4] applied the divide-and-conquer approach to crowdsourcing
in a more general setting and presented an experimental evaluation. They found
that it is diﬃcult for the crowd to appropriately divide the problem without an
appropriate guidance. Our approach is consistent with their ﬁnding in that our
task generation plan serves as a guidance for generating smaller tasks and our
experimental results show that the proposed method worked well.
A Divide-and-Conquer Approach for Crowdsourced Data Enumeration 63
Fig. 3. MCF overview
1. P. store(T_0);
2. While !P.isEmpty() {
3. w_=getWorker();
4. t_i=P.assignTask(w_j);
5. wait until we get r=t_i.performedBy(w_j);
6. postprocess(t_i, r);
7. }
Fig. 4. MCF algorithm
Another important issue in the data-centric crowdsourcing is data quality. Our
proposed technique can be combined with existing techniques for improving data
quality. For example, many crowdsourcing adopt majority voting [7], a technique
that relies on the law-of-large-numbers. Another approach is a coordination game
[5] [1], in which rational workers give appropriate values. [3] provides a game-
theoretic analysis of games with a purpose for obtaining data, and shows that a
simple change of the incentive structure can aﬀect the obtained data.
3 Microtask-Based Crowdsourcing
This section ﬁrst models a framework for microtask-based crowdsourcing and
then explains a simple approach to data enumeration in the framework.
3.1 Microtask-Based Crowdsourcing Framework
The modeled framework, referred to as MCF, provides an abstraction of widely
used microtask-based crowdsourcing services. In MCF, workers perform micro-
tasks (abbreviated to tasks) that exist in a task pool (Figure 3). Here, we use ti,
wj , and P to denote a task, a worker and the task pool, respectively. Figure 1
illustrates an example of a task. Each task in P is not deleted unless removed
explicitly. Therefore, a task in P can be performed by more than one worker.
Figure 4 shows the MCF algorithm. In Line 1, the task pool P is assigned an
initial set T0 of microtasks. Then, while P contains a task (Line 2), we obtain
a worker (Line 3), assign her a task (Line 4), and (if the task is completed)
postprocess the task (Line 6). During postprocessing, the task result is stored in
the database. For simplicity, the code waits until each task has been performed
before assigning other tasks to workers. However, an event-driven version of the
code, in which tasks are assigned to other workers without waiting, is a possible
extension. The discussions in this paper remain valid in both versions.
3.2 Task Representation
In MCF, each task ti is an instance of a task class. A task class provides
a template for instantiating tasks with speciﬁed parameters. For example, let
EntryTask(item type, scope) be a task class. Then, EntryTask(ResearchTopic,
"University of Tsukuba") and EntryTask(Hospital, "NYC") are tasks (in-
stances) of the task class. Here, item type is the type of data items, and
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postprocess(t, r){
Let r be the result of t:TaskEntry(item_type, scope)
switch r.pressed_button {
case insert:
DB.insert(item_type, r.dataitem);
break;
case delete:
DB.delete(item_type, r.dataitem);
break;
case completed:
P.remove(t);
}
}
Fig. 5. Postprocess for a simple data enumeration
scope denotes the scope of data items to be enumerated. For example, Entry-
Task(Hospital, "NYC") is a task to accept the names of hospitals in NYC.
How each task is presented to workers is deﬁned by the task class. For example,
Figure 1 is a screen shot of the task EntryTask(Hospital, "NYC"), a task of
EntryTask class. For each task of the EntryTask class, workers are required to
perform one of the followings:
– Insert: Enter the name of a hospital that does not exist in the current list.
Then, click the “Insert” button.
– Delete: Select a name that is incorrect or duplicate in the current list. Then,
click the “Delete” button.
– Completed: Click the “Completed” button if a worker assesses the current
list as completed.
4 Data Enumeration in the Microtask-Based
Crowdsourcing Framework
We ﬁrst deﬁne the concept of data enumeration and implement a simple crowd-
sourced data enumeration in MCF.
Deﬁnition 1. Let Items(item type, scope) be the complete set of data items of
item type in scope. Then, we deﬁne data enumeration of item type in scope as an
operation to enumerate all items in Items(item type, scope).
For example, the result of data enumeration of research topics (the item type)
at University of Tsukuba (the scope) is Items(Research topic, "University of
Tsukuba"). 
In MCF, we can implement a simple crowdsourced data enumeration (S-DE)
to compute Items(Research topic, “Univ of Tsukuba”) as follows.
1. Set {EntryTask(Research topic, "Univ of Tsukuba")} to T0.
2. Implement P.assignTask(w) by a function that always returns EntryTask
(Research topic, "Univ of Tsukuba") (i.e., the only task in P ).
3. Implement postprocess(t, r) by the code shown in Figure 5. In this code,
DB.insert(item type, r.dataitem) stores the data item entered for the
task into the relation whose name is item type (e.g., ResearchTopic).
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Fig. 6. How DC-DE works in MCF Fig. 7. Illustration of a task gener-
ation plan
4.1 Problems
The simple approach is appropriate provided that recall is unimportant. How-
ever, when recall is important and the result is large, this approach fails for the
following reasons. First, a worker entering data (using the Insert button) may
not readily identify missing items in the current list or suggest an appropriate
data item to raise recall. Second, a worker clicking the Delete button may not
observe inappropriate data items in the current list. Finally, a worker clicking
the Completed button may fail to determine whether the task is completed if
many data items exist.
5 Proposed Method
In this section, we propose a method called DC-DE. The points of DC-DE are
two-fold. First, it applies the divide-and-conquer approach to crowdsourced data
enumeration and uses the smaller tasks for data enumeration. Second, workers
not only enumerate data items, but also join the divide-and-conquer process.
Smaller Tasks for Data Enumeration. To explain the smaller tasks gener-
ated by DC-DE, we introduce the concept of covers among scopes.
Deﬁnition 2. Given item type and one of its scope s, let s1, . . . sn be other
scopes for item type. Then, we say that the set {s1, . . . sn} covers s on item type
if the following holds.
Items(item type, s) = Items(item type, s1) ∪ . . . ∪ Items(item type, sn).
If set {s1, s2 . . . sn} covers s on item type, the divide and conquer ap-
proach can be implemented by setting T0 = { EntryTask(item type, s1),
. . ., EntryTask(item type, sn)}. For example, if we know that University
of Tsukuba consists of Research Institutes A, B, and others, T0 would
be { EntryTask(ResearchTopic, "Institute A"), EntryTask(ResearchTopic,
"Institute B") , . . .}. Note that each task in T0 is a task to enumerate data
items in a more limited scope and the number of the enumerated data items is
smaller. Therefore, it is expected that the recall becomes higher than S-DE.
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[Univ{University of Tsukuba}<uname>,
Grad-Sch[!2, *]<gname>,
Department[!2, ?2]<dname>,
*Topic[!2]<topic>]
]
Fig. 8. Description of a task generation plan Fig. 9. Example of a DivisionTask
Divide and Conquer by the Crowd. The problem is that it is not easy
to provide the set of tasks for the divide-and-conquer approach. We need the
domain knowledge to generate the set of tasks. Each domain has a diﬀerent set
of tasks and it is impossible to provide tasks for all domains in advance. The
idea underlying DC-DE is to have workers join the divide-and-conquer process,
because workers who enumerate data items are expected to have knowledge on
the domain and can help the divide-and-conquer process.
The question is how to implement such a mechanism in MCF. Our idea is
to have the algorithm take as an additional input a task generation plan, which
gives a summary of the hierarchical structure of the application domain. Figure
6 illustrates how DC-DE generates smaller tasks with a given task-generation
plan in the MCF. First, DC-DE takes as input a task generation plan (explained
in Section 5.1). Then, DC-DE matches the given task generation plan with the
results of performed microtasks to generate and insert smaller tasks into the task
pool (Section 5.2). The smaller tasks are then assigned to workers. Note that the
programmer does not need to provide the actual set of smaller tasks in advance.
5.1 Task Generation Plan
A task generation plan speciﬁes how to generate smaller tasks during data enu-
meration. Essentially, it explains a hierarchy structure for the cover relationships
among ranges. For example, the research topics of a university can be covered
by the union of all research topics of research institutes of the university.
Figure 7 illustrates what is described in a task generation plan. The plan
describes the hierarchical structure for the cover relationships among research
topics of a university. Note that the shape of the Topic node is diﬀerent from
those of the others. We call the node in the shape the terminal node, which
represents the type of data items to be enumerated. Therefore, the plan is used
to generate small tasks to enumerate research topics.
In Figure 7, each edge between nodes corresponds to a data entry task for
diﬀerent data item types. Because the plan has four edges, it describes that the
following four types of tasks will be generated in the process. (Task 1) Tasks for
enumerating graduate schools in the range of each university. (Task 2) Tasks for
enumerating departments in the range of each graduate school. (Task 3) Tasks
for enumerating research topics in the range of each department. (Task 4) Tasks
for enumerating research topics in the range of each graduate school.
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Associated to each node is the number of completion agreements (!x), which
means that we decide that the task is completed if x workers agree on the
completion. For example, “!2” associated to the department node in Figure 7
states that we decide that each task for enumerating departments is completed
if two workers agree on the completion about the same state of the current list.
Associated to some of the edges is the number of generation agreements (?y),
which means that we decide to generate the task if y workers agree on the
generation. For example, “?2” associated to the edge corresponding to Task 2
(in Figure 7) states that we decide to generate Task 2 if two workers agree on
the generation. Each generation agreement is performed with a scope-division
task (explained below), not with EntryTask for accepting data items.
The reason that we introduced the generation agreement is that the hierarchy
of the cover relationships is not necessarily uniform in some applications. For
example, it is possible that the graduate school of physics has departments but
the graduate school of social science has no departments. In that case, if we
generate Task 3 for all graduate schools, we would generate inappropriate tasks
for graduate school of social science.
Notation. Figure 8 is a task generation plan encoding the information of Figure
7. A task generation plan is described as a list [n1, n2, . . . , nm] of nodes. The node
list represents the sequence of nodes from the root (Univ) to the leaf (Topic).
The preﬁx * of Topic node states that Topic is the terminal node of the plan and
the plan is used to generate smaller tasks to enumerate research topics. In the
square brackets following each node, we describe (1) the number of completion
agreements (!x), (2) the number of generation agreements (?y), and (3) whether
the node has a direct edge to the terminal node (*).
Additional information included in the task generation plan, not illustrated
in Figure 7, is described below.
1. We write the initial value for the top-most node in {. . .}. For example, “Uni-
versity of Tsukuba” is the initial value for Univ node.
2. We write in < . . . > a relational attribute name to store the task results.
The name of the relation for the relational attribute is the same as the node
name. For example, <gname> following the Grad-Sch node states that the
task result is stored in the gname attribute of Relation Grad-Sch.
Generated Tasks. Given a task generation plan, DC-DE generates two types
of tasks.
(1) Data Entry Task (EntryTask) In EntryTask(item type, scope) (Figure
1), workers perform one of the followings:
– (Insert) Enter a data item of item type in the speciﬁed scope.
– (Delete) Delete a data item in the current list if it is incorrect or a duplicate.
– (Completed) Decide whether all data items in the speciﬁed scope have been
entered in the current list.
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(2) Scope-Division Task (DivisionTask) A scope-division task, denoted by
DivisionTask(scope, ni), asks a worker to decide whether scope should be divided
into scopes in terms ofni. Figure 9 is a screenshot ofDivisionTask("Mathematics",
Department),whichasksaworkerwhether the task for the graduate school ofmath-
ematics can be divided into tasks for departments. The worker chooses one of the
two buttons to answer whether it can be divided or not.
5.2 Task Generation Algorithm
This section explains how DC-DE generates smaller tasks with a given task
generation plan [n1{v1}, n2, . . . , nm]. The algorithm can be implemented in The
MCF shown in Figure 4. Therefore, it can be applied to any microtask frame-
works. The details of how to implement DC-DE in MCF are as follows.
1. Let T0 be {EntryTask(n2, v1)} where v1 is the initial value for the topmost
node n1 and n2 is the child of n1. For example, given the task generation plan
shown in Figure 8, t0 = {EntryTask(Grad-Sch, "Tsukuba University")}.
2. Implement P.AssignTask(w) by a function that assigns w to the oldest task
inserted into P . The assignment policy performs the width-ﬁrst traversal of
the hierarchical structure of scopes.
3. Implement postprocess(t, r) by the code shown in Figure 10. The func-
tion handles the following four cases:
[Case 1: t is an EntryTask and the pressed button is “Insert”]
The result value of the task is inserted into the database (Line 6). Then, it
generates a new task for the child node using the result value if the node
is not the terminal node nm. Then, it generates a new task for the child
node using the result value if the node is not the terminal node nm. For
example, assume that the current task corresponds to the edge n1 − n2 and
the result value for the task is v2. Then, the child task is EntryTask(n3, v2)
that corresponds to n2 − n3. There are two cases: If the task (i.e., the edge
n2 − n3) is not associated with the number of task generation agreements
(?y) in the plan, the task is immediately inserted into P (Line 8). Otherwise,
DivisionTask(v2, n3) is generated and inserted into P (Line 10). The task
will be used to ask workers whether the original task can be divided into a
smaller set of tasks in terms of n3.
[Case2: t is an EntryTask and the pressed button is “Delete”] We
remove the chosen value (r.dataitem) from the relation ni in the database
(Line 13). We also remove the tasks generated for the value (Line 14).
[Case 3: t is an EntryTask and the pressed button is “Completed”]
We remove the task from P if the number of workers who pressed the button
reaches the necessary number of agreements speciﬁed by !x (Line 17).
[Case 4: t is a DivisionTask] If the number of workers who pressed “Yes”
in performing DivisionTask(r.data item, ni) reaches the necessary number
of agreements (?y), insert EntryTask(ni, r.dataitem) into P (Line 22).
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1. postprocess(t, r){
2. Let [n_1{scope}, ..., item_type] be the task generation plan.
3. If t is EntryTask(n_i, scope) {
4. switch(r.pressed_button) {
5. case Insert: // Case 1
6. DB.insert(n_i, r.dataitem);
7. if ((n_{i+1}.?y==0) && (n_i != n_m)){
8. P.insert(EntryTask(n_{i+1}, r.dataitem));
9. }else if (n_i != n_m){
10. P.insert(DivisionTask(n_{i+1}, r.dataitem));
11. }
12. case Delete: // Case 2
13. DB.delete(n_i, r.dataitem);
14. P.delete(EntryTask(n_{i+1}, r.dataitem));
15. case completed: // Case 3
16. if(completion is agreed) {
17. P.delete(t);
18. }
19. }
20. } else if t is DivisionTask(n_i, r.dataitem) { // Case 4
21. if (scope division is agreed) {
22. P.insert(EntryTask(n_i, r.dataitem));
23. }
24. }
25. } Fig. 10. Postprocess for DC-DE
6 Evaluation
This section evaluates the DC-DE to answer several important questions. The
ﬁrst and most important question is whether DC-DE is a correct algorithm
for applying the divide-and-conquer principle to data enumeration in MCF. To
answer this question, we theoretically assess whether DC-DE is equivalent to S-
DE, i.e., whether DC-DE and S-DE return the same set of data items if workers
perform tasks appropriately. We also discuss the tradeoﬀs between the quality
of results and number of agreements speciﬁed in the task generation plan. The
second question is whether DC-DE actually raises recall, although it is intuitively
obvious that the divide-and-conquer approach is eﬀective to raise recall. The
third question is whether DC-DE generates appropriate tasks for microtask-
based crowdsourcing. To answer the second and third questions, we conducted
an experiment with a real set of data on the Web. The results showed that (1)
the divide-and-conquer approach can raise recall, and that (2) the divide-and-
conquer approach suits for microtask-based crowdsourcing, in the sense that it
generates smaller tasks and workers can perform those tasks within a smaller
average time.
6.1 Theoretical Analysis
Theorem 1. Given an appropriate task generation plan for scope and item type,
the DC-DE algorithm outputs Items(item type, scope) if workers give correct
values in performing tasks.
Proof. Figure 11 shows DC-DE algorithm with assertions (conditions) Q, R and
S for the proof. Let V be the set of values stored in the database as values to
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be included in the result. We prove that if the precondition Q holds when we
start the loop in Figure 11, the postcondition R holds when the algorithm stops.
Here, Q and R are as follows:
(1) Precondition Q: P = {EntryTask(n 2, scope)}
(2) Postcondition R: V contains Items(item type, scope).
To prove this, we introduce the invariant S that holds at the beginning and
ends of the each iteration of the loop.
(3) S: Items(item type, scope) ⊆ ∪ti∈P Items(item type, ti.scope) ∪ V
Note that V is empty until a task for the terminal node has been performed.
In short, S states that it is guaranteed that an appropriate set of tasks exists in
the task pool P to enumerate the items that are not included in V . If we prove
that S holds at each iteration, we can say that R holds when the algorithm stops,
because S∧!P.isEmpty means that all of the appropriate tasks in the task pool
were successfully completed.
Let S holds at the beginning of the iteration. In the code, the postprocess
function that called in Line 6 is the only part to aﬀect S, because the tasks are
inserted and deleted only in the function (Figure 10). We ignore Case 2 (See
Section 5.2) because we assume that workers do not make a mistake. In Cases
1 and 4, some tasks are added to P and no task is removed. Therefore, the
operation does not spoil S. In Case 3, a task is removed from the task pool.
However, the task is removed only if workers agree on the completion of the
task. If the task was generated for the terminal node, this means that the items
covered by the task were inserted into V . Otherwise, this means that the smaller
set of tasks that covers the range of the removed task exists in P . In both cases,
the operation preserves S.
The loop always ends because the number of tasks in P eventually becomes
zero. As discussed in the previous paragraph, Cases 1 and 4 adds tasks to P .
However, there is a limit to the number of the tasks if the number of data items
is ﬁnite, because the number of generated tasks is essentially the number of the
internal nodes of a tree generated by the hierarchical structure of the given task
generation plan. Because the postprocess either adds or deletes tasks to/from P
in any case, the number of tasks in P eventually becomes zero. 
1. P. store(T_0);
//* Q ∧ S *//
2. While !P.isEmpty() {
//* S ∧ !P.isEmpty() *//
3. w=getWorker();
4. t_i=P.assignTask(w);
5. wait until we get r=t_i.resultOfTaskBy(w);
6. postprocess(t_i, r);
7. }
//* S ∧ P.isEmpty → R *//
Fig. 11. DC-DE algorithm with assertions
A Divide-and-Conquer Approach for Crowdsourced Data Enumeration 71
An important feature of DC-DE is that workers join the process of making
smaller tasks. Therefore, it is a concern how often they generate inappropriate
tasks for data enumeration. Obviously, the following theorem holds.
Theorem 2. Given a task t and a task generation plan p, let correct(t) be a
predicate to state that t is a correct task. Also, let N be the smallest number of
agreements speciﬁed in p. Then, the necessary condition for correct(t) to hold
for every t generated with p is that workers do not give incorrect answers N
times successively to the same task whose result is used to generate t. 
This theorem states that it is important to set the number of agreements
appropriately. Our proposed method is tolerant to incorrect tasks to some extent,
because the EntryTask allows workers to delete incorrect data items caused
by incorrect tasks. However, it causes increase of the cost due to performing
unnecessary tasks, especially if the tasks are generated for the nodes close to the
root in the task generation plan. As shown later, although determining the best
number for the agreements is beyond of the scope of the paper, our experimental
results show that even with two agreements, the number of inappropriate tasks
generated was small.
6.2 Experimental Settings
For the experiment, we constructed a dedicated microtask-based crowdsourcing
platform that implements MCF. Note that our purpose is not to conduct exten-
sive experiments to choose best parameters but to check if we can obtain the
results to support the intuition that the divide-and-conquer approach works well
for handling data enumeration. The details are as follows.
Data Items to Enumerate.We chose a set of public swimming pools in Niigata
Prefecture, Japan, as the data items for data enumeration, i.e., workers enumer-
ate all data items in Items(public swimming pool, "Niigata Prefecture").
The reason we chose the data items is that we knew that there are no Web
page to provide the complete list of the data items at the time we conducted
the experiment. This is important because workers can use Web search engines
in performing tasks.
Before conducting the experiment, the authors carefully searched the Web for
the public swimming pools to make the correct set of data items. The number
of pools in the correct set was 91.
Workers.We made two groups of workers, each of which has six workers. Work-
ers in Groups A and B performed the tasks of S-DE and DC-DE, respectively.
Communication among workers during the experiment was not permitted.
Tasks. In S-DE, we used EntryTask(SwimmingPool, "NiigataPrefacture") as
the task. In DC-DE, we used the task generation plan shown in Figure 12. For a
fair comparison, we required an agreement by two workers to determine whether
data enumeration was completed even for S-DE.
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[ prefecture {Niigata Prefecture},
Area[!2]<area_name>,
Municipality[!2,*]<municipality_name>,
Ward[!2,?2]<ward_name>,
*Public_Pool[!2]<Public_Pool_name>
]
Fig. 12. Task-generation plan for the experiment
Table 1. Recall and precision
recall precision F-measure
S-DE 0.65 0.97 0.78
DC-DE 0.78 0.92 0.85
Table 2. Number of performed tasks
EntryTask DivisionTask Total
insert completed delete
S-DE 82 5 17 0 104
DC-DE 179 141 44 64 428
S-DE’ 91 2 0 0 91
DC-DE’ 133 86 0 60 279
6.3 Results of the Experiment
(1) Recall and precision. Table 1 shows the recall and precision in the ex-
periment. As expected, the recall of DC-DE was higher than that of S-DE. The
precision is slightly reduced, but it is natural because recall and precision is
negatively correlated in general. We carefully examined the log ﬁle to ﬁnd the
reason why precision is slightly less in DC-DE. Then, we ﬁnd that two workers
in Group A were mainly responsible for enumerating data items, while the re-
maining four checked whether the data items in the list were appropriate. This
suggests that there are many factors to aﬀect the precision.
(2) Total number of tasks. The ﬁrst and second line in Table 2 shows the
numbers of performed tasks in the experiment. Because workers sometimes enter
and delete incorrect data items, the numbers are larger than the ideal numbers of
performed tasks (S-DE’ (Line 3) and DC-DE’ (Line 4)), in which we assume that
workers take no mistake. We found that in 33/44 cases where “Delete” is clicked,
workers clicked the button to delete the data items they entered just before or
to delete the data items for terminal nodes. This means that the mistakes did
not produce many inappropriate tasks. The number of tasks in which workers
clicked the “completed” button is much larger in DC-DE than in S-DE because
at each level we need the agreement of completion in DC-DE while workers need
to press the button only when the list is completed in S-DE. Note that many
tasks generated by DC-DE can be performed in parallel so that although the
number of tasks for DC-DE is larger than that for S-DE, we can complete all
tasks for DC-DE faster if we have many workers.
(3) Elapsed time for performing tasks. The required time for each task is an
important factor of successful crowdsourcing. Figure 13 shows the distribution of
elapsed times required for completing tasks. The average of the elapsed times of
S-DE and DC-DE were 97 and 58 seconds, respectively. In DC-DE, 92% of tasks
were completed in 180 seconds. The result conﬁrmed that the divide-and-conquer
principle is eﬀective for generating microtasks appropriate for crowdsourcing.
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Fig. 13. Distribution of elapsed times for
performing tasks
Fig. 14. Distribution of tasks for having
items
Figure 14 shows the distribution of the sizes of complete lists for each task
in DC-DE. The average is 3.1, while the size of the complete list is 91 in S-DE.
This is one of the reasons why the average time for DC-DE is shorter.
If we assume that we have only one worker to perform the tasks and simply
sum up the elapsed times of all tasks, we need 10,043 seconds for S-DE, while
24,672 seconds for DC-DE. Thus the simple sum of all elapsed times of DC-DE
is 2.5 times higher than that of S-DE. However, DC-DE naturally introduces
parallelism in performing tasks because many of the generated tasks are inde-
pendent. Therefore, we can exploit the parallelism if we have many workers. For
example, we estimate that if we have more than 30 workers, all tasks of DC-DE
would be completed in 3,652 seconds, about 2.7 times faster than those of S-DE.
7 Summary
This paper proposed a processing method for applying the divide-and-conquer
principle to data enumeration on microtask-based crowdsourcing platforms. The
diﬃculty is how to provide a number of small tasks for implementing data enu-
meration. Our proposed method is unique in that the workers join the process
of generating smaller tasks in a divide-and-conquer fashion; therefore, the pro-
grammer does not need to provide many microtasks in advance. This paper has
presented the method, provided theoretical results that prove the method works
well on microtask-based platforms, and explained experimental results that con-
ﬁrmed the proposed method can achieve higher recalls and produce appropriate
tasks for microtask-based crowdsourcing.
Future work includes the development of a system to suggest task generation
plans, the analysis of the behavior of the proposed method when combined with
diﬀerent incentive structures, and the incorporation of a variety of techniques to
improve data quality into our proposed framework.
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Abstract. Social network analysis has received much attention from
corporations recently. Corporations are trying to utilize social media
platforms such as Twitter, Facebook and Sina Weibo to expand their
own markets. Our system is an online tool to assist these corporations to
1) ﬁnd potential customers, and 2) track a list of users by speciﬁc events
from social networks. We employ both textual and network information,
and thus produce a keyword-based relevance score for each user in pre-
deﬁned dimensions, which indicates the probability of the adoption of
a product. Based on the score and its trend, out tool is able to pick
up the potential customers for diﬀerent kinds of products, such as suits
which are time-insensitive and diapers which are time-sensitive. In order
to detect the scenario of purchasing products as gifts, we ﬁlter the user
network and only consider the oﬀ-line close friend network. In addition,
we could track users in a more ﬂexible way. Despite the pre-deﬁned di-
mensions, our tool is also able to track users by customized events and
catch those who mention the event at an early stage.
1 Introduction
According to the statistics provided by the Oﬃcial Twitter blog1 on March 21,
2013, the social network Twitter has over 200 million active users creating over
400 million Tweets each day. Social networks has become the main form of media
for online users to express their opinions and connect with other users. According
to [2], these social media data represents a vault of precious information that
could be used by companies for increasing their sales revenue. For example, a
user who tweeted about his new born baby on Twitter is more likely to buy
diapers. Her friends who saw the posts might purchase diapers as gifts for her
as well. This suggests that the tweet’s content as well as the social relationships
are useful for identifying potential customers. The identiﬁcation should be early
before potential customers purchase the product.
There are some existing tools to expand the markets by social networks such
as “Twitter Business”2, a tool developed by Twitter. However, the relationship
they considered is the whole network structure rather than oﬀ-line friends. We
1 https://blog.twitter.com/company
2 https://business.twitter.com/
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 75–80, 2013.
c© Springer International Publishing Switzerland 2013
76 J. Du et al.
distinguish our system3 from the others by focusing on the adoption of product
for a user through his oﬀ-line close friends. By utilizing oﬀ-line network, we are
able to catch the user intension to buy something as gifts and inﬂuence by his
close friends. Our system provides the analyses based on two social networks:
the English version is based on Twitter while the Chinese one is based on Sina
weibo. Our tool is able to detect potential customers as well as providing a
feature to track a set of users via speciﬁc events found in social media. We
employ both textual information and relationships from social networks and
produce a relevance score for each user in pre-deﬁned product dimensions, such
as cars with a set of weighted words related to cars. The relevance score depends
on the user’s volume of discussion on the product such that higher relevance
score suggests that the user is more likely to adopt the product. Our system
gives the relevance score based on the user’s whole tweets to catch some loyal
customers. And we also provide trends which shows the evolution and occurrence
of events, such as birth of a baby from a user. In addition, we ﬁlter the network
and puts more focus on the oﬀ-line friends by the algorithms proposed in [4].
The relevance scores of a user’s close friends will also inﬂuence his. Moreover, in
order to track the users in a more ﬂexible way, our system is able to follow a list
of users and deﬁne customized topics. Once the user mentions the topic, he will
be picked up.
By an aggregated analysis on the tweets and networks, we are able to ﬁnd
the users who intend to adopt a product. In this paper we give an overview of
the architecture of our system and its major modules including a brieﬁng on the
algorithms in Section 2. We then demonstrate a case in Section 3.
2 Architecture and Algorithm
Figure 1 shows that our system composes of two main parts. In the back-end
part, the tool fetches the social media data and processes the data by calculat-
ing the users’ relevance score to the product and their oﬀ-line friend network.
While the front-end provides analysis and visualization based on the scores and
networks produced by the back-end. The visualization includes ranking of the
user’s relevance score, detail proﬁles of a selected user, oﬀ-line social network of
a target user, and the event-triggered user tracking. The company could directly
market their products to the users by posting tweets to them.
2.1 Data Collection and Processing
There are many social networks like Twitter, Sina Weibo and Foursquare. We
ﬁrst choose one of them as our dataset and collect the timelines, user proﬁles,
and networks by the API they provided.
3 http://research.larc.smu.edu.sg/pa/home.php
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Database
Social 
Network
Crawler
Off-line Network 
Generator
Relevancy Score 
Module
Tweet-based 
Analysis
Network-based 
Analysis
Event Triggered 
User Tracking
Fig. 1. System overview Fig. 2. An example of a user’s social net-
work with relevance score
Relevance Score to Business. In Information Retrieval, the basic idea for
measuring the relevance of a document to a query has hinged on whether or not
a query term is present within a document. A document that mentions a query
term more often has more to do with that query and therefore should receive a
higher score [3]. We adopt this idea to calculate the relevance score of a user to
a business.
We deﬁne business related dimensions before processing. For each dimen-
sion D, we compose a dictionary as {t1 = w1, t2 = w2, ..., tn = wn}, where
ti is the term and wi is the corresponding representative weight of ti. To take
the car-insurance as an example, its dimension could be formed as {crash =
0.8, gasoline = 0.5, ..., carparking = 0.3}. The relevance score R(tw) of a tweet
tw to D is determined as
R(tw) =
∑
ti∈D
wi ∗ oi, (1)
, where oi indicates the occurrence of ti in tw.
And therefore, the relevance score of a user to a dimension D in period
[start, end] is produced by
∑
twi∈[start,end]R(twi).
To build up D, we employ the ideas in [1] to extract the keywords automati-
cally. Based on a small set of seed terms ti which is selected at ﬁrst, some other
representative co-occurring terms are then extracted from tweets. We add the
new terms and iterate the selection until the number of terms reach a threshold
α. And then, wi is measured as nrt/n, where nrt is the number of dimension-
relevant tweets and n is the total number of tweets containing ti. The terms with
wi under threshold β will be ﬁltered out.
Oﬀ-line Friend Network. Since the user will be inﬂuenced more by his close
friends and may buy something as gifts to their friends, we generate the oﬀ-line
network by the algorithm proposed in [4]. The algorithm utilizes the structural
network and applies random walk with restart iteratively to produce the close-
ness score between users. For the details, please refer to [4].
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Fig. 3. Radar chart to
represent a user’s relevance
score in diﬀerent dimensions
Fig. 4. Joint relevance dis-
tribution in diﬀerent dimen-
sions among user’s network
Fig. 5. Relevance distribu-
tion in diﬀerent dimensions
among user’s network
2.2 Social Network Marketing
Tweet-Based Analysis. The tweets that the user sent out directly indicate
the possibility of the user to buy a product. If a user posted a lot of tweets
about fashions, then he is more likely to buy clothes and shoes. For each user,
a radar chart for the relevance score on diﬀerent dimensions is shown as Figure
3. The radar chart illustrates the user’s topic distribution in the pre-deﬁned
dimensions. The tweets related to the dimensions will also been provided as
word cloud. When advertising, the tweets contribute to eliminating the distance
between customers and salesmen.
Network-Based Analysis. Despite of what the user said, the behaviours of
other users will also aﬀect his decision to buy a product or not. Just as a fa-
mous marketing phenomenon, which is “Since a user care more about what his
neighbour thinks than what Google thinks”[2], so the inﬂuence of his social net-
work contributes to detecting potential customers. Actually, the inﬂuence in the
network is two-way. If the target user is a loyal customer, then the neighbors
in his network is much easily to be advertised with success. In addition, if the
probability of the user’s close friends to buy a product is high, and thus the
intension of him to purchase becomes higher as well. And consequently, we ﬁlter
the user’s network and only retrieve the oﬀ-line friends network. We generate a
relevance score for the user by averaging his oﬀ-line close friends’ scores.
Static and Dynamic Relevance. In fact, some topics are long-term like fash-
ion while others are short-term such as new born baby. And consequently, the
measurement of the user’s possibility to purchase the product will be decided
accordingly. In order to cope with various products, our system provides not
only the user’s overall relevance score by all his tweets, but also the score trends
by splitting the tweets into diﬀerent periods. To take the topic “baby” as an
example, if the user posted a tweet as “Listen up. I am PREGNANT.”. Even
though the relevance score to the baby dimension is not large since the number
of tweets related to baby is small, they will also be found by score trends.
Event-Triggered Marketing and User Tracking. A user’s relevance score in
diﬀerent dimensions is preprocessed, which could meet the demands of detecting
potential customers. However, we still have two problems need to solve.
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Fig. 6. The user’s relevance trends in a
dimension
Fig. 7. The user’s word cloud in a di-
mension according to his tweets
– How to track the user by customized events?
We pre-deﬁne a weighted word dictionary for each product dimension to
produce the relevance score. However, in case of some new events, our system
is also able to allow system users to customize their own tracking events.
– How to ﬁnd the user at the early stage?
Based on the customized events, our system will continuously check whether
the tracked users triggers the events. As long as the crawler collects the latest
data, once the user triggers the events, he will be highlight immediately and
the check frequency is decided accordingly.
3 Demonstration Cases
In this section, we demonstrated a case as a baby-insurance salesman. We could
search the top baby related users from “Social Network Marketing”. Under the
tabs “Rank by User Relevancy”, “Rank by Relevancy Growth Rate” and “Rank
by Close Friend Relevancy”, the static individual relevancy, the dynamic individ-
ual relevance trend and the dynamic community relevance are shown separately.
If we are willing to advertise the insurance, we just need to choose the users and
then send out a tweet to them by “Contact Clients”. We are able to view the
detail proﬁle and the social network of a user as well. The proﬁle page includes
user’s basic information provided in social networks. Besides, the radar chart
for the user in diﬀerent dimensions are shown as Figure 3. The relevance trend
to the baby dimension is represented in Figure 6, where a sudden burst could
be found on 2011.02. By viewing the relevant word cloud and tweets as Figure
7 represents, we could eliminate the gaps between the salesman and the user.
He could know what the user mentioned in this dimension. Furthermore, in the
social network page, the user’s 1-hop relationship is shown as Figure 2, where
diﬀerent colors indicate diﬀerent relevance scores. Red is the highest while blue
is the lowest. The yellow bordered dots stand for the user’s oﬀ-line friends. Anal-
yses for the network such as joint distribution and relevance score distribution
in diﬀerent dimensions are shown in Figure 4 and Figure 5 respectively. In the
“Event Trigger Marketing” page, after entering the salesman’s login ID “1”, we
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could view his own tracking users. Manually adding some events such as “milk
powder” with keywords “kid, milk, powder, buy”. Once a follow user mentions
the event, he will be highlighted as Figure 8 shows. The refresh frequency could
be adjust accordingly.
The user that mentioned the topic 
Salesman1's tracking page
Fig. 8. Tracking users by customized events or topics. (This is just an example and
the information like “Tel.” is not real.)
4 Conclusions
Our system is an online tool to help corporations to expand the market from
social networks. We analysis the users by their own relevance, relevance trends
and close friends’ relevance score for diﬀerent types of products. Our system
is also able to track users by customized events. In conclusion, we could assist
corporations to ﬁnd and reach potential customers on social networks with ease.
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Abstract. In spite of its prevalence in online social media platforms, there have been 
very few studies of passive participation. The current study uses interviews to un-
derstand the motivations for passive participation in online communities of the 
Israeli Ministry of Social Services. In addition to the motivations commonly found 
when not participating “more actively”, such as concerns of criticism, lack of need, 
lack of motivation and technological concerns, users stated two additional and sec-
ondary reasons for not contributing content in the communities: concern that their 
posts would not be addressed (i.e. lack of reciprocation), and reasons relating to the 
graphical interface of the communities. 
Keywords: communication, online communities, communities of practice, par-
ticipation, passive participation, lurking. 
1 Theoretical Background 
Studies of online communities commonly distinguish between two main types of 
participants – “posters”, i.e. active participants who initiate discussions and respond 
to posts, and “lurkers”, passive participants who exclusively or almost always read 
content created by others without contributing content of their own [1-19]. 
Already from the term “passive participants” one can discern that their profile of 
activity integrates participation on one hand, with passivity on the other. The two, 
obviously, sit uneasily with each other. One way to reconcile “passivity” with 
“participation” is by conceptualizing online activity as composed of a range of 
activities carried out by community members, where “low frequency posters” and 
“complete” lurking are near the end or at the end of the spectrum [6]. 
Passive participation is an important phenomenon in social media environments. 
Studies consistently demonstrate that passive participants, or “lurkers”, tend to be the 
majority of the population in the forums studied, sometimes consisting of no less than 
90% of community members [6,7,10,16,25]. 
The literature addressing passive participation focuses on reasons originating from 
lack of need, fear of criticism, concerns about personal skills, technological obstacles 
and the dynamics of community interaction: 
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1. A primary reason often stated by passive participants is the lack of need to 
contribute, i.e. reading and/or browsing satisfies the passive participants’ needs. 
For example, 53.9% of the participants in the study conducted by Preece, 
Nonnecke, & Andrews (2004) stated this as a primary reason for non-
contribution. [16] 
2. Shyness and uncomfortable feelings of public participation [10,16].  
3. Lack of willingness to be exposed to others and risk one’s reputation [6,13,16].  
4. Concerns of criticism [12]. 
5. Language issues, such as spelling and grammatical errors [10,11,16]. 
6. Learning about the group and the rules and norms that govern its interactions 
[10,16]. 
7. Concern that information provided is not important or relevant enough for other 
community members [10,12,14,16] 
8. Concern for misleading others as a result of posting inaccurate or incomplete 
information [12,16]. 
9. Limited identification with the community and its members [9,10,13]. 
10. Lack of familiarity with online communication technologies, and consequently 
lack of interest in understanding the ways it can be capitalized on to assist 
community members [9,16]. 
11. Lack of access or inferior access to technology, for example to new computers 
and fast Internet connectivity [9]. 
12. Embededdness in a culture that does not focus on sharing, and/or focuses on 
competitiveness instead [12,24]. 
13. A final concern is that in over-crowded communities with much activity, users 
may think that their input is redundant and may not want to generate further 
information overload [3,4,6,10,16]. 
Some refer to passive participants as “lurkers”, “free riders” or individuals who carry 
out “social loafing” [13,15]. Indeed, if online communities are composed only of such 
free-riders who prefer to benefit from other people’s work without contributing 
themselves, the community would not be able to function as a scaffolding for knowledge 
creation, sharing and circulation and may eventually disintegrate. 
Yet, others argue that passive participation should not be understood as a 
dysfunction, and at times offering quite a few advantages for online communities. 
Passive participants can spread important information about the community, thus 
assisting in publicizing it [4,19]. Their participation can also become more active as 
they grow more comfortable within the community [6,19]. Moreover, large scale 
passive participation can prevent information overload [4,6,7]. Additionally, due to 
the large number of passive participants exposed to messages posted to the 
communities, marketers have come to realize their significant consumption potential, 
and oftentimes target them for marketing efforts and publications [6,7,11].  
According to such views, passive participants are not necessarily “free riders.” 
Rather, they do not contribute for a variety of reasons  not necessarily as a result of a 
deliberative effort to benefit from the work of others.  They can also contribute to the 
community in various ways other than posting to the community. Thus, Crawford 
(2009) suggests to replace the word “lurkers” with “listeners” [8], and Zhang and 
Storck offer the term “peripheral participants” [17]. 
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Studies demonstrate that active and passive participants differ in significant 
respects. For the active participants, the online community is often perceived as a 
public place in which friends and colleagues meet and thoughts are shared. For 
passive participants, the community is more often perceived as an instrument for 
obtaining specific information [5,6,18]. Online participation patterns frequently 
reflect offline participation patterns; for example, people who are more cautious and 
concerned offline, generally lean towards passive participation online [13]. 
1.1 Research Setting: Social Workers’ Online Communities of Practice 
The current study takes a fresh look at passive participation through analysis of social 
workers’ online communities of practice established by the Israeli Ministry of Social 
Affairs and Social Services.  
The communities of practice studied here represent a unique case in Israel, where-
by a governmental ministry established online forums to enable interaction between 
its employees and the broader community of practitioners. Such communities may 
have many advantages in terms of exposing local knowledge, improving knowledge 
circulation and even supporting professional acquaintance and creating solidarity 
between practitioners [1,2]. At the same time, they can disseminate employees’ open 
criticism of their supervisors, damage working relations within the office, and gener-
ate criticism of the employing agency’s work and routines, among other risks. As a 
result, governmental ministries, in general, tend to avoid platforms for such interac-
tion among employees [20]. Nonetheless, with the rise of social networking plat-
forms, an increasing number of Israeli governmental bodies are offering more oppor-
tunities for direct online interactions amongst their own employees, as well as be-
tween employees and citizens. The communities of practice that are studied here were 
established in 2006, and can be seen as pioneers of this phenomenon.  
Since its establishment in 2006  some 9,000 members have enrolled into one or 
more of the 31 online communities with topics ranging from Domestic Violence, 
Adoption, Juvenile Delinquency, Mental Disabilities, and the like, to discuss ideas, 
regulations and ethics. The communication in the forums is identified, as members 
use their real names. The forum is based on a standard web platform, where discus-
sion is threaded and last comments appear first, pushing down earlier comments. 
2 Methodology 
The paper is a part of a larger project analyzing the content of online communities of 
practice within the Israeli Ministry of Social Affairs and Social Services, as well as 
the perceived effects on members.  
A twofold research methodology was applied for this purpose. First, we undertook 
a content analysis of all the available materials – 7,248 posts through mid-2012. 
Second, 71 semi-structured interviews were conducted with community members. 
Based on data received from the Ministry of Social Affairs and Social Services,  
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members were sampled according to their levels of engagement – number of logins to 
the community and number of times they contributed content. Interviews were con-
ducted by five interviewers across Israel, with the average length of an Interview 
around 45 minutes. Interviews were transcribed and analyzed using a thematic-
interpretive method [26]. The findings in the paper below are largely based on these 
interviews. 
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Fig. 1. Interviewees’ participation patterns 
3 Passive Participation in Social Workers’ Communities  
of Practice: Findings 
Within the communities of the Ministry of Social Services, active participation can 
take three forms: 
1. Posting an article/ document in the community content library. 
2. Responding to a post initiated by another user 
3. Initiating a discussion [1]. 
An analysis of data demonstrates that 76% of community members have never 
initiated a discussion or responded to an existing discussion. 21% of members have 
initiated a discussion or responded to an existing discussion between one to ten times. 
Thus, in these communities, passive participation is a frequent phenomenon, as 
documented in previous literature. 
In general, community members who did not post can be divided into two kinds: 
those who read the content but do not post and those who do not enter the community 
and hence do not read the content. As noted above, interviewees were sampled 
according to clusters of participation patterns, with the aim of interviewing those who 
are either active or passive, and with varying levels of activity. Most of the passive 
participants interviewed are not only subscribed to the communities but also visit 
them from time to time. The interviews assisted in identifying factors leading to 
negligible or lack of content contribution. 
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3.1 Insecurity and Concerns of Criticism  
Insecurity was the primary reason for passive participation stated in the interviews, 
along with concern from direct or overt criticism of other community members, 
whether supervisors or peers [10, ]12 . This concern is of course associated with the 
fact that participation in the community is identified using the members’ real name, 
and cannot take place anonymously.  
For example, SH, who is a member in the “community work” community, does not 
enter the community much and nearly refrains from posting (28 entries, 2 comments). 
When asked for the reasons, she replies: “because it’s online!... I mean, if you want to 
write there, then you have to expose yourself, you need to know to accept criticism… 
I mean, you cannot control the reactions”. Similarly, Y (20 entries, 4 comments) says: 
“I am concerned with the exposure… it’s a kind of - risk, because everyone reads it, 
so you constantly need to be politically correct”. A stated: “you always ask yourself, 
who is reads it and what would she think? And how would she react?” 
The concern for criticism can be divided into two reoccurring thoughts. First, 
concern for reaction and criticism of supervisors and community managers. Such 
criticism can jeopardize their reputation and even endanger the continued 
employment of the poster. Many community members argued that they prefer not to 
jeopardize themselves by writing things that run against community policies or 
norms. In addition, they feared they would be perceived as non-professional by other 
members. Oftentimes interviewees said they were afraid that managers would prefer 
not discussing a certain theme generating a “chilling effect” leading to refrainment 
from writing about controversial issues. 
An additional concern was based on the expected reactions of the “peer group” – 
colleagues and peers with the same professional level who may dislike nonconformist 
and challenging posts, and may therefore think negatively about the poster.  
A few interviewees described criticism by peers as a potentially offensive 
situation, which may prevent them from writing in the near future. They also 
described the need to be absolutely certain of what they have to say prior to posting in 
the communities. The need for total control and certainty also comes up in the 
interviews with Z and ZB, both passive participants, whose number of entries into the 
communities is large, yet the number of posts nears zero. Z (170 entries, 2 posts): “If I 
feel an urgent need to respond and I’m certain about the content- I’ll react. But I do 
not initiate discussions.” ZB (85 entries, 0 posts): “I did my master’s thesis about 
treatment of women who were victims of violence. The paper was good and I got an 
A for it, and still I did not upload it to the community. It’s as if I did not feel 
comfortable to… I was uncertain about how this would contribute beyond the 
knowledge that people already have, and what would happen if they would not find it 
interesting… I think this is a consequence of insecurity”. 
The possible reaction of other community members is sometimes considered as a 
“threat”. Interviewees often justified their passive participation by fear they would be 
misunderstood and would then have to explain and justify their positions. For 
example, K said:  
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I don’t like to write so much… when you write, the experience is of something 
more deliberate and responsible… should I use this sentence, or this word, or that 
word… if I get misunderstood, can this generate a thread of reaction… and then 
you have to intervene and explain what you meant and what you did not mean”. 
 
Some of the interviewees “dare” to write, but are cautious about providing their 
personal opinion. A, a social worker in the Youth Law community, argues: 
I know I’ll be eaten alive, because employees often like to just accept what others 
say and not think about what we should do. What I have to say I say in small 
forums or face to face, because I do not like to be eaten alive… I will maintain a 
low profile about some of the things… it’s hard to break the conventions…after I 
retire I’ll say everything I have to say. 
 
In addition, A gives a few more reasons that lead individuals to refrain from writing 
such as insecurity, concerns from exposure, lack of experience and more: 
Not everyone would like everyone to know what they think, people cherish 
anonymity… some graduated from universities, and yet they are shy, some do not 
like to lose control, prefer to do what’s asked from them and not think outside the 
box… some are too young or lack experience ". 
 
T provides a different kind of concern for criticism:  
I have a problem, I have learning disabilities, and when I write the letters escape 
me, it is especially difficult on the computer […] if the problem was not so 
severe… I would have made many more comments… It is problematic, everyone 
would ask, 'who is the retard who writes like that'…” 
 
Lastly, IK described concerns for the reactions of his colleagues at work: 
I’m afraid to expose myself. I’m the kind of person who thinks twice about every 
word he says. Internet posts have a much bigger audience than what I can see. I 
have no problem talking face to face, but it’s difficult for me to address large 
crowds, even invisible […] I would like to be able to write more but I’m closed. 
Many times I have thoughts about things that I could post on the forum, but it 
never materializes.” 
 
Concerns for criticism seem to be the predominant reason for passive participation. 
These concerns exist in offline communities as well [20]. However, online the 
information is visible to everyone and is "there to stay”, with past comments about 
posts made a long time ago “resurfacing” years after they were made. When concerns 
about criticism are present this generates an extra “chilling effect”. 
3.2 Lack of Time and Motivation 
An almost absolute majority of interviewees mentioned lack of time and motivation- 
as a critical reason for passive participation. Posting in the forum is perceived as 
much more time consuming than writing. With the busy daily schedule of social 
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workers, finding time to write in professional communities seems to be very 
demanding. 
SY, a probation officer, agreed to be interviewed although she believed she will 
not contribute much to the study due to the lack of her activity in the communities: 
“there’s an article that I opened from the community, I got it in my email. Most of the 
chances are that I will not read it. I would really like to, but I do not have the time”. 
SL says she is passive due to time constraints: “The number of times I uploaded 
stuff or reacted in the community are very limited. I think it’s mostly an issue of 
time... There are quite a few instances of things I see and I was happy to respond to 
and even think it was appropriate if I only had the time”. 
SR is a member of four of the communities of practice, and demonstrates a big 
difference between the large number of entries (722), and the low number of posts 
(6). In regards to this gap, she says: 
In our work we are out there in the field a lot, do not have access to computers... 
It's a matter of time, because we have lots of meetings, and when we sit on the 
computer it is in order to answer letters, respond to urgent things, update diaries. 
So it's a matter of priorities... If I have 200 emails on average when I arrive, then 
the community of practice is not a first priority, because there are lots of other 
things. I think it's a shame, I wish I could be more involved and more active. 
 
AS: “if I had more time I could have thought harder about the content and respond 
more… the way things are, I do it superficially and it’s a shame… I mostly browse 
through the text and don’t get deeper”. 
A related reason stated by some is that the time spent on the professional 
communities comes at the expense of free time at home. SH: “After long hours of 
work, I cannot come home and continue my work by taking time to assist a colleague 
with her issues… it’s definitely not considered a part of my job. Not that I don't want 
to help her but, once more, I have a limited amount of hours so if I do it from my 
home voluntarily it will blur the boundaries between home and work and I do not 
know if I like this ... I prefer my work to remain [in my workplace] rather than 
migrate to my home.” 
Many of the interviewees think that reading posts from the communities should be 
done as a part of their work hours and not as a part of their private time. But some, 
like A, says that “I read my mail at home and not from my work, this way I can read 
things peacefully. I cannot get that from work. Still, these are strictly professional 
material”. YK presents the opposite view: “It's good to have a library of content, but I 
never used it because I don't have time, I come home from work tired and I have no 
energies to read, I prefer being with my family while at home.” 
A (member of 12 forums, but only 49 entries and 0 posts) argues that there is not 
enough active participation in the forum due to work pressure: “Social workers have 
no time to sit and read. If the service's management had allocated an hour weekly in 
which all employees must sit on the forum and create a discourse that would 
encourage me more.” 
A small number of interviewees refer to their lack of active participation as a kind 
of laziness. Maybe just a few think this is the true reason why they do not participate, 
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but possibly just a few are sincere and/or self-conscious enough to point this reason 
out. For example LA, who entered the community many times (263) but hardly wrote 
(3) says: “ I think it is wonderful to post, you just need energies and willingness to 
make an investment, and this was never too high on my priority list… it’s a kind of 
laziness”. CH Writes:  
Maybe it's laziness. I once nearly responded to a story about an attack against 
social workers who were not defended enough, and we had a case like this in our 
department. They touched on it in the forum, and I thought I had to react, but it ... 
Such laziness, it's always late at night until I get to that, so I left it. 
3.3 Concern from Possible Lack of Feedback and Reciprocation 
A third reason for passive participation, which came up in a few of the interviews, 
involved concerns about the absence of members’ reactions, i.e. in order for 
community members to contribute, they need to feel that their contribution is 
important for the group as expressed by replies by other group members [14,21-23]. 
S enters the communities quite frequently (145 times) but has only posted three 
times in six years. She explained that once she uploaded a file she invested a lot of 
effort in to describe a project she worked on through the institution. She waited in 
vain for comments that did not come. Therefore, this reason for passive participation 
does not involve concern from direct criticism, rather from the lack of any reaction. 
An absolute lack of reaction for S meant that the project was not significant or 
interesting enough, and the reciprocity, an important aspect in maintaining 
relationships online, according to previous literature , was gravely missed [21-23]. 
Y describes another such disappointment: “Two states in the US now legalized 
Cannabis. It’s a bombshell in our field! I posted it, and nothing happened. Nothing…” 
One of the community managers who was interviewed, said that every time an item is 
uploaded to the community, she hopes that “this item does not remain orphan!” she 
describes her conflict on whether to wait for members’ reactions- which may not 
happen, or to respond herself, in which case “this will be the end of the discussion, 
because no one would react after I did”. According to these interviews, members’ 
reactions support active participation, they are like “fuel” for further posting. The 
members whose comments get plenty of reactions feel that their comments are useful, 
while those whose comments remain orphan may feel like R, who says: “I like very 
much to receive feedback, but when there are no reactions you say to yourself, 'oh, I 
probably said something stupid'”. 
R., who works with blind and vision-impaired individuals, reports that he wanted 
to contribute to the community and uploaded large amounts of materials which got no 
replies. He says: “for a long time I reported about the daily lives of social workers, 
but I realized at some point, that no one cared! … I assume that just like myself, my 
colleagues in Haifa or Jerusalem or other places are also very busy with their daily 
activities, and perhaps instead of a bonus, my contribution seem like a burden to 
them… I saw that I throw rocks but no one want to pick them, so at some point I just 
quit…” Similarly, L (99 entries, 7 posts) says: “once you see no reaction it gives you 
a sense of: OK, so I’m not going to upload any more materials”. 
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3.4 Reasons Related to Status and Expertise  
Visibility of professional hierarchy within the various communities was another reason 
provided for passive participation by members of both high and low seniority, .  
D, who is in charge of a mental institution, presents her concerns: “when you are in 
a certain position within the professional hierarchy you have to be very cautious with 
what you write… people do not take it as your personal opinion, it is your personal 
opinion in this specific hat worn in the forum. I think that because of this I think twice 
about everything I write in difference places… people give it various meanings 
because I’m an administrator. Personally, I find it upsetting that people in high 
positions write their opinions when it does not correspond to the position of the 
ministry”. 
D demonstrates a unique case in which the organizational hierarchy limits the 
posting of high-status members. But in general, such concerns were stated more by 
rank-and-file or new employees. For example, G is a social worker who recently 
moved from handling addictions to patients with special needs, and therefore  moved 
to a new online community. G thinks that expertise is an important determinant of the 
scope of participation: “In the first few years I did not feel confident enough to upload 
materials… maybe now I would feel more confident to post. When you are new to the 
field, you are more interested in reading”. 
Similarly, ZB, has worked in the field for five years, yet still feels like a 
“beginner”: 
There are people who write there with so much experience. For example, X, who is 
very active, has thirty or forty years of experience. So, I feel like I need to learn 
more… plus, I know that what I post is exposed to many people, some of whom are 
administrators in various positions, and what I write may have consequences… 
 
Another manager of one of the communities said that forums have their “hard 
core” participants, and sometimes the new members in the community are afraid to 
post. She says that she wants to bring up topics for discussion, and is very curious 
what new members think about them, “if they dare to write”. S, with an experience of 
a year and half, says: “if this does not touch me enough, I will not comment… I do 
not have enough experience and self-confidence… I’m sure other people will do it”. 
3.5 Sense of Redundancy 
R: “I haven’t seen anything that provoked me to initiate or respond personally. 
There are some interesting things but… I had nothing to add from my knowledge 
or experience”. 
 
Redundancy was one of the reasons mentioned for passive participating  [14], 
especially if someone else already responded, and even if not – “somebody else 
would do it”. Studies show that when a participant asks for help or advice in an online 
community, people spend more effort to reply in a situation where they know that 
others will not do it [15,25]. Although the tendency to diffuse responsibility and rely 
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on others exists in offline environments as well, it is easier to do so in online 
communities. This is especially true when  participants tend to be passive in general 
and when the person asking for assistance may not know they are in the forum, and 
certainly do not expect a reaction from them. Thirteen such members have been 
interviewed for the current study. 
SZ: “someone else will write it at some point…” 
ZB: “The things I could have said are, like, being said by others”. 
D: “Actually I see that enough people respond so I enjoy reading the responses and 
sometimes I feel it unnecessary to give further opinion”. 
N, who subscribes to four communities and mainly enters one of them- 99 entries 
per year, with zero comments, finds it difficult to point at the reasons for passive 
participation, which is obvious and comfortable for her. Eventually she replies: 
“thinking about it, maybe I haven’t felt until now that I have something to write… 
maybe when I feel the urgency I will write”. 
M is a member in five communities:  
I think maybe once in my six years in the forum I've consulted people and got 
replies, and once or twice I replied to people who asked for assistance ... because 
I see that people who ask questions get their responses already before I have a 
chance to offer my comments. And if I have nothing to add, I will not add, and 
usually there are always people that respond… I do not think I have something 
really important to add to the world at such a level that makes contribution 
absolutely necessary… 
 
BB: “There are social workers there who have worked in the community for years. 
I do not feel I could contribute anything new… The ability to express oneself and 
request assistance- that’s what I cherish in the forum.”  
G also did not find it necessary to respond even once: “I am not one of those 
people that write ‘way to go! What a beauty!’ or all these things-it's not me. Don't 
feel the need to do this.” 
 
In line with the literature, the interviews demonstrate that sometimes community 
members do not contribute content because of a feeling that their information is not 
important enough [10,12]. In addition, it was found that people tend not to respond if 
they assume that someone else would answer the question, especially if a reply has 
already been written, they feel exempt even if they have something to add. If what 
they wanted to say has already been said, then there is no point for them to write 
again. They don't see their own personal addition a contribution to sharpening the 
point. 
3.6 Dislike of Technology 
Some of the social workers interviewed, especially the older ones, very frequently 
stated that it was difficult for them to "connect" to the virtual platforms because face-
to-face meetings were irreplaceable and computer-mediation generates a “cold” and 
"alienated" environment.  
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S, who is a passive participant in the Juvenile Delinquency community and does 
not read nor post herself stated:  
I am not a technological person, I don't chat or post comments. I am a person who 
needs to speak [with the other party]. Being in front of a computer is difficult for 
me…I keep saying I am a social worker! Let me talk to people, not to computers. 
 
TS, a member of the Addictions community, says,  
Maybe this is because of my advanced age, but I really don’t understand how one 
can have a sense of belonging to something on the Internet…let’s talk about work 
issues, why do we need the forum for that? Why do we need the Internet to get 
closer to one another as human beings…why those emails? Pick up the phone – 
let’s talk as humans. 
 
D, a member of a community concerning Mental Disabilities, notes the need for an 
unmediated human connection: "I am interested in some response, some verbal inte-
raction. I am not able to fully connect to the electronic world…” R argues that "[on-
line interaction does] not replace friendship. It's not instead of acquaintance. It cannot 
replace the peer discourse we sometimes generate amongst ourselves." 
Z, from the Family Courts community, states that, "I handle myself much better in 
a human, not text-based environment… [online contact is] not like sitting with people 
and carrying out a dialogue, getting support and feeling the 'softness.'" Interviewees 
complained that the online connection hinders their ability to express emotions, grant 
and receive support – essential elements in this profession. For example, D notes: "I 
think that in our world, most people don't get support through this media…we are 
people persons, and I don't think that the Internet can do the job…" The online forum 
seems to provide an inferior arena in particular for expressing emotions as compared 
to face-to-face conversations.  
M, a member of the Juvenile Delinquency and Addictions communities who posts 
frequently, expresses similar concerns.  “Generally, I would not go to some Internet 
forum to ask a question even if I get an immediate online response…this is not my 
medium."  
S, from the Addictions community, mentioned how  
This medium has many features that are inferior to face-to-face conversation. I 
need a little more of the personal contact, the intonation that allows you to fully 
understand what was said and reduce misunderstandings […] I prefer to get my 
support from someone I am personally acquainted with. It's much better to talk to 
people that I know than [to those that] I don't know.  
3.7 The Visual Aspect- “Not Facebook-ish Enough”  
Whereas some community members, especially the older ones, were concerned that 
the community environment is too technological, others, especially the younger and 
more “digital native” expressed the opposite concern – that it is not savvy and up-to-
date. 
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The Ministry of Social Affairs is portrayed in both the public eye and to younger 
social workers as gray and anachronistic. Some said that this feeling is manifest also 
by looking at the community interface, one they consider dry and with a boring look-
and-feel. In the colorful and lively interactivity Facebook era, the communities of 
practice of the Ministry of Social Affairs seem to be “lagging behind”, and require an 
upgrade, eventually bringing more contribution by members. 
The communities of practice do not only exist within the forums rather include 
mailing lists, Facebook groups and more. The more appealing look-and-feel compet-
ing social networks is an additional reason stated by a few for not contributing content 
to the communities. For example, R states: “now I joined the professional Facebook 
group ... It is very different from what the Ministry of Social Affairs operates. People 
have all kinds of groups and advertisers are there. I think they are more open and 
modern… and this makes it also easier for me to participate”. SN: “the site is grey 
and depressing, it does not give you a feeling like you want to enter. It is b-o-r-i-n-g! 
It's no fun to enter.” 
Many of the interviewees repeated the arguments that the visual component can as-
sist or alternately hamper the degree of participation on the site. Y: “the forum is very 
uninviting… if you do not have the patience to look for what you need, you give up 
and leave. It could have been different, because I see it in other open forums where 
people participate more… It does not happen in the community, it does not invite 
participation”. 
4 Discussion and Conclusions 
Passive participation is a common phenomenon in communities of practice, and in 
online forums in general. The study of the motivations for passive participation is 
fascinating because it is often unconscious. Often interviewees had difficulty to 
pinpoint exact reasons for their lack of participation, but nevertheless some reasons 
repeated themselves. From the interviews it was possible to discern a number of main 
motives for this mode of participation, most of them consistent with the academic 
literature. 
This study demonstrates that lack of anonymity is critical in understanding 
participation patterns. The main motives for passive participation as raised in this 
study were related to concerns about the reputation of the author, concerns from 
others in the organizational hierarchy as well as from one’s peers. Some of these 
concerns could have been minimized if writing was anonymous. Identification has its 
advantages but also disadvantages and community managers must weigh its pros and 
cons when deciding policies regarding anonymity and identification. 
Some members are afraid to put their reputation at risk, especially when they know 
that their superiors could perceive their posts negatively. Therefore, they may self-
censor and avoid posting altogether. In light of this, it is appropriate to examine how 
positive comments from the community and in particular from managers can 
encourage participation. 
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The findings demonstrate that passive participation stems from several additional 
reasons, such as technological concerns and concerns that the post is redundant, both 
as dominant reasons for lack of contribution. Even more, as the interviewees argued, 
social workers have very little free time and their work is very demanding [24]. 
Therefore, presumably if some time was dedicated during working hours for the use 
of the online communities, this might have generated greater participation. 
Two reasons for passively participating in the community that did not come up in 
past studies came up in the interviews. First, the visual component of the communities 
can support or impair participation. The site, its colors and the ease of use of the 
interface can encourage the participation and contribution of content. 
An additional reason for the absence of contribution which arose in the interviews 
yet not in past studies, is the concern for lack of reciprocation. As a person who reads 
a magazine, the passive participant can internalize the informational benefit that the 
community provides without exposing himself. However, by not posting, s/he is 
losing the response, support and appreciation that may be expressed in the forum. 
Because they contribute less, their expectations from the community are usually lower 
than those of the frequent participants [6,11,18]. Arguably, members should be 
encouraged to reply to posts and generate motives for the few who do participate in 
order to entice them to continue to do so [6,7,11]. Future studies should continue to 
research the links between reciprocation and appearance on one hand, and 
participation in communities of practice on the other. 
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Abstract. Consumers review other consumer’s opinion and experience of the 
quality of various products before making purchase. Automatic sentiment anal-
ysis of WOM in the form of user product reviews, blog posts and comments in 
online forum can support strategies in areas such as search engines, recom-
mender systems, and market research and benefit to both consumers and sellers. 
The ontology-based approach designed in this work aims to investigate how to 
detect and classify mixed positive and negative opinions by interpreting with an 
ontology containing opinion information on terms. Our research question is 
whether disinterested subjectivity scores of sentiment ontology are pertinent to 
sentiment orientations not affected by reviewer’s linguistic bias. The experi-
mental results adopting opinion lexical resource achieve better and more stable 
performance in F-measure.  
Keywords: opinion mining, sentiment analysis, ontology-based approach, Sen-
tiWordNet. 
1 Introduction 
With the rapid growth of the Internet and social network services consumers now 
review other consumer’s opinion and experience of the quality of various products 
before making purchase. It is obvious for the field of business, as well, to take care of 
consumer’s opinion of products or services that a company provides because online 
product reviews, posted online by consumers are other forms of word of mouth 
(WOM) communication [1-2]. Sentiments inside user reviews play a vital role in con-
sumer decision making. Automatic sentiment analysis of WOM in the form of user 
product reviews, blog posts and comments in online forum can support strategies in 
areas such as search engines, recommender systems, and market research and benefit 
to both consumers and sellers [3-4]. However Thelwall et al. [5] argue that traditional 
approaches adopting machine-learning algorithms to sentiment analysis are proble-
matic for several reasons; human-coded data and domain-dependency. Human-coded 
data means a set of texts assigned sentiment ratings by authors (i.e., consumers, re-
viewers, or readers) and these subjective texts are as an input to train in most ma-
chine-learning sentiment analysis algorithms [6-10]. Domain-dependency refers to  
the identification of expression topics in sentiment detection. Frequency-based fea-
tures from texts for learning predictors are likely to be skewed to domain topics, for 
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instance books, electronics, hotels, and restaurants and so on [11-14]. We will present 
a domain-independent and impartial ontology-based approach in orientations predic-
tion in this paper.   
Furthermore, traditional sentiment analysis mainly focuses on polarity of non-
informal texts: positive or negative (e.g., [7, 10, 15-16]). However, mixed positive 
and negative sentiment often is observed in online communication [17] and multi 
points rating (e.g., one to five ‘stars’) from peers is more helpful for potential custom-
ers to make purchase decision [12].  
The goal of the present paper is to investigate how to detect and classify mixed 
positive and negative opinions by interpreting with an ontology containing opinion 
information on terms. Our research question is whether disinterested subjectivity 
scores of sentiment ontology are pertinent to sentiment orientations not affected by 
reviewer’s linguistic bias from individual’s abstract language use [52]. To scrutinize 
this question, we exploit SentiWordNet 3.01 [18] and map subjectivity scores to opi-
nion words in natural informal texts with Part-of-Speech (POS) information. Among 
scale of one to five ratings, it is obvious that score of 5 or 1 is as very positive or as 
very negative (or strongly recommended or strongly not recommended), the rest of 
the ratings, however, are mixed opinions. The most difficult task is neutral opinion, 
i.e., score of 3 in 5-stars rating. This score is as an ambiguous opinion to recommend, 
so reviews assigned three stars were removed from the corpus for the evaluation [34]. 
Therefore our study represents how well detect mixed opinions without reviewer’s 
linguistic bias by a lexical induction approach.  
This paper is structured as follows: we discuss related work in section 2. Section 3 
describes our datasets and methodology. Then in Section 4, we analyze the experi-
ment results followed by discussion and conclusion in Section 5.  
2 Related Work 
In this literature review, we discuss related opinion mining, known as sentiment, 
and/or subjectivity analysis.   
A majority of sentiment or opinion analysis focuses on sentiments polarity and 
specialized features. Machine-learning algorithms are commonly used in detection of 
sentiments and features from informal texts like words [6, 8, 15, 20]. In terms of iden-
tification of sentiment orientations in sentence-level, it is important to figure out sub-
jective words containing reviewer’s opinion. Ghose and Ipeirotis [19] considered 
objective information in texts which means production descriptions by a seller, and 
subjective information by a customer which is very personal descriptions of the prod-
uct. Then they proposed two ranking mechanisms; a manufacturer-oriented and a 
consumer-oriented. Dave et al. [15] used substitutions for product’s name, unique or 
certain product type words in order to improve performance but yielded lower results. 
Jin et al. [21] ignored sentences describing products without reviewer’s opinions  
and expressing opinions on another product model regarded as non-effective opinion 
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sentences.  These previous studies discovered subjectivity based on term frequencies 
the classifiers have observed from the training data. This approach lacks a semantic 
structure of words.       
To consider relating to meanings in language, Turney [22] used two reference 
words “excellent” for positive estimate and “poor” for negative estimate of orientation 
in extracted phases. He implemented pointwise mutual information (PMI) to calculate 
the semantic distance between reference word and extracted phrase and yielded sen-
timent orientation of it. Hatzivassiloglou and McKeown [23] demonstrated prediction 
of sentiment orientations of linguistic link type based on conjunctions between adjec-
tives like ‘but’ or ‘and’ in text. They assumed conjunctions constrain the orientation 
of conjoined adjectives and clustered the adjectives into two different orientations, 
i.e., positive or negative. The results gained 82% accuracy in prediction of same or 
different orientation between conjoined adjectives. A lexical resource like WordNet 
[24] was not chosen in their paper because they appealed lexical resources are not 
explicitly helpful to identify semantic orientation information, while a number of 
researchers have utilized WordNet with part-of-speech tagging techniques in order to 
extract opinion words [10, 25-27].  
A human-labored ontology-based approach on opinion mining has some draw-
backs [3], for instance, time-consuming effort from manually created opinion lexicons 
[6, 29], or annotator bias from human-assigned sentiment annotations [17, 23]. Sen-
tiWordNet, introduced by Esuli andSebastiani [28], a lexical resource derived from 
the synsets (set of synonyms) of WordNet to support sentiment classification and 
opinion mining application terms built on semi-automated method annotating all 
WordNet synsets. Each synset is connected to three sentiment scores, i.e., pos, neg, 
and obj according to how positive, negative, and objective terms are in the range of 
[0.0, 1.0] and their sum is 1.0 for each synset. Therefore SentiWordNet as graded 
lexical resource can provide detailed information of emotional nuances. Because of 
short history of SentiWordNet, there has rarely been evaluative works of SentiWord-
Net though, most of related studies reported outperformance against the traditional 
sentiment approaches [3, 31-36]. Our paper presents a lexical approach mapping with 
opinion information in SentiWordNet to user reviews to detect sentiment orientations.    
An alternative approach has used topic models techniques as a fine-grained senti-
ments analysis [11, 37-38]. Some readers may want to find more detailed opinions for 
subtopics, for instance, price in electronic product review domain. Titov and McDo-
nald [11] and Mei et al. [37] attempted to solve this problem by topic models and 
explored associated topics for sentiment extraction. Prediction of thumbs-up is not 
confined to products or services but also scientific articles. Wang and Blei [38] devel-
oped a recommendation algorithm to scholarly papers in bibliography sharing service 
community. They used latent factor models to predict ratings of never rated items by 
users which mean newly published articles, based on the predictive model they built 
on training sets which are previously rated items by users. In terms of a psychological 
approach, LIWC (Linquistic Inquery and Word Count) software2 and the Japanese 
software proposed by Ptaszynski et al. [53] were attempted to detect emotions at an 
arousal level such as anger, anxiety, sadness and so on. 
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As growing popularity of microblogging services like Twitter, sentiment analysis 
on Twitter data has been recently focused [39-42].  
3 Methodology 
3.1 Datasets 
To conduct our experiment, we crawled a set of customer reviews from yelp.com3. 
The site provides Internet rating and review services including a directory service and 
review site with social networking features [43].  We collected total of 11,598  
restaurant reviews with the 5-stars rating of restaurant given by the reviewer. The 
rating that a reviewer allocates to a review is denoted by a number of stars on a  
scale of 1 to 5 which is regarded as five categories of opinion in our experiment; 
‘strongly negative’, ‘mildly negative’, ‘neutral’, ‘mildly positive’, and ‘strongly posi-
tive’, respectively.   
We observed that our collected datasets have imbalanced proportions in five cate-
gories of opinion which is 592 texts in strongly negative, 900 in mildly negative, 
1,827 in neutral, 4,045 in mildly positive, and 4,234 in strongly positive. To avoid 
undersampling  results [44-45], we randomly selected 2,992 reviews. The final dis-
tribution of the reviews is 600 each (except for strongly negative opinion) for each 
class in the 5-classes categorization. Descriptive statistics of our final datasets is 
shown in Table 1.  
Table 1. Descriptive statistics based on five categories of opinion 
Opinion category Number of texts Mean sentences Mean words 
Strongly negative (s_neg) 592 12.8 86.5 
Mildly negative (m_neg) 600 12.0 83.7 
Neural (neutral) 600 11.3 80.1 
Mildly positive (m_pos) 600 10.6 74.4 
Strongly positive (s_pos) 600 10.3 71.4 
Total 2,992 10.8 75.6 
3.2 Proposed Approach 
The first step is for preprocessing collected user reviews. This is done by using traditional 
text mining process, which contains removal of stop words, tokenizing, part-of-speech 
tagging, and lemmatizing. We do not use any negation detection techniques instead of 
excluding negatives like ‘not’, ‘no’, ‘nor’, ‘only’, or ‘few’ in stop words list.   
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The second step is term selection and weighting. We set feature selection based on 
document frequency (df) and term frequency (tf). Terms on lower document frequen-
cies below 5 were ignored [30] when feature selection and term frequencies were 
calculated for each cleaned term. We used tf and normalized tf with logarithm (logtf) 
as baseline term weighting. We then set different features set sizes using the top-down 
percentile features from 10 to 100 percentages.  
The last step is to adjust base term frequencies from the mapping swn_score (formula 
1). A word of SentiWordNet normally has several senses. To identify sentiment orienta-
tion of each word, an overall score [3, 31], first sense value [32], maximum value [33], or 
average score [34-35] is calculated for terms found with POS tagging. Unlike previous 
studies, we aggregated every value of each term for positive and negative, and subtracted 
negative value from positive value; hence, we get a negative score for negative orientation 
terms, according to the formula of SentiWordNet score for term T: 
 ܹܵܰ_ݏܿ݋ݎ݁ሺݐሻ ൌ  ∑ ܲ݋ݏሺݐሻ െ ∑ ܰ݁݃ሺݐሻ௡௜௡௜  (1) 
By doing this, our term weights are extended to negative value from positive. We 
expect these stretched values would be distinguished from non-opinion words.      
We exploited part-of-speech information after preprocessing of our datasets in opi-
nion mining. Then we mapped our selected terms to SentiWordNet. In mapping 
process, we multiplied swn_score and term frequency weights of a matched term in 
order to adjust term weights, otherwise left a genuine term frequency weight for non-
matched terms to entries of SentiWordNet.   
The adjusted term weights for each document provides the input for Support Vec-
tor Machine (SVM) classifier implemented in the Weka 3.7.94 package. We trained 
and tested LibSVM wrapper in Weka on our datasets. LibSVM [46] is a popular Java 
library for building SVM classifiers and a wrapper called LibSVM, original code by 
Yasser EL-Manzalawy (= WLSVM) [47] has been provided by Weka. The classifier 
has 5 targets classes (s_neg, m_neg, neutral, m_pos, and s_pos). 
We performed 10-fold cross validation with 10 different features set sizes (10, 
20,…100% of all features). Figure 1 depicts the workflow of our approach.   
Fig. 1. Workflow of sentiment classification 
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As the measure for the evaluation, we use classification accuracy and F-measure. One 
of the most effectiveness measures to classification performance is the accuracy, 
which is the proportion of the number of correctly allocated instances to the total 
number of instances, calculated from a confusion matrix [48]. F-measure is a single 
measure combining recall and precision scores. Recall is the proportion of the cor-
rected allocated cases to the total cases correct. And precision is the proportion of the 
corrected allocated cases to the total cases [50-51]. Accuracy in each class has the 
same value as recall in text categorization evaluation. 
 ܽܿܿݑݎܽܿݕ ൌ ௧௛௘ ௡௨௠௕௘௥ ௢௙ ௖௔௦௘௦ ௖௢௥௥௘௖௧௟௬ ௔௟௟௢௖௔௧௘ௗ ௧௢ ௧௛௘ ௖௟௔௦௦ ௧௛௘ ௧௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ௖௔௦௘௦ ௢௙ ௧௛௔௧ ௖௟௔௦௦  (2) 
 ܨ_݉݁ܽݏݑݎ݁ ൌ ଶሺ௣௥௘௖௜௦௜௢௡ൈ௥௘௖௔௟௟ሻ௣௥௘௖௜௦௜௢௡ା௥௘௖௔௟௟  (3) 
3.2.1   Experiments 
Before we fulfill our experiment, we wanted to test performance swn_scores of each 
term. We extracted verbs (v), adjectives (a), and adverbs (r) POS tags information 
from each document as opinion indicators [3] and compared predictivity between 
genuine opinion indicator values (var_tf) and ontology-derived values (swn_score) 
weighting of each term. Table 2 shows the results of pre-experiments. var_tf means 
simple term frequencies of verbs, adjectives, and adverbs, swn*tf means revised term 
frequencies multiplied by swn_score, and swn_score as standalone calculated values 
by formula (1) from SentiWordNet. Except for two cases (var_tf for s_neg in preci-
sion and s_pos in recall), adjusted term frequency (swn*tf) and swn_score alone 
showed better performance in results of precision, recall, and F-measure. So we were 
confident that implementation of lexicon resource into sentiment predictions are valu-
able. We moved on to the next step.      
Table 2. Results of precision, recall, and F-measure in pre-experiment 
Term weight s_neg m_neg neutal m_pos s_pos avg 
Precision 
var_tf 0.64 0.30 0.29 0.13 0.24 0.32 
swn*tf 0.42 0.34 0.31 0.28 0.29 0.33 
swn_score 0.41 1.00 0.26 0.38 0.27 0.46 
Recall 
var_tf 0.01 0.10 0.16 0.02 0.96 0.25 
swn*tf 0.30 0.12 0.25 0.25 0.65 0.31 
swn_score 0.21 0.00 0.61 0.01 0.56 0.28 
F-measure 
var_tf 0.02 0.15 0.21 0.04 0.39 0.16 
swn*tf 0.35 0.17 0.28 0.26 0.41 0.29 
swn_score 0.28 0.00 0.36 0.02 0.36 0.21 
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To this end, we compare the proposed method with the traditional term weighting 
techniques in opinion mining. base_tf means a simple term frequency and base_logtf 
is a normalized term frequency. Those two serve as baseline whereas rev_tf and 
rev_logtf are calculated as revised weights mapping from a lexical resource, Senti-
WordNet.    
4 Results 
The main goal of the evaluation is to explore orientations prediction of mixed positive 
and negative opinions without reviewer’s linguistic bias by a lexical induction ap-
proach. 
Figures 2 to 6 show the experimental results of these aforementioned approaches in 
each opinion category with different features set sizes, as selected using the top-
percentile features.  
Strongly negative sentiment 
In Figure 2, the SVM classifier using the adjusted term weights set as feature vectors 
are significantly more accurate than baseline on all data sets in the category of strong-
ly negative sentiment. Overall, rev_tf showed the best performance, whereas the  
performance of traditional methods decreased in both accuracy and F-measure. The 
performance of rev_tf is noticeable because rev_tf, a modified term frequency based 
on an opinion lexicon, infers negative orientation very well over different features set 
sizes. Among four different term weights, rev_tf yielded the highest accuracy of 
59.0 % at threshold of the 10th percentile features set. Note that we did not deal with 
any negation processing like previous research [3, 5, 25].    
Mildly negative sentiment 
In mildly negative orientation, the prediction performance is poor as shown in Figure 
3. Unlike above very strong negativeness, baseline outperforms our ontology-based 
method in both accuracy and F-measure. Particularly, rev_logtf weight makes a weak 
performance from one half percentile features set, and does base_tf in strongly nega-
tive sentiment. 
Neutral sentiment 
Figure 4 shows comparison of the results of neutral sentiment prediction. base_logtf 
tends to opposite to rev_logtf as the size of features set increases. In accuracy, the 
performance gaps between base_logtf (38.0%) and the proposed rev_logtf (31.2%) is 
insignificant (6.8% at the 10th percentile features set) whereas the gap becomes 43.5% 
at the very last percentile using all terms as the feature selection set. This implies 
there are many common words, whether containing opinions or not, distributed in 3 
stars rated informal texts, and these terms may share emotions either negative or posi-
tive. Thus, the classifier could train the inputs as negative or positive class. In this  
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category, we observe the semi-supervised sentiment scores bear sentimental differ-
ence which is confirmed by [28] and return to alleviate human linguistic bias. Actual-
ly this phenomenon prevail over five opinion classes regardless of competiveness. 
Either rev_tf or rev_logtf shows the stable performance over all features set sizes in F-
measure as shown in Figures 2 to 6. This indicates that the proposed technique sug-
gests unbiased weights than the existing methods.  
Mildly positive sentiment 
In mildly positive sentiment, term weights with SentiWordNet outperform baseline 
approaches both in accuracy and F-measure. In Figure 5, especially rev_tf achieves a 
higher and more stable performance over the all features set size. Table 3 shows spe-
cific figures in prediction performance in F-score at threshold of every 10th percentile 
features set size. To be specific, the results of F-score show the improvement from 
2.2% to 19.6% in revised term frequency (rev_tf) and from 3.7% to 14.8% in revised 
normalized term frequency (rev_logtf). 
Table 3. Experimental results on mildly positive sentiment at threshold of every 10th percentile 
features set in F-measure 
features set 10th 20th 30th 40th 50th 60th 70th 80th 90th all 
base_tf 0.30 0.25 0.23 0.19 0.17 0.15 0.11 0.09 0.08 0.07 
rev_tf 0.32 0.33 0.31 0.30 0.29 0.29 0.28 0.27 0.27 0.26 
% increase 2.2 7.6 7.8 10.5 12.0 14.5 17.0 17.8 18.6 19.6 
base_logtf 0.28 0.21 0.17 0.13 0.11 0.11 0.10 0.10 0.10 0.09 
rev_logtf 0.32 0.32 0.30 0.28 0.26 0.25 0.22 0.21 0.20 0.18 
% increase 3.7 10.8 12.6 14.8 14.4 13.7 12.4 10.8 10.5 9.2 
Strongly positive sentiment 
Unfortunately, ontology modified weights are degraded in accuracy in very strong 
positiveness prediction than baseline as shown Figure 6. Nevertheless, F-values are 
very close. This means that baseline methods show very low precision, while our 
technique achieves the better precision because F-score cares both recall and preci-
sion [50]. In Table 4, a traditional approaches yield lower precision results on the 
contrary to higher accuracy in the category of strongly positive sentiment predictions 
as shown in Figure 6. The precisions of baseline trade off against accuracy [51], our 
proposed weights using SentiWordNet, however, kept consistencies in both accuracy 
and precision, on the other hand, outperformed in precision as shown in Table 5. 
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Table 4. Accuracy and precision results on strongly positive sentiment at threshold of every 
10th percentile features set 
features set 10th 20th 30th 40th 50th 60th 70th 80th 90th all 
base 
_tf 
accuracy 0.79 0.85 0.87 0.90 0.92 0.93 0.93 0.94 0.95 0.95 
precision 0.38 0.33 0.30 0.29 0.28 0.27 0.27 0.26 0.26 0.25 
base 
_logtf 
accuracy 0.77 0.86 0.90 0.92 0.94 0.96 0.97 0.98 0.98 0.98 
precision 0.38 0.32 0.29 0.27 0.25 0.24 0.23 0.23 0.23 0.23 
rev_tf 
accuracy 0.61 0.62 0.62 0.61 0.62 0.62 0.63 0.64 0.65 0.67 
precision 0.42 0.39 0.37 0.35 0.34 0.32 0.32 0.31 0.30 0.30 
rev_log
tf 
accuracy 0.55 0.54 0.53 0.54 0.54 0.54 0.55 0.56 0.56 0.56 
precision 0.42 0.36 0.34 0.32 0.31 0.30 0.29 0.29 0.29 0.28 
Table 5. Evaluating strongly positive sentiment predictions with precision at threshold of every 
10th percentile features set 
features set 10th 20th 30th 40th 50th 60th 70th 80th 90th all 
base_tf 0.38 0.33 0.30 0.29 0.28 0.27 0.27 0.26 0.26 0.25 
rev_tf 0.42 0.39 0.37 0.35 0.34 0.32 0.32 0.31 0.30 0.30 
% increase 4.1 5.7 6.7 5.9 5.8 5.1 4.9 4.6 4.6 4.6 
base_logtf 0.38 0.32 0.29 0.27 0.25 0.24 0.23 0.23 0.23 0.23 
rev_logtf 0.42 0.36 0.34 0.32 0.31 0.30 0.29 0.29 0.29 0.28 
% increase 3.3 4.0 4.9 5.2 5.7 5.9 6.1 6.4 6.5 5.6 
 
 
Fig. 2. Strongly negative sentiment classification accuracy and F-measure 
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Fig. 3. Mildly negative sentiment classification accuracy and F-measure 
 
Fig. 4. Neural sentiment classification accuracy and F-measure 
 
Fig. 5. Mildly positive sentiment classification accuracy and F-measure 
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Fig. 6. Strongly positive sentiment classification accuracy and F-measure 
5 Discussion and Conclusion 
In this paper, we presented an opinion classification technique of mixed opinions 
without reviewer’s linguistic bias by a lexical induction approach. The experimental 
results show that our ontology-based approach on opinion mining achieves the more 
stable classification performance than baseline approaches in F-measure values. In 
addition, the proposed method detects mixed positive and negative opinions, i.e., 
neutral sentiment in an effective manner. Even though our proposed method achieves 
the best performance in the category of strongly negative orientation, it yields lower 
prediction in mildly negative opinion. Given these mixed results our sentiment ontol-
ogy-based approach still shows some promising results in several ways. 
Firstly, our approach does not require prior domain knowledge and human labors. 
While the previous studies attempted to elaborate domain subjects with orientations 
prediction [11, 14, 19], our approach simply adopts pre-defined lexical resource. This 
empowers our technique to apply to cross- or multiple domains without prior know-
ledge and item features. Secondly, our method can avoid human biases stemmed from 
reviewer’s habitual writing patterns by using machine-learned annotations. Lastly, we 
observe that in our approach, the rule of feature selection (removal of unique terms up 
to 90% or more) does not affect categorization average precision [30].  
As the future study, we plan to incorporate semantic relations in SentiWordNet in-
to our weighting scheme. SentiWordNet values for each term are calculated by sum of 
total scores for positive and negative each and subtraction between them. But, we do 
not utilize semantic relations available in SentiWordNet. Our research method is do-
main-independent prediction, and one further research direction may focus on compa-
tibility of the proposed technique over heterogeneous domains.   
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Abstract. Many social network sites (SNSs) provide social event functions to 
facilitate user interactions. However, it is difficult for users to find interesting 
events among the huge number posted on such sites. In this paper, we 
investigate the problem and propose a social event recommendation method 
that exploits user’s social and collaborative friendships to recommend events of 
interest. As events are one-and-only items, their ratings are not available until 
they are over. Hence, traditional recommendation methods are incapable of 
event recommendation because they need sufficient ratings to generate 
recommendations. Instead of using ratings, we analyze the behavior patterns of 
social network users to measure their social and collaborative friendships. The 
friendships are aggregated to identify the acquaintances of a user and events 
relevant to the preferences of the acquaintances and the user are recommended. 
The results of experiments show that the proposed method is effective and it 
outperforms many well-known recommendation methods. 
Keywords: social network, recommendation systems, friendship analysis. 
1 Introduction 
With the rapid growth in mobile computing applications, many mobile services have 
been developed to help people exchange information. Social network sites (SNSs), 
such as Facebook, Google+, and Meetup1, are popular mobile services that provide 
social functions to enable people to define their social networks and share 
information. Because SNSs are readily available through various mobile devices, 
people use the functions frequently to update friends with the latest news and 
information. Consequently, SNSs contain a great deal of valuable information that can 
be used to learn about a person’s status and behavior [1]. Many SNSs provide event 
functions that enable users to raise or attend a social event. Basically, a social event 
groups SNS users together to achieve a specific goal at a certain time. Examples of 
social events are seminars, reunions, and group buying auctions. Invariably, event 
functions receive a great deal of attention because they enrich people’s social 
relationships. For instance, more than 16 million social events are created on 
                                                          
1
  {facebook,plus.google,meetup}.com 
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Facebook each month2. While the functions enhance SNSs significantly, users often 
have difficulty finding events of interest. This is because many events created on 
SNSs keep popping that most of them fade away quickly from users’ attentions. To 
provide better social event functions, recommendation systems must suggest events 
that are relevant to users’ interests.  
Recommendation systems constitute a practical research topic in the field of e-
commerce. Methods like collaborative filtering [2] and content-based filtering [3] 
have been developed to recommend items of interest to users. Specifically, 
collaborative filtering utilizes the ratings of items to compute the similarity between 
items (or users). The similarity is then used to predict a relevance score of an item for 
a user. Items with high relevance scores are similar to the preferences of the user and 
are therefore recommended. Instead of using the item ratings, content-based filtering 
determines the similarity based on item descriptions. Items whose descriptions are 
similar to those rated by a user are considered relevant and recommended to the user. 
While both methods have been used successfully by several e-commerce sites like 
Amazon3, they may not be appropriate for social event recommendations. This is 
because events are one-and-only items [4] that are only valid for a short time (i.e., 
several hours or few days) and ratings are not available until the events are over. 
Hence, it is difficult for collaborative filtering methods to collect enough ratings to 
make effective event recommendations. Meanwhile, content-based methods tend to 
recommend events that are similar to those a user has attended, rather than new events 
that may be of interest to the user. 
Social influence is a key driver in motivating users to participate in a social event  
[5]. In other words, a user is more likely to attend an event if several of his/her friends 
are interested in it. In terms of SNSs, a user’s friends may be defined as persons 
he/she interacts with frequently. In this paper, we propose a social event 
recommendation method that analyzes the behavior of users in SNSs to identify 
potential acquaintances. Specifically, we aggregate explicit, implicit, and 
collaborative friendships to identify a user’s acquaintances. An event that attracts 
many acquaintances is recommended if its topic is relevant to the user’s preferences. 
To evaluate the proposed event recommendation method, we collected 342 social 
events and 21101 event attendance records from Facebook and Meetup, and examined 
the effect of the above friendship aggregation. The experiment results demonstrate 
that the proposed method outperforms a number of well-known recommendation 
methods in terms of the recall rate. 
2 Related Work 
The social event recommendation task is affected by the cold start problem because of 
an event’s one-and-only property [4]. That is, social events are only valid for a very 
short time and ratings are not usually available until the events are over. 
                                                          
2
 Facebook Newsroom: Products. http://newsroom.fb.com/Products 
3
 http://www.amazon.com/ 
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Consequently, it is difficult for recommendation systems to collect enough ratings to 
make effective event recommendations. Cornelis et al. [6] introduced a fuzzy method 
that integrates a content-based approach with collaborative filtering to remedy the 
above ratings sparseness problem. However, the authors did not validate their event 
recommendation method on a real-world dataset. Klamma et al. [7] integrated social 
network analysis techniques into a user-based collaborative filtering method to 
recommend academic events. The method examines researchers’ participation 
networks to measure the similarity between their research interests. Then, researchers 
with similar interests are considered neighbors and recommendations are generated by 
suggesting events favored by them. However, the events studied in [7] are annual 
conferences, which do not possess the one-and-only property. In other words, the 
ratings of previous conferences can be used to avoid the rating sparseness problem. 
Mincov et al. [8] developed a dimension reduction method that extracts salient topics 
from event descriptions and utilizes the RankSVM formula to determine appropriate 
weights for the topics. Then, the topics and the corresponding weights are used to 
rank upcoming events. Daly and Geyer [9] established an interesting event 
management service that considers the location of events when making 
recommendations. They observed that attendees at an event are sometimes from 
nearby locations. Thus, they developed a location-based recommendation method to 
recommend local events to the target user. Dooms et al. [10] collected implicit 
feedback about events (e.g., event browsing or sharing an event on Facebook) as input 
for event recommendation algorithms. Their experiment results show that implicit 
feedback is useful for recommending events that are relevant to users’ interests. 
To summarize, many event recommendation methods exploit the content of events 
to recommend events that are relevant to users’ interests. In addition to the content, 
we investigate the behavior of SNS users to recommend social events. 
3 The Proposed Event Recommendation Method 
Our event recommendation method is comprised of two key components, 
acquaintance identification and recommendation generation. The acquaintance 
identification process analyzes SNS users’ behavior to learn their social and 
collaborative friendships. The friendships are then aggregated to identify 
acquaintances of the target user. In the recommendation generation process, events 
that the acquaintances and the target user have attended are examined to compute a 
recommendation score for an upcoming event. Then, upcoming events are ranked 
based on their recommendation scores and top-ranked events are suggested to the 
target user.  
3.1 Acquaintance Identification 
We first define the symbols used in the event recommendation method. Let U = 
{u1,u2,…,uN} be a set of users in a social network site, and let E = {e1,e2,…,eM} be all 
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past events. En denotes all the events that user un has ever attended. Our objective is to 
recommend an upcoming event ef that is relevant to the target user’s preferences.  
Social Friendships: In [11], Chen et al. showed that like-minded people prefer 
similar items. Hence, events favored by the target user’s acquaintances should be 
recommended. In SNSs, acquaintances can be the friends that are made explicitly 
through user-friendly interfaces. However, few users are willing to disclose their 
friend lists due to privacy concerns. Here, we define Se(um,un) and Si(um,un) to 
measure, respectively, the explicit and implicit social friendships between um and un. 
The value of Se(um,un) is equal to 1 if un is on um’s friend list; otherwise, it is 0. The 
implicit friendship Si(um,un) is defined as follows: 
 
,2/)),(max
),(
),(max
),((),(
,,
jiUuu
nm
jiUuu
nm
nmi
uulike
uulike
uucomm
uucomm
uuS
jiji ∈∈
+=  (1) 
where comm(um,un) and like(um,un) return, respectively, the number of comments and 
the number of ‘likes’ um left on un’s posts. Simply, Si(um,un) is the normalized 
frequency of the comments and ‘likes’ um left on un’s posts. It ranges from 0 to 1. The 
higher the value of Si(um,un), the greater the likelihood that um and un are friends 
because they interacted heavily on the social network site.   
Collaborative Friendships: We also examine users’ attendances at events (i.e., En) to 
measure their collaborative friendships. In the user-based collaborative filtering 
approach, users have similar tastes if their rating behavior is similar. We assume that 
SNS users who frequently attend events together would prefer similar upcoming 
events. Intuitively, the Jaccard coefficient [12], which measures the degree of overlap 
between the events attended by users, can be used to measure collaborative 
friendships. However, new events pop up on SNSs constantly. At any one time, there 
are numerous events, but users only attend a few of them. In such situations, the 
Jaccard coefficient underestimates the collaborative friendships between users. To 
address the problem, we extend the Jaccard coefficient by considering the content of 
events as follows: 
 |),||/(|),(),(
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where C(um,un) denotes the collaborative friendship between um and un; and |Em| 
indicates the number of the events um has ever attended. The function sim(ei,ej) returns 
the content similarity between events ei and ej. We examine the titles and textual 
descriptions of events to measure their content similarity. If users attended similar 
events, we say they have a strong collaborative friendship. Here, we exploit the bag-
of-words content similarity approach [13] to compute sim(ei,ej). The approach 
represents an event as a high dimensional term vector where each dimension denotes 
a term extracted from the contents of previous events. We utilize the well-known TF-
IDF [13] scheme to determine the weight of a term in a term vector. Once events are 
represented as weighted term vectors, we use the following cosine function to 
measure their content similarity.  
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where wt,i is the weight of term t in ei’s term vector and T is the set of terms extracted 
from E. The value of sim(ei,ej) is within the range [0,1]. The larger the value of 
sim(ei,ej), the greater will be the content similarity between ei and ej. 
Acquaintance Selection: Finally, we aggregate the collaborative and social 
friendships to measure the strength of friendships between users as follows: 
 )],,()1(),()[1(),(),( nmenminmnm uuSuuSuuCuuF ββαα −+−+=  (4) 
where 0 ≤ F(um,un) ≤ 1 and indicates the strength of the friendship between um and un. 
The parameters α and β weight the influence of the collaborative friendship and the 
implicit social friendship respectively. They also range from 0 to 1. To identify the 
acquaintances of um, we rank all other users based on F(um,un). Then, the top H users 
are selected as the acquaintances of um. 
3.2 Recommendation Generation 
We use the following function to compute the recommendation score of an upcoming 
event ef for a target user um. 
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where Um denotes the top H acquaintances of um. The first part of the function 
measures the relevance of ef to all the events um has ever attended. The second part 
computes the relevance of ef to all events attended by the acquaintances of um. 
Parameter γ, which ranges from 0 to 1, controls the weight of the acquaintance 
relevance. In the next section, we investigate its effect on event recommendations. 
The value of R(um,ef) is within the range [0,1]. We rank upcoming events based on 
their recommendation scores and select the top-ranked events to compile an event 
recommendation list for um. 
4 Experiments 
4.1 Dataset and Performance Metrics 
We collected events from Facebook and Meetup to evaluate our method’s 
performance. Facebook provides a group function that helps people with common 
interests form communities. Users in a group can initiate or join events for a certain 
purpose. We collected 1925 users, 148 events, and 6476 event attendance records of a 
group-buying group from February 22, 2012 to November 22, 2012. The users initiate 
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or join events to buy discounted products together or to share shipping fees. Meetup is 
a social network site that facilitates offline group meetings all over the world. Similar 
to Facebook, users in Meetup form communities and are also encouraged to create or 
join events (called “meetups”) in the communities. We collected 9430 users, 194 
events, and 14625 event attendance records of a mobile entrepreneur community from 
October 7, 2010 to October 7, 2012. Due to privacy concerns, no explicit social 
friendship information about users is available in the two datasets. Nevertheless, the 
users constantly interact with each other by commenting on, and expressing their 
feelings about, one another’s posts. Therefore, we set parameter β at 1 to analyze the 
interactions and measure the users’ implicit social friendships.  
To assess our method’s performance, we utilize the conventional leave-one-out 
procedure [14] to evaluate our method’s performance. For each user, we evaluate the 
event recommendation performance over multiple runs. Each run treats an attended 
event as an upcoming event ef and generates an event recommendation list based on 
all the information prior to ef. In other words, the events, posts, and likes that occurred 
after ef are excluded from the recommendation process. There are eight events on the 
recommendation list, as suggested by Bollen et al. [15]. The list is deemed successful 
if ef is on it. The results of all the evaluation runs are then averaged to obtain the 
recommendation performance. The evaluation metrics are the overall recall and user 
recall rates, which measure the fraction of successful recommendations made for all 
events and all users respectively. 
4.2 System Component Evaluation 
First, we examine parameter H, which controls the number of acquaintances when 
event recommendations are generated. In this evaluation, we set H at 5, 10, 15, 25, 30, 
35, 40, and 45. To evaluate the true effect of H, parameters α and γ are set at 0.5 and 
0.5 respectively.  
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Fig. 1. The effect of parameter H on the system performance of Facebook and Meetup 
As shown in Fig. 1, the overall recall and user recall decrease as H increases. This 
is because we rank acquaintances according to the strength of their friendships. If H is 
large, the friendships will be weaker than those under a small H. Consequently, the 
recommendations generated by a large H are prone to error. It is noteworthy that H = 
5 produces the best recommendation performance. The result suggests that a small 
number of acquaintances is enough to make successful recommendations. While SNS 
users enjoy making friends, few of them are really close and influential. Because 
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setting H at 5 yields the best recall rate, we utilize the setting in the following 
experiments.  
Next, we examine the effect of parameter α, which determines the weight of 
collaborative friendships in the acquaintance identification process. Parameter α is set 
between 0 and 1, and increased in increments of 0.25. Under α = 0, only interactions 
between users (i.e., social friendships) are considered when ranking their friendships. 
Hence, the selected acquaintances are people that frequently interact with the target 
user. By contrast, under α = 1, all the selected acquaintances have similar tastes, and 
the events they attend are very similar to those attended by the target user. As shown 
in Fig. 2, the recall rates under α = 0 are inferior in both datasets. For instance, in the 
Meetup dataset, only 6% of the evaluated events are successfully recommended under 
α = 0. However, the recall rates improve dramatically when α > 0. The results indicate 
that, when making event recommendations, acquaintances with similar tastes are 
more useful than acquaintances that interact frequently. We speculate that most SNS 
interactions are just for fun and therefore meaningless. By contrast, the collaborative 
friendship is informative because users generally think carefully before joining an 
event (especially group-buying events because joining them means spending money). 
It is noteworthy that the performances under α = 0.25, 0.5, and 1 are quite close. The 
results demonstrate that our method is robust; that is, useful recommendations are 
always generated when collaborative friendships between users are considered. We 
utilize the setting α = 0.25 in the following experiments. 
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Fig. 2. The effect of parameter α on the system performance 
Finally, we examine parameter γ, which controls the weight of the identified 
acquaintances when computing the recommendation score for an upcoming event. A large 
γ tends to suggest events relevant to the preferences of the identified acquaintances; while 
a small γ recommends events similar to those attended by the target user. As shown in Fig. 
3, the recall rate decreases as the value of γ is reduced. In other words, users do not join 
events that are similar to those they have attended previously. For instance, users would 
not join group-buying events if the products are similar to items they bought at previous 
events. Similarly, users join meetups to learn something new. Therefore, Meetup users 
would not join events that are similar to those they have attended before. Consequently, a 
small γ value yields an inferior event recommendation performance. The proposed method 
achieves a superior recommendation performance by setting γ at 1. The result 
demonstrates that the identified acquaintances are representative and can be used to make 
effective event recommendations. We utilize the setting in the following experiments. 
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Fig. 3. The effect of parameter γ on the system performance 
4.3 Comparison with Other Recommendation Methods 
Next, we compare our method with four well-known recommendation methods: the 
user-based collaborative filtering (CF) method [16]; the singular value decomposition 
(SVD) method [17]; the content-based (CB) method [3]; and the hybrid method 
(CB+CF) [10], which compiles a recommendation list by combining the top four 
events produced by the CB and CF methods. To assess the effectiveness of the 
compared methods, the performance of a naïve method, which compiles a 
recommendation list by randomly selecting available events, is taken as the baseline. 
To ensure that the comparison is fair, the leave-one-out procedure (used in the 
previous experiment) is employed again. The length of a recommendation list is eight. 
Figures 4 and 5 show the performance results of the compared methods. 
Except CB, the compared methods outperform the baseline method. The CB 
method yields low recall rates. The result corresponds with the finding of the previous 
experiment, i.e., users do not prefer events similar to those they have attended before. 
The recommendation results of CF are comparable to those of the proposed method 
under a large H; otherwise, our method outperforms the compared methods 
significantly. To summarize, our method explores the behavior of users to identify 
representative acquaintances. Then, the preferences of those acquaintances are 
utilized to recommend events of interest to the target user. Consequently, our method 
achieves the best event recommendation performance. 
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Fig. 4. The recall rates of the compared methods on the Facebook Dataset 
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Fig. 5. The recall rates of the compared methods on the Meetup Dataset 
5 Concluding Remarks 
Recommending social events to SNS users is difficult due to the one-and-only 
property of events. In this paper, we have proposed an event recommendation method 
that analyzes the behavior of SNS users to identify their social and collaborative 
friendships. The friendships are then combined to identify a user’s acquaintances so 
that upcoming events relevant to the preferences of the acquaintances and the user can 
be recommended. The results of experiments on two real-word datasets show that the 
proposed method resolves the rating sparseness problem of social events and 
identifies representative acquaintances of users. Thus, the method is effective, and it 
outperforms well-known recommendation methods. 
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Factors That Influence Social Networking Service Private 
Information Disclosure at Diverse Openness and Scopes 
Basilisa Mvungi and Mizuho Iwaihara 
Graduate School of Information, Production and System, Waseda University 
Abstract. In this paper, we present findings about factors that influence private 
information disclosure activities in social networking service (SNS). Our study 
is based on two data sets: (1) Survey Data, responses to a questionnaire consist-
ing of items such as users’ privacy settings, motivations of using SNS (motiva-
tions), and risk awareness, and (2) Public Data, consisting of user profiles that 
were opened to the public. Openness score is calculated from the number of 
disclosed items. We study influential factors and their rankings at varying 
openness scores and disclosure scopes. Our findings reveal that, gender, profile 
photo, certain motivations, and risk awareness highly affect private information 
disclosure activities. However the ranking of influential factors is not uniform. 
Gender and profile photo have greater influence, however their influence be-
comes lower and loses significance as openness is getting higher, falling behind 
motivations and number of friends. We also observe consistent tendencies be-
tween both data. 
Keywords: Information disclosure, motivations of using SNS, privacy, risk 
awareness, social networking service. 
1 Introduction 
Among popular social networking services (SNSs), Facebook (FB) has become of 
interest to scholars because of tremendous increase in the number of active users re-
cently and richness of information provided on their profile pages. In spite of its 
popularity, none of previous studies measure factors that have higher contribution to 
information disclosure behavior, instead they looked at contribution of few factors 
[1,2,3]. In addition, most of information disclosure questions were based on yes/no 
responses instead of looking at precise levels of information disclosure.  Users in FB 
may provide private information but limit to themselves or selected individuals who 
are considered safe. Effect of openness level of information disclosure has not been 
studied. 
In this paper, we investigate factors that influence private information disclosure 
activities for FB users. Our study is based on (1) Survey Data, based on questionnaire, 
asking users about their privacy settings, motivations of using SNS (motivations), 
number of friends, and risk awareness, and (2) Public Data consisting of user profiles 
opened to the public. We use FB because it has detailed privacy settings that are suit-
able for our study. However, our study can also be applied to other SNSs, having the 
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following features: (a) promoting expansion of friend networks and (b) access control 
for each profile attribute that can be specified by privacy settings. Survey Data is 
important because we can obtain latent factors which can only be acquired through 
user responses like motivations and risk awareness. Also, Survey Data capture inter-
mediate disclosure scopes such as friends of friends. We aim to detect which factors 
are affecting private information disclosure based on (a) opened particular attributes, 
(b) openness score, which is the total number of attributes disclosed for representing 
amount of overall disclosed information. The importance of this study is that influen-
tial factors and their rankings at varying openness scores and disclosure scopes are 
verified statistically. Wider implication of this study is that SNS providers, conscious 
SNS users, and research communities will be aware of situations which users are 
encouraged or discouraged to share their private information, leading to development 
of more active and/or comfortable SNSs. In addition, researchers and marketers who 
are interested in profile attributes of users can realize which observable factors shall 
be given priority in promoting user activities and information sharing in an SNS. 
The rest of the paper is organized as follows. In Section 2, we will review related 
work. In Section 3, we describe our research methodologies. Methods used for our 
study will be explained in Section 4.  In Section 5, we will present our results. In 
Section 6, we will present a summary in the form of discussion, and Section 7 is a 
conclusion. 
2 Related Work 
Previous work [3,4] mentioned that the following factors influence information reve-
lation: benefits of selectively revealing information outweigh the cost of privacy inva-
sion, influence of peer pressure and “herding” behavior, ignorance about implication 
of personal information disclosure, and trust in participants and host sites. Only few 
factors were statistically verified. As part of their work, [3] looked at relationship 
between trust in other members and SNS as independent variables and information 
sharing as dependent variable. They found that weak significant positive relationship 
between the variables in FB and MySpace. [1] studied self-disclosure patterns 
(amount of disclosed information, number of friends, and number of disclosed 
attributes) of users as a function of age and gender. They found that females of the 
“Moj Mir” Russian SNS disclose more information till age of 46 where males begin 
to disclose more information. In addition, younger people have more friends than 
older people. In spite of the similarity of some of variables used, their objective, me-
thodology and SNS used is different from ours. Comparison of personal and contact 
formation disclosure between genders was studied in [5] and found that percentage of 
females of the FB who disclosed contact information was significantly less than 
males. Our methodology will statistically verify whether gender affects information 
disclosure. [2] found that being males in FB caused them to more actively disclose 
MobilePhone and Address than females. Also younger people disclose PoliticalView, 
RomanticStatus, SexualOrientation, MobilePhone, and Classes more than older people. 
Similar methodology and SNS was used, however, factors they used (demography, 
audience, and general privacy) are few and slightly different from ours. 
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We have observed from previous work that, only few factors were studied their re-
lationships to information disclosure. Motivations have been studied by many re-
searchers, however they relate with other factors [6,7,8] that are beyond the scope of 
this study. It has also been studied as a separate variable [9,10,11] and their results 
reveal that members use FB more to interact with friends than acquire new friends. 
The relationship between motivations and private information disclosure has not been 
studied. In this paper we include a new factor risk awareness which indicates how 
much degree a user is familiar with online/offline security risks, and we study how 
risk awareness can affect private information disclosure. We also include number of 
friends as factor to predict information disclosure. A larger number of friends mean 
exposure of private information to larger audience, indicating a larger privacy risk.  
3 Openness Score and Explanatory Variables 
For each data set, we set a scope threshold. If a user open his/her attribute value 
beyond scope threshold, we regard that he/she opened this attribute. Openness is gen-
eral notion of how user discloses information. Openness score(OS) is the number of 
his/her open attributes, where we assume an equal weight to each attribute. FB has 
five levels of disclosure scopes which are 1) only me, 2) selected individuals, 
3)friends 4) friends of friends, and 5) everyone. For Survey Data, we set its scope 
threshold at between 3) friends and 4) friends of friends. This threshold is intended to 
illuminate whether the user has an intention to reveal information to friends of friends 
and beyond, or just to share with his/her friends. For Public Data, we set its scope 
threshold at between 4) friends of friends and 5) everyone, which is the only threshold 
we can capture for public data.  
Let n be the number of attributes for each data set. We introduce a threshold to 
classify users by openness scores with parameter k א {1,2,3,….,n}. For each k we 
classify users by whether or not a user’s openness score (OS) is no less than k, and 
investigate factors that influence at each k through binary logistic regression. 
We use the following explanatory variables. In Survey Data, the independent va-
riables are Gender, Age, Number of friends in logarithmic form (LogFriends), ProfilePhoto, 
Motivations of using SNS items (Table 2), and Risk awareness items (Table 3), while the 
dependent variables are dichotomous variables on whether profile attributes are open 
or not, and openness score within thresholds. In Public Data, the independent  
variables are Gender and LogFriends while the dependent variable is openness score 
within thresholds. Independent variables, such as Motivations and Risk awareness, are 
missing from Public Data because they acquire users’ response.  
4 Method 
4.1 Data Collection Method Used for Public Data  
We collected FB users’ profiles that are accessible from the Internet. We generated 
random user ID numbers and collected user profiles that were valid, having published 
friendlists. The number of collected user profiles is 49,281. In each user profile,  
we check whether the following list of attribute values are provided to the public:   
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Address, Bio and favorite quotations, Birthday, Current work, Email, Interested in and looking 
for, Location, Religious and political views, Relationship, Websites, Gender, and Number of 
friends. Users disclosing friend lists are considered. 
4.2 Data Collection Method Used for Survey Data 
Participants 
A total of 276 participants with age range 20 to 59 agreed to participate in our survey. 
Females were 134 while males were 142. As compensation participants received a com-
plimentary copy of possible social network risks and recommendation for safe practice in 
their email.  Participants were recruited in six ways: invitation posted on Foreign Student 
Division Board and on an international house board, mailing lists, visiting close members 
who have FB account to their houses and giving them a questionnaire to participate, post-
ing an invitation on several FB group walls and giving links to members who were inter-
ested in participating, recruited by a Japanese company, and chatting with online FB 
members and inviting them to participate by giving a link to a survey for those who 
showed interest. The link was opened for three weeks. 
Survey Design 
The survey questionnaire contained fourteen questions, which were FB related ques-
tions (motivations, disclosure scopes of some attributes, and the total number of 
friends). Question regarding risk awareness includes both SNS and non-SNS risk 
types. We used this technique in order not to prime the participants on the subject 
matter. The survey also contained the set of demographic questions (gender, age, 
status and current country of residence). The survey was prepared by using Microsoft 
Word to create a paper version and was also hosted on GoogleDocs. The survey is 
available in English and Japanese versions upon request from the authors.  
To ensure content validity, pre-tested scales were relied on where possible. All 
items in questions were anchored using Likert scale except for questions related to 
age, current country of residents, and the total number of friends. We relied on 
[9,10,11,12,13,14] to prepare items for Motivations construct. We modified some items 
where needed. For the purpose of this study, we only considered interactive motiva-
tions and activities without lurking. Items for the construct Risk Awareness were de-
veloped by the authors on the basis of knowledge acquired from [4,15].  
5 Results 
Table 2 and Table 3 show the description of the items used and descriptive statistics 
of Motivations of using SNS and Risk awareness, respectively. Factor analysis could be 
performed to produce distinctive factors, however we wanted to look at individual 
items because statistically significant results were more detected at the individual 
level rather than grouped items. 
We use binary logistic regression to examine the influence of each factor on de-
pendent variables. The results are shown in Tables 3 to 5. Our study also aims to 
detect factors in ranked order; therefore we use Wald’s statistics to rank the factors in 
descending order of influence. For Survey Data we considered five most influential 
factors for each criterion variable and ignore the rest. 
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Table 1. Summary statistics for Motivations of using SNS 
Symbol Motivations of Using SNS Items1 Mea
n 
SD 
Motiv1a Keep in touch or finding out what an old friend is doing 3.90 1.15 
Motiv1b Reconnect with people you have lost contact with 4.20 .974 
Motiv1c Maintaining relationships with friends you see rarely 4.05 .958 
Motiv1d Contacting people who are very far from you cheaply 3.98 1.13 
Motiv1e Finding out about, joining or organizing events 3.02 1.14 
Motiv1f Creating group/groups 2.72 1.20 
Motiv1g Interact with group/groups (e.g. like, comment, post on group wall) 3.38 1.17 
Motiv1h Meeting new people and make new friends 3.20 1.29 
Motiv1i Meet face-to-face with someone that I learned about through Facebook 2.38 1.15 
Motiv1j Date, flirt 1.78 1.03 
Motiv1k Posting on wall (personal, friend or group wall) 3.11 1.22 
Motiv1l Updating or editing profile 2.88 1.15 
Motiv1m Changing current status 2.87 1.15 
Motiv1n Entertainment (to pass time, not be bored) 3.54 1.15 
Motiv1o All my friends have account/friends suggested it 2.64 1.22 
Motiv1p Commented on photo/post 3.13 1.10 
Note: 1Items ranged from 1 = strongly disagree to 5 = strongly agree   SD(Standard deviation) 
Table 2. Summary statistics for Risk awareness 
Symbol Risk awareness Items1 Mean SD 
Risk5a Forgetting to lock the door puts you in rich risk of being robed 3.82 1.60 
Risk5b If someone steal your credit card or has all your credit card information 
can easily buy things online 
3.55 1.73 
Risk5c Using public networked computer and forget to sign out your account 
e.g. Email can make someone get your private information from your 
account 
4.14 1.42 
Risk5d If you reveal information online like your current location, phone number, 
home address, birthday and gender you can easily be stalked, embar-
rassed, blackmailed and someone else can use your identity 
3.71 1.45 
Risk5e Your Social Security Number can be detected by strangers if you dis-
closed zip code, gender and date of birth online (Applicable to U.S.) 
2.20 1.86 
Risk5f The information you put public can be extracted by other people without 
your knowledge 
3.72 1.50 
Risk5g The photos posted online e.g. Facebook can be used to identify your 
anonymous account if the same photo is used 
3.36 1.70 
Risk5h Using AIM and become available whenever you are online will lead 
you to become monitored by strangers 
2.79 1.81 
Note: 1Items ranged from 0 = no knowledge to 5 = very high knowledge  SD(Standard deviation) 
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Table 3. Binary logistic regression between factors and information disclosure of each  
attribute beyond scope threshold for Surveyed Data 
 Curren-
tLocation 
Home-
town 
Email Mo-
bile-
Phone 
IM Add- 
ress 
Birt-
day 
Full 
Birthday 
Partial  
Cont- 
Sum 
Log-
Friends 
 2/0.24*  
Age 
 1/0.8*** 2/0.89*
* 
ProfilPho-
to 
1/8.52**** 1/5.99**** 1/5.75*
* 
1/5.15****  
Gender 3/0.50* 3/0.46* 1/0.02*
* 
1/0.15* 1/0.18* 2/0.38* 1/0.32*
* 
Motiv1a 
 5/2.29  
Motiv1b 
 5/0.62  
Motiv1d 5/0.79 2/0.61**  
Motiv1e 
 3/0.60* 2/1.50*  
Motiv1g 
 2/2.30* 4/0.72  
Motiv1h 2/1.52** 4/1.44* 4/1.84*  
Motiv1i 5/0.71* 3/0.18*  
Motiv1j 
  
Motiv1k 
 4/0.45 4/0.44*  
Motiv1l 
 5/2.50* 4/6.31* 5/1.52 4/1.80* 
Motiv1m 
 3/0.58* 
Risk5c 
 3/2.71* 3/0.71* 5/1.47 
Risk5d 
 2/0.26* 3/0.51*  
Risk5e 4/ 0.86  3/0.66* 5/2.81* 4/0.81*  
Risk5f 
 2/0.52*  
Risk5g 
 5/0.72  
Notes:  1Cell value represents: Ranked factors in Walds’ value descending order / Exp (B) value. 2Regression 
method: Enter. 3Bold and Italic (p <.10). 4Meaning of abbreviations used for headers in brackets: 
IM(InstantMessage), ContSum(Openness of contacts), LogFriends(Number of friends in  log base 10 ). 5* 
p<.05, ** p<.01, *** p<.001, **** p<.0001. 
Table 4. Binary logistic regression between factors and trend of openness score for Surveyed 
Data 
Openness score ≥ 1 ≥ 2 ≥ 3 ≥ 4 ≥ 5 ≥ 6 ≥ 7 ≥ 8 
LogFriends 
   2/2332* 
Age 
  4/0.85  
ProfilePhoto 1/10.13**** 1/9.42**** 1/7.46**** 1/9.97**** 1/7.28**** 2/7.00**   
Gender 5/0.60 3/0.50* 2/0.47* 2/0.34*** 2/0.43* 1/0.23*** 2/0.15*  
Motiv1a 4/0.76   4/5.75 
Motiv1d 3/0.77   4/0.79 3/0.71 4/0.67   
Motiv1h 
 2/1.52* 3/1.41* 5/1.34   
Motiv1j 2/1.43    
Motiv1k 
 5/0.76 1/0.29*
* 
1/0.07* 
Motiv1l 
  5/1.34   
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Table 4. (Continued.) 
Motiv1n 
  3/1.76* 5/1.75  
Motiv1p 
  4/1.54   
Risk5a 
  5/0.81 5/1.45 3/2.56* 3/6.53 
Risk5b 
 4/1.31* 4/1.26   
Risk5e 
   50/0.4
5 
Risk5g 
  3/0.83   
Notes:  1Cell value represents: Ranked factors in Walds’ value descending order / Exp(B) value. 2Regression method: 
Enter. 3Bold and Italic value (p <.10). 4Meaning of abbreviations used for headers in brackets: LogFriends(Number of 
friends in  log base 10 ). 5* p<.05, ** p<.01, *** p<.001,  **** p<.0001. 
Table 5. Binary logistic regression between factors and openness score for Public Data 
Openness score ≥ 1 ≥ 2 ≥ 3 ≥ 4 ≥ 5 ≥ 6 ≥ 7 
LogFriends 2.262**** 1.915**** 2.183**** 2.926**** 3.674**** 5.138**** 9.401**** 
Gender 0.753**** 0.683**** 0.605**** 0.524**** .439**** .428**** .404** 
1The numbers represents the values of exp(B). 2Meaning of abbreviations used for row headers in 
brackets: LogFriends(Number of friends in  log base 10 ). 3** p<.01, **** p<.0001. 
6 Discussions 
In both Surveyed and Public Data, female users are less likely to disclose their infor-
mation in FB profile than males, at each of their scope thresholds, confirmed by 
exp(B) values being less than one (We encode female=0 and male=1).  Being fe-
males cause them to be less likely to disclose their age, InstantMessage and Mobile-
Phone. Our results are consistent with [2,5] who also observed that females disclose 
less contact information. However, our results differ from [1] because they observed 
that females disclose more attributes than males. Contrary to previous studies we 
further observe that, as openness scores increases, the odds of females to disclose 
information to the public decrease, in comparison with males. However, Gender loses 
significance at higher openness scores, as indicated in Table 4. At OS ≥ 7, Motiv1k 
surpasses significance over Gender, and at OS ≥ 8, Gender no longer attains statistical 
significance of 0.05. Also as Table 5 shows, the product of exp(B) values of Log-
Friends and Gender increases as openness increases beyond 2, which indicates Gender 
becomes less significant than Number of friends as openness becomes higher, and at 
OS ≥ 7, being female is cancelled by having 40 percent more friends. 
We observed that, users who disclose their profile photos to the public tend to dis-
close other information in their FB’s wall. FB users disclosing profile photos to the 
public are more easily identified by friends than those without photos. So motivations 
to communicate with known friends and creating new friends are both expected to be 
positive factors of ProfilePhoto. Our results are consistent with these observations.  In 
Table 3, ProfilePhoto has positive effect on disclosing CurrentLocation, Hometown, and 
BirthdayFull/Partial. In Table 4, ProfilePhoto is the most influential factor to openness 
when 1൑ k ൑ 6. However, when OS ൒ 7 and OS ൒ 8, ProfilePhoto loses significance 
and factors Motiv1k, LogFriends, and Risk5a attain significance. This can be explained 
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as at higher openness levels, most users already publish profile photos, so it is not a 
decisive factor; rather motivation and activity levels better identify these users. 
Number of friends is not a strong predictor for each private information disclosure 
in Survey Data. The result in Table 3 reveals that users with higher numbers of 
friends, tend to disclose their Email address less to indirectly connected friends. One 
possible explanation is that having friends increases the chance of the user’s profile to 
be viewed by indirectly connected friends which is considered to be unsafe. In Table 
4, Number of friends becomes a significant factor when OS൒ 8. In Table 5, we can see 
increase of exp(B) values of LogFriends as openness becomes higher, indicating that 
having more friends is a positive factor of having more open attributes. We also ob-
served that, the mean value of openness is positively correlated with LogFriends. How-
ever, the standard deviation of openness increases with LogFriends, indicating that 
openness level is diversified as LogFriends increases. A possible explanation is, users 
who are actively using FB tend to create more friends, so Number of Friends is a posi-
tive factor of the activity level of the user. Highly active users in FB are also more 
likely to disclose more attributes in their profiles, but the degree of openness to the 
public depend on their privacy attitudes, which explains the diversities observed at the 
higher openness levels.  
As seen in Table 3, Age is a negative factor of disclosure of Email, meaning that 
younger users disclose more contact information than older users. We could say 
younger users are less sensitive to identity-disclosure risk. This result slightly contra-
dicts with [1] who found that younger “Moj Mir” users disclose more attributes than 
older users except for Education, Career, Location, and Military.  
Risk awareness has certain influence on private information disclosure.  In Table 
4, eight relationships between Risk awareness types and attributes are having signific-
ance level p< 0.05.  In Table 4, one relationship, namely Risk5a and OS ൒ 7, has 
significant level p<0.05. In Table 3, six out of eight relationships have exp(B) values 
below 1.0, indicating that these risk types are negative factors of disclosing the 
attributes.  In these instances, we can say that users of high risk knowledge are ac-
tually avoiding exposure of their private information.  However, three relationships 
are rather positive, meaning that exp(B) values are over 1. These relationships are 
between Risk5c and InstantMessage, and between Risk5e and MobilePhone in Table 3, 
and between  Risk5a and OS ൒ 7 in Table 4. In these cases, higher knowledge levels 
of these risk types are rather increasing the chance of disclosing corresponding 
attributes. It can be said as there exist users (employees and students in our findings) 
who are well aware of privacy risk; nevertheless they disclose their mobile phone 
numbers or IM address to a larger scope, indicating their awareness of risk-taking 
behavior. In Table 3, we observe that profile attributes which are influenced by risk 
knowledge levels can be categorized as contact information, consisting of Email, Mobi-
lePhone, and InstantMessage, and non-contact information BirthdayPartial. Exposing 
such information to unknown people is indeed a risky behavior, so it is reasonable 
that these attributes are more influenced by risk awareness than other attributes. One 
explanation of why BirthdayPartial is negatively influenced by risk knowledge levels is 
that users who disclose BirthdayPartial, are not disclosing BirthdayFull, meaning they are 
hiding their year of birth and age, indicating their risk-avoiding attitude. 
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We discovered that motivations to acquire new friends (partially or fully) in Face-
book (Motiv1h and Motiv1l in Table 3 and 4, Motiv1e, Motiv1g, and Motiv1j in Table 3, and 
Motiv1n and Motiv1p in Table 4) are positive factors to openness score. But they are 
mostly weak. It can be considered as users seeking for new friends are more likely to 
publish profile attributes to promote themselves. Motivations related to staying in 
contact with known friends are considered to be negative factor (Motiv1d in Table 3 
and Table 4 is a negative factor and significant). Users communicating with known 
friends already have ways of communicating offline, so they disclose only necessary 
information to facilitate their SNS motivations. We also found that the motivation of 
posting on self or others’ profile wall (Motiv1k) is a negative factor. One explanation 
for this is that Motiv1k is to visit others’ wall or groups and post, which can be done 
without disclosing their own profile information, so users who want more privacy can 
choose this activity. On the contrary, users who want to attract visits and postings 
from users beyond friends level need to publish more personal information. 
7 Conclusion 
We investigated factors that influence private information disclosure activities for 
Facebook users. We used two types of data sets, namely questionnaire-based Survey 
Data and public profile-based Public Data. These data sets encompass different de-
grees of disclosure scopes.  
Our results revealed that, factors that highly affect private information disclosure 
activities are gender, profile photo, certain motivations of using SNS, and risk aware-
ness, but their influences vary depending on openness scores and disclosure scopes, as 
evidenced by variations in influence rankings. Younger age causes more contact in-
formation disclosure, indicating more openness of younger users.    
Gender and profile photo have greater influence when openness is lower. But at 
higher openness levels, certain motivations of using SNS and number of friends have 
greater influence. This suggests that a prediction model for openness should be devel-
oped, based on an activity indicator which incorporates number of friends. 
We also observed that a consistent result between Surveyed Data and Public Data 
such that Gender is more influential when openness is lower, but number of friends is 
more influential when openness is higher. Our future work includes a more detailed 
user behavior analysis through a Facebook application that can provide analysis re-
sults to users. 
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Abstract. Building taxonomies for web content is costly. An alternative is to al-
low users to create folksonomies, collective social classifications. However, 
folksonomies lack structure and their use for searching and browsing is limited. 
Current approaches for acquiring latent hierarchical structures from folksono-
mies have had limited success.  We explore whether asking users for tag pairs, 
rather than individual tags, can increase the quality of derived tag hierarchies. 
We measure the usability cost, and in particular cognitive effort required to 
create tag pairs rather than individual tags. Our results show that when applied 
to tag pairs a hierarchy creation algorithm (Heymann-Benz) has superior per-
formance than when applied to individual tags, and with little impact on usabili-
ty. However, the resulting hierarchies lack richness, and could be seen as less 
expressive than those derived from individual tags. This indicates that expres-
sivity, not usability, is the limiting factor for collective tagging approaches 
aimed at crowdsourcing taxonomies. 
Keywords: Folksonomies, Taxonomies, Collective Intelligence, Social Infor-
mation Processing, Social Metadata, Tag similarities. 
1 Introduction 
One of the essential principles behind the success of Web 2.0 applications is to har-
ness the power of Collective Intelligence (CI) [1]. Collaborative tagging is one of the 
most successful examples of the power of CI for constructing and organizing know-
ledge in the Web. Tagging is a process that allows individuals to freely assign tags to 
a web object or resource, whereas folksonomy (a set of user, tag, resource triples) is 
the result of that process [2]. 
In recent years, folksonomies have emerged as an alternative to traditional classifi-
cations of organizing information [3]. However, they share the inconsistent structure 
problem that is inherited from uncontrolled vocabularies, which causes many prob-
lems like ambiguity, homonymy (same spelling but different meanings), and synony-
my (terms have the same meaning) [4,5]. As a result, many researchers have focused 
on resolving this problem by proposing approaches for acquiring latent hierarchical 
structures from folksonomies and building tag hierarchies [6,7,8]. Building tag hierar-
chies from folksonomies can be useful in different tasks, like improving content re-
trieval [9], building lightweight ontologies [10] and enriching knowledge bases [11]. 
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However, current approaches to automatic tag hierarchy construction come with 
limitations [12,13], such as suffering from the “generality-popularity” problem or the 
limited coverage of the existing knowledge resources. In this research, rather than 
propose a new algorithm for analyzing folksonomies we seek to explore whether a 
slight change in the tagging process itself could improve the resulting tag hierarchies. 
The new tagging approach takes the form of an “is-a” relationship, where users 
should type two related tags; i.e. Tag1 is a tag for the resource and Tag2 is a generali-
zation of Tag1.  The research hypothesis of this paper is that this simple relationship 
(Tag1 is-a Tag2) can be gained with low user interaction cost and provides higher 
quality tag hierarchies, compared to ones constructed from flat tags.  
2 Related Work 
Recently there have been several promising approaches proposed for building tag 
hierarchies from folksonomies. These approaches can be seen in two directions: First, 
knowledge resources based approaches, which aim to discover the meaning of tags 
and their relationships by using some knowledge resources, like WordNet and online 
ontologies. However, such resources are limited and they can only handle standard 
terms [12]. Second, clustering techniques based approaches. First pair-wise tag 
similarities are computed and then divided into groups based on these similarities. 
After that, pair-wise group similarities are computed and then merged as one until all 
tags are in the same group. For example, Heymann and Garcia-Molinay [6] propose 
an extensible algorithm that automatically builds tag hierarchies from folksonomies, 
extracted from Delicious and CiteULike. Their claim is that the tag with the highest 
centrality is the most general tag thus it should be merged with the hierarchy before 
others. Benz et al. [8] improved Heymann's algorithm by applying tag co-occurrence 
as the similarity measure and the degree centrality as the generality measure. 
C. Schmitz et al [14] adopted the theory of association rule mining to analyze and 
structure folksonomies from Delicious. P. Schmitz [15] adapted the work of [16] to 
propose a subsumption-based model for constructing tag hierarchical relations from 
Flickr. Plangprasopchok et al. [7] adapted affinity propagation introduced by Frey & 
Dueck [17] to construct deeper and denser tag hierarchies from folksonomies. Yet 
Strohmaier et al. [3] showed that generality-based approaches of tag hierarchy, with 
degree centrality as generality measure and co-occurrence as similarity measure, e.g. 
[8] show a superior performance compared to probabilistic models, e.g. [7]. 
Although several approaches based on clustering techniques have been tried to 
structure folksonomies, they come with limitations [12,13]. These include the suffer-
ing from the “generality-popularity” problem. For example, Plangprasopchok and 
Lerman [18] found, on Flickr, that the number of photos tagged with “car” are ten 
times as many as that tagged with “automobile”. By applying clustering techniques, 
“car” is likely to have higher centrality, and thus it will be more general than “auto-
mobile”. Therefore, while tag statistics are an important source for constructing tag 
hierarchies, they are not enough evidence to discover concept hierarchies. 
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The experiment in this paper aims to explore whether a key reason for these limita-
tions is that the current tagging approach, flat tags, does not provide a source of 
enough semantic evidence for building high-quality tag hierarchies. Rather we pro-
pose a slight change to the current tagging approach to benefit more from the power 
of CI by moving from collective folksonomies to collective taxonomic tag pairs.  
3 Tag Hierarchies Leaning from Taxonomic Tag Pairs 
In the proposed ‘tag pairs’ approach (Fig. 1), the user is required to tag the resource in 
the form of an “is-a” relationship, where Tag1 (the left box) is a tag for the resource 
and Tag2 (the right box) is a generalization of Tag1. For example, “Tower of Lon-
don” is a “tower”, or “tower” is a “building”. The users can tag as much as they want 
for each resource in this way. Although this tag pairs approach shares some of the 
issues of single tags, such as spelling errors, it also provides additional semantics 
between tags. The algorithm we have adopted in our work (Table 1) is an extension of 
Benz’s algorithm [8], which itself is an extension of Heymann's algorithm [6]. 
Table 1. Pseudo-code for the proposed algorithm 
Input: user-generated terms (tag pairs) , Output: tag hierarchy 
1. Filter the tag pairs {tag1, tag2} by an occurrence threshold occ. 
2. Order the tag pairs in descending order by generality (measured by degree 
centrality in the tag2– tag2 co-occurrence network). 
3. Starting from the most general tag2, as the root node, and append tag1 as a 
less general term underneath tag2. 
4. add all tags tag2i  subsequently to an evolving tree structure: 
(a) Calculate the similarities (using the co-occurrence weights as similarity meas-
ure) between the current tag tag2i and each tag currently present in the hierar-
chy and add the current tag tag2i as a child to its most similar tag tag_sim. 
(b) If tag2i is very general (determined by a generality threshold min_gen) or no 
sufficiently similar tag exists (determined by a similarity threshold min_sim), 
append tag2i underneath the root node of the hierarchy. 
(c) Append tag1i as a less general term underneath tag tag2i. 
5. Apply a post-processing to the resulting hierarchy by re-inserting orphaned 
tags underneath the root node in order to create a balanced representation. 
The re-insertion is done based on step 4. 
 
The algorithm is affected by various parameters, including: occurrence threshold 
occ (the number of tag occurrences); similarity threshold min_sim (the number of tag 
co-occurrences with another tag); and generality threshold min_gen (the number of 
tag co-occurrences with other tags). Empirical experiments were performed to optim-
ize these parameters. By incorporating tag pairs this variation of Benz’s algorithm 
reduces the reliance on co-occurrence to create relationships, as nearly a half of the 
resulting tag hierarchy is created directly by users. 
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4 Empirical Study 
Since we are proposing a new tagging approach, our experiment must look at two 
distinct aspects. Firstly its usability, in terms of efficiency, effectiveness and satisfac-
tion, and secondly its performance in building high-quality tag hierarchies, in terms of 
semantics and structure. The technique will be successful if it increases the quality of 
tag hierarchy structure and semantics without significant impacting the ease of use. 
To test the proposed tagging approach and collect data for executing the empirical 
study, we created the TagTree System. It is a web-based prototype which allows par-
ticipants to tag some online resources by using the two tagging approaches (tag pairs 
and flat tags). The TagTree System consists of four main components: 
• User Interface: The user interface describes to users how to use the tag pairs ap-
proach, with an example, and requires them to tag five resources with the tag pairs 
approach and another five with the flat tags approach (Fig. 1). To give a fair bal-
ance between the two tagging approaches, each of them is used first by half of the 
participants before they swap to the second approach. 
• Tag Content Recording: This component records the tag content, including: user 
ID (user session), tags and time spent for each tagging action by the user.  
• Tags Normalising: Before hierarchy construction, tags are passed to the normali-
sation process for clearing, e.g.: Letters Lower-case and Non-English Deleting. 
• Tag Hierarchy Constructing: This component uses the proposed algorithm to 
construct tag hierarchies from the tags. 
 
Fig. 1. The tag pairs (left) and the flat tags (right) tagging approaches 
The Top 10 London Attractions1, elected by visitlondon.com, were selected to be 
the resources used in the TagTree system for their popularity. The link of the TagTree 
system was sent to many people to take part in the study through email and social 
networks. After performing the normalization process, the dataset contains: 215 users, 
333 tag pairs and 550 individual tags. 
4.1 Evaluation Methodology 
Evaluating taxonomy construction is a major challenge since there is not an approved 
evaluation dataset [3], nor an agreed methodology in the literature [19]. However, this 
                                                          
1
  http://www.visitlondon.com/things-to-do/sightseeing/ 
tourist-attraction/top-ten-attractions 
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subsection proposes a broad evaluation process to evaluate two things: 1) The quality 
of tag hierarchies constructed from our tag pairs approach, compared to tag hierar-
chies constructed from flat tags (Evaluation metrics:  1, 3 and 4). 2) The usability of 
the tag pairs approach compared to the flat tags approach, in terms of efficiency, ef-
fectiveness and satisfaction (Evaluation metric:  2). The proposed evaluation process 
consists of four evaluation metrics as follows: 
Evaluation metric 1: Evaluation by Human Assessment (subjective). We chose a sim-
ple but effective approach, used by [3], for evaluating the consistency of our tag hie-
rarchy relations. Each direct taxonomic pair (t1, t2) from the tag hierarchy is extracted 
and manually judged as a relation of either: “same as”, “kind of/part of”, “somehow 
related”, “not related”, or “unclear”. The idea behind this approach is that a better tag 
hierarchy will have a higher percentage of pairs being judged as “kind of” or “part 
of”, and a lower percentage of pairs being judged as “not related” or “unclear”. 
Evaluation metric 2: Usability Evaluation (subjective). We conducted an online sur-
vey based on the System Usability Scale (SUS) [20], a Likert scale questionnaire of 
10 items that is a standardized tool and has been used and verified in many domains 
[21]. The survey yields a single score, from 0 to 100. Bangor et al. found that a prod-
uct with SUS scores below 50 will mostly have usability difficulties, whereas scores 
between 70-89, though promising, do not assure high acceptance of usability [22]. 
Evaluation metric 3: Evaluation against Reference Taxonomy (objective). Two re-
searchers, in the field of Semantic Web and Knowledge Engineering, were asked to 
create appropriate reference taxonomy of the experiment domain (Fig. 2). To perform 
the comparison between a produced taxonomy (PT) and reference taxonomy (RT), 
Dellschaft and Staab propose two measures: taxonomic precision (tp) and taxonomic 
recall (tr) for comparing concept hierarchies [23]. The main idea is to compare the 
positions of two common concepts (c) in both hierarchies (local measure), and then to 
compare the two whole hierarchies (global measure). The local measure of taxonomic 
precision (tp) and taxonomic recall (tr) are defined, respectively, as follows: 
ݐ݌ሺܿ, ܲܶ, ܴܶሻ ൌ  |ୡୣሺୡ,PTሻ תୡୣሺୡ,RTሻ||ୡୣሺୡ,PTሻ|    (1)      ݐݎሺܿ, ܲܶ, ܴܶሻ ൌ  
|ୡୣሺୡ,PTሻ תୡୣሺୡ,RTሻ|
|ୡୣሺୡ,RTሻ|    (2) 
Where (ce) is characteristic excerpts that contain the ancestors (super-concepts) and 
descendants (sub-concepts) of the concept which are present in both hierarchies. The 
global measure of taxonomic precision (TP) is defined, as follows: 
ܶܲሺܲܶ, ܴܶሻ ൌ  ଵ|C୮ תC୰|  ∑ ݐ݌ሺܿ, ܲܶ, ܴܶሻ௖ א஼௣ ת ஼௥                   (3) 
Where Cp is the concepts set in the produced taxonomy, and Cr is the concepts set of 
the reference taxonomy. To give an overall overview, taxonomic F-measure (TF) is 
computed as the harmonic mean of taxonomic precision and recall as follows: 
ܶܨሺܴܶ, ܲܶሻ ൌ  ଶ.TPሺRT,PTሻ.TRሺRT,PTሻTPሺRT,PTሻାTRሺRT,PTሻ                           (4) 
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Evaluation metric 4: Structural Evaluation (objective). It considers that a better tag 
hierarchy is a bushier and deeper hierarchy. To perform this evaluation, Plangprasop-
chok et al. [7] introduce a simple measure known as Area Under Tree (AUT). To 
compute AUT for a hierarchy, the distribution of nodes numbers in each level is com-
puted first, and then the area under the distribution is calculated.  
5 Results and Analysis 
Two data sets were extracted from the TagTree system. The first one was collected by 
the tag pairs approach, while the second one was collected by the flat tags approach. 
In the experiment, three tag hierarchies (Fig. 2) are produced as follows: 1) H1: By 
using the tag pairs algorithm and the tag pairs dataset. 2) H2: By using the Benz’s 
algorithm and the flat tags dataset. 3) H3: By using the Benz’s algorithm and using 
the tag pairs dataset in which {tag1 is-a tag2} is considered as flat tags, i.e. ignoring 
the “is-a” relations. 
 
Fig. 2. The tag hierarchies used and produced in the experiment 
5.1 Results of Semantic Evaluation 
Fig. 3 shows the results of the semantic evaluation against the reference taxonomy, in 
terms of taxonomic precision (TP), taxonomic recall (TR) and taxonomic F-measure 
(TF). More similarity between a tag hierarchy and the reference taxonomy indicates 
that tag hierarchy has a higher quality. 
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The first observation that can be drawn from these empirical results is that there is 
a significant difference between H1 and H2. Our proposed extended algorithm yields 
tag taxonomies from our proposed tagging approach that is more similar to the refer-
ence taxonomy with taxonomic F-measure (TF) equal to 70.16%. Another important 
observation is that the quality of H3 is much better than the quality of H2, although 
both have been constructed by the same process (Benz’s algorithm). However, H3 is 
built from tags originally collected from the tag pairs approach. This confirms our 
expectation and validates our research hypothesis that to make a small change to  
the current tagging approach can make a big change to the quality of the knowledge 
structure that can be built. Fig 4 shows there is a large difference between the  
percentages of pairs being judged as “is-a” in H1 and others. Also, all the pairs in H1 
are related. On the other hand, H2 is the worst since it has the lowest portion of “is-a” 
relation and the highest portion of “not related” relation between pairs. Furthermore, 
similar to the observation in Fig. 3, the quality of H3 is much better than the quality  
of H2. 
 
 
 
 
5.2 Results of Structural Evaluation 
Fig. 5 shows the results of AUT on the three produced tag hierarchies. H2 yields the 
highest AUT result, which indicates H2 is bushier and deeper than the others, whereas 
H1 yields the lowest AUT result. However, according to the previous results, H2 has 
a very small degree (TF=8.83%) of similarity to the reference taxonomy and also a 
big amount (53.62%) of “not related” tags pairs. This indicates that H2 has many 
noisy tags, while the proposed tagging approach and algorithm succeed in avoiding 
them. Ideally, it is a better to have an approach that generates both high quality and 
expressive tag hierarchies. While our approach succeeded in tackling the lack of con-
sistent structure in folksonomies, it generated a less expressive hierarchy.  
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Fig. 5. Results of structural evaluation (AUT) 
5.3 Results of Usability Evaluation 
The results of this evaluation indicate that the average of SUS for the flat tags ap-
proach is 71.3%, with a standard deviation of 19.57, whereas the new approach ob-
tains 54.6%, with a standard deviation of 16.22. First of all, this results show that the 
new approach is marginal acceptable since its average SUS score is over 50%. SUS 
scores are affected by the user experience by 15-16% between users who have “nev-
er” and “extensive” experience of the approach [24]. Consequently, the incipient SUS 
score of the tag pairs approach my get better over the time. 
To measure the efficiency of the tag pairs approach compared to the flat tags ap-
proach, the time spent for each tagging action by users is recorded. The tagging action 
(ta) for the tag pairs approach means a pair of tags typed by the user, whereas for the 
flat tags approach means one tag or more typed by the user. The average time spent 
for using the tag pairs approach is 44.88 sec/ta, and 22.44 sec/tag. In contrast, the 
average time spent for using the flat tags approach is 71.90 sec/ta, and 36.37 sec/tag. 
This is a surprising result, as we expected the additional cognitive load of creating a 
tag pair to increase time taken, whereas our results show that users created a tag pair 
(containing two tags) in only slightly more time than it takes to generate a single tag.  
6 Discussion and Conclusion 
Current approaches to automatic tag hierarchy construction are limited, such as  
suffering from the “generality-popularity” problem or the limited coverage of the 
existing knowledge resources. Therefore, we proposed a slight change to the current 
tagging approach to cope with the lack of a consistent structure in folksonomies, and 
raise their semantic quality, whilst keeping the interaction cost of the process down. 
Our aim was to see if collecting tag pairs resulted in better quality hierarchy structure 
and semantics while minimizing the cost to usability.  
The evaluation results of the produced tag hierarchies have shown that on the one 
hand the proposed tagging approach and algorithm have a superior performance in 
building high quality tag hierarchies when compared to ones built from the flat tags 
approach, but on the other hand they are not as rich, and therefore could be seen as 
less expressive. This problem might be caused by one or both of the following two 
reasons: First, the small size of the tagging resources and dataset in our experiment 
(we might expect to see a power law [25] in tag occurrence, and therefore the more 
0
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tags gathered the longer the tail of rare tags), and second, the inability of the tag pairs 
approach to capture the intermediate concepts between the high levels and leaves of 
the hierarchy. To solve the first problem, there is a need to run the experiment with a 
system that can motivate a larger number of participants for a longer time. And to 
solve the second problem, the approach itself need to be improved, e.g. adding other 
relations between tag pairs or asking users some specific questions to encourage them 
to provide intermediate concepts. However, this has the risk of making the approach 
complicated and losing the simplicity and flexibility features of folksonomies. 
In terms of usability, the results have shown that the tag pairs approach is marginal 
acceptable. Users were even able to complete the task by using the tag pairs approach 
in quicker way compared to the flat tags approach. Although the tag pairs approach 
succeeded in avoiding noisy tags, it seemed to restrict users in their choice of tags, 
leading them to particular key taxonomic relations (this may a reason behind the sur-
prisingly low average time taken to create tag pairs). This meant that the tags pro-
duced by the tag pairs approach had lower quantity and diversity than with flat tags.  
Our results therefore indicate that expressivity, not usability, is the limiting factor 
for collective tagging approaches aimed at crowdsourcing taxonomies. 
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Abstract. During the past few years internet has witnessed a massive
increase of Arabic language users. Accompanied with this increase in
the number of users is an increase in e-publishing. However, necessary
laws and regulations are not yet available to control the credibility of e-
published content1. Furthermore, many political conﬂicts have risen after
the Arab Spring. All of this led to an increasing demand for assessing
the credibility of news in general and e-news in particular.
In this work, we present a system for automating credibility assess-
ment of a news article based on two of the most important and most
frequently violated criteria; (i) Does the news article indicate the source
of its information? (ii) Does the news article indicate the time of occur-
rence of the reported event? For each of the chosen criteria, we build
a classiﬁcation model to classify a news article as either violating the
criteria or not. News articles previously evaluated by MCE Watch (a
manual service for news credibility assessment) are used in building and
evaluation of our model. Experimental evaluations show that our model
has accuracy that exceeds 82% for both criteria.
Keywords: Arabic language, credibility, machine learning, natural
language processing, news.
1 Introduction
Internet has become one of the main sources of our daily life news, hundreds
or thousands of news articles, videos, blog posts, microblog posts, RSS or social
network feeds are published daily. This big chunk of info disseminated by gov-
ernments, organizations, or persons impacts heavily diﬀerent aspects of our daily
life including but not limited to aspects of health, education, society, economics,
politics, and religion.
During the past few years internet has witnessed a massive increase of Arabic
language users with a total of 65,365,400 users as of 2010 and a growth rate of
2501.2% placing the Arabic language as the seventh most used language among
all languages used on the internet and the ﬁrst with respect to the growth rate.
Egypt is placed on top of the Arabic speaking countries in terms of the number
of users with an estimate of 21,691,776 users recorded in December, 2011 [11].
1 Without violating freedom of speech.
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 139–152, 2013.
c© Springer International Publishing Switzerland 2013
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From the statistics presented above, users in Arabic speaking countries are
increasingly switching to consuming electronic content from social networks,
news sites, web blogs ... etc. Accordingly, publishers are marching in the same
direction. However, this switch is not yet accompanied by necessary laws and
regulations that control e-publishing.
Nowadays and after more than two years from Egypt’s January 2011 revolu-
tion, political conﬂicts are leaving no place in the media for an ordinary news
consumer to evaluate the credibility of perceived information. This raises many
questions about how technology can help an ordinary user evaluate the cred-
ibility of a piece of information before placing many (probably life changing)
decisions on unreliable news.
As a ﬁrst step towards answering the above question, a group of media experts
created a service called MCE Watch [10]. A user of the service can submit a link
of a news article, one of the experts analyzes the submitted article for potential
credibility issues and replies to the user stating whether the article is credible.
Credibility of news articles is assessed according to preset criteria published on
the site, these criteria are listed in table 1. If an article was judged as not credible
then a reasoning accompanies this judgment listing each of the violated criteria.
Table 1. Credibility evaluation criteria and points corresponding to each one
Alias Criterion Points
indicates how info got News article indicates how information was got 0.5
correct info News article doesn’t contain incorrect or incomplete information 2
correct news News article doesn’t report incorrect news 6
correct photos News article doesn’t contain incorrect or manipulated photos 2
correct order Chronological order of information in the news article is correct 2
correct video Attached video is not conﬂicting with the article’s text 2
correct title News article doesn’t contain a misleading title 2
no old info No old information posted as new 3
has source News article indicates the source’s identity 2
correct numbers News article doesn’t contain inaccurate numbers or statistics 2
unbiased News article is unbiased 2
answers how News article answers ‘how?’ 0.5
answers why News article answers ‘why?’ 0.5
answers where News article answers ‘where?’ 1
answers when News article answers ‘when?’ 1
answers who News article answers ‘who?’ 4
MCE Watch provides credibility assessment services for articles from a pre-
deﬁned set of sources, these news sources are some of the most widely spread
e-publishers in Egypt. The credibility of a source is updated once a new article
from this source is assessed. Each source is assigned a pool of 500 points, once
an article is judged as not credible, points corresponding to the violated criteria
are subtracted from the pool. The pool of points is reset to 500 points monthly.
The credibility of the source at any point of time corresponds to the percentage
of remaining points.
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Operating such a service manually has some limitations: (i) It is expensive
to scale in terms of the number of requests to be served daily. (ii) There is a
delay accompanied with the response that is variable according to the time of the
request and the load on the service. Requests done at night are usually answered
in the next morning. More users requesting assessment at the same time implies
more delay.
The above issues motivated us to take a step towards automation of this
process. In this paper we present a system that automates Arabic news credibility
measurement. We crawl news articles previously labeled by MCE Watch and
analyze them. Based on this analysis we choose two of the most violated and most
important criteria to automate their measurement. Next, we build a classiﬁer
for each of the chosen criteria using data from MCE Watch for training and
evaluation.
The rest of the paper is organized as follows. In section 2 we present the
related work. The architecture and details of our system are presented in section
3. Section 4 presents an analysis of the dataset and the details and results of the
conducted experiments. Finally, section 5 presents our conclusions.
2 Related Work
Measuring credibility is not something new, Gaziano and McGrath [6] showed
that credibility of news in television and newspapers can be measured by multiple
factors among them is being fair, unbiased, trustworthy, complete, factual, and
accurate.
Automating information credibility measurement was considered by previ-
ous research for diﬀerent sources of information on the internet. For webpages,
Akamine et al. [2] used appearance information such as number of sentences,
number of images, advertisements, presence of contact address, and privacy pol-
icy to assess the credibility of a website. Xu et al. [14] relied on trust features of
a website to indicate its credibility.
For blogs, Weerkamp and de Rijke [13] used post-level features such as capi-
talization and spelling and blog-level features such as spamminess and comments
to assess a blog’s credibility. Juﬃnger et al. [8] relied on the similarity of blog
posts with veriﬁed content which is an available news corpus. Al-Eidan et al. [3]
combined blog-level and post-level features from Weerkamp and de Rijke [13]
together with the similarity with veriﬁed content from Juﬃnger et al. [8] to as-
sess the credibility of Arabic blogs. They considered content from Aljazeera2 and
Saudi Press3 as veriﬁed.
For microblogs e.g. Twitter, credibility assessment has witnessed an increased
attention from researchers during the past couple of years. Approaches use mes-
sage based or content based features such as length of tweet, number of hashtags,
lack or presence of inappropriate words, sentiment polarity in a tweet, similarity
with veriﬁed content, presence of urls, retweets, special characters, emoticons,
2 http://www.aljazeera.net/
3 http://www.spa.gov.sa/
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and @ mentions. Other approaches use source based or user based features such
as number of followers, number of followings, ratio between followers and fol-
lowings, if the account is veriﬁed by Twitter.com, age of user, and screen name.
Al-Eidan et al. [4] combined message and source based features to classify Ara-
bic tweets into three credibility classes, low, moderate or high. Gupta and Ku-
maraguru [7] used message-based features and user-based features to rank tweets
by credibility during high impact events.
For news articles, Zhang et al. [15] and Kawai et al. [9] detect the sentiment
bias for a query topic in a news website. Zhang et al. [15] detects sentiment bias
for a query topic on four dimensions Joy ⇔ Sadness, Acceptance ⇔ Disgust,
Anticipation ⇔ Surprise, and Fear ⇔ Anger. This bias is then visualized for
users to help in credibility assessment. Kawai et al. [9] calculate sentiment on four
diﬀerent dimensions Bright ⇔ Dark, Acceptance ⇔ Rejection, Relaxation ⇔
Strain, and Anger ⇔ Fear.
As seen from the above, most research in automating credibility measurement
used domain speciﬁc features to indicate credibility but none tries to extract
content features from the articles which can be used to signal diﬀerent credibility
aspects. Furthermore, research in automating credibility measurement for Arabic
content can be concluded in the work done by Al-Eidan [3, 4] for blogs and
Twitter; both of them used news content from speciﬁc sources as veriﬁed content
which doesn’t ﬁt our purpose of evaluating credibility for news content itself.
In addition, the work done by Zhang et al. [15] and Kawai et al. [9] analyzes
sentiment in news articles and visualizes it without taking credibility decisions,
leaving that to the users. Accordingly and to the best of our knowledge noone
has tackled the problem the same way we do in this paper.
3 Methodology
In this section we present a detailed description of our system. Figure 1 shows
a high level block diagram of our system’s architecture. Each of the upcoming
subsections presents details for a block in this diagram.
The system starts by downloading and parsing data from MCE Watch – the
next subsection presents details of this stage. The result of this stage is a labeled
data set of news articles; each article is labeled as either credible or not and if
not credible a list of the violations of the criteria in table 1 is compiled.
The distribution of non-credible articles among diﬀerent credibility criteria is
presented in table 2. As can be seen, indicates how info got, has source, and an-
swers when are the most frequently violated criteria. Together, has source and
answers when are violated in 80.64% of the non-credible articles. If we added in-
dicates how info got to them we get a coverage of 91.5%. We choose to automate
has source and answers when only since we currently have enough training to
build a model for them. Although, we also have data for indicates how info got
but we leave it out because (i) indicates how info got is assigned low weight of
0.5 points vs 1 and 2 for has source and answers when, respectively (ii) indi-
cates how info got and has source are highly correlated, since both are tightly
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Fig. 1. System Architecture
coupled to the source, the later indicates if the source was explicitly mentioned
in the article while the former indicates how did the source provide the writer
of the article by information. In terms of numbers, 90.28% of the articles that
violate has source also violate indicates how info got (iii) Our manual analysis
of the collected data show that this signal has very high degree of noise.
Table 2. Distribution of non-credible articles among diﬀerent credibility criteria
Criterion Percentage %4
indicates how info got 49.67
correct info 2.22
correct news 0.45
correct photos 16.73
correct order 0.01
correct video 0.42
correct title 3.51
no old info 0.04
has source 24.83
correct numbers 0.00
unbiased 2.28
answers how 1.15
answers why 2.32
answers where 0.79
answers when 69.69
answers who 3.49
For each of the two criteria we build a binary text classiﬁer. Typically, we
perform preprocessing on the text, feature extraction, training and classiﬁcation.
In subsections [3.2-3.4] we discuss the details of each of these steps. We discuss
details of preprocessing in the subsection following that for feature extraction
since we base some of our preprocessing on the features.
3.1 Data Crawler and Parser
Figure 2 presents a detailed architecture of this stage. First, we crawl MCE
Watch for news articles judged between December 2012 and April 2013. Next,
4 Percentage doesn’t sum to 100% because an article can violate more than one criteria
at the same time.
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Fig. 2. System Architecture: Data crawler and parser
we parse the HTML fromMCEWatch to populate a database with URLs of news
articles, the name of the news site for each article, judgment of MCE Watch;
credible or not and the list of violations in case of a non-credible article. After
that we download the news articles and parse each one extracting the title and
text.
3.2 Feature Extraction
In this subsection we present the features for each of the chosen criteria. We
start by features for has when followed by features for has source info.
3.2.1 Does the Article Answer ‘When’?
We model the answer to this question as a binary text classiﬁcation problem.
We classify news articles into one of two classes; HasWhen or NoWhen. Ar-
ticles of HasWhen class doesn’t violate answers when criteria while articles
of NoWhen do violate it. We use a combination of features to represent each
article:
– N-GRAMS(NG): we run experiments with combinations of word n-grams
with n ≤ 3. We use term frequencies without inverse document frequency
weighting (IDF).
– TIME(T ): this is a binary feature indicating whether any word from our
manually created lexicon5 of time-bearing words exists in the article. The
lexicon consists of all weekdays, today and yesterday.
– TIME-DISTANCE(TD): this is a real-valued feature. It is calculated as
the distance of the time-bearing word found by TIME relative to the be-
ginning of the article. It is transformed by an exponential function to the
5 The idea of using a manually crafted lexicon was eﬀective in other domains as well [1].
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range[1, e1], Eq. (1). Our analysis indicates that time-bearing words that
refer to the time of the reported event tend to occur early on in the article.
TD =
{
e(1−
Ti+1
|D| ) if T = 1
1 if T = 0
(1)
where Ti is the index of a time-bearing word in a vector of the article words
and |D| is the number of words in the article.
– TIME-CONTEXT(TC): this is a real-valued feature. It is calculated as the
minimum absolute distance between the time-bearing word found by TIME
and any of the words in a manually created lexicon of contexts (LC), Eq.
(2). Contexts include conferences, tweets, Facebook updates, meetings, TV
shows, telephone calls, and statements. We only search for context words in
a frame of ±	.
TC =
{
min
Ti−<j<Ti+
|Ti−j|
 if T = 1 and j in LC
1 otherwise
(2)
where Ti is the index of time-bearing word in a vector of the article words.
In our experiments, we choose 	 = 10.
3.2.2 Does the Article Has ‘Source Info’?
We again model the answer to this question as a binary text classiﬁcation
problem. We classify news articles into one of two classes; HasSourceInfo or
NoSourceInfo. Articles of HasSourceInfo class doesn’t violate has source cri-
teria while articles of NoSourceInfo violate it. We use a combination of features
to represent each article:
– N-GRAMS : we run experiments with combinations of word n-grams with
n ≤ 3. We use term frequencies without IDF weighting.
– SOURCE : this is a binary feature indicating whether the news article is
referring to one of the popular news agencies as a source.
– VERB : this is a binary feature indicating whether a verb from a manually
created lexicon of verbs exists. All verbs indicate that someone said some-
thing.
3.3 Preprocessing
For both tasks, we perform basic normalization [5] of Arabic text. This normal-
ization involves transformation of one form of a letter to another form mostly
because both forms are erroneously used interchangeably:
6 We use Buckwalter transliteration in this paper.
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– We transform all forms of alef : “

(>6), (<),

(|)” to “ (A)”.
– We transform all forms of alef layyena: “(Y) to “ (y)”
– We remove all Arabic diacritics. We also remove all punctuation and digits.
We tokenize each news article into a vector of words and discard tokens of
length < 3. In case of has source, we add two processing steps on the tokens:
– If a token starts with “(Al)” – meaning “the”, we strip it. Like, “	  



(Al>HzAb)” – meaning “the parties” → “	  


(>HzAb)” – meaning “par-
ties”.
– If a token starts with “(w) – meaning “and”, it is commonly written as the
ﬁrst letter of the following word as in “”(wqAl) – meaning “and he said”.
We remove it giving “(qAl)” – meaning “he said”.
We don’t do the above for “answers when” because all Arabic weekdays are
commonly preceded by “The” and when stripped can mean a diﬀerent thing
leading to ambiguity. For example, “

(Al>Hd)” – meaning “Sunday”, when
stripped gives “

(>Hd)” – meaning “Someone”. “ 
 
 (Al<vnyn)” – meaning
“Monday” gives “ 
 
(<vnyn)” – meaning the number“Two”. Similarly, for “
 
(Alxmys)” and “   	(AljmEp)” – meaning “Thursday” and “Friday”
respectively, when stripped gives “!

(xmys)” and “  !	 (jmEp)” that corre-
spond to common Egyptian male names.
3.4 Classiﬁcation
We use SVM with linear kernel from Python’s Scikit-learn package [12]. Liter-
ature suggests that it does well on text classiﬁcation tasks. We set c to 1. All
feature vectors are L2 normalized.
4 Results and Evaluation
In this section we describe the details of our experiments and discuss their re-
sults. We conducted three experiments; the ﬁrst one presents classiﬁcation results
for answers when criteria. It presents results for the diﬀerent combinations of
features presented in section 3.2.1. The second experiment presents classiﬁcation
results for has source criteria. It presents results for the diﬀerent combinations
of features presented in section 3.2.2. The third and last experiment compares
the credibility scores we assign to diﬀerent news sites to the ones assigned by
MCE Watch.
In the next subsection we present statistics and details of our data set. After
that we go into the details of our experiments.
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4.1 Data Description
A total of 9358 articles were crawled; 2606 articles judged as credible and 6752
articles judged as not credible by violating at least one of the credibility criteria
listed in table 1. The dataset is obviously unbalanced with 72.15% of the articles
being not credible and 27.84% being credible. The main reason behind this is
the way the service operates; users submit articles for credibility assessment
when in doubt. However, our assumption is that this imbalance is not a good
representative of the general case, we try to overcome this in our experiments.
The articles belong to diﬀerent news categories; Politics, Accidents, Eco-
nomics, Arts, and Sports. This diversity in news categories poses a challenge
to our analysis but in the mean time it tests the ability of our model to gen-
eralize. One more challenge introduced by the data set is that some articles
are written in Modern Standard Arabic(MSA) and others are in the Egyptian
dialect.
Since labeled Data was crawled from MCE Watch, the labeling is done by
media experts but this didn’t involve annotating every article by multiple anno-
tators and ﬁltering conﬂicting annotations. Given that multiple experts provide
the service it is common to ﬁnd very similar cases where reasoning diﬀers. It is
also common to ﬁnd cases that were judged and reasoned based on some well
known incidents at the time of judgment like public speeches, TV shows ... etc.
without having a reference to the incident in the news article.
Length of articles in our news corpus is not uniform, the shortest article has
158 characters (the article has no body just a title) and the longest one has
45423 characters with average length of 1980.2 characters.
We divide our data into 80% training set and 20% test set. During develop-
ment (DEV ), we perform 5-fold cross validation where we train with 4 folds
and test on the 5th, we report the average accuracy of all 5 folds. During test-
ing (TEST ), we use the best performing settings on DEV to train with all the
training set and report accuracy on the test set.
We conduct experiments to show the eﬀectiveness of each of our designed
features and their combinations. For all experiments we compare our results
against the baseline which is the majority class.
4.2 Results for “When?”
For this problem, we have a total of 9358 articles divided among the two classes.
For HasWhen class, we have a total of 4652 articles; 2606 credible articles
and 2046 non-credible articles but doesn’t violate answers when criteria – we
augmented the credible articles by this set of non-credible articles to overcome
class imbalance (35.64%→ 49.71%). ForNoWhen class, we have a total of 4706
articles that violate answers when criteria.
First we try all combinations of N-GRAMS for n ≤ 3 and determine the best
setting on DEV. From table 3, unigrams + bigrams together give the highest
accuracy of 78.99% on DEV, which is 28.7% higher than the baseline. The same
setting also gives the highest accuracy of 77.12% on TEST which is 26.83%
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Table 3. answers when accuracy(%) on both DEV and TEST using all combinations
of N-GRAMS n ≤ 3
DEV TEST Baseline
n = 1 78.16 76.27 50.29
n = 2 71.71 68.00 50.29
n = 3 61.44 57.6 50.29
n = 1, 2 78.99 77.12 50.29
n = 2, 3 71.29 66.67 50.29
n = 1, 2, 3 78.98 76.91 50.29
higher than the baseline. Next, we show results for combinations of the other
features with the best setting of N-GRAMS i.e. n = 1 and 2.
From table 4, the domain dependent feature TIME gives an accuracy of
85.18% on DEV that is 34.89% higher than the baseline and 6.19% higher than
N-GRAMS. It performs even better on TEST with a slight accuracy increase
of 0.1%. The right part of table 4 displays results of using the combination of
TIME-DISTANCE and TIME-CONTEXT features which performs 0.7% and
2.19% higher than TIME for DEV and TEST, respectively. Combining these two
features with N-GRAMS – by appending them to the L2 normalized N-GRAMS
feature vectors and re-normalizing – gives our best setting on DEV that exceeds
the baseline by 36.02%. Although this setting is 36.64% higher than the baseline
for TEST, it is -0.53% less than TIME-DISTANCE + TIME-CONTEXT.
Table 4. answers when accuracy(%) on both DEV and TEST
NG (n = 1, 2) TIME TD + TC NG (n = 1, 2) + TD + TC
DEV 78.99 85.18 85.88 86.31
TEST 77.12 85.28 87.47 86.93
Baseline 50.29 50.29 50.29 50.29
4.3 Results for “Source Info”
For this problem we have a total of 4283 articles distributed among two classes.
Class HasSourceInfo has a total of 2606 articles and class NoSourceInfo has
a total of 1677 articles.
Once more we try all combinations of N-GRAMS for n ≤ 3 and determine
the best setting on DEV. From table 5, unigrams give the highest accuracy on
DEV. It exceeds the baseline by 23.43%. Although unigrams + bigrams together
give an accuracy that exceeds unigrams alone by 0.34% on TEST, we still use
the setting performing best on DEV i.e. unigrams in our next experiments.
Table 6 shows accuracies for domain dependent features. Although, best re-
sults for domain dependent features VERB + SOURCE exceeds baseline by
19.15% and 14.4% on DEV and TEST respectively, it is still lower than results
of unigrams by 4.27% for DEV and 7.34% for TEST. Combining both of them
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Table 5. has source accuracy(%) on both DEV and TEST using all combinations of
N-GRAMS n ≤ 3
DEV TEST Baseline
n = 1 84.23 82.54 60.8
n = 2 81.42 79.16 60.8
n = 3 76.37 73.57 60.8
n = 1, 2 83.91 82.89 60.8
n = 2, 3 81.19 79.28 60.8
n = 1, 2, 3 83.82 82.77 60.8
with unigrams gives our best setting on both DEV and TEST with accuracies
exceeding baseline by 24.1% and 22.2%, respectively.
As can be seen, domain dependent features for “has source” weren’t as good
as their corresponding for “answers when”. We attribute this to the lack of
NoSourceInfo training examples; we had a total of 1341 examples which is
slightly more than 35% of what we had for NoWhen.
Table 6. has source accuracy(%) on both DEV and TEST
NG (n = 1) V ERB V ERB + SOURCE NG + V ERB + SOURCE
DEV 84.23 78.88 79.96 84.9
TEST 82.54 75.55 75.2 83
Baseline 60.8 60.8 60.8 60.8
4.4 Credibility Score Per News Site
In this last experiment we compute the credibility score of each news site in the
same way as MCE Watch for all news articles evaluated in April 2013. Basically,
for each news site we classify all articles from this site according to has source
and answers when criteria. For all articles violating a criteria we subtract the
corresponding points of the violated criteria from the monthly pool of 500 points
assigned to each news site. The percentage of remaining points corresponds to
the credibility score of the news site, Eq. (3).
Scorei =
500− (Phas source ×NSi + Panswers when ×NWi)
500
× 100% (3)
Where
– Scorei: the credibility score assigned to news site i at the end of April 2013.
– Phas source: the points assigned to has source. From table 1, its value is 2.
– Panswers when: the points assigned to answers when. From table 1, its value
is 1.
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– NSi: the number of articles from source i that violate has source criteria at
the end of April 2013.
– NWi: the number of articles from source i that violate answers when criteria
at the end of April 2013.
Figure 3 shows the score calculated by MCE Watch versus the score calculated
based on our model. The mean absolute error (MAE) is 17.56%. Two factors
contribute to this error (i) the error introduced by our classiﬁcation (ii) and the
error due to the criteria we don’t consider. To get a closer picture, we adjust the
scores assigned by MCE Watch by adding back points deducted due to criteria
that we don’t consider. Figure 4 shows the comparison between our scores and
the adjusted MCE Watch scores, it is clear that the gap between the scores is
much less. Consequently, MAE drops signiﬁcantly to 2.55%. We note a couple of
issues here: (i) The larger portion of the error is introduced by classiﬁcation errors
for has source. This is very clear for youm7.com, shorouknews.com, rassd.com,
fj-p.com, and elfagr.org with highest absolute error in the range [4, 6.4] (ii)
The drop in MAE is not due to our model accuracy alone but there is still a
Fig. 3. Credibility score of each news site measured by MCE Watch vs. score based on
our model
Fig. 4. Adjusted credibility score of each news site measured by MCE Watch vs. score
based on our model
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hidden error that contributes towards this drop; this happens when erroneously
classiﬁed articles contribute positively in penalizing (or not penalizing) a news
site. However, this can be used as a high level indicator for a news site credibility.
5 Conclusion
In this paper we presented a new approach to automate Arabic news credibility
measurement. Our approach is a ﬁrst step towards automating a manual solu-
tion for the same problem presented by MCE Watch. The solution depends on
evaluating each news article on a preset collection of criteria developed by media
experts. Criteria are evaluated according to the text content of the news article.
To automate this, we crawled news articles previously labeled by MCE Watch.
Then, we picked two criteria of the most violated ones, and modeled each one as
a separate binary classiﬁcation problem dividing the crawled data into training
and test sets.
The ﬁrst criterion we chose is whether the article answers the question
”When?”. Using SVM and a combination of unigrams, bigrams and domain
dependent features we were able to reach an accuracy of 86.93% on a total of
1875 articles representing 20% of the crawled data. Our baseline is 50.29% which
is the majority class.
The second criterion we chose is whether the news article mentions the “Source
Info”. Using SVM, unigrams and domain dependent features we got an accuracy
of 83% on a total of 859 articles representing 20% of all the data we have for
this problem and 9.1% of the crawled data. Our baseline is 60.8% representing
the majority class.
As we previously mentioned, this is a ﬁrst step towards automation so there
is plenty to be done in the future. Currently, we are looking into collecting
more data to automate the rest of the criteria as well as enhance the models
for the chosen ones. Also looking into how the state-of-art automatic feature
extractors can help leverage our work. Next steps involve building a website
that automatically scores news articles using our model.
References
1. Abdul-Mageed, M., Diab, M.T., Korayem, M.: Subjectivity and sentiment analysis
of modern standard arabic. In: ACL (Short Papers), pp. 587–591 (2011)
2. Akamine, S., Kato, Y., Inui, K., Kurohashi, S.: Using appearance information for
web information credibility analysis. In: Second International Symposium on Uni-
versal Communication, ISUC 2008, pp. 363–365. IEEE (2008)
3. Al-Eidan, R.M.B., Al-Khalifa, H.S., Al-Salman, A.S.: Towards the measurement of
arabic weblogs credibility automatically. In: Proceedings of the 11th International
Conference on Information Integration and Web-based Applications & Services,
pp. 618–622. ACM (2009)
4. Al-Eidan, R.M.B., Al-Khalifa, H.S., Al-Salman, A.S.: Measuring the credibility of
arabic text content in twitter. In: 2010 Fifth International Conference on Digital
Information Management (ICDIM), pp. 285–291. IEEE (2010)
152 M. Hammad and E. Hemayed
5. Darwish, K., Magdy, W., Mourad, A.: Language processing for arabic microblog
retrieval. In: Proceedings of the 21st ACM International Conference on Information
and Knowledge Management, pp. 2427–2430. ACM (2012)
6. Gaziano, C., McGrath, K.: Measuring the concept of credibility. Journalism Quar-
terly 63(3), 451–462 (1986)
7. Gupta, A., Kumaraguru, P.: Credibility ranking of tweets during high impact
events. In: Proceedings of the 1st Workshop on Privacy and Security in Online
Social Media, p. 2. ACM (2012)
8. Juﬃnger, A., Granitzer, M., Lex, E.: Blog credibility ranking by exploiting veriﬁed
content. In: Proceedings of the 3rd Workshop on Information Credibility on the
Web, pp. 51–58. ACM (2009)
9. Kawai, Y., Fujita, Y., Kumamoto, T., Jianwei, J., Tanaka, K.: Using a sentiment
map for visualizing credibility of news sites on the web. In: Proceedings of the 2nd
ACM Workshop on Information Credibility on the Web, pp. 53–58. ACM (2008)
10. MCE Watch: Media Credibility in Egypt, http://www.mcewatch.com (accessed
April 20, 2013)
11. Miniwatts Marketing Group: Internet World Stats,
http://www.internetworldstats.com (accessed April 20, 2013)
12. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O.,
Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A.,
Cournapeau, D., Brucher, M., Perrot, M., Duchesnay, E.: Scikit-learn: Machine
learning in Python. Journal of Machine Learning Research 12, 2825–2830 (2011)
13. Weerkamp, W., de Rijke, M.: Credibility-inspired ranking for blog post retrieval.
Information Retrieval 15(3-4), 243–277 (2012)
14. Xu, J., Yang, X., Wang, L.: Evaluation method of information credibility based
on the trust features of web page. In: 2011 Eighth Web Information Systems and
Applications Conference (WISA), pp. 69–72. IEEE (2011)
15. Zhang, J., Kawai, Y., Nakajima, S., Matsumoto, Y., Tanaka, K.: Sentiment bias de-
tection in support of news credibility judgment. In: 2011 44th Hawaii International
Conference on System Sciences (HICSS), pp. 1–10. IEEE (2011)
Polarity Detection of Foursquare Tips
Felipe Moraes, Marisa Vasconcelos, Patrick Prado, Daniel Dalip,
Jussara M. Almeida, and Marcos Gonc¸alves
Universidade Federal de Minas Gerais, Brazil
{felipemoraes,marisav,patrickprado,hasan,jussara,mgolcalves}@dcc.ufmg.br
Abstract. In location-based social networks, such as Foursquare, users
may post tips with their opinions about visited places. Tips may directly
impact the behavior of future visitors, providing valuable feedback to
business owners. Sentiment or polarity detection has attracted great at-
tention due to its vast applicability in opinion summarization, ranking
or recommendation. However, the automatic detection of polarity of tips
faces challenges due to their short sizes and informal content. This paper
presents an empirical study of supervised and unsupervised techniques
to detect the polarity of Foursquare tips. We evaluate the eﬀectiveness
of four methods on two sets of tips, ﬁnding that a simpler lexicon-based
approach, which does not require costly manual labeling, can be as eﬀec-
tive as state-of-the-art supervised methods. We also ﬁnd that a hybrid
approach that combines all considered methods by means of stacking
does not signiﬁcantly outperform the best individual method.
Keywords: Web 2.0 applications, Sentiment Analysis, Micro-reviews.
1 Introduction
The widespread use of smartphones with geolocation technologies like GPS
(Global Positioning System) and the increasing interest in social networks led to
the appearance of location-based social networks (LBSNs), such as Foursquare,
as well as the use of geolocation services by other networks like Google Plus and
Instagram.1 On Foursquare, the currently most popular LBSN, users may share
not only their locations, by checking in at venues, but also their opinions about
those places, by writing micro-reviews or tips.
Tips are short and informal texts containing opinions about any aspect related
to the target venue. For instance, a tip left at a restaurant may contain a rec-
ommendation or a complaint about a speciﬁc dish or service oﬀered. Moreover,
users may like a tip in sign of agreement with or interest in its content. Thus,
tips and likes foster interactions among users, and provide valuable feedback to
business owners to improve the quality of their products and services.
This paper analyzes methods for polarity or sentiment detection of Foursquare
tips. In general terms, polarity detection aims at determining the attitude of a
1 http://foursquare.com/,http://plus.google.com/
and https://instagram.com/
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 153–162, 2013.
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speaker (or writer) towards some topic, classifying it as, for example, positive or
negative. Automatic polarity detection has several applications, including opin-
ion summarization in online reviews [1] and real time monitoring of people’s
opinions [2]. The polarity detection of Foursquare tips could be used to sum-
marize the sentiment of users towards a speciﬁc place (venue), providing quick
feedback to venue owners from their potential customers, and assisting other
users when choosing places to visit. However, tips have inherent characteristics
that bring challenges to polarity detection: they are typically very short (limited
to 200 characters), contain very informal content and often slangs and expres-
sions (e.g.,“coool!!”), which are hard to analyze and make their polarity unclear.
Existing polarity detection techniques are grouped into supervised and unsuper-
vised methods. In the former, automatic classiﬁers are learned from previously la-
beled examples [1],[3–7], whereas the latter often relies on lists of positive and nega-
tive words (lexicons), using the polarity of each term to classify a text [3],[4],[6],[7].
Although supervised methods have been eﬀectively used for polarity detection in
“traditional” environments (e.g., long texts) [8], their eﬃcacy strongly depends on
the availability of reliable labeled examples for training. As these examples are of-
ten labeled by people, they are subject to errors caused bymisinterpretation of the
text. The number of training examples also aﬀects classiﬁcation accuracy, as ide-
ally they should cover as many scenarios as possible [9], which implies high costs
for building training sets. In contrast, lexicon-based methods do not require any
training and can be applied in various contexts and applications. However, there
are notmany lexicons suitable to all application domains, as the sentiment of some
terms may depend on the topic domain [9]. Moreover, there is no consensus as to
which of the two approaches behaves best in short texts like tips [4],[7],[6].
This paper analyzes alternative techniques for automatic polarity detection
of Foursquare tips, namely three supervised classiﬁers - Na¨ıve Bayes, Maximum
Entropy and Support Vector Machine [10], and one unsupervised method based
on the SentiWordNet lexicon [11]. Our study is based on two sets of tips: one was
manually labeled (positive or negative) by volunteers, while the polarity of tips
in the other was inferred from emoticons. Our experimental results show that the
unsupervised approach produces average Macro-F1 results that are statistically
tied to those of the best supervised method - Na¨ıve Bayes - in both datasets,
without the cost of labeling. We also ﬁnd that the unsupervised method is at least
as good as, if not better than, Na¨ıve Bayes to detect positive tips, particularly
in terms of F1 and recall, whereas the latter produces slightly better results
for negative tips. Finally, we also evaluated a hybrid classiﬁer that combines all
techniques using stacking, ﬁnding that it leads to no further gains over the best
individual method, possibly due to the large agreement among the techniques.
2 Related Work
Existing polarity detection solutions can be grouped into supervised machine
learning based methods and unsupervised lexicon based methods. Regardless
of the technique employed, most previous studies target long texts, often long
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reviews. For example, Pang et al. [1] evaluated three supervised classiﬁcation
algorithms - Na¨ıve Bayes, Maximum Entropy and SVM - in detecting the polarity
of movie reviews, representing each review as a bag-of-words based on unigrams
and bigrams. Ohana et al. [3], instead, proposed two approaches to use the
SentiWordNet lexicon for the same task: (1) using the sum of scores of positive
and negative words in the text and taking the highest score as the polarity
of the text, and (2) using the scores as features to train an SVM classiﬁer. We
here consider an unsupervised method similar to the ﬁrst approach, representing
each tip as a bag-of-words with TF-IDF (product of the term frequency by the
inverse document frequency) weights. We also evaluate a hybrid approach that
combines supervised and unsupervised methods, similarly to the aforementioned
second approach [3], but that goes beyond by combining the predictions of the
supervised methods along with the scores of the lexicon for the polarity detection.
Recently, the polarity detection of short texts has attracted attention, with
focus mainly on Twitter [5],[4],[6]. In [5], the authors used features extracted from
the textual content and related to the social context of the tweet’s author (e.g.,
polarity of the followers’ messages) to detect its polarity. They also exploited the
presence of positive or negative emoticons to determine the polarity of a tweet,
as we do here to build one of our datasets of tips.
We are aware of only two previous studies of polarity of Foursquare tips
[12],[13]. In [12], the authors proposed a lexicon-based method that relies on
SentiWordNet to build classiﬁers, and evaluated them using a dataset collected
from both Yelp and Foursquare. Although the datasets are diﬀerent - in par-
ticular Yelp reviews tend to be much longer than Foursquare tips - the results
reported in [12] are worse than those obtained with our unsupervised method,
perhaps due to the way they estimated polarity scores. The other previous eﬀort
also used SentiWordNet to detect the polarity of Foursquare tips, with the goal
of building a location recommendation method [13]. Thus, they did not evaluate
the eﬀectiveness of the detection methods considered, which is our goal.
A few studies compared supervised and unsupervised approaches to classify
the polarity of short texts. In [4], the authors showed that the supervised methods
analyzed in [1] may be applied to short tweets, comparing their accuracy with
that of an unsupervised lexicon-based method.2 Bermingham et al. [7] concluded
that the supervised SVM and multinomial Na¨ıve Bayes classiﬁers outperform an
unsupervised method based on SentiWordNet for tweets and micro-reviews in
Blippr. In contrast, Paltoglou et al. [6] proposed an unsupervised method based
on the LIWC lexicon [14] to detect the polarity of tweets and user comments,
showing that their method outperforms the Na¨ıve Bayes, Maximum Entropy
and SVM classiﬁers. In sum, there is no consensus as to the best approach for
short texts, particularly for Foursquare tips, as previous eﬀorts on that context
focused only on lexicon based approaches. This work aims at contributing to
this discussion, focusing on detecting the polarity of tips, a noisy environment,
but rich in information. To our knowledge, this is the ﬁrst work that provides a
deeper investigation of alternative polarity detection methods in this context.
2 http://twitrratr.com/
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3 Overview of Datasets
We here use two datasets of tips, which are random samples of a larger dataset
containing around 10 million tips posted by 13 million users, collected between
August and October 2011. To build our datasets, we considered only tips posted
in venues with English as the oﬃcial language,3 since the tools used by the unsu-
pervised method to determine polarity are constrained to the English language.
To build our ﬁrst dataset, referred to as manually labeled dataset, we ran-
domly selected 1,250 tips to be labeled by 15 volunteers. Each tip was analyzed
by 3 volunteers. Each volunteer received 250 tips along with information about
the venue (i.e., name, category) where each tip was posted, and was asked to
label the content of each tip as positive, negative or neutral. There was agree-
ment among at least two of the volunteers in 94% of the tips. The remaining 6%
of tips were discarded due to lack of any agreement. The result of this manual
classiﬁcation was: 57.78% of tips were classiﬁed as positive, 15.64% as negative,
and 26.58% as neutral. As in [5],[1], we focus on classifying tips as either positive
or negative, and thus disregard neutral tips.
The second dataset, referred to as emoticon based dataset, was built from
a sample of 3,512 tips in English containing at least one emoticon. Emoticons
may serve as noisy labels [4], as some texts are not easily classiﬁed, such as those
that express sarcasm. As in [5],[4], we assume that positive emoticons, notably
’:)’, ’(:’, ’:-)’, ’(-:’, ’: )’, ’:D’, ’=D’, indicate positive tips, whereas ’:(’, ’):’, ’:-(’,
’)-:’, ’: (’, ’) :’ indicate negative tips.
For both datasets, we considered only tips with at least one word in Senti-
WordNet to be able to apply our unsupervised method, which caused the removal
of only a small fraction of tips (at most 1.6%) from both datasets. In sum, our
manually labeled dataset consists of 669 positive and 182 negative tips, and
our emoticons based dataset contains 3014 positive and 440 negative tips. Note
that both datasets are very unbalanced, reﬂecting a general trend towards users
writing positive tips more often (at least among those written in English).
4 Polarity Detection
This section presents the techniques used to automatically detect the polarity
(positive or negative) of Foursquare tips, starting with the supervised methods
(Section 4.1), and then introducing our unsupervised approach (Section 4.2).
4.1 Supervised Methods
Given a training set with instances (tips) represented by various features and
previously labeled in interest classes (polarities), a supervised method “learns”
a model, which can then be applied to classify unlabeled data (test set) into
the given classes. We analyze three state-of-the-art text classiﬁers - Na¨ıve Bayes
(NB), Maximum Entropy (ME) and Support Vector Machine (SVM) [10].
3 http://en.wikipedia.org/wiki/List_of_official_languages
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Na¨ıve Bayes is a probabilistic classiﬁer that makes use of Bayes’ theorem to
infer the probability that a new document (or tip) belongs to each deﬁned class
(polarity). It has been applied to various applications such as spam ﬁltering,
disease diagnosis, and classiﬁcation of text polarity [1],[7]. We used the multino-
mial version of this classiﬁer, which is more adequate for text classiﬁcation [15],
where the probability of a class is parameterized by a multinomial distribution.
The main disadvantage of Na¨ıve Bayes is the assumption of independence be-
tween the features exploited by the classiﬁer. Maximum Entropy does not make
such assumption. Instead, to estimate the probability distribution, it assumes
that, without external knowledge, the distribution should be as uniform as pos-
sible, and thus have maximal entropy. The training data is then used to derive a
set of constraints that represent the class-speciﬁc expectations for the distribu-
tion. An improved iterative scaling algorithm is then used to ﬁnd the maximum
entropy distribution without violating the given constraints.
Finally, Support Vector Machines try to ﬁnd the best hyperplane, deﬁned in
the feature space, that separates with maximum distance (margin) the training
instances of the two classes (positive and negative). We use a linear kernel, since
the number of instances is smaller than the number of features, which is common
for textual classiﬁcation and usually produces a linearly separable problem. We
here used the implementations of Na¨ıve Bayes and Maximum Entropy provided
in scikit-learn4, and the SVM implementation available in the LIBSVM package.5
To apply these algorithms, we modeled each tip as a bag-of-words, removing
ﬁrst the stopwords, as in [1]. However, instead of using the presence/absence
of unigrams in the tip as features, we used the representation proposed in [5]:
each tip t is modeled as a vector p1, ...pn, where pi is the frequency of a term
i in tip t and normalized by the frequency of term i in the training set (i.e.,
TF-IDF). Preliminary experiments showed that this representation gives better
results than those obtained using unigrams or bigrams. The values of pi were
used as features exploited by the classiﬁcation algorithms.
4.2 Unsupervised Method
Supervised methods require previously labeled instances (training) for the devel-
opment of the classiﬁers. Unsupervised techniques minimize this need by directly
exploiting the contents of the text, often relying on lexicons.
Opinion lexicons are sets of words that express some form of positive or neg-
ative feeling (e.g., “amazing” or “bad”). These lists are largely used by polar-
ity detection methods [3], which typically “count” the number of positive or
negative words found in a piece of text. Unlike the training sets exploited by
supervised techniques, which are typically application-speciﬁc, lexicons may be
generic enough to be useful for multiple applications in diﬀerent contexts. Thus,
the cost of building the lexicon may be amortized over a larger number of appli-
cations and investigations. One aspect to consider when choosing a lexicon is the
4 http://scikit-learn.org/
5 http://www.csie.ntu.edu.tw/~cjlin/LIBSVM/
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number of terms included or its coverage, which may impact the eﬀectiveness of
methods that use the lexicon [3]. Many previously proposed unsupervised meth-
ods [3],[16],[7] make use of two speciﬁc lexicons: SentiWordNet [11] and LIWC
[14]. We here chose SentiWordNet due to its larger coverage.
SentiWordNet is a lexical resource for opinionminingderived fromWordNet[17].
WordNet is an English lexicon which groups nouns, verbs, adjectives and adverbs
into synonym sets, or synsets, each expressing a distinct concept.6 The SentiWord-
Net combines three scores - positive, negative and neutral - for every WordNet
synset, representing the positive, negative or neutral feeling or sentiment associ-
ated with that word. These scores are normalized between 0 and 1, so that they
add up to 1. Our unsupervised approach to classify a given tip as positive or nega-
tive consists of the following steps:
1. Part-Of-Speech and Stemming7: Each word in the tip is ﬁrst associated
with a single grammatical category, such as an adjective, adverb, verb and pro-
noun, using a part-of-speech parser, and then converted to its canonical form
(e.g., verbs are kept in their inﬁnitive form).
2. Treatment of negative terms: the polarity of a word may be inﬂuenced
if a negative term (e.g., not) precedes it. To handle this scenario, we build a
dependency tree that models the grammatical relations of each word or phrase
of the tip, and used it to identify the words that are inﬂuenced by a negative term.
These words have their positive and negative SentiWordNet scores exchanged.
3. Sense of a word: a word in SentiWordNet may have multiple synsets asso-
ciated with the same part-of-speech. Thus, we considered the mean of the scores
of all the synsets associated with the part of speech of the word.
4. Tip Polarity: we assign positive, negative and neutral scores to the tip, each
one computed as the average of the corresponding scores of the synsets of all
words of the tip that were found in SentiWordNet. A tip is considered as having
a positive polarity if its ﬁnal positive score is higher than the negative one, and
vice-versa. In case of tie, the polarity of the tip is considered as undeﬁned, and
the tip is discarded from our evaluation.
5 Experimental Results
We evaluated the four polarity detection methods on our two datasets (Section
3) using a 5-fold cross-validation: each dataset was divided into 5 folds, 4 folds
were used as training set, and 1 fold as test set. The training set was used only
by the supervised methods to “learn” the classiﬁcation models. In particular,
best parameter values were determined by performing cross-validation within
the training sets. All methods were evaluated only on the test sets. In order to
compensate for the large class imbalance, we applied a commonly used technique
of undersampling, in which the smallest class determines the number of instances
of each class used for training. Thus, for each round of the cross-validation we
produced 5 random samples for each of the training classes, and repeated the
6 Every possible meaning of the same word corresponds to a diﬀerent synset.
7 We use a tool from http://www-nlp.stanford.edu/software/corenlp.shtml
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Table 1. Results of Polarity Detection Methods
Metric Method
Manually labeled dataset Emoticon based dataset
Positive class Negative class Average Positive class Negative class Average
Precision
NB 0.9173±0.0067 0.4333±0.0180 0.6753±0.0103 0.9393±0.0033 0.2457±0.0110 0.5925±0.0056
ME 0.9017±0.0092 0.3950±0.0206 0.6484±0.0120 0.9270±0.0040 0.2193±0.0098 0.5731±0.0050
SVM 0.9097±0.0096 0.4169±0.0221 0.6633±0.0127 0.9399±0.0040 0.2394±0.0133 0.5896±0.0065
Lexicon 0.8861±0.0121 0.4846±0.0390 0.6853±0.0189 0.9139±0.0054 0.2416±0.0127 0.5778±0.0070
Hybrid 0.9179±0.0082 0.4381±0.0231 0.6780±0.0119 0.9365±0.0037 0.2437±0.0134 0.5901±0.0066
Recall
NB 0.7311±0.0126 0.7547±0.0241 0.7429±0.0119 0.6888±0.0078 0.6936±0.0181 0.6912±0.0087
ME 0.7015±0.0201 0.7124±0.0364 0.7070±0.0146 0.6670±0.0078 0.6400±0.0156 0.6535±0.0085
SVM 0.7176±0.0270 0.7302±0.0387 0.7239±0.0157 0.6698±0.0227 0.7028±0.0266 0.6863±0.0096
Lexicon 0.8183±0.0180 0.6159±0.0276 0.7171±0.0154 0.7651±0.0055 0.5101±0.0247 0.6376±0.0122
Hybrid 0.7335±0.0227 0.7521±0.0338 0.7428±0.0132 0.6900±0.0206 0.6768±0.0248 0.6834±0.0900
F1
NB 0.8133±0.0083 0.5496±0.0190 0.6814±0.0116 0.7946±0.0051 0.3623±0.0133 0.5785±0.0078
ME 0.7879±0,0116 0.5058±0.0222 0.6469±0.0135 0.7756±0.0055 0.3261±0.0118 0,5508±0.0075
SVM 0.8003±0.0166 0.5278±0.0226 0.6640±0.0157 0.7807±0.0153 0.3554±0.0150 0.5681±0.0128
Lexicon 0.8502±0.0118 0.5369±0.0313 0.6935±0.0187 0.8328±0.0040 0.3271±0.0156 0.5800±0.0086
Hybrid 0.8141±0.0125 0.5504±0.0213 0.6823±0.0140 0.7934±0.0135 0.3569±0.0152 0.5752±0.0123
process 5 times. The results discussed here are averages of 25 runs, along with
corresponding 95% conﬁdence intervals.
The eﬀectiveness of each method was evaluated in terms of precision, recall
and F1. The precision p of a class c is the number of tips correctly classiﬁed
in class c by the number of tips predicted as c. The recall r of a class c is the
number of tips correctly classiﬁed in class c by the number of tips in c. The F1
measure is the harmonic mean, 2pr/(p+ r) between precision p and recall r. We
computed precision, recall and F1 for each class (polarity) separately, as well as
average values for the two classes.
Table 1 shows the results of each supervised approach - Na¨ıve Bayes (NB),
Maximum Entropy (ME), SVM - and the unsupervised method (Lexicon) for
both datasets. Best results, including statistical ties, are shown in bold. The sig-
niﬁcance of these values was tested using a paired t-test considering a conﬁdence
interval of 95%.
Regarding precision, the best results for the positive class are produced by the
supervised NB and SVM methods, which are statistically tied in both datasets.
NB, in particular, produces gains of up to 3.6% and 2.8% over the other methods,
on average, in the manually labeled and emoticon based datasets, respectively.
For the negative class, in turn, the unsupervised lexicon based method is the best
performer, with gains of up to 22.7% over the others in the manually labeled
dataset, although it is statistically tied with both SVM and NB in the emoticon
based dataset. Note that, in general, precision results are smaller for the nega-
tive class, due to the class imbalance which leads to a dominance of the largest
(positive) class on the classiﬁcation results. The diﬀerences are larger in the
emoticon-based dataset where the imbalance is more severe. Finally, considering
average precision, both NB and the lexicon based method are statistically tied
as the best solutions for the manually labeled dataset, whereas, in the emoticon
based dataset, the supervised SVM and NB produce better results, with statis-
tically signiﬁcant but small gains of up to 2.5% over the unsupervised method.
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In terms of recall of the positive class, the unsupervised approach outperforms
all supervised methods, in both datasets, with average gains of up to 11.9% over
the best supervised method. However, for the negative class, the best recall is
produced by the NB and SVM classiﬁers, which are statistically tied in both
datasets, with gains over the unsupervised method of 22.5% (manually labeled
dataset) and 36% (emoticon based dataset). The larger gains in the negative class
lead to a superiority of the supervised methods in terms of average recall in both
classes: the best performer in both datasets is NB, although SVM appears tied
with it as best solution in the emoticon based dataset.
Considering the F1 metric, which combines precision and recall, the lexicon
based method produces the best results for positive tips in both datasets. For
negative tips, NB and SVM are tied with the lexicon based method as best per-
formers in the manually labeled dataset, whereas in the emoticon based dataset,
the two supervised classiﬁers stand out as the best methods. Overall, NB and
the lexicon based methods appear tied as the best methods in both datasets,
whereas, in the emoticon based dataset, this tie also includes SVM.
Finally, we also tested a hybrid approach that combines, by means of a stack-
ing method [18], the results of the supervised and the unsupervised methods.
In this technique, the predictions of the three supervised methods as well as
the scores produced by the unsupervised method are used as input to another
supervised classiﬁer (an SVM with a linear kernel, in the present case), which
learns how to combine the outputs of all methods (e.g., by assigning proper
weights for each single prediction). The results of this hybrid approach are also
shown in Table 1. Note that, in both datasets, the results of the hybrid method
are, at best, statistically tied with the best performer, although in some cases
(e.g., recall of positive class), the results are clearly worse. The lack of improve-
ments from the hybrid method is possibly due to the large agreement among the
methods (e.g., the NB and the lexicon based methods produce the same results
for 70% of the tips in the manually labeled dataset), which leaves little room
for improvement from the stacking approach. Further investigations with other
classiﬁers and alternative strategies to combine multiple methods are required
and are left for future work.
Our results can be summarized as follows:
- The unsupervised lexicon based method produces better or statistically tied
results, in terms of average F1, when compared to the best supervised methods
(NB and SVM) in both datasets. The hybrid method, in turn, does not lead to
further improvements.
- The unsupervised method improves the F1 of the positive class in up to
4.8% over the best supervised method. The gains in recall, which is particularly
important if one is interested in retrieving most tips of that class, reach 11.9%.
Thus, this method should be used when the focus is on positive tips.
- If the focus is on the negative tips, the best methods are the supervised
ones, particularly NB and SVM. In the emoticon based dataset, these supervised
methods produce gains in F1 of up to 10.8% over the unsupervised solution. In
terms of recall, the gains are even more impressive, reaching 36% in that dataset.
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- All methods perform better, in all metrics, in the manually labeled dataset
(diﬀerences of up to 19.5%), possibly due to a higher level of noise (e.g., sarcasm)
and uncertainty in the automatic labeling through emoticons.
These results indicate that, in the speciﬁc context of Foursquare tips, the over-
all eﬀectiveness of the unsupervised lexicon based method is comparable to the
best supervised methods (NB and SVM), without the labeling costs associated
with the latter. However, the choice of the best method should take the costs
and limitations of each approach into account. A supervised method generally
requires a costly manual labeling eﬀort. Automatic labeling, for example by ex-
ploring emoticons, may be employed. However its eﬀectiveness may be limited
by the coverage of emoticons in the tips8 as well as by higher levels of noise and
uncertainty. Unsupervised methods, on the other hand, require the availability of
a lexicon for the target language or domain. Moreover, with this type of method,
there are constraints in the lexicon coverage of the target domain, which may
cause some tips not to be classiﬁed. In particular, the method based on the Sen-
tiWordNet could not be applied in 1.4% and 1.6% of the tips originally present
in the manually labeled and emoticon based datasets, respectively, since none of
the words in these tips could be found in the lexicon.9
6 Conclusions and Future Work
We have analyzed the eﬀectiveness of three state-of-the-art supervised classiﬁers
- Na¨ıve Bayes, SVM and Maximum Entropy, an unsupervised method that uses
the SentiWordNet lexicon as data source, as well as a hybrid approach that com-
bines all four methods by means of stacking, for polarity detection of Foursquare
tips. We evaluated all methods in two sets of tips: one manually labeled by volun-
teers and the other automatically labeled by exploring the presence of emoticons.
Our results indicate that, in terms of average F1, the unsupervised method pro-
duces better or statistically tied results when compared to the best supervised
methods, which are Na¨ıve Bayes and SVM, in both sets. Considering each class
separately, we ﬁnd that although the lexicon based method is better to retrieve
positive tips, the Na¨ıve Bayes and SVM classiﬁers produce great gains, in terms
of both F1 and recall, if the focus is on retrieving the negative tips. However, the
choice of the best solution should also take the availability of resources and costs
associated with each method (training set, lexicon) into account. Finally, we also
found that the hybrid approach does not produce signiﬁcant improvements over
the best individual technique, possibly due to the large agreement among the
methods.
Future work includes extending our evaluation to other datasets, investigating
other strategies to combine multiple methods, and using our methods to build
opinion summarization and venue recommendation methods.
8 Only 3.39% of English tips in our dataset of 10 million tips contain emoticons.
9 These tips were ﬁltered from both datasets (see Section 3).
162 F. Moraes et al.
Acknowledgments. This research is partially funded by the Brazilian National
Institute of Science and Technology for the Web (MCT/CNPq/INCT grant num-
ber 573871/2008-6), CNPq, CAPES and FAPEMIG.
References
1. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up? Sentiment Classiﬁcation using
Machine Learning Techniques. In: Proc. EMNLP (2002)
2. Guerra, P., Veloso, A., Meira, W., Almeida, V.: From Bias to Opinion: A Transfer-
Learning Approach to Real-Time Sentiment Analysis. In: Proc. SIGKDD (2011)
3. Ohana, B., Tierney, B.: Sentiment classiﬁcation of reviews using SentiWordNet.
In: Proc. of 9th IT & T (2009)
4. Go, A., Bhayani, R., Huang, L.: Twitter Sentiment Classiﬁcation using Distant
Supervision. Technical report, Stanford University (2009)
5. Aisopos, F., Papadakis, G., Tserpes, K., Varvarigou, T.: Content vs. Context for
Sentiment Analysis: A Comparative Analysis over Microblogs. In: Proc. HT (2012)
6. Paltoglou, G., Thelwall, M.: Twitter, MySpace, Digg: Unsupervised Sentiment
Analysis in Social Media. ACM TIST 3(4) (2012)
7. Bermingham, A., Smeaton, A.: Classifying Sentiment in Microblogs: Is Brevity an
Advantage? In: Proc. CIKM (2010)
8. Pang, B., Lee, L.: Opinion Mining and Sentiment Analysis. Foundations and Trends
in Information Retrieval 2(1-2) (2008)
9. Lu, Y., Castellanos, M., Dayal, U., Zhai, C.: Automatic Construction of a Context-
Aware Sentiment Lexicon: An Optimization Approach. In: Proc. WWW (2011)
10. Pustejovsky, J., Stubbs, A.: Natural Language Annotation for Machine Learning.
O’Reilly Media (2012)
11. Esuli, A., Sebastiani, F.: Sentiwordnet: A Publicly Available Lexical Resource for
Opinion Mining. In: Proc. LREC (2006)
12. Carlone, D., Ortiz-Arroyo, D.: Semantically Oriented Sentiment Mining in
Location-Based Social Network Spaces. In: Christiansen, H., De Tre´, G., Yazici,
A., Zadrozny, S., Andreasen, T., Larsen, H.L. (eds.) FQAS 2011. LNCS, vol. 7022,
pp. 234–245. Springer, Heidelberg (2011)
13. Yang, D., Zhang, D., Yu, Z., Wang, Z.: A sentiment-enhanced personalized location
recommendation system. In: Proc. ACM HT (2013)
14. Tausczik, Y., Pennebaker, J.: The Psychological Meaning of Words: LIWC and
Computerized Text Analysis Methods. JLS 29(1) (2010)
15. McCallum, A., Nigam, K.: A Comparison of Event Models for Naive Bayes Text
Classiﬁcation. In: Proc. AAAI Workshop Learning for Text Categorization (1998)
16. Hamouda, A., Rohaim, M.: Reviews Classiﬁcation Using SentiWordNet Lexicon.
OJCSIT 2(4) (2011)
17. Miller, G.: WordNet: A Lexical Database for English. Comm. of ACM 38(11) (1995)
18. Dzeroski, S., Zenko, B.: Is Combining Classiﬁers with Stacking Better than Select-
ing the Best One? JMLR 54(3) (2004)
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 163–176, 2013. 
© Springer International Publishing Switzerland 2013 
The Study of Social Mechanisms of Organization, 
Boundary Capabilities, and Information System 
Shiuann-Shuoh Chen1, Pei-Yi Chen2, Min Yu1,*, and Yu-Wei Chuang3 
1
 Department of Business Administration, National Central University, No. 300, Jung-da Rd., 
Jung-li City, Taoyuan 320, Republic of China, Taiwan 
kenchen@cc.ncu.edu.tw, m2121374@gmail.com 
2
 Department of International Business, Hsin Sheng College of Medical Care and Management, 
No. 418, Gaoping Sec., Zhongfeng Rd., Longtan Township, Taoyuan 320,  
Republic of China, Taiwan   
peiyi01@ms47.hinet.net 
3
 Department of Computer Science and Information Management, Providence University, 
No. 200 Chung-Chi Rd., Salu Dist., Taichung City 43301, Republic of China, Taiwan 
ywchuang@gmail.com 
Abstract. Exploring how organizational antecedents affect the boundary  
capabilities, this study identifies the differing effects for three components of 
boundary capabilities. The results indicate that the organizational mechanisms 
associated with the coordination capabilities primarily enhance a team’s syntac-
tic transfer, semantic translation, and pragmatic transformation. The organiza-
tional mechanisms associated with the socialization capabilities primarily  
increase a team’s semantic translation and pragmatic transformation. The in-
formation system primarily enhances the coordination and socialization capabil-
ities. Our findings reveal why the teams may have difficulty managing the  
levels of syntactic transfer, semantic translation, and pragmatic transformation 
and vary in their ability to create the value from their boundary capabilities. 
Keywords: organization mechanisms, boundary capabilities, knowledge  
sharing, information system, system capabilities, coordination capabilities,  
socialization capabilities. 
1 Introduction 
The fact that most innovation happens at the boundaries between domains has ensured 
focused attention on effective boundary management as a dominant source of compet-
itive advantage [1]. To survive selection pressures, the firms need to transfer know-
ledge, translate it, and transform it to the commercial ends. This ability, referred to as 
the boundary capabilities [1], has emerged as an essential subject in the studies on 
strategy and organization. 
As rich as the scholars are regarding the boundary capabilities, it is surprisingly silent 
about their richness and multidimensionality. Moreover, while most studies have unders-
cored the competitive edge of boundary capabilities, the organizational antecedents have 
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been largely ignored. Even when the organizational antecedents have been considered [2], 
their connections with the specific types of boundary capabilities have not been examined 
empirically. For example, Carlile distinguished the boundary capabilities into the syntactic 
transfer, semantic translation, and pragmatic transformation [1]. He asserted that the firms 
need to manage these capabilities successfully to generate innovation. Examining the 
different effects of organizational antecedents on the syntactic transfer, semantic transla-
tion, and pragmatic transformation would not only specify how the boundary capabilities 
can be developed, but also infer why the firms have difficulties in managing the dimen-
sions of boundary capabilities successfully. 
Besides, the capacity of communication media to process information has been 
shown to support the communication and coordination across boundaries [4] [5]. The 
information system (IS) appears to be related to the coordination and socialization 
capabilities, little research has empirically explored the causal mechanisms through 
which IS leads to greater coordination and socialization capabilities. Our study is an 
attempt to address this issue and therefore refine and extend the comprehension of the 
link between the combinative and boundary capabilities, and the effects of IS on 
coordination and socialization capabilities.  
We organize this paper as follows: the next section presents a review of theory  
and hypotheses. The following section shows our methodology. The data analysis  
and results will appear in section 4. The final section reports the implications and 
conclusion of our work. 
2 Theory and Hypotheses 
2.1 Boundary Capabilities 
Following Carlile [1], the boundary capabilities categorized into the syntactic transfer, 
semantic translation, and pragmatic transformation capture the efforts expended in 
managing knowledge across specialized domains when innovation is a desired out-
come. They are a combination of the capacities of common lexicons, meanings, and 
interests and the abilities of team members involved to use them. 
At a syntactic boundary, domain-specific knowledge can be efficiently managed 
across the boundary when knowledge is transferred according to a common lexicon. 
At a semantic boundary, developing the common meanings is regarded as a way to 
address the interpretive differences. At a pragmatic boundary, establishing the com-
mon interests affords the key to interest conflicts [1].  
2.2 Organizational Mechanisms 
Drawing from Jansen and colleagues [2], the organizational mechanisms classified 
into system, coordination, and socialization capabilities are conceptualized as the 
common features of combinative capabilities enabling the organizations to synthesize 
and apply knowledge.  
The System capabilities formed by the routinization and formalization establish 
the patterns of organizational action either through the memory or the standard opera-
tional procedure respectively [6]. The formalization captures the extent to which an 
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organization sets its rules and procedures to prevent its employees deviating from 
established behavior [7], while the routinization reflects how an organization estab-
lishes the grammars of action through the individuals’ repeated actions to support the 
complex patterns of interactions between the employees [8]. 
The formalization enables the team members to efficiently apply a team’s codified 
knowledge through the best practices [9]. By doing so, a team can expose its members 
to the jargon used in the different functional areas in turn facilitate the shared under-
standing about the specific terms [10]. Once the shared understanding about the spe-
cific terms is in place, there is a greater chance that the group members are able to 
effectively create a common lexicon, leading to the syntactic transferring knowledge 
across boundaries [1]. The measures of formalization are the situations where the 
team members had procedures to follow in dealing with any situation, or the organiza-
tion kept a written record of everyone’s performance. 
The routinization is embodied by the repetitious behaviors guided by the experiences 
[12]. It reflects strict patterns of norms and rules intended for imitation, replication, and 
control [13]. Drawing on Cohen and colleagues’ generalization [14], a critical portion of 
the representations of routines encompasses the memories of individuals for their respec-
tive roles, locally shared language, and general language forms such as formal oral codes 
and pledges. We contend that the more routines a team has, the more likely its members 
will increase their tendencies to use the common lexicons for effective communication 
[11]. Therefore, the routinization is instrumental to shape the common lexicons and there-
by strengthen the syntactic transferring knowledge across boundaries [1]. The measures 
of routinization include the extent to which the individuals will regard their work as rou-
tine, or the volume of repeated tasks from day-to-day.  
Hypothesis 1: The system capabilities will be positively related to the syntactic 
transfer of boundary management. 
The high level of formalization tends to confine the individuals’ thoughts into a 
frame of reference and in turn provide a common perspective to mitigate the inter-
pretative discrepancies [7]. It consequently leads the members to interpret circums-
tances with the same path-dependent trajectory of prevailing knowledge and thereby 
assist the development of shared meanings [2].  
A team routinizing tasks is seeking for invariably performing sequences of activi-
ties with a few exceptions [15]. Such institutionalization often steers the team mem-
bers to focus on the areas closely related to the existing knowledge and on what has 
previously proved useful [2]. In such a case, there is a greater likelihood that the team 
members are prone to respond to the environmental changes in a shared perspective 
and interpret the circumstances according to the prevailing norms [16]. Eventually, 
such processes will facilitate the development of shared meanings underlying the 
semantic translating knowledge. Therefore, we hypothesize the following: 
Hypothesis 2: The system capabilities will be positively related to the semantic 
translation of boundary management. 
The coordination capabilities including the cross-functional interfaces, participa-
tion in decision making, and job rotation capture the efforts expended in incorporating 
different sources of expertise and promoting the lateral interaction between the indi-
viduals [2].  
166 S.-S. Chen et al. 
The cross-functional interfaces contain the liaison personnel, task forces, teams, 
and so forth [18]. The liaison personnel serve as a knowledge broker to bridge the 
differences among functions and thus develop a consensus on the meanings of specif-
ic terms, symbols, or behaviors [2]. Consequently, such interfaces enable the com-
mon lexicons needed for the success of transferring knowledge [1]. They also foster 
the constructive dialogues in turn reconcile the discrepancies in interpreting the tasks 
[2]. They function as a knowledge translator to interpret the problems in turn enable a 
shared understanding about the team’s goals and thus lead to a shared perspective on 
the specific issues [1]. In this way, they incorporate the interpretations from diverse 
functions into a common meaning needed for the success of translating knowledge 
[1]. Furthermore, they encourage the team members to reconsider the value of exist-
ing products and to review the combination of components [19]. By doing so, the 
team members are more willing to negotiate interests and make trade-off with one 
another, in turn reach a consensus to change the knowledge and interests from their 
own domains for the shared interests [1] [2]. Therefore, they enable the common 
interests that constitute the transforming knowledge across boundaries [1]. The 
measure of cross-functional interfaces is the extent to which the subsidiary used 
liaison personnel, temporary tasks forces, and permanent teams to coordinate deci-
sions and actions with sister subsidiaries. 
The participation in decision making brings the opportunities of oppinion sharing 
[20]. The participants tend to largely use the general language instead of jargon to 
increase a shared understanding in turn facilitate the development of shared language 
[10]. A shared understanding also increases their willingness to identify the commo-
nality of each other’s notion in turn develop a shared perception [3] [20]. They conse-
quently tend to put similar interpretations on the specific problems and in turn devel-
op the shared meanings. Besides, a shared understanding also improves their rela-
tions in turn enables the development of shared beliefs inspiring the social climate of 
trust. Such climate encourages them to believe that a current trade-off will lead to the 
later common interests and thereby increases their tendencies to risk changing their 
domain-specific knowledge. The measures of participation in decision making are 
the situations where the team members have wide latitude in the choice of means to 
accomplish goals, or the managers are allowed flexibility in getting work done. 
Job rotation provides the opportunities to gain the experience and learn the jargon 
in different fields [20]. Consequently, the team members tend to develop a shared 
understanding on the specific facts or terms in turn improve their efficiency to create 
the common lexicons [10] [11]. They also tend to develop a shared experience about 
the projects and thereby increase their tendencies to develop a mutual knowledge, 
supporting the integration of interpretations [3]. In this way, they can improve their 
efficiency to create the common meanings [1]. The shared experience also improves 
their relations in turn contributes to the shared beliefs that directly influence the trust 
[3]. Trustworthy social conditions increase their tendencies to believe that a current 
trade-off will lead to the later common interests and thereby encourage them to risk 
changing their domain-specific knowledge [21]. The measures of job rotation include 
the situations where the team members are regularly rotated between different func-
tions or subunits. This discussion suggests the following hypotheses: 
 The Study of Social Mechanisms of Organization, Boundary Capabilities 167 
Hypothesis 3: The coordination capabilities will be positively related to the syn-
tactic transfer of boundary management. 
Hypothesis 4: The coordination capabilities will be positively related to the se-
mantic translation of boundary management. 
Hypothesis 5: The coordination capabilities will be positively related to the 
pragmatic transformation of boundary management. 
The socialization capabilities including the connectedness and socialization tac-
tics capture the efforts expended in developing the unspoken rules, dominant values, 
and common codes of communication [2].  
The connectedness fosters the communication and knowledge exchange in turn 
contributes to a shared understanding [2], which is proposed to enable the common 
meanings and interests, as explained in the section of coordination capabilities 
above. The measures of connectedness include the situations where the relationships 
among team members are very close, or the team members understand the personali-
ties of one another. 
The socialization tactics has been shown to structure the shared experiences [2], 
which are also proposed to enable the common meanings and interests, as explained 
in the section of coordination capabilities above. The measures of socialization tac-
tics include the situations where the new team members are trained by the same pro-
gram to know the operation of the team, or the senior team members often provide 
others with many working guides. Formally, we posit that: 
Hypothesis 6: The socialization capabilities will be positively related to the 
semantic translation of boundary management. 
Hypothesis 7: The socialization capabilities will be positively related to the 
pragmatic transformation of boundary management. 
2.3 Information System 
A burning question for the organizations and information systems (IS) researchers is 
how IS can support the socialization capabilities in turn improve the team communi-
cations for sharing knowledge and developing connection. Such connection has been 
shown to increase the social capital [23]. IS can also direct joint problem-solving in 
the process of R&D. Such collaboration enables the identification of relevant con-
cepts underlying the creation of new product and the advancement of R&D process. 
The cooperative solution therefore enables the cooperation climate. 
IS enhances the coordination capabilities for many reasons [24]. First, by making it 
easier to identify the available resources and providing the visibility of real-time 
project data, the effective use of project and resource management systems (PRMS) 
can support the NPD work units to quickly and accurately allocate the resources to the 
project tasks. Second, the effective use of scheduling and time management functio-
nalities in PRMS helps the NPD managers effectively appoint the NPD workers to 
relevant tasks and enables them to better monitor the performance of NPD workers. 
Third, by providing the real-time information on project status and enabling the ag-
gregate project portfolios, the workflow capabilities of PRMS can help the NPD work 
units become more capable in identifying the synergies among their resources and 
tasks, better synchronizing their activities, and executing their collective activities in 
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parallel. By enhancing the ability of NPD work units to allocate resources, assign 
tasks, and synchronize activities, IS can enhance the coordination capabilities. 
In addition to improving the communications, IS also provides various media such 
as the visualization tools, groupware, and video conferencing, helping the team mem-
bers cope with fine-grained information exchanges and enabling closer cooperation. 
Friendly relations increase the team members’ willingness to share the valuable in-
formation and problem solutions as well as reduce the risks and coordination costs, 
given that the NPD process involves a great deal of complexity and uncertainty [27]. 
In this way, IS enables the problem solving through the group work when faced with 
difficulties. As Schulz and Jobe noted [26], the integration of codified knowledge 
(e.g., schedules, milestones, meeting minutes, and training manuals, organization) 
facilitates the knowledge exchange in turn support the development of specialized 
languages, technical lingo, and various expertise [25]. Therefore, we posit that IS can 
enhance the socialization capabilities. 
The measures of IS includes the situations where IS can move remote working 
beyond telecommuting to include the systems that support the collaboration, group 
document management, cooperative knowledge management, and so forth, or support 
the team work and meetings when the employees are distributed throughout the 
world, and thus reduce the impact of air travel. 
Hypothesis 8: IS will be positively related to the coordination capabilities. 
Hypothesis 9: IS will be positively related to the socialization capabilities. 
3 Methodology 
3.1 Data Collection Procedure 
In this survey, we restricted our focus to Taiwan’s electronic manufacturing firms. 
Our target respondents were the employees and managers associated with the new 
product development department or those responsible for related business in the 
firms. A sample of 221 firms was selected from top 2000 manufacturing enterprises in 
Taiwan reported by China Credit Information Service, LTD in 2010.  
We sent 221 questionnaires by email and fax and received questionnaires from 140 
firms, the response rate is about 63.35% and all of them are usable responses. Each 
respondent was asked to provide their opinions about project A and B because we 
hope to obtain the responses from projects with different performance and thereby we 
got two samples from single questionnaire, consequently, there are 280 samples in 
this study. Preliminary analyses were conducted to provide the information about the 
characteristics of sample firms in Table 1. 
3.2 Measurements 
The measurements used in this study were primarily derived from the previous studies and 
some items were modified to make them applicable to our research purposes. The con-
structs and items are shown in Appendix A, which is available if needed. All of the items 
were measured with 7-point Likert scale (1=strongly disagree, 7=strongly agree). Drawing 
on relevant theories and evidence, the conceptual model is proposed as Figure 1. 
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Table 1. Profiles of participating firms 
 Items Frequency Percentage Chi- d.f. P value 
Seniority  
 
Below 5 years 94 65.7% 7.721 5 .172 
6~10 years 26 18.2%  
11~15 years 13 9.1%  
Over 15 years 7 7.0%  
Number of 
employees in 
the company 
 
Below 100 persons 22 15.4% 6.494 5 .261 
101~500 persons 23 16.1%  
501~1000 persons 12 8.4%  
1001~3000 persons 24 16.8%  
3001~5000 persons 11 7.7%%  
Over 5000 persons 48 33.6%  
Average 
total sales in 
recent 3 
years (New 
Taiwan $) 
  
Below 1 billion 32 22.4% 4.581 6 .599 
1.1~5 billions 27 18.9%  
5.1~10 billions 12 8.4%  
10.1~30 billions 13 9.1%  
30.1~50 billions 10 7.0%  
50.1~100 billions 14 9.8%  
Over 100.1 billions 32 22.4%  
4 Data Analysis and Results 
This study includes the formative constructs such as the system, coordination and 
socialization capabilities, as well as the reflective constructs like the information sys-
tem, boundary management knowledge for transferring, translating and transforming, 
so partial least squares(PLS), a component-based technique for the structural equation 
modeling, is required. PLS regression was selected to examine both measurement and 
structural models, allowing the latent factors to be formed as either reflective or for-
mative factors [31] [36] [41]. 
4.1 Non-response Bias 
To examine the possibility of nonresponsive bias, we split the sample into two half-
sized subgroups based on the time when each response was received [30] [47].  
We then compared the early response group with the late response group on the de-
mographic and project variables such as the seniority, number of employees in the 
company and average total sales. A Chi-square test was conducted to compare the 
early and late respondents on the research variables. The responses from the first 
mailing were 78 questionnaires. The late respondents were 62 questionnaires after a 
follow-up mailing. The results revealed no significant differences (p>.05) between the 
early and late respondents) suggesting that non-response bias is not a problem in this 
study [28]. Table 1 shows the non-response analysis results. 
4.2 Analysis of Measurement Model 
The indicators include reflective and formative indicators (in table 2).These indicators 
are not expected to have covariation within the same latent construct and they are 
causes of, rather than caused by, their latent construct [46]. The reflective indicators 
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and formative indicators require different approaches and criteria for validating the 
reliability, convergent validity, and discriminant validity [41] [43] [46].   
1.  Formative Constructs 
We reveal the weights of formative indicators linked with the factors for the sys-
tem capability, coordination capability and socialization capability in Table 2. With 
the component-based structural equation modeling, the weights are estimated based 
on the overall model, which provides the useful insight into the meaningfulness of the 
formative indicator and its relative importance in the context of the homology [44]. 
To validate the measurement model, three types of validity should be assessed: con-
tent validity, convergent validity, and discriminate validity. 
For the tests of convergent and discriminant validity of the formative independent va-
riable, one possible validation approach is to examine the patterns of correlation between 
the items and constructs [46]. Diamantopoulos and Winklhofer [39] propose that the for-
mative items should correlate with a “global item that summarizes the essence of the con-
struct” (p. 272). PLS item weights, which indicate the impact of individual formative 
items [33], can be multiplied by the item values and summed, as noted by Bagozzi & 
Fornell [29]. In effect, this results in a modified multitrait, multimethod (MTMM) matrix 
of item-to-construct and item-to-item correlations similar to that analyzed by Bagozzi and 
Fornell as well as Loch et al. [45]. The resulting matrix, showing the item-to-construct 
correlations as the grayed out cells, appears as Table 3. 
Following the logic of Campbell and Fiske [34], Loch et al. [45] suggest that the con-
vergent validity is demonstrated if the items of the same construct correlate significantly 
with their corresponding composite construct value (item-to-construct correlation) 
(Campbell & Fiske, 1959; Loch et al., 2003) [34] [45]. This condition has been met, as all 
items correlated significantly (p < 0.01) with their respective construct composite value. 
The discriminant validity can be established if the item-to-construct correlations are high-
er with each other than with other construct measures and their composite value [45]. This 
condition is also met. The resulting matrix, showing the item-to-construct correlations as 
the grayed out cells, appears as Table 3. Assessing the reliability is more difficult with the 
formative measures than with the reflective measures and it is not always possible to ac-
complish it [39] [46]. In a sense, very high reliability can be undesirable for the formative 
constructs because the excessive multicollinearity among the formative indicators can 
destabilize the model [46]. To ensure that the multicollinearity is not a significant issue, 
we assessed the VIF (variance inflator factor) statistic. If the VIF statistic is greater than 
3.3, the conflicting item should be removed as long as the overall content validity of the 
construct measures is not compromised [38]. For our formative measures, we find the VIF 
values of both formalization and routinization in the system capability to be 1.187 equiva-
lently, 2.278, 2.491 and 1.335 for the cross-functional interfaces, job rotation and partici-
pation in decision making in the coordination capability; while 2.112, 2.951 and 2.025 for 
the connectedness, preservice training and experiences inheritance in the socialization 
capability. The results suggest that all indicators have VIF statistics lower than 3.3.  
2. Reflective Constructs  
The construct validity tests were also conducted for the reflective variables.  
The factor loadings were examined to ensure that the items loaded cleanly on those 
 The Study of Social Mechanisms of Organization, Boundary Capabilities 171 
constructs to which they were intended to load, and did not cross-load on the con-
structs to which they should not load [48]. Generally, the convergent validity is dem-
onstrated if (1) the item loadings are in excess of 0.70 on their respective factors and 
(2) the average variance extracted (AVE) for each construct is above 0.50 [42]. As 
indicted in Table 2, these conditions have been met. Gefen and Straub [42] also con-
tend that the discriminant validity is demonstrated if (1) the square root of each con-
struct’s AVE is greater than the inter construct correlations in table 4  and (2) the 
item loadings on their respective constructs are greater than their loadings on other 
constructs in table 5.  
Finally, the reliability for the scales was gauged via the composite reliability scores 
provided in the PLS output. The composite reliability scores equal to or greater than 0.70 
are regarded as acceptable in Table 2 [40] [42] . As indicated in Table 2, the composite 
reliability scores of these reflective variables are acceptable. Our validation results suggest 
that all reflective measures demonstrated satisfactory reliability and construct validity and 
all formative measures demonstrated satisfactory construct validity and no significant 
multicollinearity. Therefore, all of the measures were valid and reliable. 
Table 2. Parameter estimates 
Factor Indicator Mean St. dev. Loading Weight Cronbach CR AVE 
System capability(second 
order factor) 
Formalization 
(first order factor) 
 
Routinization 
(first order factor) 
Formative    
Reflective  0.810 0.605 0.909 0.769 0.848 
Fom1  4.682 1.513 0.873 0.379   
Fom2 4.979 1.383 0.912 0.395   
Fom3 4.489 1.486 0.845 0.365   
Reflective  0.821 0.622 0.868 0.688 0.773 
Ro1 4.043 1.512 0.876 0.388   
Ro2 3.932 1.579 0.866 0.396   
Ro3 4.636 1.423 0.740 0.428   
Coordination capabili-
ty(second order factor) 
Cross-functional inter-
faces 
(first order factor) 
Formative    
Reflective  0.876 0.414 0.908 0.767 0.845 
Cr1 4.996 1.513 0.850 0.364   
Cr2 4.889 1.380 0.925 0.402   
Cr3 4.557 1.390 0.851 0.376    
Participation in decision 
making(first order 
factor) 
Reflective  0.728 0.343 0.887 0.723 0.805 
Pa1 4.836 1.389 0.897 0.422   
Pa2 4.654 1.449 0.849 0.381   
Pa3 4.371 1.495 0.802 0.372   
Job rotation 
(first order factor) 
Reflective  0.907 0.428 0.938 0.835 0.901 
Jo1 4.918 1.327 0.929 0.374   
Jo2 4.864 1.387 0.942 0.377   
Jo3 4.682 1.332 0.869 0.343   
Socialization capabili-
ty(second order factor) 
Connectedness 
(first order factor) 
 
Preservice  training 
(first order factor) 
 
Experiences inheritance 
(first order factor) 
Formative    
Reflective  0.866 0.370 0.943 0.846 0.909 
Co1 5.361 1.265 0.902 0.360   
Co2 5.246 1.301 0.940 0.361   
Co3 4.993 1.306 0.916 0.367   
Reflective  0.847 0.367 0.908 0.767 0.846 
Pr1 4.739 1.476 0.856 0.377   
Pr2 4.711 1.519 0.912 0.377   
Pr3 4.850 1.473 0.800 0.416   
Reflective  0.929 0.398 0.912 0.776 0.855 
Ex1 4.886 1.467 0.895 0.389   
Ex2 4.954 1.379 0.831 0.348   
Ex3 5.146 1.310 0.899 0.404   
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Table 2. (Continued.) 
Syntactic transferring  
(first order factor) 
Reflective  0.866 0.683 0.767 
TR1 4.589 1.466 0.854 0.452   
TR2 4.596 1.357 0.860 0.379   
TR3 5.314 1.158 0.761 0.379   
Semantic translating 
(first order factor) 
Reflective  0.894 0.737 0.815 
TT1 5.046 1.162 0.874 0.428   
TT2 4.575 1.467 0.832 0.358   
TT3 4.668 1.250 0.868 0.379   
Pragmatic transforming  
(first order factor) 
Reflective  0.913 0.778 0.858 
TM1 4.654 1.303 0.870 0.388   
TM2 4.668 1.301 0.897 0.358   
TM3 4.571 1.334 0.879 0.388   
Information System Reflective 0.857 0.667 0.746
(first order factor) Is1  5.164 1.536 0.768 0.414   
 Is2  4.602 1.620 0.876 0.387   
 Is3  3.876 1.799 0.803 0.427   
Table 3. Inter-Item and Item-to Construct correlation Matrix for Formative Constructs 
  1 2 3 4 5 6 7 8 9 10 11 
1 Formalization 1     
2 Routinization .330** 1    
3 System capability .816** .816** 1   
4 Cross-functional .753** .228** .601** 1   
5 Participation in .282** .137* .257** .417** 1   
6 Job rotation .626** .169** .488** .747** .495** 1   
7 Coordination .676** .214** .545** .876** .727** .906** 1   
8 Connectedness .562** .134* .427** .637** .506** .731** .750** 1   
9 Training .714** .201** .561** .644** .364** .636** .663** .546** 1   
10 Experiences .597** .147* .456** .683** .516** .726** .770** .743** .698** 1  
11 Socialization .706** .182** .544** .743** .526** .793** .827** .867** .845** .929** 1 
*Significant at the .05 level; **significant at the .01 level 
Table 4. Reliability and Convergent and Discriminant Validity for Reflective Constructs 
 1 2 3 4 
1.Information system 0.864   
2.Syntactic transferring 0.614 0.876   
3.Pragmatic transforming 0.445 0.665 0.926   
4.Semantic translating 0.518 0.722 0.757 0.903 
Square root of AVE reported along diagonal in bold type.  
Table 5. PLS Component-Based Analysis: Cross-Loadings for Reflective Constructs 
   1 2 3 4
1 
Syntactic 
transferring 
TR1 0.856 0.521 0.561 0.549
TR2 0.860 0.633 0.524 0.578
TR3 0.759 0.652 0.564 0.388
2 
Semantic 
translating 
TT1 0.711 0.874 0.651 0.473
TT2 0.566 0.832 0.637 0.48
TT3 0.569 0.868 0.662 0.381
3 
Pragmatic 
transforming 
TM1 0.583 0.704 0.870 0.357
TM2 0.557 0.637 0.897 0.398
TM3 0.617 0.658 0.879 0.423
4 
  
Information 
System 
Is1 0.424 0.453 0.346 0.850
Is2 0.560 0.436 0.385 0.898
Is3 0.566 0.424 0.397 0.772
 The Study of Social Mechanisms of Organization, Boundary Capabilities 173 
4.3 Assessment of Structural Model 
The structural model aims to examine the relationship among a set of dependent and 
independent constructs. In this section, we tested the amount of variance explained 
and the significance of the relationships. Additionally, a bootstrap re-sampling ap-
proach is suggested in order to estimate the precision of the PLS estimates [32] [37] . 
Following this suggestion, a bootstrap analysis with 500 bootstrap samples and the 
original 280 cases was performed to examine the significance of the path coefficients 
[35]. The result of our structural model analysis is presented in Figure 1. 
Figure 1 shows the structural model with the coefficients for each path (hypothe-
sized relationship), where the solid and dashed lines indicate a supported and unsup-
ported relationship respectively. All hypothesized relationships are supported, except 
for the hypothesis of correlation between system capability and semantic translating.  
 
Fig. 1. Result of structural equation model (PLS) analysis 
5 Discussion 
5.1 Implications 
Our study contributes to the research on IS, boundary capabilities and organizational 
mechanisms in several ways. The information processing and communication capabil-
ities of team members can be enhanced through the information system. Facing more 
difficult tasks of the new product development project and more difficulties in the 
clear definition of objective, the more we are going to need the information system in 
order to enhance the interaction among team members in turn establish the collaborate 
relationship. Most importantly, our results also reveal that the social mechanisms of 
organization associated with the combinative capabilities drive a team’s boundary 
capabilities in different ways. The present study contributes to the scholars’ under-
standing as to why certain teams are able to transfer their domain-specific knowledge, 
but not able to translate and transform it successfully.  
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Overall, our research indicates that the organizational mechanisms associated with 
the coordination capabilities primarily enhance a team’s syntactic transfer, semantic 
translation, and pragmatic transformation, while the organizational mechanisms asso-
ciated with the socialization capabilities primarily enhance a team’s semantic transla-
tion, and pragmatic transformation. These results reveal that the project teams may 
differ in their ability to manage the levels of boundary capabilities; follow different 
developmental paths; and differ in their ability to create the value from their boundary 
capabilities. 
The organizational mechanisms associated with the system capabilities provide 
somewhat surprising results. Although they enable the syntactic transfer of boundary 
management as we predicted, they do not contribute to the semantic translation. 
Firstly, the main reason could be that the common meanings may be formalized to 
such an extent that impedes the flexible incorporation of newly acquired and existing 
knowledge. Secondly, the routinization tends to isolate knowledge, to limit the joint 
dialogues, and to confine the development of new perspective by imposing the exist-
ing knowledge. 
5.2 Conclusion 
To conclude, our study provides an empirically grounded framework simultaneously 
linking various aspects of organizational mechanisms and their interrelationships to 
different types of boundary capabilities. This framework shows how teams need to 
distinctively utilize their varied knowledge resources to achieve different types of 
boundary capabilities. It also provides a structure for future research probing of more 
specific questions regarding the knowledge-innovation link. 
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Abstract. Predicting users political party in social media has important
impacts on many real world applications such as targeted advertising,
recommendation and personalization. Several political research studies
on it indicate that political parties’ ideological beliefs on sociopolitical
issues may inﬂuence the users political leaning. In our work, we exploit
users’ ideological stances on controversial issues to predict political party
of online users. We propose a collaborative ﬁltering approach to solve the
data sparsity problem of users stances on ideological topics and apply
clustering method to group the users with the same party. We evaluated
several state-of-the-art methods for party prediction task on debate.org
dataset. The experiments show that using ideological stances with Prob-
abilistic Matrix Factorization (PMF) technique achieves a high accuracy
of 88.9% at 22.9% data sparsity rate and 80.5% at 70% data sparsity
rate on users’ party prediction task.
Keywords: Collaborative Filtering, Ideological Stances, Memory-based
CF, Model-based CF, Probabilistic Matrix Factorization.
1 Introduction
Social media provides ample opportunities for citizens to participate in the politi-
cal campaigns through forums, facebook, twitter and debates. These sites provide
a testbed for analyzing voters behavior. Among such tasks is political aﬃliation
detection which has been gaining much attention in recent years [1] [2] [3]. This
has important consequences in targeted advertising, recommendation and per-
sonalization [4].
In our research for party prediction task, we ﬁrst study American politics
and draw inspiration from various political science studies on the behavior of
Democrats and Republicans on social and political aspects [5] [6] [7]. These stud-
ies demonstrate the fact that the political parties take positions towards critical
policies and sociopolitical issues which can ultimately lead to great diﬀerences
in philosophies and ideal. Subsequently, a citizen leans towards the party that
is very close to his ideological beliefs [8]. Table 1 shows the ideological beliefs of
the two major parties on major social and political issues1. Henceforth, a users’
1 http://www.diffen.com/difference/Democrat_vs_Republican
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 177–191, 2013.
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political aﬃliation is majorally dependent on his stances on the major social and
political issues. We refer to such stances on controversial sociopolitical issues as
Ideological Stances. For example, a user who supports abortion and is against
gun rights is more likely a Democrat. His/her other stances on issues like gay
marriage, health care, ﬂat tax, death penalty, etc. can aid in detecting his party
aﬃliation with high accuracy. In this paper, we focus on the problem of how
users’ ideological stances on the sociopolitical issues impacts their political aﬃl-
iation and aid in detecting his party. There are other attributes such as gender,
income, education, etc., that may be correlated with the party, but preliminary
analysis shows the ideological beliefs is more correlated to user politics. Hence
the focus of our paper is on investigating the relationship between ideological
beliefs and politics.
Table 1. Ideological stances of Republicans and Democrats in US politics
Death
Penalty
Gay
Marriage
National
Healthcare
Flat
Taxes
Gun Rights Abortion
Republicans Support
(some
disagree)
Oppose
(some
disagree)
Oppose Support Support Oppose
(some
disagree)
Democrats Oppose
(sub-
stantial
disagree)
Support
(some
disagree)
Support Oppose Oppose
(some
disagree)
Support
(some
disagree)
However, the approach of using ideological stances for party prediction poses
two main challenges, i.e. data collection and data sparsity.
Data collection: Gathering user’s ideological stances can be on one hand a trivial
problem, where a survey methods can be used or on the other hand very chal-
lenging problem, where stances are hidden in user generated content in the form
of debates. Ideological belief of a user is exhibited during his/her participation in
the forums or debates related to sociopolitical issues [9]. Studies such as [9] [10]
can aid in generating the users’ ideological stances on the controversial issues.
In our work, therefore, we focus on the data sparsity problem.
Data Sparsity: The main challenge we face with the real world data is the sparsity
of users’ ideological stances on the controversial issues. Not all users may provide
their stances on all the issues. In our corpus, the data sparsity rate2 is 22.95% for
six controversial issues shown in Table 1. With sparse data, standard clustering
techniques would not give satisfactory results. To tackle this problem, we propose
collaborative ﬁltering based approach which has been applied successfully for
recommendation tasks [11] [12].
In this paper, we present a collaborative ﬁltering approach for predicting users
party. We assume that the parties’ ideological stances are known, as shown in
Table 1. We also assume that users provide stances on some of these controversial
issues (incomplete user-ideological stance matrix). For predicting the remaining
stances, we use collaborative ﬁltering techniques. Collaborative ﬁltering meth-
ods have been used successfully to estimate the user-items rating for the missing
2 The percentage of missing values in a matrix.
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ratings in the user-item matrix [13] [11]. Clustering the users based on the ideo-
logical beliefs aids in detecting users within the same party. Finally, to label the
clusters, the distance between the party ideology and average cluster ideology
can be estimated with the standard similarity techniques.
Our Contribution: First, to the best of our knowledge, we propose the ﬁrst study
on the impact of ideological stances on party aﬃliation of online users. Tradi-
tional studies rely on social network structure or text to predict the party aﬃli-
ation [4] [14]. Whereas, we claim that exploiting the ideological beliefs of users
suﬃce the party prediction task and propose a collaborative ﬁltering method
to handle the data sparsity challenges. Second, we design our experiments to
evaluate intermediate results on the stance prediction and the party prediction
results. Our evaluation results show that PMF achieves a high accuracy of 88.9%
over state-of-the-art methods.
The rest of our paper is organized as follows. Section 2 presents related works.
Section 3 presents our problem setting and followed by our solution in Section 4.
We describe experiments in Section 5. Section 6 concludes the paper.
2 Related Work
User Proﬁling. Party prediction is among many user proﬁling studies which
examine users’ interests, gender, age, geo-localization, and other characteristics
of the user proﬁle. [15] [2] proposed supervised approach for gender prediction.
Other similar approaches are taken for age prediction on social networks [3] and
location of origin prediction in twitter [14]. Aggregating social activity data from
multiple social networks to study the users’ online behavior [1] shows promising
results. In this paper, we study the problem of party prediction. In our approach,
we also exploits users online behavior but with the focus on the ideology belief
correlated with party leaning.
Political Aﬃliation Prediction. Some studies focussed on discovering po-
litical aﬃliations of informal web-based contents like news articles [16], politi-
cal speeches [17] and web documents [18][19][20]. Political datasets such as de-
bates and tweets are explored for classifying user stances [10][9] and also for
predicting election results [21]. Closer to these studies is subgroup detection
[22][23][24][25]. These works exploit content and other corpus speciﬁc properties
such as hashtags, social networks etc., for predicting tasks. Some studies are
motivated with the fact that the users are inﬂuenced by the community in the
social network [1][2][3]. Such peer inﬂuence may impact a user on his/her politi-
cal leaning. In real situations, a user social network can be sparse and politically
opposing users can be friends. This can limit the performance of the existing
methods. In our approach, we use ideological beliefs for party prediction and
study if it has high impact on prediction task. Other factors such as hashtags,
social networks can be a complimentary to our method.
Memory-Based and Model-Based Collaborative Filtering. Memory-
based techniques have been proposed for recommendation tasks [26]. However,
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due to their limitation, model-based techniques have been more popular recently.
PMF has been applied on social recommendation [11][27], news article [12] rec-
ommendation, relation prediction [13][28] and modeling friendship-interest prop-
agations [29].Inspired by these works, we propose an approach based on PMF
for users’ party prediction task.
Our work was also inspired by some observations from [14] [4], who exploited
corpus speciﬁc text properties such as hashtags on twitter data for party predic-
tion. Some hashtags such as; #gay, #dadt, #912 etc., represent the controversial
issues. However, in many case the stances of users cannot be captured by hash-
tags alone and a need of other methods arises to detect the stances. Similar to
them, in our work, we exploited the controversial issues, but we used the stances
of the users to predict the party aﬃliation.
3 Problem Setting
To formally deﬁne our problem, we ﬁrst introduce a few basic concepts.
1. Issue: We refer issue to a controversial sociopolitical topics such as like
“Abortion” or “Gun Control” or “Gay Marriage” etc., The controversial issues
are those that segregates the political parties with great diﬀerences in ideals. In
our work, we use major issues3 studied by [5] [6] [9] as shown in Table 1.
2. Stance: Users express their positions as “Support” or “Oppose” to the
issues related to sociopolitical context. Such positions are referred to as stances.
Stances can be of pro/con/neural. In general, we observe a binary pattern for
the issues shown in Table 1.
3. Ideological Stance: Debates on the controversial issues are referred to
as ideological debates [9] and a user’s stance on such issues is referred to as
ideological stance.
The problem space can be formulated as a set of 2 matrices:
4. Party Ideology Matrix: Matrix of political party versus sociopolitical
issues, denoted by P , with each cell representing the stance of the political party
on a speciﬁc issue. This matrix can be generated from Table 1.
5. User Ideology Matrix: Matrix of users versus sociopolitical issues, de-
noted by R, with each cell representing a user’s ideological stance on a speciﬁc
issue. Table 2 shows a simpliﬁed example of a user-stance matrix where users
take pro/con positions towards controversial sociopolitical issues.
User Party Prediction: The main task now is to predict the political party
of the users who belong to the matrix R. Clustering methods can be applied for
grouping users and labeling them using P . However, in real world, this matrix
is generally very sparse, since each user will only have positioned themselves for
a small percentage of the total number of issues. The challenge of sparse data
can degrade the performance of the clustering algorithms. Hence, we propose
collaborative ﬁltering based approach to predict the missing user stances and
then apply clustering techniques for party prediction. In the next section, we
explain the details of collaborative ﬁltering based approach for prediction task.
3 http://www.diffen.com/difference/Democrat_vs_Republican
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Table 2. This is an example of a user ideology matrix where each ﬁlled cell represents
a user’s ideological stance for an issue. The collaborative ﬁltering technique attempts
to provide a prediction for missing stances.
Death
Penalty
Gay
Marriage
National
Healthcare
Flat
Taxes
Gun
Rights
Abortion
User1 Pro Con Con Pro ? ?
User2 Pro Con Pro ? ? Con
User3 ? Pro ? Pro Pro Con
User4 Con ? Pro Pro ? Pro
User5 Con Con Con Pro Con ?
4 Solution
Our approach takes two step processing for the party prediction. In the ﬁrst step,
we predict missing users’ ideological stances in R using collaborative ﬁltering
method. In the second step, we use the predicted ideological matrix to group
users using clustering technique and label the groups in a principle manner. We
explain the details below.
4.1 Ideological Stance Prediction
Under this formulation, the problem is to predict the values for speciﬁc empty
cells of R (i.e. predict a user’s stance for an issue). In a typical CF setting, we
have a list of n users, U and a list of m issues, I. Each user, u takes position
as pro/con or 1/0 for each issue, i. The task of CF algorithm aims at predicting
the missing value, rˆu,i which indicates user u’s position likeliness for an issue i.
ru denotes mean rating value for user u and ri denotes mean rating value for
issue i. CF algorithms can be divided into to main categories:memory-based and
model-based algorithms[30]. We explain the most popular CF algorithms in this
section.
Memory-Based CF Algorithms: Memory-based methods utilize the entire
user ideology data to calculate the similarity or weight between users or issues
and make predictions according to those calculated similarity values. We ex-
plore three popular memory-based models: user-based, item-based and slope-one
method.
a. User-based: User-based method predicts missing ratings by ﬁrstly ﬁnding
similar users [26]. The similarity between two users, u and v using Pearson corre-
lation is given by Equation 1. Predicted values are computed using Equation 2.
sim(u, v) =
∑
i∈I(ru,i − ru)(rv,i − rv)√∑
i∈I(ru,i − ru)2
√∑
i∈I(rv,i − rv)2
, (1)
where i ∈ I summations over the issues that both the users u and v have rated.
rˆu,i = ru +
∑
v∈U (rv,i − rv)sim(u, v)∑
v∈U |sim(u, v)|
(2)
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b. Item-based: Item-based method predicts missing ratings by ﬁrst ﬁnding
similar items [31]. The similarity between two items, i and j using Pearson cor-
relation is given by Equation 3 and the predicted values are given by Equation 4.
sim(i, j) =
∑
u∈U (ru,i − ri)(ru,j − rj)√∑
u∈U (ru,i − ri)2
√∑
u∈U (ru,j − rj)2
, (3)
where u ∈ U denote users who have rated both the items, i and j.
rˆu,i = ri +
∑
j∈I(ru,j − rj)sim(i, j)∑
j∈I |sim(i, j)|
(4)
c. Slope-One: The main idea of the Slope One algorithms is to use the
diﬀerence between User A’s ratings of two items X and Y and User B’s rating
of item X in common to predict User B’s unknown rating of item Y [32]. To
predict missing values we ﬁrst compute the average deviation,devi,j of each pair
of items given by Equation 5. The predicted values are given by Equation 6.
devi,j =
∑
v∈U (rv,i − rv,j)
|U| (5)
where u ∈ U denote users who have rated both the items, i and j.
rˆu,i =
∑
j∈I(devi,j + ru,j)
|I| (6)
where j ∈ I denote issues for which devi,j = 0.
Model-Based CF Algorithms: Diﬀerent from memory-based algorithms,
model based CF techniques utilize user item matrix (the pure stance data in our
case) to estimate or learn a model oﬄine to make predictions. Among the model
based CF techniques, matrix factorization models have been mostly studied and
successfully applied in real recommender systems [33]. The matrix factorization
models try to explain the ratings by characterizing both items and users on a la-
tent factor space, such that user-item ratings are based on the inner products of
them in the factor space. We describe two popular model based models: Singular
Value Decomposition (SVD) and Probabilistic Matrix Factorization (PMF).
a. Singular value decomposition: SVD is a well-established technique for
ﬁnding latent factors in information retrieval. Conventional SVD is undeﬁned
when there are missing entries in the matrix. It is a matrix factorization tech-
nique commonly used for producing low-rank approximations [33] [34]. Singular
value decomposition for user ideology matrix R, SVD(R) is deﬁned as
SV D(R) = ASV T (7)
where A,S and V are of dimensions n× d, d× d and d×m. The S diagonal
matrix contains singular values, which are positive and always in decreasing or-
der (singular matrix). For low-dimensional representation we retain only k  d
entries for all matrices. Rˆk = Ak.Sk.VkT is the rank-k matrix that is closest
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approximation of R. SVD produces a set of uncorrelated eigenvectors used in
collaborative ﬁltering process. Each user and issue is represented by its corre-
sponding eigenvector. The process of dimensionality reduction may help user
who rated similar issues (but not exactly the same issues) to be mapped into the
space spanned by the same eigenvectors. Once the matrix is decomposed, the
prediction can be generated by computing the cosine similarities (dot products)
between n pseudo-users and m pseudo-issues. The predicted values are given by,
rˆu,i = ru +Ak.
√
Sk
T
(u).
√
Sk.Vk
T (i) (8)
SVD ﬁnds Ak, Sk and Vk to obtain a approximation of R, which requires R
matrix to be complete. In real cases, the rating matrixR is sparse which make the
conventional SVD not suitable. A solution approach is to minimize the squared
error with the targetR only for the observed entries of the target matrix R. This
will result in a diﬃcult non-convex optimization problem as discussed in [35].
Moreover, the SVD method does not scale well with the number of observations
and is highly prone to overﬁtting on sparse data.
b. PMF: Diﬀerent from SVD, PMF [27] is a probabilistic algorithms that
scale linearly with the number of observations and perform well on sparse data.
In PMF, we assume that there are K latent factors with which both users and
items can be represented. The generative process of the user u and the item i
are as follows.
p(u|σ2U ) = N (u|0, σ2UI), (9)
p(i|σ2I ) = N (i|0, σ2I I), (10)
where σ2U and σ
2
I are two variance parameters for users and items, respectively,
I is the identify matrix, and N (·|μ, σ2) is the normal distribution with mean μ
and variance σ2.
Furthermore, the rating score ru,i between user u and item i is generated as:
p(ru,i|u, i, σ21) = N (ru,i|g(uT i), σ21), (11)
where σ21 is variance parameter and g(·) the logistic function.
In PMF, we seek to minimize the regularized estimation error as follows:
∑
u∈U
∑
i∈I
I(ru,i)(ru,i − g(uT i))2 + λU ||U||2F + λI ||I||2F , (12)
where I(s) is an indicator function which equals 1 when s is not empty and
otherwise 0. g(·) is the logistic function.
To optimize the objective function above, we can perform gradient descent on
U and I to ﬁnd a local optimum point. This method is eﬃcient even on large
data sets as it does not need to infer the full posterior distribution over the
model parameters and observations. Nevertheless, a fully Bayesian treatment of
the PMF model can further boost the model performance [36].
After proﬁling users and items in the latent factor space, to predict a user u’s
rating rˆu,i on an given item i, we simply take the dot product of the user and
item vector: rˆu,i = g(u
T i).
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4.2 Party Prediction
Clustering algorithm on the predicted user stance matrix generates groups of
users. We propose simple K-means for clustering the users. To label the clusters
to the respective parties, we compute the similarity distance between the cluster’s
average ideology and the party ideology using the similarity distance techniques
like Hamming distance or Euclidean.
5 Experiments
In this section we want to answer the following research questions:
RQ1: How accurate is the ideological stance prediction and by which model?
RQ2: Which model performs better for stance prediction on sparse data?
RQ3: Is our proposed approach eﬀective in users’ party prediction?
RQ4: Does ideological belief aids in users’ party prediction?
We answer the ﬁrst two research questions through ideology stance prediction
experiments and the last two questions through the party prediction experi-
ments. We ﬁrst describe the data set we used to evaluate our approach and
our evaluation criteria. We next describe our ideological stance prediction ex-
periments and results of collaborative ﬁltering methods. Finally, we describe our
party prediction experimental study that shows the eﬀectiveness of our approach
in predicting users political party.
5.1 Dataset
Our dataset is constructedby crawling the data fromdebate.org.We collected 1000
user proﬁles who provided the party aﬃliation information. The data consists of
user personal details such as gender, age, political party, income, occupation, re-
ligion and other demographics. Apart from the demographics, users also provide
their stances on several social, political and economical issues. After the clean up,
we collected the stances for the issues that match with those in Table 1.With some
preliminary experiments, we found that these issues are useful in party prediction.
We ﬁrst generated User IdeologyMatrix,R described in Section 3 from the stance
data.We useR for our stance prediction experiments.We use users’ political party
information as gold truth for our party prediction experiments.
Table 3. Statistics of our dataset
Users 1000
Democrats 519
Republicans 481
Issues death penalty, gay marriage, national health care,
ﬂat taxes, gun rights and abortion
User-ideology matrix sparsity rate 22.95% (percentage of missing values)
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5.2 Evaluation Criteria
We use standard metrics from information retrieval for evaluating the perfor-
mance of the models. We compute Accuracy (the higher the better) for all the
models at all sparsity rates to evaluate the stance prediction performance on
collaborating models. We also use Precision , recall and F1 score to evaluate the
performance of PMF model on stance prediction. We use Purity (the higher the
better) and Entropy (the lower the better) and Rand Index (the higher the bet-
ter) to evaluate the performance of political aﬃliation prediction [37]. We also
use Accuracy by computing the percentage of users that are “classiﬁed” correctly
after labeling the clusters using external information, P . We also compute F1
score for each political party to evaluate the models.
5.3 Ideological Stance Prediction Experiments
Recall that our ﬁrst step in our solution model is to predict the missing ideolog-
ical stances of users. We use R for these experiments. To generate the sparsity
on the data, we hide the users stances randomly and predict the hidden data
using CF models. We use the same hidden matrix across all models for unbiased
evaluation. Through these experiments, we will answer RQ1 and RQ2.
Experimental Settings: We compare User based, Item based, Slope one, SVD
and PMF models for evaluation. For matrix sparsity, we hide stances in R to
obtain sparsity rates(percentage of missing stances) of 30%, 40%, 50%, 60% and
70%. We took an average of three random matrices for each sparse matrix rate.
We use Accuracy, Precision, Recall and F1 score for comparison.
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 User Ideology Matrix Sparsity Rate 
 (a) Accuracy of five methods at various matrix Sparsity rates
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SVD
PMF
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User Ideology Matrix Sparsity Rate
 (b) Performance of PMF at various matrix Sparsity rates
Precision
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F1
Fig. 1. Ideological stance prediction results at various matrix sparsity rates
Results: The stance prediction accuracy results for all the collaborative model
is shown in Figure 1(a). We observe that PMF model outperforms all the other
collaborative techniques. At 30% sparsity rate PMF model has an accuracy of
82.5% which is 2.5% higher than second best mode, SVD which has an accuracy
of 80%. In case of sparse data, user-based, item-based and SVD completely fail
on the model. PMF model still performs the best with an accuracy of 68.2%.
Slope-one has an accuracy of only 24% at a sparsity rate of 70%.
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We further show precision, recall and F1 scores of PMF model breakdown at
various sparsity rates in Figure 1(b). We observe that PMF has a F1 score of
83.3% at 30% sparsity rate. At 70% sparsity rate, the model still performs well
with an accuracy of 73.3%. With these observations, we choose PMF for the
party prediction experiments which we explain in the next subsection.
Summary: As an answer to RQ1, we show that PMF model outperforms
other collaborative models in stance prediction with an accuracy of 82.5%. As
an answer to RQ2, our experiments show that PMF has better performance than
others on sparse data with an accuracy of 73.3% at a sparsity rate of 70%.
5.4 Party Prediction Experiments
The main goal of our study is to discover the political party of the user. Through
this experiment, we would like to study not only the model performance but also
the importance of ideological belief in party detection. We will answer RQ3 and
RQ4.
Experiment settings: We conduct experiments on various sparsity rates similar
to previous experiments. We use the same hidden matrix across all models for
unbiased evaluation. The ground truth on the users’ political leaning is available
from the users’ proﬁles. For baseline model, we use a recent work [38].
Baseline: A direct approach for party prediction can be achieved by measuring
the similarity between the user vector and party vector using Hamming distance
and assign the user to the party with low Hamming distance.
Discussant Attribute Proﬁle (DAP): [38] proposes to proﬁle discussants by
their attribute towards other targets and use standard clustering (K-Means) to
cluster discussants, and achieves promising results on a similar task - subgroup
detection. We thus incorporate the method on our task by proﬁling each user by
his/her ideologies towards issues stated in Table 1.
Probabilistic Matrix Factorization (PMF): We apply PMF on R and then
cluster users into two clusters. We set the number of latent factors to 10 as we
do not observe big diﬀerence when vary the latent factor size from 10 to 50. For
the other parameters, we select the optimal setting based on the average of 10
runs. λ is chosen from {0.1, 0.01}.
As discussed in Section 3, the resulting clusters are labeled by using party
ideology matrix P . We ﬁrst calculate the average ideology of each cluster and
measure the distance of cluster ideology to party ideology using Hamming dis-
tance. The closer the distance to the party, all the users in that cluster are la-
beled with the corresponding party. We use metrics Purity, Entropy, Accuracy,
RandIndex and F1 score for evaluation.
Results: We ﬁrst present the detailed clustering results in the Table 4. At
all sparsity rates PMF outperforms DAP and Baseline on all metrics. We also
observed that for Baseline, for some users the Hamming distance to both the
parties is equal(when the matrix is sparse) and hence are assigned randomly to
one of the major parties. Another observation is that, higher the sparsity rates,
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Fig. 2. Party prediction F1 results break down by parties at various matrix sparsity
rates. 22.95% is the original sparsity rate of the matrix R.
Table 4. Clustering results for political aﬃliation detection on all models. 22.95% is
the original sparsity rate of the matrix R.
Method Metric 22.95% 30% 40% 50% 60% 70%
P 0.833 0.829 0.788 0.766 0.761 0.701
Baseline E 0.649 0.657 0.740 0.782 0.793 0.880
A 0.833 0.829 0.788 0.766 0.761 0.701
R 0.722 0.716 0.666 0.641 0.636 0.580
P 0.856 0.858 0.806 0.792 0.766 0.670
DAP E 0.523 0.581 0.694 0.735 0.759 0.904
A 0.856 0.858 0.806 0.792 0.766 0.670
R 0.753 0.756 0.687 0.670 0.641 0.557
P 0.889 0.889 0.861 0.857 0.850 0.805
PMF E 0.498 0.499 0.573 0.578 0.608 0.707
A 0.889 0.889 0.861 0.857 0.850 0.805
R 0.809 0.802 0.761 0.755 0.745 0.686
larger the number of unassigned users. At higher sparsity rates Baseline performs
better than DAP as DAP tends to generate unbalanced clusters. On original
data all the models have reasonably high accuracies: Baseline has an accuracy
of 83.3%, DAP has 85.6% accuracy and PMF has an accuracy of 88.9%. At 30%
DAP has an accuracy of 85.8% and PMF has an accuracy of 88.9% which is
4.1% higher. This shows the importance of ideological belief in party prediction
task. We observe that the accuracy drops drastically for DAP with the sparsity
of the data yielding 67% at 70% sparsity rate, whereas for PMF the accuracy
is 80.5% which is 13.5% higher. Even though Baseline also degrades at higher
sparsity rates, it perform better than DAP but 10.5% lower than PMF. From our
previous experiments, we observe that PMF aids in better prediction of missing
ideology stances when compared to other collaborative methods. Such behavior
aided in high accuracy by PMF when compared to Baseline and DAP.
188 S. Gottipati et al.
We further studied the performance of all the models at the party breakdown.
We show F1 scores break down by parties at various matrix sparsity rates for
both the models in Fig. 2. We observe that PMF and Baseline has balanced
F1 scores for both clusters (Democrats and Republicans) at all sparsity rates,
whereas DAP shows high F1 for Democrats than Republicans at 70% sparsity
rate. At 30% sparsity rate, Baseline has 83.7% and 82.9%, DAP has 85.7% and
85.9% and PMF has 89% and 88.7% accuracy for Democrats and Republicans
respectively. At 70% sparsity rate, Baseline has 71.9% and 68%, DAP has 73.1%
and 57.4% and PMF has 80.7% and 80.4% accuracy for Democrats and Repub-
licans respectively. For sparse data, DAP tends to cluster users to the larger
cluster, in this case, it is Democrats.
Summary: To answer RQ3, our approach of using collaborative ﬁltering method
for prediction task outperforms standard clustering techniques with and accu-
racy of 88.9%. As an answer to RQ4, users’ ideological stances plays vital role in
users’ party prediction and even standard clustering techniques achieves a high
accuracy of 85.5%.
5.5 Discussion
Our experiments demonstrates the beneﬁt of ideological stances of users in pre-
dicting their party leaning. While the results are very promising, it is interesting
to study the reliability of the issues that we chose for determining the ideological
belief of users. For our studies, we used only 6 out of 46 issues4 for which users
provide stances. We collected stances for 46 issues for all users in our corpus and
we observed that the sparsity rate of the issue matrix is 52.94%. We then tested
the model with all 46 issues and achieved an accuracy of 88.1% which is 0.8%
lower than our previous results. Our results with 6 issues are very close to results
with 46 issues, which shows that the 6 issues in Figure 1 should suﬃce for deter-
mining the ideology of a user. Furthermore, with high dimensionality where the
sparsity rate is high, the model may fail to predict the missing stances [11]. It
might be interesting to study which combination of issues (features) have greater
impact on the party and we leave it for future studies.
Further, we studied the impact of religion dimension on party prediction task.
Some studies observed a correlation between religion and party aﬃliation such as
republicans exhibit greater religiosity compared to democrats [39]. We conducted
some experiments where we assign the Christians to Republicans and others to
Democrats. We achieved an accuracy of 68.2% for party prediction task, which
shows that religion dimension is insuﬃcient for party prediction as religiosity
cannot be captured from the religion demographic. It is interesting to study the
correlation of other demographics with the party and we leave it for future work.
Also another extension can be study of combining demographics with ideological
beliefs, exploiting ideological stances with social networks or corpus content such
as text, hashtags etc.,
4 http://www.debate.org/big-issues/
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6 Conclusion
In this paper, we studied the problem of predicting users political party in so-
cial media. In our approach, we exploited users’ ideological stances to predict
their political party and we proposed a collaborative ﬁltering approach to solve
the data sparsity problem of users stances on controversial sociopolitical issues
and apply clustering method to group the users with the same party. Our ex-
periment results proves that user’s ideological belief is highly correlated with
the party aﬃliation. Evaluation results show that using ideological stances with
PMF achieves a high accuracy of 88.9% at 22.9% data sparsity rate and 80.5%
at 70% data sparsity rate.
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Abstract. This paper proposes a fast method for detecting communities
from tripartite networks. Our method is based on an optimization of
tripartite modularity, and the method combines both edge clustering and
Blondel’s Fast Unfolding. Experimental results on synthetic tripartite
networks show that accurate communities are detected with our method.
Furthermore, an experiment on a real tripartite network shows that our
method is scalable to tripartite networks of tens of thousands of vertices.
To the best of our knowledge, this is the ﬁrst attempt for analyzing real
tripartite networks composed of tens of thousands of vertices.
Keywords: community detection, modularity, tripartite networks.
1 Introduction
Many real social relations can be represented as tripartite networks. For exam-
ple, users of social bookmarking services, such as Delicious, Digg and Japanese
Hatena Bookmark, put tags on web pages. These relationships of users, tags and
web pages can be represented as a network composed of three types of vertices
(Fig.1(a)). Because of the growth of social media, many large-scale tripartite
networks are available online. Analyzing such networks and understanding their
structures are thus becoming more and more important.
Community detection is one of the methods for network analysis. A commu-
nity is a subgraph with many edges inside and relatively few edges outside. It
clariﬁes relationships among vertices and the overall structure of the network. For
usual (unipartite) networks composed of only one vertex type, Newman-Girvan
modularity is proposed for evaluating network divisions, and it is widely used
for the research of community detection. Searching for the divisions with high
modularity values, which is called modularity optimization, is also investigated
by many researchers.
In order to detect communities from tripartite networks, they are often pro-
jected into simpler unipartite networks and then processed with conventional
methods. However, projection will lose the information that original tripartite
networks have. As a way for solving this problem, Murata [1] and Neubauer [2]
respectively propose tripartite modularities that evaluate the qualities of the di-
visions of tripartite networks. With these tripartite modularities, Murata [3] and
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 192–205, 2013.
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(a) (b)
Fig. 1. Examples of a tripartite network (a) and a community structure (b)
Ikematsu [4] detects communities from tripartite networks. But these methods
still have some problems such as requiring a parameter, projection and compu-
tational cost. In short, previous researches on tripartite networks mainly focus
on the proposal of new tripartite modularities for evaluating network divisions,
but the optimization of the tripartite modularities are not fully investigated.
This paper proposes a fast method for optimizing tripartite modularity. Our
method combines both edge clustering [4] and Blondel’s Fast Unfolding [5]. Ex-
perimental results for detecting communities from synthetic tripartite networks
are presented in order to show the accuracy and computational speed of our
method. In addition, a real tripartite network obtained from Delicious, one of
the famous social bookmarking services, is also used for our experiments. The
results show that our method is scalable to tripartite networks composed of tens
of thousands of vertices. To the best of our knowledge, this is the ﬁrst attempt
for analyzing real tripartite networks composed of tens of thousands of vertices.
2 Related Works
2.1 Newman-Girvan Modularity
Newman and Girvan propose the following modularity Q, an objective function
for evaluating the qualities of the divisions of unipartite networks [6]. Divisions
with denser edges within communities and sparser edges between communities
will have high modularity values.
Q =
∑
l
(ell − a2l ) (1)
elm and al used in the above formulas are deﬁned as follows. M is the number
of edges, i and j are vertices, l and m are communities, V is a set of all vertices,
Vl and Vm are sets of vertices that constitute communities l and m, and A(i, j)
is (i, j)-th element of an adjacency matrix.
elm =
1
2M
∑
i∈Vl
∑
j∈Vm
A(i, j) (2)
al =
∑
m
elm =
1
2M
∑
i∈Vl
∑
j∈V
A(i, j) (3)
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a2l in (1) is the expected number of edges within community l in the null
model, which is a network that matches the original network in some of its
structural features (such as the number of vertices, number of edges, and degree
distributions), but is otherwise taken to be an instance of a random network.
The minimum value of Q is −1, and its maximum is close to 1.
2.2 Tripartite Modularity
This section explains the tripartite modularity, which is a quality function for
the divisions of tripartite networks. The deﬁnitions of tripartite networks and
communities in them are also explained.
Tripartite Networks. In general, tripartite networks are the networks whose
vertices are composed of three disjoint sets. Tripartite networks are diﬀerent
from multislice networks [7]. Each node in multislice networks appears in every
slice of the multislice networks. On the other hand, nodes in tripartite (and n-
partite) networks are basically diﬀerent in each layer. In this paper, we focus
on the speciﬁc type of tripartite networks, which are called 3-partite 3-uniform
hypernetworks (Fig.1(a)). Each edge in 3-partite 3-uniform hypernetworks is a
hyperedge that always connects three vertices from each of three disjoint vertex
sets. The reason we limit the type of tripartite networks to 3-partite 3-uniform
hypernetworks is to simplify the problems.
In the following explanations, 3-partite 3-uniform hypernetworks are simply
represented as tripartite networks. Three disjoint vertex types of a tripartite
network are called X , Y and Z. M is the number of all edges and V is a set
of all vertices in the tripartite network. V X is a set of vertices that belongs to
vertex set X . V Xl is a set of vertices that belongs to vertex set X and also to
communty l. CX is a set of communities in vertex set X . An adjacent matrix of
a tripartite network is A, and its (i, j, k)-th element is represented as A(i, j, k),
where i ∈ V X , j ∈ V Y and k ∈ V Z . It takes three arguments because each
hyperedge always connects the three vertices from each of i ∈ V X , j ∈ V Y
and k ∈ V Z . A(i, j, k) takes 1 when vertices i, j and k are connected with a
hyperedge, and otherwise it takes 0.
Communities in Tripartite Networks. Deﬁnition of a community in n-
partite networks is controversial. Barber deﬁnes it as a set of vertices of arbitrary
vertex types [8]. So vertices from V X , V Y and V Z can be mixed together in a
community with his deﬁnition. We deﬁne a community in a diﬀerent way. In this
paper, a community is a set of vertices of only one vertex type (Fig.1(b)). So
each community is composed of the same vertex type. The reason we deﬁne it
this way is that relations of communities of diﬀerent vertex types will be clariﬁed
with this deﬁnition.
Murata’s Tripartite Modularity. Newman-Girvan modularity is not appro-
priate for evaluating divisions of tripartite networks. Because it evaluates the
Community Detection from Tripartite Networks 195
density of edges within each community, but in the case of tripartite networks,
there is no edge that connects the vertices of the same type. If a tripartite network
is projected into unipartite or bipartite networks, Newman-Girvan modularity
or other bipartite modularity can be applied [9,10]. But the projection will lose
the information that original tripartite network has [1,2].
Murata extended Newman-Girvan modularity for tripartite networks so that
no projection is required [1]. Murata’s tripartite modularity evaluates the density
of connections between communities of diﬀerent vertex types, not within com-
munities. For example, modularity value QX for the communities of vertex type
X is computed with (4), where QXl is the partial modularity value of community
l in vertex X .
QX =
∑
l
QXl =
∑
l
∑
m
∑
n
(elmn − aXl aYmaZn )
m,n = argmax
(m′ ,n′)
(elm′n′ ) (4)
elmn, a
X
l , a
Y
m and a
Z
n are deﬁned as follows. a
X
l a
Y
ma
Z
n in (4) is the expected num-
ber of edges that connect vertices in communities l,m and n in the nullmodel. In
(4), argmax is used for specifying communities m and n that have the strongest
connection with l.
elmn =
1
M
∑
i∈V Xl
∑
j∈V Ym
∑
k∈V Zn
A(i, j, k) (5)
aXl =
∑
m∈CY
∑
n∈CZ
elmn =
1
M
∑
i∈VXl
∑
j∈V Y
∑
k∈V Z
A(i, j, k) (6)
aYm =
∑
l∈CX
∑
n∈CZ
elmn =
1
M
∑
i∈VX
∑
j∈V Ym
∑
k∈V Z
A(i, j, k) (7)
aZn =
∑
l∈CX
∑
m∈CY
elmn =
1
M
∑
i∈V X
∑
j∈V Y
∑
k∈V Zn
A(i, j, k) (8)
For the communities in vertex types Y and Z, QY and QZ are computed in the
same way as in (4). The ﬁnal deﬁnition of Murata’s tripartite modulrity QMurata
is represented as (9). The fraction 13 is for normalizing its maximum value to 1.
QMurata =
1
3
(QX +QY +QZ) (9)
Neubauer’s Tripartite Modularity. Murata’s tripartite modularity does not
fully consider the cases when one community corresponds to many communities
of diﬀerent vertex types. His modularity has to choose only one corresponding
community because argmax is used in its deﬁntion. If community V Xl is con-
nected with communities V Ym1 and V
Y
m2 and the density of both connections are
almost the same, for example, Murata’s tripartite modularity can be unstable
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because the correspondences of communities change drastically with an addition
of a few noisy edges.
Neubauer overcomes this problem by proposing a new tripartite modular-
ity which takes all correspondences among communities into consideration [2].
Neubauer’s tripartite modularity QNeubauer is computed with (10) using (5)-(8).
QNeubauer =
∑
l
∑
m
∑
n
Qlmn
=
∑
l
∑
m
∑
n
αlmn(elmn − aXl aYmaZn ) (10)
αlmn =
1
3
(
elmn
aXl
+
elmn
aYm
+
elmn
aZn
)
In (10), a weight αlmn is added to each of the correspondence of community
triples (l,m, n). Neubauer’s tripartite modularity is the weighted average of par-
tial modularity Qlmn that are for the correspondences of three communities
(l,m, n). QNeubauer takes −1 as its minimum value, and 1 as its maximum.
2.3 Modularity Optimization
As mentioned previously, modularity is a function for evaluating the quality of
network divisions. Searching for the divisions with high modularity values is
therefore desirable for community detection. This approach is called modularity
optimization, and it is one of the most popular approaches for community detec-
tion. Finding the maximum modularity value is NP-hard problem, so heuristic
method is often used for optimizing modularity. For example, greedy search,
spectral partitioning or simulated annealing are often used for community de-
tection from unipartite networks [11]. Newman Fast [12], CNM [13] and Fast
Unfolding [5] are widely used for large-scale unipartite networks.
For tripartite networks, Murata [3] employs spectral partitioning for tripartite
networks composed of thousands of vertices. However, his method requires the
number of communities as a parameter, and the method projects tripartite net-
works into bipartite networks in the process of community detection. Ikematsu [4]
employs edge clustering for the optimization of tripartite modularity. Although
high-quality results are obtained with this method, its computational cost is high
so it is not easy to apply this method for large-scale tripartite networks.
In the following sections, Fast Unfolding and edge clustering are brieﬂy ex-
plained because these are related to our new method proposed in this paper.
Fast Unfolding Method. Fast Unfolding [5] is originally proposed for the
optimization of modularity for unipartite networks. This method iterates the
following two steps: (1) modularity optimization, and (2) community aggrega-
tion. In step (1), a vertex is randomly selected and it is “moved” to each of
its adjacent communities in order to check whether the move of the vertex will
increase modularity value. Then the vertex is moved to (or stayed in) the com-
munity so that the highest modularity value will be obtained. If any move will
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not contribute to the increase of modularity, step (2) is performed. Step (2)
aggregates all vertices in a community into one vertex in order to obtain meta-
level network. These steps (1) and (2) are iterated and hierarchical community
structure is obtained.
Fast Unfolding is non-deterministic because its results depend on the order of
the vertex selection in step (1). However, the method is fast and accurate, and
it scales to huge networks that are composed of hundreds of millions of vertices
[5]. The reason why the method is fast is that the move of a vertex in step (1)
is limited to its adjacent communities, and it is easy to calculate the increase of
modularity before and after the move of a vertex.
Edge Clustering Method. Most of modularity optimization methods clus-
ter vertices. But Ikematsu [4] attempts edge clustering for the optimization of
tripartite modularity. After edge clusters are obtained, vertex communities are
then generated as the results of community detection.
In this method, all edges are set in diﬀerent clusters as its initial state. Then
they are merged in a greedy bottom-up manner so that the biggest increase of
modularity values will be obtained for each merge. Each time edge clusters are
obtained in the procedures, vertices are assigned to vertex communities based
on the edge clusters, and the network division is then obtained. After that, the
network division is evaluated based on tripartite modularity, which means edge
clusters are indirectly evaluated by tripartite modularity via vertex communities.
Although the method is accurate, it is computationally expensive. The rea-
son for its accurateness is that the edges in n-partite networks contain more
information than those of unipartite networks [4]. And the reason for high com-
putational costs is that the method employs naive greedy bottom-up manner for
edge clustering, so the number of combination is too large, and the method needs
to convert the clusters to vertex communities in order to compute the tripartite
modularity [4].
3 Our Method
Our new method is based on edge clustering. In general, community detection
based on edge clustering is composed of the following three tasks. The method
shown in [4] (explained in the previous section) is one example of the following
three tasks: greedy bottom-up clustering is employed in task 1, vertices are
assigned to vertex communities (if a vertex connects to edges from more than one
edge clusters, bigger edge cluster is selected) in task 2, and tripartite modularity
is used for evaluating vertex communities in task 3.
Task 1: Cluster the edges based on some criteria.
Task 2: Generate vertex communities based on the edge clusters.
Task 3: Evaluate the quality of the vertex communities.
There are two relations between these tasks. The ﬁrst relation is that edges are
clustered with some criteria in task 1, and the criteria is evaluated based on the
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quality of the vertex communities in task 3. The second relation is that network
division generated in task 2 is used as an input to task 3. Note that we can
choose diﬀerent strategies from [4] for these tasks if these relations are kept.
For example, top-down clustering can be chosen for task 1, although [4] employs
greedy bottom-up clustering. In the next section, we explain the concrete proce-
dures of task 1, 2 and 3 that are employed in our new method. We call our new
method FUE (Fast Unfolding for Edges) in this paper.
3.1 Fast Unfolding for Edges
Task 1. FUE generates “an adjacent edge network” that represents the adja-
cency of hyperedges in given tripartite network. We deﬁne the adjacency of hy-
peredges as follows: two hyperedges e1 and e2 are adjacent if they share common
vertex. Therefore, hyperedges are represented as vertices, and their adjacencies
are represented as edges in the adjacent edge network (Fig.2).
1 2 3 8
6
54
7
2
1
3
5
6
7
8
4
Fig. 2. From a tripartite network (left), an adjacent edge network (right) is generated
After the above procedure, Blondel’s Fast Unfolding is applied to the adjacent
edge network in order to obtain edge clusters. But Fast Unfolding is originally
for unipartite networks and it uses Newman-Girvan modularity to evaluate the
moves of a vertex. Since Newman-Girvan modularity is not suitable for the
evaluation of edge clusters, task 2 and task 3 are applied and evaluate the moves
of a vertex. From edge clusters, vertex communities are generated in task 2 and
then they are evaluated based on tripartite modularity in task 3. Therefore,
moves of a vertex in task 1 are indirectly evaluated in task 3 based on the ﬁnal
vertex communities in task 2. The procedures of task 1 are shown in Fig.3.
Task 2. In [4], vertices are assigned to vertex communities based on edge clus-
ters. But the procedure in [4] is computationally expensive. So this paper im-
proves this procedure as follows. First, for each vertex v in a tripartite network,
ﬁnd Cadj , a set of edge clusters whose elements are the clusters assigned to
hyperedges adjcent to the vertex v. After that, the sizes of the edge clusters
c ∈ Cadj are computed, and v is assigned to the largest edge cluster cmax ∈ Cadj .
If there is more than one edge clusters of maximum size, v is assigned to a new
cluster. Fig.4 explains the process of assigning vertices to vertex communities.
Fig.5 shows an example of obtaining vertex communities from edge clusters.
Community Detection from Tripartite Networks 199
 
1. An adjacency edge network GAE is generated from given tripartite network.
2. As an initial state of edge clustering, all vertices in GAE are set in diﬀerent
clusters. Task 2 and 3 are applied to an initial state of edge clustering. Suppose
its evaluation value by tripartite modularity is Eval.
3. Optimization of tripartite modularity
(a) Vertices in GAE are stored in a queue in a random order.
(b) A vertex v is removed from the top of the queue. Let Cadj be a set of
clusters that are adjacent to the vertex v.
(c) For each c ∈ Cadj, the vertex v is tentatively moved to the cluster c
and the state of edge clustering is updated. Then the state is processed
through task 2 and 3, and evaluated based on tripartite modularity.
(d) Among all possible c ∈ Cadj , the cluster cmax with the maximum increase
of the modularity is selected. The vertex v is then assigned to the cluster
cmax. If the tripartite modularity will not increase with any move, v’s
cluster will not be changed.
(e) The above steps 3(b), 3(c) and 3(d) are repeated for all vertices in the
queue. If the cluster assignment of any vertex has been changed during
repetition, go to step 3(a).
4. Task 2 and 3 are applied to the obtained state of edge clustering. Suppose its
evaluatation value is Eval′. If Eval′ == Eval, this algorithm is terminated.
If Eval′ > Eval, Eval is updated to the value of Eval′ and go to step 5.
5. Aggregation of clusters
– Each cluster in the state of edge clustering is aggregated as a vertex, and
meta-level adjacent edge network GAE is generated. Go to step 3.
 
Fig. 3. The procedures of task 1
1 2 3
(a) Edge clusters
1
1 2 1 2
(b) Assignment of a
user to a user com-
munity
4
2 3 2 3
(c) Assignment of
a tag to a tag com-
munity
Fig. 4. After obtaining edge clusters (a), users/tags are assigned to user/tag commu-
nities. (b) shows that a user connected to two edges whose clusters are 1 and 2 will be
assigned to a user community 1 because the former is bigger than the latter. (c) shows
that a tag connected to two edges whose clusters are 2 and 3 will be assigned to a new
tag community 4 because the size of edge cluster 2 and 3 are equal.
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Fig. 5. Based on edge clusters (left), users, web pages and tags are assigned to their
communities (right)
Task 3. FUE employs tripartite modularity for the evaluation of vertex com-
munities. Although many tripartite modularities have been proposed, we use
Neubauer’s tripartite modularity in this paper because its fast implementation
is relatively easy.
3.2 Merging Task 2 and Task 3
If task 2 and task 3 are implemented independently, Neubauer’s tripartite modu-
larity is computed from scratch for every state of vertex communities at step 3(c)
in Fig.3. This part contains redundant computation because most partial modu-
larity of Neubauer’s modularity remains the same after the re-assignment of ver-
tex v in GAE to a new edge cluster. Therefore, only the diﬀerence of Neubauer’s
modularity before and after the move of vertex v should be computed at step
3(c) for speedup. Figure 6 explains detailed procedures for avoiding redundant
computation at step 3(c).
In Fig.6, Pold is the network division before the move of a vertex v at step
3(c) in Fig.3. COold, Q
partial
old and Qold are also deﬁned as follows in Pold, and
Fig.7 shows some examples of these symbols used in Fig.6. COold is a set of
correspondence (l,m, n) among communities l ∈ CX , m ∈ CY and n ∈ CZ .
Qpartialold is a hash function whose keys are correspondences (l,m, n) and whose
values are partial modularity Qlmn. Qold is Neubauer’s tripartite modularity.
Pnew is the network division after the move of a vertex v and applying task 2,
and COnew , Q
partial
new and Qnew are deﬁned similarly as for Pold.
4 Experiments on Synthetic Tripartite Networks
In order to show the accuracy and speed of FUE, the following experiments with
synthetic and real tripartite networks are performed. First, synthetic tripartite
networks with known community structures are used for the experiments. 100
synthetic tripartite networks with several amounts of noises are generated, and
our method is applied to detect communities. Synthetic networks in our experi-
ments have scale free properties just like many real networks.
The way to generate the synthetic networks is as follows. Let M and p be
the number of edges and the fraction of noises. First, in order to put correct
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 
1. Before the move of a vertex v in GAE ,
– Keep Pold, COold, Q
partial
old and Qold for reference during the following
steps.
2. After the move of a vertex v and after applying task 2 (and before task 3),
(a) Find CXmoved, a set of X-part communities whose vertices have moved by
applying task 2, in Pold. Find C
Y
moved, C
Z
moved as well.
(b) Find COchanged, a set of correspondences (l,m, n) such as l ∈ CXmoved or
m ∈ CYmoved or n ∈ CZmoved, in COold.
(c) Find COadded, a set of correspondences (l,m, n) which don’t exist in
COold, in COnew .
3. Apply the following procedures as task 3
(a) For each (l,m, n) ∈ COchanged, get partial modularity Qlmn ∈ Qpartialold ,
and let Q
′
be the sum of all partial modularity Qlmn.
(b) For each (l,m,n) ∈ COchanged, if (l,m, n) ∈ COnew , calculate partial
modularity Qlmn in Pnew , and let Q
′′
be the sum of all partial modularity
Qlmn.
(c) For each (l,m, n) ∈ COadded, calculate partial modularity Qlmn in Pnew ,
and let Q
′′′
be the sum of all partial modularity Qlmn.
(d) Calculate Neubauer’s tripartite modularity Qnew as follows:
Qnew = Qold −Q′ +Q′′ +Q′′′
 
Fig. 6. Speedup of FUE (improvement of step 3(c) in Fig.3)
The state of a network at step 1 in Fig.6.
5
5
5
3
6
3
3
6
3
5
5
5
1
2
3 3
4 5
5
5 5
The network division is Pold. COold is
{(6, 3, 6), (3, 3, 3), (3, 5, 3), (5, 5, 5).
COchanged is {(6, 3, 6), (3, 3, 3), (3, 5, 3)}.
The state of a network at step 2 in Fig.6.
5
5
5
3
3
3
3
3
3
5
5
5
3
2
3 3
4 5
5
5 5
The network division is Pnew.
COnew is {(3, 3, 3), (3, 5, 3), (5, 5, 5)}.
COadded is ∅.
Fig. 7. Examples of the symbols used in Fig.6. In the above ﬁgure, the left side is
the state of a network, at step 1 in Fig.6, where there are ﬁve edge clusters and some
vertex communities, and a bold edge belonging to cluster 1 will move to cluster 3. The
right side is also the state of a network, but at step 2 in Fig.6, where task 2 has already
been applied after the move of the edge cluster 1, and new vertex communities have
been obtained. CXmoved is {6, 3}, CYmoved is ∅ and CZmoved is {6, 3} at step 2(a) in Fig.6.
The other symbols are as described in the above ﬁgure.
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edges, select a community each from X , Y and Z vertex type so that the three
communities have correct relation in the answer community structure. After
that, select a vertex each from the three communities, and put an edge between
these three vertices. Repeat these procedures until the number of correct edges
equals to M(1− p). Note that the selection of the three vertices should be done
to have scale free properties. In the case of noise edges, the three communities
should be selected to be incorrect relation in the answer community structure,
but the way to put edges is the same as the case of the correct edges.
As the baseline method to compare to FUE, naive greedy bottom-up vertex
clustering (Fig.8) are also applied. In order to evaluate the qualities of detected
communities, NMI (normalized mutual information) [14,15] is used. NMI takes
its maximum value 1 when obtained network division is identical to the correct
answer, and takes its minimum value 0 when they are not related at all.
 
1. Initially all vertices are set in diﬀerent communities. Neubauer’s tripart mod-
ularity QNeubauer is computed.
2. For each of X-part, Y -part and Z-part, all possible combinations of commu-
nity pairs are merged and QNeubauer is computed for the new state.
3. Among the step 2, the community pair of the maximum increase of QNeubauer
is selected and the communities are merged.
4. Step 2 and 3 are repeated for each of X-part, Y -part and Z-part until all
communities are merged into one.
5. The state of maximum QNeubauer during the above processes is selected as
the result of community detection.
 
Fig. 8. Naive greedy bottom-up approach (baseline method)
Four types of synthetic tripartite networks are used for our experiments. Fig.9
shows the four types of networks and the performances of FUE (solid line) and
baseline method (dashed line). The x axis represents the fraction of noises in syn-
thetic networks, and the y axis represents NMI. Of course, higher NMI means
better performance. The number of vertices in each community is 10, and the
number of edges that connect corresponding communities is 35 in our experi-
ments. So the numbers of vertices and edges are 60 and 70 (= 35×2) for the cases
of Fig.9(a), and 60 and 105 (= 35× 3) for Fig.9(b), and 90 and 105 (= 35× 3)
for 9(c), and 90 and 175 (= 35× 5) for Fig.9(d).
As shown in Fig.9, FUE performs much better than the baseline method.
As for speed, for example, baseline method takes 31.39 seconds on average for
detecting communities in the case of Fig.9(d), while FUE takes only 2.14 second
on average. These experiments are performed using a PC with Core i7-2600
3.4GHz CPU, 16GB RAM and Python 2.7. These results show the accuracy
and speed of our proposed method. The reasons for the speedup of FUE are
as follows. The ﬁrst reason is the number of possible combinations. Baseline
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method tries all possible combinations of community pairs, while FUE tries
adjacent edge pairs only. In general, the latter case takes much less time than
the former case. The second reason is to avoid redundant computation. FUE
without avoiding redundant computation that we mentioned in Sect.3.2 takes
13.21 seconds on average, while FUE takes only 2.14 seconds on average. This
means that redundant computation is actually avoided and it successfully makes
FUE faster.
N
M
I
NOISE
(a)
N
M
I
NOISE
(b)
N
M
I
NOISE
(c)
N
M
I
NOISE
(d)
Fig. 9. Results on synthetic networks. FUE is the solid line, baseline method is the
dashed line.
5 Experiment on a Real Tripartite Network
In order to show the eﬀectiveness of our method, a real tripartite network from
Delicious (a social bookmarking service) [16] is used for the next experiment. The
dataset from [17] is the record of tags that users put on web pages with time
stamps. We extract the data from January 2010 to February 2010 and generate
a real tripartite network of users, tags and web pages. The numbers of users,
tags and web pages are 455, 5925, and 4204, respectively. The total numbers of
vertices and edges are 10584 and 19194, respectively.
The computational time for community detection from the above network is
about 21 hours, and Neubauer’s tripartite modularity value is 0.54. The statistics
of detected communities are shown in Table 1. The rows represent users, tags
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and web pages, respectively. The columns represent the number of communities,
the average size of communities, and the average numbers of correspondences
per community. The values in the last column are much bigger than 1, which
means that there are many-to-many correspondences among communities, which
cannot be detected if we use projection.
Table 1. Statistics of detected communities
Number of
communities
Average size of
communities
Average number of
correspondences per community
User 274 1.66 6.39
Tag 399 14.85 4.39
Web page 524 8.02 3.34
Table 2 shows some examples of tag communities. The meanings of these com-
munities are rather easy to understand, while there are some other communities
that are diﬃcult to understand. As for web page communities, pages in the same
domains often constitute same web page communities.
Table 2. Some examples of detected tag communities
log, logger, messaging, prompt, shell, socket, stl, vim, . . .
pop, post-punk, punk, rock, song, sweet-punk, . . .
career, hr, recruiter, recruiting, personality test, . . .
baghdad, hands-of-victory, iraq, monument, political, . . .
opinion-mining, sentiment, sentiment-analysis, textmining, . . .
Previous research on community detection from tripartite networks uses very
small networks that are composed of less than 100 vertices. To the best of our
knowledge, this is the ﬁrst attempt for analyzing real tripartite networks com-
posed of tens of thousands of vertices. The above result is the ﬁrst step for more
detailed analysis of real tripartite networks.
6 Conclusions
This paper proposes a new method for detecting communities from tripartite
networks using edge clustering [4] and Blondel’s Fast Unfolding [5]. Experimental
results on synthetic networks show the speed and accuracies of the proposed
method. In addition, the result on a real tripartite network from Delicious [16]
shows that our method is scalable up to networks of ten thousands of vertices
with realistic computational time.
Since our method is not deterministic, detailed analysis of detected commu-
nities, such as comparing them or visualizing them, are left for our future work.
Another way of implementing tasks that we mention in Sect.3 is also impor-
tant for further improvement. Further speedup is needed for much larger scale
tripartite networks.
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Abstract. Human mobility behavior emerging in social events involving huge
masses of individuals bears potential hazards for irrational social densities. We
study the emergence of such phenomena in the context of very large public sports
events, analyzing how individual mobility decision making induces undesirable
mass eﬀects. A time series based approach is followed to predict mobility patterns
in crowds of spectators, and related to the event agenda over the time it evolves.
Evidence is collected from an experiment conducted in one of the biggest inter-
national sports events (the Vienna city marathon with 40.000 actives and around
300.000 spectators). A smartphone app has been developed to voluntarily en-
gage people to provide mobility data (1503 high-quality GPS traces and 1092694
Bluetooth relations have been collected), based on which prediction analysis has
been performed. Using this data as training set, we compare density estimation
approaches and evaluate them based on their forecasting precision. The most
promising approach using Support Vector Regression (SMOreg) achieved predic-
tion accuracies below 2 (root-mean-squared deviation) when compared to actual
evidenced density distributions for a 12 minute forecasting interval.
1 Human Crowd Density and Safety
This year, more than 60 people died during the “New Year’s Eve stampede” in Abidjan
[13]. During the Love Parade on July 24, 2010 in Duisburg, 21 people died and more
than 500 were injured in a crowd disaster [12]. Similarly at Hillsborough stadium on
April 15, 1989, 96 people died and 400 were injured [24]. Many more such sobering
statistics exist, explaining why disciplines such as crowd density estimation and human
movement flow analysis have received much attention over the years. While human
movements generally depend on the environment and the current context – such as the
type of event – it was shown that disasters occurred in many diﬀerent venues at diﬀerent
circumstances and could have been avoided through better management and planning
[8]. In [12] the authors published a time line that shows how even 20 minutes prior to
the disaster police forces had the opportunity to intervene if crowd density forecasts
for that time period had been available. Towards this end, crowd density metrics that
indicate the danger for individuals in a crowd have been established. The (i) density
of people in a defined area, the (ii) flow of persons per meter and the (iii) pressure
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 206–215, 2013.
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exerted on each person have been mentioned [8,12] with safe levels approximated as (i)
2-3 persons per meter and minute, (ii) 82 persons per meter and minute and (iii) 1500
N respectively. Thus measuring crowd densities and predicting their development can
oﬀer valuable information about the current and future overall event safety and help to
avoid catastrophes.
Previous work on this topic has been conducted in the field of pedestrian crowd
dynamics [1, 5, 10] and similarly in the field of evacuation scenarios [11, 16, 31]. The
purpose of many of these works has been to further our understanding of these dan-
gerous phenomena in order to preemptively react to them. Generally the approach of
choice has been to use simulations and draw conclusions from their outcome, whereby
simulations have been based on models of reality that were constructed by abstracting
data from real-world events. Our contribution uses a similar approach, in that we use
time series analysis and other approaches to predict the crowd density at future points
based on observed crowd densities from the past. Our approach is based on a dataset –
comprised of the spatial properties of event spectators – that was created by a collabora-
tive crowd-sourcing/participatory sensing approach using mobile devices of spectators
(similar to e. g., [28]; see [4] for more information on participatory sensing). It has been
argued that a linear correlation between user density – meaning the observed density of
spectator’s mobile devices – and crowd density exists [29]. Due to this linear relation a
prediction of user density can be assumed to be correlated to actual crowd density. Thus
for the purpose of this work we do not distinguish between them. However all presented
results should be viewed in this light. We state our research hypotheses as follows:
Research Hypotheses:
(H1): Crowd-sourced data of spatial properties of individuals can be used to develop
near real-time prediction mechanisms for crowd densities in urban mass events.
(H2): Such prediction mechanisms can forecast the density of crowds far enough into
the future to allow intervention.
Our main contribution is the investigation of these issues, however we further compare
multiple approaches to due so thus giving other researchers a head start for doing sim-
ilar investigations. Previous works to predict crowd density exist, however most use
diﬀerent approaches than the one presented in this paper. [14,18] use light-based/visual
approaches that can only cover areas that were previously equipped with cameras. [22]
uses wireless signal strength indicators (RSSI) to estimate the number of devices in
an area. However the mentioned approach was only validated in a small-scale experi-
ment. Perhaps most similar to our work is the research conducted in e. g., [27, 29]. The
authors also use collaboratively crowd-sourced datasets of users’ spatial properties to
predict crowd densities at a given time and location. Our work deviates in that it uses a
diﬀerent forecasting approach to predict crowd density.
The rest of this paper is structured as follows: In Section 2 we describe our data
collection approach for the mentioned event, the properties of collected data and its
potential use in the area of crowd density estimation. In Section 3 we discuss various
early and more sophisticated approaches to predict the development of the evidenced
crowd densities and compare the results to the actual measured densities. Section 4
discusses future work and finally concludes this paper.
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2 Approximating Human Density - A Data Collection Approach
In order to investigate patterns of crowd movement and resulting crowd densities we
performed a large–scale experiment during an urban sports event in the city of Vienna.
Our goal was to observe and track movements and neighborhoods of spectators in the
event area. We developed an event App for Android and iOS that was active on the
event day and sent spatial data of willing users to a database. The App was active only
on the event day between 7 o’clock and 18 o’clock and was used by 6698 people (an-
droid: 5192, iOS: 1506) of which roughly 5230 agreed to participate in our study. We
decided to employ GPS sensors for location tracking which are widely distributed in
mobile platforms and can be easily used to log the position of devices with fair accu-
racy. We further enriched the collected traces using proximity-based sensor technolo-
gies to capture the user’s neighborhoods. Since we did not actually transmit information
but simply performed presence detection we decided on using Bluetooth which is very
widely distributed. Other technologies have been used – see for example [20] – but
all technologies suﬀer from various drawbacks such as short interaction range, limited
availability or sparse scan points. We collected GPS locations in an interval of 1 minute
and scanned for Bluetooth devices in an interval of 2 minutes. We filtered the collected
dataset until 1503 long, high-quality user traces remained. On average, each trace con-
tains 128 samples with a duration of 265 minutes whereby the median of the interval
between samples is 1 minute. The Bluetooth data was collected by 3352 active users
that detected 38816 unique ids and generated 1092694 proximity relations overall. We
combined the Bluetooth and GPS information using the knowledge that every time a
device detected a Bluetooth neighborhood, the detected device was physically close –
which we defined as within a circular area of 30 meters based on standard Bluetooth
radio transmission ranges – to the source device. We further segmented the event area
into squares of 100x100 meters and computed the user densities for all of these seg-
ments – i. e., counted the number of data points in each segment. The imprecision that
was introduced by the approximation of the devices’ locations (about 30m) is somewhat
mitigated by the comparably coarser segmentation of the city (100m). Figure 1 visual-
izes the described segmentation and computed densities for three time intervals in the
morning, midday and evening of the event day. In the most crowded area of the event
– the city center – we measured peak densities of 397 persons per segment (i. e., 10000
square meters). Based on the number of unique devices (∼38000) and actual spectators
(∼300000) we project roughly 0.31 persons per square meter in the city center during
the time intervals in which most of these people were located in the same area.
Many similar datasets for spatial data have been collected in previous works. In
respect to GPS-based dataset we acknowledge [15], [17], and [30]. Similarly for
Bluetooth-based datasets we acknowledge the work presented in [7], [26], [25] and [23].
For our purposes, the dataset collected during the mentioned urban sports event is more
relevant due to the very large number of users that move with common purpose in the
same environment at the same time.
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(a) (b) (c)
Fig. 1. Segmentation and crowd densities for (a) the morning, (b) midday and (c) the evening
of the event day. In this visualization segment densities above 150 spectators per segment were
clipped to 150. All values were subsequently divided by 150 and mapped to gray scale.
3 Towards the Prediction of Crowd Densities
3.1 A Human Crowd Density Flow Network
We build the graph of the city by interpreting segments as vertices and connecting
them with two unidirectional edges between neighboring segments thus creating a
checkboard-like network structure. We abstract the movements of people in such a way
that they can only travel along the created edges. In order to determine the flow of peo-
ple between segments during the event, we computed the diﬀerence of the segments’
densities between consecutive time steps and used the resulting “δ-densities” as start-
ing values for the traditional minimum-cost flow/transportation problem [21]. Segments
with positive δ-densities were hereby treated as flow sources, those with 0 δ-density as
transport nodes and segments with negative δ-densities as sinks. All edges between ver-
tices had unlimited capacity and cost 1 associated with them. However due to the nature
of the data used to generate this flow network (mobile devices that were turned on or oﬀ
at random), the resulting flow network cannot be guaranteed to be balanced. As such we
created a dummy node that provided/consumed the diﬀerence in source/sink flow. The
dummy node was connected via network edges to all segments, however to not corrupt
the results, all flows over these edges were associated with a cost of 100000 (i. e., so
high that such flows are only computed once all normal sources/sinks have been satis-
fied). We computed these flows using an established algorithm – described in [2] – to
solve linear programming challenges such as the minimum-cost flow problem.
As such we created a time series of segment density distributions in 2 minute time
intervals – from here on referenced as d0,2, d2,4, ... – and a sequence of flow networks
that model how these distributions convey into one another – referenced as f0,2, f2,4, ...
–, whereby f0,2 describes the flow that runs between d0,2 and d2,4.
3.2 Prediction Approaches
In order to forecast the development of human densities in the entire tessellated event
area we attempted to predict both (i) the flow of humans between individual segments
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based on their δ-densities as well as (ii) the segment densities directly. To this end
we conducted experiments using various classification methods. Our attempts use the
collected and previously presented dataset for training. The created models were used
to predict densities for various time intervals. Performance evaluation is performed in
relation to the other approaches as well as in relation to the actual measured densities
during the event day.
A First Exploratory Approach: To create a baseline comparison using a simple pre-
diction method and in order to investigate the forecasting possibilities using the given
dataset, we first conducted experiments using an exploratory forecasting approach. For
this purpose we assume that flows between segments are only influenced by the densi-
ties of the source and destination segment. Our goal is to compute a prediction function
that takes these two densities as input and returns the most likely flow between these
segments. To this end we parse the computed values of all arcs of all the generated flow
networks and combine them with the associated densities of the source and destination
segments for each arc. More precisely, each density pair (dsource, ddestination) taken from
dx,x+2 is mapped to the respective flow taken from fx,x+2. If such a mapping already ex-
ists, we add the new reading to the list of previously observed flow values. Further we
compute the mean over the entire list of flow values and use it as the predicted flow for
the respective density pair in the future. Subsequently we cluster the generated function
in order to generate mappings for values that were not part of the training data. We do
so by computing the nearest density pair for which we have observed a flow value –
using the root mean squared distance metric – and attributing the observed flow to the
new density pair. We can subsequently use this static function to forecast the develop-
ment of an arbitrary density distribution over multiple time steps. The results of such
an analysis are given in Section 3.3.
Time Series Forecasting: A deeper analysis on the dataset has been performed by
means of time series forecasting. We divided our dataset in multiple smaller datasets,
each one considering the data of a single segment and its context. For each single seg-
ment, in fact, we can include diﬀerent contents: its density, the densities of the surround-
ing segments, the estimated flows as computed in Section 3.1. Moreover, the density of
the segments can be measured in two diﬀerent ways: using the actual absolute density
value or using the δ-density value as described in Section 3.1; Consequently, we ob-
tained six diﬀerent data sets. If we use actual density we have SA: single segment; NA:
segment and surroundings; FA segment, surroundings and flows. With δ-density, we
similarly have SD, ND and FD.
This data partitioning is meant to answer the following questions: (i) can a fore-
caster built upon the information of a single segment provide reliable forecasts, or is
the information about its surroundings necessary? (ii) How useful is the flow estima-
tion performed in Section 3.1? Can it really help in building eﬃcient forecasters? (iii)
Which measure is better to use when training a forecaster, the actual density value or
the δ-density?
In order to perform time series forecasting, we relied on the tools provided by the
well-known WEKA software [9]. We performed an evaluation of the forecasters using
the training data, namely, once the forecaster has been trained, it is then applied to make
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a forecast at each point in time by stepping through the data. These predictions are
collected by the evaluator provided by WEKA, and are compared to the actual data in
order to estimate the error that would have been obtained if such a forecaster had been
used. We identified three diﬀerent learning algorithms suitable for our purpose and
already available in the tool: Linear regression, Gaussian processes [19] and Support
Vector Machines [6].
Considering the datasets introduced above, we obtain 18 combinations of algorithms
and data sets. We will use a single letter to identify the algorithm in such combinations:
-l for linear regression, -g for Gaussian processes and -s for support vector machines
(e.g. SA-s will be the analysis conducted on the single node, with absolute density,
using support vector machines).
3.3 Results
In order to investigate the precision and usefulness of the approaches described in Sec-
tion 3.2 we computed and evaluated their respective prediction errors. For the purpose
of this contribution, in which we compare the predictive capabilities of multiple ap-
proaches using only a single time series, we use the RMSD (root-mean-squared devia-
tion) metric for comparisons. This gives the inherent benefit that the results are on the
same scale as the original time series.
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Fig. 2. Performance of the three algorithms with all the available datasets
Initially, we compared all the time series forecasting algorithms. Figure 2 provides
a good insight, by showing in six separated charts the error produced by all the eigh-
teen combinations.It is immediately clear that the support vector machines is the most
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promising approach. In fact, it obtains the best results with all the datasets, except with
SD and FD, where the Gaussian processes algorithm performs better. The last interest-
ing fact is that all those algorithms tend to perform acceptably well for a few time steps,
then their performance suddenly diverges making them completely unreliable.
The information about the segment itself is not descriptive enough, and when used
alone to train the forecaster the predictions are significant only for the immediate future.
The accuracy improves consistently when the the values of the neighborhood are also
considered in the prediction. Adding the information about the flows, instead, produced
some unexpected results: it does not improve the behavior in case of analysis using
the absolute density, while it worsens the forecaster performance when the δ-density
is used. This suggests that estimating the people flow by means of solving a minimum
cost flow problem could be an oversimplification, and together with the fact that such
data increases the number of inputs for the regression function, may lead to errors.
The comparison between absolute density and δ-density shows diﬀerent behavior
depending on the data set: with the single node, the forecaster trained with the abso-
lute values seems to perform slightly worse, but this measure is more stable when the
forecast window is wider; with information about estimated flows and neighborhood,
the result is curiously exactly the opposite. Without the flow information, the δ-density
performs better. Our hypothesis is that δ-density implicitly carries information about
the flows when neighboring nodes are considered, and consequently it does not benefit
from the additional information carried by the our flow estimates.
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Fig. 3. Accuracy of various approaches for a forecasting depth of a single step
Figure 3 compares the prediction accuracy for a forecasting depth of a single step.
The analysis was performed for the entire collected time series, forecasting the next
distribution (i. e., the crowd density in 2 minutes) and comparing the result to the actual
crowd density at that time. The figure compares our approaches to a simple baseline al-
gorithm that always predicts the previous density distribution and to the performance of
Brown’s simple exponential smoothing algorithm [3]. Flow prediction function (FPF),
exponential smoothing and baseline perform very similarly, while the ND-s forecaster
is able to obtain better results, in particular at midday when the people movement is
more intense.
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Fig. 4. Comparison of flow prediction function and support vector machines forecaster for various
forecast lengths at diﬀerent time of the day
We run the flow prediction function and the forecaster based on support vector ma-
chines at the three diﬀerent times of the day presented in Figure 1. We chose to predict
up to twenty time steps, and results in Figure 4 make clear that the support vector ma-
chines algorithm works better for predictions in a short time window, then it completely
diverges. On the other hand, the flow prediction function is very stable, but is aﬀected
by a bigger error when performing short-term forecast.
Due to the fact that the approaches described in Section 3.2 were trained and eval-
uated on the same dataset, their results are likely aﬀected by training bias. This is a
double edged sword: on the one hand these approaches provides good results for future
instances of the given urban sports event and similar occurrences, on the other hand if
applied to significantly diﬀerent case studies they may produce less reliable results.
Algorithms Performance: on our test bed1 the training time for the ND-s was of about
two minutes and thirty seconds, thus allowing for a near real time usage. The training
phase for datasets in which the flow information was considered was much longer. The
flow prediction function is faster and perfectly suitable for real time prediction: the
training phase only takes around ten seconds.
4 Future Work and Conclusion
In this paper we have presented data-based approaches to predict crowd-densities of
humans during a large-scale urban event. Our results indicate that sophisticated ap-
proaches – which were trained specifically for the given event data – are able to predict
crowd densities for at least 12 minutes with an overall RMSD smaller than 2 (whereby
peak densities for single segments were measured at 397 devices). However, depending
on the initial forecasting time, spans of 24 minutes were predicted with similar preci-
sion. This gives organizers of the given urban sports event a considerable advantage
and reaction time to counter mass disasters in future years. A static flow function-based
1 Intel Core i7 2670QM @ 2.2GHz, 8GB RAM, Sabayon Linux 13.04, Oracle JDK 7u25.
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approach predicts crowd densities for up to 20 minutes with an RMSD lower than 7.8
when compared to evidenced densities for the given event. Due to the very general na-
ture of this approach, we expect it to perform comparably for unrelated mass events in
diﬀerent environments. Both approaches are suﬃciently performant to be used with live
data and deliver results in near real-time. Based on these results we believe that both
hypotheses formulated in Section 1 have been satisfied. We plan to further improve the
precision of our approaches in future work and to enhance the applicability of the de-
scribed methods to the prediction of crowd-densities in arbitrary contexts by included
data from other real-world mass events.
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Abstract. We report research results in applying social network analysis to 
develop a data-driven computational approach for social scientists to perform 
investigative exploration on analyzing bureaucratic promotion. We consider  
social capital as primary determinants of promotion decisions in bureaucratic 
hierarchy and propose a hybrid multiplex social network model for representing 
relational and structural information among entities. The approach develops 
quantified assessment of social capital and provides objective evaluation of 
promotion decisions in anterior prediction. Experimental results with actual 
government officials’ career data provide evidence to the effectiveness and the 
utility of social capital evaluation for bureaucratic promotion decisions.  
Keywords: social network analysis, social capital assessment, bureaucratic 
promotion decision. 
1 Introduction 
Social informatics is an umbrella term that spans disciplines and research domains 
sharing common interest in the effects of using information and communication tech-
nologies in any sort of social settings. One of the primary themes of social informatics 
is the design, analyze, and develop information technologies for social applications. 
Another prominent issue concerns the intriguing phenomena that emerge from the 
extensive use of information and communication technologies in social behaviors. 
Common traits of social informatics research include problem-oriented nature, empir-
ical and social theory-based focus, a means of inter-disciplinary linking, and ties to 
informatics [1].  
Among many research topics in social informatics, social network analysis attracts 
researchers from both disciplines of social science and computer science. With its 
central focus on modeling relations among entities and investigating component 
interactions in a broad sense of social contexts, social network analysis provides a 
middle ground for embedding empirical pheomena with computational perspectives. 
The interplay between both disciplines stimulates innovative research angles and 
creates interesting research issues in both modeling and methodology. This has led to 
a wide range of promising inter-disciplinary research results that are potentially 
applicable and influential in real-world contexts [2]. 
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Over the years, social network analysis has made great stride in discovering ob-
scure entity relations and understanding complex entity interactions in the context of 
homogeneous networks. Recent research interest, however, has gradually moved to-
ward modeling and analyzing heterogeneous networks that are closer to real-world 
settings. Instead of composing of one class of nodes and one type of relations, many 
real-world problems are more faithfully modeled with multiple classes of nodes with 
multiple types of relations among nodes. The increased complexity of network model-
ing and analysis poses considerable challenges but has also seen fruitful research 
efforts. One type of complex heterogeneous networks involves multiple classes of 
nodes. As a representative heterogeneous network model, a bipartite network consists 
of two classes of nodes and relations between nodes of each class [3]. Another type of 
complexity is derived from the exploration of multiple types of relations between any 
pair of nodes in one class. Research advances in such heterogeneous networks include 
modeling and analytic techniques in multi-dimensional networks [4-5], multi-
relational networks [6], multi-layered networks [7]. 
Among the many topics in social science, we are particularly interested in the study 
of political executives based on cross-disciplinary investigative curiosity and poten-
tially innovative research impact. Past studies of political executives mostly followed 
social science research methods with hypothesized theories, field survey, investigative 
sample data, statistical analysis, and qualitative interpretation [8]. For example, a 
number of empirical studies of political leaders around the world and through time 
have been conducted by social scientists [9-10]. This form of research methodology 
mostly stems from constrained access to and limited availability of problem domain 
data. Recently, some social scientists have reflected on the limitations of traditional 
methodological repertoires [11].  
In this paper, we report research results in applying social network analysis to de-
velop a data-driven computational approach for social scientists to perform investiga-
tive exploration on analyzing bureaucratic promotion. In our problem domain, social 
network analysis provides a flexible analytical platform to organize large quantity of 
fragmented data such that relations among entities can be processed and exploited. In 
an attempt to capture the primary determinants in bureaucratic promotion, we consid-
er three aspects of social capital in bureaucratic hierarchy and propose a hybrid mul-
tiplex social network model for representing relational and structural information 
among entities. The approach develops quantified assessment of social capital and 
provides objective evaluation of promotion decisions in anterior prediction. Experi-
mental results with actual government officials’ career data provide evidence to the 
effectiveness of social capital evaluation for bureaucratic promotion decisions. 
2 A Hybrid Mutliplex Network Model of Social Capital in 
Bureaucratic Career System 
Many contemporary goverments in the world are typically characterized with a 
bureaucratic hierarchy. Government officials are mostly professional bureaucrats with 
stable and long career in various government branches. The organizational structure 
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of governments supports a hierarchy based career system, where bureaucrats compete 
for limited promotional opportunities, and climbing up the ladder of a clear and linear 
career structure [12]. In human resource management, determinants of career success 
have been linked to social capital, particularly at upper level executive positions [13]. 
The notion of social capital is concisely explained as the resource available to actors 
as a function of their location in the structure of their social relations [14]. An actor’s 
position and connections in a social network structure provide access to resources 
which benefit career success. In other words, individuals with more social capital may 
receive more favorable considerations when superiors are making promotion 
decisions for filling vacant post.  
Our research interest is focused on incorporating computational approaches to 
facilitate the analytic process of examining the relations between social capital and 
career success, especially in the more rigid career systems of government bureaucratic 
hierarchy. We propose a hybrid multiplex network model to capture social capital of 
professional bureaucrats in government bureaucratic career systems. In other words, 
the abstract notion of social capital is approximated and materialized in multiple 
networks, each representing an aspect of social structures in government bureaucratic 
hierarchy. The hybrid multiplex network model of social capital in government 
bureaucratic career systems provides a common reference framework for assessing 
relative advantages of professional bureaucrats in receiving favorable promotion 
decisions. Using actual government bureaucratic career data, this bureaucratic social 
capital reference framework further allows the examination of social capital effects on 
government executive promotion practices. 
As an inital attempt, we approximate bureaucratic social capital with three types of 
social structures in the government bureaucratic career systems. The first social 
structure contains the superior-subordinate relationship. Direct work relations tend to 
accumulate trust, reciprocity, information, and cooperation, which may contribute to 
career sponsorship. The second social structure concerns with bureaucratic seniority 
moving up the hierarchy ladder. Senior officials who are closer to the vacant post in 
the succession ladder may present stronger qualification. The third social structure 
relates officials to their career paths in the bureaucratic hierarchy. Similarity of career 
paths to successsful predecessors of the vacant post may indicate greater professional 
merit. Each social structure is represented in a different social network model and the 
bureaucratic social capital is derived by a hybrid integration of the three network 
models.  
2.1 A Network Model of Superior-Subordinate Relationship 
Direct work relations between superiors and subordinates are modeled in a one-mode 
network where each node is an official and each directed edge is a command chain 
from a superior to a subordinate. The directed edges are also weighted for the time 
length of the work relations. For simplicity, the number of days of a direct command 
relation is used as edge weight. An official is linked to another official based on both 
past and current superior-subordinate relations. As a result, entity nodes are linked 
with multiple paths. A simplified superior-subordinate network that exemplifies the 
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collected social structure of superior-subordinate relationship is shown in Fig. 1. A is 
the superior of B with a work relation of 200 days. B, in turn, is the superior of C with 
a work relation of 100 days, of D with a work relation of 500 days, and of E with a 
work relation of 300 days. A also had past supurior-subordinate work relations with C 
of 500 days and with J of 400 days. Being a subordinate of D with 600-day work 
relation, G was also a direct subordinate of B for 200 days in the past. Similarly, J is 
an ongoing subordinate of E and was also a subordinate of A in the past. The current 
superior of H is D, while the past superior was E.  
 
 
Fig. 1. A simplified superior-subordinate network 
The superior-subordinate network provides a social structure to assess career 
sponsorship based on strength of work relations and relative positions in the 
bureaucratic hierarchy. Suppose D is leaving his/her post and a total of five officials, 
including F, G, H, I, and J, are potential candidates for the vacant post. In most cases, 
promotion decisions are made by the immediate superior of the vacant post, e.g., B. 
We estimate career sponsorship from a superior to a candidate by accumulating all 
path weight between them. In case of multiple paths, the weight on a shorter path is 
further multipled by the path length of the longest path between the two nodes. The 
rational is to account for the advantageous recognition from the work relation with a 
higher superior, who may exercise his/her strong influence in making promotion 
decision. Career sponsorship, CSij, from a superior, si, to a candidate, cj, is given in 
equation (1), where p is the set of paths between si and cj, pk is a path in p, we is the 
weight of an edge, e, in  pk, and lp is the length of the longest path in p. 
CSij (si, cj) = ΣpΣpk we × lp                        (1) 
2.2 A Network Model of Bureaucratic Seniority 
Bureaucratic seniority in the hierarchy ladder is modeled in a two-mode network with 
two sets of actors of different types, officials and bureaucratic posts. The set of 
officials includes candidates eligible for filling the vacant post. The set of 
bureaucratic posts includes the vacant post and other posts that have been held by the 
candidates. Relations are defined between officials and bureaucratic posts and within 
the set of bureaucratic posts. Note that this network modeling is characterized as a 
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more extensive two-mode network, but not a bipartite network [15]. Relations within 
the set of bureaucratic posts is defined by the bureaucratic hierarchy of government 
offices and follow a tree-like structure. In essence, each bureaucratic post is in a linear 
command chain. While a senior post may command several junior posts, each junior 
post reports to only one senior post immediately above. Fig. 2 shows an exemplar 
bureaucratic seniority network that includes a set of officials and a set of bureaucratic 
posts in a partial bureaucratic hierarchy with four seniority levels. Nodes on each 
level are given a hierarchy weight, more weight for higher levels.  
The bureaucratic career of an official is encoded by multiple relations between the 
official and a number of bureaucratic posts he/she has been appointed to. Each edge 
across the two sets of actors connects an official to one of the bureaucratic posts 
he/she has held. The tenure of appointment is assigned as edge weight in number of 
days. Exemplar bureaucratic careers are shown in Fig. 2, where an official is linked to 
multiple bureaucratic posts. A bureaucratic post is also linked by multiple officials 
who represent a succession of appointees. Sequential information in both bureaucratic 
career and succession of post appointees is not encoded and is not used for our 
research purpose. 
 
 
Fig. 2. An exemplar bureaucratic seniority network 
A bureaucratic career is usually composed of lateral and upwardmovement in 
government hierarchy. Bureaucratic promotion mostly follows rigid rank 
advancement system where current positions and length of services are important 
determinants. Therefore, we consider bureaucratic seniority as the second aspect of 
social capital in bureaucratic career systems. Each term of service at an appointed 
post earns a seniority credit, which is estimated as the multiplication of the length of 
service and the hierarchy weight of the appointed post. Bureaucratic seniority, BSi, of 
an official, oi, is simply assessed by accumulating all seniority credits in his/her 
bureaucratic career, and is given in equation (2), where c is the set of appointed posts, 
tie is length of service of oi at an appointed post e, wh is the weight of an appointed 
post in the hierarchy. 
BSi = Σc tie × wh                                 (2) 
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2.3 A Network Model of Career Distinction 
As in many organizations, bureaucratic posts in governments are typically structured 
as a pyramid hierarchy. The number of higher level posts are proportionally less than 
that of lower level posts. Each vacant post at a higher level is highly sought after as a 
significant step in moving up the hierarchy ladder. While the vertial position of a 
bureaucratic post in the hierarchy defines its authority level, horizontally equivalent 
posts do not necessarily carry the same weight in responsibility, mandate, and 
recognition. In other words, some of the bureaucratic posts are more prestigious than 
others at the same hierarchy level. Successful tenures at these prestigious posts are 
expected to receive more favorable consideration for promotion to a higher level 
vacant post.  
We conisder career distinction as the third aspect of social capital in bureaucratic 
career systems. For a high level post, career paths of a list of preceding holders offer a 
good reference for distinguishing career quality among potential candidates at lower 
level posts. We design a two-mode network to model the notion of career distinction 
with two sets of actors of different types, officials and bureaucratic posts. The set of 
officials includes a subset of eligible candidates and a subset of preceding holders of 
the vacant post. The set of bureaucratic posts include those that are in the career paths 
of the set of officials. Relations are defined between the two sets for occurrences of 
services, e.g., who held which post. Relations are also defined within the set of 
bureaucratic posts for their positions in the hierarchy. Fig. 3 shows an exemplar career 
distinction network, where O is the vacant post with three preceding holders 
(predecessors), A, B, and C. Eligible candidates include D, E, and F, whose current 
posts are Q, P, and R, respectively. 
 
 
Fig. 3. An exemplar career distinction network 
The career distinction of a candidate is estimated by the weighted number of nodes 
that are common between the career paths of the candidate and the set of 
predecessors. Each common node is weighted by its hierarchy level, with higher level 
nodes receiving more weight. Denote the career distinction of a candidate, ci, by CDi, 
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the set of nodes in the career path of ci by cpi, the set of nodes in the career paths of 
the set of predecessors by cpp, and the hierarchy weight of each level by wj. Career 
distinction is calculated by Equation (3), where | (cpi∩cpp) × wj | is the weighted 
cardinality of the intersection at hierarchy level j.  
CDi = Σj | (cpi∩cpp) × wj |                          (3) 
2.4 Social Capital Evaluation for Bureaucratic Promotion Decisions 
We integrate the career sponsorship network, the bureaucratic seniority network, and 
the career distinction network into a hybrid mutliplex network for social capital 
assessment in promotion decisions. An initial approach is a simple weighted 
accumulation of the three components. A weight is given to a component that 
represents its relative value in contributing to the social capital for receiving favorable 
promotion decisions. Equation (4) gives the social capital value, SCi, of an official, oi, 
which is the weighted sum of the normalized values of his/her career sponsorship, 
CSi, bureaucratic seniority, BSi, and career distinction, CDi.  
SCi = wcs × normalized (CSi) + wbs × normalized (BSi) + wcd × normalized (CDi)   (4) 
The quantified assessment of individual social capital in the bureaucratic systems 
provides an objective evaluation of promotion decision for a vacant post. A list of 
potential candidates can be ranked by social capital values or one of the three 
components. This candidate ranking can be used both in anterior prediction and 
posterior analysis. Anterior prediction provides leading condidates on expected post 
vacancy for outside observation. Posterior analysis reveals the significant factors of 
successful appointee’s social capital or a lack of thereof.  
Table 1. Assessment of social capital in promotion decision 
Candidate Career Sponsorship 
Bureaucratic 
Seniority 
Career 
Distinction 
Social 
Capital Rank 
A 1.0 1.0 0.89 2.89 1 
B 0.94 0.92 0.82 2.68 2 
C 0.83 0.81 1.0 2.64 3 
D 0.91 0.31 0.94 2.16 4 
E 0.78 0.63 0.56 1.97 5 
~ ~ ~ ~ ~ ~ 
X 0.12 0.17 0.23 0.52 24 
Y 0.17 0.15 0.16 0.48 25 
 
Table 1 shows an example of posterior analysis on social capital assessment  
for a execuitve post at the Ministry of Economic Affairs from actual bureacratic 
career data of Taiwan government officials. A list of 25 potential candidates were 
selected for social capital assessment based on a loose eligibility criterion. The 
official who was promoted to the vacant exective post was C. The posterior analysis 
indicates that C’s successful promotion may be attributed to his/her outstanding career 
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distinction. On the other hand, suppose X was the actual appointee. The unexpected 
appointment would be noted and characterized by factors other than the appointee’s 
bureaucratic social capital. This illustrates the utility of social capital network 
modeling and analysis for interdisciplinary practical applications. 
3 Experimental Evaluation 
Social capital mostly affects high-level executive promotion. Our research proposes a 
hyrbid multplex network modeling on social capital for bureaucratic executive 
promotion. In order to evaluate and verify the approach, we perform experiments on 
social captial effects in promotion decsions for executive posts in government 
agencies. With access to the actual Taiwanese government post database [16], we 
extract a set of bureaucratic career data that cover 1,226 officials of 338 government 
executive posts in a time span from 1988 to 2011. The three government agencies are 
Ministry of Economic Affairs, Ministry of Finance, and Council of Atomic Energy. 
Each executive post succession and each bureaucratic career are manually inspected 
and verified for accuracy and completeness. The experimental data are prepared in 
sufficient scale for covering representativeness and variability of actual promotion 
decisions.  
The network modeling and analysis of social capital of a group of eligible officials 
for an event of vacant post result in a ranked list of candidates ordered by social 
capital values. This result is evaluated by comparing the ranked list of candidates with 
the actual appointee for the vacant post. The higher order of the actual appointee in 
the ranked list of candidates the better the result. This indicates that our approach of 
modeling and analyzing of bureaucratic social capital is feasible and potentially useful 
for predicting and dissecting actual promotion decisions. To quantify the evaluation 
results, we define a measure of predictability as a performance index. Given a ranked 
candidate list, Cij, for a vacant post i at a promotion event j, and the order of the actual 
appointee in the ranked list, oij, the predictability of the ranked list, pij, is calculated by 
equation (5), where | Cij | is the cardinality of Cij.  
݌݆݅ ൌ
ห ܥ݆݅ ห ൅ 1െ ݋݆݅
ห ܥ݆݅ ห                                  (5) 
The predictability of the ranked candidate lists reflects how much actuall 
promotion decisions are determined by our modeling of candidates‘ bureaucratic 
social capital. In an ideal situation, a ranked list would include the actual appointee as 
first in the order and receive a predictability of 1.0. On the other hand, if the actual 
appointee is ranked last in the list of, say, 20 candidates, the predictability would 
become 0.05. Assuming bureaucratic social capital is the norm of promotion 
determinants in bureaucratic career systems, this evaluation also provides a measure 
of how much an actual appointment adhered to the norm of bureaucratic promotion or 
how much it was out-of-the-box. Thus, our approach also facilitates posterior analysis 
on bureaucratic appointment for political observation.  
The experiments are designed to evaluate the overall performance of bureaucratic 
social capital modeling in terms of predictability to actual promotion results; and to 
determine the effects of component weights in social capital integration. In our model 
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of assessing a candidate‘s social capital as in equation (4), component weights, e.g., 
wcs, wbs, wcd, can be adjusted to represent the relative importance of each aspect of 
social capital. A straightforword approach is to set equal weight to the three 
components, e.g., wcs = wbs = wcd = 1. Another experimental approach is to set one of 
the components with a weight of one, while the other two receive zero weight, so as 
to isolate the predictability performance of an individual component of social capital. 
We can also vary the ratio of component weights to examine the effects of individual 
social capital component in bureaucratic appointment predictability.  
Table 2. Appointment predictability by components of social capital 
Component Contribution to Social Capital Atomic Energy Finance Economic Affairs 
All equal weights (wcs = wbs = wcd = 1) 0.71 0.74 0.78 
Only Superior Sponsorship (wcs = 1, wbs = wcd = 0) 0.69 0.71 0.75 
Only Bureaucratic Seniority(wbs = 1, wcs = wcd = 0) 0.58 0.69 0.74 
Only Career Distinction (wcd = 1, wcs = wbs = 0) 0.77 0.79 0.81 
 
Table 2 summarizes the overall performance of appointment predictability based 
on inclusive or exclusive component contribution to social capital for post vacancy 
categorized in government agency. The reported predictability values are averaged 
over 118, 242, and 188 times of apointments in Ministries of Atomic Energy, Finance, 
and Economic Affairs, respectively. The preliminary results suggest that career dis-
tinction, with the best performance in all four combinations of component 
contribution, is the most dominant determinant of bureaucratic promotion in all three 
ministries. The least dependable factor is bureaucratic seniority, which leads to the 
lowest average predictability in each ministry. Overall, the results show that 
bureaucratic social capital modeling provides a respectable predictability for actual 
promotion decisions.  
Table 3. Appointment predictability by ingredient strength of social capital 
Ingredient Strength of Social Capital Atomic Energy Finance 
Economic 
Affairs 
All equal weights (wcs = wbs = wcd = 1) 0.71 0.74 0.78 
MoreCareer Sponsorship I (wcs = 2, wbs = wcd = 1) 0.69 0.73 0.77 
More CareerSponsorship II (wcs = 3, wbs = wcd = 1) 0.67 0.72 0.76 
More CareerSponsorship III (wcs = 4, wbs = wcd = 1) 0.66 0.71 0.74 
More CareerSponsorship IV (wcs = 5, wbs = wcd = 1) 0.65 0.70 0.73 
More Bureaucratic Seniority I (wbs = 2, wcs = wcd = 1) 0.70 0.73 0.77 
More Bureaucratic Seniority II (wbs = 3, wcs = wcd = 1) 0.68 0.72 0.76 
More Bureaucratic Seniority III (wbs = 4, wcs = wcd = 1) 0.63 0.70 0.75 
More Bureaucratic Seniority IV (wbs = 5, wcs = wcd = 1) 0.62 0.69 0.74 
More Career Distinction I (wcd = 2, wcs = wbs = 1) 0.73 0.75 0.79 
More Career Distinction II (wcd = 3, wcs = wbs = 1) 0.74 0.76 0.80 
More Career Distinction III (wcd = 4, wcs = wbs = 1) 0.75 0.77 0.80 
More Career Distinction IV (wcd = 5, wcs = wbs = 1) 0.76 0.77 0.81 
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Table 3 reports the results of appoinment predictability with various ingredient 
strength of social capital. For the components of superior sponsorship and 
bureaucratic seniority, increased strength suffers performance degradation. On the 
other hand, increased strength of career distinction leads to performance 
improvement, albeit in small proportion. This results seem to be consistent with the 
observation in Table 2 that career distinction is the most dependable social capital for 
receiving favorable promotion considerations.  
4 Conclusions  
Social informatics research is closely grounded in real-world social contexts and has 
gained valuable knowledge in the transformation and creation of new social systems. 
As researchers in the discipline of computer science, one of our primary research 
goals has been to apply the computational techniques of social network analysis to 
address research issues in social science and to work toward interdisciplinary innova-
tions. In this paper, we propose to integrate social network analysis paradigm with the 
notion of social capital in the study of bureaucratic promotion. Initial experimental 
evaluation supports the effectiveness of our hybrid multiplex network modeling ap-
proach.  Our research also extends the applications of social network analysis for 
evidence-based investigative utility in political problem domain. As a complementary 
approach to most research that emphasize the design of new algorithmic methods for 
automatic discovery, our work aims at developing  an exploratory tool that integrates 
problem domain data with social network analytic functions. Such an exploratory tool 
provides users, e.g., political researchers or observers, with flexible evidence-based 
analysis and empirical observation by applying domain knowledge for parameter 
setting and result interpretation. Therefore, this work also has the practical value of 
providing objective scrutiny on political power transition for the benefit of public 
interest.  
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Abstract. The recent years have seen an unprecedented boom of social
network services, such as Twitter, which boasts over 200 million users.
In such big social platforms, the inﬂuential users are ideal targets for
viral marketing to potentially reach an audience of maximal size. Most
proposed algorithms use the linkage structure of the underlying network
to measure the information ﬂow and hence evaluate a users inﬂuence. Yet
that is not the full story for social networks. In this paper, we propose to
examine users’ inﬂuence from a social interaction perspective. We built
a ranking model based on the dynamic user interactions taking place on
top of these underlying linkage structures. In particular, in the Twitter
setting we supposed a principle of balanced retweet reciprocity, and then
formulated it to re-evaluate the value of Twitter users. Our experiments
on real Twitter data demonstrated that our proposed model presents
diﬀerent yet equally insightful user ranking results.
Keywords: Twitter, user ranking, retweet behaviour.
1 Introduction
The sheer number of indexed webpages online, which is estimated at 3.97 billion1,
has made ranking algorithms indispensable for virtually any practical applica-
tions to access individual webpages. Algorithms such as PageRank [11] and HITS
[3] have achieved huge success in ﬁnding top-ranked authoritative webpages by
analyzing the URL linkage structure. Similarly, the recent boom of social net-
work services has posted a need as strong for good algorithms to rank their users
for a variety of applications. For example, top-ranked users by social inﬂuence
are ideal targets for viral marketing to potentially reach an audience of maxi-
mal size. Among the social network services, micro-blogging services like Twitter
have been the most favorable in terms of marketing due to the fact that infor-
mation, in the form of tweets, could spread the fastest through the follow links.
A number of algorithms have therefore been proposed for the particular setting
of Twitter among which TwitterRank [15] has been one of the most noticeable.
What TwitterRank and PageRank, including those similar ones they each rep-
resent, shared in common is that they both rely on the linkage structure of the
1 http://www.worldwidewebsize.com/
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 227–240, 2013.
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respective underlying network, i.e., the URL linkage network for PageRank and
the follow link network for TwitterRank.
A closer examination of these linkage structures shows that they represent
primarily how information would ﬂow and tend to be relatively static. For ex-
ample, the Twitter follow network gives the diﬀusion of tweets and is relatively
static compared to the other user actions such as tweet and retweet. What they
fail to capture is the dynamic user interactions constantly taking place on top
of these linkage structures, e.g., how users retweet and reply one another. Yet,
it is our belief that the dynamic user interactions are also an important part
essential to a social network because they reveal more insights into users’ social
relationships than the underlying linkage structure. For example, it is common
that users only interact with a small number of other users with retweet and
reply out of the many who follow them and whom they follow, or both. Even
among those they indeed interact with, they interact diﬀerently, e.g., retweeting
with diﬀerent frequency. Clearly, these user interactions, which are also much
more dynamic, shed more interesting insights into their social relationships, e.g.,
relationship strength, relative social status, etc..
In this paper, we propose an alternative user ranking model based on a user
interaction perspective, which could give rather diﬀerent ranking results com-
pared with the traditional ones based on an information ﬂow perspective. Let’s
look at a simple illustrative example. In Figure 1, nodes represent Twitter users,
directed edges in (a) denote follow links and the weighted directed edges in (b)
denote the number of times a user has retweeted the other one. For example,
it can be told from the ﬁgure that Dave has retweeted Alice three times while
Alice has only retweeted Dave once. Now if we run PageRank algorithm on the
underlying follow network, the node of Dave would rank the highest as it is the
network hub of the information ﬂow. While this makes perfect sense from the
information ﬂow perspective, we argue that, if we examine instead how users
interact with one another, we could have a diﬀerent ranking of the nodes. For
example, suppose we assume the ratio between the number of retweets between
two users corresponds to their relative social relation status in the sense that a
user with relatively higher status would be retweeted more times than the other
party of relatively lower status. Given this assumption, the node of Alice could
now be the highest ranked one from the user interaction perspective since Alice
appears superior to Dave. This example illustrates the diﬀerence between the
rankings from two diﬀerent perspectives, namely, the information ﬂow one and
the user interaction one.
The main contribution of this paper is to re-examine the value of users in
social network from the social interaction perspective. In particular, we consider
the social interaction in the notion of reciprocity based on the retweet interaction
between Twitter users. Reciprocity is a well-established concept in both social
science [4] and economics [13]. In our particular Twitter setting, it refers to the
mutual adoption of each other’s tweets between two users in the form of retweet,
the result of which is a boost to both parties’ social impact. We formulated the
retweet reciprocity, proposed an alternative user ranking model based on retweet
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Fig. 1. (a) Twitter follow network. (b) Twitter reciprocal retweet network.
reciprocity and developed an eﬃcient inference solution. Our experiments on
real Twitter data demonstrated that our proposed model presents diﬀerent yet
equally insightful user ranking results.
2 Proposed Solution
2.1 Preliminaries
We consider a set of users U = {ui}ni=1, where n is the size of U , from which we
want to ﬁnd inﬂuential users. Denote R as all the retweeting behavior performed
by U . Here we only consider the number of retweets without considering their
content. In other words, R is represented as a set of ordered pairs {(ui, uj)},
where a pair (ui, uj) means user ui retweets a tweet from user uj. Based on R, we
construct a retweet network, which is a weighted directed graph G = (U,E,W ),
such that the set of users U is the set of vertices of graph G, E = {(ui, uj)} ∈
U × U is the set of retweet behaviour among them, and W = {wi,j} where wi,j
indicates the number of times ui retweets uj . After getting the retweet network,
we construct the reciprocal retweet network by simply removing all the one-way
edges, as illustrated in Figure 1 (b). At last, denote V = {vi}ni=1 as the values
of users. In this paper, we propose to measure such a set of values of V from the
retweet interactions among users of U .
2.2 Model
Principle of Balanced Reciprocity
We consider the social interaction in the notion of reciprocity based on the
retweet interaction between Twitter users. Particularly, here it refers to the
mutual adoption of each other’s tweets between two users in the form of retweet.
However, we can observe inequality of such retweet reciprocity. For example,
as shown in Figure 1, Alice and Dave have retweeted each other. But it is in
an unequal way – Dave has retweeted Alice three times while Alice has only
retweeted Dave once. We suppose such inequality reﬂects the inequality of the
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users’ social status. For example, Alice may be the superior of Dave in their
oﬄine real-world workplace, so it is understandable that Dave retweeted Alice’s
tweets more than Alice retweeted Dave’s. The Principle of Balanced Reciprocity,
in this setting of retweet, is to state that the relative ratio between the numbers of
times two users retweet each other is proportional to the relative ratio between
their values as reﬂected in their social relationship. Accordingly, we measure
users’ social status as their values of V and we therefore have the Equation 1 as
follows.
wi,j
wj,i
=
vj
vi
(1)
We suppose Equation 1 is reﬂected by the continuous interaction among Twitter
users.
Minimizing Error
For the observed data, we expect that the error of Equation 1 should be as small
as possible for all pairs of users. For easy optimization, we transform Equation
1 into an equivalent linear formulation as shown in Equation 2 below.
wi,j · vi = wj,i · vj (2)
So Equation 3 below which is the sum of all the square error of all pairs of users
should be minimized.
e(V ) =
n∑
i=1
n∑
j=1
(wi,j · vi − wj,i · vj)2 (3)
So we can infer the values of users V by minimizing the error function e(V ).
2.3 Inference
In this section, we discuss how to infer the value of each user by minimizing the
error function e(V ). First, it is quite obvious that e(V ) = 0, if we set all vi = 0,
which makes no sense. So here we introduce a penalty function p(v), and append
penalty terms at the end of e(V ) as Equation 4 below. So we minimize e∗(V )
instead of e(V ). Here the penalty function p(v) should have such properties:
(I) p(v) is very large at v = 0, so that vi is far from 0 by minimizing e
∗(V );
(II) p(v) > 0 and lim
v→+∞ = 0, so that there is no penalty when vi is far from
0; and (III) p(v) is a monotonically decreasing function. In this paper, we set
p(v) = M · e−kv, (where M and k are positive values), but it is not the only
formulation for the penalty function p(v).
e∗(V ) =
n∑
i=1
n∑
j=1
(wi,j · vi − wj,i · vj)2 +
n∑
i=1
p(vi) (4)
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Denote the derivative of p(v) as p′(v). We can get the derivatives of e∗(V ) as
Equation 5 below.
∂e∗
∂vi
= 2
n∑
j=1
wi,j(wi,j · vi − wj,i · vj) +
n∑
i=1
p′(vi) (5)
Based on the the derivatives of e∗(V ), the gradient descent method is used to
get the optimal value of V .
3 Empirical Evaluation
3.1 Data Set
We use a Twitter data set which contains 3,165,479 users. These users are ob-
tained by a snowball-style crawling starting from a seed set of Singapore local
celebrities and active users and tracing their follower/followee links up to two
hops. We use the subset of tweets between October 1, 2011 and December 31,
2011, which contains 50,918,021 tweets and 90,205 distinct users and 6,943,189
retweets. Among these 90,205 users, 44,152 users retweet at least one tweet or be
retweeted at least once in our data set. We also get the follow links between these
44,152 users, including 653,619 links in total. Using these users and retweets, we
constructed the retweet graph described in Section 2.1. The follow graph is also
constructed based on the follow links among these users.
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Fig. 2. Power-law phenomenon in the retweet network
First we consider Twitter users’ popularity in terms of the number of users
by whom they were retweeted, and the number of times they were retweeted. In
Figure 2(a), we show the distribution of the number of users by whom Twitter
users were retweeted. In Figure 2(b), we show the distribution of the number of
times Twitter users were retweeted. As illustrated in [10], the power-law phe-
nomenon was found in the Twitter follow network, similarly, in our data set,
from Figure 2(a)(b) we also found that the power-law phenomenon exists in the
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Fig. 3. Power law phenomenon exists in the reciprocal retweet network
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Fig. 4. Retweet ratio
Twitter retweet network. Intuitively, the value of the Twitter users can be mea-
sured by their popularity in both terms above. In Section 3.2 we compared our
solution with this intuition.
As we try to evaluate the users’ values from their reciprocal retweet behaviour,
we constructed the retweet reciprocal network based on the retweet network, by
simply removing all the one-way edges in retweet network. As shown in Figure
3, the power-law phenomenon also exists in this reciprocal retweet network. For
each pair of users who retweeted each other, we studied the ratio of the numbers
of tweets retweeted by them (the smaller one divided by the larger one). Figure
4 showed the distribution of these retweet ratios. From Figure 4, we can see that
the bars at regions 0.9-1.0 and 0.4-0.5 are higher than others, because a lot of
users only retweet others one or two times, which leads to the popularity of “1:1”
and “1:2”. However, in general, the retweet ratios vary from 0.0 to 1.0, which
implies the diﬀerence of inherent values of diﬀerent users.
As the scale is too large to get the optimal values for all the users in our
dataset in practical time, here we considered a sub reciprocal retweet network of
top 3,000 users who have most numbers of users by whom they were retweeted.
Based on this sub network, we calculated the values for all these 3,000 users.
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3.2 Comparison with Related Algorithms
In this section, we conducted the comparisons against related algorithms. All
the algorithms studied include:
1. Proposed Method. Based on the reciprocal retweet network, we calculate
the score for each user using our proposed method. In the experiment, the
parameters of the penalty function M = 1e6, k = 15, and the number of
iterations is 1000.
2. PageRank. Based on the weighted retweet network, (A retweets B means
a pointer from A to B), we calculate the PageRank score for each user. In
the experiment, the residual probability is set to 0.85, and the epsilon is set
to 1e-9.
3. HITS. Based on the unweighted retweet network, (A retweets B means a
pointer from A to B), we calculate the authority score for each user using
HITS algorithm. In the experiment, the epsilon is set to 1e-9.
4. Users-based. In this method, we rank the users based on the number of
users by whom they were retweeted.
5. Retweets-based. In this method, we rank the users based on the number
of times they are retweeted by others.
6. PageRank based on follow network. In this method, we construct the
follow link network for the users. The PaeRank score is calculated based on
this graph. In the experiment, the residual probability is set to 0.85, and the
epsilon is set to 1e-9.
7. HITS based on follow network. In this method, we construct the follow
link network for the users. The authority score of HITS is calculated based
on this graph. In the experiment, the epsilon is set to 1e-9.
8. TwitterRank. In this method, we construct the follow link network for the
users, and use LDA [2] to learn topics from all the tweets of these users.
Then set the weight of links as mentioned in TwitterRank, which is based
on users’s topic proﬁle. Combining the ranking lists in diﬀerent topics, an
aggregation of TwitterRank is calculated. The number of topics T = 50,
Dirichlet hyper-parameters α = 50/T , β = 0.1, and the residual probability
is set to 0.85.
For ease of presentation, our proposed method is denoted as Ours, and the
related algorithms are abbreviated to PR,HS,UB, RU, FN-PR, FN-HS and
Table 1. The top 6 users ranked by diﬀerent methods
1 2 3 4 5 6
Ours SoSingaporean NaomiNeo imwhywhy speishi heedyjoee ShilinKEY
PR Cursedwithsex mrbrown stcom NaomiNeo TommyWee xavlur
HS SoSingaporean fakeMOE NaomiNeo xavlur stcom Cursedwithsex
UB SoSingaporean stcom mrbrown fakeMOE xavlur NaomiNeo
RB SoSingaporean stcom mrbrown NaomiNeo Cursedwithsex BvsSG
FN-PR SoSingaporean Xiaxue mrbrown stcom fakeMOE JoannePeh
FN-HS SoSingaporean Xiaxue mrbrown fakeMOE stcom BvsSG
TR stcom mrbrown Cursedwithsex Xiaxue bongqiuqiu humsyourlife
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TR respectively. Table 1 lists the top users ranked by all the methods above.
Due to the limitation of the space, only top 6 users are listed.
Case Studies. We ﬁrst evaluate the top “valuable” users in our solution (the
row starts with “Ours”). The top one is “SoSingaporean”, who has more than
121,000 followers, and actively shares everything funny, unique and localised in
Singapore. “SoSingaporean” is so popular that 7,476 users out of 44,152 users in
our dataset retweeted him, however, he only retweeted 36 users back. The second
one is “NaomiNeo ”, who is very active online celebrity and tweeted over 34,000
tweets. She also has a lot of followers (more than 64,000) and was retweeted by
3,545 users in our dataset. It is reasonable that such kinds of users are at the
top positions in our results.
Then we compare the results of diﬀerent methods. Although these 8 methods
make use of diﬀerent information (Ours based on the reciprocal retweet network
of 3,000 users, PR andHS based on the retweet network of 3,000 users,UB and
RU based on the whole retweet network, FN-PR and FN-HS based on the
whole follow network, TR based on the whole follow network, as well as all the
tweets), except PR and TR, all the methods rank “SoSingaporean” as the top
one, which shows the inherent value of “SoSingaporean”. Besides, “NaomiNeo ”
and “stcom” are ranked in the top 6 users by most of the methods.
The other case in our experiment is “fakeMOE”, which is ranked low in our
result, but is ranked top by other methods such as PageRank (top 7 in PageR-
ank, not shown in Table 1). “fakeMOE” spoofs the oﬃcial Twitter account of
Ministry of Education (MOE). Being followed by more than 22,000 Twitter users
and retweeted by 4,671 users in our dataset, “fakeMOE” is deﬁnitely a hub user,
so that it succeed to disguise itself as inﬂuential user in the eyes of PageRank and
other methods. However, it is actually just a ﬂuﬃng account, and few real inﬂu-
ential Twitter users retweet this account. By examining the retweet interactions
between “fakeMOE” and other users, our method rank it low.
The other case is one local inﬂuential news media “stcom” (The Straits
Times), which has more than 233,000 followers, and is retweeted by 6,455 users
in our dataset, doesn’t appear in the top 20 list, and actually it is ranked as the
59th one by our method. By exploring the reciprocal retweet network, we found
that “SoSingaporean” and “NaomiNeo ” behave like a hub in the network, i.e.
they interact with some “agents” and these “agents” interact with others. Figure
5 presents the 2-layer eco-network of “SoSingaporean”, from which we can see
the reciprocal retweet network is much sparser than the follow network. How-
ever, contrary to “SoSingaporean” and “NaomiNeo ”, “stcom” only connected
with two nodes (one is an art journalist who and the other is a geek). We can
only infer the “value” of “stcom” from these two nodes, so that we can not infer
the accurate “value” of “stcom”. The reason maybe the serious news media such
as “stcom” retweet others very carefully and very rarely, because of the consid-
eration of public inﬂuence. For these kind of users, the lack of such interaction
behaviour makes us hard to infer the accurate “values” of them.
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Fig. 5. The eco-network of “SoSingaporean”
Correlation. To further study the relationship between these methods, we
study the correlation between the rank lists generated by them. The correlation
is measured by the Kendall rank correlation coeﬃcient [9], which takes value in
the range of [−1, 1]. If the two rank lists are exactly the same, the correlation
coeﬃcient is 1; if the two rank lists are independent, the correlation coeﬃcient
is 0; and it is -1 if two rank lists are opposite to each other. The larger the
correlation coeﬃcient is, the stronger the similarity of the two rank lists are.
Table 2 lists the Kendall correlation coeﬃcients between all the rank lists
generated by all the methods studied. It is observed that the rank lists generated
by PR, HS, UB and RU, which all are based on the retweet network, are
similar; and that the rank lists generated by FN-PR, FN-HS and TR, which
are based on the follow network, are similar. As expected, the rank list generated
by our solution does not overlap with results of all other methods, because
our model aims to capture totally diﬀerent values of the users in the network.
However, compared with PR, HS, UB, RU and TR, our result is more similar
to FN-PR and FN-HS. The diﬀerences between the networks these method
based on and the diﬀerences between the modes these methods used lead to the
diﬀerences between the results of them. And they represent the values of Twitter
users in diﬀerent dimensions.
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Table 2. Kendall rank correlation of results between rank lists by diﬀerent methods
Correlation Ours PR HS UB RB FN-PR FN-HS TR
Ours 1.00000 0.02944 -0.05467 0.03128 -0.03412 0.10967 0.11280 -0.06659
PR 0.02944 1.00000 0.52186 0.46060 0.36742 0.24603 0.23552 0.26955
HS -0.05467 0.52186 1.00000 0.65668 0.50010 0.18476 0.19378 0.34078
UB 0.03128 0.46060 0.65668 1.00000 0.57979 0.25932 0.27937 0.31034
RB -0.03412 0.36742 0.50010 0.57979 1.00000 0.15418 0.17571 0.29854
FN-PR 0.10967 0.24603 0.18476 0.25932 0.15418 1.00000 0.84048 0.49512
FN-HS 0.11280 0.23552 0.19378 0.27937 0.17571 0.84048 1.00000 0.47802
TR -0.06659 0.26955 0.34078 0.31034 0.29854 0.49512 0.47802 1.00000
3.3 Retweet Behaviour Prediction
To verify the eﬀectiveness of our model, in the section we conduct a user retweet
behaviour prediction test. In this test, an assumption is made that for a pair of
Twitter users A and B who retweet each other, if A’s value is larger than B’s
value, then B will retweet A more than A retweet B. Based on this assumption,
according to the values of Twitter users, we can predict their retweet behaviour,
i.e. predict whether A retweet B more than B retweet A.
First, for all the pairs of Twitter users who retweet each other, we randomly
choose 1% pairs. For each pair in them, if for both two Twitter users in this pair,
their degrees in the reciprocal retweet network are no less than 3, then we remove
all the retweets between them. We do this so that even all retweets between them
are removed, they also have at least 2 neighbours in the rest network, which
can help us to infer their values. Then based on this new network, the values of
Twitter users are recalculated for our method and all other methods, except FN-
PR , FN-HS and TR, which are based on the follow network rather than the
retweet network. At last, for each pair of users between whom all the retweets are
removed, according to the values provided by each method, prediction is made.
(We ignore the cases that two users retweet each other equally.) Based on the
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Fig. 6. Prediction error of diﬀerent methods
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ground truth (the retweets between the Twitter users in each removed pair), we
verify the prediction of each method in the term of prediction error rate.
Figure 6 shows the prediction error rates of diﬀerent methods. We can observe
three points as below. 1) Our method outperforms other methods to a large
extent, which shows that our model has better understanding of the Twitter
users’ retweet behaviours. 2) Though slightly worse than our method, FN-PR
and FN-HS outperform all other ﬁve methods. This result is consistent with the
correlation coeﬃcients between diﬀerent methods shown in Section 3.2, recalling
that the rank lists generated by FN-PR and FN-HS are more similar to our
method’s. It also implies the inherent relationship between users’ state in follow
graph and their retweet behaviours. 3) The error rates of all methods presented
are less than 50%, which is the expectation of randomly guessing. Under this
consideration, our assumption makes sense, that in general higher-value Twitter
users retweet lower-value Twitter users less.
4 Related Work
Online social networks such as Facebook and Twitter has been growing rapidly
these years. There are several pieces of works to study the inﬂuential or valuable
users in the online social network for purposes including maximizing the spread
of inﬂuence [8] and viral marketing [14]. PageRank [11] and HITS [3], which are
originally used to rank the web pages in the network which is made up of web
pages, are naturally used in this new scenario to rank the users in the network
which is made up of users. TwitterRank [15] extends PageRank by introducing
a new dimension of the topics of tweets. However, both PageRank and HITS
are derived based on their own assumptions. PageRank assumes there is a surfer
randomly visiting the web pages. HITS considers a academic scenario in which
there are two roles: authority and hub. Due to the limitations of the assump-
tions, PageRank and HITS don’t take into account the interactions of users in
social network, which may be the key point to disclose the values of users in
social network. Under this consideration, we proposed a quite diﬀerent model,
in which Twitter users’ behaviours are treated as reciprocal social behaviours.
In this scenario, the inherent values of users are determined by the continuous
interaction between them. Especially, we focused on the retweet behaviours of
Twitter users, which also attracted the attention of several works such as [17]
and [16]. Using factor graph mode, [17] studied the retweet behaviour for each in-
dividual user and message. To do the same job, [16] leveraged four diﬀerent types
of features, including social-based, content-based, tweet-based and author-based
features. Diﬀerent from these works, our work treated the retweet behaviours
as interactions between pairs of Twitter users, with totally diﬀerent purpose of
ranking Twitter users.
Besides, other works which consider the social features includes [12] and [7].
[12] is an application of HITS in the Twitter setting. It identiﬁes inﬂuential
users who are able to diﬀuse information quickly and inﬂuent others eﬀectively.
It introduces the “passive users” who are reluctant to be inﬂuenced. In this
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model, higher value in the ranking implies that that particular user cans even
inﬂuent most passive users. [7] models vitality and susceptibility in Twitter.
In this model viral information diﬀusion is due to viral users, viral items and
susceptible users. These models provide the other directions to measure the users
in the social network.
5 Discussion
In this section, we try to explain the model built in Section 2.2 from an economic
perspective. In particular, we try to measure the economic value of the retweet,
which leverages the power of word of mouth to help information dramatically
spread over the whole Twitter network, and makes some tweets to reach a large
number of audiences and to gain huge inﬂuential impacts.
In fact, each tweet has its own inﬂuential economic value. For example, when a
satisﬁed iPhone user posted a positive tweet about iPhone; that tweet potentially
reaches a large number of followers, triggering viral marketing eﬀect for Apple.
Eventually, this can help increasing the sales of Apple. In this case, the resulting
diﬀerence in Apple’s sales reﬂects the economic value of that tweet. Not just only
the tweet, retweet also plays an important role in this picture as the power of
original tweet is strengthened exponentially by the number of retweets. In term
of economic value, it is fair to expect that retweet even has higher value than the
tweet itself. The original tweet, most of the time, only expresses anticipatory or
evaluative opinion of individual [6]. On the other hand, if someone retweets that
original tweet, that action implies that the original opinion is veriﬁed, adopted
and forwarded to other users.
Now that retweet has big economic value, and there is no such thing as a free
lunch, we suggested that there would be an underlying “virtual retweet market”,
on which Twitter users’s retweeting behaviours are based. In this virtual market,
for common beneﬁts, Twitter users “trade” with each other by exchanging their
retweeting behaviours, i.e. retweeting each other. For example, A retweeted B 3
times, and in reciprocation, B retweeted A 2 times. In this case, A makes a deal
with B using its 3 retweets for B’s 2 retweets. After conducting such kind of trade,
their inﬂuence is extended by increasing the numbers of their audiences from the
followers of others. We further assume that this virtual market is a free price
system without external eﬀects [5], in which the prices of good and services are
eventually determined by the exchanging behaviour of users [1]. In this system,
the interchange of retweeting behaviours determines the prices, which reﬂect
the economic “values” of Twitter users. We can mathematically formalise the
“trade” behaviours between Twitter users as Equation 2 in Section 2.2. It means
that each pair of Twitter users make a fair “trade” according to their economic
“values”.
As electronic commerce develops quickly, it is very possible that this virtual
retweet market comes true as a real market in the future. In this scenario, our
model can be the basis of this market by calculating the prices of Twitter users’
retweeting behaviours.
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6 Conclusions and Future Work
Finding the valuable users in social network is a quite motivated problem due to
the potential commercial interest. Rather than from a perspective of information
ﬂow, this paper re-examine the value of users in social network from the social
interaction perspective. In particular, we consider the social interaction in the
notion of reciprocity based on the retweet interaction between Twitter users. We
formulated the retweet reciprocity, proposed an alternative user ranking model
based on retweet reciprocity and developed eﬃcient inference solution. Our ex-
periments on real Twitter data demonstrated that our proposed model presents
diﬀerent yet equally insightful ranking results. The conducted prediction test
also showed the correctness of our model. Besides, we also discuss the meaning
of our proposed model from an economic perspective, and explain Twitter users’
retweeting behaviour as economic behaviour.
Our paper is a preliminary study with much room for extension. First, as
the experimental results show, there are still some real inﬂuential users such
as “stcom” are not ranked top in our ranking list, which is due to the lack of
enough interactions of these users. We plan to incorporate the diﬀerent kinds
of interactions in a social platform, and ﬁnd inﬂuential users by combining all
such kinds of interactions. Second, we use gradient descent method to infer the
values of users, which is not eﬃcient enough to handle large scale social data.
We also plan to improve this by developing approximate eﬃcient algorithms.
Third, in near future, social networks will evolve dramatically. Future work of
this research will consider the interaction of users in community as well as focus
on the interaction between communities. At last, one feasible direction is to add
the topic dimension as in TwitterRank [15], and study the interactions between
users in diﬀerent topics.
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Abstract. These days, there are more than a million recipes on the
Web. When you search for a recipe with one query such as “nikujaga,”
the name of a typical Japanese food, you can ﬁnd thousands of “nikujaga”
recipes as the result. Even if you focus on only the top ten results, it is
still diﬃcult to ﬁnd out the characteristic feature of each recipe because
a cooking is a work-ﬂow including parallel procedures. According to our
survey, people place the most importance on the diﬀerences of cooking
procedures when they compare the recipes. However, such diﬀerences are
diﬃcult to be extracted just by comparing the recipe texts as existing
methods. Therefore, our system extracts (i) a general way to cook as
a summary of cooking procedures and (ii) the characteristic features
of each recipe by analyzing the work-ﬂows of the top ten results. In
the experiments, our method succeeded in extracting 54% of manually
extracted features while the previous research addressed 37% of them.
1 Introduction
Cooking is one of the most fundamental activities of human social life. It is not
only connected with the joy of eating but also deeply aﬀects various aspects of
human life such as health, dietary, culinary art, entertainment, human commu-
nication, and so on. Hene, the number of recipes on the Web has been increasing
rapidly in recent years. In Japan, COOKPAD, the biggest recipe portal site,
has more than 1.5 million recipes and 12 million users [14]. Rakuten-Recipe
has more than 620,000 recipes. In the United States, Food.com has more than
475,000 recipes, while Allrecipe.com and FoodNetWork.com have more than ten
million users. Google also oﬀers a service for recipe search.
However, more is not always better. Even if you submit just one query, such as
“nikujaga,” to COOKPAD, you can ﬁnd more than 5,600 “nikujaga” recipes. Of
course, all of the recipes explain how to cook “nikujaga,” but they are somewhat
diﬀerent. Some recipes fry meat in advance while others fry meat after an onion.
Some recipes add a soy-source during frying while others mix it during stewing.
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The title is not useful because it was given by the recipe authors freely and it
reﬂects only his/her subjective evaluation. You try to ﬁnd your favorite recipe
by reading the text parts of several recipes. However, it is very hard because a
cooking is a work-ﬂow with parallel procedures and it requires much eﬀort to
understand, memorize, and compare these cooking procedures.
Because all of the recipes are obtained using the same query “nikujaga,” the
ways of cooking described by these recipes must be similar. Therefore, we propose
a method for ﬁnding their general way to cook as the summary by extracting
the common structure of the cooking ﬂow-graphs from the top ten search re-
sults. Moreover, the system obtains the characteristic features of each recipe by
comparing it with the generated general recipe.
As it is introduced in Section 3.1, we are researching a method that converts a
recipe text to a ﬂow-graph of cooking procedures. Therefore, we assume that all
recipes had been converted to such ﬂow-graphs using this method. Additionally
in this paper, a recipe ﬂow graph is assumed to be a tree structure because
the most of the recipes’ ﬂow-graphs can be represented as tree-type graphs.
Hereafter, we refer to it as a “recipe tree.” The system conducts node-to-node
mapping of all pairs of recipe trees and integrates the most similar pair of recipes.
The system repeats this integration and ﬁnally obtains one general recipe. The
characteristic features of each recipe can be extracted by mapping the recipe
tree and the obtained general recipe tree and ﬁnding the diﬀerences.
2 Feature Types and Their Importances of Recipe
In this section, we analyses which type of feature should be extracted from a
recipe in the purpose.
To analyze recipe feature types and their importances, we conducted a sur-
vey. We searched on the recipe portal site COOKPAD [14] with the four queries
“nikujaga,” “carbonara,” “beef stew,” and “nigauri (a name of an ingredient),”
and collected top 10 recipes for each query. Therefore, these four recipe sets of 10
recipes respectively, 40 recipes in total, were obtained as a test data. We asked
two annotators, who were undergraduate students, to extract characteristic fea-
tures of each recipe comparing with the other nine recipes in each set manually.
We also asked them to assign a rank to each feature according its importance
when they found more than two features for one recipe. Consequently, 197 fea-
tures with 29 duplication and 168 unique features were obtained from 40 recipes
in total. We classiﬁed obtained 168 features into seven types as follows.
– Additional ingredient: when a recipe has an uncommon ingredient.
– Reduced ingredient: when a recipe does not have a common ingredient.
– Ingredient quantity: when a quantity of an ingredient is signiﬁcantly diﬀer
from the others.
– Uncommon action: when a recipe has an uncommon action.
ex.) The potato is immersed in water after cutting.
– Action order: when an order of actions diﬀers from the other recipes.
ex.) Soy source is mixed when it fries ingredients in a recipe while soy
source is mixed after adding water to the ingredients in other recipes.
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– Tool: when an uncommon tool is used.
– Writing type: when it is diﬀerent writing type from the others.
The number and the proportions of each type in the manually extracted fea-
tures are shown in Table 1. As you see in the table, the most common feature
is additional ingredient. Though the proposed method is able to extract this
feature, even a simple method that compares the member of the ingredient list
of the recipe with the others can also extract such as [10]. Reduced ingredient
and quantity of ingredient are also able to be extracted in the same way. Mean-
while, the annotators considered the action order is the most important features
even though the proportion of it was not very high. Uncommon action is also
considered more important than additional ingredient. Since these two features
cannot be extracted just by comparing the words of the instructions, it is said
that sophisticated analysis is required to ﬁnd important recipe features.
Table 1. Manually extracted features for each categories
Type Ave. rank Nikujaga Carbonara Nigauri Beef stew Total
Action order 1.8 5 (8%) 1 (2%) 1 (2%) 5 (11%) 12 (7%)
Quantity of ingredient 2.1 6 (9%) 0 (0%) 0 (0%) 1 (2%) 7 (4%)
Reduced ingredient 2.2 6 (9%) 1 (2%) 0 (0%) 1 (2%) 8 (5%)
Uncommon action 2.4 11 (17%) 2 (5%) 4 (9%) 7 (16%) 24 (14%)
Additional ingredient 2.5 28 (44%) 39 (89%) 3 (7%) 34 (77%) 104 (62%)
Writing style 3.7 1 (2%) 0 (0%) 0 (0%) 2 (5%) 3 (2%)
Cooking tool 3.9 7 (11%) 1 (2%) 0 (0%) 2 (5%) 10 (6%)
Total 64 44 8 52 168
3 Pre-processing for Recipes
3.1 Recipe Tree: The Work-Flow Format of a Recipe
We ﬁrst convert recipe procedures written in a natural language into a tree-type
work-ﬂow graph. Fig. 1 shows an example of a recipe tree. In the recipe tree,
each leaf node corresponds to an ingredient of the recipe such as “a potato,”
“meat,” and “sugar.” Each intermediate node corresponds to a cooking action
of eleven categories, “Mix,” “Cut,” “Fry,” “Roast,” “Boil,” “Cook in boiling
water,” “Deep frying,” “Heat by instrument,” “Steam,” “Stop ongoing action”
and“Others”. The root node corresponds to the completed dish which is ready
to serve. The label of each node is a pair of a type, ingredient or cooking action,
and a word sequence corresponding to the name. The root node is the only
exception and has the dish name. For instance, a sentence “A potato is cut to
larger bite-sized pieces, and is immersed in water” corresponds to the sub-tree
in the dotted circled in Fig. 1.
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meat
cut
cut
onion
potato
oil
fry
add
add
fry
pour
add
add
mix
immerse
stew
add
soak
cut
HARUSAME
Water cover
fry DASHI
stew
NIKUJAGA
Sugar
SAKE
MIRIN
Soy source
Fig. 1. A recipe tree of one “nikujaga”
Table 2. Named entity tags
NE Tag Meaning NE Tag Meaning
F Food Ac Action by the chef
T Tool Af Action by foods
D Duration S State of foods
Q Quantity
Such a recipe tree can be automatically converted from a recipe text using
natural language processing (NLP) [3–5]. NLP for recipe texts proposed in [5]
consists of two important parts based on machine learning methods. The ﬁrst one
is named entity (NE) recognition after word identiﬁcation which extracts impor-
tant word sequences shown in Table 2 appearing in the recipe text. The second
one is predicate-argument structure (PAS) analysis after syntactic analysis which
determine the subject, the direct object, and the indirect object (arguments) for
a verb (predicate). In this paper we adopt the same named entity deﬁnition but
only use F (Food) for ingredient nodes and Ac (Action by the chef) for cooking
action nodes. We use PAS of the verbs marked as Ac which corresponds to the
arcs in recipe trees.
It is reported that the NE recognition accuracy went up from 53.4% to 67.0%
by only 5 hour annotation [5]. The NE recognition accuracy for the general tag
set (person name, organization name, place, etc.) is around 80% ∼ 90% when
enough large training data are available [7]. In addition, there are less variations
for food names and cooking action names than for the general tag set. Therefore
we can say that it is possible to achieve about 90% accuracy just by preparing
practically large training data. Currently the accuracy of PAS analysis is less
than NE recognition. In the recipe domain, however, the vocabulary is much
more limited than in general domains of NLP such as newspaper articles. Thus
a domain adaptation technique for PAS analysis [12] allows us to achieve an
enough high accuracy with a practical size of the training data.
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As we described above, the NLP community is working on recipe texts, as well
as patent disclosures etc., as a domain adaptation example of NE recognition or
PAS analysis. Since currently the accuracies are, however, not suﬃciently high
for the application we propose in this paper, in the experiments we use recipe
trees manually converted from recipe texts.
3.2 Tree Mapping Algorithms
Tree is one of the most common and well-studied combinatorial structures in
computer science. Comparison of two (or more) trees is a fundamental task in
many applications such as computational biology, structured text databases and
image analysis. Various measures have been proposed and studied for comparison
of two trees. Among such measures, tree edit distance is the most common
and well studied. For two labeled trees T and T ′, the edit distance from T
to T ′ is measured by the minimum cost sequence of edit operations needed to
transform T into T ′. The edit operations are deletion, insertion, and substitution.
For ordered labeled trees, eﬃcient algorithms for computing the edit distance
have been proposed in the literature. Tai [9] developed the ﬁrst polynomial time
algorithm for the problem, several improvements followed, and Demaine et al. [1]
proposed an optimal algorithm that runs in O(n3) time for n-node trees.
For unordered labeled trees, including recipe trees, the problem of computing
the edit distance between two trees is diﬃcult (more precisely, the problem is
known to be NP-hard [13]). Therefore, it is reasonable to try to develop heuristic
algorithms for this case. Shasha et al. [8] proposed a simple heuristic algorithm by
sorting and iterative improvement algorithms based on metaheuristics. However,
they focused on only the number of child for ordering while label matching is
required for our purpose. Do and Rahm [2] proposed a system called COMA,
which provides an extensible library of simple and hybrid match algorithms, but
the editing costs cannot be adjusted ﬂexibly.
For a given set of trees, computing one tree that is similar to all the other
trees is a challenging task and has been studied in the literature. Phillips and
Warnow [6] showed the hardness of this problem and proposed a heuristic method
for computing a tree called the asymmetric median tree. Their method works
well for evolutionary trees (in which species label the leaves). However, it is
hard to apply this method to our application and diﬀerent heuristic methods
are necessary to compute a general recipe tree.
4 Generation of General Recipe Tree
4.1 Framework
The procedures of the system are as follows:
[Step 1] Ten recipes are given as a search result. In advance, every recipe
has been converted to a recipe tree, in the form of a rooted, labeled, and
unordered tree. Set the weight w of a tree T to one for each recipe tree.
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[Step 2] The system calculates an approximate edit distance d(T, T ′) between
every pair of trees (T, T ′). For each calculation, two unordered trees are
transformed into ordered trees so that the distance of them becomes closer.
[Step 3] The trees of the closest pair T and T ′ are integrated to one tree. Let
T and T ′ be the two trees to be integrated, and w and w′ their weights.
The system generates a new tree with the properties that (i) the distance
from T is around d(T, T ′)w′/(w + w′), (ii) the distance from T ′ is around
d(T, T ′)w/(w + w′), and (iii) the weight is w + w′. After adding the new
tree to the current set of trees and removing two trees T and T ′ from it,
our algorithm returns to Step 2, if two or more trees are remaining. Go to
Step 4 when the number of trees becomes one. The ﬁnal integrated tree, the
general tree Tgen, is the output of our system.
[Step 4] Extract the characteristic features of each recipe tree by mapping the
recipe tree with the general tree Tgen and ﬁnding the diﬀerences.
4.2 Transformation to Ordered Tree
As stated in Section 3.2, it is diﬃcult to compute the accurate edit distance
between unordered labeled trees. Therefore, the system converts each unordered
tree into an ordered tree so that an approximate edit distance between them
becomes small.
In our heuristic method, the system decides the order of children for each node
from the root node to leaf nodes. At the beginning, the system ﬁnds the node
that is closest to the root node and that has more than two or more children for
each tree. Let u and v be the found nodes of two trees, and u1, u2, . . . , up and
v1, v2, . . . , vq be the child nodes of u and v. To decide the orders of these child
nodes, the system solves the following problem.
Maximize
∑
i,j
c(i, j)x(i, j)
Subject to y(i) =
∑
j
x(i, j) ≥ 0 (i = 1, 2, . . . , p)
z(j) =
∑
i
x(i, j) ≥ 0 (j = 1, 2, . . . , q)
x(i, j)(y(i)− 1)(z(j)− 1) = 0 (i = 1, . . . , p, j = 1, . . . , q)
x(i, j) ∈ {0, 1},
where x(i, j) is the decision variable whose value is one if and only if node ui
is mapped to node vj , and c(i, j) denotes the number of common ingredients
which appear in both sub-trees whose root nodes are ui and vj . Note that the
system does not deﬁne node-to-node mapping at this point. One reason is that
the number of children p and q may be diﬀerent, and another reason is that a
one-to-many mapping can be suitable for some cases (see Fig. 2 as an example).
After one-to-one or one-to-many mappings are obtained by solving this problem
at nodes u and v, the procedure goes to their descendants (i.e., solving similar
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u
1u 2u
v
1v 2v 3v
T1 T2 T’1 T’2 T’3
u
1u 2u
v
1v2v 3v
T1 T2 T’1T’2 T’3
More than one leaf of these subtrees is the same ingredient.
Fig. 2. Example for transformation to ordered trees
problems for each corresponding sub-tree). The procedure stops when it cannot
ﬁnd a descendant.
4.3 Node-to-Node Mapping between Two Trees
For two rooted, labeled and ordered trees T and T ′, we compute the minimum
cost sequence of edit operations needed to transform T into T ′. The edit opera-
tions are (i) deletion: deleting a node from a tree, (ii) insertion: inserting a node
into a tree, and (iii) substitution: changing one node of a tree into another node.
Each operation has its cost cdel(u), cins(u), and csub(u, v), respectively.
Now, let consider such case that “Stir the onion and add the carrot.” Note
a chef keeps stirring the vegetables when he/she add the carrot. It means that
“Mix” including “add”, “throw in”, “put” and “pour” can be given to the other
cooking action. “Other” is also in the same way. Therefore, we set csub(u, v)
depend on combination of u and v’ as followings.
When u is a leaf:
csub(u, v) = 0 if the labels of u and v are the same.
csub(u, v) = ∞ otherwise.
When u is a root:
csub(u, v) = 0 if v is a root.
csub(u, v) = ∞ otherwise.
When u is an intermediate node:
csub(u, v) = 0 if the labels of u and v are the same.
csub(u, v) = Csub1 if at least one of the labels of u or v is “Mix” or “Others”.
csub(u, v) = Csub2 if the labels of u and v diﬀer.
The cost of cdel(u) and cins(u) are set a constant number Cdel ins for all nodes.
The minimum cost sequence of edit operations required to transform T into
T ′ can be computed using the algorithm of Tai [9]. Although this algorithm runs
fast enough for our data set, more sophisticated algorithms (e.g., [1]) will be
useful for complicated recipes with many ingredients and cooking actions.
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4.4 Recipe Tree Integration
To suggest the general way of cooking in a given recipe set, the generated general
tree should be almost equally close to each of the recipes. The general tree should
have the common characteristics of the given set. That is, ingredients or cooking
actions that appear often in the given set must be extracted into the general
tree. Moreover, sequences of cooking actions are also important for recipes and
should be stored in the general recipe. Therefore, when the system integrates
two trees, it counts how many recipes are integrated into each tree and generates
a new tree that is aﬀected by each tree in proportion as its integration counts.
For each pair of recipe trees, edit distance is computed using the methods ex-
plained in Sections 4.2 and 4.3. The system integrates the closest pair of recipes
into one intermediate recipe tree. Let T and T ′ be the two ordered trees to
be integrated, and w and w′ their weights. The edit distance d(T, T ′) and a
set of edit operations transforming T into T ′ are computed. Our system gen-
erates a new intermediate tree whose distance from T (resp., T ′) is around
d(T, T ′)w′/(w + w′) (resp., d(T, T ′)w/(w + w′)). Concretely, the system adopts
n insertion/deletion/substitution operations, where n is calculated as
n = d(T, T ′)w′/(w + w′)×m
and m is the number of insertion/deletion/substitution operations. The order of
preference in this adoption is as follows:
– The deletion operation is adopted if
• the deleted node is an ingredient and the number of its occurrences in
the ten recipes is fewer than two.
• the deleted node is a “Mix” or “Other” action.
– The insertion operation is adopted if
• the inserted node is an ingredient and the number of occurrences in the
ten recipes is two or more.
• the inserted node is not a “Mix”, “Other”, or “Stop ongoing action”
action.
There is no order of preference for substitution operations. After such integration
procedures, the generated new tree T ′′ could have an action node as a leaf,
because the connected leaf node of an ingredient was removed. In such cases,
the system removes a sub-tree that has no ingredient as its leaf.
Then, T and T ′ are removed from the current set of trees and T ′′ with the
weight (w + w′) is added to the set. The system repeats this integration and
ﬁnally obtains one general recipe tree Tgen.
4.5 Characteristic Feature Extraction
The features of each recipe are extracted by comparing the recipe with the
general recipe Tgen. Concretely, T is mapped with Tgen and deletion/insertion/
substitution operations corresponding to the characteristic features of T .
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5 Experiments and Results
5.1 Recipe Data Set
The given data set was the top ten results of searching with a query “Nikujaga”
at COOKPAD [14]. The recipe IDs of obtained recipes were A) 1487670, B)
1485091, C) 1499546, D) 1519874, E) 1521946, F) 1524200, G) 1531094, H)
1531503, I) 1531751, and J) 1531880 (you can ﬁnd these recipes at COOKPAD
by searching with these IDs as a query). Then, we converted them into unordered
recipe trees manually, this process is possible to automatized as we stated in
section 3.1.
5.2 Examples of Transformation to Ordered Trees
The system calculated the mapping score for all combinations of two of the ten
recipe trees. For each pair, the trees were transformed to ordered trees so that
these trees could be mapped with lower cost in accordance with the algorithm
explained in Section 4.2.
Fig. 3 (a) and (b) show examples of transformation from an unordered tree to
an ordered tree when mapping recipe D) to recipe G). As shown in these ﬁgures,
the trees on the right are closer to each other than the trees on the left. The
subtrees indicated by thick lines were reordered in this procedure.
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Fig. 3. Results of transforming from unordered to ordered tree
5.3 Node-to-node Mapping
The system calculated the mapping cost of editing distance. In this experiments,
we set Cdel ins, Csub1, and Csub2 as 7, 5, and 10, respectively. The mapping result
between recipes D) and G) is shown in Fig. 4. Since it has 12 deletion operations,
5 insertion operations, and 3 substitution operations, the mapping cost was 134.
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Table 3. Edit distances of all combinations of two of ten recipes
A B C D E F G H I J Ave.
A - 148 213 157 166 214 197 211 152 200 184.2
B 148 - 155 150 140 215 152 171 146 183 162.2
C 213 155 - 140 140 230 172 144 155 182 170.1
D 157 150 140 - 140 192 134 162 159 179 157.0
E 166 140 140 140 - 201 143 153 145 182 156.7
F 214 215 230 192 201 - 175 213 234 234 212.0
G 197 152 172 134 143 175 - 160 143 204 164.4
H 211 171 144 162 153 213 160 - 204 237 183.9
I 152 146 155 159 145 234 143 204 - 193 170.1
J 200 183 182 179 182 234 204 237 193 - 199.3
The mapping costs of all combinations of pairs of ten recipes are shown in Table
3. The ﬁrst line on the right of this table shows the average distance from each
recipe to the others. In this line, recipe E) gets the closest average distance. This
means that recipe E) is the most general of these ten recipes.
5.4 Recipe Tree Integration
Since the pair of lowest cost was the combination of recipes D) and G), the
system integrated these recipes and generated one tree, in accordance with the
algorithm introduced in Section 4.4. Fig. 4 (b) shows the integrated recipe tree.
Because one leaf node is not an ingredient but an action, “cut,” the system
removed that node and the “add” node for that leaf, as indicated by the dotted
circle in Fig. 4 (b). When more than two or more nodes of the same type are
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Fig. 5. Mapping result of the general tree (on the left) with recipe D) (on the right)
directly connected and have no other branch, these nodes are combined into one
node. In this example, after removing the circled part, two “stew” nodes were
directly connected and the system removed one of them.
5.5 General Recipe Tree of Ten Recipes
The system repeated the integration until the ten recipe trees became one. The
ﬁnally integrated recipe tree is shown on the left side of Fig. 5. The edit distances
between the general tree and each recipe tree are shown in Table 4. The average
distance of the general tree is 133.7, while the average distance between each
recipe with the others is greater than 157, as shown in Table 3. This means that
the general recipe is much closer to all of the recipes than any one of them.
Table 4. The edit distances between the general and each recipe tree
A B C D E F G H I J Ave.
General 159 63 138 133 87 162 127 131 152 185 133.7
5.6 Characteristic Features of Each Recipe
The characteristic features of recipe D) were extracted by mapping it with the
general tree. The mapping result is shown in Fig. 5. According to the editing op-
eration of the mapping, the characteristic features of recipe D) can be extracted
as follows: (i) “MIRIN is added at the same timing with other seasoners,” (ii)
“place a small lid directly on the food,” (iii) “It uses HARUSAME and DASHI,”
(iv) “meat is fried without cutting,” and (v) “Potato is immersed in water af-
ter cutting.” (ii), (iii), and (v) were matched with manually extracted features.
However such manually extracted features as “use mince,” “use sesame oil,” and
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“use a small amount of sugar” could not be extracted because the recipe tree did
not include such data. On the other hand, (iv) was extracted incorrectly because
the action of cutting meat might just be omitted in the instruction.
We adopted the feature extraction method to all of the ten recipes respectively
and obtained 85 features in total. Then we compared them with the manually
extracted features that were introduced in Section 2. The number of consistences
between the manually extracted features and automatically extracted features,
and precisions and recalls of our method are shown in Table 5.
As shown in the table, the features of “Action order”, that was evaluated the
most important features by the annotators and is diﬃcult to be extracted by
the previous researches, were extracted with 12% precision and 60% accuracy.
Since 84% of the incorrectly extracted features could also be agreed as “Action
order” feature when we recheck the recipe text, one of the reasons for these false
positive results could be that the annotators could not ﬁnd these features. If so,
it means that the proposed methods has higher performance than human for
extracting such features. The features of “Action type”, which is also diﬃcult
to be extracted by previous researches, could be extracted with 45% precision
and 45% recall. In total, our method succeeded in extracting 54% of manually
extracted features while the previous researches address only 37% of them.
We also conducted the experiment on the recipes of “Carbonara” and it
achieved precision of 47% with recall of 60%. Speaking about “Action order”
and “Uncommon action”, two of three features were successfully extracted.
Table 5. Feature type of recipe
Type Ave. Manually Automatically # of
Precision Recall
ranking extracted extracted consistence
Action order 1.8 5 (8%) 25 (29%) 3 12% 60%
Quantity of ingredient 2.1 6 (9%) 0 (0%) 0 -% 0%
Reduced ingredient 2.1 6 (9%) 14 (16%) 6 43% 100%
Action type 2.4 11 (17%) 11 (13%) 5 45% 45%
Additional ingredient 2.5 28 (44%) 29 (34%) 17 59% 61%
Writing style 3.7 1 (2%) 0 (0%) 0 - 0%
Cooking tool 3.9 7 (11%) 6 (7%) 3 50% 43%
Total 63 85 34 40% 54%
6 Discussions
Mapping Cost. In the proposed method, a cost of node-to-node mapping is
set according to their types so that ingredients or actions of the same broad
categories are treated as the same. However, such a diﬀerence is sometimes
very meaningful for ﬁnding characteristic features of a recipe. Moreover, not
all actions are equally important. For example, a washing action on a potato is
abbreviated very often, because it goes without saying that a potato should be
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washed. As future work, we will make the mapping cost of insertion, deletion,
and substitution operations depend on the name of the ingredient/action, so
that the mapping costs between similar types of ingredients or actions will be
lower than between dissimilar types.
Integration Weight. The system integrated two trees to one according to
their weight. The weight of a tree means the number of trees that are integrated
into the tree. However, not all parts of the tree are overlapped in all previous
integrations; some parts can be joined at the last integration. As future work,
we will give a weight not to the whole of a tree but to each node. The weight of
a node should be counted according to how many times the node is overlapped
in the previous integrations.
Applications. In this paper, we described a method for generating a general
recipe and for extracting characteristic features of a recipe. In a previous study,
we used a recipe tree as a scenario of a chef’s behavior for recognizing the
chef’s cooking in a cooking video [11]. Recipe-tree mapping can be used also for
recipe rewriting. For example, a simple recipe can be transformed into a detailed
recipe, because the system can obtain pairs of sentences in simple and detailed
descriptions by tree mapping.
Though we generated a general recipe from the top ten results in this paper,
it is possible to address more than ten results, if there are suﬃcient calculation
time, memory, and processors.
7 Conclusions
In this paper, we proposed a method for obtaining a general way to cook from a
set of multiple recipes and extracting characteristic features of each recipe. All
recipes were converted in advance to recipe trees. This process will be automa-
tized as we stated in section 3.1. The system calculated the edit distance of all
combinations of pairs of recipes and integrated the recipes of the closest pair
into one tree. In these processes, the system took into account the diﬀerences
in importance between the action types. As the result, our method succeeded
in extracting 54% of manually extracted features while the previous research
addressed 37% of them.
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Abstract. Microblog brings challenges to existing researches on sentiment 
analysis. First, microblog short messages might contain fewer content features. 
Second, it’s difficult to know what users want to express without suitable con-
texts. On the other hand, people tend to express their opinions in microblog 
messages, which could be helpful to sentiment analysis. In this paper, we pro-
pose a sentiment analysis approach based on opinion target finding and modifi-
cation relations identification in microblog. First, user comments on specific 
topics are collected from microblog and preprocessed to reduce noises. Then, 
opinion targets are expanded by discovering the most frequently co-occurring 
terms, named entities, and synonyms of the topic. Finally, according to modifi-
cation relations among part-of-speech (POS) tags, we extract entities or aspects 
of the entities about which an opinion has been expressed and calculate the 
overall score of sentiment orientation. In our experiment on 1,000 reviews of 50 
movies collected from Twitter, the proposed method can achieve an average  
accuracy of 84.4% and an average precision of 87.1%, which is better than con-
tent similarity with SVM and Naive Bayes. This validates the higher precision 
in sentiment orientation identification for the proposed approach. 
1 Introduction 
With the rapid growth of social networking communities, huge amount of user-
generated contents are being published everyday. One of the most important characte-
ristics of social Web is that it’s very common for users to express their comments and 
opinions on products, events, or any entities that might interest their friends or fans. 
Thus, social Web becomes one of the new media from which user opinions can be 
collected and analyzed. However, there are some challenges for opinion analysis in 
social Web. First, user postings on social networking sites might be very short texts, 
especially in microblogs. Content features might be very limited comparing to con-
ventional text documents. Second, given the casual nature of social media, much 
noise could be generated along with user comments. It’s a great challenge to distin-
guish user opinions from noises in microblogs. Existing methods for opinion analysis 
in social Web focus on establishing linguistic resources for extracting opinion words 
with their orientation and strength. Then, short text classification methods are utilized 
for sentiment orientation identification. To estimate the sentiment orientation and 
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strength of user comments, opinion words are identified by either opinion lexicon or 
machine learning methods. However, without suitable contexts of opinion targets, it’s 
difficult to distinguish what users really want to express their opinions on. Thus, opi-
nion target extraction has become one of the major tasks in sentiment analysis.  
However, there are some problems in existing methods. First, short texts in micro-
blogs might contain few content features. Conventional text classification might not 
be accurate. Second, simply counting the opinion words and aggregating their orienta-
tions might not be enough. Different opinion words might modify different aspects of 
the entities that might be related or unrelated to the targets that we are interested in. In 
this paper, we propose a sentiment analysis approach based on opinion targets expan-
sion and modification relation identification in microblogs. First, opinion targets in-
cluding related entities and aspects are expanded by co-occurrence analysis, named 
entity recognition, and synonym finding from online reviews. Second, given a short 
text, opinion words are extracted by matching with opinion lexicons. Then, modifica-
tion relations between opinion words and expanded targets are identified by Part-of-
Speech (POS) tag relations in linguistic rules. Finally, opinion scores for the given 
topic are accumulated. In our experiments on movie reviews in Twitter, the proposed 
method can accurately identify opinion targets and modification relations which give 
an average accuracy of 84.4% and an average precision of 87.1%. This validates the 
higher precision for estimating opinion orientation in microblog comments. Further 
study is needed to apply the method in more topic domains. 
2 Related Work 
Subjectivity detection and sentiment orientation identification are among the most 
important tasks in the research field of opinion mining and sentiment analysis [11]. 
For ordinary documents, opinionated sentences are identified and opinion words are 
usually extracted using sentiment lexicons such as SentiWordNet, or machine learn-
ing methods such as Support Vector Machine (SVM) and Naïve Bayes (NB) classifi-
ers with word n-gram features to classify the sentiment orientation of product reviews 
[11]. Then, given linguistic resources, it’s common to estimate the sentiment orienta-
tion from the frequency of positive and negative opinion words. In the tasks of  
opinion summarization or recommender systems, more sophisticated methods try to 
identify the opinion holders and opinion targets [4]. Thus, aspect-based opinion min-
ing has gained more and more attention [8, 11].  
In general, opinion target extraction can be done by supervised [5, 7, 15] or unsu-
pervised [1, 2, 12] methods. In the domain of product reviews, product features are 
opinion targets or aspects, which are identified by calculating frequent nouns and noun 
phrases [1]. For class-specific opinion mining on product reviews, Point-wise Mutual 
Information (PMI) is used to calculate the frequently co-occurring terms [12]. Jakob 
and Gurevych [2] models opinion target extraction as an unsupervised word sequence 
labeling problem. To improve the precision of opinion target extraction, syntactic 
structures are often used to understand the grammatical modification relation between 
opinion words and their targets. For example, Zhuang et al. [15] utilizes supervised 
opinion target extraction to obtain dependency relation templates for opinion summary 
generation. In Kobayashi et al. [5], syntactic patterns are learned to extract aspect-
evaluation pairs using various linguistic resources such as dependency trees. Qiu et al. 
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[13] uses syntactic relations from dependency trees. Sentence parsers are used to parse 
the text document and find out the syntactic structure. Li et al. [7] presents a semi-
supervised shallow semantic parsing approach to extracting opinion targets. They ad-
dress the problem at parse tree level. Although supervised learning usually achieves 
better performance [7], domain portability could be the major problem [2]. 
In the case of social media, sentiment analysis has gained more popularity espe-
cially in microblogs since user generated content usually contains rich opinions and 
sentiment expressions. However, given the short texts in microblogs, content features 
are lacking and sentences might be more casual without formal linguistic structure. 
Conventional opinion analysis techniques on documents cannot be directly applied. 
First, short text classification might not be accurate. Second, it might not be easy to 
parse the syntactic structure for casual postings in short texts. Simple counting or 
aggregation [9] of positive and negative opinion terms might be useful in certain topic 
domains such as political discussions on forums. However, it’s not accurate in our 
experiments on tweets movie reviews. Thus, instead of utilizing the unreliable syntac-
tic structure in microblogs, we focus on the part-of-speech (POS) tags of each term 
and their relations in a sentence.  
3 The Proposed Approach 
In our proposed approach, there are four major components: topic-specific target ex-
pansion, opinion extraction, modification relation identification, and opinion score 
estimation, as shown in Fig.1. 
 
 
Fig. 1. System architecture of the proposed approach 
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Given a specific topic, we first utilize online reviews and lexicons for topic-
specific target expansion. In particular, frequently co-occurring terms in online review 
datasets are analyzed using co-occurrence statistics such as mutual information, and 
their synonyms are extracted with lexicons such as WordNet1. These terms form the 
opinion target candidates, which will be used for further processing. 
Next, given a short text review in microblogs, we first perform preprocessing tasks 
including spell checking by Google Spell Check2 and stemming by Porter’s Stemmer. 
These can be useful to correct typos in microblogs since users tend to write in a casual 
way. Then, opinion words are extracted from the short text by matching with sentiment 
lexicons such as SentiWordNet3 or NTUSD [6]. To further identify the modification 
relations among opinion words and candidate targets, we design a set of linguistic rules 
based on their POS tags. Finally, the overall opinion score of a short text is estimated 
by a weighted sum of individual scores for each modification relation. 
3.1 Topic-Specific Target Expansion 
Users might not directly comment on the specific topic in reviews. For example, in 
the comment: “I watched “Battleship” last night, Rihanna’s acting is amazing.” The 
idea of target expansion is to find related aspects or entities that are related to the 
specific topic in user reviews, as shown in Fig.2.  
 
 
Fig. 2. Topic-Specific Target Expansion 
First, since the opinion targets are likely to contain people, events, time, location, 
or objects related to the topic, we utilize Stanford Named Entity Recognizer4 (NER) 
to extract named entities from the short text as the expanded targets. 
                                                          
1
 http://wordnet.princeton.edu/ 
2
  https://code.google.com/p/google-api-spelling-java/ 
3
 http://sentiwordnet.isti.cnr.it/ 
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Second, since different domains might utilize different terms to comment on the 
various aspects of the target, we include a domain-specific resource when discovering 
the terms. In the case of sentiment analysis on movies, review datasets such as Movie 
Review Data5 is used. By calculating co-occurrence statistics such as Pointwise Mu-
tual Information (PMI), we can obtain a list of terms co-occurring with movies.  
PMIሺݓଵ, ݓଶሻ ൌ logଶ ௉ሺ௪భ,௪మሻ௉ሺ௪భሻ௉ሺ௪మሻ                       (1) 
Finally, since the same opinion on aspects or entities can be expressed in different 
ways by different people, we further utilize lexical resources such as WordNet to 
supplement various expressions of the possible expanded targets. 
3.2 Modification Relation Identification 
After extracting the opinion targets, the next step is to find out the opinions which 
have modification relations with the opinion targets. In our approach, opinion words 
are extracted by matching against opinion lexicons such as SentiWordNet for English, 
and NTUSD [6] for Chinese. 
Although microblogs do not have strict linguistic structure, they are still composed 
of sentences written by common users. Instead of fully understanding each sentence 
by natural language processing techniques, we only focus on the modification rela-
tions between opinion words and the expanded targets in a sentence. Also, compara-
tive sentences and negations are taken into consideration. 
POS Tag Relations. First, we adopt common punctuation marks as the delimiter of 
sentences. Then, in each sentence, we utilize Stanford POS Tagger6 to find out the 
POS tags of each word, as defined in Penn Treebank [10]. Next, we design a set of 
rules {rk} of modification relations between opinion words opi and any of the ex-
panded targets tj from the previous step. According to previous study, opinion words 
are usually verbs and adjectives [4]. Thus, we design the following rules of modifica-
tion relations in two sets: opinion words as verbs and adjectives. 
(1) Verbs: VB/ VBD/ VBG/ VBN/ VBP/ VBZ  
opi + tj: for example, “I love Battleship.” 
tj + opi: for example, “The film bored me to death.” 
 
(2) Adjectives: JJ 
tj + V + opi: for example, “This movie is worth seeing.” 
opi + tj: for example, “It’s my favorite movie.” 
For any pair pij = < opi, tj > matched with the corresponding modification relation 
rk, we assign an opinion score os(pij) for the pair pij with the opinion score of opi. That 
is, we assume that the sentiment orientation and score of the target are propagated 
from its modifying opinion word through the modification relation. 
                                                          
5
 http://www.cs.cornell.edu/people/pabo/movie-review-data/ 
6
 http://nlp.stanford.edu/software/tagger.shtml 
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When there are more than one rules matched, the rule with the nearest match be-
tween opinion words and targets is chosen. 
Comparative Sentences. In additional to simple statements, users might also com-
pare the target with other entities using comparative sentences. Since we only focus 
on sentiment orientation identification, we can determine the sentiment orientation of 
entities being compared as similar or different according to the following types of 
comparative sentences [3]: 
(1) Non-equal adjectives and adverbs: JJR, RBR 
The patterns “tj + opi” and “opi + than +  tj” are two possible ways to express 
comparisons between opinion targets and other entities. The two entities are assumed 
to have different orientations. 
(2) Equal comparisons can be useful to propagate the sentiment orientation. For 
example, the pattern “as + JJ + as” might be used to assign similar orientations to the 
entities being compared. 
Negations. According to Tottie [14], there are three types of negations: not-negation, 
no-negation, and affixal negations. Since we utilize SentiWordNet as our opinion 
lexicon, affixal negations can be simply identified. When we encounter terms in not-
negation and no-negation, such as “not”, “no”, “nothing”, “never”, to name a few, we 
simply reverse the sentiment orientation of the opinion word. For example, “I don’t 
like this move, the plot is so boring.” The orientation of “like” is reversed to negative 
by the term “not”. 
3.3 Opinion Score Estimation 
After identifying modification relations, we can obtain one or more pairs of opinion 
word-target modification relations in a sentence s. The opinion score of sentence s can 
then be calculated as a weighted sum of the opinion scores for each pair of opinion 
word-target, that is: 
scoreሺsሻ ൌ ∑ ௢௦ሺ௣೔ೕሻௗሺ௣೔ೕሻ௣೔ೕא௦                          (2) 
where pij is the pair < opi, tj > of opinion words and targets matched within sentence s, 
and os(pij) is the corresponding opinion score for the pair pij, and d(pij) is the word 
distance between opi and tj. The idea is that: the longer the word distance between 
opinion word and target, the lower the corresponding weight in calculating the overall 
opinion score. The overall score of the short text is then aggregated for all sentences. 
4 Experiments and Discussions 
In the experiments, we used Twitter as our major source of microblog data. During 
Feb. – Mar. 2013, we randomly selected 50 movies and collected the corresponding 
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review tweets with Twitter API7. To avoid over concentration of user reviews in simi-
lar movies, we sampled 200 tweets per day, at an interval of every five days from 
Mar. 20 – Apr. 10, 2013. Thus, a total of 1,000 tweets were collected as the test data. 
Then, each tweet was manually labeled by five individuals as positive (+1), negative 
(-1), or objective (0). In total, there are 468 positive tweets, 231 negative tweets, and 
301 objective tweets. In addition to the preprocessing using Google Spell Check and 
Porter’s Stemmer, we remove replies, links, and retweets in a tweet to reduce possible 
noises. 
In the following experiments, we evaluated the performance of subjectivity  
classification and sentiment orientation identification with the standard metrics: preci-
sion, recall, F-measure, and accuracy. For sentiment orientation identification, we 
reported the macro-averaging precision, recall, and F-measure since the distribution 
of instances in each class is relatively balanced. We took the baseline as the  
setting before applying opinion target expansion. Then, the performance of our pro-
posed method is compared with content classification using Naïve Bayes and SVM 
classifiers. 
First, the baseline performances of subjectivity classification and sentiment orien-
tation identification are shown in Table 1. 
Table 1. The baseline performances of subjectivity classification and sentiment orientation 
identification 
 Subjectivity  
Classification Baseline 
Sentiment Orientation 
Identification Baseline 
Average Precision 0.892 0.899 
Average Recall 0.382 0.398 
Average F-measure 0.535 0.552 
Accuracy 0.574 0.588 
 
As shown in Table 1, the precisions of subjectivity classification and sentiment 
orientation identification using our proposed method are high. This is due to the  
modification rule-based matching. However, the recalls are quite low without opinion 
target expansion. Thus, we investigate the effects of different components in our  
design in the following sections.  
4.1 The Effects of Named Entity Recognition 
First, we compared the performance of subjectivity classification before and after 
using Stanford Named Entity Recognizer (NER) as shown in Table 2. 
                                                          
7
 https://dev.twitter.com/docs/api 
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Table 2. The performance of subjectivity classification before and after Named Entity 
Recognition 
Subjectivity 
Classification 
Baseline with NER Improvement 
(%) 
Precision 0.892 0.907 1.6 % 
Recall 0.382 0.403 5.6 % 
F-measure 0.535 0.558 4.4 % 
Accuracy 0.574 0.596 3.8 % 
 
As shown in Table 2, all metrics were improved with NER. After inspecting the re-
sults, we found that the names of directors and actors are extracted as well as other 
irrelevant named entities. Thus, the improvement in precision is not as prominent as 
recall. 
Table 3. The performance of sentiment orientation identification before and after Named Entity 
Recognition 
Sentiment Orienta-
tion Identification 
Baseline With NER Improvement 
(%) 
Average Precision 0.899 0.912 1.4 % 
Average Recall 0.398 0.418 4.8 % 
Average F-measure 0.552 0.573 3.7 % 
Accuracy 0.588 0.610 3.6 % 
 
Similarly, as shown in Table 3, we found more improvement in recall than preci-
sion. This shows the effectiveness of NER in opinion target expansion. 
4.2 The Effects of Co-occurrence Analysis 
In order to find out the common terms for movie reviews, we utilized the Movie Re-
view Data8 as our topic-specific resource for co-occurrence analysis. There are 2,000 
reviews, including 1,000 positive and 1,000 negative reviews. We checked the effects 
of co-occurrence analysis using PMI with different parameters of k, the number of 
highly co-occurring terms to be included. 
 
                                                          
8
 http://www.cs.cornell.edu/people/pabo/movie-review-data/ 
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Fig. 3. The effects of k on the performance of subjectivity classification 
As shown in Fig.3, we can see an increase in recall but decrease in precision when 
k increases from 1 to around 15. The F-measure reaches the highest when k=15. 
 
 
Fig. 4. The effects of k on the performance of sentiment orientation identification 
As shown in Fig.4, we can see a similar trend in the performance of sentiment 
orientation identification. The F-measure reaches the highest when k=15, after which 
the performance started to decline. 
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Table 4. The performance of subjectivity classification by including co-occurrence analysis 
with k=15 
Subjectivity Classification Baseline k = 15 Improvement (%) 
Precision 0.892 0.852 -4.4 % 
Recall 0.382 0.682 78.6 % 
F-measure 0.535 0.758 41.7 % 
Accuracy 0.574 0.793 38.1 % 
 
As shown in Table 4, the recall was greatly improved, while the precision was 
slightly reduced when we include co-occurrence analysis using PMI with k=15. The 
reason for this reduction in precision when we increase k is that: as the number of 
expanded targets increase, more unrelated terms might be included which happen to 
co-occur frequently with the topic.  
Table 5. The performance of sentiment orientation identification by including co-occurrence 
analysis with k=15 
Sentiment Orienta-
tion Identification 
Baseline k = 15 Improvement 
(%) 
Average Precision 0.899 0.860 -4.3 % 
Average Recall 0.398 0.692 73.7 % 
Average F-measure 0.552 0.767 38.9 % 
Accuracy 0.588 0.827 40.7 % 
 
As shown in Table 5, there’s a similar trend in all metrics for the performance of 
sentiment orientation identification. The overall F-measure and accuracy were both 
improved by around 40%. 
4.3 The Effects of Synonym Finding 
Since people might express the same aspect or entity in different terms, we further 
include WordNet as our major source of synonyms. After including the synonyms 
as our expanded targets, the performance of subjectivity classification is shown in 
Table 6. 
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Table 6. The performance of subjectivity classification by including synonyms of expanded 
taregts 
Subjectivity  
Classification 
PMI 
(k = 15) 
PMI (k = 15) + 
Synonyms 
Improvement 
(%) 
Precision 0.852 0.870 2.0 % 
Recall 0.682 0.697 2.2 % 
F-measure 0.758 0.774 2.1 % 
Accuracy 0.793  0.810 2.0 % 
 
As shown in Table 6, all metrics are slightly improved by including synonyms of 
our expanded targets. 
Table 7. The performance of sentiment orientation identification by including synonyms of 
expanded targets 
Sentiment Orienta-
tion Identification 
PMI  
(k = 15) 
PMI (k = 15) + 
Synonyms 
Improvement 
(%) 
Average Precision 0.860 0.870 1.2 % 
Average Recall 0.692 0.703 1.5 % 
Average F-measure 0.767 0.778 1.4 % 
Accuracy 0.827 0.839 1.4 % 
 
As shown in Table 7, similar trends can be observed for the performance of senti-
ment orientation identification when including synonyms of expanded targets. This 
validates the usefulness of opinion targets expansion using synonyms. 
4.4 Comparing with Content Classification 
Finally, we put together all components of our proposed approach, and compared its 
performance with content classifiers such as Naive Bayes (NB) and SVM. From our 
observation, we can obtain better performance of NB and SVM classifiers when the 
features of unigrams and bigrams are used.  
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Table 8. Comparing the performance of subjectivity classification with SVM and NB 
classifiers 
Subjectivity 
Classification 
The Proposed 
Approach 
LibSVM Naive Bayes  
Precision 0.873 0.694 0.640 
Recall 0.713 0.882 0.908 
F-measure 0.785 0.776 0.750 
Accuracy 0.823 0.817 0.789 
 
As shown in Table 8, the proposed approach has better precision than both SVM 
and NB classifiers, but the recall is worse. The overall F-measure and accuracy of the 
proposed approach are both slightly better than SVM. 
Table 9. Comparing the performance of sentiment orientation identification with SVM and 
Naive Bayes classifiers 
Sentiment Orientation 
Identification 
The Proposed 
Approach 
LibSVM Naive Bayes 
Classifier 
Average Precision 0.871 0.7137 0.659 
Average Recall 0.713 0.882 0.849 
Average F-measure 0.784 0.788 0.741 
Accuracy 0.844 0.834 0.812 
 
As shown in Table 9, we can obtain better precision but worse recall than NB and 
SVM classifiers. The overall accuracy of the proposed approach is better then NB and 
SVM classifiers. Thus, our unsupervised appraoch can obtain comparable 
performance to supervised ones with much higher efficiency since it’s based on 
lingusitics resources and modification rules. This verifies the effectiveness of the 
proposed approach in sentiment orientation identification. 
5 Conclusion 
In this paper, we have proposed a simple but effective approach to subjectivity classi-
fication and sentiment orientation identification for microblogs. By opinion targets 
expansion, we can effectively include more potential candidate opinion targets for 
sentiment analysis. The modification relations between opinion targets and opinion 
words are identified by POS tag relations in linguistic rules. Our experimental results 
on movie reviews showed an average accuracy of 84.4% and an average precision of 
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87.1%. This validates the effectiveness of our proposed approach for microblog  
sentiment analysis. Further investigation is needed to apply the proposed approach  
in different topic domains. 
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Abstract. Social media has become the most convenient space to retrieve the 
tremendous consumers’ experience, opinion and preference—toward each 
brands, products or even specific features. The real-time and big amount cha-
racteristics of Social media provide great opportunity for producer to know their 
customers (and potential ones) well. This paper proposes an Online to Offline 
(O2O) Commerce Service Model and takes the social relationship dashboard as 
an pilot study, which can help retailers or brands to understand their customers 
via social network existing data (especially Facebook for this case) by which 
we can adapt the current social commerce marketing strategy more quickly and 
responsively. 
Keywords: Social Effect, Social Relation Management, O2O. 
1 Introduction 
Social media and mobile device not only change the way people communicate with 
friends, but also change the way providers communicate with consumers. We keep 
posting and reading all the time and place, no matter we are online surfing/blogging 
or offline walking/shopping. The ubiquity of people getting connected dramatically 
changes the landscape of post Electronic Commerce. 
1.1 Offline to Online 
With the growth of local commerce on the Web, the linkage between online and phys-
ical commerce are becoming stronger. Alex Rampell, explored the forces behind what 
he called “Online2Offline” commerce. O2O means finding consumers online and 
bringing them into real-world stores [1]. Users can visit real store and also get virtual 
service online. For example, users can purchase products online, and get the products 
or service at the nearest real store. John Doerr created another buzz word, “SoLoMo”, 
which stands for Social, Location and Mobile. As the mobile platform hits critical 
mass in these years, social networking accelerates the growth of mobile device. Real-
time social features accelerating mobile usage growth from sharing, likes, tweets, 
friending and so on [2]. Retailer can collect social word-of-mouth by creating social 
events, as to explore valuable users and promote products or services to social  
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customers, through referrals and guiding users to real-world store. Location based 
service is accessible with mobile devices through internet, which enables the users to 
find useful context based on the geographical position of the mobile device. For ex-
ample, users can use their mobile device to find coupons or discounts on online stores 
or social networks, and find the nearest store based on their current location. No mat-
ter offline to online or online to offline, the core value of O2O is to provide a precise 
consuming experience. 
1.2 Social Commerce 
We further focus from O2O to social commerce, which is a prevailing commerce type 
nowadays. In [3] explains how social influence can be used by E-commerce websites 
to aid the user decision-making process, which indicates the importance of social 
commerce, and in [4] it proposed an a three-stage system architecture to visually dis-
play opinions from social networks for customers’ decision-making. However, when 
business operators push information onto social networks to sell items, they first en-
counter marketing issue, and in [5] emphasizes the importance of using Facebook fan 
page for marketing. Being such a case in [6], to fully understand how and when to 
post contents in order to attract Facebook users becomes a new research topic. In [7], 
and [8], based on [9] we have developed a social networking-based service platform 
to real-time monitor social networks events, and in this paper we integrate some of its 
components into our purposed system, aiming at helping business operators to have 
full comprehension on their and competitors’ fan pages, including posting time, user 
preference and user activity tracking. 
2 System Architecture 
This paper proposes the O2O commerce service model representing in Figure 1. The 
top area represents the real-world marketing service model. Manufactures produce 
and sent their products to channels or retailers. According the location based service 
and proximity commerce marketing strategy, users can use their mobile devices to 
interactive with OOH (out-of-home) digital signage or kiosk to get online coupon 
then shopping in the nearby real world store.  
The bottom area represents the online marketing service model. In tradition, manu-
facture is used to apply E-commerce marketing strategy. With explosion of the social 
network users, we find out users would like to survey others’ opinions online before 
they make purchasing decision. Whatever users like the brand, they are very willing 
to participate the events founded by brands on Social Network, such as Facebook fans 
group. They will click likes, shares, check-in, and comments in any social events.   
There are more and more brands and retailers have created their own fans groups. 
But not everyone knows how to create topics, interact with fans and attract them  
to the real-world store. So it becomes a hot topic to create online to offline service 
model through social networks. In Figure 1, manufacture and brands can apply social 
network technologies, such as semantic analysis, user preferences analysis, social 
relationships, social events spreading, referral strategies, Return on Investment and 
competitors’ performance monitoring.  
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touch the consumers, no matter they are online or offline. This work demonstrates to 
understand customers via social network existing data (especially Facebook for this 
case) by which we can adapt the current marketing strategy more quickly and respon-
sively. Next, we will continue to explore the possibility that how social media influ-
ence the other commerce activity, such as mobile, cooperative and location-based 
commerce transaction. 
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The Estimation of aNobii Users’ Reading Diversity Using 
Book Co-ownership Data: A Social Analytical Approach 
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Abstract. Usage data available through social media provides a great many op-
portunities to capture users’ preference. Using books saved in users’ online 
bookshelves, the study set out to explore social network analytical methods to 
capture the diversity of a reader’s reading interests. “Reading diversity” denotes 
how widely scattered one’s reading interests are. Drawing data from aNobii, a 
social networking site for booklovers, users’ reading diversity was defined by 
the number of components created by the book co-ownership network of the 
books in their bookshelves.  Five book-book similarity measures were pro-
posed and their clustering results were tested against users’ self-assessed read-
ing diversity in order to identify the best suited similarity measure and threshold 
for such a task. One of the proposed similar measures produce a clustering re-
sults that is significantly correlated with users’ self-assessed diversity. Further-
more, a multiple regression analysis showed that the proposed measure was 
able to provide explanatory power for reading diversity over and above mere 
counting the number of books in the bookshelf.     
Keywords: social network analysis, preference structure, book co-ownership 
network. 
1 Introduction 
1.1 Personalization and Users’ Preference Structure 
With the growing visibility of recommender systems in e-commerce sites, researchers 
have started looking into individual traits that might influence consumer response to 
personalized recommendations [1]. For example, it was found that individuals of dif-
ferent cultural orientations responded differently to different recommendation me-
thods. Individuals with higher individualistic or independent tendencies respond more 
favorably to personalized recommendations, compared to targeted recommenda-
tions[2]. Customers’ cognitive differences have been shown to influence recommend-
er success[3]. Individuals with higher adaptive-innovation style and involvement level 
toward recommendation agents were found to give more deliberation to the recom-
mendation agent’s advice. In Liang, Lai, and Ku[4], an experimental personalized 
news service was shown to perform better than a non-personalized one in terms of 
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both prediction accuracy and user satisfaction. More noticeably, their study went 
beyond simple comparison of system performance to include several contextual va-
riables such as degree of user participation and motivations for information access 
that might affect the effectiveness of the system. It was also found that the effects of 
personalized news service on user satisfaction were moderated by different motiva-
tions for information access.  
We suspected that readers with diverse reading interests might be more open to 
non-obvious recommendations. One of the consistent issues in the design and evalua-
tion of recommender systems is the balance between accuracy and “non-obviousness” 
of recommendations[5]. While the recommendation of accurate, yet previously known 
items might foster user confidence, their presence represents less novelty and seren-
dipity. The proper balance between the two might very much lie in how willing an 
individual is to try novel recommendations. We therefore wish to use the concept of 
preference diversity to represent how willing a reader is to venture into previously 
unfamiliar reading interests. For example, more adventurous readers might prefer 
novelty and serendipity over accuracy and vice versa. 
A novel concept of users’ “preference diversity” was therefore proposed in this 
study that aimed to represent how narrow/wide or diverse/convergent one’s reading 
interests are. By “preference diversity” we meant to represent the range of reading 
interests of an individual, which, as shown below, would be represent by the number 
of clusters in the book co-ownership network composed of the books saved in an 
individual’s bookshelf.  Individuals with heterogeneous preference are those who 
have diverse reading interests and less confined to a certain genre or types of read-
ings. Individuals with highly homogenous preference, on the other hand, are those 
who, when choosing books to read, do not divert much from their favorite genres or 
author. One can imagine how one’s preference diversity might influence his/her reac-
tions to recommendations. We speculated that people with diverse reading interests 
are more willing to venture out of their familiar genres and favorite authors and there-
fore more receptive to novelty in recommendation. 
1.2 Representation of Users’ Reading Diversity with Online Bookshelf Data  
With users’ previous usage or purchase data, marketers can now analyze their prefe-
rence for better personalized recommendation. Data available on social network sites 
for readers such as aNobii provides a great opportunity to study different aspects of 
users’ reading preference. This study set out to explore different social network ana-
lytical approaches to representing individual aNobii user’s reading diversity. A user’s 
bookshelf can be represented as a book-book similarity network based on book co-
ownership frequency data. The number of components or clusters in such a book-
book network can then be used as an indicator of the user’s reading diversity. We 
assumed that the more components or meaningful clusters in a bookshelf, the more 
diverse the user’s reading interest is. 
Furthermore, to determine the number of meaningful groupings in one’s bookshelf, a 
proper threshold is needed to dichotomize the originally numeric similarity measures.  
As each bookshelf includes only a small portion of the whole book-book network, we 
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believe that the proper threshold should be determined by the global network, instead of 
each individual bookshelf, that includes all the books surveyed. The process involves  
two empirical issues: one is to choose the most appropriate similarity measures for the 
global network; the other is to determine the proper threshold for each of the correspond-
ing similarity measure. In the following section, we will explain the five similarity meas-
ures tested and how the proper threshold was determined.   
2 Methodology    
2.1 Research Procedures 
A total of 50 aNobii users were recruited, all met the criteria of having at least 5 
friends and 80 books, which was done as to ensure sufficient data for analysis. With 
their consent, their bookshelf data were downloaded for the analysis and representa-
tion of their reading preference. They were also asked to fill out a questionnaire aimed 
at capturing three dimensions of their reading preference: preference insight, prefe-
rence diversity, and reading involvement. Our analysis in this study focused mainly 
on the diversity dimension. The user self-perceived reading diversity would then be 
used as the benchmark against which different similarity/threshold combination could 
be tested.   
2.2 Book Coownership Network  
Data of the books from the 50 bookshelves were collected, including title, author, as 
well as the ID of the list of aNobii users who also owned each of the books. With the 
book co-ownership data, a variety of book similarity measures were then generated 
based on which book-book networks could be created. One of the research questions 
of this study was to identify proper similarity measures and determine their proper 
critical threshold of this global network that included all books collected. The purpose 
of finding the threshold was to dichotomizing the originally weighted similarity data. 
The threshold was then applied to each individual bookshelf for the purpose of deter-
mining its number of components, which was then used as an indicator of its diversi-
ty, with the assumption that the more components or clusters in a users’ bookshelf, 
the more diverse his/her reading interest is.  
2.3 Similarity Measures and Their Cut-Off Thresholds  
Two groups of similarity measures were tested: one used the owners as the feature 
vector to represent each books so book pair similarity can be calculated by cosine and 
correlation measures, the other group of measures defines the similarity of two books 
by the normalized frequency of their co-occurring in the same bookshelves.  Three 
book co-occurrence based measure were tested in the study:    
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1. Jaccard coefficient    
஺ת஻
஺׫஻       (1) 
Where A, B denote the set of owners of a certain book.  
2. Normalized intersection: The second measure involves normalizing the intersection 
by the smaller of the two sets:  
஺ת஻
ெ௜௡ሺ஺,஻ሻ       (2) 
3. “Intersection minus 1”: The third measure is a modification of the second measure 
by taking account of the situation where a book is owned by very few aNobii users.    
஺ת஻ିଵ
ெ௜௡ሺ஺,஻ሻିଵ       (3) 
Normalized intersection by the smaller of the two sets allows us to rescale the similar-
ity values into the range between 0 and 1. However, it also caused a complication 
where two very different books might end up having a perfect score of 1 simply by 
their co-occurring in a single bookshelf.  To rectify the randomness induced anoma-
ly, a variation was created where both the denominator and numerator in normalized 
intersection (Intersection) was subtracted by 1.  See Fig. 1 for a graphic representa-
tion of the procedures.   
 
Fig. 1. The process of determining the proper similarity measure 
3 Results 
3.1 Descriptive Statistics 
The number of books in the 50 bookshelves ranged from 3780 to 80, with a medium 
of 336.5.  The data of a total of 21199 books was collected, 970 of which, or 4%, 
were owned by only one user.  The most popular book was owned by 8776 users and 
the medium number of owners per book is 895.   
Table 1 shows the text of the question items in the preference questionnaire and 
their factor analysis of the factor loading along the three preference dimensions (for a 
detailed explanation of the creation of the questionnaire, see Tang[6]).       
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Table 1. Factor analysis of user reading preference structure 
Question 
Preference Factors 
Insight 
Diver-
sity 
Involve-
ment 
I have little difficulty judging whether I 
would enjoy a previously unread 
work 
.90 -.09 -.00 
I have a fairly good idea about what I 
want to read 
.87 -.00 .17 
I know where to find books that might 
be of interest to me 
.63 .23 .45 
I have trusted book alerting sources, 
which I follow faithfully 
.59 -.21 .14 
I trust my own judgment of books and 
am not easily swayed by others 
.44 -.23 .29 
*I rarely venture out of the authors or 
genres that I have enjoyed  -.19 .81 -.00 
My reading interests are rather broad 
and hard to be pigeon-holed 
-.09 .81 .12 
I constantly try out unfamiliar authors 
or genres 
.16 .75 .28 
*My reading interests are fairly stable -.21 .68 -.27 
I keep a habit of reading, even when I 
am busy .17 .18 .82 
I keep monitoring new publications 
for interesting things to read .13 -.24 .79 
How important would you say reading 
is to you? 
.17 .16 .74 
*the scores were reversed in accordance to the semantics of the factor 
Fig. 2 shows the distribution of the 50 participants along the dimensions of prefe-
rence diversity and involvement.  
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Fig. 2. Dimensions of preference diversity and involvement 
3.2 Determine the Proper Threshold for the Similarity Measures 
Our approach to capture a user’s reading diversity from bookshelf data involves iden-
tifying meaningful groupings in an individual’s bookshelf, the number of which might 
be used as an indicator of his/her reading diversity. The question is, then, whether 
there is a threshold or criterion appropriate for each similarity measure for delineating 
groups of books.  In his study of co-citation clusters, Small[7] demonstrated the exis-
tence of percolation transition marked by a sudden expansion of relative cluster size 
and the emergence of a giant component with a small decrease in similarity. In 
Small[7], the critical threshold was defined as the value of the similarity (in his case, 
cosine similarity) just above the level at which the largest percentage increase in size 
is observed, comparing the size of the cluster at the lower similarity value to its size at 
the next higher level. We followed Small’s approach, but in a reverse manner. In 
Small, [7] the task is to identify the point at which a specific scientific are dissolve 
into the broader community of science as a whole (i.e. the giant component), our task, 
on the other hand, was to start with a giant component where all the nodes are con-
nected, then, by gradually raising the threshold, to weed out the spurious linkages. 
Therefore we observed the relative decrease, instead of increase as in Small’s case[7], 
in linkages as the threshold was gradually raised. The critical threshold was defined at 
the level above the greatest relative decrease of linkages occurred. See Table 2 for the 
relative decrease of links in cosine similarity network when the threshold gradually 
increased, in which case, 0.7 was identified as the critical threshold as the decrease of 
threshold from 0.8 to 0.8 caused the largest relative decrease of linkages. The same 
critical threshold finding procedure was applied to all the five similarity measures. 
Fig. 3 shows how the size of the giant components and the linkages decreased with 
different levels of threshold in all five similarity measures.  
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Table 2. The composition of the book-book cosine similarity network at different thresholds  
 
 
Fig. 3. The size of the giant component and the linkages with different levels of threshold 
3.3 Correlation between Number of Components and Self-assessed Reading 
Diversity 
The aforementioned critical thresholds were then applied to the five respective simi-
larity based individual book-book networks so that the numbers of components in the 
50 individual bookshelves could be obtained. The numbers of components in the 
bookshelves were then correlated with the self-assessed diversity measure. Table 3 
shows the results of the correlation analyses. Only the components produced by In-
terMinus had a minor significant correlation with the users’ self-assessed diversity. 
Notice that almost all other measures had a high correlation with the number of the 
books in the bookshelves, which seems to suggest the failure of these measures in 
weeding out spurious linkages.   
 The Estimation of aNobii Users’ Reading Diversity Using Book Co-ownership Data 281 
Table 3. Correlations between diversity and the clustering results from the similarity measures 
 
A correlation analysis was also conducted to test whether the results from the Inter-
Minus measure had any significant correlation with all the three preference dimensions.   
Table 4. Correlation between results from InterMinus measure and the preference dimensions 
 
A multiple regression analysis was conducted with users’ self-assessed reading di-
versity as dependent variable, with the number of book and the number of compo-
nents generated by the clustering results from the InterMinus measure as predictors.  
The results showed that, even though the number of books has a stronger correlation 
(.328, p<.05) with reading diversity than the number of components (.286, p<.05), 
using stepwise procedure, the number of components was chosen as the sole signifi-
cant predictor (β = .286, t = 2.07, p<.05) over the number of books. The result  
indicted that the number of components was a better predictor of users’ reading diver-
sity than mere counting the number of books in a bookshelf.    
4 Discussion 
In this study we attempted to explore the idea of using the users’ book-book co-
ownership network as the profile of their reading interests. Specifically, it was  
proposed to use the number of meaningful groupings in one’s bookshelf to represent 
his/her reading diversity. Following Small[7] , our method involves finding the criti-
cal threshold for a variety of similarity measures at the global level, which was then 
applied at the individual bookshelf level. The only similarity that showed promise of 
such a task was InterMinsu, which seeks to rectify the anomaly of unduly high simi-
larity simply because of their rareness.  Our results showed that the InerMinus meas-
ure, combined with a proper critical level, was able to produced meaningful grouping 
in the individual bookshelves somewhat correlated with the user self-assessed reading 
diversity. Furthermore, the resulting number of components was able to provide more 
predictive power for reading diversity than the number of books in the bookshelf.  
It was also found that Jaccard, cosine and correlation coefficients all produced the 
same number of nodes in the giant components of 369 even when the critical thre-
shold was set at 1, which indicated a total agreement of co-owner patterns of these 
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books. It would be interesting to look into these books to examine to what degree 
those high similarity values were caused by their rarity in the dataset, which might 
help create proper ways of adjusting book rarity for these measures. Of the five meas-
ures, the normalized interaction produced the poorest results (see Fig. 3) as the size of 
the giant components remained constantly large even at the critical threshold of 1, 
which showed that the randomness in the book co-ownership, i.e. books co-occurred 
because of user idiosyncrasy rather than similarity, created some sort of weak ties  
that is akin to those in the social network that decreased the number of the steps 
needed to link seemingly unrelated books. The results indicate the challenge to our 
efforts lies mostly in how to filter out linkages created out of randomness or user idio-
syncrasy, which calls for further research for the proper clustering of book co-
ownership network.   
5 Conclusion  
With the growing prevalence of recommender systems for the access of cultural prod-
ucts, researchers have started looking into cognitive traits that might influence users’ 
response to recommended items. We were particularly interested in the notion of 
reading diversity as its potential influence on users’ response to personalized recom-
mendations.  In this study we set out to explore social network analytical methods 
that might capture users’ reading diversity. While network theoretic methods have 
been widely used in peer-to-peer network to identify similar peers for recommenda-
tion purpose [8], [9] , to the best of our knowledge, they have not been applied to 
items within an individual user’s bookshelf for the purpose of representing his/her 
preference structure. In this study five different similarity measures and a simple clus-
tering method, components identification, were used, which is admittedly a rather 
basic network clustering method.  More studies can be done to address the issue of 
randomness of co-ownership of books and also to explore more sophisticate clustering 
method for such a task. Admittedly the value of our research of users’ reading diversi-
ty depends very much on the assumption that it would influence one’s response to 
recommendations. Individuals with more concentrated reading preference, on the 
other hand, might appreciate familiar genres or authors, though recommendations 
might be less effective for those readers as they are more likely to be knowledgeable 
about those genres in the first place and thus less likely to be impressed by what re-
commender systems have to offer.  Future studies should also been done, to test our 
assumption that reading diversity might influence the user’s response to different 
recommendation strategies.  
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Abstract. Instance matching targets the extraction, integration and matching
of instances referring to the same real-world entity. In this paper we present a
weighted ontology-based user profile resolution technique which targets the dis-
covery of multiple online profiles that refer to the same person identity. The elab-
orate technique takes into account profile similarities at both the syntactic and
semantic levels, employing text analytics on top of open data knowledge to im-
prove its performance. A two-staged evaluation of the technique performs various
experiments to determine the best out of alternative approaches. These results are
then considered in an improved algorithm, which is evaluated by real users, based
on their real social network data. Here, a profile matching precision rate of 0.816
is obtained. The presented Social Semantic Web technique has a number of use-
ful applications, such as detection of untrusted known persons behind anonymous
profiles, and information sharing management across multiple social networks.
Keywords: profile resolution, person identity, named entity recognition, seman-
tic relatedness, social networks, linked open data, social semantic web.
1 Introduction
Instance matching is the process of finding whether two or more instances refer to the
same real-world entity (e.g. persons, products, organisations, events) within a particular
domain. It targets the problem of extracting, integrating and matching such instances
to a unique representation. For example, two profiles pointing to the same person, may
have different profile attributes, such as addresses, name variants, etc. These profiles
consist of structured and semi-structured/unstructured data, acquired from heteroge-
neous sources, such as social networks, and are modelled on different schemas de-
pending on the source. Several profile matching techniques, such as image recognition,
syntactic, semantic, statistical, linguistic and network-based measures exist, all of which
are built for solving specific problems according to their target domain.
The main motivation behind this work arises from the di.me1 EU project, which
amongst others targets the integration of duplicated personal information found across
multiple local and remote sources. Such a profile matcher can be universally applied for
a variety of applications within any target domain, such as:
 This work is supported by the European Commission under the Seventh Framework Program
FP7/2007-2013 (digital.me – ICT-257787)
1 http://www.dime-project.eu/
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1. better management of one’s personal data in order to control its sharing both on and
across multiple social networks [16];
2. the detection of fully or partly-anonymous contacts to minimise privacy threats [4];
3. suggest the establishment of new contacts that might be of direct interest to the
user, based on several factors, such as common interests, locations and activities.
Other applications target identity resolution (as in our case), anonymous identity detec-
tion, fraud detection, and terrorist screening, to mention a few.
In this paper we extend an earlier technique that we proposed in [6], which targets the
discovery of duplicate person profiles on LinkedIn, Twitter and Facebook. The choice
of these social networks was based on a survey2 we conducted. Results outlined that
the most popular social networks amongst the people were Facebook, LinkedIn and
Twitter, with 83.1% having at least one profile with the first two sites, whilst 64.6%
have at least one profile with the third. We present an improved profile matching system,
extended with text analytics, linked open data (knowledge) and semantic matching. Its
nature provides additional benefit since we use an ontology as a background schema.
Therefore, it can easily be extended to support additional social networks, since we map
all the profile attributes as retrieved from heterogeneous social networks to it, in order
to have a standard schema that enables cross-network interoperability.
The main objectives of this paper are:
1. The extension of a profile matching algorithm with Text Analytics on semi-
structured/unstructured profile information and the use of Linked Open Data (LOD)
to improve the Named Entity Recognition (NER) process;
2. A Semantic-based matching extension to find any possible semantic relations be-
tween incomplete and unstructured profile attributes;
3. Various experiments to evaluate the profile resolution technique and its usability.
In the first objective we extend a state-of-the-art information extraction system for
performing NER on some profile attributes that are semi-structured/unstructured. We
also make use of open public knowledge in the LOD cloud3 to enhance the NER pro-
cess, since it is made up of several sources from multiple domains, and contains rich
knowledge regarding all entities [18]. The second contribution consists of a semantic-
based matching extension to the profile matching technique, where we try to find any
semantic relations between profile attributes that are not of same type but are closely-
related (e.g. city vs. country). To demonstrate such concept, we apply this technique
on the address/location information, since this can be retrieved from all targeted social
network APIs. Both local and open public knowledge is used for the matching process.
The NER process will also impact highly on this process, since any address sub-entities
discovered will increase the probability of finding any known semantic relations.
The last and major contribution is the presentation of the setup and results of a two-
staged evaluation. In the first stage, we evaluate the matching technique against a con-
trolled dataset to establish the best attribute similarity score alternative out of the ones
we propose. We also find out whether the enhanced hybrid profile matching technique
improves the F-measure results and determine its computational performance. An addi-
tional technique evaluation over a set of real online profiles is performed to establish a
2 http://smile.deri.ie/online-profile-management
3 http://lod-cloud.net/
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threshold for determining if two online profiles represent the same person or not, with
an acceptable degree of confidence. The second stage is a usability evaluation where
users were invited to run the profile matcher over their social networks.
The rest of the paper is organised as follows. In Section 2 we discuss and compare
related work. In-depth details of our Profile Resolution technique is provided within
Section 3, whereas in Section 4 we present and discuss the results of our Technique and
Usability Evaluations. Concluding remarks and future work are outlined in Section 5.
2 Related Work
Instance matching (also known as entity resolution, record linkage, data de-duplication
in other domains) is all about calculating the degree of similarity between pairs of in-
stances within heterogeneous knowledge sources, and finding whether they refer to the
same real world entity, despite having different descriptions [5]. This process is required
for several applications like identity recognition, data integration [11] and data cleaning
[10]. Several matching techniques exist, such as learning, similarity, rule and context-
based. We use a hybrid similarity-based approach made up of syntactic and semantic
methods, and enhanced through NER. The advantage of using this method is that it is
capable of comparing and matching poorly-/un-structured data e.g., plain text. Instances
that do not conform to the same background schema can have different property values,
structures and formats [3], [11], [10], [2]. It is important that the data matching process
is able to analyse the data structure and value, since both can be heterogeneous [10]. In
our context, heterogeneous social networks have different schemas resulting in different
user profile structures [16], [10]. We overcome structural heterogeneity by standardising
all the profile information across a comprehensive conceptualisation, such that different
persons will have the same representation structure, and their attributes the same data
value formats. This makes our system interoperable, since any social network can be
integrated, given that their schema is mapped to our background ontology. Evaluation
of instance matching algorithms is calculated through parameters, such as precision,
recall, F-measure and execution time [11], [1]. We perform a complete technique eval-
uation, such that multiple parameters are calculated as obtained by our system. One
shortcoming of such algorithms is also addressed; that is, the identification of an ade-
quate threshold which distinguishes between matching and non-matching instances [5],
[10], [15]. This is overcome in our application through the identification of a threshold
with an acceptable degree of confidence, for suggesting possible duplicate contacts to
the user, who will then make the final decision of whether they match or not.
Semantic relatedness is based on the type of relationship between concepts
e.g.‘bicycle’ and ‘pedal’ are more closely related than ‘bicycle’ and ‘car’, even though
‘bicycle’ and ‘car’ are more similar. Therefore, the semantic similarity is a special case
of relatedness [8]. There is not a lot of previous work on the computation of seman-
tic relatedness between named entities, which task is really important for discovering
the semantic associations between documents [18]. In [14], entity linking is defined as
the linking of textual entities possibly extracted through NER from unstructured text,
with their equivalent real world entity in a knowledge base (e.g. Wikipedia, WordNet).
This process is beneficial for several information extraction and linguistic analysis ap-
plications [14], [18]. The approach adopted in LODDO [18] uses LOD for overcoming
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several limitations of existing knowledge bases attributed to entity coverage. In our
NER process, LOD is used to improve our entity linking (profile resolution) process.
Moreover, our semantic-based matching approach is different in nature than [17] and
[18]. Even though we make use of LOD, we try to find any existing semantic relations
between different address sub-entities through a dataset that is part of the LOD cloud.
The profile matching technique in [15], considered only a few profile attributes. If
several attributes are considered, the chance of wrong user identification between two
people is lowered, even if some personal data is missing or incomplete [16]. The simi-
larity approach used was based on string matching only, however Veldman outlines that
this is not enough to determine a match between certain complex attributes, such as an
address. The authors in [16], also use string matching functions for attribute compar-
isons. In contrast to [15], a recursive vector approach is applied for calculating the sim-
ilarity for attributes containing complex types. Similar to our work, [2] and [15] merge
multiple occurrences of the same person into one representation for a more comprehen-
sive view of all the data. The techniques in [15], [16] and [2], were evaluated over a
controlled dataset. However, no usability evaluation was conducted in either work. The
user profile matching technique in [13], computes the semantic relatedness between
semantic-based attributes (e.g. topic/user interest), which cannot always be matched
syntactically. The approach is different than ours, since they aim to find the relation-
ships between same type entities, through the Explicit Semantic Analysis method.
3 Ontology-Driven Profile Resolution Technique
The profile resolution technique presented in this section extends earlier work that we
proposed in [6]. We will provide some formal notations along the way to help with
understanding the technique better.
Our profile matching pipeline is made up of six successive steps (1-6), as outlined
by Figure 1. A practical example of the matching input, process and results is also
included. In the first (1) step, profiles for the users themselves, and for each of their
contacts, is extracted from each targeted social network (LinkedIn/Twitter/Facebook)
through its respective API. Semantic Lifting (step 2) is then performed to lift profile in-
formation from the remote schema and transform it into instances of the Contact Ontol-
ogy (NCO)4. This ontology represents generic contact/profile information, and is used
by our technique as a standard format that enables the profiles to be matched. There-
fore, the retrieved profile information from each service API is declaratively leveraged
through XSPARQL5, for transforming it to a Resource Description Framework (RDF)6
representation. Hence, a person’s online profile p has a number of personal attributes a,
such that:
p = {a1, a2, . . . , am} (1)
where m ∈ N, m is a number of defining profile attributes derived from the NCO on-
tology. The attributes are derived from NCO either directly (e.g., email address from
4 http://www.semanticdesktop.org/ontologies/nco/
5 http://xsparql.deri.org/
6 http://www.w3.org/RDF/
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nco:hasEmailAddress, phone number from nco:hasPhoneNumber), or from a corre-
sponding set of attributes (e.g., current address from nco:streetAddress, nco:locality,
nco:country, etc.). Once the transformation is complete, Text Analytics (step 3) is per-
formed on some profile attributes that have complex unstructured information, e.g.,
entire postal addresses. The method will be explained in Section 3.1. Once the NCO
profile generation is complete, a retrieved profile is then matched (step 4) against all
previously-retrieved profiles. The matching is performed on the profile attributes at both
syntactic (step 4-a) and semantic (step 4-b) levels. Therefore, a generic similarity func-
tion between two profiles pi and pj can be defined as follows:
sim(pi, pj) =
∑o
n=1∈N sim(a
n
i , a
n
j )
o
(2)
where ani and anj are attributes of the same type e.g. first name, for pi and pj respec-
tively, a is a member of the common attributes between pi and pj and o ∈ N, o ≤ m.
That is, the similarity of two profiles pi and pj is computed by averaging the similarity
of o attributes that are common to both profiles.
Fig. 1. Profile Resolution Technique Pipeline
Attribute value (syntactic) matching (step 4-a) is applied directly between each at-
tribute of the new profile, and the corresponding attribute in all known profiles. Value
matching varies based on the attribute type. A direct value comparison is conducted on
the ones that have a strict predefined structure (e.g. date of birth or gender), whereas
string matching is performed on attributes having a string value (e.g. first name). In this
case, we apply the recursive field matching algorithm proposed by Monge and Elkan
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[12]. In addition, rather than applying a blanket algorithm to all attribute types, in [7] we
explain how various experiments were carried out to obtain an optimal Monge-Elkan
variant for each type7. The novel semantic matching extension (step 4-b), considers the
semantic relations in the underlying ontologies to discover indirect similarities (e.g. be-
tween a city of residence in one profile, and a residential region in the other, even when
the country of residence is missing in both), as explained in Section 3.2. The final step
in the profile resolution technique (step 4-c) refers to the application of a suitable at-
tribute weighting function, in order to skew the results of the similarity function towards
attributes which are considered to be more unique in determining a person’s identity.
The chosen weighting strategy is explained in Section 3.3.
Results of the profile matching technique yield the similarity score, sim(pi, pj),
in step 5. Potential systems adopting our technique are not expected to automatically
merge profiles with a high score. Instead, they intend to display those profiles matched
with a suitable degree of confidence to the system’s user, as suggestions. For this pur-
pose, we have established a threshold such that only profiles with a similarity score
beyond it would be shown (refer to Section 4.1). The number of profile comparisons
performed by the technique for each user is a × b, with a and b being the number of
contact profiles obtained from two respective social networks. Some personal informa-
tion about the suggested matches (e.g. photo, name, affiliation) is displayed alongside
them, in order to help the user make a decision. If two profiles are merged (step 6), the
link is stored at the Personal Information Model (PIM) level, which serves as the user’s
personal repository. This will enable the applications introduced beforehand, such as
easier management and sharing of personal data across multiple social networks.
3.1 Text Analytics
Named Entity Recognition (NER) is performed on two specific profile attributes;
full person names and addresses, in order to decompose them further, where possi-
ble. This technique is here useful to cater for limitations of some social network APIs
(in terms of retrievable profile data) and enable a more exact comparison. For this pur-
pose, we chose the open-source General Architecture for Text Engineering (GATE)
platform as the Language Engineering tool, as it could be extended for our task’s re-
quirements. The Nearly-New IE System (ANNIE) [9], a built-in Information Extraction
(IE) component set within GATE, was used as the NER technique to perform sub-entity
discovery and resolution. This component is made up of several main processing re-
sources for common Text Analytics tasks, such as a tokeniser, sentence splitter, Part-
of-speech (POS) tagger, gazetteer, finite state named entity transducer (semantic tag-
ger), orthomatcher and coreference resolver. Specifically, attribute decomposition and
sub-attribute resolution are enabled by applying the following two GATE processing
resources (PRs): i) the ANNIE semantic tagger, which is responsible for processing the
outputs of any extracted entities (i.e. name and address). For the purpose, this PR was
extended through Java Annotation Patterns Engine (JAPE) rules8, which are based on
7 Results can be found at:
http://smile.deri.ie/syntactic-matching-experiments
8 http://gate.ac.uk/sale/tao/splitch8.html#x12-2060008
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regular expressions.; and ii) the Large Knowledge Base (LKB) Gazetteer9, which is able
to retrieve local and public knowledge from open repositories, based on RDF.
The extended JAPE rules in ANNIE target the decomposition of a person’s full name
into five possible sub-entities: a prefix and a suffix, and first name, middle name and
surname; and full addresses into: a street, city, country, region, postcode, extended ad-
dress and P.O. box. Since the default ANNIE gazetteers are quite limited for the address
sub-entity resolution task, we extend them through the LKB Gazetteer, by extracting ad-
ditional city and country values from the open public knowledge in DBPedia10. This re-
mote dataset forms part of the LOD cloud, and contains over 573,000 locations, 387,000
of which are populated places. DBPedia was chosen since it is automatically updated
based on Wikipedia, i.e., it is based on global community knowledge that is quite re-
liable and covers a lot of domains. Due to the nature of the retrieved sub-entities, the
LKB Gazetteer extension has a particular positive impact on the semantic-based match-
ing extension, described in Section 3.2 below.
The full address attribute is composite, since it comprises more than two sub-
attributes (similar to the full person name) as mentioned above. Given that we are
employing NER to decompose it into further sub-entities, each atomic sub-attribute
is assigned a predefined weight according to the importance of the address sub-entities.
Predefined weights were assigned as follows: city, country: 0.30; region/province: 0.20;
full address, street, postcode: 0.05; extended address, p.o. box: 0.025. The importance
of the address sub-entities was based on the entities that are most commonly specified
across all targeted social networks. Hence, we extend Equality 2 as follows:
sim(addri, addrj) =
q∑
n=1∈N
sim(sni , s
n
j ) ∗ stypew(sni ) (3)
where addri and addrj are address attributes for pi and pj respectively, q ∈ N is the
number of sub-attribute comparisons; sni and snj are same type address sub-entities (s)
e.g. country, for addri and addrj respectively, such that ∀s ∈ a; and stypew(sni ) is a
predefined weight of the sub-entity type as listed above. The total of all sub-attribute
predefined weights in one comparison add up to 1, where the similarity score of each
sub-attribute pair obtained from the string matching metric or semantic-based matching
extension is represented as a proportion of the respective sub-entity weight.
3.2 Semantic-Based Matching Extension
The semantic-based matching extends the attribute value matching process, so that pro-
file attributes that do not have a 1-1 relationship but are related regardless, will also be
taken into consideration. The said relationships are derived from semantic relations de-
fined within standard ontologies. Hence, this extension is one of the main advantages for
using ontologies, rather than flat database schemas, to represent person profiles, since
entities can be linked at a semantic level, rather than just a syntactic or logical level. In
our profile matching task, this extension is mostly relevant to the location-related pro-
file attributes, whereby two profiles that have a different address attribute can still be
9 http://gate.ac.uk/sale/tao/splitch13.html#x18-34600013.9
10 http://dbpedia.org/
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compared, with the help of the ANNIE extensions and LKB gazetteer described in the
previous section. For example, rather than achieving a low string-only based similarity
score for the address attribute ‘Dublin’ in profile pi against ‘Ireland’ in profile pj , the
resolution of sub-entity ‘Dublin’ as a DBPedia city and ‘Ireland’ as a DBPedia coun-
try, and a discovery of semantic relationship in between (e.g., dbpedia-owl:country),
will achieve a higher similarity score for the address. Therefore, the address attribute
similarity between the two profiles in Equality 3 is in this case extended as follows:
sim(addri, addrj) =
(∑q
n=1∈N sim(s
n
i , k
n
j )
q
)
∗ stypew(sni )
such that:
sim(sni , k
n
j ) =
rel(sni , k
n
j ) + rel(k
n
j , s
n
i )
2
(4)
where sni and knj are address sub-entities of a different type such that sni = knj , q ∈
N is the number of distinguishable semantic matching comparisons; stypew(sni ) is a
predefined weight for the sub-entity type (sni ) being matched (specified in Section 3.1);
and rel() is a function that computes the semantic similarity between two sub-entities.
In the current implementation, the city, region and country11 address sub-entities
are being semantically compared. As opposed to string-based matching, this extension
attempts to find the similarity based on the semantic relation between the sub-attributes
in question in a bi-directional manner, according to the ontology relationships listed in
Table 1. The Personal Information Model Ontology (PIMO)12 and DBPedia Ontology13
define several location relationships. In all, three PIMO and five DBPedia properties
were chosen, being the ones mostly effective thus are bound to yield a semantic relation.
Table 1 also shows the arbitrary values of these semantic relationships, based on
observations of their use in both closed and open data repositories. Thus, for example,
if we want to find any semantic relationship that may exist between the city Dublin (si)
and the country Ireland (kj) entities, each of which is separately used as the address in
the two profiles pi and pj , the semantic-based extension will look for any relations in a
bi-directional manner. If all the listed DBPedia (country, isPartOf, largestCity, capital)
and PIMO (locatedWithin, containsLocation, isLocationOf ) relationships exist between
the mentioned entities, the semantic similarity sim(si, kj) will total 0.30. Hence, the
address semantic similarity sim(addri, addrj) equals 0.09. The number of available
relations between two entities, will determine the strength of their semantic relationship.
The ontology relationships shown in Table 1 are not relevant to all combinations of
address sub-entities. For example, given the definition of its RDF domain and range, it is
never expected for a country to be defined as a capital of a city, but the other-way round.
Similarly, the capital-of relationship is neither expected to be used to relate a region to
a country. Therefore, to optimise the semantic search extension, we identified which
properties to look for when matching a sub-entity of a certain type to a sub-entity of
another type. Table 2, which must be read using a row(domain)-column(range) manner,
11 These are the ones that are most commonly specified across all targeted social networks.
12 http://www.semanticdesktop.org/ontologies/2007/11/01/pimo/
13 http://dbpedia.org/Ontology
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Table 1. Ontology Properties for Semantic
Matching
# DBPedia Weight # PIMO Weight
1. largestCity* 0.10 6. locatedWithin* 0.10
2. capital* 0.10 7. containsLocation* 0.10
3. country* 0.10 8. isLocationOf 0.05
4. isPartOf 0.05
5. region 0.05
Table 2. Semantic relations between the
location sub-entities
Domain Range
City Region/Province Country
City 4, 5, 6 3, 4, 6
Region/Province 1, 2, 3, 4, 7, 8 3, 6
Country 1, 2, 7 ,8 7 ,8
lists the relevant relationships that we check for (e.g. the possible semantic relations
between a city and a region/province, are: isPartOf, region and locatedWithin).
The semantic-based matching process was implemented as follows. A SPARQL14
query is executed against the user’s PIM and the public DBPedia SPARQL endpoint, in
order to find out if any relations between two entities, as listed above, exists. In cases
when for some reason (e.g. maintenance) the DBPedia endpoint to which we submit
this query is unavailable, this process is executed against the user’s local knowledge
base (in our case the PIM) alone given that some information is available, otherwise the
profile matching technique reverts to the attribute value-based technique only.
3.3 Ontology-Based Attribute Weighting
The attribute weighting function is enhanced by the cardinality and Inverse Functional
Properties (IFPs) attribute constraints, as defined in the NCO ontology. Hence, different
predefined weights are assigned to the profile attributes according to the attribute con-
straints as specified in Table 3. For obvious reasons, IFPs are the attributes assigned the
highest additional weights (0.5). Attributes that have a maximum or exact cardinality
of one also carry a higher additional weight (0.25), whereas all other attribute-types are
assigned no additional weight at all. Thus, we extend Equality 2 as follows:
sim(pi, pj) =
o∑
n=1∈N
(
sim(ani , a
n
j ) + typew(a
n
i )
1 + typew(ani )
)
o
(5)
where typew(ani ) is the additional attribute-type weight, as shown in Table 3.
Table 3. List of Profile Attributes
Constraint Type Additional Weight
IFP email, phone number, instant messaging ID 0.5
Cardinality One gender, first name, surname, full name, birth date, full address, street, extended address,
city, country, region, postcode, po box, organisation, role start date, role end date
0.25
Other username, additional name, name prefix, name suffix, url, profile url, overall address,
overall affiliation, role
0
After computing the above weights, two different approaches can be used to cal-
culate the final similarity score of an attribute pair, sim(ani , anj ). The first approach
(Approach 1) applies the obtained similarity score directly as shown in Equality 5. In
14 http://www.w3.org/TR/rdf-sparql-query/
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contrast, the second approach (Approach 2) applies a normalised similarity score based
on a threshold obtained for each attribute type, as determined from several experiments
carried out in our earlier work [7]. In this case, the threshold acts as a function over all
sim(ani , a
n
j ) scores in Equality 5, such that:
if sim(ani , anj ) ≥ threshold(ani ), then sim(ani , anj ) = 1,
else, sim(ani , anj ) = 0. (6)
where threshold(ani ) refers to the established attribute-type thresholds. Thus, in the
second approach, if the obtained attribute similarity score is above the corresponding
attribute-type threshold, it is rounded up to 1, elsewhere it is reduced to 0. Both ap-
proaches will be considered in the first stage of our evaluation, as discussed below.
4 Experiments and Evaluation
In this Section we discuss several experiments conducted within a two-staged evaluation
that sought to evaluate the implemented technique and its usability both quantitatively
and qualitatively. In particular, we determine: 1) which attribute similarity approach out
of the two proposed (Section 3.3) fares best; 2) if the text analytics and semantic-based
matching extension improve the overall technique; 3) the computational performance of
the hybrid technique against the syntactic-based one; 4) a final threshold that determines
profile equivalence within a satisfactory degree of confidence; and 5) the precision level
for the profile matching as derived from the usability evaluation.
4.1 Technique Evaluation
In evaluating the technique15, we performed several experiments based on two datasets:
a controlled dataset of public profiles obtained from the Web, and private personal and
contact-list profiles obtained from five consenting participants. The controlled dataset
was purposely selected in order to make the profile matching task more difficult, with
the intent of exposing its limitations. This dataset was used to tackle points (1-3) above.
The real 5-person dataset was used to determine the threshold in point (4) above.
Controlled Dataset Experiments. The controlled dataset was selected manually by
means of an online profile extractor. Out of the resulting 182 online profiles, 70 referred
to 35 real-world people (being well-known sports journalists having public accounts on
both LinkedIn and Twitter). The other 112 were used as ‘control’ for this test and were
purposely ambiguous; referring to different real-world persons that coincidentally had
a number of common attributes. The collection of these ambiguous profiles was based
on an info-graphic report provided by LinkedIn16, which listed the most common eight
member first names (male and female) obtained from four different countries. There-
fore, the profile extractor was implemented to retrieve profiles of people that have the
same first name and surname, and lived in the same country. In addition, the extrac-
tor also gave precedence to people that resided in the same location area, and had a
15 Details and full results at: http://smile.deri.ie/technique-evaluation
16 http://www.linkedin.com/200million?trk=200fb
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similar current job (role and/or affiliation). The retrieved ambiguous profiles were then
manually filtered to confirm that they indeed referred to different persons.
This dataset was first used to observe which of the two attribute similarity approaches
performs best. We executed the profile resolution technique with both alternatives in two
separate tests, to find out the F-measure for five thresholds: from 0.7 till 0.9, with an
interval of 0.05. Results for each approach are shown in Fig. 2. As clearly visible from
these results, Approach 1 outperforms Approach 2. The F-measures themselves, which
never exceed a high of 0.479 (Approach 1), are not considered to be indicative of the
profile matching technique per se, due to the purposely-selected ambiguous profiles.
Instead, the point of this exercise was purely to determine which of the two similarity
approaches to employ in the rest of the evaluation, as well as in the final implementation.
For this experiment, we performed 8631 online profile pair comparisons.
Fig. 2. Attribute Similarity Approaches Fig. 3. Syntactic vs. Hybrid Technique
In a second experiment, we compared the syntactic-based technique introduced in [7]
versus the hybrid technique presented in this paper, to identify whether the text analytics
and semantic-based extensions improve the similarity scores. Here, three thresholds
were considered: 0.7 till 0.8 (interval of 0.05). These were narrowed down from the
five in the previous experiment, since the best F-measures (for the selected Approach 1)
were obtained at a threshold of 0.8. Results (Fig. 3) confirm that the hybrid technique
improves the results considerably over the syntactic only-based one. Particularly, they
show how the F-measure remains more or less stable for thresholds of 0.75 and 0.8.
A benchmark was performed for the third experiment17 to determine the computa-
tional performance of the above mentioned techniques, and how both perform over the
sparsity of each matched profile pair (with 1 to 15 common attributes). For this test we
17 Details of setup and discussion of results at:
http://smile.deri.ie/performance-evaluation
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selected i) several profiles having a number of common attributes and ii) at least 1 at-
tribute candidate for semantic matching. Results in Fig. 4 indicate that both techniques
perform within a reasonable time frame. On average the hybrid technique takes ≈15ms
more when compared to the syntactic-only based one. The significant leap in time at 15
common attributes is due to the profiles compared having two address sub-attributes to
which semantic matching applies i.e. country vs. city and country vs. region.
5-Person Dataset Experiments. The sole objective behind this experiment is to find a
deterministic threshold that can be used to generally state whether two compared pro-
files constitute a person match, or otherwise, with a high degree of confidence. The
profile matching algorithm was first executed over each of the five user’s own, and their
contact’s profiles, as retrieved from two social networks in Facebook, LinkedIn and
Twitter, based on their highest activity levels in that particular network. They were then
required to manually mark all those contacts that should match, to enable the identifica-
tion of true / false positives and false negatives, and consequently the calculation of the
F-measure. This was calculated for 9 different thresholds: from 0.8 (based on the best
F-measure in the previous experiments) till 0.96, with an interval of 0.02. The results in
Fig. 5, suggest that the optimal threshold is 0.9, yielding an F-measure of 0.693.
Fig. 4. Technique Performance Results Fig. 5. Threshold Experiment Results
4.2 Usability Evaluation
A user evaluation was conducted to test the performance of our final profile matching
technique, and gauge its acceptance by potential users. Interested participants were in-
vited to run the profile matcher, against the two social networks that they are most active
in18. The participants, totalling 16, were later presented with a profile merging sugges-
tion page, where they could either link (correct match) or dismiss (incorrect match) the
results. They were also asked to answer a short survey about their user experience.
Overall statistics and results for this experiment outline that 8415 distinct profiles
were retrieved from the two preferred social networks of each of the 16 participants (an
average of 262 profiles per social network per participant). In total, 1,041,279 profile
comparisons (an average of 65,080 per participant) were conducted, where our match-
ing technique identified 1,195 as positive matches. Out of these, the participants marked
975 as correct, and 220 as incorrect. This yields a satisfactory precision rate of 0.816.
18 Details of complete setup and results at:
http://smile.deri.ie/usability-evaluation
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The user-survey sought to qualitatively gauge the user’s level of satisfaction with
the technique through the results. A first question asked users how satisfied they were
with the result19, with 50% reporting being extremely satisfied and 43.8% being satis-
fied quite a bit. We also asked participants whether they ever interacted with any profile
matching technique. Here, 62.5% claim to have used the Android matched contact sug-
gestion feature. When asked to compare the latter to our feature, the participants com-
mented that the usage experience is similar or better, with no-one saying it fares worse.
In addition, we asked participants to share their views about three selected applications
of our technique: i) whether they agree that it can enable better control of personal
data sharing across multiple social networks (Application 1); ii) whether it would make
them feel more secure about displaying public personal information to fully or partly-
anonymous contacts, knowing that it would warn them if it detects that they are in fact
known (and possibly untrusted) persons (Application 2); and iii) whether it could be
useful to suggest the establishment of new contacts, based on the identification of shared
locations, activities, or interests (Application 3). The encouraging results for each ques-
tion are discussed as follows. For Application 1, 31.3% extremely, 50% quite a bit, and
18.8% moderately agree that, a reliable contact matcher would enable such function-
ality. Secondly, 37.5% extremely, 37.5% quite a bit, and 18.8% moderately agree on
Application 2. Third and last, 31.3% extremely, 50% quite a bit and 6.3% moderately
agree that a reliable contact matcher could also be used for Application 3.
Some limitations that we intend to address were also outlined in the evaluation. The
first is related to a person’s gender, whereby, even though we eliminate matches found
between profiles stating a different gender, this information is only provided by the
Facebook API. We will attempt to overcome this issue through the NER process, which
can quite reliably identify a person profile’s gender based on the first/last name. We
have also observed that weights of the full name sub-entities are too high, and there are
cases where they impact the final result too strongly. Therefore, more experiments will
be performed to fine-tune these weights, which were initially based on a heuristic.
5 Conclusion and Future Work
In this paper we discuss an ontology-driven profile resolution technique that targets
the discovery of multiple online profiles referring to the same person, as retrieved from
widely-used applications and social networks. This Social Semantic Web technique em-
ploys text analytics on top of open data knowledge, to improve the structure of the
retrieved profiles against the NCO standard. The semantically-lifted profiles are then
compared at both syntactic and semantic levels, to identify profile resolution. Our pro-
file matcher can be used for various real life applications, such as privacy-sensitive
detectors of anonymous profiles and contact recommendations based on common lo-
cations, activities, friends and interests. From the technique evaluation performed we
determined the best attribute similarity approach of the technique, the precision, re-
call, F-measure and performance results of the improved technique, and an acceptable
threshold. The profile matcher obtained a precision rate of 0.816, which result was de-
termined from the usability evaluation. Due to its use of ontologies and RDF as standard
19 A 5-point rating scale was used: Extremely, Quite a bit, Moderately, A little, Not at all.
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knowledge representation formats, the designed matching algorithm can be generalised
and with some effort adapted to other instance matching tasks in other domains.
As part of our future work directions we will consider all the limitations that were
outlined in the usability evaluation. Another possible future enhancement related to the
name issue, is to consider the frequency that each attribute value occurs [5]. Our aim is
also to apply a method where the weights in Tables 1 and 3 are automatically learned
from the retrieved user profile data. In the future, we will consider the identification of
higher degrees of semantic relatedness as part the semantic matching extension, e.g.,
although cities ‘Galway’ and ‘Cork’ are not directly related, they are both related to
country ‘Ireland’ by the ‘country’ relationship (2nd degree distance similarity). Other
remote datasets part of the LOD cloud will also be targeted for this extension. This will
enhance the open public knowledge, and enrich the technique further for other profile
attributes, such as affiliations and user interests. More social networks are being targeted
in the future, so as to provide more options to the users of our system.
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Abstract. Rumors have been studied for several decades in social and psycho-
logical fields, where most studies were theory-driven and relied on surveys due
to difficulties in gathering data. Rumor research is now gaining new perspec-
tives, because online social media enable researchers to examine closely various
kinds of information dissemination on the Internet. In this paper, we review so-
cial psychology literature on rumors and try to identify the key differences in the
dissemination of rumors and non-rumors. The insights from this study can shed
light on improving automatic classification of rumors and better comprehending
rumor theories in online social media.
Keywords: Rumor, Social Media, Diffusion Structure, Linguistic Properties.
1 Introduction
A rumor is defined as an unverified explanation of an event at the time of circula-
tion [16]. Nwokocha et al. says that the essence of rumors is in their ambiguity [13],
where ambiguity of evidence makes rumors spread more widely. Another study about
rumors says that a cognitive mechanism exists in the way people tend to modify a mes-
sage they heard in the past [8]. Definitions of rumors vary in research [14]. A piece
of information can be considered either verified or unverified, based on the judgments
made at the time of circulation. The latter, a piece of information that cannot be verified
at the time of circulation (i.e., unverified), is commonly considered to be a rumor in
social psychology fields. In this paper, we rigorously divide the latter further into three
types: true, false, and unknown, based on the judgments made after the time of circu-
lation. The first type, true, describes when a piece of information that was unverified
during circulation is officially confirmed as true after some time. This could be inter-
preted as information leakage, marketing, or prediction with enough reliable evidence.
The other two types, false and unknown, which later in time are confirmed as false or re-
main unverified respectively, are what we define as rumors. Based on this definition, we
built a rigorous set of ground truth data on rumors by recruiting four coders to manually
annotate a large amount of social media data and identify rumors.
We test numerous theories and beliefs about rumor propagation in a social net- work.
For instance, Alison says that people spread rumors to feel superior, to feel like part of
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 299–308, 2013.
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the group, to get attention, or out of anger, boredom, envy, or unhappiness [17]. Others
hypothesize that rumors are dominated by certain sentiments and polarities [18, 20].
These studies, which are based on surveys, bring interesting insights into the character-
istics of rumor spreading.
The growth of online social media has made propagation of informative and creative
content, as well as rumors, spam, and misinformation more prevalent. In order to handle
the spread of potentially harmful information, researchers have investigated the prob-
lem of detecting unusual behaviors such as misbehaving users [6] and spammers [9].
Similarly, our main goal is to identify the patterns of spreading that are unique to ru-
mors. In doing so, we also try to explain how the findings from social media research
are related to well-known social and psychological theories on rumors.
We bridge theory and practice in this work and characterize the key properties of ru-
mor spreading based on human-annotated data. We use near-complete data from Twitter
and examine real rumor spreading cases in this network. We start by reviewing the so-
cial psychology literature on the theories and ideas related to rumors which we will then
test one by one.
2 Theories on Rumor Spreading
Examining how a rumor spreads has been challenging, because the researcher had to be
at the right place at the right time. Since this was nearly impossible prior to the use of
social media data, previous studies on social and psychological aspects of rumors have
mainly been theory-driven and have relied on a small amount of manually collected
anecdotal evidence. We summarize four main hypotheses from the literature for an in-
depth investigation in this paper.
Rumor Spreaders and the Direction of Information Flow
Besides its ambiguity, another essential characteristic of a rumor is its influence [13].
A rumor has the power to arouse people’s interest; therefore, people gossip or spread
rumors to get attention. This means that rumors are one of the ways that people gain
influence over friends. However, highly influential individuals, who do not want to put
their reputations at risk, will not likely initiate conversations on rumors because rumors
have low information credibility [4, 20]. As a reasonable proxy of measuring a user’s
influence, we consider the time the user has been on Twitter (i.e., registration) and the
user’s number of followers (i.e., degree) in this paper. The first hypothesis we test is,
H1: Rumor spreaders are likely new based on registration time and has fewer followers;
thus, rumors more likely disseminate from low-degree users to high-degree users.
Skeptics and Participation
Psychological theories describe how people react to a given rumor. When a person
hears about a rumor, he will first doubt the meaning and rely on his knowledge [8].
He will then check with factual sources to verify the rumor [3]. This process of doubt
ends when he gathers enough evidence, at which points he either accepts the rumor and
propagates it further or disapproves it and expresses negating comments. Solove [19]
says that reputation gives people a strong incentive to conform to social norms. Because
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rumors spread without strong evidence, rumor receivers may simply neglect the mes-
sage, incurring low infection rate and often terminating the propagation process. The
low credibility of rumors and the doubts incurred by the rumor’s audience will result in
a different writing style in rumor conversations compared to non-rumors.
H2: Rumors contain more words related to skepticism and doubts such as negation and
speculation and are less successful as conversation topics.
Sentimental Difference
Now we examine what kinds of rumors have been studied in social psychology. A clas-
sical study was done by Knapp [12], where he gathered a large collection of World
War II rumors printed in the Boston Heralds Rumor Clinic column and categorized
them into several types: pipe-dream (or wish-fulfillment), bogie (or fear), and wedge-
driving (or aggression). The same approach was adopted in a study of 966 rumors from
the Iraq War [11], giving insights into the societal attitudes and motivations of rumor
spreaders. Wish-fulfillment rumors are fantasies about the world in which all desires
are fulfilled [1]. Such rumors contain positive emotions like satisfaction and happiness.
On the other hand, there is a general lay belief that rumors are dominated by negative
sentiment and polarity [20].
H3: Rumors contain several characteristic sentiments (e.g., anger) compared to other
types of information.
Social Relationships and Communication
While unverified information like rumors are often neglected and have low infection
rates, this does not mean all rumors are short-lived. In contrast, certain rumors have
been reported to be alive for a long period of time. What are the dissemination channels
for those successful rumors? Could portals and prominent websites play a role (as they
often do for other viral content)? We could not confirm this since the popularity of
even the most famous rumor websites like snopes.com and networkworld.com
was far lower than mass media websites and portals according to Alexa.com. This
means that the primary channel of rumor dissemination is not through websites but
through other means. The word-of-mouth of individual users can be one alternative
mean, in which case rumor spreaders will attribute their source to social relations like
friend, mate and family. Based on this assumption, we hypothesize that a large portion
of rumors spread from person to person. Knapp’s theory also supports this [12].
H4: Rumors will more likely contain words related to social relationships (e.g., family,
mate) and actions like hearing.
3 Methods
We use data crawled from Twitter as explained in previous work [5]. The dataset con-
tains profile information for 54 million users, 1.9 billion follow links between them,
and the 1.7 billion public tweets posted from March 2006, when Twitter was launched,
through August 2009. The link information is based on a snapshot of the network in Au-
gust 2009. The complete set of users, links, and tweets provides us a unique opportunity
to study user behaviors surrounding real information diffusion.
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Collecting Events and Annotation
Given a data set of tweets, we need to collect real rumor cases that circulated on Twitter.
We rigorously define a rumor as follows: (i) a statement that was unverified at the time
of circulation and (ii) either remains unverified or is verified to be false after some time
(i.e., at the time of this study).
Table 1. Representative rumor and non-rumor cases and their tweet data summary
Topic Spreaders Tweets Description
(Audience) (Mentions) (Regular Expression)
Example tweet
Rumor
Bigfoot 462 1006 The dead body of bigfoot is found
(1731926) (40) (bigfoot & (corpse | (dead body))
“Bigfoot Trackers Say They’ve Got a Body, I Say They Don’t”
AdCall 325 719 Call a specific number to avoid advertisement
(780300) (151) (888-382-1222)
“Tired of telemarketers? call 888-382-1222 from the phone you want registered”
ObamaAnti 119 135 Obama is muslim and antichrist
(780300) (19) (obama & (muslim | antichrist)) ”
“Obama may reach out to world’s Muslims on first international trip as president.”
Swineflu 21896 26290 Don’t eat pork killed by swine flu
(5300366) (7710) (swine flu & pork)
“swine flu...don’t eat pork it’s disgusting”
Non-rumor
Dell 1581 1909 Dell enters into smartphone market
(1814798) (389) (dell & smartphone & market)
“Would you buy a Dell smartphone? Seems you’ll soon have the chance.”
Iphone3G 16056 31003 iphone3G is launched and its review
(433215) (4454) (iphone3g)
“got Iphone 3G and it is amazing”
Havard 219 448 A black Harvard professor is arrested at his house
(603911) (111) ((harvard & arrest) | (henry louis & arrest))
“Arrest of Harvard prof H.L. last week in his own home by cops ”
Summize 2054 969 Twitter buys an IT company (twitter & buy & summize)
(4367672) (285) (twitter & buy & summize)
“Twitter buying summize is BRILLIANT. I bet it powers the home screen.”
In order to understand the diffusion characteristics of rumors, we first had to iden-
tify real rumor cases from the Twitter data. For this, we searched lists of popu-
lar events from three websites: snopes.com, urbanlegends.about.com, and
networkworld.com. Once target rumors were identified, we further identified a set
of keywords describing each target rumor by consulting these websites and informed in-
dividuals in order to extract relevant tweets. We focused on a period of 90 days starting
from a key date; this either corresponds to the date when the event occurred or the date
when the event was widely reported in the traditional mass media (e.g., TV and news-
papers). These rumors span political, health, urban legend, and celebrity topics. For a
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control group, we also searched a list of popular events from various media and web-
sites. These non-rumor events are about political controversies, IT product launches,
and movie releases.
We first identified 125 topics of interest, out of which 68 were rumors and 57 were
non-rumors. To ensure that all rumors and non-rumors are valid, we recruited four well-
trained human coders and asked them to classify each topic as either rumor or non-
rumor. For each topic, we provided four randomly chosen tweets and a list of URLs
on the topic to the annotators. We tested the annotators’ agreement level and found an
intraclass correlation coefficient (ICC) of 0.992. This indicates that the human coders’
annotations were highly reliable. Table 1 lists examples of rumors and non-rumors,
respectively. In this study, we further limited our data to only those topics that contained
at least 60 tweets and as a result retained 102 topics (47 rumors and 55 non-rumors).
Variables
In Section 2, variables related to the hypotheses can be divided into three categories:
personal, topological and linguistic. In case of personal characteristics, we define Age
and Follower. Both are proxies of user influence. For each topic, Age is defined as the
average time between user registration and the key date of the topic as described above.
Follower is an average number of followers.
For topological characteristics, we first define friendship network and diffusion set.
Friendship network is defined as a subgraph of the original follower-followee graph
induced by those users who posted at least one related tweet and follow links among
them. From the friendship network, we define diffusion set as a set of ordered pairs,
D = {e1, e2, . . . }, where each element in D represents a type of information flow from
one user to another. We say information flows from user A (source) to user B (target),
if and only if (1) B follows A on Twitter and (2) B posts about a given topic only after
A did so. Then, we represent this information flow as an ordered pair, (A,B). If a target
has multiple potential sources (e.g., (s1, t), (s2, t) . . . , (sn, t)), we pick only the source
of the most recent tweets the ordered set. Thus, a target cannot have multiple sources in
this work.
Next, we introduce two measures from the diffusion set; Flow and Singleton.
Flow, the proportion of information flow from low-degree user to high-degree user,
is defined as follows where t(e), s(e), and ind represent target, source of a given e and
number of followers of a given node in the Twitter network, respectively.
Flow =
|{e ∈ D|ind(t(e)) > ind(s(e))}|
|D|
Singleton represents the proportion of users who posted about the topic without
influencing others, i.e., having none of their followers reply or talk about the topic.
If rumors are not successful conversation topics, Singleton will be higher for rumors
than non-rumors. We formulate Singleton as follows where si, ti and V are source
and target of a given element, ei, in D and set of nodes (i.e., users) in the friendship
network, respectively.
Singleton =
|V \⋃∀ei∈D{si, ti ∈ ei}|
|V |
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In addition to topological aspects, we investigate linguistic characteristics of rumor
spreading by utilizing a widely used sentiment analysis tool. LIWC (Linguistic Inquiry
and Word Count) has been used for text analysis of psychological and behavioral dimen-
sions [15]. Empirical results demonstrate that it can detect meanings in a wide variety
of experimental settings, including attention focus, emotionality, social relationships,
thinking styles, and individual differences [21].1 Since the tool requires some minimum
amount of text as input (e.g., 50 words), we group all the tweets belonging to a single
topic as an input and collectively measured the score of sentiment (e.g., anger, sad) and
linguistic (e.g., negate) categories.
Table 2. Variables related to hypotheses. In the “Expectation” column, we list whether rumors or
non-rumors are expected to have a higher value. In case of the Linguistic features, “Definition”
column lists words related to a given symbol.
Characteristic Symbol Definition Expectation
H1: Rumor spreaders and the direction of information flow
Personal Age Average of registration age Non-rumor
Personal Follower Average number of followers Non-rumor
Topological F low Fraction of information flow from low to high degree users Rumor
H2: Skeptics and participation
Topological Singleton Fraction of users whose content is ignored Rumor
Linguistic negate no, not never Rumor
Linguistic cogmech cause, know, ought Rumor
Linguistic exclusive but, without, exclude Rumor
Linguistic insight think, know, consider Rumor
Linguistic tentative may be, perhaps, guess Rumor
H3: Sentimental difference
Linguistic affect happy, cried, abandon Non-rumor
Linguistic negemo hurt, ugly, nasty Rumor
Linguistic anxiety worried, fearful, nervous Rumor
Linguistic anger hate, kill, annoyed Rumor
Linguistic sad crying, grief, sad Rumor
Linguistic posemo love, nice,sweet Non-rumor
H4: Social relationship and communication
Linguistic social mate, talk, they, child Rumor
Linguistic hear listen, hearing Rumor
Table 2 lists variables related to the hypotheses we will test. In the, ‘Characteris-
tic’ column, “Topological” and “Linguistic” mean the corresponding variables are esti-
mated from diffusion set and LIWC, respectively.
4 Result
In this section, we test the significance of the variables described in Table 3 between
rumors and non-rumors. Table 3 shows the result of the comparisons for each variable.
The first hypothesis,H1, considers three variables:Age, Follower andFlow. These
variables describe who the rumor spreaders are and how information flows. Table 3
1 Full list available at http://www.liwc.net/descriptiontable1.php
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Table 3. Extracted features and their p-values in t-test. In the “Type” column, “Non-rumor’ and
“Rumor” mean the feature had a higher value for non- rumors and rumors, respectively. In the
“Expectation” column, we list whether rumors or non-rumors are expected to have a higher value.
Hypothesis Symbol Type Expectation p-value
H1 Age None Non-rumor 0.73
Follower None Non-rumor 0.68
F low Rumor Rumor **
H2 Singleton Rumor Rumor ***
negate Rumor Rumor ***
cogmech Rumor Rumor *
exclusive Rumor Rumor ***
insight None Rumor 0.15
tentative Rumor Rumor **
H3 affect Non-rumor Non-rumor *
negemo None Rumor 0.92
anxiety None Rumor 0.61
anger None Rumor 0.85
sad None Rumor 0.11
posemo Non-rumor Non-rumor *
H4 social Rumor Rumor **
hear Rumor Rumor **
*P<0.05; **P<0.01; ***P<0.001
demonstrates that a rumor flows from low-degree users to high-degree users with a
statistically significantly high probability. This is in stark contrast to typical information
propagation, which mostly involves flow from high-degree to low-degree users (i.e.,
two-step-flow of information [10]). However, we could not confirm the hypothesis that
non-popular users utilize rumors to increase their influence over their friends. Rumors
and non-rumors had similar registration age and number of followers.
The second hypothesis, H2, deals with the existence of different participation rates
and writing styles in rumors. In Table 3 and Figure 1, we can see that most of the
related variables show statistically significant distinct ranges of values between rumors
and non-rumors, as predicted by the social and psychological theories. The high value
of Singleton indicates that rumor rarely initiate a conversation (i.e., no one talks about
a rumor after seeing it). Other variables in H2 are about the speculative words that
indicate doubt about the content of rumors. Our results support that process of doubt
properly works to users for rumors and it induces different writing styles. The presence
of a lot of negation in rumors can be attributed to people exhibiting uncertainty in their
tweets. Our statistical test confirms that rumors have a clearly different writing style,
providing empirical confirmation of the social and psychological theories about rumor
spreading.
In third hypothesis,H3, our purpose is to test which sentiments are more dominant in
rumors compared to non-rumors. In Table 3, we can see that rumors do not necessarily
contain different sentiments than non-rumors. In fact, negative sentiments like anger,
sadness, and anxiety may depend on the topic rather than on information credibility.
Figure 2 shows the 95% confidence intervals of sentiment variables. For instance, news
about a crime and an accident show higher negative sentiments. Lower affect score of
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rumor indicates that less appearance of words like happy, cried, and abandon. From
this, we can infer that rumors are less likely influences human emotion. Combining
these results, we conclude that unlike what a wide range of theories suggest, sentiment
in rumors depends on the topic and is not statistically distinct from sentiment in non-
rumors.
In Table 3, we see that rumors have a significantly higher fraction of words related
to social and hear. That is, words related to social relation like ‘friend’, ‘buddy’, and
‘neighborhood’ are more showed up in the rumor tweets. This would be an indicator of
main propagation mechanism that rumors are more likely to be disseminated through
social relation. This is quite different from other information, which originates from
mass media. Thus, we conclude that there is enough evidence to support H4.
Table 4. Variable importance by Random Forest. MDA is Mean Decrease Accuracy value. Higher
MDA means higher discriminative power.
Rank Variable Characteristic MDA Rank Variable Characteristic MDA
1 negate linguistic 18.46 10 social linguistic 5.52
2 affect linguistic 17.67 11 sad linguistic 4.73
3 Flow topological 16.16 12 insight linguistic 2.84
4 Singleton topological 11.63 13 anxiety linguistic 2.66
5 hear linguistic 10.94 14 Follower personal 1.45
6 tentat linguistic 10.20 15 negemo linguistic 1.34
7 excl linguistic 10.14 16 Age personal 1.20
8 posemo linguistic 9.29 17 anger linguistic 0.30
9 cogmech linguistic 9.10
In addition, we estimated the discriminative power of the features. To prevent the
problem of over fitting [7], we used Random Forest, a modified algorithm of bag-
ging, which utilizes a large collection of de-correlated trees to measure variable impor-
tance [2]. Analysis of the discriminative power of the 17 features yields three insights.
First, the personal characteristics, Age and Follower (ranked 16th and 14th respec-
tively), do not have much discriminative power. Second, sentimental differences (e.g.,
anger, sad) inferred from our literature reviews have no discriminative power. Third,
writing style, the fraction of words related to speculation, and topological variables
have the highest predictive power.
5 Discussion
Studies on rumors always have a data problem, because one must be at the right place
at the right time. Thus, existing social psychology studies have been conducted only on
very small-scale data (containing up to tens of users) and are mostly theory-driven. On
the other hand, recent studies on rumors in online social media investigate many char-
acteristics of rumors using large-scale data, but those are not related to theories in social
and psychological studies. Our study on Twitter rumors (containing up to thousands and
tens of thousands of users) serves as useful large-scale empirical data. Using the Twitter
data, we examine the actual, complete diffusion instances, testing the hypotheses gen-
erated by the social and psychological literature. Hence, our tested features are more
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intuitive to understand a mechanism of rumor spread than others introduced in recent
research and are directly applicable to real online networks for the task of classifying
data as rumor or non-rumor.
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Abstract. Participatory sensor network (PSN) enables the understanding of city
dynamics and the urban behavioral patterns of their inhabitants. In this work, we
focus our analysis on a specific PSN, derived from Waze, for sensing traffic con-
ditions. Our objective is to characterize the properties of this PSN, its broad and
global spatial coverage as well as its limitations. We also bring discussions on dif-
ferent opportunities for application design using this network. We claim that the
PSN derived from Waze has the potential to help us in the better understanding of
traffic problem reasons. Besides that, it could be useful for improving algorithms
used in navigation services: (1) by exploiting the provided real-time traffic in-
formation or (2) by helping in the identification of valuable pieces of information
that are hard to detect with traditional sensors, such as car accidents and potholes.
Keywords: Urban social behavior, city dynamics, participatory sensing, mobile
social networks, social big data.
1 Introduction
Participatory Sensing Systems (PSSs) [1,2] are revolutionizing the way we see cities,
societies and the interactions among people. PSSs provide a mobile interface that allows
people carrying smartphones to share data about the environment (or context) they are
inserted in at any time and place. These systems certainly have the power to contribute
in the process of making ubiquitous computing a reality. Consider the large variety
of PSSs already deployed and functioning at global scale, such as Foursquare1, Insta-
gram2, Weddar3, and Waze4. Each of these systems can provide valuable information
about an aspect of a given city or society in almost real-time, such as its traffic and
weather conditions, local parties and festivals, riots, among others. More importantly,
the cost for obtaining this data is almost negligible, since it is distributed among all the
people who are sharing it.
From participatory sensing systems we can derive participatory sensor networks
(PSNs), where each node in the network consists of a user equipped with a mobile de-
vice, sending data to web services. In this direction, we can view PSNs as sensing layers
1 http://www.foursquare.com
2 http://www.instagram.com
3 http://www.weddar.com
4 http://www.waze.com
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of a global scale sensor network that uses humans in the sensing process. For example,
from Waze we can obtain a layer about the traffic, from Instagram a layer containing
pictures of places, from Foursquare, we can obtain a layer about the category of loca-
tions, and from Weddar, a layer about weather conditions. Each layer is responsible for
sensing data related to a certain aspect, for instance traffic or weather conditions, of a
specific area in the globe, such as countries, cities, or neighborhoods. In this work, we
focus our analysis on a specific sensing layer, the one responsible for sensing traffic
conditions. Data collected from this layer, as well as from others as mentioned above,
have the potential to transform society. They enable the understanding of city dynamics
and the urban behavioral patterns of their inhabitants, supporting smarter decision mak-
ing. In fact, real-time traffic maps could inform more than the traffic flow’s conditions
(usually represented by colored lines in the map), for example, it could provide routes
that cause less pollution to the city, dangerous areas to avoid, among others.
In order to evaluate the potential of the traffic sensing layer, we here analyze par-
ticipatory data coming from Waze – the most popular traffic report application. Waze
was created in 2008 and recently, had approximately 50 million users [3]. Waze period-
ically collects sensor data from mobile phones, and uses it to compute the speed of their
devices to infer traffic conditions. The system also offers to its users predefined alerts
stating incidents such as traffic jams and police traps, extending the information about
traffic conditions. One of Waze’s main features is the user engagement to contribute to
the common good, i.e., Waze is not just crowdsourcing, but personal participation [3].
The objective of this work is to characterize the properties of the PSN derived from
Waze, its broad and global spatial coverage as well as its limitations. Moreover, we dis-
cuss different opportunities for application design using data collected from Waze. For
example, such data could be exploited to drive improvements in algorithms for naviga-
tion services and to support quicker identification of information about car accidents,
potholes, and slippery roads, which are valuable information that are hard to detect with
traditional sensors.
The rest of this paper is organized as follows. In Section 2 we present the related
work. In Section 3 we discuss the participation of human in the process of sensing. In
Section 4 we present the characterization of a PSN derived from Waze. In Section 5 we
illustrate some of the possible applications based on the data shared in Waze. Finally,
in Section 6 we present the conclusions and future work.
2 Related Work
Data obtained from participatory sensor networks (PSNs) may be very complex and,
therefore, a fundamental step in any investigation is to analyze the collected data to
understand its characteristics and usefulness. There are several proposals devoted to
the study of specific characteristics of PSNs. For example, in location sharing services
like Foursquare, Cranshaw et al. [4] presented a model to extract distinct regions of
a city that reflect current collective activity patterns. In a previous work [1], we have
characterized data collected from three distinct PSNs derived from location sharing ser-
vices, such as Foursquare. Among the results, we showed the planetary scale of those
networks, as well as the highly unequal frequency of data sharing, both spatially and
temporally, which is highly correlated with the typical routine of people. In another
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previous work [5], we performed the first characterization of Instagram using photos
shared by users, analyzing them from a sensor network point of view. We showed that
photo-sharing systems, particularly the Instagram, can also be used to map the charac-
teristics of urban locations at a low cost.
Quercia et al. [6] studied how social media communities resemble real-life ones.
They tested whether established sociological theories of real-life social networks hold
in Twitter. They found, for example, that social brokers in Twitter are opinion leaders
who take the risk of tweeting about different topics. Frias-Martinez et al. [7] proposed
a technique to determine the most common activities in a city by studying tweeting
patterns. Sakaki et al. [8] studied the real-time interaction of events (e.g., earthquakes)
in Twitter and proposed an algorithm to monitor tweets to detect a target event.
To the best of our knowledge, Fire et al. [9] is the only prior work to analyze Waze.
They showed that it might be possible to identify areas where accidents are more likely
to occur by analyzing user accident reports in Waze.
Our work differs from all previous studies as is the first characterization of Waze
from a crowdsensing point of view. Moreover, continuing our recent studies [1,5], we
show that traffic alert sharing systems, particularly Waze, can also be exploited for map-
ping the characteristics of urban locations at a low cost, providing complementary data
in relation to those obtained from other types of systems, such as location or photo
sharing system. As previously mentioned, we believe that the personal involvement of
users in such system can allow inferring much richer conclusions about traffic condi-
tions than the usual colored information about traffic jam provided by on-line traffic
websites. This work also discuss possible ways towards this goal.
3 Social Media as a Source Sensing
Social media websites based on location (also known as Location-based Social Net-
works – LBSNs), such as Foursquare, Instagram and Waze, build new virtual environ-
ments that integrate user interactions. Such systems have been extensively used for dif-
ferent applications. The ubiquity of smartphones, associated with the adoption of social
media websites, enable unprecedented opportunities to study city dynamics and urban
social behavior by mining the social big data shared by users of these applications.
Social media websites based on location allow people sharing useful data about the
city area where they are located at any given moment, acting as a source of sensing
and, thus, leading to the so-called participatory sensing systems [1,2]. Participatory
sensing networks (PSNs) can be derived from such systems, where nodes represent
users equipped with mobile devices sending data to web services. For example, in a
Waze derived PSN, the sensed data consists of reports on traffic conditions of a specific
road/street. Data from PSNs can be usually collected through the API of the specific
system (e.g., Foursquare, Instagram or Waze APIs). More details about PSNs can be
found in [5,1], in [1] is also discussed in more details the challenges faced by this
emerging type of network. Different systems, e.g. Foursquare, Waze, and Instagram,
lead to different PSNs. Each PSN may enables the access to data related to a certain
city aspect, being considered a sensing layer.
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4 Characterization of Waze
This section investigates the participatory sensor network (PSN) derived from Waze.
4.1 Overview of the Dataset
Waze is a popular navigation system that uses crowdsensing to offer near real-time
traffic information and routing. The system was created in 2008 and registered approx-
imately 50 million users in 2013. Waze periodically collects data from the built-in GPS
typically found in smart phones, and uses it to compute the speed of the device. With
that, Waze can provide useful information about traffic conditions in different areas.
The system also offers to its users predefined alerts stating incidents such as traffic jams
and police traps, which extends the information about traffic conditions. It is also possi-
ble to use subcategories of incidents to better specify them, for example, “heavy traffic
jam” instead of just “traffic jam”.
Here, we are interested in characterizing user participation in the dissemination of
alerts about traffic. To that end, we collected a dataset of Waze alerts directly from
Twitter, since Waze traffic information is not publicly accessible by an API. Our dataset
covers the period from December 21st, 2012 to June 28th, 2013, and consists of 212,814
tweets containing alerts about traffic shared by Waze users, each one providing the user
id, type of incident (e.g., traffic jam), and the address of the incident. In order to obtain
the latitude and longitude of the provided address, we performed a geocoding process
using the Bing Maps API5, which provides the confidence of the result’s quality: low,
medium, and high. We excluded all results classified as low. After this filtering process,
we extracted 162,212 tweets containing alerts, shared by 21,852 users.
In Figure 1, we provide an overview of types of alerts reported by users of our dataset,
using word clouds to represent the relative frequency6. Alerts were translated into En-
glish using a manually created dictionary of translation. As we can see, the most com-
mon type of reported alert is traffic jam7, though police and hazard are also very popular.
Fig. 1. Overview of reported alerts Fig. 2. Spatial coverage of Waze in Rio
de Janeiro
5 http://www.microsoft.com/maps/developers/web.aspx
6 The size of the word indicates its popularity.
7 Alerts containing a subcategory of an incident were unified to its main category, for example,
“heavy traffic jam” was associated to the word “traffic jam”.
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4.2 Sensing Layer Coverage
In this section, we discuss the spatial coverage of the PSN derived from Waze. Towards
a global view of this coverage, we first built a heatmap with all alerts shared by users in
our dataset8, and then we selected the most popular cities for further analysis.
A popular city from our dataset is shown in Figure 2. In this figure we show the num-
ber of alerts in different regions of Rio de Janeiro by a heat map, where the scale varies
from yellow to red (more intense activity)9. The spatial coverage is not as proliferated as
the one observed in location and photo sharing systems [1,5]. A factor that might help
to explain it is the user population of our dataset, which is smaller than those reported
in the mentioned studies. Another factor is that users might have fewer opportunities to
share traffic alerts, compared to opportunities to share photos or check-ins.
In order to evaluate user participation across different regions at a finer granularity,
we propose to divide the geographical area of each city into smaller rectangular spaces
(or quadrants), as in a grid, and analyze the distribution of the number of alerts across
quadrants. We here consider a quadrant delimited by steps of 0.0001◦ in both latitude
and longitude. This scheme produces quadrants of different spatial areas, depending on
the geographic location of the city, but this does not affect our analysis. For instance, it
represents an area of ≈8×11 meters in New York and 10×11 meters in Rio de Janeiro.
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Fig. 3. Distribution of the number of alerts
The complementary cumulative distribution functions (CCDF) of the number of
alerts shared in a quadrant of the city of Rio de Janeiro, as well as across all locations in
our dataset are presented in Figures 3a and 3b, respectively. Note that a power law de-
scribes well this distribution in both cases. This means that few areas have hundreds of
shared alerts, while most of the quadrants have just a small number. This finding is con-
sistent with previous results about user participation in location sharing services [1,10]
and photo sharing services [5]. As in those other services, it is likely that some areas,
such as large avenues in downtown, have more activity of traffic alerts. Note that the
number of vehicles circulating on each region greatly impacts the local coverage of a
traffic alert sharing system such as Waze, as shared alerts often refer to traffic jams and
hazards, or even police traps (see Figure 1), which tend to occur more often in locations
with heavier car flow. This is in contrast to location and photo sharing services, where
places often visited by a large number of people are not necessarily covered by a large
8 Figure omitted due to space limitations. We note, however, that user participation in Waze is
low is certain regions, particularly Asia.
9 The darkest red represents a region with 508 alerts.
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amount of shared data, because the motivation of users to share data in such systems
is different from Waze. For example, a large supermarket may be visited by a large
number of people on a daily basis, but it is not likely that those people will share many
check-ins or photos at it.
4.3 Time Intervals between Traffic Alerts
We now analyze the frequency in which users share alerts in Waze. This is important
because the success of a PSN depends on the continuous participation of the users, since
nodes are autonomous and responsible for their own operation and functioning.
The histogram of the inter-sharing time Δt between consecutive alerts (performed
not necessarily by the same user), in a popular quadrant is shown in Figure 4a. Note
that a log-logistic distribution10 (μ = 2.931, σ = 1.065) fits well the data, reflecting
the fact that there are times when many alerts are shared within a few minutes and
there are times when there is no sharing for hours. As also observed for photo [5] and
location [1] sharing services, this result may indicate that the majority of alert sharing
occurs at specific intervals. For instance, alerts are more likely to be common in urban
areas during rush hours.
In Figure 4b, we show the odds ratio function (OR)11 of inter-sharing time Δt. This
function highlights the behavior of the distribution at both the head and in the tail.
As also observed in previous analyses of phone SMS usage and photo sharing [5,11],
the OR function of the inter-sharing time between alerts also presents a power law
behavior with slope ρ ≈ 1. This suggests that the mechanisms behind human activities
can be simpler than those proposed in the literature, which depend on a larger number
of parameters [12].
The CDF of all observed inter-sharing times performed by any user in the same
quadrant is shown in Figure 4c. As we can observe, a considerable portion of users
perform consecutive alert sharing in a short time interval. In the present case, the portion
is around 25%. This is expected to happen because, for example, when an accident
happens many users tend to share it in a short interval.
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10 Probability Density Function: f(x|μ, σ) = 1
σ
1
x
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(1+ez)2
; x ≥ 0, where z = log(x)−μ
σ
.
11 OR(x) = CDF(x)
1−CDF(x) , where CDF(x) is the cumulative density function, in this case, of the
inter-sharing time Δt distribution.
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4.4 User Activity
We now analyze the contribution of individual users in the PSN derived from Waze. In
Figure 5, we show that the distribution of the number of alerts shared by each user of
our dataset has a heavy tail, as observed for photo sharing [5]. This implies in a great
variability of user participation. For instance, 35% of the users contributed with only
one alert during approximately the six-month period covered by our dataset, while 16%
and 0.006% of users contributed with more than 10 and 100 alerts, respectively, in the
same period. These proportions are similar to those observed in photo sharing [5].
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secutive data of the same person
We now analyze the spatial distance between consecutive alerts by the same user, by
taking the distance [13] between the geographic coordinates associated with both alerts.
In Figure 6a, we show the CDF of the distances between consecutive alerts shared by
each user, for all users. Note that a large portion of the distances are very short: for
instance, around 30% are below 1 meter. Such large fraction of small distances between
consecutive sharings were also observed in photo sharing [5] and, to a lesser extent,
location sharing services [10]. In the latter, Noulas et al. [10] observed that 20% of the
consecutive sharings by the same user were in locations that were apart from each other
by up to 1 km. For photos and alerts, this fraction raises to approximately 45% and 80%,
respectively. This suggests that users tend to share multiple alerts in the same location.
In Figure 6b, we show similar results for the distribution of the median distance
between consecutive sharings for each user. That is, even aggregating results for each
user, we still observe that alerts are shared at very short distances: around 15% of users
share alerts 1 meter apart from each other.
4.5 Influence of User Routines
In this section, we study how user routines affect the temporal frequency of alert shar-
ing. In Figure 7a, we show the temporal variations12 of the number of alerts shared
throughout the week (Monday to Sunday), for all locations of our dataset. As expected,
user participation presents a diurnal pattern, and the activity during late night hours
and dawn is much lower than previously observed in location and photo sharing pat-
terns [1,5]. During that period, traffic problems are typically rare, whereas users have
12 The time of sharing was normalized according to the timezone where the alert was shared.
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more opportunities to share data in location and photo sharing systems (e.g., in a night
club or in a concert).
Intense user activity during the weekends, as observed in location sharing ser-
vices [1,14] and photo sharing services [5], is not observed here. This might indicate
that the reasons motivating users to contribute alerts are distinct from the ones to per-
form check-ins. In Figure 7b, we show the average number of data sharings throughout
the day, separately for weekdays (Monday to Friday) and weekends (Saturday and Sun-
day). Note the two clear peaks of activity, one around 7 to 8 AM and the other around 6
PM, coinciding with typical rush hours in urban areas. This result is different from the
three clear peaks previously observed in location sharing services [1,14], around break-
fast, lunch and dinner times, as well as from the two peaks during lunch and dinner
times in photo sharing [5].
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We now analyze the hourly variations of alert sharings in six large cities: Chicago
and New York (Figure 8a13); Belo Horizonte and Sao Paulo in Brazil (Figure 8b); and
London, and Paris (Figure 8c). Note that the curve of each city follows the general trend
observed for all locations (Figure 7b).
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Fig. 8. Alerts sharing throughout the day in different cities around the world
We can also observe that the peaks reflect distinct rush times that are related to the
common working hours of different cities. In Chicago (Figure 8a) the morning peak is
around 7 AM, as in the two European cities (Figure 8c). In contrast, in New York and in
the Brazilian cities (Figure 8b), the morning peak is usually one hour later, suggesting
that people tend to leave later to work in those cities. The second most expressive peak in
13 Each curve is normalized by the maximum number of alerts shared in the city in question.
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both American cities is around 5 PM, which is similar to the European cities. However,
this is distinct from the Brazilian cities, which have a peak of activity around 6 PM.
To complement this analysis, we performed, from July 16th to July 18th, an hourly
collection of traffic conditions of Paris, using Google Maps. We note that the time of
the observed peaks reflects relatively well intense traffic conditions reported by Google
Maps, whereas the reduced activity prior and after the peaks also reflects better traffic
conditions. This suggests that this information could be used to assure the quality and
improve traffic condition information services, such as those offered by Google Maps.
4.6 Discussion
We showed the planetary scale of the studied PSN, derived from Waze. We also showed
the highly unequal frequency of data sharing, both spatially and temporally, which is
highly correlated with the typical routine of people. Our characterization provided a
deep understanding of the properties of this particular PSN, revealing its potential to
drive various studies on city dynamics and urban social behavior, as discussed next.
5 Opportunities for New Services and Applications
This section discusses some possible situations where a PSN derived from Waze can
be exploited to build new services and applications. As discussed in Section 4.1, the
most often reported problem by Waze users is traffic jam. Since this is a common cause
of complaints and many other problems may end up resulting in traffic jam, a natural
question that arises is: What are the causes of traffic jam? This is not an easy question to
answer, and it may vary from place to place. However, the shared alerts in Waze might
help us to understand the causes.
More specifically, we note that the analysis of the traffic alerts can lead to a more
detailed investigation of traffic conditions. For instance, the real-time identification of
locations with potholes or animals in the road, whose detection is hard with traditional
sensors, becomes more feasible when users participate in the sensing process. This
is useful to discover not obvious reasons for a frequent traffic jam. Besides that, such
detection opens opportunities for various services, such as, help smart cars in the correct
identification of problems on the road.
In the same direction, the identification of problematic roads might also be possible
by looking at the number of alerts reported on a road. For example, if we take the top
five reported locations in Belo Horizonte (Cristiano Machado Av; Raja Gabaglia Av;
Contorno Av; Beltline Rd; Amazonas Av) and Paris (A15; N104; A6 - E15; A13 - E05;
N118), we observe that all of them are roads that typically present traffic problems,
especially on rush hours. This shows that it is possible to identify problematic roads
using traffic alerts. However, the main advantages of using a PSN of traffic alerts do not
lie on discovering common problematic roads, but on detecting unusual ones. This is
possible thanks to the capability of Waze alerts in describing real-time incidents, what
can help to discover particular patterns not generally known.
This information could be used to improve algorithms for navigation services. Be-
sides that, traffic information services, such as Bing Maps, could also benefit from this
318 T.H. Silva et al.
information to assure the quality about the reported traffic condition, as we observed in
the Section 4.5. Moreover, an urban planner could use this information to assess the ef-
fectiveness of previous roadworks. For instance, it could be verified if roadworks in the
Cristiano Machado Avenue, a very problematic road in Belo Horizonte, were effective
to reduce the number of problems reported in that road.
6 Conclusion and Future Work
The better understanding of dynamics of cities and the social behavior that happens
on them can be achieved with the help of participatory sensor networks (PSNs). This
understanding allows system designers to offer smart services that meet people’s needs.
In this paper, we studied a PSN derived from Waze, the most popular traffic report
application, and characterized the properties of this network. Among other results, we
showed that the routines have a considerable impact on the data sharing, for example,
the peaks of activity reflect distinct rush times that are related to the common working
hours of the analyzed cities. A future direction we intend to pursue is the design of
new applications that explore traffic alerts shared in Waze, following the opportunities
presented in Section 5.
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Abstract. One classic problem deﬁnition in social network analysis is
the study of diﬀusion in networks, which enables us to tackle problems
like favoring the adoption of positive technologies. Most of the attention
has been turned to how to maximize the number of inﬂuenced nodes, but
this approach misses the fact that diﬀerent scenarios imply diﬀerent dif-
fusion dynamics, only slightly related to maximizing the number of nodes
involved. In this paper we measure three diﬀerent dimensions of social
prominence: the Width, i.e. the ratio of neighbors inﬂuenced by a node;
the Depth, i.e. the degrees of separation from a node to the nodes perceiv-
ing its prominence; and the Strength, i.e. the intensity of the prominence
of a node. By deﬁning a procedure to extract prominent users in complex
networks, we detect associations between the three dimensions of social
prominence and classical network statistics. We validate our results on a
social network extracted from the Last.Fm music platform.
1 Introduction
One classic problem in social network analysis is understanding diﬀusion eﬀects
in networks. Modeling diﬀusion processes on complex networks enables us to
tackle problems like preventing epidemic outbreaks [6] or favoring the adop-
tion of new technologies or behaviors by designing an eﬀective word-of-mouth
communication strategy. In our paper, we are focused on the social prominence
aspect of the diﬀusion problem in networks.
In the setting of favoring social inﬂuence, most of the attention of researchers
has been put on how to maximize the number of nodes subject to the spread-
ing process. This is done by choosing appropriate seeds in critical parts of the
network, such that their likelihood of being prominent users, i.e. nodes that are
active on an innovation before all the other nodes, is maximum, to possibly
achieve larger cascades. While larger cascades are obviously part of the over-
all aim, we argue that it is not the unique dimension of this problem. Three
other dimensions are relevant: the width, the depth and the strength of the so-
cial prominence of any given node in a network. The width of a node is being
prominent for its immediate neighbors; the depth is its ability to be the root of
long cascades; the strength is being the root of an intense activity.
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 319–332, 2013.
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Real-world scenarios focus on speciﬁc diﬀusion patterns requiring a multidi-
mensional understanding of the prominence mechanics at play, along the three
mentioned dimensions. Some examples are: (i) an analyst needs information from
the personal acquaintances of a subject, the important aspect is that many sub-
ject’s direct connections respond, ignoring people two steps away or more; (ii) a
person wants to ﬁnd another person with a given object, the important aspect
is that some people are able to pass her message through a chain pointing to the
target; (iii) an artist wants to inﬂuence people in a social network to her art, the
important aspect is that some people are inﬂuenced above the threshold that
will make them aware of the art. In (i) we want a broad diﬀusion in the ﬁrst de-
gree of separation. In (ii) we require a targeted diﬀusion similar to a Depth First
Search. In (iii) there is the need of a high-intensity diﬀusion. Diﬀerent scenarios
may require any combination of the three.
In this paper, we make use of three measures to capture the characteristics
of these three scenarios: the Width, Depth and Strength of social prominence.
The Width measures the ratio of the neighbors of a node that follows the node’s
actions. The Depth measures how many degrees of separation there are between
a node and the other nodes that followed its actions. The Strength measures the
intensity of the action performed by some nodes after the leader.
We study what the relations are between these three measures to understand
if we are capturing three orthogonal dimensions of social prominence. We also
study the relations between the Width, Depth and Strength measures and diﬀer-
ent node properties, with the aim of predicting the diﬀusion patterns of diﬀerent
events, given the characteristics of the nodes that lead their diﬀusion.
To validate our concepts, we constructed a social network from the music
platform Last.Fm1, along with the data about how many times and when each
user listens to a song performed by a given artist. We detect who are the promi-
nent users for each artist, i.e. the users who start listening to an artist before
any of their neighbors. We calculate for each prominent user its Width, Depth
and Strength, along with its network statistics such as the degree and the be-
tweenness centrality, looking for associations between them. We then create a
case study to understand what are the diﬀerent dynamics in the spread of artists
belonging to diﬀerent music genres, by using the artists’ tags.
To sum up, the contributions of our paper are: (i) a proof that social diﬀusion
indeed follows at least these three dimensions, which are uncorrelated or anti-
correlated; (ii) the discovery of some signiﬁcant associations between the three
dimensions of social prominence and some traditional network measures; (iii)
the ability to predict the patterns of diﬀusion of particular events by looking at
the characteristics of the leaders spreading them.
2 Related Work
In the last decade, there has been growing interest in the studies of diﬀusion pro-
cesses. Two phenomena are tightly linked to the concept of diﬀusion: the spread
1 http://www.last.fm/
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of biological [6] or computer [17] viruses, and the spread of ideas and innovation
through social networks, the so-called “social contagion” [2], [8]. In both cases,
the patterns through which the spreading takes place are determined not just
by the properties of the pathogen/idea, but also by the network structures of
the population it is aﬀecting.
Some models have been deﬁned to understand the contagion dynamics: the
SIR [11], SIS and SIRS [16] models. The idea behind them is that each individual
transits between some stages in the life cycle of a disease: from Susceptible (S) to
Infected (I), and from Infected to either Recovered (R) or again Susceptible. The
availability of Big Data conveying information about human interactions and
movements encouraged the production of more accurate data-driven epidemic
models. For example, [6] takes into account the spatio-temporal dimension. In
[17], authors study the spreading patterns of a mobile virus outbreak.
Christakis and Fowler studied the role of social prominence in the spread
of obesity [4], smoking [5] and happiness [9]. Their results suggest that these
health conditions may exhibit some amount of “contagion” in a social sense:
although the dynamics of diﬀusion are diﬀerent from the biological virus case,
they nonetheless can spread through the social network.
3 Leader Detection
Each diﬀusion process has its starting points. Any idea, disease or trend is ﬁrstly
adopted by particular kinds of actors. Such actors are not like every other actor:
they have an increased sensibility and they are the ﬁrst to perform an action in
a given social context. We call such actors prominent users, or leaders, because
they are able to anticipate how other actors will behave. Given a graph, several
interesting problems arise regarding how information spreads over its topology:
can we identify the leaders? Can we characterize them? What kind of knowledge
should we expect to extract from their analysis?
Our approach aims to detect leaders through the analysis of two correlated
entities: the topology of the social graph and the set of actions performed by the
actors (nodes). When discussing the roles of those entities, we refer respectively
to the following deﬁnitions:
Deﬁnition 1 (Social Graph). A social graph G is composed by a set of actors
(nodes) V connected by their social relationships (edges) E. Each edge e ∈ E is
deﬁned as a couple (u, v) with u, v ∈ V and, where not otherwise speciﬁed, has
to be considered undirected. With Γ (u) we identify the neighbor set of a node u.
Deﬁnition 2 (Action). An action au,ψ = (w, t) deﬁnes the adoption by an
actor u ∈ V , at a certain time t, of a speciﬁc object ψ with a weight w ∈ R. The
set of all the actions of nodes belonging to a social graph G will be identiﬁed by
A, while the object set will be called Ψ .
We identify with Gψ = (Vψ , Eψ), where Vψ ⊂ V and Eψ ⊂ E, the induced
subgraph on G representing respectively the set of all the actors that have per-
formed an action on ψ, and the edges connecting them. We depict an example
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Fig. 1. Toy Example. On the left the social graph G and action set A, where x, y ∈ Ψ
are the objects of the actions; in the center the induced subgraph for the action x; on the
right the diﬀusion tree for x. In red we highlighted the leader (root) for the given tree.
of the social graph and the set of actions in Figure 1 (left), where the induced
subgraph for the object x is highlighted with a dashed line. In the Figure, a1,x
refers to the user 1 performing the action x; and a1,x = (1, 0) means that user 1
performed x one time, starting at the timestep 0.
Given the nature of a diﬀusion process, we would expect that each leader
will be prominent among its neighbors, being the root of a cascade event that
follows some rigid temporal constraints. Our constraint is that a node u precedes
a neighbor v iﬀ given tu,ψ ∈ au,ψ and tv,ψ ∈ av,ψ is veriﬁed that tv,ψ > tu,ψ and
tv,ψ−tu,ψ ≤ δ. Here, δ is a temporal resolution parameter that limits the cascade
eﬀect: if tv,ψ − tu,ψ > δ, we say that v executed action av,ψ independently from
u, as u’s prominence interval is over.
We transform each undirected subgraph Gψ in a directed one imposing that
the source node of an edge must have performed its action before the target
node. After that, each edge (u, v) will be labeled with min(tu,ψ, tv,ψ) to identify
when the diﬀusion started going from one node to the other. The directed version
of Gψ represent all the possible diﬀusion paths that connect leaders with their
“tribes” (Figure 1 (center) an example for the object x ∈ Ψ).
From now on, for a given object ψ, we will refer to the corresponding leader
set as Lψ: when no action is speciﬁed the set L will be used to describe the
union of all the Lψ for the graph G. To be deﬁned a leader an actor should not
have any incoming edges in Gψ . This is because a prominent user cannot act
after another user (they are, in their surroundings, innovators), and is a direct
consequence to the adoption of a directed graph to express diﬀusion patterns.
Given this deﬁnition, for each directed connected component Cψ ⊂ Gψ multiple
nodes can belong to Lψ .
Realistically, a leader may be inﬂuenced by exogenous events. This is not a
problem as we are not measuring a node’s inﬂuence, but a node’s prominence,
i.e. its propensity to act faster than others to any kind of exogenous and/or
endogenous inﬂuence. To study the path of diﬀusion given an action a and a
leader l we use a minimum diﬀusion tree:
Deﬁnition 3 (Leader’s Minimum Diﬀusion Tree). Given an action aψ, a
directed connected component Cψ and a leader l ∈ Lψ, the minimum diﬀusion
tree Tl,ψ ⊂ Cψ is the Minimum spanning tree (MST) having its root in l and
built minimizing the temporal label assigned at the edges.
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An example of minimum diﬀusion tree for the node 1 and object x is shown
in Figure 1 (right). For each object, the diﬀusion process on a given network is
independent. Moreover, given temporal dependencies on its adoption (expressed
through actions a∗,ψ ∈ A), it is possible to identify the origin points of the
diﬀusion. The identiﬁed leaders will show diﬀerent topological characteristic and
will be prominent in their surroundings in diﬀerent ways: our aim is to classify
diﬀusion leaders characterizing some of their common traits.
4 Measures
To capture the three dimensions of social prominence we need three network
measures. We call these measures Width, the ratio of neighbors mirroring an
action after a node; Depth, how many degrees of separation are in between a
node and the most distant of the nodes mirroring its actions; and Strength, how
strongly nodes are mirroring a node’s action.
Given a leader, the Width aims to capture the direct impact of her actions on
her neighbors, i.e. the degree of importance that a leader has over her friends.
Deﬁnition 4 (Width). Let G be a social graph, ψ ∈ Ψ an object and l ∈ Lψ ⊂
V a leader: the function width : Lψ → [0, 1] is deﬁned as:
width(l, ψ) =
|{u|u ∈ Γ (l) ∧ ∃au,ψ ∈ A}|
|Γ (l)| (1)
The value returned is the ratio of all the neighbors that, after the action of the
leader, have adopted the same object.
The Depth measure evaluates how much a leader can be prominent among
other prominent leaders, which can be prominent on other leaders and so on.
Deﬁnition 5 (Depth). Let Tl,ψ be a minimum diﬀusion tree for a leader l ∈ Lψ
and a given object ψ ∈ Ψ : the function depth : Tl,ψ → N computes the length of
the maximal path from l to a node u ∈ Tl,ψ. The function depthavg : Tl,ψ → R
computes the average length of paths from l to any leaf of the tree.
The last proposed measure, the Strength, tries to capture quantitatively the total
weight of the adoption of an object after the leader’s action. A leader is strongly
prominent if the nodes among which she is prominent are very engaged in adopt-
ing what she adopted. Direct prominence diminishes as new adopters become
more distant, in the network sense, from the original innovator. Therefore, we
decided to introduce a distance damping factor.
Deﬁnition 6 (Strength). Let Tl,ψ be a minimum diﬀusion tree for a leader
l ∈ Lψ and an object ψ ∈ Ψ ; 0 < β < 1 a damping factor: the function strength :
Tl,ψ × (0, 1) → R is deﬁned as:
strength(Tl,ψ, β) =
∑
i∈[0,depth(l)]
βiL(Tl,ψ, i) (2)
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where L : Tl,ψ × N → R is deﬁned as:
L(Tl,ψ, i) =
∑
{u|u∈Tl,ψ∧distance(l,u)=i}
wu,ψ
wu
(3)
and represents the sum, over all the nodes u at distance i from l, of the ratio
between the weight of action ψ and the total weight of all the actions taken.
Given the example in Figure 1, what are the Width, Depth and Strength
values for the red node leader and the action x?
Width: from Figure 1(left) we see that Γ (1) = {2, 4, 7, 8}, i.e. 4 nodes. Given
that Γx(1) = {u|u ∈ Γ (1)∧ ∃au,x} = {2, 4}, we have width(1, x) = |Γx(1)||Γ (1)| = 0.5.
Depth: the leaves in Figure 1(rigth) are nodes 3, 4 and 6. Node 4 is a direct
neighbor of 1, while node 3 is two edges away. The longest chain is 1 → 2 →
5 → 6, therefore depth(T1,x) = 3. We can also calculate depthavg(T1,x), that is
the average path length in the tree from node 1 to all the leaves: 1+2+33 = 2.
Strength: we need to use the number of times each node performed action x.
We also set our damping faction β = 0.5. At the ﬁrst degree we have nodes 2 and
4, that performed action x 2 and 4 times respectively; they also performed action
y 1 and 2 times respectively: their contribution is then β0× ( 22+1 + 44+2 ). Nodes
2 and 5 are at the second degree of separation as they never performed action y,
therefore they add: β1 × (1 + 1). Finally, at the third degree of separation, node
6 adds β2 × 66+6 . Wrapping up, strength(T1,x, 0.5) = 2.4583¯.
5 Experiments
In this section we present our data extracted from the music social media
Last.Fm. We use the data to characterize the Width, Depth and Strength mea-
sures, by searching for associations with network topology measures. Finally, we
analyze the prominence of diﬀerent users for diﬀerent musical genres.
5.1 Data
Last.Fm is an online social network platform, where people can share their own
music tastes and discover new artists and genres basing on what they, or their
friends, like. Users send data about their own listenings. For each song, a user can
express her preferences and add tags (e.g. genre of the song). Lastly, a user can
add friends (undirected connections, the friendship request must be conﬁrmed)
and search her neighbors w.r.t. musical tastes. A user can see, in her homepage,
her friends’ activities. The co-presence of these characteristics makes Last.Fm
the ideal platform on which test our method, as it contains everything we need:
social connections that can convey social prominence, a measure of intensity
proportional to the number of listening of an artist, rich metadata attached to
each song/artist and an intrinsic temporal dimension of users’ actions.
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Using Last.Fm APIs2, we obtained a sample of the UK user graph, exploring
the network with a breadth-ﬁrst approach, up until the ﬁfth degree of separation
from our seeds. For each user, we retrieved: (a) her connections, and (b) for each
week in the time window from Jan-10 to Dec-11, the number of single listenings
of a given artist (e.g. in the week between April 11,2010 and April 18,2010 the
user 1234 has listened 66 songs from the artist Metallica).
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Fig. 2. Log-binned distribution of the nodes’ degree. Log-binned distribution of number
of listeners per artist.
For each artist we have a list of tags, weighted with the number of users that
assigned the tag to the artist (e.g. Metallica has 4 tags: “metal” with counter
50670, “hard rock” with 23405, “punk” with 10500 and “adrenaline” with 670).
We split tags, associating the counter to each single word (in the last example:
(metal, 50670), (punk, 10500), (hard, 23405), (rock, 23405), (adrenaline, 670)),
then we ﬁltered the words referring to a musical genre ((metal, 50670), (punk,
10500), (rock, 23405)). Finally, we assigned a musical genre to an artist iﬀ the
survived tag with the greater counter had the relative rate ≥ 0.5 (in the example:
rmetal(Metallica) =
50670
50670+10500+23405  0.6, so Metallica are deﬁnitely metal).
After the crawl and cleaning stages, we built our social graph G. In G each node
is a user and each edge is generated using the user’s friends in the social media
platform. The total amount of nodes is 75, 969, with 389, 639 edges connecting
them. In Figure 2 (left) we depicted the log-binned degree distribution of G,
along with the best ﬁt. Each action in the data is one user listening to an artist
w times in week t. In Figure 2 (right) we depicted the log-binned distribution of
the number of listeners per artist, along with the best ﬁt.
Since we are interested in leaders, we need to focus only on new artists that
were previously not existent. If an artist was in activity before our observation
time window, there is no way to know if a user has listened to it before, therefore
nullifying our leader detection strategy. For this reason, we focus only on artists
whose ﬁrst listening is recorded six months after the beginning of our observation
period. Each artist belongs to a music genre (coded in its tag) and we want to
use this information in Section 5.3. We decided to focus on music genres with
suﬃcient popularity, namely: dance, electronic, folk, jazz, metal, pop, punk, rap
and rock. A genre’s popularity is determined by having at least 10 artists with
at least 100 listeners. To sum up, we focus on the artists who appear for the ﬁrst
2 http://www.last.fm/api/
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time after six months in our observation period, with at least 100 listeners and
belonging to one of the mentioned nine tags. The cardinality of our action set A
is 168, 216 actions, while the object set Ψ contains a total of 402 artists.
In our experimental settings, we set our damping factor β = 0.5 for the
calculation of the Strength measure. We also set δ = 3, meaning that if a user
listened to a particular artist three weeks or more after its neighbor then we do
not consider her neighbor to be prominent for her for that action.3
5.2 Characterization of the Measures
For each leader, besides Width, Depth and Strength, we calculated also the
Degree (number of edges connected to the node), the Clustering coeﬃcient (ratio
of triangles over the possible triads centered on the node), the Neighbor Degree
(average degree of the neighbors of the node), the Betweenness (share of the
shortest paths that pass through the node) and Closeness Centrality (inverse
average distance between the node and all the other nodes of the network).
Table 1. Pearson correlation coeﬃcient ρ between Width, Depth, Strength and other
network statistics for our leaders
Width Strength Degree Clustering Neigh Deg Bet Centr Clo Centr
AVG Depth -0.03 -0.23 -0.08 0.05 -0.08 -0.02 -0.13
Width - 0.01 -0.31 0.13 0.05 -0.07 -0.59
Strength - - 0.02 -0.02 0.03 0.00 0.04
Degree - - - -0.16 -0.02 0.77 0.56
Clustering - - - - -0.05 -0.06 -0.32
Neigh Deg - - - - - -0.00 0.39
Bet Centr - - - - - - 0.22
In Table 1 we report the Pearson correlation coeﬃcient ρ between the network
measures. We highlighted the correlations whose p-value was signiﬁcant or whose
absolute value was strong enough to draw some conclusions. For the signiﬁcance
of p-values, the traditional choice is to set the threshold at p < 0.01. However,
given our number of observations, we decided to be more restrictive, setting our
threshold at p < 0.0005. We also consider a ρ value signiﬁcant if |ρ| > 0.1.
The Depth measure is associated with low Closeness Centrality. This means
that a deep prominence is associated to nodes at the margin of the network.
It is expected that nodes with high Closeness Centrality have also low Depth:
being central, they cannot generate long chains of diﬀusion. The eccentricity of
all the nodes of the network ranges from 6 to 10, meaning that some leaders
cannot have a Depth larger than 5. To make a fair comparison, we recalculate
the Depth value capping it at 5, meaning that any Depth value larger than 5 is
manually reduced to 5. Then, we recalculate the correlation ρ between the Depth
capped to 5 and the Closeness Centrality obtaining as result ρ = −0.1366, with
p < 0.0005. We can conclude that central nodes are not associated with deep
spread of their prominence in a social network.
3 To assure experiment repeatability, we made our cleaned dataset and our code avail-
able at the page http://www.michelecoscia.com/?page_id=606
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For the Width measure, the anti-correlation with the Degree is not meaning-
ful, as the Degree is in the denominator of Deﬁnition 4. However, we observe a
positive association with Clustering, i.e. nodes could be prominent in a tightly
connected community; and a negative association with Closeness Centrality, i.e.
central nodes could not spread a wide inﬂuence. Both associations could be ex-
plained with the negative correlation with Degree. Therefore, for both measures
we run a partial correlation, controlling for the Degree. In practice, we calcu-
late the correlation between Width and Clustering (or Closeness Centrality) by
keeping the Degree constant. Results are in Table 2: even if signiﬁcant according
to the p-value, the relationship between Width and Clustering is very weak and
deserves further investigation. On the other hand, it is conﬁrmed that central
nodes are also associated with low Width, regardless their degree.
Table 2. Partial correlation and p-value of Clustering and Closeness Centrality with
Width, controlling for Degree values
Clustering Clo Centr
Partial ρ 0.087216 -0.536861
p-value 1.57× 10−14 0
From Table 1, we see that the Strength measure is not correlated with tradi-
tional network statistics. As a consequence, hubs associated with low Depth and
low Width, do not have necessarily high Strength, making their prominence in
a network questionable. Moreover, Strength appears to be negatively associated
with Depth, suggesting a trade-oﬀ between how deeply a node can be prominent
in a network and how strong this prominence is on the involved nodes.
The anti-correlation between the Strength and the Depth may be due to β:
from Deﬁnition 6 β decreases nodes’ contributions at each degree of separation
(i.e. at increasing Depths). As a consequence, nodes farther from the leader
contribute less to its Strength, i.e. the highest the Depth the smallest are the
contributions to the Strength. We recalculated the Strength values by setting
β = 1, therefore ignoring any damping factor and nullifying this eﬀect. We
obtained as result ρ = −0.4168 and a signiﬁcant p-value, therefore concluding
that β is not causing the anti-correlation between Depth and Strength.
To sum up, we summarize the associations as follows: (i) central nodes are not
necessarily prominent in a social network (low Width and Depth), a result that
conﬁrms [3] and [1]; (ii) longer cascades (higher Depths) are associated with a
lower degree of engagement (lower Strengths), a phenomenon possibly related to
the role played by “weak ties”; (iii) be prominent among neighbors is probably
easier if the node is in a tightly connected community, but more evidences have
to be brought to reject the role played by the node’s degree.
5.3 Case Study
Here, we present a case study based on Last.Fm data. Our aim is to use our
Leader extraction technique and the proposed Width, Depth and Strength mea-
sures to characterize the spread of musical genres among the users of the service.
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2 664 0.59 0.87 0.98 0.48 0.95 0.97 1.50 1.20 1.19
3 482 1.26 1.16 1.09 1.12 0.91 0.80 2.48 1.24 0.89
4 973 1.14 1.20 1.15 1.41 0.80 0.91 0.66 0.97 0.97
5 512 1.29 0.96 0.95 1.09 1.10 0.97 0.33 1.06 1.01
6 682 0.89 0.79 0.61 0.64 1.13 1.08 1.07 1.08 1.01
7 124 0.75 1.45 0.35 0.64 0 1.09 0 1.02 0.62
8 524 0.93 1.01 1.12 0.91 1.15 1.07 0.43 0.95 0.87
9 937 0.40 0.46 0.19 0.23 0.45 1.56 0.13 0.37 1.06
10 232 0.72 0.57 0.27 0.99 0.38 1.44 0.38 0.46 1.00
11 612 0.74 0.94 0.71 0.40 0.70 1.27 0.07 0.68 0.83
(a) (b)
Fig. 3. (a) The RCA scores of the presence of each tag in each cluster; (b) The centroids
of our clusters
We recall that, as described in Section 5.1, the object set Ψ is composed by 402
artists, each one having a tag corresponding to her main music genre.
For each couple leader l and object ψ, we calculate Depth, Width and Strength
values; we compute the size of the Leader’s Minimum Diﬀusion Tree (|Tl,ψ|); and
we group together the objects with the same tag. To characterize the typical
values of Width, Depth and Strength for each tag we cannot use the average
or the median. This is because Strength and Width values are skewed, and it is
the combination of the three measures that really characterizes the leaders. We
cluster leaders using as features their Width, Depth and Strength values. We
used the Self-Organizing Map (SOM) method [13] because: (i) SOM does not
require to set the number of clusters k; (ii) k-means outperforms SOM only if
the number of resulting clusters is very small (less than 7) [14], but our study
of the best k to be used in k-means with the Sum of Squared Errors (SSE)
methodology resulted in a optimal number of clusters falling in a range between
9 and 13 (in fact, SOM returned 12 clusters); and (iii) SOM performs better if
the data points are contained in a warped space [12], which is our case.
In Table 3(a), we report a presence score for each tag in each cluster. There
are larger and smaller clusters and some tags attract more listeners than others.
To report just the share of leaders with a given tag in a given cluster is not
meaningful. We correct the ratio with the expected number of leaders with the
given tag in the cluster, a measure known as Revealed Comparative Advantage:
RCA(i, j) =
freqi,j
freqi,∗
/
freq∗,j
freq∗,∗
, where i is a tag, j is a cluster, freqi,j is the number
of leaders who spread an artist tagged with tag i that is present in cluster j. For
each cluster we highlighted the tag with the highest unexpected presence.
The centroids of the SOM are depicted in Figure 3(b): Depth on the x-axis,
Strength on the y-axis and the Width as the color (Strength and Width are in
log scale). We can identify the clusters characterized by the highest and lowest
Strength (9 and 4 respectively); by the highest and lowest Depth (2 and 9 re-
spectively); and by the highest and lowest Width (11 and 1 respectively). There
are also clusters with relatively high combinations of two measures: cluster 10
with high Strength and Width or cluster 5 with high Depth and Width.
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From Table 3(a) we obtain a description of what values of Width, Depth and
Strength are generally associated with each tag. For space constraints, we report
only a handful of them for the clusters with extreme values. Jazz dominates
clusters 1 (with the lowest Width) and 4 (with the lowest Strength): this fact
suggests that jazz is a genre for which it is not easy to be prominent.
Cluster 9, with the lowest Depth but the highest Strength, is dominated by
pop (that dominates also clusters 10 and 11, both with high Strength but low
Depth). As a result, we can conclude that prominent leaders for pop artists are
embedded in groups of users very engaged with the new artist. On the other
hand, it is unlikely that these users will be prominent among their friends too.
Finally, cluster 2 with the highest density has a large majority of punk leaders.
From this evidence, we can conclude that punk is a genre that can achieve long
cascades, exactly the opposite of the pop genre.
We move on to the topological characteristics of the leaders per tag. A caveat:
a leader is not bounded to be leader just for one object ψ, but she is free to
be prominent in many ψ. Thus, one leader can be counted in more than one
tag. To help understand the magnitude of the issue, we depicted in Figure 4 the
number of leaders inﬂuencing their neighbors for a given amount of actions (left)
and for a given amount of tags (right). The y axis is logarithmic. The typical
leader inﬂuences one neighbor for one artist. However, some leaders express their
leadership for 8 objects and 4 tags.
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Fig. 4. Distribution of number of objects (left) and of tags (right) per leader
In Figure 5 we depict the log-binned distributions, for the leaders of each
tag, of four of the topological measures studied in Section 5.2: Degree, Closeness
Centrality, Clustering and Neighbor Degree. We omit Betweenness Centrality for
its very high correlation with Degree. Overall, there is no signiﬁcant distinction
between the tags in the distributions of the topological features.
The most noticeable information is carried by the Degree distributions (Fig-
ure 5, top left). Each distribution appears very diﬀerent from the overall degree
distribution (Figure 2 (left)). There are fewer leaders with low Degree than ex-
pected, therefore it appears that a high Degree increases the probability of being
a leader. On the other hand, we know that central hubs have on average lower
Depth and Width. As a consequence, it appears that the best leader candidates
are the nodes with an average degree, and from Figure 5 (top left) we see that
each tag has many leaders with a Degree between 10 and 100.
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Clustering (bottom left) and Neighbor Degree (bottom right) per tag
Using our leaders’ Minimum Diﬀusion Trees, we extract some patterns that
help us obtaining a complementary point of view over the leader prominence
for diﬀerent music genres. We mine a graph dataset composed by all diﬀusion
trees Tl,ψ with the VF2 algorithm [7]. Suppose we are interested in counting how
frequent is the following star pattern: a leader inﬂuences three of its neighbors
in the diﬀusion trees of pop artists. In our data, we have 5, 043 diﬀusion trees
for pop artists, and 581 have at least four nodes. Since the VF2 algorithm found
the star pattern in 186 of these graphs, we say that it appears in 3.69% of the
trees, or in 32.01% of the trees that have enough nodes to contain it.
In Table 3 we report the results of mining three patterns of four nodes: i) the
star-like pattern described above; ii) a chain where each node is prominent for (at
least) one neighbor; iii) a split where the leader is prominent for a node, which
itself is prominent for two other neighbors. Two values are associated to each
pattern and tag pair: the relative overall frequency, and the relative frequency
considering only the trees with at least four nodes (in parentheses).
There is no necessary relation between the patterns and Width, Depth and
Strength measures: a low Depth does not imply the absence of the chain pattern,
nor does a high Width imply a high presence of the star pattern. However, the
combination of the two measures may provide some insights. For instance, we
saw in Table 3(a) that jazz leaders are concentrated in the lowest Width cluster.
However, many jazz leaders who aﬀect at least three nodes tend to be promi-
nent in their neighbors, much more than in any other genre (7.25% of all leaders,
62.5% of leaders who are prominent for at least three other nodes). Therefore,
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Table 3. Presence of diﬀerent diﬀusion patterns per tag
Pattern dance electronic folk jazz metal pop punk rap rock
3.62%
(35.42%)
3.04%
(22.50%)
3.94%
(30.30%)
7.25%
(62.50%)
4.14%
(23.08%)
3.69%
(32.01%)
6.56%
(27.59%)
4.01%
(27.97%)
4.22%
(30.43%)
2.55%
(25.00%)
3.92%
(29.00%)
3.15%
(24.24%)
4.35%
(37.50%)
4.83%
(26.92%)
3.61%
(31.29%)
10.66%
(44.83%)
5.60%
(38.98%)
4.12%
(29.71%)
3.40%
(33.33%)
3.79%
(28.00%)
3.94%
(30.30%)
4.35%
(37.50%)
6.90%
(38.46%)
4.73%
(41.01%)
12.30%
(51.72%)
4.99%
(34.75%)
4.52%
(32.61%)
jazz leaders have low prominence among their friends, however they are likely
to have at least three neighbors for which they are prominent.
The chain pattern is more commonly found in pop leaders than in folk ones,
even though the clusters of their leaders described in Table 3(a) would suggest the
opposite. It seems that pop leaders are not likely to be prominent for nodes any
further than the third degree of separation, while folk leaders tend to generate
longer cascade chains. Also in this case, punk leaders are commonly found in
correspondence with chain patterns, just as Table 3(a) suggested.
Although pop leaders show a much greater Strength value than metal ones
(by confronting in Table 3(a) their presence in high Strength clusters like 9 or
10 and low Strength clusters like 8 and 0), the split pattern tends to be more
frequent in the metal genre (6.90% against 4.73% of the trees). This phenomenon
suggests us that metal leaders tend to be prominent for nodes strongly devoted to
metal, inducing them to spread the music to their neighbors. Pop leaders, on the
other hand, aﬀect more neighbors with higher Width and Strength, presumably
ﬂooding their ego networks with the songs they like.
6 Conclusion
In this paper, we presented a study of the propagation of behaviors in a social
network. Instead of just studying cascade eﬀects and the maximization of inﬂu-
ence by a given starting seed, we decided to analyze three diﬀerent dimensions:
the prominence of a leader on how many neighbors, on how distant nodes and
on how engaged nodes. We characterized each of these concepts with a diﬀerent
measure: Width, Depth and Strength. We applied our leader detection algorithm
to a real world network. Our results show that: (i) central hubs are usually inca-
pable of having a strong eﬀect in inﬂuencing the behavior of the entire network;
(ii) there is a trade-oﬀ between how long the cascade chains are and how engaged
each element of the chain is; (iii) to achieve maximum engagement it is better
to target leaders in tightly connected communities, although for this last point
we do not have conclusive evidence. We also included a case study in which we
show how artists in diﬀerent musical genres are spread through the network.
Many future developments are possible. The limited prominence that
central hubs have on the overall network may be studied in conjunction with
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the problem of network controllability [15]. Alternative leader detection tech-
niques, such as the ones presented in [10], can be confronted with our proposed
algorithm. Finally, a deeper analysis of the properties of the Width, Depth and
Strength measures can be performed, using additional techniques and exploiting
data from other social media services like Twitter and Facebook.
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Abstract. Framing in news is the way in which journalists depict an
issue in terms of a ‘central organizing idea.’ Frames can be a perspective
on an issue. We explore the automatic classiﬁcation of four generic news
frames: conﬂict, human interest, economic consequences, and morality.
Complex characteristics of messages such as frames have been studied us-
ing thematic content analysis. Indicator questions are formulated, which
are then manually coded by humans after reading a text and combined
into a characterization of the message. We operationalize this as a clas-
siﬁcation task and, inspired by the way-of-working of media analysts, we
propose a two-stage approach, where we ﬁrst rate a news article using
indicator questions for a frame and then use the outcomes to predict
whether a frame is present. We approach human accuracy on almost all
indicator questions and frames.
1 Introduction
There is a growing trend of applying computational thinking and linguistic ap-
proaches to social science research. In particular, language technology is proving
to be a useful but underutilized approach that may be able to make signiﬁcant
contributions to research in a wide range of social science domains [2]. One par-
ticular domain in which this is happening is the study of news and its impact.
Early examples focus mostly on analyzing factual aspects in news, such as [15],
who analyzed the impact of news on corporate reputation by measuring the
amount of news about speciﬁc issues. Increasingly, however, we are also seeing
the use of language technology to analyze more subjective aspects of news for
the purposes of social science research [12]. In this paper, we report on work
aimed at analyzing the use of framing in news.
Framing in news is the way in which journalists depict an issue in terms of
a ‘central organizing idea’ [6]. Frames can be regarded as a perspective on an
issue. In the social sciences, mass communication (e.g., news) is often studied
through a methodology called content analysis: “Who says what, to whom, why,
to what extent and with what eﬀect?” [11]. The aim of content analysis is to
systematically quantify speciﬁed characteristics of messages. When these char-
acteristics are complex, thematic content analysis can be applied: ﬁrst, texts
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 333–345, 2013.
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are annotated for indicator questions (e.g., “Does the item refer to winners and
losers?”) and the answers to such questions are subsequently aggregated to sup-
port a more complex judgment about the text (e.g., the presence of a conﬂict
frame). Content analysis is a laborious process, and there is a clear need for a
computational approach. This approach can improve the consistency, eﬃciency,
reliability and replicability of the analyses, as larger volumes of news can be
studied in a replicable manner, allowing the study of long-term trends.
For studying framing, some ﬁrst computational approaches have been at-
tempted, using dictionary-based methods. We approach the problem of frame
detection in news as a two-stage classiﬁcation task. We start by predicting the
outcomes to indicator questions associated with a frame and then use the pre-
dicted outcomes to decide about the presence of the frame in a given text.
Our contribution in this paper consists in a two-stage approach to ﬁnding
frames that allows us to answer the following research questions:
RQ1. Can we approach human performance on predicting answers to indicator
questions?
RQ2. Can we approach human performance on predicting the presence of a
frame?
The remainder of this article is organized as follows: in Section 2 we discuss media
frame analysis and related work; Section 3 describes our proposed methods and
Section 4 describes the experimental setup. We present and discuss our results
in Section 5, after which we conclude in Section 6.
2 Media Frame Analysis
News coverage can be approached as an accumulation of “interpretative pack-
ages” in which journalists depict an issue in terms of a frame, i.e., a central
organizing idea [6]. Frames are the dependent variable when studying the pro-
cess of how frames emerge (frame building) and the independent variable when
studying eﬀects of frames on predispositions of the public (frame setting) [22].
When studying the adoption of frames in the news, content analysis of news
media is the most dominant research technique.
Using questions as indicators of news frames in manual content analysis is
the most widely used approach to manually detecting frames in text. Indicator
questions are added to a codebook and answered by human coders while reading
the text unit to be analyzed [26]. Each question is designed such that it captures
the semantics of a given frame. Generally, several questions are combined as
indicators for the same frame. This way of making inferences from texts is also
referred to as thematic content analysis [20].
Automatic or semi-automatic frame detection is rare. The approaches that
do exist follow a dictionary-based or rule-based approach. E.g., Ruigrok and
Van Atteveldt [21] deﬁne search strings for the automatic extraction of a priori
deﬁned concepts in newspaper articles, and then apply a probabilistic measure
to indicate associations between such concepts. Similarly, Shah et al. [25] ﬁrst
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deﬁne “idea categories,” then specify words that reveal those categories, and
ﬁnally, program rules that combine the idea categories in order to give a more
complex meaning as a frame.
In this paper we focus on four commonly used frames [24]. For convenience
they are listed in Section 4, together with their indicator questions. The con-
ﬂict frame highlights conﬂict between individuals, groups or institutions. Prior
research has shown that the depiction of conﬂict is common in political news
coverage [16], and that it has inherent news value [4, 27].
By emphasizing individual examples in the illustration of issues, the human
interest frame adds a human face to news coverage. According to Iyengar [7],
news coverage can be framed in a thematic manner, taking a macro perspective,
or in an episodic manner, focusing on the role of the individual concerned by
an issue. Such use of exemplars in news coverage is observed by several scholars
[16, 24, 28] and connects to research on personalization of political news [7].
The economic consequence frame approaches an event in terms of its economic
impact on individuals, groups, countries or institutions. Covering an event with
respect to its consequences is argued to possess high news value and to increase
the pertinence of the event among the audience [5].
The morality frame puts moral prescriptions or moral tenets central when
discussing an issue or event. Morality as a news frame has been studied in various
academic publications and is found to be applied in the context of various issues
as, for example, gay rights [17] and biotechnology [1].
Over the past decade, language technology has witnessed a rapid broadening,
along two dimensions. First, moving beyond an almost exclusive focus on working
with news corpora, diﬀerent genres of text are now being subjected to, e.g.,
semantic analysis [13, 14]. Second, from a strong focus on analyzing facts the
ﬁeld is broadening to also include more subjective aspects of language, such
as opinions and sentiment [19], human values [3], argumentation [18] and user
experiences from online forums [8].
In this paper, we contribute over and above the related work discussed, by
presenting and evaluating an ensemble-based classiﬁcation approach for frame
detection in news. To the best of our knowledge, this is the ﬁrst work in which
statistical classiﬁcation methods are applied to this central issue in studying
media. Furthermore, we investigate whether explicitly modeling the thematic
content analysis approach improves performance.
3 Frame Classiﬁcation
We approach the task of frame detection in news as a classiﬁcation task. The
assumption underlying thematic content analysis is that frames manifest them-
selves in a news article in a manner that is measured using indicator questions.
We follow this assumption and analyze the wording in a news article in order to
make a decision about the presence of frames.
Given a collection of documents D and a set of frames U for which a set of
indicator questions V have been deﬁned, we estimate the probability P (um|d)
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Fig. 1. Graphical models of the three classiﬁcation approaches. The circles represent
random variables, where the ﬁlled are observable. The rectangular plates indicate mul-
tiple of these variables.
that a frame um ∈ U is present in document d ∈ D. In thematic content analysis
this probability is deconstructed into P (um|v1, . . . , vN ) and a set of probabilities
for each vn ∈ V : P (vn|d). This formal deﬁnition of the task can be used for the
automatic classiﬁcation and for manual content analysis. In the latter case, the
probability P (vn|d) is estimated using manually coding by humans after reading
the document.
Document Representation. We represent documents as a bag-of-words with
TF.IDF scores for each word. We apply sublinear term frequency scaling, i.e.,
replace TF with 1 + log(TF ), use l2 normalization and smooth IDF weights
by adding one to document frequencies. We have evaluated other representa-
tion (e.g., n-grams and topic models), but these did not improve classiﬁcation
performance and will not be reported here.
Besides the words represented in the document, we extend the document
representation with information on the source of the document and with a clas-
siﬁcation for each document (i.e., a topic, such as ﬁnance, infrastructure, etc.).
The extended bag-of-words document representation serves as the features for
classiﬁcation.
Frame and Indicator Question Classiﬁcation. We propose two baselines
and three approaches for automatic indicator question and frame classiﬁcation.
These methods diﬀer in how the coherence between indicator question and frame
is modeled. The approaches are depicted in graphical models in Figure 1 and
will be described below.
Stratiﬁed Random Classiﬁcation Baseline. Our ﬁrst baseline approach
is very naive and intended as a lower bound. It randomly choses the answer
to a indicator question or whether a frame is present or not, taking into ac-
count only the prevalence in training set. This naive baseline randomly assigns
a classiﬁcation, without considering the document and its representation, with
a probability based on the class distributions. This naive baseline will be more
likely to randomly pick the majority class than the minority class.
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Direct Classiﬁcation Baseline. Our second baseline approach is to classify
answers to indicator questions and the presence of each frame directly. More
formally, we train a classiﬁer to estimate P (um|d) for each frame um ∈ U . This
approach is the simplest approach and is depicted in Figure 1a. Note that for
frames, we completely ignore the indicator questions in this baseline approach.
For classiﬁcation we use Logistic Regression to optimize logistic loss using
Pegasos-style regularization. For training we alternate between pairwise ROC-
optimization and standard stochastic gradient steps on single examples [23].
This baseline approach aims to be ﬂexible in dealing with issues such as class
imbalance.
Ensemble-Based Direct Classiﬁcation. Our ﬁrst approach is to improve
binary classiﬁcation decisions for indicator questions and for the presence of
a frame by using an ensemble of binary-class linear classiﬁers (also depicted
in Figure 1a). The predictions of all these classiﬁers are the features for a ﬁ-
nal classiﬁer. The ensemble includes diﬀerent linear support vector machines
(SVMs), linear rank-based SVMs [9, 23], and Perceptron-based algorithms [10].
This ensemble-based approach aims to be ﬂexible in dealing with the diﬀerent
complex characteristic of each of the classiﬁcations. We combine the classiﬁers
in the ensemble using the same classiﬁer as described above for the baseline
approach.
Derived Frame Classiﬁcation. Our second approach is to derive the pres-
ence or absence of a frame based on the classiﬁcation for indicator questions.
More formally, we train an ensemble-based classiﬁer to estimate P (vˆn|d) for
each indicator question vn ∈ V . We then derive the probability P (um|d) for
each frame um ∈ U from P (uˆm|vˆ1, . . . , vˆN ) for all indicator questions vm ∈ V .
This approach is depicted in Figute 1b and closely resembles the manual ap-
proach, where human coders make binary decisions for P (vn|d) for each vn ∈ V
and d ∈ D.
Indicator Question to Frame Classiﬁcation. Our third approach is a cas-
cade approach, where we ﬁrst classify for the indicator question and then use
the outcomes to classify the frames. More formally, we train an ensemble-based
classiﬁer to estimate P (vˆn|d) for each indicator question vn ∈ V . We then train
an ensemble-based classiﬁer to estimate the probability P (um|d, vˆ1, . . . , vˆN ) for
each frame um ∈ U . This approach is depicted in Figure 1c. Practically, we
implement this by adding ensemble-based predictions for indicator questions as
features for the frames classiﬁers.
4 Experimental Setup
To evaluate our methods we run a number of experiments. We describe the
document collection used, outline how the four frames have been coded in the
manual content analysis that we use as training and test data, and explain how
we evaluate the performance of our classiﬁcation models.
Document Collection. Our document collection consists of digital versions of
front page news articles of three Dutch national daily newspapers (De Volkskrant,
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NRC Handelsblad and De Telegraaf ) for the period between 1995 and 2011.
These articles come from the Dutch Lexis-Nexis newspaper archive, and each
article has a topical classiﬁcation (based, e.g., on the location in the newspaper).
The used sample is a stratiﬁed sample of 13% for each year.
Indicator Questions Annotations. For each year covered in our collection,
a random sample of news articles was taken. This sample was ﬁltered (based on
manually assigned labels) to only contain articles that were political in nature.
The resulting 5,875 documents have been manually coded for the presence of
four generic news frames (described in Section 2). Indicator questions were used
to code the news frames.
A total of thirteen yes-or-no-questions were used as indicators of the news
frames. In previous research, these questions have been shown to be reliable
indicators of the four frames [24]. The indicator questions for each frame are:
C Conﬂict frame:
C1 Does the item reﬂect disagreement between parties, individuals, groups
or countries?
C2 Does the item refer to winners and losers?
C3 Does the item refer to two sides or more than two sides of the problem?
E Economic consequence frame:
E1 Is there a reference to the ﬁnancial costs/degree of expense involved, or
to ﬁnancial losses or gains, now or in the future?
E2 Is there a reference to the non-ﬁnancial costs/degree of expense involved,
or to non-ﬁnancial losses or gains, now or in the future?
E3 Is there a reference to economic consequences of pursuing or not pursu-
ing a course of action?
H Human interest frame:
H1 Does the item provide a human example or human face on the issue?
H2 Does the item employ adjectives or personal vignettes that generate
feelings of outrage, empathy caring?
H3 Does the item mention how individuals and groups are aﬀected by the
issue or problem?
H4 Does the item go into the private or personal lives of the actors?
M Morality frame:
M1 Does the item contain any moral message?
M2 Does the item make reference to morality, God or other religious tenets?
M3 Does the item oﬀer speciﬁc social prescriptions about how to behave?
Manual coding was conducted by a total of 30 trained coders. All coders were
communication science students and native speakers of the Dutch language. In
order to assess inter-coder reliability, a random subset of 159 articles was coded
by multiple coders. Measures of the percentage of inter-coder agreement range
from 70% to 94%. The inter-coder reliability is included in the results in Table 1
and Table 3, with the label ‘Human.’
Frame Annotations. Based on the annotations for indicator questions, a
second annotation round gave rise to the construction of frame annotations,
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following the methodology described in [24]. To establish the coherence of the
indicator questions and their relation to the frames a factor analysis is performed.
We ﬁnd a four factor solution for the answers to the indicator questions. In this
solution each indicator question has a loading onto each factor (i.e., a weight).
In these factor loadings, we can identify the four frames, i.e., for each frame
there is a factor with high loads for the corresponding indicator questions and
low loadings for the others. For two indicator questions (C2 and E2) the factor
load is below 0.5, and hence these were considered unreliable indicators (in line
with [24]). This means that the remaining indicator questions can be considered
reliable indicators of the four frames: a frame is considered present in a news
document whenever any of the indicator questions corresponding to the frame
is answered positively.
Evaluation Metrics. We perform ten-fold cross-validation and compare the
agreement between human annotators and our automatic approach in terms of
agreement. Where possible, we evaluate both the answers to indicator questions
and the frame annotations. Furthermore, we compare the approaches in receiver
operating characteristics (ROC) space. We compare the ability to distinguish
true positive classiﬁcations from false positives for diﬀerent operating character-
istics that will produce increasingly more positive results. In this ROC space, we
can compute the area under the curve (AUC). The AUC metric for a classiﬁer
expresses the probability that the classiﬁer will rank a positive document above
a negative document.
5 Results and Discussion
Table 1 and Table 3 describe the agreement between our approaches and the hu-
man annotations for each of the eleven indicator questions and the four frames.
For comparison, these tables also include the inter-annotator agreement for hu-
man coders. Table 2 and Table 4 describe the area under the curve (AUC) metric
for our approaches.
Indicator Questions Classiﬁcation Results. We can observe in Table 1 that
our baseline single classiﬁer direct approach (“Direct”) performs well on some
of the indicator questions, but worse on others. The direct baseline is unable to
consistently improve over the naive stratiﬁed random baseline (“Random”). Our
ensemble-based approach (“Ensemble”) substantially improves over these base-
lines and achieves accuracy scores ranging from 65% accuracy upwards. While we
observe that the accuracy varies among the four frames and the corresponding
indicator questions, our ensemble-based approach is able to capture the complex
characteristics for all questions and frames. The conﬂict indicator questions (C1
and C3) and human interest question H3 perform below average in the baselines,
but perform substantially better in the ensemble-based approach.
Human interest question H4 and the morality questions (M1, M2 and M3)
show high baseline performance, but do not show substantially improvements for
the direct approaches, despite our pairwise optimization approach. This suggests
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Table 1. Agreement between automatic classiﬁcation predictions and human annota-
tions for each of the eleven indicator questions and the three approaches (two baselines
and ensemble)
C1 C3 E1 E3 H1 H2 H3 H4 M1 M2 M3
Random .5214 .5980 .7093 .8419 .7963 .8346 .5144 .9122 .9348 .9397 .9535
Direct .5709 .6140 .7093 .8419 .7963 .8346 .5750 .9122 .9348 .9397 .9535
Ensemble .7064 .6945 .8511 .8650 .8007 .8393 .6489 .9137 .9345 .9460 .9535
Coder biased ensemble run is included below for analysis.
Biased .7200 .7413 .8553 .8819 .8213 .8494 .7045 .9185 .9346 .9501 .9525
Human inter-coder agreement is included below for comparison. Note that
this is evaluated on a small dataset.
Human .7239 .6994 .8282 .8466 .7546 .7055 .6748 .8405 .9080 .9041 .9202
Table 2. Area under the curve (AUC) for ROC of automatic classiﬁcation predictions
compared to human annotations for each of the eleven indicator questions and the two
direct approaches (baseline and ensemble)
C1 C3 E1 E3 H1 H2 H3 H4 M1 M2 M3
Direct .6235 .6601 .6973 .6885 .6283 .5802 .6027 .5960 .5572 .6591 .4903
Ensemble .7744 .7672 .8966 .8432 .7483 .7419 .7051 .7990 .6917 .8884 .6509
that these questions are underrepresented and possibly less well represented
using a bag-of-words approach than the other questions.
Looking at the AUC metric results in Table 2, we see the same substan-
tial improvements of the ensemble-based approach over the direct classiﬁcation
baseline. We can also observe a substantial improvement for the aforementioned
indicator questions H4, M1, M2 and M3. This suggest that while we are not bet-
ter in terms of accuracy for these questions, we are indeed better at estimating
the probability of a document belonging to a class.
Frame Classiﬁcation Results. We can observe in Table 3 that accuracy
scores on frames follow the same pattern as the indicator questions. The con-
ﬂict and human interest frame prediction again performs worse than the others.
Interestingly, we can observe a substantial improvement for the morality frame
over the stratiﬁed random baseline. The ensemble-based approach is able to
obtain substantial improvements over the baselines approaches. We can also ob-
serve that deriving the scores from the indicator questions does not perform
well, directly predicting scores for frames using the ensemble-based approach
performs substantially better. Interestingly, the two-stage indicator question to
frame classiﬁcation approach does not perform better than the direct approach.
The additional information we add by ﬁrst classifying the indicator questions
does not help in classifying the frames. The results for the AUC metric (de-
scribed in Table 4) show a qualitatively similar pattern as the agreement.
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Table 3. Agreement between automatic classiﬁcation predictions and human annota-
tions for each of the four frames and the ﬁve frame classiﬁcation approaches
C E H M
Random .6403 .5755 .6231 .8679
Direct .6654 .8134 .7779 .9668
Ensemble .7241 .8506 .7949 .9668
Derived .5709 .7093 .6158 .9348
IQ → F .7202 .8489 .8014 .9677
Coder biased ensemble run is included below for analysis.
Biased .7501 .8642 .8141 .9685
Human agreement on small dataset included for comparison.
Human .7730 .8160 .6442 .8528
Table 4. Area under the curve (AUC) for ROC of automatic classiﬁcation predictions
compared to human annotations for each of the four frames and four frame classiﬁcation
approaches
C E H M
Direct .6379 .6956 .6008 .5909
Ensemble .7802 .8496 .7580 .7597
Derived .5575 .5000 .5897 .5000
IQ → F .7677 .8436 .7748 .8025
Furthermore, we can observe from Table 1 and Table 3 that the morality
frame and the corresponding questions perform strikingly well in all approaches
in terms of agreement. A plausible explanation for this is that this frame is
a lot less prevalent than the other three (present in 13% of the documents,
compared to 64% for conﬂict, 58% for economic consequence and 62% for human
interest). The AUC results in Table 2 and Table 4 provide some evidence that
these classiﬁers still perform up to par.
To validate this, and to obtain more insight into the operation characteristics
of the classiﬁers we take a more detailed look at the ROC curves. Figure 2 shows
these ROC curves for the direct ensemble-based approach for the frames. We
can observe a similar curve for each of the frames. From these graphs and the
AUC results, we can conclude that while we can not perfectly classify the frame
annotations, we are able to obtain a good rate of true positives if we allow some
false positives.
Human Inter-coder Agreement. Compared to human inter-coder agreement,
nearly all accuracy scores for the ensemble-based and two-stage approaches are
at or above that level. Note, however, that human agreement is evaluated on
a much smaller dataset. We observe a lower performance compared to human
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(b) Economic Consequence Frame
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(d) Morality Frame
Fig. 2. ROC Curves for the ensemble-based direct approach for the four frames
agreement for question H3, the conﬂict frame and corresponding questions C1
and C3. For the morality frame and the human interest and morality questions
the human inter-coder agreement is even below the stratiﬁed random baseline.
To investigate the diﬃculty of each question and the quality of the human
annotations, we look at whether the annotations for questions are stable across
coders. We measure this by evaluating a new ensemble-based model where the
document representation is extended with variables representing the coder. This
creates the unrealistic but insightful scenario where we predict the answer of a
speciﬁc coder to a speciﬁc question. This model allows us to compensate for a
bias a coder might have, possibly resulting in higher performance compared to
the regular ensemble-based approach.
Agreement for the biased model is included in Table 1 and Table 3. We observe
increased performance for most questions, with C3, E3 and H3 standing out.
For frames the performance is increased for the human interest frame, economic
consequence frame and most substantially for the conﬂict frame.
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Fig. 3. Box plot of the weights on the binary coder variables for the four frames in one
of the ensemble SVM classiﬁers
To further investigate this, we look at the weights that the coder features get
assigned in the biased model. If all coders would answer the indicator questions
exactly the same, the coder features will have a weight very close to zero. A
weight that diﬀers from zero suggests a consistent diﬀerence in answers from
one coder compared to the other coders. Figure 3 shows these weights for each
frame in one of the classiﬁers in the direct frame ensemble classiﬁer. We see that
the weights do indeed deviate from zero, with a diﬀerent range per frame. The
economic consequence frame has the highest range, with a maximum of 0.5 bias
per coder on a scale of −1 to 1. These weights suggest consistently diﬀerent
interpretations of the indicator questions across coders.
6 Conclusion
We have proposed algorithmic approaches to ﬁnding frames in news that follow
the manual thematic content analysis approach. Our results provide strong evi-
dence that we are able to approach human performance on predicting both the
answers to indicator questions as well as the presence of a frame.
Our ensemble-based approach to directly predicting the presence of a frame
is the most eﬀective and improves substantially over the baseline approach. The
derived approach, which directly follows the manual approach, was the least ef-
fective. Surprisingly, the more informed indicator question to frame classiﬁcation
approach did not perform better than the ensemble-based direct classiﬁcation
approach. This suggests that for the task of frame classiﬁcation, explicitly mod-
eling the manual thematic content analysis does not improve performance. Our
ensemble-based direct classiﬁcation approach is suﬃcient to capture the complex
characteristics of frames that the indicator questions are aimed to represent.
The results of an analysis using a model that explicitly models coder bias and
the relatively low inter-coder agreement suggest that coders have diﬀerent inter-
pretations of the indicator questions for the frames. Like the indicator questions
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that represent diﬀerent aspects of complex characteristics of messages, it seems
that human coders represent diﬀerent views on these aspects and characteristics.
Finally, for the task of frame detection in news, we have shown that using an
ensemble-based classiﬁcation approach we are able to approach human perfor-
mance in terms of accuracy on this task. A combined approach of human and
automated frame detection seems to be the logical way forward.
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Abstract. The analysis of networks characterized by links with het-
erogeneous intensity or weight suﬀers from two long-standing problems
of arbitrariness. On one hand, the deﬁnitions of topological properties
introduced for binary graphs can be generalized in non-unique ways to
weighted networks. On the other hand, even when a deﬁnition is given,
there is no natural choice of the (optimal) scale of link intensities (e.g.
the money unit in economic networks). Here we show that these two
seemingly independent problems can be regarded as intimately related,
and propose a common solution to both. Using a formalism that we re-
cently proposed in order to map a weighted network to an ensemble of
binary graphs, we introduce an information-theoretic approach leading
to the least biased generalization of binary properties to weighted net-
works, and at the same time ﬁxing the optimal scale of link intensities.
We illustrate our method on various social and economic networks.
Keywords: Weighted Networks, Maximum Entropy Principle, Graph
Theory, Network Science.
1 Introduction
A large number of social, economic, biological and information systems can be
conveniently described as networks (or graphs) where N nodes (or vertices) are
connected by L links (or edges). Over the last ﬁfteen years, Network Science has
emerged as a fast-growing discipline crossing the boundaries of many research
ﬁelds [1]. The aim of Network Science is that of characterizing and modelling the
structure and dynamics of real-world networks, as opposed to abstract mathe-
matical speciﬁcations such as those studied by Graph Theory.
One of the challenges in Network Science is that of extending the relatively
well-developed tools available for binary networks (where links are either present
or absent, with no possible variation in their intensity) to the more general case
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 346–359, 2013.
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of weigthed networks (where links can have heterogeneous weights) [2–6]. For
instance, in binary social networks a link may represent the existence of a friend-
ship relation between two people, irrespective of the strength of such a relation,
while in weighted social networks a link may be attached a value indicating the
amount of shared time or the degree of intimacy between two friends. While the
analysis of social networks has traditionally focused on binary graphs, the recent
availability of detailed data about the magnitude of interactions in large-scale
social systems oﬀers a new potential for the study of social networks as weighted
graphs. However, in the transition from binary graphs to weighted networks two
main problems of arbitrariness are encountered, and are still largely unsolved.
First, while several deﬁnitions of basic topological quantities have been intro-
duced for binary graphs, the corresponding generalizations to weighted networks
are non-unique. An important example is that of the clustering coeﬃcient ci, de-
ﬁned in binary undirected graphs as the fraction of neighbours of node i that are
also neighbours of each other, or equivalently the fraction of triangles in which
node i participates [1]. In weighted networks, the clustering coeﬃcient can be
generalized in many ways [2–6], and there is no natural criterion indicating the
optimal deﬁnition. Another example is the reciprocity, deﬁned in binary directed
graphs as the ratio of reciprocated to total links [7]. In weighted networks, there
are many possible generalizations requiring sophisticated comparisons and cal-
culations [8]. In general, on one hand the heterogeneity of link intensity observed
in weighted networks provides important additional information that one would
like to exploit in order to deﬁne generalized quantities that reduce to the ordi-
nary and well-studied ones in the particular case of binary graphs, but on the
other hand a large degree of arbitrariness makes the problem not well deﬁned.
Second, even when a deﬁnition of a weighted quantity is given, one is left with
the problem of the arbitrary scale of link intensities. The simplest example is
perhaps the total weight W of a network, deﬁned as the sum of all link weights in
the graph. If the links of the network represent e.g. ﬂows of money between the
units of an economic system, or the time spent by two friends in their phone calls,
the quantity W clearly depends on the units chosen (e.g. Euros or thousands of
Euros, minutes or seconds, etc.). Similarly, any other quantity depending on the
edge weights will suﬀer from the same arbitrariness. This problem can be cir-
cumvented by deﬁning adimensional weights that are invariant under rescaling,
e.g. dividing each edge weight by the average weight over all pairs of vertices.
However, this still does not solve the problem entirely. Consider for instance, as
one of the simplest properties of binary graphs, the link density deﬁned as the
ratio of the number of observed links to the total number of pairs of vertices.
This quantity ranges between zero (empty graph) and one (fully connected net-
work). The corresponding weighted quantity, if deﬁned as the ratio of the total
weight W to the number of pairs of vertices, ranges between zero and inﬁnity
and thus loses the properties of a density. This problem persists irrespective of
the preliminary rescaling of the edge weights. Similar considerations apply to
the global clustering coeﬃcient deﬁned as the fraction of realized triangles: in
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weighted networks, the weighted counterpart of such a ‘fraction’ can actually
range from zero to inﬁnity.
In this paper, we show that the two seemingly unrelated problems discussed
above can actually be rephrased as two sides of the same coin. In sec. 2 we
ﬁrst brieﬂy recall a general method that we proposed in order to generalize the
deﬁnition of any topological property valid for binary graphs to one valid for
weighted networks [6]. While powerful, this approach still does not uniquely ﬁx
the scale of edge weights and the functional form of the mapping from binary to
weighted properties. For these reasons, in sec. 3 we show that this approach can
be rephrased within a statistical physics formalism ﬁxing the functional form of
the mapping [9]. Then, in sec. 4 we apply the Maximum Entropy principle to
further ﬁx the scale of edge weights in such a way that the weighted topological
properties induced by the binary ones are deﬁned in the least biased way. As a
result, we obtain an information-theoretic method that ﬁxes the optimal scale
of edge weights in the original network and at the same time induces unique
and least biased deﬁnitions of weighted properties from the well-known binary
ones. In sec.5 we ﬁnally illustrate our method on various real-world social and
economic networks.
2 Weighted Networks as Ensembles of Binary Graphs
Mathematically, a binary directed network with N vertices is uniquely speciﬁed
by a N×N adjacency matrix A with entries aij = 1 if a directed link from vertex
i to vertex j is present, and aij = 0 otherwise. For binary undirected networks,
where links have no orientation, the matrix A is symmetric. Weighted directed
networks are instead characterized by a N × N weight matrix W where the
(non-negative, for the purposes of this article) entry wij represents the intensity
of the directed link connecting vertex i to vertex j (including wij = 0 if the link
is absent). Again, in weighted undirected networks the matrix W is symmetric.
In this paper, we will consider both directed and undirected networks, where it
is intended that undirected networks can be obtained as the special situation
where A, W and other similar quantities are symmetric.
Quite recently [6], we proposed a method to extend any deﬁnition of topo-
logical property valid for binary graphs, i.e. any function f (b)(A) of the binary
adjacency matrix A, to a corresponding function f (w)(W) of the weight matrix
W. Our method is based on the idea that the matrix W specifying the original
weighted network can be mapped to an ensemble of binary graphs deﬁned by a
conditional probability P (A|W). The latter represents the occurrence probabil-
ity, given W, of a possible graph A in the ensemble. This mapping from W to
P (A|W) allows one to deﬁne the weighted counterpart f (w)(W) of any binary
property f (b)(A) as the expected value of the latter over the ensemble of binary
graphs, i.e.
f (w)(W) ≡ 〈f (b)(A)〉W =
∑
A
P (A|W)f (b)(A) . (1)
If we require that each edge weight wij only determines the probability pij =
p(wij) of existence of a binary link from vertex i to vertex j (while having no
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eﬀect on a diﬀerent pair of vertices), then P (A|W) simply factorizes over pairs
of vertices, i.e.
P (A|W) =
∏
i,j
[p(wij)]
aij [1− p(wij)]1−aij (2)
where i < j for undirected networks and i = j for directed networks with no self-
loops (if self-loops are allowed, then we should set i ≤ j for undirected networks
and impose no constraint for directed networks). The problem then reduces
to specifying the functional form of the (monotonic) edge-speciﬁc probabilities
pij = p(wij) [6]. If these probabilities are regarded as entries of a N ×N matrix
P(W), the factorized form (2) allows to considerably simplify the deﬁnition of
any weighted properties given in eq.(1). For instance, for any quantity f (b)(A)
that is polynomial or multilinear in the entries aij of the adjacency matrix, the
corresponding weighted property reduces to [6]
f (w)(W) ≡ 〈f (b)(A)〉W = f (b)[P(W)] . (3)
In our ﬁrst approaches to the problem [6, 10], we chose the linear mapping
p(wij) ≡ wij − wmin
wmax − wmin (4)
where wmin and wmax represent the minimum and maximum observed weight
in the network, respectively. The above choice ensures that p(wij), as required
in order to be a probability, ranges between 0 and 1. We showed that this ap-
proach can eﬀectively exploit the additional topological information encoded in
the weights, in particular for fully connected networks [6, 10]. However, eq.(4)
violates two desirable properties of p(wij), namely p(0) = 0 and p(+∞) = 1,
i.e. the fact that (only) missing links in the original network are associated with
zero connection probability in the binary ensemble, and that (only) inﬁnite con-
nection intensities in the original network are associated with unit connection
probability.
In general, the choice of the functional form of p(wij) remains somewhat
arbitrary, and eq.(4) can be viewed as the mathematically simplest possibility.
This translates the arbitrariness of the initial problem, i.e. the non-uniqueness
of the generalization of a binary topological property to a weighted counterpart,
to the arbitrariness of the choice of p(wij). This also implies that the second
problem of non-uniqueness, i.e. the fact that any weighted topological property
f (w)(W) has in general an undesired dependence on the choice of the units of
W in the orginal network, is still unsolved. While the linear choice in eq.(4) is
invariant under changes of units (i.e. it is scale-invariant), this will not be the
case for more general non-linear choices of p(wij).
3 Statistical Physics of Network Ensembles
We now show that the above approach can be rephrased within a statistical
physics formalism in such a way that the ﬁrst arbitrariness, i.e. the choice of the
functional form of p(wij), can be ﬁxed.
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Very recently [9], we introduced a general ensemble of binary graphs that, as in
statistical physics, is deﬁned (here in slightly simpliﬁed form) by the occurrence
probability
P (A) =
1
Z exp
[−E(A)
T
]
. (5)
In the above equation, E(A) is the energy of the particular graph A (a function
of one or more topological properties ofA, representing the ‘cost’ of realizing that
graph), T is the temperature (representing the degree of topological optimiza-
tion, with lower T corresponding to a probability concentrated on energetically
‘cheaper’ conﬁgurations) and
Z ≡
∑
A
exp
[−E(A)
T
]
(6)
is the normalizing constant, or grand partition function of the ensemble. Graph
ensembles like the one deﬁned above are extensively used in the statistical physics
literature [8, 9, 11–13] as well as in social science [14, 15], where they are known
as p∗ models or Exponential Random Graphs.
Since E(A) represents the cost of realizing the particular graph A, we can
regard the ensemble of binary graphs discussed in sec. 2 and deﬁned by the
probability P (A|W) as a particular case of the ensemble deﬁned by eq.(5) where
the energy is a function E(A,W) of the weight matrix W [9]. In particular, the
requirements for P (A|W) leading to the factorized form (2) translate into the
requirement of the additivity of E(A,W), i.e.
E(A,W) ≡
∑
i,j
	ijaij =
∑
i,j
	(wij)aij (7)
where, again, i = j for directed networks and i < j for undirected networks.
In the above expression, 	ij = 	(wij) must be interpreted as an edge-speciﬁc
energy, i.e. the energetic cost contributed by the existence of a link from vertex
i to vertex j (aij = 1). In this way, the choice of the functional form of p(wij)
translates to the choice of the functional form of 	(wij). Indeed, it is easy to
show that inserting eq.(7) into eq.(5) leads precisely to eq.(2) where
p(wij) =
e−(wij)/T
1 + e−(wij)/T
. (8)
The above expression is particularly useful in order to select the appropriate
form of 	(wij). Speciﬁcally, we see that a linear dependence of the type 	(wij) ∝
wij is not suitable, since it would assign a probability p(0) = 1/2 (rather than
p(0) = 0) to the pairs of vertices connected by no link (wij = 0) in the original
weighted network. We also see that the linear choice (4) is not natural, since it
would correspond to a very complicated, and diﬃcult to justify, form of 	(wij).
On the other hand, as we recently noted [9], the simplest satisfactory choice
involves a proportionality between e−(wij)/T and wij , i.e. e−(wij)/T = zwij or
in other words
p(wij , z) ≡ zwij
1 + zwij
. (9)
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This means that the dependence of the binary link energy on the observed edge
weight is given by
	(wij , z) = −T ln(zwij) , (10)
i.e. wij has a logarithmic eﬀect on 	(wij , z). In real networks with a power-law
weight distribution of the form ρ(w) ∝ w−α, the above relation can be used to
measure the empirical temperature as T = α−1 [9]. Typical observed values are
0.5  T  2.5.
Equation (9) ﬁxes the functional form of p(wij , z) in a very reasonable manner.
With such a choice, we recover, for all values of z, the desired properties p(0, z) =
0 and p(+∞, z) = 1. Note that if z = [wmax − wmin]−1 and zwij  1 then
we have p(wij , z) ≈ wij/[wmax − wmin], which is approximately equivalent to
the choice in eq.(4). This corresponds to a ‘sparse graph’ limit for the binary
ensemble induced by the weighted network. However, in general the value of z
in eq.(9) is arbitrary. This leads us to the main point of this paper, which is
discussed in the next section.
4 Maximum-Entropy Scale of Edge Weights
We can regard the arbitrariness of z in eq.(9) as equivalent to the arbitrariness
of the unit of edge weights in the original network. Indeed, changing the scale
of wij to λwij , where λ is any positive constant, is mathematically equivalent to
changing z to λz. In particular, from eqs.(9) and (10) it is clear that
p(λwij , z) = p(wij , λz) and 	(λwij , z) = 	(wij , λz) . (11)
This shows that the scale λ can be completely reabsorbed in a redeﬁnition of the
parameter z, i.e. z → λz. Therefore, without loss of generality, we can regard
z in eq.(9) as the parameter specifying the scale of weights. If we introduce a
unique way to ﬁx z, we have automatically eliminated the second and last source
of arbitrariness discussed in the Introduction, i.e. the units of edge weights in
the original network.
In what follows, we propose the Maximum Entropy principle as a rigorous
criterion to ﬁx the value of z, and further show that this value is unique. Our
main idea is that, in line with other uses of the Maximum Entropy principle
[11, 16], the least biased choice of a quantity should correspond, in absence of
any other indication, to the one that maximizes Shannon’s entropy (given the
available information). Given a real-world weighted network speciﬁed by the
matrix W and the corresponding binary ensemble speciﬁed by the conditional
probability P (A|W) as given by eqs.(2) and (9), Shannon’s entropy reads
S(z) ≡ −K
∑
A
P (A|W) lnP (A|W) (12)
where K is an arbitrary constant, that we ﬁx later for convenience. Now, due to
the factorization of P (A|W) as in eq.(2), and since the entropy of a factorized
process is additive, we can simply write
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S(z) = K
∑
i,j
sij(z) (13)
(with the usual convention on i, j for directed and undirected graphs) where
sij(z) is the edge-speciﬁc entropy
sij(z) = −p(wij , z) ln p(wij , z)− [1− p(wij , z)] ln[1− p(wij , z)] (14)
Note that both missing links (wij = 0) and very large weights (wij → +∞)
generate a zero entropy sij(z) = 0, and therefore have no eﬀect on the choice
of the optimal scale. This is consistent with the fact that both zero and inﬁnite
weights are independent of any chosen scale λ. Inserting eq.(14) into eq.(13), we
ﬁnd that the entropy of the ensemble is
S(z) = −K ln
∏
i,j
[p(wij , z)]
p(wij ,z)[1− p(wij , z)]1−p(wij ,z) (15)
If we want S(z) to be normalized between 0 and 1 (although this has no eﬀect
on the following results), we can set
K ≡ 1
M ln 2
(16)
where M is the number of possible pairs of vertices, i.e. M = N(N − 1) for
a directed network with no self-loops and M = N(N − 1)/2 for an undirected
network with no self-loops. If self-loops are allowed, then the above values of M
must be increased by N .
We can now look for the value of z that maximizes S(z) as given by eq.(15).
To this end, we write the ﬁrst derivative of S(z) as
S′(z) = K
∑
i,j
∂p(wij , z)
∂z
ln
1− p(wij , z)
p(wij , z)
= K
∑
i,j
wij
(1 + zwij)2
ln
1
zwij
(17)
and the second derivative as
S′′(z) = K
∑
i,j
wij
(1 + zwij)2
[
− 2wij
1 + zwij
ln
1
zwij
− 1
z
]
(18)
Now let wmax denote the maximum weight and wmin the minimum non-zero
weight in the original network. As z increases from 0 to +∞, we ﬁnd that there
are ﬁve regimes, listed below.
4.1 z = 0
This gives a deterministic ensemble with p(wij , 0) = 0 ∀i, j. Therefore the en-
tropy has the minimum value S(0) = 0, and we are sure that this is not the
maximum we are looking for.
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4.2 0 < z < 1/wmax
Consider ﬁrst the case z  1/wmax. In this regime, zwij  1 ∀i, j, therefore
p(wij , z) ≈ zwij . So S(z) increases as z increases and no (local) maxima or
minima are encountered. Also in the less strict situation z < 1/wmax, we have
z < 1/wij ∀i, j which implies ln(1/zwij) > 0 ∀i, j. Looking at eq.(17), this means
that S′(z) > 0, so S(z) increases in the entire range 0 < z < 1/wmax.
4.3 1/wmax < z < 1/wmin
This is the nontrivial range. It can be shown that if a maximum of S(z) exists,
it must be within this range. As we showed above, when z < 1/wmax we have
S′(z) > 0. Similarly, below we will show that when z > 1/wmin one has S′(z) <
0. Taken together, these results imply that, since S′(z) is a continuous function,
there must exist a value z∗ in the range 1/wmax < z∗ < 1/wmin such that
S′(z∗) = 0. As we show later, this corresponds to a maximum of the entropy.
4.4 z > 1/wmin
When z > 1/wmin, we have z > 1/wij ∀i, j which implies ln(1/zwij) < 0 ∀i, j.
Looking at eq.(17), this means that S′(z) < 0, so S(z) decreases in the entire
range z > 1/wmin. Note that in the extreme case z  1/wmin we have zwij  1
∀i, j and p(wij , z) ≈ 1− 1/zwij.
4.5 z → +∞
Now p(wij ,+∞) = Θ(wij), and the entropy tends again to the minimum value
S(+∞) = 0. Interestingly, this limit corresponds to the situation when the orig-
inal weighted network is regarded as a binary graph by simply setting each
non-zero weight to one, and leaving the other values equal to zero. Within our
formalism, we ﬁnd that this oversimpliﬁcation corresponds to the minimum en-
tropy, i.e. it is maximally biased.
5 Real-World Social and Economic Networks
We ﬁnally illustrate an application of our method to various real-world social and
economic networks. We consider snapshots of the World Trade Web (WTW), the
network of world countries connected by import/export relationships [17, 18], the
RyanAir (RA) airport network [19], the European Union (EU) aviation network
[20] and the Cond-Mat (CM) scientiﬁc collaboration network [21]. The WTW is
a directed network with no self-loops (hence the number of pairs of vertices is
M = N(N −1)), the RA and the CM are undirected networks with no self-loops
(M = N(N − 1)/2), and ﬁnally the EU is a directed network with self-loops
(M = N(N − 1) +N).
For each of these networks, we consider the weight matrix W as given in
the original dataset, and use it to calculate the ensemble probabilities deﬁned in
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Fig. 1. Log-linear plot of the ensemble entropy S(z) of the World Trade Web (year
2000) as a function of z in the range 1/wmax < z < 1/wmin. The number of nodes is
187. The maximum is placed at z∗WTW = 0.34.
eq.(9) and consequently the entropy S(z) as deﬁned in eq.(15). So the weight wij
is expressed in the (necessarily arbitrary) units used in the original dataset. We
then look for the optimal value z∗ that maximizes S(z). Clearly, z∗ corresponds
to the optimal weight scale w∗ ≡ 1/z∗, so that the quantity z∗wij appearing in
eqs.(9) and (10) can be rewritten as
xij = z
∗wij =
wij
w∗
(19)
The above expression gives us the optimally rescaled weights xij of the network,
i.e. the weights expressed in terms of the non-arbitrary unit w∗. Note that the
rescaled weights xij are independent of the units used in the data, and hence of
the original scale of wij .
The curves of S(z), plotted in the nontrivial range 1/wmax < z < 1/wmin
where the entropy has a maximum, are shown in ﬁg.1 for the WTW, in ﬁg.2 for
the RA network, in ﬁg.3 for the EU network, and in ﬁg.4 for the CM dataset.
As expected, all curves displays a clear maximum for the value z∗ such that
S′(z∗) = 0. The values of z∗ are:
z∗WTW = 0.34
z∗RA = 0.47
z∗EU = 6.69 · 10−6
z∗CM = 3.034
The above values give the following optimal units w∗ required in order to rescale
the original arbitrary matrix W for each network:
w∗WTW = 2.92
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Fig. 2. Log-linear plot of the ensemble entropy S(z) of the RyanAir network (year
2005) as a function of z in the range 1/wmax < z < 1/wmin. The number of nodes is
109. The maximum is placed at z∗RA = 0.47.
w∗RA = 2.09
w∗EU = 149355
w∗CM = 0.33
Although an analysis of the topological properties of the four networks con-
sidered is beyond the scope of this paper, we brieﬂy note that our procedure
yields a unique ﬁnal weight matrix X expressed in non-arbitrary units, and a
corresponding probability matrix P(X) with entries given by
pij = p(wij , z
∗) = p(xij , 1) =
xij
1 + xij
. (20)
Using eq.(1) or (3), P(X) can be ﬁnally used in order to compute the least biased
weighted generalization f (w)(X) of any binary property f (b)(A). For instance,
for polynomial or multilinear properties
f (w)(X) = f (b)[P(X)] . (21)
The above formula can be used to compute the otherwise problematic weighted
counterparts of many topological properties, e.g. the weighted density and the
weighted clustering coeﬃcient mentioned in the Introduction. For instance, let
us consider the ordinary deﬁnition of the density d(b)(A) of a binary network A:
d(b)(A) ≡ L(A)
M
= M−1
∑
i,j
aij (22)
where L(A) =
∑
i,j aij is the total number of links in A (our usual conventions
for i, j in the sum and for the number M of pairs of nodes hold). Using eq.(21),
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Fig. 3. Log-linear plot of the ensemble entropy S(z) of the EU aviation network (year
2005) as a function of z in the range 1/wmax < z < 1/wmin. The number of nodes is
28. The maximum is placed at z∗EU = 6.69 · 10−6.
the weighted density of a network with (optimally rescaled) weights X can be
deﬁned as
d(w)(X) = d(b)[P(X)] = M−1
∑
i,j
pij = M
−1∑
i,j
xij
1 + xij
. (23)
By construction, the above deﬁnition takes values between 0 and 1, as any proper
density measure. This desirable property nicely overcomes the limitations of
other naive generalizations of the binary density, illustrating the usefulness of
the above approach.
For the four networks in our analysis, the values of the weighted density are:
d
(w)
WTW = 0.31
d
(w)
RA = 0.022
d
(w)
EU = 0.39
d
(w)
CM = 1.75 · 10−4
We stress again that the above values are independent of any (necessarily ar-
bitrary) choice of the unit of weight in the original data. It is interesting to
compare the above values of the weighted density d(w) with the corresponding
values of the ordinary binary density d(b), as measured on the adjacency matrix
characterizing the bare topology of the original network:
d
(b)
WTW = 0.58
d
(b)
RA = 0.044
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Fig. 4. Log-linear plot of the ensemble entropy S(z) of the Cond-Mat collaboration
network (year 2001) as a function of z in the range 1/wmax < z < 1/wmin. The
number of nodes is 16726. The maximum is placed at z∗CM = 3.034.
d
(b)
EU = 0.86
d
(b)
CM = 3.42 · 10−4
We ﬁnd that the values of d(b) for all networks are approximately twice the
corresponding values of d(w). This big numerical diﬀerence shows the entity of
the information loss encountered when a weighted network is regarded as a binary
one (corresponding to the maximally biased limit z → ∞ as discussed in sec. 4).
Our approach instead makes use of all the available information encapsulated
in the weights, and ensures that the bias is minimized (corresponding to the
maximum-entropy point z∗). For the four networks in our analysis, exploiting
the additional knowledge of the weights has a signiﬁcant ‘sparsifying’ eﬀect,
approximately halving the purely binary density.
6 Conclusions
In this paper we have addressed two problems of abitrariness that are system-
atically encountered in the analysis of weighted networks: the non-uniqueness
of the generalization of binary topological properties to their weighted counter-
parts and that of the scale of edge weights. While in principle independent, we
have shown that, when a weighted network is mapped to an ensemble of bi-
nary graphs, these two problems turn out to be intimately related. In particular,
the ensemble formalism (especially when rewritten within a statistical-physics
framework) provides a straightforward weighted generalization of any binary
property, and at the same time allows us to ﬁnd the optimal weight scale via a
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Maximum Entropy criterion. It is remarkable that such a criterion cannot be in-
voked directly on the original system by maximizing the entropy of the weighted
network, because the entropy is only deﬁned for ensembles of graphs and not for
a single instance (unless the original weighted network is trivially regarded as the
only possible outcome of a deterministic ensemble with zero entropy). Therefore
the transition from a single network to an ensemble of graphs is necessary in
order to ﬁnd the least biased scale of weights via a maximization of the entropy.
Using examples of real-world socio-economic networks, we have illustrated our
approach and computed the optimal scale for such networks. We have shown
that this scale can be used to deﬁne the least biased generalization of any binary
property to the weighted case, conﬁrming that the problem of selecting an op-
timal scale and that of deﬁning unique generalizations of binary properties are
tightly interrelated within our ensemble formalism.
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Abstract. Microblogging platforms are Web 2.0 services that represent
a suitable environment for studying how information is propagated in
social networks and how users can become inﬂuential. In this work we
analyse the impact of the network features and of the users’ behaviour
on the information diﬀusion. Our analysis highlights a strong relation
between the level of visibility of a message in the ﬂow of information
seen by a user and the probability that the user further disseminates
the message. In addition, we also highlight the existence of other latent
factors that impact on the dissemination probability, correlated with the
properties of the user that generated the message. Considering these
results we deﬁne an information propagation model that generates in-
formation cascades (i.e. ﬂows of messages propagated from user to user)
whose statistical properties match empirical observations.
1 Introduction
Online Social Networks (OSNs) have become one of the most popular services
in the Web 2.0. They allow people to communicate and share content with
each other, playing a fundamental role for the spread on information, ideas, and
inﬂuence. In recent years, the study of the information diﬀusion in OSNs have
attracted the attention of many researchers. A better characterisation of the
phenomenon, in fact, can lead to more eﬀective and fair use of these systems,
suggest focused marketing strategies and provide insights into the underlying
sociology. The properties of information diﬀusion (i.e. how information spreads
in the social network due to communication between users) have been studied
in diﬀerent types of OSNs such as microblogging platforms like Twitter [1–3]
and Facebook [4] and other speciﬁc Web 2.0 services, e.g. Flickr [5], blogs [6],
Digg [7] and YouTube [8].
The main goal of this paper is contributing to the characterisation of the
information diﬀusion in microblogs, analysing the role of the users’ activity. For
this reason we deﬁne an agent-based model to reproduce the behaviour of the
users, such that the impact of the various parameters on information diﬀusion
can be studied “in vitro”. For example, one of the most important factors for
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 360–369, 2013.
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the formation of information cascades is the decaying visibility of the content.
In fact, diﬀerent studies have demonstrated that the probability that a user
forwards a received content decreases with time [1, 9, 10]. We believe that, for a
better characterisation of the content visibility, it can not be measured only in
terms of time and that the users’ activity patterns should be considered too.
Focusing on Twitter, a more straightforward way for estimating the visibil-
ity of a tweet is considering its position in the tweet feed that is the result
of the global users’ activity. In fact, as empirically demonstrated in Sect. 2.2,
the tweet’s position in the feed is strongly correlated with its probability to be
retweeted giving rise to information cascades. In addition to the position of a
tweet in the user’s feed, we also show that other parameters related to the user
that originally generates a tweet can impact on the diﬀusion of information in
Twitter. We collectively represent them with a unique parameter, that we call
user standing. These properties are the base for the agent-based model we de-
scribe in Sect 3. In the model, agents simulate the users’ activity in creating
new messages and forwarding previously received messages. Basing on an under-
lying network structure, messages are dispatched to the connected agents and,
based on their position in the tweet feed and the standing of the originating
agent, they are probabilistically forwarded, simulating the formation of informa-
tion cascades. In Sect. 5 we evaluate our model (simulating the user activity)
in a network whose parameters are derived from a Twitter dataset (Sect. 4).
Simulation results match empirical observations with high statistical conﬁdence
both in terms of information cascade properties and characterisation of the user
inﬂuence.
2 Dataset Analysis
In this section we analyse the properties of the information diﬀusion as a function
of Twitter users’ properties using a dataset we have collected. This analysis
highlights key features that determine information cascades, and it is thus the
starting point for the agent-based propagation model we propose in Sect. 3.
For our analysis, we collected Twitter data from 17 October 2012 to 11 Febru-
ary 2013 using the Twitter REST API. Using the crawling agent described in [11]
(where we also present an analysis, orthogonal to this study, of structural prop-
erties of the Twitter social network) we extract a Twitter subgraph of 2, 029, 143
users. For each of them we downloaded his proﬁle, the lists of his followers (peo-
ple who follow the user) and followings (people followed by the user), and all
his published tweets up to the limit of 3, 200 tweets (the maximum number of
tweets that can be downloaded using the REST API). In total our dataset con-
tains around 2, 500M tweets that we divided in “regular” tweets (63.2%), replies
(19.9%) and retweets (16.9%). As replies have not an active role in the propaga-
tion of information, in our analysis we consider just “regular” tweets and their
retweets.
362 F. Pezzoni et al.
2.1 Inﬂuence in Twitter
The inﬂuence can be deﬁned as the ability of a user to spread information in
a network. In Twitter, the propagation of a message can be measured in terms
of retweet count, that is the number of times the message has been retweeted
and that is included in the metadata of each downloaded tweet. Using this in-
formation we can deﬁne the inﬂuence of a user in Twitter as the average retweet
count of all tweets he created. Figure 1 displays the Complementary Cumulative
Distribution Functions (CCDFs) of the retweet count and of the user inﬂuence
by the solid and dotted lines respectively. These results are inline with other
analysis in literature that have shown that the size of information cascades and
the user inﬂuence tend to be highly skewed [1, 2, 12].
Starting from the measure of inﬂuence, we can now examine what factors are
related to it using our dataset. Literature says that the structural feature that
best correlates with the user inﬂuence is the number of followers [2, 10, 13] that
corresponds to the in-degree of the nodes in the underlying network topology.
The reason behind is that a tweet from a user with many followers reaches imme-
diately a large audience that, possibly, will retweet it to other users. In Fig. 2 we
show the log-log plot of the number of followers against the user inﬂuence. The
correlation (Pearson coeﬃcient equal to 0.532) is remarkable, however, given the
same number of followers, the inﬂuence value can vary signiﬁcantly. In fact, as
previously mentioned, structural features of the nodes alone are not suﬃcient to
explain the actual inﬂuence of a user in the network. Others factors should be
investigated.
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2.2 Factors on Retweeting Behaviour
When a Twitter user accesses his tweet feed there are diﬀerent factors that
impact on his behaviour leading him to select a message to retweet. We perform
our study by assuming that two main factors impact on the detailed retweeting
behaviour of the users: the position of tweets in the feed, and an overall parameter
describing all the properties of the creator of the tweet, that we call user standing.
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Position in the Tweet Feed. Previous studies have inferred that visibility
of the tweets is related to their probability to be retweeted [1, 9, 10]. A tweet
has the maximum visibility immediately after it is received because it takes
the least eﬀort to be discovered at the top of the tweet feed. As soon as new
tweets arrive in the feed, they push the old messages down in the queue reducing
their visibility. We believe that the time span after receiving a tweet is a good
estimator of its visibility however, it can be inﬂuenced by other factors like the
temporal activity patterns of the users.
A more straightforward approach, is to analyse the actual position of the
messages in the tweet feed. For this analysis we randomly selected a subset
of 100, 000 users from our dataset. Then for each user we have recreated his
message feed joining all the published tweets of the users he follows. Successively,
comparing the timestamps, we have extracted for each retweeted message its
position in the tweet feed at the time of the retweet. In our analysis we have
considered only the ﬁrst 1, 000 positions of the feed. Results in Fig. 3 show that
the probability of retweetting a message in a certain position of the feed follows
a power-law distribution with coeﬃcient 1.433 estimated using the maximum-
likelihood estimation (MLE).
It is worth noting that the position of the messages in a tweet feed is pretty
much random, since it depends only on the time a user receives the messages
and on the time he retweets. The relation between the position and the retweet
probability, therefore, does not explain the variation on the user inﬂuence dis-
cussed at the end of Sect. 2.1. Visibility is, in fact, a general property of the
tweets and doesn’t depend on the inﬂuence or on the number of followers of the
users.
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Fig. 3. Retweet probability given the position in the feed for all the tweets in the
dataset (“all”), for the tweets created by the 1, 000 most inﬂuential users (“top 1000”)
and for the tweets created by all the other users (“others”)
User Standing. In order to explain mentioned variations in the user inﬂuence
we have to investigate the eﬀect of the properties of the users on the retweeting
behaviour. These properties are often qualitative and, therefore, hard to quantify
(e.g. credibility, expertise, enthusiasm and popularity). For this reason, we use
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a unique index called user standing, to take into consideration the joint eﬀect of
all of them.
The eﬀect of the user standing can be observed as the variation of the retweet
probability for diﬀerent equally-positioned tweets. In this sense, the user stand-
ing can be considered as a sort of “favouritism in retweet” for the messages cre-
ated by some users. In our case, we are interested in investigating if the tweets
created by the most inﬂuential users are more likely to be retweeted than the
tweets created by other users. For the analysis we ranked the users considered
in the previous analysis based on their inﬂuence and then we selected the top
1, 000 inﬂuential users. In Fig. 3 we plot the retweet probability of their tweets
compared with the retweet probability of tweets created by all the other users.
The gap between the lines appears narrow, however the ﬁt with a power-law
function has coeﬃcient 1.389 for the inﬂuential users and 1.478 for the others.
This means that, considering the same position, the most inﬂuential users have
a higher probability to get their messages retweeted.
3 Activity-Based Propagation Model
The model we present in this work describes the information propagation mech-
anism in a microblogging social network given the topology of the network and
some features of the agents that represent the users. In the model any agent
interacts with the network in two diﬀerent ways: creating new messages and
forwarding previously received messages. The frequency with which an agent v
is selected for creating and forwarding messages, is given by the parameters f crv
and f fwv respectively. Both in case of creation and forwarding, the messages are
broadcast to other agents that “follow” the creator or forwarder. An agent r
follows the agent v if, in the underlying network graph G(V,E), a direct link
between the nodes that represent agents r and v respectively exists. In this case
the agent r receives all the messages created or forwarded by agent v. If an agent
receives multiple copies of the same message, it keeps in memory just the ﬁrst
received one and discharges the others.
Assuming that an agent v is selected to perform a forwarding action at time
t, the model takes the message feed list Fv,t that includes all the messages
received by v before time t sorted by reverse-chronological order. Then, for each
message w ∈ Fv,t, it assigns the probability P (w|v, t) to be forwarded such that∑
w∈Fv,t P (w|Fv,t) = 1 where:
P (w|v, t) = αo(w)ϕ(θv,t(w))∑
z∈Fv,t αo(z)ϕ(θv,t(z))
, w ∈ Fv,t (1)
αo(w) is the standing of the the agent o(w), who is the creator of the message
w, and ϕ(·) is a function called position function that takes as a parameter the
position of w in Fv,t denoted as θv,t(w). According to (1), the probability of a
message to be selected for the forward depends on: i) its position in the message
feed and ii) the standing of its creator.
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i) The position of the message in the feed is considered in the model since, as
we demonstrated in Sect. 2.2, there is evidence that last received messages
(which are on top of the message feed) are more likely to be forwarded. For
this reason the position function ϕ(·) has to be monotonically decreasing.
For example, as our analysis suggests, it can be deﬁned as a power-law
function.
ii) As discussed in Sect. 2.1, we introduced the concept of user standing that
represents the joint eﬀect of all the properties of the users that positively
inﬂuence the forwarding probability of their messages. Each agent in the
network v is therefore characterised, in addition to the frequencies f crv and
f fwv , also by a standing value αv. In the next section we discuss in detail
how to model the user standing.
4 Deriving the Model’s Parameters
In our simulation we implement the agent-based propagation model described
in previous section in order to simulate the user activity and the information
diﬀusion of a real social network. We used the Twitter dataset described in
Sect. 2 to infer both the graph structure and the agents’ properties.
4.1 Social Graph
For computational reasons we selected a random subset of 100, 000 users among
all the active users from our dataset. We considered a user to be active if he has
at least 100 followers and if he has created at least 100 tweets. These constraints
allow us to avoid low-active accounts that are not relevant for the propagation
of information. From this set of users, we derived the social graph that consists
of 5, 756, 450 arcs and maintains well-known features of social networks’ graphs
such as high clustering coeﬃcient and small average path length (small-world
property) [14].
4.2 Position Function
As suggested in Sect. 3 we deﬁne the position function ϕ(·) as a power-law.
In particular we use the result in Sect. 2.2 in which we have ﬁt the retweet
probability given the tweets’ position with a power-law with coeﬃcient 1.433.
Considering that the position function is discrete, we deﬁne it as a ZipF Proba-
bility Mass Function with the given coeﬃcient and limited to N = 1, 000, which
is the same number of positions we have used in our analysis.
4.3 Frequencies
For each user v we extract, from the dataset, the frequency of creating messages
per day f crv and the frequency of forwarding messages per day f
fw
v . Distributions
of these frequencies are highly skewed since just few users have a very high
activity.
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4.4 User Standing
In Sect. 2.2, we deﬁned the user standing as the joint eﬀect of the latent factors
that aﬀect the forwarding of his messages. As previously discussed, these param-
eters of the model are not directly quantiﬁable. We could estimate them using a
MLE estimator where the likelihood function is given by a sample of retweeting
actions extracted from the dataset. Unfortunately, applying this method would
have required to analyse the full propagation path of each and every tweet of all
our users, which was not feasible due to the computational complexity and the
fact that cascades can involve users not included in our dataset. Therefore, we
use an approximate way to estimate the user standing, as follows.
The idea is to estimate the standing of a user as the average retweet probability
of the tweets he has originated. This can be calculated as the ratio of his average
retweet count (inﬂuence) to the average number of users who have received his
tweets. However, the latter value is not derivable since it would require to track
the full propagation trees. As approximation, we use the number of his followers
instead. It is worth noting that, due to this approximation, the standing of
the most inﬂuential users could be overvalued. This is because the number of
followers can be signiﬁcantly smaller than the number of users that received the
tweets. In order to remove this bias we had to apply an exponent to the previously
deﬁned measure. As result of an extensive analysis, we set the exponent to 1/3
as this value guarantees to obtain better performance of our model. Formally,
the user standing values we considered in our simulation are deﬁned as:
αr =
(∑
w∈Wr π(w)
|Wr| · k(r)
)1/3
(2)
where w is a message, Wr is the set of messages created by user r, π(w) is the
number of times the message w has been forwarded and k(r) is the number of
followers of the node r.
5 Simulations
Using the social graph and the user parameters described in Sect. 4, we simulated
a period of 30 days of user activity. We run 10 independent simulations in order
to calculate the 95% conﬁdence intervals which are shown as error bars in the
ﬁgures and between square brackets in the tables and in numerical data. The
simulations produced an average of 24, 026, 886 [±292] user interactions in that
77.1% (18, 515, 225 [±1, 092]) are related to the creation of new messages and the
rest are forwarding messages. These proportions are consistent with those related
to the dataset in Sect. 2 (excluding reply tweets). Among all created messages,
14.3% of them (2, 649, 709 [±1, 128]) have been forwarded originating cascades.
In Fig. 4 we show the histogram of the depth of the cascades produced. As we
can see, the trend is logarithmically decreasing with respect to the frequency.
In fact, 78.7% of the forwarded messages are not propagated beyond the ﬁrst
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level of followers. This trend is exactly the same shown in several analysis in
literature [1, 2].
As discussed in Sect. 2.1, we deﬁne, for each node r in the simulations, the
inﬂuence γr as the average retweet count of the tweets r has originated. In Fig. 5
we show the CCDFs of the number of forwards for each message as the solid
line and the nodes’ inﬂuence as the dashed line. Comparing these results with
those in Fig. 1, we can see that the simulations replicated the presence of a small
number of inﬂuential users located in the tail of the distribution1.
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In the column “orig” of Table 1, we summarise the results of the simulations
(upper part) and the correlation of the resulting inﬂuence with other variables
(lower part). In the table we refer to the the vector of the nodes’ inﬂuence as
γ while we use the symbol k for the vector of the number of followers and α
for the vector of the users’ standing. Correlation values demonstrate that our
model is able to replicate high correlation between the inﬂuence and both the
number of followers and the user standing 2. We also calculate the correlation
between the simulated user inﬂuence and the inﬂuence γ∗ of the selected users in
the dataset described in Sect. 2. Considering that the inﬂuence from the dataset
refers to the actual inﬂuence of the users in the Twitter network and that in
our simulations we consider just a small subset of this network, the correlation
value is remarkable and proves the ability of our model to simulate the actual
user inﬂuence distribution.
5.1 Message Positioning and User Standing Impact
In order to study the impact of the message positioning in our model we run 10
simulations with the same setting described in Sect. 4, excluding the position
function ϕ(·) from the model. Results are shown in the column “no-pos” of
1 Direct comparison between the two plots is not possible, due to the large diﬀerence
of the number of users in the dataset and in the simulations.
2 Note that, while in (2) the standing is clearly a function of the inﬂuence, the values
of the user standing have been computed based on the information propagation in
the dataset, while inﬂuence is measured based on the simulations’ results.
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Table 1. Summary of results. Column “orig” refers to the results obtained using the
original model; columns “no-pos” and “no-sta” refers to the results obtained without
considering the position function and the user standing respectively.
orig no-pos no-sta
max cascade depth 19.0 [±2.1] 121.6 [±6.0] 10.0 [±0.5]
max msg forwards 257.7 [±37.2] 10, 347.4 [±304.2] 155.9 [±7.0]
max user inﬂuence
79.1 [±0.6]
[id:41801]
1, 436.0 [±187.6]
[id:98020]
131.6 [±5.2]
[id:2019]
corr(γ,k) 0.544 [±0.010] 0.100 [±0.009] 0.646 [±0.003]
corr(γ,α) 0.101 [±0.003] 0.073 [±0.004] 0.014 [±0.001]
corr(γ,γ∗) 0.595 [±0.003] 0.126 [±0.011]] 0.443 [±0.003]
Table 1. The main consequence of such change is that some messages ﬂood the
entire network and some users become extremely inﬂuential. This indicates that
the decreasing visibility of the messages in social networks is fundamental for
limiting the size of the information cascades.
We also studied the impact of the user standing, running 10 simulations where
we have excluded it from the probability of forwarding. In this case the main
change in results, shown in column “no-sta” of Table 1, is an increase in the
correlation between the number of followers and a decrease in the correlation
between the inﬂuence and the standing values.
In both “no-pos” and “no-sta” cases, it is noticeable the sensible decrease of
the correlation between the simulated inﬂuence and the actual inﬂuence regis-
tered in the our dataset. This demonstrates the importance of considering both
parameters in our model.
6 Conclusions
In this work we analysed the properties of the information diﬀusion in Twit-
ter, in particular the impact of the structural features of the users and their
retweeting behaviour. Using a Twitter dataset we studied the relation between
the probability of a message to be retweeted and its position in the tweet feed
and we concluded that this relation is described by a power-law function. We
also characterised the most inﬂuential users in the network discovering that, al-
though their ability of spreading messages is mostly given by their large number
of followers, other factors have to be considered. These factors, joint eﬀect we
called user standing, have eﬀect at the forwarding behaviour level, scaling the
retweet probability given by the position of the message.
Based on these observations we proposed an agent-based information prop-
agation model able to generate cascades whose properties match empirical ob-
servations. Agents simulate the activity of the users in a network creating and
forwarding messages independently. Received messages are organised in an or-
dered list for reproducing the eﬀect of the position on the forward probability.
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Through simulations, we show that our model is able to reproduce informa-
tion cascades statistically similar those presented in the literature and that the
generated user inﬂuence is strongly correlated with the actual inﬂuence mea-
sured in the dataset. These results demonstrated that our model can thus be
used to realistically study how the user activity and the forwarding mechanism
inﬂuence the propagation of information.
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Abstract. In this paper we introduce a method for generating a set
of possible reasons of an action needed by an AI program for reasoning
about human behavior. We achieve this goal by using web-mining and
lexicons of keywords reﬂecting 14 instincts categories developed by psy-
chologist William McDougall. We describe our system, the experiment
and analyze its results of 78% of correct retrievals. The paper is also
meant to be a message to social scientists who might be interested in
testing their theories on constantly growing group of Internet users.
Keywords: causal knowledge retrieval, human instincts, text-minig.
1 Introduction
There is more than one possible reason for our behaviors and their causes are
most often multidimensional even if we tend to simplify them. Although, when
asked, we are able to imagine a whole range of possible reasons for a human’s
action or a state experienced by us or a third person. Experiences we gather
from our earliest days allow us to explain things to our children and even our-
selves when we have diﬃculties with immediate understanding. Machines do not
have this capability and their attempts to reason about human acts tempt to
lack necessary depth. Usually researchers working on causal knowledge retrieval
concentrate on dry and easily veriﬁable facts as “people dry the laundry because
it is sunny weather” [1], but when it comes to emotions and deeper analysis of
usual or unusual acts, a computer needs a wider variety of possible causes to
perform context processing. On the other hand, when, for example, a person
makes a statement that she is drinking alcohol to a dialog system, usually there
is not enough contextual data and the program needs to “imagine” why usually
people drink and if a reason is conﬁrmed (e.g. “to celebrate”), the system can
more easily assume an emotional state of the person (“happy”). Retrieving af-
fective consequences is a widely popular topic of the sentiment analysis ﬁeld, but
the set of instinctual causes and emotive eﬀects is rarely a subject of knowledge
acquisition. We think that our methods may be interesting not only for the AI
researchers but also people from the humanities who would like to test their the-
ories (or theories of others – like in our case) on thousands of people who share
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 370–376, 2013.
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their thoughts online. In this paper we introduce our attempts to automatically
categorize acts and states according to McDougall’s theory of instincts.
1.1 McDougall’s Categorization of Instincts
In our research on machine ethics we assume that human beings are equipped
with the same instincts which build our morality. Haidt and Joseph [2] have
performed a survey on common core of moral values, concerns, and issues across
cultures and found three pairs: suﬀering/compassion, reciprocity/fairness, and
hierarchy/respect. First we tried to build our system based on these pairs but
we needed more sophisticated categorization and discovered works of William
McDougall (1871-1938), who has been largely forgotten – until recently, with
genetics and evolutionary psychology on the rise. The psychologist saw instincts
as having three components. One is perception – human beings pay attention
to stimuli relevant to our instinctual purposes, the second is behavior – human
beings perform actions that satisfy our instinctual purposes, and the third is
emotion – instincts have associated negative and positive emotions [3]. What is
diﬀerent from classic stimulus-response based behaviorism in case of McDougall’s
approach is purposiveness of instincts meaning that they are goal-directed. For
that reason we found his theory useful for our purpose of creating a web-mining
module which can “imagine” why somebody did something and what was the
outcome of every possible motivation of the given act. In McDougall’s opinion,
all three above mentioned components work simultaneously and in concert with
other instincts and we agree with him on this point – an analytical algorithm
should be able to blend diﬀerent instincts, not only the dominant one.
1.2 Developing a Lexicon for Blog Queries
McDougall came up with 14 types of instincts and their accompanying emotions.
According to his list (in English) we created a lexicon of Japanese expressions
(as we currently perform experiments limiting search span to only one culture
but plan to extend the system to work with English, Chinese and Polish). We
utilized phrases from Nakamura’s dictionary of emotive expressions [4] and added
our own query words trying to ﬁt the explanations of instinct categories left by
McDougall. The Categories are enlisted below.
– Escape: words associated with fear were collected, for example scary, scared,
fearful, terrifying, run away, horrifying or hair-raising (21 phrases in total).
The number of phrases in each category is not equal but we have already
shown that it does not inﬂuence recall [5]
– Combat: words associated with anger, for example get angry, furious, rag-
ing, enraged, outraged, pissed oﬀ and lose temper (7 phrases in total).
– Repulsion: “disgust” associations (e.g. disgusting, disgusted, disgustful, nau-
seating, sickening, can’t believe or make one puke) (18 phrases in total).
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– Parental (protective): words associated with love and tenderness, for ex-
ample lovely, attachment, kind, friendly, nice, pleasant or dear (12 phrases
in total).
– Appeal (for help): words for matching distress and feeling of helplessness
were added here, for example weak, fragile, depressed, depressing, hopeless,
powerless or couldn’t do anything (13 phrases in total).
– Mating: lust and attractiveness related words, for instance beautiful, gor-
geous woman, sexy, pretty, handsome, want to make out with or I’d marry
(10 phrases in total).
– Curiosity: words bearing meaning of feeling of mystery, of strangeness and
of the unknown, e.g. interesting, surprising, worth checking, rare, peculiar,
strange or want to know (8 phrases in total).
– Submission: words for feeling of subjection, inferiority, devotion, humility
or negative self-feeling, for instance ashamed, embarrassed, guilty, inferior,
bashful, shy or blush (10 phrases in total).
– Assertion: words for feeling of elation, superiority, masterfulness, pride and
positive self-feeling, for example happy, glad, easygoing, feeling good, good
mood, satisﬁed or grin (17 phrases in total).
– Gregariousness: words expressing feeling of loneliness, isolation or nostal-
gia – lonely, crying, nostalgic, lonesome, tears, hurt, grieve, etc. (16 phrases
in total).
– Food-seeking: expressions for appetite or craving as tasty, looking tasty,
want to eat or wish to eat (6 phrases in total).
– Hoarding: words expressing feeling of ownership and greed – want to have,
want to own, want to get, want to collect, don’t want to lose, etc. (7 phrases
in total).
– Construction: expressions bearing meaning of feeling of creativeness, mak-
ing, or productivity, for instance would like to make, want to create, felt good
to make, wanted to give birth, want to produce, etc. (20 phrases in total).
– Laughter: words for amusement, carelessness, relaxation, for example
funny, laughed, feel relief, feel peaceful, peaceful or peace of mind (19 phrases
in total).
Above lexicon divided into 14 subsets was then used for matching process
described in the next section.
2 Retrieval Process
Our system takes an input phrase consisting of a noun, a Japanese particle1
and a verb. Then it automatically creates 9 queries by modifying the verb into
conditional and continuative forms. These queries (as exact matches) are then
used for retrieving sentences from 5 billion sentences blog corpus [7]. In order to
avoid noisy inputs we use a hand-made facemarks database to cut strings which
1 A suﬃx in Japanese grammar that immediately follow the modiﬁed noun and indi-
cate if it is an object, topic, place, etc.
Recognizing Instincts Underneath Actions 373
had no periods; we also set length limits to avoid too short and too long (or most
probably wrongly divided into sentences) strings. The search is made by Apache
Solr2 and the retrieved sentences are automatically cleaned by removing ornate
characters (notes, hearts, etc.) and passed to a semantic analysis tool ASA3 for
creating chunks that are more meaningful and are less prone to errors than usual
N-grams. Finally, the left side chunk precedent to the query is matched against
all the phrases from every subset of instincts lexicon. The hits are counted and
a ranking is made. Some examples of input and output are shown in Table 1.
Table 1. Example of retrievals
Input Top Instinct Category Example Precedents
Kill someone Repulsion (15) disliked the society, felt grudge toward peo-
ple, his/her state got worse...
Make a phone call Escape (8) mother was worried, feared about me,
mom was shaking...
Help somebody Appeal (15) this year was in trouble, was on weak po-
sition, is in real trouble...
Tell a lie Parental (2) I don’t like alcohol, I loved her/him
Go to restaurant Food-seeking (8) tasty at home, tastes nice at the sea,
yummy seafood...
3 Experiment and Evaluation
In this section we introduce a preliminary test we performed to investigate how
eﬃcient are the algorithm and the used lexicon. By eﬃciency here we mean
the number of natural instinct associations against unnatural ones. For exam-
ple sending kinds to school is obvious in “Parental” category but does not ﬁt
“Mating” category. More than one natural categories are possible and many ex-
ceptions may happen (like “Repulsion” in case of very bad school environment),
however we currently concentrate on commonsensical side of categorization. Hav-
ing stated so, we are working toward a broader goal of context processing and
this paper introduces an important part of deeper contextual analysis to enable
machines to handle particular cases without falling in dangerous generalizations.
3.1 Experimental Setup
As an input we utilized 127 action phrases as “(to) call an ambulance” or “to kill
a hero”, etc. This list was an enhanced set we used in [8] for recognizing ethically
2 Sorl (http://lucene.apache.org/solr/) is as fast as commercial engines and has
no number of queries limitations, but obviously the scale of the data is very diﬀerent.
However, we have already proven that the higher precision of deeper search gives
equal f-score to broader search in spite of the low recall [8].
3 http://cl.it.okayama-u.ac.jp/study/project/asa/about_asa.html
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problematic acts – this time we added more everyday life actions like “writing a
book” or states like “someone in pain”4 and removed similar entries, for example
those needed for comparing reasons for and reactions to killing various kinds of
animals, which in many cases have rather low hit rate in blogs.
3.2 Evaluation of the Categorization Task
First we took only the instincts with the highest score (one top instinct for an in-
put) and the system achieved precision of 75.0% with the recall of 53.54%. After
a closer look we have noticed that state describing inputs probably should not
be evaluated as ones having instinctual motivations of actions5 and we excluded
them (11 phrases) together with 3 phrases written in erroneous Japanese. This
time we also checked all the retrievals (553 hits), not only the top-scoring cate-
gories. Both preliminary evaluations were made by the ﬁrst author and this more
thorough judgement process showed that 77.78% category assignments were cor-
rect (almost 3 percentage points increase) but the recall dropped to 49.61% as
we excluded state describing inputs.
3.3 Error Analysis and Possible Solutions
Rather low recall was obviously due to the restrictions we set on the retrieved
data in order to avoid noisy strings for analysis. Therefore only 62,329 sentences
were extracted for matching, which gave average of only 490 sentences for one
input. We need to test the input against less or non-restricted data, but the low
speed of semantic analysis performed by ASA using dependency parsing makes
such experiments extremely time consuming.
There are obviously problematic expressions in the lexicon. For instance liking
in “Parental” instincts category or crying in “Gregariousness” are too wide and
can represent more than one instinct. Worry in “Escape” caused categorizing
“make a phone call” as a fear based motivation, while this action should rather
be under “Parental” instinct category. We are currently improving the lexicons
by manual proofreading and automatic methods.
One Chinese character matching words should be removed as they appear in
phrases with diﬀerent connotations. For example there is an ideogram mean-
ing “dislike” in a word “mood” (go-kigen) or “fear” character in an apology
expression kyo¯shuku.
Certainly there is a need for analyzing also the right side (following chunk)
of a query, because it would help disambiguate situations when such chunk can
inﬂuence the meaning of the precedent (e.g. by being a negation).
4 Many of phrases were taken from the logs of our online demo system
http://demo.media.eng.hokudai.ac.jp/?ethical
5 Input states were most often very broad (being alive, laughing, enjoying, etc.) and
they were closer to being instinctual reasons for actions, not actions themselves. In
future we plan to experiment with more speciﬁc state inputs.
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Fig. 1. Example of an act analysis using diﬀerent classical theories. When an action
details are input, the Web searching techniques using lexicons for each theory allow
automatic retrieval of knowledge and predicting possible causes and eﬀects. Multiple
layers allow to acquire a deeper and ensure a basic understanding when one or more
module fails to extract knowledge. Rules acquired in this process let the system assume
what are, for example, possible outcomes when only feelings are given, or plan its own
action to achieve the highest utilitarian Pleasure in Bentham’s Feliﬁc Calculus.
4 Conclusions and Future Work
In this paper we introduced our method for automatic retrieval of possible in-
stinctual reasons for human behaviors by using McDougall’s list of instincts and
web-mining and natural language processing techniques. Although our goal is to
equip a machine with a capability of understanding human beings, with this re-
search we would in addition like to suggest how interesting such approach could
be also for social scientists. We have already shown usefulness of classic works of
Akira Nakamura (his emotive expression dictionary [4] in sentiment analysis [6]),
of Lawrence Kohlberg (his theory of moral stages development [9] in machine
ethics ﬁeld [10]) and currently implement Jeremy Bentham’s Feliﬁc Calculus [11]
into a system allowing deeper predictions of human act consequences, which we
plan to use in the ﬁelds of collective behavior [12], machine self-understanding
[13] and artiﬁcial empathy [14] (see Figure 1 to have a glimpse of reasoning us-
ing these theories). By this paper and above examples we wish to send social
scientists a message saying that the new ﬁeld of socioinformatics has plenty of
opportunities for bringing back classical theories and testing them against vast
number of Internet users.
As for the future work, we plan to improve our system according to the ﬁndings
of above mentioned error analysis and continue developing the context recogni-
tion modules. As you can see in Figure 1, drinking a beer is usually joyful but
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if the social consequence retrieval algorithm ﬁnds “driving” context, the out-
come may be of the opposite nature. Another task is to cooperate with social
scientists on achieving more polished and wider lexicon in order to decrease the
instincts categorization error rate; the numbers of query words must be also bal-
anced according to their occurrences in the whole corpus. Finally, the evaluation
experiment must be repeated with native speaker evaluators.
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Abstract. We propose a Web ranking method that considers the diver-
sity of linked pages and linking pages. Typical link analysis algorithms
such as HITS and PageRank calculate scores by the number of linking
pages. However, even if the number of links is the same, there is a big
diﬀerence between documents linked by pages with similar content and
those linked by pages with very diﬀerent content. We propose two types
of link diversity, referral diversity (diversity of pages linked by the page)
and referrer diversity (diversity of pages linking to the page), and use
the resulting diversity scores to expand the basic HITS algorithm. The
results of repeated experiments showed that the diversity-based method
is more useful than the original HITS algorithm for ﬁnding useful infor-
mation on the Web.
1 Introduction
As the World Wide Web continues to rapidly expand, both Internet users and
the purposes of Web documents are becoming more extensive and diverse. Users
of the Web are not only computer specialists but also ordinary people, and
the content on the Web has accordingly become broader, including not just
informative documents but also many sub-products of communication, personal
diaries, and so on. This has made Web usage increasingly more complex.
Many major Web search engines use link analysis algorithms such as HITS
and PageRank to rank Web documents. For example, Google uses PageRank,
which calculates popularity scores. These methods focus on the number of linking
documents of each page. The popularity score is determined by recursive calcu-
lation using the simple hypothesis that pages linked by many popular pages are
popular pages. The HITS algorithm uses the number of linking and linked pages
to calculate the Hubs and the Authority. However, these methods focus only on
the number of linking pages and are therefore unsuitable for coping with the
demands of complex usages of the Web.
For example, when a novice user wants to know what a “compiler” is and
inputs the query “compiler” to a search engine, the result contains many dif-
ferent kinds of pages, such as dictionary pages (e.g., thesaurus), encyclopedia
A. Jatowt et al. (Eds.): SocInfo 2013, LNCS 8238, pp. 377–390, 2013.
c© Springer International Publishing Switzerland 2013
378 Y. Shoji and K. Tanaka
pages (e.g., Wikipedia), introductory articles, commercial sites about special-
ized compilers, academic articles, and so on. All of them are popular documents
and contain the term “compiler.” However, the most popular documents are
not necessarily useful for all users. In this case, dictionary, encyclopedia pages
and introductory articles would be useful for novice and general users, but other
pages would be more useful for a limited number of specialists. The problem
here is that the existing link analytic methods score every document based on
how many documents link to them instead of checking how it was linked. The
number of linking documents expresses how popular the document is, but does
not express why it is popular.
In this paper, we propose a new link analysis algorithm that considers not
only the number of linking pages but also the diversity of linking pages and
linked pages in order to consider the reason why the page is popular.
In(p)
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Similar content
эLow diversity
cat
cat
cat
cat
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In(n)
Diﬀerent content
эHigh diversity pig cat
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Fig. 1. Referrer diversity
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Fig. 2. Referral diversity
Figure 1 shows an example of diﬀerent ways a page is linked. There are two
pages about cats, both of which are linked by three pages. Page n is the ﬁrst
page about cats, which is referred by documents on three diﬀerent topics: a page
about dogs, a page about pigs, and a page about rats. Page p is also linked
by three pages, but all of them are about cats. Since each linking page has the
same popularity score, PageRank gives the same popularity score to page p and
page n because both of them are linked by the same number of pages. However,
we suspect there is a big diﬀerence in the reason behind their popularity. Page
n is linked by diverse pages. The authors of pages that link other pages may
just be readers of the latter, who create the link after viewing such pages and
ﬁnding them interesting. When the topic in the document reﬂects the interest
of the author, a page linked by diverse pages must have a wide readership. An
article with a diverse readership is assumed to contain information that can be
interesting for many people: general information, universal information, and so
on. Such information is useful not only for specialists but also for novice users.
In contrast, page p has a biased, non-diverse readership, making it suitable for
certain specialists or members of a speciﬁc community. The same can be said
of linking sites and navigating sites(see Fig. 2). In this case, the former linking
page may have been made by a user who has a broad outlook and the latter
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by one whose range of interest is narrow. These examples demonstrate that
by considering how the linking pages and linked pages are diverse, the search
algorithm can create a ranking that depends on the reason behind the popularity.
We deﬁne diversity as the dispersion of a set of pages. When each page in
the set has a diﬀerent topic, the diversity score is high, and when all pages
are similar, the diversity score is low. We expand the HITS algorithm, which is
the standard existing link analysis algorithm, with two types of diversity score:
referrer diversity and referral diversity. Referrer diversity means how pages that
link the page are diverse and referral diversity means how pages linked by the
page are diverse. The conventional HITS algorithm calculates Hubs, which means
how the page links many good authorities, and Authorities, which means how
the page is linked by many good hubs. We expand the concept of Hubs and
Authorities with diversity by two simple hypotheses:
– The page linking diverse Authorities is a valuable Hub
(This Hub can be created by a well-informed generalist who has a wide range
of interests.)
– The page linked by diverse Hubs is a valuable Authority
(It must be useful not only in a speciﬁc ﬁeld.)
The rest of this paper is organized as follows. Section 2 describes related work.
In Section 3, we introduce the diversity-based link analysis algorithm we devel-
oped. Section 4 describes our experiments, and Section 5 evaluates our method in
light of the experimental results. We conclude this paper in Section 6.
2 Related Work
In this paper, we propose a link analysis ranking algorithm that considers the
diversity of linking pages and linked pages to isolate general information. We
adduce three related previous studies. Section 2.1 describes research on diver-
sity, section 2.2 describes other link analytic ranking algorithms, and section 2.3
describes methods to identify general information.
2.1 Diversity
Diversity in information science is a very active research topic. Collective intel-
ligence is discussed particularly actively since the interactive usage of Web sites
has become more common. This is called Web 2.0. Surowiecki [1] presented con-
ditions for data and methods to realize the wisdom of crowds in his 2005 book.
In his view, data need to meet three requirements: “Diversity of opinion,” “Inde-
pendence” and “Decentralization.” When perfect data are available, they should
be handled with “Aggregation,” which means an algorithm to make up congre-
gate data to knowledge. Link analytic ranking algorithms such as PageRank can
be assumed as a voting model of crowds that treat the link as an acceptance.
Thus, any discussion on diversity should consider the validity of the ranking.
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Diversity has also been discussed in the ﬁeld on Information Retrieval. One of
the most active research topics in this area is the diversiﬁcation of Web search
result pages. These studies tackle the problem of how many diverse pages can
appear in the ﬁrst result page [2] [3] [4]. The diversiﬁcation of Web search results
can be classiﬁed by two features [5]:
– Ambiguous query terms
– Available information sources
For instance, the query “jaguar” is an ambiguous query in that it can have several
meanings, such as the car manufacturer, the animal, a personal name, and so on.
To diversify the search result of “jaguar,” ranking algorithms should rank the
pages relevant to the diﬀerent meaning of “jaguar,” alphabetically and without
overlaps. If the aim of the query is identiﬁed, it is a problem when the ranking
contains the same kind of information. Search algorithms should therefore create
rankings that cover diﬀerent types of content.
The research areas that discuss diversity are not limited to information sci-
ences but include sociology, ecology, life science, economics, and so on. Stirling
[6] put forth three key factors on categorical diversity: “Variety,” “Balance” and
“Disparity.” To come up with the optimal design for the calculation of diversity,
we need to place emphasis on these three factors.
2.2 Link Analysis Algorithms
Here, we present the new link analysis-based algorithm we developed. There are
many past examples that expand PageRank and HITS for each aspect.
For instance, the topic sensitive PageRank [7] deals with the topic of the
query and documents. The TrustRank [8] algorithm uses PageRank for spam
ﬁltering on the basis of the simple theory that spam pages link to both good and
spam pages but good pages link only to good pages. Another idea is building
the concept of time and space into PageRank to measure the historic impact [9].
Alternative approaches featuring Web graph analysis have been proposed. The
HITS algorithm [10] uses the link structure on the Web to locate communities
in the Web graph. It models the Web graph as a bipartite graph and calculates
the importance of Web pages by convergence calculation. It uses two types of
scores: a Hub score and an Authority score. Authorities are pages that show good
information, and they obtain a higher score if the page links many highly scored
Hub pages. Hubs are pages that link to good Authority sites. A typical example
of a good Hub site is a linking site or a good search result page. The generalized
co-HITS algorithm [11] is a HITS-based algorithm that extends the conventional
HITS algorithm from Web links to general bipartite graphs such as a paper-
and-author pair. SALSA [12] has similar algorithms and makes bipartite graphs
based on Hubs and Authorities and has a score calculated based on random
walk. Fast random walk with restart [13] is similar, too, and is used to compute
the similarity between nodes.
Our algorithm is a HITS-based algorithm with weighting. The unique part is
that it deﬁnes the weight of the nodes depending on the diversity.
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2.3 Finding Information for Novice Users
The aim of this research is to enable novice users to ﬁnd useful information on
the Web. There are a few previous studies that focus on the comprehensibility
or specialty of a given document. Our method ﬁnds the information for begin-
ners by means of a link analytic approach. There has also been much research
on estimating the specialty of a document by a content analysis approach. In
particular, estimating the specialty of terms included in documents is a hot topic.
In the ﬁeld of natural language processing, several methods that extract
the special terms (i.e., technical terminology and jargon) from documents have
been proposed. Nakatani et al. [14] proposed a link analytic method using the
Wikipedia category structure to extract special terms. These studies used big
corpora or document sets of limited specialized ﬁelds and structural information
to measure the specialty of a term. Our method does not aim to ﬁnd special
terms but rather special Web pages without using particular datasets. The ex-
isting methods can be used to increase the accuracy of our method in a comple-
mentary style. There is a previous similar study that aims to ﬁnd comprehen-
sible Web pages by the link analytic approach. Akamatsu et al. [15] proposed
a TrustRank-based method built on one simple rule: comprehensible pages are
more likely to link comprehensible pages. General pages that we want to ﬁnd are
similar to comprehensible pages, but this method is based on PageRank, which
focuses only on the number of links and not on how they link.
3 Proposed Method
In this section, we explain our link analysis method based on diversity in detail.
The proposed method is composed of two parts. The ﬁrst is calculating the
diversity of the set of pages. For this part, we propose a method to quantify
how each page in the set is diﬀerent from the others. This quantiﬁcation method
creates a feature vector of each page with LDA and then uses the sum of the
distance between the centroid and each page in the set. The second part is
expanding the HITS algorithm by using the diversity of the referrer and referral
documents of each document. The method calculates the diversity of document
links to the document as the “referrer diversity” and of the document linked by
the document as the “referral diversity.” We set these two diversity scores in the
HITS algorithm as the weight of the edge.
The purpose of the proposed method is to ﬁnd pages that are useful for
everyone: not only specialists but novice users as well. We assume a simple
HITS-based hypothesis: the Hub page that links to diverse Authorities and the
Authority page that is linked by diverse Hubs must feature a wide readership
and widespread interest and therefore be of general interest to everyone.
3.1 Determining Diversity
To calculate diversity, each document has to be expressed as a feature vector.
In our method, we take topics from the main text of the document and deﬁne
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the diversity as how diﬀerent the topics of a page set are. The most simple
way to express the document as the vector is just counting all the terms in the
main text, but when the number of documents increases, the number of vector
dimensions explodes. We used LDA (Latent Dirichlet Allocation) to compress the
dimension. Each term in the dataset is assumed to belong to one topic of i types
of topics based on the topic model, where i is the given number of dimensions.
LDA classiﬁes terms into the topics to which they belong. The frequency of topic
occurrence in each document is used as the feature vector of the document. Each
document can be expressed by an i-dimensional vector. The length of documents
in the dataset is not constant, so the feature vector has to be normalized.
Note that to create a feature vector, we can use other information in addition
to the topic of the main text, such as the degree of conﬁrmation or denial, the
stance of the author, sentiments, and so on [5]. If another kind of diversity is
needed, the algorithm can deal with it by switching function just as well based
on a diﬀerently constructed feature vector.
We propose a diversity function d(P ) to calculate the diversity of the docu-
ment set P . This function takes a high value when each document in P has a
diﬀerent topic and a low value when all documents have a similar topic.
Every document is deﬁned as n = (n1, n2, n3, n4, . . . , nk), that is, documents
in the dataset are explained as a k dimension feature vector based on the fre-
quency of the topic found in their main text. The diversity, which means how
the documents in the set P are diverse, is deﬁned as
d(P ) =
1
|P |
∑
p∈P
dist(p,mean(P )), (1)
where mean(P ) is the arithmetic mean of the set of documents P and dist(a, b)
is the Euclidean distance between vectors a and b. mean(P ) is
mean(P ) =
1
|P |
∑
p∈P
p, (2)
and dist(a, b) is
dist(a, b) =
√√√√ k∑
i=1
(ai − bi)2, (3)
whereaand bare vectors expressedasa=(a1, a2, a3, . . . , ak), b=(b1, b2, b3, . . . , bk).
The deﬁnition of d(P ) in our method is the normalized sum of the diﬀerence be-
tween each page in P and its mean. When the dispersion of the documents in P is
high, this value become high. The value drops into [0,
√
2
2 ] when the norm of the
feature vectors is normalized to 1. d(P ) gets its maximum value when all the arti-
cles in P have a diﬀerent topic and gets its minimum value, 0, when all documents
in P have the same content or the number of documents in P is less than two. We
call d(In(n)) the referrer diversity of n, which means how pages linking n are di-
verse, where In(n) is the set of pages that link to n. Likewise, we call d(Out(n)) the
referral diversity of n, which means how pages linked by page n are diverse, where
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Out(n) is the set of pages linked by n. It is important to note that this calculus
equation is not so novel. You can see the same equation in the K-means clustering
as the value to minimize. It is used to express the cohesiveness of the cluster.When
the dimension of the vector is one, this equation means the variance.
3.2 Diversity-Based HITS Algorithm
In this section, we explain the method to calculate the Hub score and the Au-
thority score by using the diversity-based HITS algorithm considering referral
diversity and referrer diversity.
First, we have to prepare the root set that is used for the result page of the
given query. We also need a graph for the link analysis, so a base set was created
as the sum set of the root set itself, linking document set and linked document
set of the root set.
The original HITS algorithm deﬁnes Hubs and Authorities by mutual recur-
sion, as
hub(p) =
∑
q,p→q
auth(q) (4)
auth(p) =
∑
q,q→p
hub(q), (5)
where both p and q is a page in the base set. It can be expressed as matrix
calculation below:
h = Aa (6)
a = ATh, (7)
where A is the adjacency matrix of the data set and h and a are the vectors of
the Hubs and Authorities, respectively.
Aij =
{
1 if i links j
0 otherwise.
(8)
In this case, Aij means the link between node j and node i.
Our method modiﬁes this HITS calculation by using diversity-based factors
d(In(p)) and d(Out(p)) as
dhub(p) = d(Out(p))
∑
q,p→q
dauth(q) (9)
dauth(p) = d(In(p))
∑
q,q→p
dhub(q), (10)
where In(p) is the set of pages that links page p, and Out(p) is the set of
pages linked by page p. Two scores: dhub(p) and dauth(p) mean diversity-based
Hubs and diversity-based Authorities. We call d(In(p)) as “referrer diversity” of
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page p, and d(Out(p)) as “referral diversity” of page p. This formula supports
the two diversity-based hypotheses above, that is, “The Hub that links diverse
Authorities is a good Hub” and “The Authority that is linked by diverse Hubs
is a good Authority.”
We can replace the adjacency matrix A of the HITS algorithm. We propose
two diversity-based adjacency matrixes. One is based on referral diversity and
the other on referrer diversity. The expanded adjacency matrix taking referral
diversity is as below:
Nij =
{
d(In(j)) if i links j
0 otherwise,
(11)
where In(j) is the set of pages that links page j. In this matrix, links to the
document that are linked by many diﬀerent documents are weighted highly and
receive a higher score. In contrast, a higher score is not correlated with pages
linked by many similar pages. The other diversity-based adjacency matrix, O,
which takes the referral diversity, is
Oij =
{
d(Out(i)) if i links j
0 otherwise,
(12)
where Out(i) is the set of pages linked by page i. This matrix means that the
weight of the link from the page linking diverse pages become high, and the
weight of the link becomes low when the link is from a page linking similar
pages. To consider referral diversity, A should be replaced with O. A can be
replaced with N to consider referrer diversity.
dh = Oda (13)
da = NTdh, (14)
where da and dh are the vectors of the diversity-based Hubs and diversity-
based Authorities, respectively. In the original HITS algorithm, the coeﬃcient
of propagation is the same with the Hubs to Authorities propagation and the
Authorities to Hubs propagation. The proposed method replaces A and AT
individually with diversity-based matrixes. It makes an asymmetric link weighted
bipartite graph (see Fig.3). To calculate diversity-based HITS, it uses referral
diversity score for back link propagation from Authority page to Hub page, and
referrer diversity score for link propagation from Hub page to authority page.
The expanded HITS algorithm with a diversity-based adjacency matrix can
be solved by the power method.
dh = ONTdh (15)
da = NTOda. (16)
Vectors da and dh converge to Authorities and Hubs when they are normalized
by every phase. Authority-based ranking can be used to ﬁnd documents and
Hub-based ranking can be used to ﬁnd good linking sites or navigating sites.
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Fig. 3. Asymmetric propagation value
4 Experiment
To compare the methods explained in section 3 with the original HITS algorithm
and variant methods, we conducted an experimental Web ranking evaluation.
The pages for the given query were sorted by the Authority score of each method
as a search result ranking. Each of these rankings was evaluated by bucket-
based evaluation. As stated previously, the aim of the proposed method is to
enable both novice and expert users to ﬁnd information that is useful. We used
one participant who played a novice and classiﬁed documents sampled by each
ranking into useful and useless documents after reading the main text.
4.1 Variant Methods
To clarify the eﬀect of referral diversity and referrer diversity particularly, we
have prepared two variant methods.
One is the referral diversity-based method. It replaces A with O, and AT is
unchanged. It considers only referral diversity and not referrer diversity. This
supports the hypothesis that the “The Hub that links diverse Authorities is a
good Hub.”
Another one is the referrer diversity-based method. It replaces AT with NT ,
and A is unchanged. It considers only the referrer diversity. This supports the
hypothesis that the “The Authority that is linked by diverse Hubs is a good
Authority.”
We compared them to proposed method as baseline methods.
4.2 Data Set
We used The ClueWeb09-JA Dataset, which contains over 67 million pages with
400 million links between them. We prepared eight queries, shown in Table 1.
These included two types of query: those about diﬃcult topics and those about
easy topics. The top 1,000 pages on BM25 sorted ranking were extracted by each
query as the root set. Pages linking to a page included in the root set and linked
by pages in the root set were used as the base set. The root set was then sorted
by each method. The page evaluated by the participant is a sample of the root
set.
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We compared four methods below.
– Both is the proposed method based on both diversity factors. Pages are
ranked by the Authority score calculated by Eqn. 9. It uses the referrer
diversity to calculate Authorities and the referral diversity to calculate Hubs.
– Referrer is the variant method based only on referrer diversity. It uses the
referrer diversity factor on the propagation from Authorities to Hubs.
– Referral is the variant method based only on referral diversity. It uses the
referral diversity factor on the propagation from Hubs to Authorities.
– HITS is the baseline method. It is the original HITS algorithm.
Each method is compared using the Authority-based score because in this ex-
periment we want to ﬁnd the document but not the linking page.
To compare rankings by these methods, we evaluated sample pages of each
ranking. First, we split the ranking into 5 buckets: the top 10 pages and pages
ranked from 1150, 51200, 201500, and 5011,000. We took 10 sample pages from
each bucket. The sampling rate of each bucket was not constant: the upper part
of the ranking was sampled in high density and the bottom part was sampled
coarsely. All of the top 10 pages were evaluated by one participant, but only 2
% of the bottom pages were evaluated. The total number of evaluated pages was
1,366 by 8 queries and 5 methods after removing duplicates. The participant
evaluated each document in terms of whether or not it was useful for a novice
user. Sample pages were sorted randomly for every query. Each page in the
dataset was shown as plain text.
We used GibbsLDA++1 as an implementation of LDA. We classiﬁed the terms
in the dataset into 100 topics. The LDA sampling was iterated 2,000 times.
Table 1. Queries
Queries Type
Postal service privatization Easy
France trip Easy
The Sagrada Familia Easy
Fish called by diﬀerent names in life stage Easy
Parkinson’s disease Specialist
Game theory Specialist
Compiler Specialist
Machine learning Specialist
4.3 Result
The results are shown in Table 2 and Fig. 4. The original HITS method ranked
many correct pages in the middle of the ranking. All expanded methods were
inﬂuenced by the original method. In the ideal case, it is hoped that many
1 http://gibbslda.sourceforge.net/
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correct pages appear in the top part of the ranking and that a small number of
correct pages appear in the bottom. The both method, which uses both types
of diversity, found more useful pages for novices in the top part of the ranking
than the other methods. The referrer method seems a little bit better than
the original HITS method in the top part of ranking, but it ranks many correct
pages in the bottom part. The referral method had almost the same accuracy
as the original HITS method. The ratio of correct pages in the data set was 0.22
through all queries.
0.000 
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0.100 
0.150 
0.200 
0.250 
0.300 
0.350 
1–10 11–50 51–200 201–500 500–1000
HITS
Both
Referrer
Referral
Precision
Fig. 4. Results for all queries
Table 2. Precision of each bucket through
all queries
Bucket HITS Both Referrer Referral
1–10 0.175 0.225 0.188 0.175
11–50 0.213 0.238 0.213 0.213
51–200 0.325 0.250 0.225 0.300
201–500 0.213 0.225 0.225 0.213
500–1000 0.200 0.225 0.250 0.175
The eight queries used in the experiment can be separated into easy queries
and specialist queries. Figure 5 shows the results for two types of query. In the
easy query case, the ratio of correct pages is high: 0.35 through 4 queries. When
the search task was easy, the search result contained useful pages for novice
users. Each method had similar precision in the buckets of the upper part of
the ranking. The both method found more correct pages than other methods in
the middle part of the ranking. The referral method had ﬁndings throughout
the ranking. The referrer method performed worse than the original HITS. In
the specialist query case, the total number of correct pages in the dataset was
small, with a ratio of just 0.09. It is assumed that pages on specialist topics are
commonly not written in a language easy enough for novice users to understand.
On the whole, the both method, which uses both referral and referrer di-
versity, works well, especially when the query is specialist. The HITS algorithm
ranked correct pages in the middle part of the ranking, and the two referral or
referrer methods used the original adjacency matrix A. They were inﬂuenced
strongly by original HITS result. Although the total number of correct pages
was small, the both method ranked many correct pages in the top part of the
ranking and not many of them in the bottom.
5 Discussion
The proposed method works better when the query is speciﬁc. For example,
when the query is “machine learning,” the proposed method ﬁnds three suitable
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Fig. 5. Results by two types of queries
documents while basic HITS can not ﬁnd any suitable documents. The detail
of pages judged as correct document are online dictionary sites, or introductory
works written by academic society. Dictionary sites and encyclopedia sites are
frequently linked by many individual personal blogs. The author of each blog has
diﬀerent interests. Authors that are incidentally interested in “machine learning”
will create links to those pages. Another day, they write about their interests,
and link other interested pages. Then these pages have links not only to “machine
learning” pages.
On the other hand, pages judged as not suitable are documents deemed too
diﬃcult, low-quality pages, spam and pages not relevant to the query. In this
case, some social bookmarking sites were found in the top part of the basic HITS
ranking. They do not contain useful information. These sites strongly connected
with themselves by internal links. They are characterized by a high score for the
both Hubs and Authority. The basic HITS algorithm is weak to such kind of
link structures. Pages from social bookmarking services feature a similar design
template. Our method estimated their topics as similar to each other.
The proposed method did not work well when the query was easy. The number
of correct pages found is same to HITS in the top part of ranking. Our method
found more correct page in the middle and bottom part of ranking. On this
task, the number of pages suitable for novice users is inherently large. When
the query is general, relevant pages are general too. For instance, when the
query was “France trip,” each method yielded results mostly containing content
from major travel agency sites, all of which are about hotels, touristic hot spots
or itineraries. When a judgment is determined only by the relevancy between
the query and page, HITS-based algorithms may not be suitable even if it was
expanded. There is a possibility that the diversity factor couses reverse eﬀect,
that is, the document linked only by documents about a trip may be relevant to
the trip. Then, non-diverse tight links provide higher relevancy.
The graph of basic HITS algorithm has its peak in the middle of the ranking,
where it scores good pages. In the bottom of ranking, there are many pages
linked by few pages. Most of these pages are spam pages, low-quality pages, or
minor pages. In the top part of ranking, a lot of individual pages of major online
service sites appeared. They are linking to each other. Some of them have no
content inside, i.e., private pages in social bookmarking websites, message pages
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in online fora with the aim to drive communication, product introduction pages
of big company websites and so on. These pages are perceived as spam, or are
not relevant to the query.
Even though our method works better than original HITS algorithm in this
exeriment, it’s accuracy is not high enough yet. The method has to be optimized
by ﬁxing and tuning parameters. For instance, the method used in this expeti-
ment are not tuned, so it did not take into account the weight of propagation
score and diversity score, the distribution of diversity score, the tuning of LDA
and so on.
6 Conclusion
We proposed a diversity-based Web ranking method that expands on the HITS
algorithm to include two diversity-based hypothesis: 1) that a page linking di-
verse Authorities is a valuable Hub, and 2) that a page linked by diverse Hubs is
a valuable Authority. The objective of the diversity-based HITS algorithm is to
enable not limited specialist users but general users to ﬁnd suitable documents,
that is, documents that are useful for novice users. We deﬁned diversity as how
the topic of each document in a set of documents is diﬀerent from the topics
of the other documents. We call the diversity of pages linking to the page re-
ferrer diversity and the diversity of pages linked by the page referral diversity.
We expanded the HITS algorithm by replacing the adjacency matrix with two
diversity-based matrixes. The proposed methods were compared with the orig-
inal HITS algorithm by their authority scores in terms of ﬁnding useful pages
for novice users. The method that uses both referral and referrer diversity could
rank more good pages high, especially when the search query was speciﬁc.
As future work, we intend to expand the diversity-based methods further. Our
method abandoned many factors to simplify the model. Of course, the method
itself is built around the idea of diversity, not popularity, so it is necessary to
focus on the number of linking documents, the amount of information, and the
power of inﬂuence pages. Moreover, diversity can be deﬁned not only from the
topic of pages: for example, we can deﬁne it as authors’ property, sentiment of
documents, temporal-spatial metadata, and so on. We will tackle these issues
with additional diversity-based methods.
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Abstract. Open source software (OSS) development communities are
typically very specialised, on the one hand, and experience high turnover,
on the other. Combination of specialization and turnover can cause parts
of the system implemented in a certain programming language to become
unmaintainable, if knowledge of that language has disappeared together
with the retiring developers.
Inspired by measures of linguistic diversity from the study of natu-
ral languages, we propose a method to quantify the risk of not having
maintainers for code implemented in a certain programming language.
To illustrate our approach, we studied risks associated with diﬀerent lan-
guages in Emacs, and found examples of low risk due to high popularity
(e.g., C, Emacs Lisp); low risk due to similarity with popular languages
(e.g., C++, Java, Python); or high risk due to both low popularity and
low similarity with popular languages (e.g., Lex). Our results show that
methods from the social sciences can be successfully applied in the study
of information systems, and open numerous avenues for future research.
1 Introduction
Open source software (OSS) development is typically characterised as a decen-
tralised, self-directed, highly interactive, and knowledge-intensive process [14]. In
OSS, programmers with diﬀerent skill sets and skill levels, supporters, and users
organise themselves in virtual (online) communities, and voluntarily contribute
to a collaborative software project [22].
OSS communities are typically very specialised [26, 29, 37]: contributors fo-
cus on few activity types and are very territorial, touching only few parts of
the system. OSS communities also co-evolve together with the associated OSS
systems [22]: faced with turnover [28], these communities are sustained and re-
produced over time through the progressive integration of new members [6].
However, with the abandonment of existing developers, OSS communities lose
human resources with knowledge of the system or of some of its components,
or, stated diﬀerently, with mastery of certain programming languages. Ensuring
the heterogeneity of an OSS community in terms of the skills of its members is
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important for a project’s survival and performance [9]. To further put this issue
into context, software systems are increasingly developed using multiple pro-
gramming languages, as illustrated by the growing proportion of multi-language
software developed in the United States from 1998 (30%) [16] to 2008 (50%) [17].
In addition, as languages become obsolete and development teams are faced with
the problem of maintaining legacy code, or migrating it in order to survive, ﬁnd-
ing developers with knowledge of obsolescent technologies becomes more chal-
lenging. As the case may be, OSS communities are exposed to the risk of not
ﬁnding suitable contributors with knowledge of certain programming languages.
Although new to software maintenance research, quantifying the risks asso-
ciated with knowledge of programming languages in OSS communities around
multi-language systems is related to the well-known concept of linguistic diver-
sity from the study of natural languages [11]. Drawing inspiration from measures
of linguistic diversity (Section 2), in this paper we attempt to quantify the afore-
mentioned risk, associated with a given programming language in an OSS com-
munity (Section 3). Our model assumes that contributors are polyglot, i.e., they
can “speak” more than one programming language. Moreover, analogously to di-
alects of a natural language being regarded as similar (mutually intelligible), our
model also considers certain programming languages to be related. To quantify
the strength of this relation, we mine patterns of shared knowledge of program-
ming languages from developers participating in StackOverﬂow, a popular Q&A
website (Section 4). Such relations need not be symmetrical: just like “Swedish
is more easily understandable for a Dane, than Danish for a Swede” [20], our
StackOverﬂow-based measure considers, e.g., that a C++ developer would be
able to take over code written in C with less diﬃculty than the other way around.
By design, we can distinguish between two types of programming languages:
those causing high risk within an OSS community (due to limited spread and
low “similarity” with other more popular languages), and those causing low
risk (either due to their popularity, or to their closeness to other more popular
languages known to members of the community). Finally, to illustrate our risk
measure, we track its evolution throughout the evolution of Emacs (Section 5).
2 Linguistic Diversity for Natural Languages
Measuring linguistic diversity for natural languages is an old research topic,
dating back to Greenberg in 1956 [11]. For a given geographical area, Greenberg
considers the probability that two randomly-chosen individuals do not speak
the same language as a measure of the region’s linguistic diversity. In this model
(the ﬁrst in a series of eight such measures proposed by Greenberg), if everyone
speaks the same language, the probability that two randomly-chosen individuals
speak the same language is, naturally, 1. Similarly, if everyone speaks a diﬀerent
language, this probability is 0. In general, for a language , the probability p	
that a randomly-chosen individual speaks  is the proportion of -speakers to
the total population, i.e., p	 =
|S|
|P | , where S	 is the set of -speakers, P is the
entire population, and | · | denotes cardinality. Consequently, the probability that
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two randomly-chosen individuals speak  is p2	 , hence the probability that two
randomly-chosen individuals speak the same language is
∑
	∈L p
2
	 , where L is
the set of all languages spoken in that region. The Greenberg linguistic diversity
index A [11], corresponding to this simple model, is deﬁned as1
A = 1−
∑
	∈L
p2	 (1)
A reaches its minimum of 0 when everyone speaks the same language (linguistic
uniformity). Similarly, A reaches its maximum of 1 when everyone speaks a
diﬀerent language (maximal linguistic diversity). However, this model is overly
simplistic, since (i) it does not consider mutual intelligibility between diﬀerent
languages (linguistic diversity should be lower in areas where related languages
or dialects are spoken), and (ii) it does not consider polyglotism (a member of
the population can speak more than one language). Concerns (i) and (ii) above
are orthogonal. To account for (i), Greenberg proposed B [11], deﬁned as
B = 1−
∑
	,m∈L
p	pm · sim (,m), (2)
where sim (,m) is a measure of mutual intelligibility interpreted as the similarity
between languages  and m (ranging between 0 when  and m are completely
independent, and 1 when  = m). Clearly, B reduces to A if sim (,m) = 1 when
 = m, and 0 otherwise.
To account for (ii), if polyglot, an individual is considered equally probable
to speak any of the languages she commands, hence the expressions for A and
B above are adjusted accordingly. Let L be the power set (set of all subsets)
of L, excluding the empty set; |L| = 2n − 1, where n = |L|. For example, if
L = {A,B,C}, then L = {A,B,C,AB,AC,BC,ABC}. Let X	 be the set of
exclusive  speakers, i.e., individuals that speak  but do not speak any other
language besides . For a subset s ∈ L, by abuse of notation, we write Xs
to denote the set of individuals that speak the combination of languages in s
exclusively (i.e., they speak all languages in s, but no other languages besides
those). By deﬁnition,
∑
s∈L |Xs| = |P |. Index B becomes [11]
F = 1−
∑
s,t∈L
pspt ·
∑
	∈s,m∈t sim (,m)
|s| · |t| , (3)
where ps =
|Xs|
|P | , for all s ∈ L. Clearly, F reduces to B in the monolingual case,
since |s| = 1 for all s ∈ L. B further reduces to A as discussed above.
Indices B and F as deﬁned above interpret mutual intelligibility as simi-
larity and hence assume it to be symmetric. However, it is well-known that
mutual intelligibility is not necessarily symmetric: e.g., Swedes have more dif-
ﬁculties understanding Danish as opposed to Danes attempting to understand
1 In the original paper [11] Greenberg only describes the linguistic diversity indices,
but does not formalise them. The current formalisation is ours.
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Swedish [20]. Therefore, one can deﬁne sim (,m) = max(mi 	(m),mim()) where
mi 	(m) is the measure of intelligibility of the language m for speakers of lan-
guage . Similarly to sim (,m) we require mi	(m) to range between 0 and 1,
such that mi	(m) = 0 if m is unintelligible for the speakers of  and mi 	(m) = 1
if m is intelligible for all speakers of . In particular, if  = m then mi 	(m) = 1.
3 Risk of Using a Programming Language
There are many risks impacting software development, and many methods to
estimate them [23]. In this paper we do not aim to cover all possible facets of
risk, but rather focus on a particular scenario. For a (open source) software
project using multiple programming languages, we study the readiness of the
developer community to take over code implemented in a certain language, and
evaluate the risk of not ﬁnding contributors that can “speak” that language.
Based on the discussion of linguistic diversity above, we require that a measure
of this risk be domain-speciﬁc, i.e., aware of relations between programming lan-
guages. To simplify our model, we assume perfect ﬂuency of developers in all the
features of the languages they speak, even as the languages evolve. In addition,
we assume constant knowledge in time (i.e., once a developer speaks a certain
programming language, she never “forgets” how to speak it). For the purpose
of empirically illustrating the risk measure (Section 5), we need to approximate
at each point in time the developers with knowledge of a certain programming
language. To this end, we furthermore assume instant ﬂuency: a developer is
said to “speak” a certain programming language at time τ if she has performed
at least one change to a source code ﬁle in that language, prior to τ . Relaxing
these assumptions is considered as future work.
3.1 Risk Measure
Let S be a multi-lingual software system, and let D be its developer community
at time τ . Let L be the set of programming languages in use in S at time τ , i.e.,
those for which there exist source code ﬁles at time τ that need to be maintained.
Similarly to the formalisation of the Greenberg indices from Section 2, let L be
the power set of L, excluding the empty set. Let X	 be the set of developers at
time τ that speak  exclusively, i.e., they speak  but do not speak any other
language besides . For a subset s ∈ L, let Xs be the set of developers at time
τ that speak the combination of languages in s exclusively (i.e., they speak all
languages in s, but no other languages besides those). By deﬁnition,∑
s∈L
|Xs| = |D|. (4)
For a programming language  ∈ L, we deﬁne the risk of S at time τ of not
ﬁnding developers that can speak  as
risk 	 = 1−
∑
s∈L
ps ·max
k∈s
mi	(k), (5)
The Babel of Software Development 395
where ps =
|Xs|
|D| is the probability at time τ that a developer speaks the com-
bination of languages in s exclusively, and mi 	(k) is an asymmetric mutual in-
telligibility measure as above. To illustrate the need for an asymmetric measure
recall, for example, that C was originally a subset of C++ (the version of C de-
ﬁned by C89 is commonly referred to as the “C subset of C++” [30]), hence we
perceive C to be more similar to C++ than C++ is to C. Therefore, assuming
ﬂuency of developers in all language features, and comparable complexity of the
diﬀerent components, we expect a C++ developer to be able to take over C code
with less diﬃculty than the other way around.
As opposed to Greenberg [11] who is interested in an “average” case (i.e., as
discussed in Section 2, if polyglot, an individual is considered equally probable
to speak any of the languages she commands) when computing the linguistic
diversity index F (3), we opt for the max(·) function in (5) to denote that if
polyglot, it is the language most intelligible to the language in question that will
inﬂuence how diﬃcult it is for a developer to take over that code.
To obtain a better understanding of how (5) can provide insights in the risk
of not ﬁnding developers that can speak , we distinguish between developers
D	 that speak , and developers D¬	 = D \D	 that do not speak . Similarly, let
L	 be a subset of L such that ∀s ∈ L	,  ∈ s, and let L¬	 = L\L	. Then, we can
rewrite (5) as risk 	 = 1−
∑
s∈L ps ·maxk∈smi 	(k)−
∑
s∈L¬ ps ·maxk∈smi	(k)
which, given that mi 	(k) = 1 if k = , and maxk∈smi 	(k) = 1 for all s ∈ L	,
further simpliﬁes to:
risk 	 =
|D¬	|
|D| −
∑
s∈L¬
ps ·max
k∈s
mi 	(k) (6)
Closer inspection of (6) reveals that the risk of not ﬁnding developers that can
speak  is high if very few developers speak  (i.e., |D¬||D|  1) and other lan-
guages are very distinct from  rendering  barely intelligible for “speakers” of
those languages (i.e.,
∑
s∈L¬ ps ·maxk∈smi	(k)  0 because the languages in
the collection are very diﬀerent from , maxk∈smi 	(k)  0). By a complemen-
tary argument, two typical low -risk scenarios are when almost everybody can
speak  (i.e., |D¬||D|  0, hence ps  0 for s ∈ L¬	), or when almost nobody can
speak  (i.e., |D¬||D|  1) but popular languages make  easily understandable
(i.e., maxk∈smi 	(k)  1 for s ∈ L¬	). To distinguish between these two scenar-
ios in the empirical evaluation (Section 5), we also consider the percentage of
developers that do not speak , |D¬||D| .
4 Similarity and Mutual Intelligibility between
Programming Languages
Mutual intelligibility, while being distinct from traditional notion of similarity,
is still close to it. Therefore, in this section we mostly focus on measures of
similarity of natural languages [7, 11] and their counterparts in programming
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linguistics [8] (the study of programming languages), and introduce our mutual
intelligibility measure based on analysing StackOverﬂow2.
4.1 Approaches to Similarity between Programming Languages
In linguistics, two complementary approaches to compute similarity between
languages are commonly pursued. First, a similarity measure can be obtained
“using an arbitrary but ﬁxed basic vocabulary, e.g., the most recent version
of the glottochronology list”, by computing “the proportion of resemblances
between each pair of languages to the total list” [11] (a similar approach has
been recently pursued to study asymmetric mutual intelligibility [20]). Second,
a similarity measure can be obtained using the distance between the branches
languages fall into in a classiﬁcation tree [7]. Using this approach, the more
features two languages have in common, the more similar they are.
In programming linguistics, the approaches above are to a large extent unfea-
sible. First, application of approaches based on a common vocabulary would re-
quire establishing an agreed list of universal concepts present in all programming
languages, akin to the Swadesh list for the natural languages [33]. The “word
list” approach is being criticized in linguistics [13]; moreover, it introduces the
need for identifying so-called cognates, or etymologically related words. The pro-
cess of identifying cognates is complicated, since cognates do not necessarily look
similar and words that look similar are not necessarily cognates [12]. Choosing
the word list approach for similarity of programming languages assumes presence
of universal concepts common to all (or at least most) programming languages.
Even if compilation of such a list is possible at any given moment, it would
rapidly become obsolete, since programming languages emerge much faster than
natural languages. Moreover, the word list approach can be expected to trigger
similar discussions about possible cognates, e.g., whether notions of a function
in Lisp and C should be considered cognates or not.
One could also base a similarity measure on the shared concepts that under-
lie the design of both languages (e.g., data and types, variables and storage)
and the paradigms to which they adhere (e.g., imperative or object-oriented)
(cf. [7]). “We can master a new programming language most eﬀectively if we
understand the underlying concepts that it shares with other programming lan-
guages” [38, p4]. Again, the more attributes two languages would share in com-
mon, the more similar they would be considered. However, selecting the right
attributes is challenging, to say the least. Most reliably, one could make use of
taxonomies of programming languages [27]. However, as languages evolve, such
taxonomies become inherently out of date and their categories change [15].
As an alternative to word-list and classiﬁcation-tree approaches, one may
consider recent studies [4,18] that targeted the joint usage of programming lan-
guages. Karus and Gall [18] studied 22 open-source systems and observed two
groups of languages for which the source code ﬁles frequently co-change, namely
XML, XML Schema, WSDL (Web Service Deﬁnition Language) and Java on the
one hand, and JavaScript and XSL (e.g., XSLT, XPath) on the other hand. In a
2 http://stackoverflow.com
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larger-scale study of 9,997 projects, Delorey et al. [4] observed that JavaScript
and PHP, Java and JavaScript, C and C++, and C and Perl are commonly used
both by the same authors as well as in the same projects.
As opposed to the actual usage, reﬂected in implementation of software sys-
tems, Doyle and Stretch [5] studied services oﬀered by British software compa-
nies. The authors considered two programming languages to be similar if multi-
ple companies oﬀered these languages as part of their services. While Doyle and
Stretch [5] employ the term “related by usage” to describe this relation, we pre-
fer to call it “related by knowledge” and to reserve the term “related by usage”
to such approaches as [4, 18]. Indeed, companies oﬀering multiple programming
languages as part of their services do not necessarily use these languages in the
same project. Instead, these companies have employees, potentially diﬀerent,
knowledgeable about each of these languages.
Both the “related-by-usage” and “related-by-knowledge” approaches can be
seen as pertaining to pragmatics of programming languages which, together with
semantics, are considered the most decisive for quantifying the similarity between
programming languages [38, p5]. Therefore, we also expect that as opposed to
both the word-list and classiﬁcation-tree approaches, pragmatic similarity more
accurately reﬂects developer expertise and ease of switching from one program-
ming language to another. In Section 4.3 we also propose a pragmatics-pertaining
mutual intelligibility measure, reﬁning the “related-by-knowledge” insights of
Doyle and Stretch [5]. Speciﬁcally, we base the mutual intelligibility measure on
shared knowledge of the programming languages, as reﬂected in StackOverﬂow
tags representing programming languages.
4.2 StackOverﬂow
StackOverﬂow (SO) is a free programming questions and answers (Q&A) site
known to foster knowledge sharing among the developers [34,36]. When posting a
question, SO users associate at least one and at most ﬁve diﬀerent tags to it, and,
in turn, become associated with these tags. When answering a question, SO users
inherit all the tags associated with this question. Therefore, while each question
can have at most ﬁve tags, a user can inherit an arbitrarily large collection of tags
from all the questions she asked and answered. Tags can be related to program-
ming languages (e.g., c#, java, php), operating systems (e.g., windows, linux),
speciﬁc frameworks or technologies (e.g., hibernate, grails), speciﬁc versions
of either of the above (e.g., c#-4.0, windows-7, hibernate-4.x), cross-cutting
concerns (e.g., logging, algorithm), or other topics. SO tags can be collabo-
ratively edited: while anyone can suggest an edit to question tags, only higher
ranked users can review and edit tags, ensuring quality and reliability of the
tags. Here we explore the public SO data from September 2011 (2,010,348 ques-
tions and 756,694 users).3 The data is organised such that one can distinguish
between question tags and user tags ; one can also distinguish between user tags
collected from asking questions, and user tags inherited by answering questions.
3 http://www.clearbits.net/torrents/1836-sept-2011
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Question tags. Frequent pairs of tags (e.g., javascript–jquery, asp.net–c#)
indicate that these languages are commonly used together. However, this ap-
proach has several drawbacks. First, the number and skills of the users answer-
ing these questions is not considered (potentially leading to false positives). For
example, there may be many questions tagged τ1 and τ2, suggesting that these
languages are related, but only few people answering them. The relation between
τ1 and τ2 might therefore not be representative of the entire (large) developer
community (e.g., although few gurus with knowledge of both τ1 and τ2 exist,
average developers may not possess the skills to easily switch between them).
User tags - answering questions. Since users inherit tags from questions they
answer, frequent pairs of tags indicate that developers who possess knowledge
of one language commonly also possess knowledge of the other. A frequent pair
of tags (τ1, τ2) can emerge from multiple situations:
– many users inheriting τ1 and τ2 by answering questions tagged (τ1, τ2): either
there are few questions tagged (τ1, τ2), but many users answering them (i.e.,
although τ1 and τ2 do not seem to be commonly associated in practice –
e.g., they used to be but are by now obsolete, there is still a large pool of
developers mastering both), or there are many questions tagged (τ1, τ2), and
many users answering them (i.e., τ1 and τ2 are both commonly associated
in practice, and supported by a large user base);
– many users inheriting τ1 from questions tagged τ1, and τ2 from diﬀerent ques-
tions tagged τ2 (hence the pair τ1–τ2). In addition to an argument similar to
the previous one, this also indicates languages that although rarely related
in practice, are commonly mastered by developers. Hence, although seem-
ingly unrelated, it seems easy for developers to switch from one language to
another since they frequently master both.
User tags - asking questions. Users also inherit tags from all the questions they
ask. A frequently occurring pair (τ1, τ2) indicates that developers are frequently
faced with joint usage of τ1 and τ2, irrespective of the expertise available. In
turn, this can suggest an emerging trend in relating τ1 and τ2 by usage. Note
that as opposed to the variation across questions (many questions [of the same
person]), frequent pairs (τ1, τ2) are now supported by large user pools (many
questions of many persons). However, this does not indicate developer expertise.
Questions vs. users. In conclusion, both the questions-based and the users-
based approaches are subject to potential false positives resulting from com-
peting rather than interacting languages. However, we opt for user tags rather
than of question tags, since the former can suggest relations between languages
representative of the skills of the developer community (i.e., there are many
users that share knowledge of both—fewer false positives), as well as relations
between independent languages (i.e., languages which are seemingly unrelated,
but knowledge of both is frequently shared by users—fewer false negatives).
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4.3 StackOverﬂow-Based Mutual Intelligibility Measure
To quantify shared knowledge of programming languages by developers partic-
ipating in SO discussions, we perform association rule mining [1] on SO tags
representing programming languages. We say that a language k (with tag τk) is
mutually intelligible or “related by knowledge” to a language  (with τ	) if many
of the SO users having inherited τk are also associated with τ	. As mutual intel-
ligibility measure of language k with respect to language  we choose conﬁdence,
one of the measures typically used to quantify the strength of association rules.
mi 	(k) = conf (τk ⇒ τ	) = nBoth
nLeft
, (7)
where nLeft is the number of users associated with τk, and nBoth is the number
of users associated with both τk and τ	.
To ensure quality of the association rules, we perform a number of pre- and
postprocessing steps. Preprocessing consists of ﬁltering out potentially unreli-
able posts (either questions or answers with negative or zero score, as reﬂected
by the number of votes), and infrequent pairs of tags (encountered for a single
user). This limits the number of eligible SO contributors to slightly over 400,000
(out of 756,694 initially). Postprocessing is based on lift, another popular qual-
ity measure for association rules. If lift > 1, the tags appear more frequently
together in the data than expected under the assumption of conditional inde-
pendence [2]. Moreover, we require it to be unlikely that lift > 1 is observed only
by chance and perform Fisher’s exact test to determine statistical signiﬁcance.
Hence, we say that k is unintelligible to the speakers of  (we redeﬁne when
mi 	(k) = 0) if lift ≤ 1, or lift > 1 is not statistically signiﬁcant at 5% signiﬁ-
cance level. Approximately 7% of the pairs were removed by this ﬁltering step
(e.g., Python⇒ Visual FoxPro has lift 0.83; Curry⇒ C# has lift 1.78, p = 0.31).
Finally, to reduce the amount of data processing required, we limit our scope
to a subset of 160 programming languages, hence 160 corresponding SO tags.
Our subset includes the most popular programming languages mentioned by
TIOBE4, Wikipedia5, and the Transparent Language Popularity Index6, as well
as exotic languages such as M4 and RelaxNG, in use in Emacs. The complete
list of languages included in our selection is part of the online appendix.7
4.4 Empirical Results
Table 1 displays values of the mutual intelligibility measure for a subset of the
programming languages considered (also studied in [4, 5, 18]). An entry (row,
column) represents the similarity of the language in column with respect to the
one in row. For complete results we refer to the online appendix8. By deﬁnition
4 http://www.tiobe.com/index.php/content/paperinfo/tpci/index.html
5 http://en.wikipedia.org/wiki/List_of_programming_languages
6 http://lang-index.sourceforge.net
7 http://www.win.tue.nl/~bvasiles/languages/list.html
8 http://www.win.tue.nl/~bvasiles/languages/list.html
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Table 1. SO-based mutual intelligibility measure ([column] with respect to [row])
Asm C C++ Cobol CSS Groovy HTML Java JavaScript Perl PHP Shell XML
Asm 100% 55% 54% 1% 15% 1% 23% 39% 28% 12% 28% 1% 18%
C 8% 100% 48% 0% 12% 1% 17% 31% 21% 8% 21% 0% 13%
C++ 5% 32% 100% 0% 10% 1% 15% 26% 18% 6% 18% 0% 11%
COBOL 12% 35% 40% 100% 24% 3% 29% 48% 38% 17% 37% 1% 28%
CSS 2% 10% 13% 0% 100% 1% 61% 21% 54% 5% 39% 0% 16%
Groovy 3% 15% 18% 1% 17% 100% 26% 63% 32% 7% 23% 0% 26%
HTML 2% 11% 14% 0% 46% 1% 100% 25% 56% 5% 40% 0% 18%
Java 2% 12% 15% 0% 10% 2% 15% 100% 19% 4% 16% 0% 12%
JavaScript 2% 9% 11% 0% 25% 1% 35% 20% 100% 4% 31% 0% 13%
Perl 5% 25% 27% 1% 18% 2% 26% 31% 30% 100% 31% 1% 19%
PHP 2% 9% 11% 0% 19% 1% 26% 17% 33% 4% 100% 0% 12%
Shell 12% 34% 38% 1% 19% 3% 32% 43% 33% 24% 35% 100% 24%
XML 3% 14% 19% 0% 20% 2% 29% 34% 35% 7% 31% 0% 100%
each language is perfectly mutually intelligible with itself (100% on the main
diagonal). Next we observe that Assembly programmers are usually well-versed
in other languages, including HTML (23%), Java (39%) and JavaScript (28%).
Since there are only 44 posts (questions+answers) tagged assembly and java,
these languages are unlikely to be related by usage, but are related by knowledge
(more than 1000 developers with knowledge of both). Hence, if replacement
developers are required for Java, one might consider the Assembly developers
as candidates. We further observe that all the languages considered exhibit low
intelligibility with such languages as COBOL, Groovy and Shell. This means that
when COBOL, Groovy or Shell programmers leave, ﬁnding their replacement
among programmers versed in other languages in Table 1 might be problematic.
For COBOL one could argue that the low values can be explained by under-
representation of legacy technologies on SO. This is, however, highly unlikely for
Groovy, an object-oriented programming language ﬁrst released in 2007. Low
mutual intelligibility values of other languages with COBOL, Groovy and Shell
contrast sharply with more easily replaceable developers in such languages as
C, C++, HTML or Java. As expected, the table also shows a high degree of
asymmetry. For instance, 63% of Groovy programmers know Java but only 1% of
Java programmers know Groovy (not surprising since Groovy has been developed
for Java, but constitutes only a minor fraction of the overall Java development).
Although we are measuring diﬀerent things (similarity by usage in case of
Karus and Gall [18] and Delorey et al. [4] versus mutual intelligibility or sim-
ilarity by knowledge in our case), we expect that similarity by usage implies
similarity by knowledge, since languages used together by the same person are
likely to be known together by that person. Our results partly support the ﬁnd-
ings of Karus and Gall [18] (strong relation between XML and Java—34%, and
limited evidence for C/C++ and XML—13% and 11%, respectively). Our re-
sults also support the ﬁndings of Delorey et al. [4], who observed strong relations
between JavaScript and PHP (⇒ 31%, ⇐ 33%), Java and JavaScript (⇒ 19%,
⇐ 20%), C and C++ (⇒ 48%, ⇐ 32%), and C and Perl (⇒ 8%, ⇐ 25%).
5 Illustration of the Approach
To illustrate our approach in a real-world context, we performed a case study
on Emacs [32], a popular text editor in development since the mid-1970s.
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Fig. 1. The risk measure risk (black solid line), the share of the community that does
not speak  (dashed red line), and the diﬀerence between the two (dotted blue line)
We identiﬁed 446 diﬀerent (name, email) pairs in the author ﬁeld for each
change recorded in the Git log, corresponding to 27 years of Emacs develop-
ment (1985-2012). Since there were multiple email addresses associated with the
same names, and multiple names associated with the same email addresses, we
performed identity merging [19, 37] (369 unique identities remained). To track
the evolution of our risk measure throughout the evolution of Emacs, we ex-
tracted the programming languages used. We analysed the ﬁlename extensions
of all the source ﬁles mentioned in the Git log. After ﬁltering out ﬁles with-
out extensions (mostly related to documentation), conﬁguration ﬁles, make ﬁles,
documentation ﬁles, and auxiliary ﬁles (e.g., used by the version control system),
we uncovered the following 26 diﬀerent programming languages: Assembly, Awk,
Bash, Bison, C, C++, Cocoa, C shell, Emacs Lisp, Grammar, HTML, Java, Lex,
Lisp, M4, Objective-C, Pascal, Perl, Prolog, Python, RelaxNG, Unix shell, SRe-
code, Termcap, Windows Batch, and XML. Next, we estimated the development
community from which replacement developers can be sought, at one-month in-
tervals. To ﬁlter out inactive contributors, at each point in time (e.g., February
2002), we considered that the community (per programming language) consisted
of those developers who performed at least one change to a source code ﬁle (im-
plemented in that language) in the past six months (e.g., between September
2001 and February 2002). Finally, we computed risk 	 at one month intervals.
We discuss four representative examples (Figure 1). Detailed plots for all 26
languages are available in the online appendix9. We start with Unix shell (top
left). The risk measure and the percentage of non-speakers are very close, i.e.,
evolution of the risk measure can be explained predominantly by the evolution
of the percentage of non-speakers. The increasing trend observed from 1991 to
2000, followed by the stabilisation from 2000 onwards reﬂects the diminishing
proportion of Unix shell developers. Moreover, very low values of the dotted blue
line indicate that Unix shell is not commonly known by developers programming
9 http://www.win.tue.nl/~bvasiles/emacs/risk.html
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in popular languages (e.g., Emacs Lisp and C). Emacs Lisp (top right) exhibits
similarly close values of the risk measure and the percentage of non-speakers,
but both values are low (below 0.2 starting from 1998). The lion’s share of
the development community is, hence, familiar with Emacs Lisp. In contrast,
Python (bottom left), although spoken by a similarly small fraction of the Emacs
community as Unix shell (dashed red line), exhibits much lower risk (black line).
The high values for the diﬀerence between the two time series (dotted blue
line), relatively stable in time, indicate that Python is commonly known by
developers programming in popular languages. Indeed, miPython (EmacsLisp) 
0.46,miPython (Lisp)  0.44, andmiPython(C)  0.23. C (bottom right) is spoken
by approximately half of the Emacs community and is also commonly known
by developers programming in Lisp (0.39) and Emacs Lisp (0.38), resulting in
very low risk. Emacs Lisp exhibits a similar pattern, with the diﬀerence that
its low risk is mostly due to the large share of Emacs Lisp speakers within the
community rather than high similarity with the other languages.
6 Conclusions
Inspired by linguistic diversity measures, we proposed a method to quantify
the risk of not ﬁnding developers who can maintain code implemented in a
certain programming language, and empirically illustrated it using a case study.
Our method takes into account similarities between programming languages,
for which we have proposed a novel measure based on shared knowledge of the
developers participating in StackOverﬂow. By tracking the evolution of such
a risk measure as projects evolve (e.g., in a dashboard-like application), risky
languages can be discovered on time, and preventive action can be taken to
ensure the maintainability of components implemented in those languages.
We believe the results obtained so far to be a promising start. Our new dimen-
sion to risk assessment, bordering software maintenance and the social sciences,
does oﬀer additional insights into the evolution of a software system, and does
open up many avenues for future research. For example, to oﬀer a more complete
understanding of evolution, our risk model should be reﬁned to incorporate the
number of artifacts in a certain programming language (the risk seems higher if a
large proportion of a system is implemented in a risky language), their role (ex-
amples may be less important than the core implementation), their stability as re-
ﬂected in a version control system (ﬁles not changed for a long time seem less risky
than recently changed ones, cf. [25]) or their algorithmic or linguistic complexity
(ﬁles implementing more complex behaviour or using more exotic language fea-
tures seem to be more risky). We also plan to include a more reﬁned language-tag
mapping such that tags corresponding to versions and dialects (e.g., c#-2.0 and
swi-prolog) can be accounted for. A further reﬁnement would include distinc-
tion between tags representing diﬀerent technologies (e.g., ejb, hibernate and
swing). Apart from being all implemented in Java, such technologies share little
in common and likely require diﬀerent skills to maintain.
We also would like to introduce a project-level risk measure riskP , being the
maximum of risk 	 for all languages  in the project P , indicating the highest
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risk of not having developers who can take over code implemented in a certain
language. Similarly, for a given project P we can identify and rank developers
that—should they decide to leave P—would contribute most to increase of riskP .
This ranking can be seen as an alternative interpretation of the “bus factor” [10]
and a way to quantify the developers’ contributions [3].
Beyond the boundaries of linguistic diversity is the general concept of diver-
sity, and its measurement in several biological, physical, social, and management
sciences [24]. Some of these techniques have recently been applied in context of
software engineering as well [21, 31, 35]. A detailed comparison of these tech-
niques with the risk measure proposed in the current paper is considered as
future work.
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Abstract. Programming is knowledge intensive. While it is well understood that
programmers spend lots of time looking for information, with few exceptions,
there is a significant lack of data on what information they seek, and why. Modern
platforms, like Android, comprise complex APIs that often perplex programmers.
We ask: which elements are confusing, and why? Increasingly, when program-
mers need answers, they turn to StackOverflow. This provides a novel opportu-
nity. There are a vast number of applications for Android devices, which can be
readily analyzed, and many traces of interactions on StackOverflow. These pro-
vide a complementary perspective on using and asking, and allow the two phe-
nomena to be studied together. How does the market demand for the USE of an
API drive the market for knowledge about it? Here, we analyze data from Android
applications and StackOverflow together, to find out what it is that programmers
want to know and why.
1 Introduction
The cottage industry of Android application development is booming, and the num-
ber of applications, colloquially apps, is growing exponentially [5]. While writing good
apps is contingent upon solid understanding of the Android OS, many app writers begin
programming with little skill and learn on the fly. Naturally, the Android components
include self-documentation, which aids amateur developers in their task. However, such
documentation often needs supplementing with other sources. Amateur developers sup-
plement their learning by reading online documentation and participating in knowledge
exchanges in online question and answer communities, like StackOverflow. One recent
field study [14] reports that StackOverflow has more examples, better coverage, and is
visited by real developers more often than the online documentation. In this distributed,
or crowdsourced, education system, people ask questions and others answer them, usu-
ally for no remuneration. Here we are interested in the relationship between the amount
of API use, i.e. API popularity, and the questions asked about APIs, i.e. help requested
for those APIs. Some APIs attract more questions and recedive more answers from the
community than others. As APIs see more usage, more questions are asked about them,
so popularity plays a role. But does API complexity drive a greater nimber of ques-
tions? Furthermore, does the amount of available documentation influence the number
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of questions asked about an API? Such questions have previiously been difficult to ap-
proach quantitatively due to the many APIs, and because a large number of applications
are required to ensure sufficient statistical variation in API use.
However, it is now possible to mine app marketplaces, with hundreds of thousands
of applications; many of them are free, so it is feasible to download a large number
for analysis. Furthermore, Android byte code is fairly high-level, so it is possible to
determine exactly which APIs are used, and to what extent. This data, together with the
readily-available data from StackOverflow, provides a a fresh opportunity to relate the
degree to which programmers use APIs to the degree to which they ask about them.
This data provides a starting point to define the popularity of an API, from the app
marketplace, and the amount of help requested on StackOverflow for that API. Our
contributions in this paper are as follows:
– We show that careful data gathering and cleaning will produce a data set of linked
Android Market data and StackOverflow traces; this data set is of independent in-
terest to both software engineers and documentation writers;
– We show that there is a non-trivial, sub-linear relationship between class popularity
in Android apps and the requests for their documentation in StackOverflow, i.e. the
number of questions on StackOverflow about a class lags its usage in the apps.
– We find a complex relationship between the size of a class, its internal documenta-
tion and the StackOverflow documentation supply and demand. The size of a class
and the total amount of available documentation for a class both have sizable and
significant impact on the number of questions, i.e. larger classes and more docu-
mented classes are associated with more questions. The situation is reversed for
answers, although much smaller in magnitude.
– We give a case study examining several classes in detail to gain insights in the
relationship between usage and documentation requests. A secondary goal of the
case study is to understand the relationship between mentions of a class in the text
of a question, and salience of the class to the meaning of the question.
2 Related Work
As APIs and libraries increase in complexity there has been an increased focus on lever-
aging, combining, and understanding multiple sources of developer documentation. Da-
genais and Robillard study the decisions open source developers make while creating
developer documentation for frameworks and libraries [9]. They find that developer
choices to document their own code during the code creation process can not only af-
fect the quality of documentation, but, in fact, the quality of code itself. Their results
are relevant here as we are describing a relationship between internal API code, and the
discussions that developers have regarding that code.
Following the public release of the StackOverflow data, researchers have studied how
developers gain knowledge and expertise through online question and answer sites. Re-
search in this area has studied the success of Q and A sites, the growth of askers and
answerers, and how developers use online resources. Our focuse is on the last category.
Treude et al. evaluated the nature of questions asked on StackOverflow with respect to
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Fig. 1. Programming involves consulting documentation, internal, viz., embedded in the code, and
external, e.g., in StackOverflow. Shown here are the data sources and their inter-connections.
programming language, question tags, and question types determined by manual coding
of a sample of questions. They concluded that the community answers review, concep-
tual, and how-to questions more frequently than any other type, with review questions
achieving a 92% accepted answer rate [21]. Posnett et al. studied the nature of exper-
tise among Stack Exchange participants and found that participation in online Q/A sites
does not necessarily lead to increased expertise as measured by peer scoring [16]. These
two results may be viewed as mutually supportive suggesting that programmers answer
questions about what they know. However, in what way does existing documentation
impact the tendency to ask or answer questions about an API? There has been some
previous work on this question. Parnin and Treude study availability of documentation
across APIs within StackOverflow and find that it is very uneven, some APIs are well
covered, while others receive very little attention [20]. Jiau and Yang address this con-
cern and assert that more obscure API components benefit from a trickle down affect of
similar API components [11].
The work most similar to ours is recent work by Parnin et al. who also evaluated
the degree to which specific APIs are discussed within the community [15]. Our work
differs from theirs in two ways. First, we use a larger pool of free apps that contain both
open and closed source code, and second, we gather metrics of existing documentation
and study these disparate data sources in a multiple regression context. This allows us to
measure impact of some variables on a response while controlling for other covariates.
3 Theory
Writing software is a knowledge-intensive activity. Understanding the structure and
purpose of large software systems well requires significant effort; this has been an ac-
tive area of research [7,13]. The creation and use of software knowledge impacts de-
veloper productivity, such as the upfront time cost of writing documentation, updating
documentation as the software evolves, and the time spent in informal explanations be-
tween colleagues. This knowledge barrier to entry arguably leads to the “thin spread of
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knowledge”, where relatively few developers [8] in large teams have deep knowledge
about the system under development.
A recurring challenge in software engineering is the difficulty of studying the
“demand” for program understanding. Which components of the system are most fre-
quently asked about? What influences the demand for knowledge about these compo-
nents? Generally, previous studies of program understanding have employed human
studies that have yielded valuable insights [12,18]. Given the cost of doing such studies
however, it is difficult to get large-sample data that allows us to distinguish how the
programmer demand for information varies from element to element.
The advent of on-line forums like StackOverflow, and powerful search engines, have
changed the way programmers work. It has by now become a routine experience to
probe a search engine with a compiler or run-time error and finding a remedy on Stack-
Overflow. Such experiences have left numerous traces for researchers to mine and study.
Thus, it is now possible to investigate programmers’ quest for knowledge, and the fac-
tors that influence their various quests, using a large-sample mining methodology over
StackOverflow. In this work, we focus on the relationship between Android API-focused
questions on StackOverflow and the actual usage of those APIs in real world, published
apps. This allows us a novel opportunity to examine how a large body of developers
use an API in practice, and how this affects the frequency of mention of these APIs in
StackOverflow. Figure 1 illustrates, in a simplified fashion, the process of Android app
programming and documentation mining.
We expect a relationship between API usage and the frequency of questions on Stack-
Overflow (SO), as the more developers use a given API, the more likely there are to be
associated questions. We expect a relationship between the amount of documentation
for a class and the number of questions about it, as classes with less documentation
may be harder for developers to understand. One must control for the usage of the API,
however, as highly used APIs will likely be the source of many questions, regardless
of documentation. Finally, after controlling for usage, we expect fewer answerers for
questions about classes with less documentation. The intuition is that fewer developers
will have expertise on classes with less documentation, so questions on those classes
will have a smaller set of answerers. We study the following specific questions.
Research Question 1: What kind of relationship exists between uses of classes in free
apps and the mentions of those classes in SO questions and answers?
Research Question 2: Do the properties of the existing Java documentation influence
the relationship between SO and usage? In other words, how does the volume of docu-
mentation relate to the number of questions in SO?
Research Question 3: How do the number of available answers depend upon the USE
of a class, and the volume of available documentation?
We note several unexpected issues when attributing questions to API classes, includ-
ing stack traces, code blocks, poorly formatted questions and answers (posts), incorrect
user-defined tags, multi-word class name splitting, highly coupled classes, and base
classes with many subclasses.
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We also present a case study of the relationship between usage and demand for doc-
umentation for specific classes at different ratios of usage to demand. In this case study,
we look at three clusters of API classes: those that have equal numbers of questions
and uses, those with more uses than questions and vice versa. In addition, we look at
random points on the major trend line. We randomly sample ten questions for each class
in each group, and draw conclusions based on our findings.
4 Data and Methodology
Data. Android class invocation data was taken from a pool of 109, 273 free appli-
cations. The majority of the applications in our data set were pulled from the official
Android market as well as several third-party English and Chinese markets.1 82% of the
applications were from English markets with 66% of those coming from the official An-
droid market. 18% of the applications were taken from Chinese markets.2 Using data
from multiple markets diversifies our data set, as different groups of developers may
post to different markets. Thus our data is robust against bias that may be introduced
due to application market politics.
StackOverflow provides data dumps, under a Creative Commons license, sporad-
ically on their blog [19]. Our data is based on a data dump from August 2011. We
imported this data dump into our database and used each post’s content and title to per-
form class name matching. We also used the tags column in our data gathering process
outlined in Section 4.
The Android documentation and lines of code information were extracted by running
Javadoc with a custom Doclet on Android source code [10]. The StackOverflow data
includes questions and answers from Android releases up to version 3.2.2 (as Android
version 3.2.2 was released in August 2011).
However, not all of Android version 3.x source code is available through the repos-
itory. Android 3.x was intended for use on tablets, and Google felt this code was in-
complete and didn’t want developers building on the source [3]. To address this issue,
whenever possible, we took documentation and lines of code data from Android 2.3.5
source code; otherwise, we took data from Android 4.0.1 source code. This resulted in
90% of our documentation and lines of code data coming from Android 2.3.5. We be-
lieve this is an acceptable compromise as the number of new classes between versions
is minimal in comparison to the total number of classes, reducing the influence that this
problem has on data gathered from our large data set. We included deprecated classes
in our data set because although the use of deprecated classes is not encouraged by
API developers, users still write programs utilizing them, and thus, ask questions about
them.
Linking Methodology. To gather our data, we used a process adopted from Parnin [15].
In our case, a link is a connection between a StackOverflow question and an Android
class. The types of links are Tag links: A class name match occurring in the tags section
1 The applications were acquired between December 2011 and October 2012.
2 Due to changes in the crawling process these are rough estimates.
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Fig. 2. An example of a question with multiple links. This also illustrates an issue with multi-word
class names being split in natural language, not generating a link.
of a StackOverflow question, Word links: A class name match occurring directly in
the natural language text of a question, and Href markup links: A class name match
enclosed by HTML <a></a> tags. For our purposes, all link types were treated the
same as shown in Figure 2 (i.e. we union all links and treat them without priority).
Empty string word boundaries were used to isolate class names within question bod-
ies. Negative lookahead (viz., making sure a regex pattern is not followed by another
specified regex pattern) was used to deal with problems in our question parsing with
inner class definitions. Without negative lookahead, a search for a class such as Shared-
Preferences would also result in an incorrect match for SharedPreferences.Editor. All
parsing was done in a case insensitive manner.
A single-word class is defined by camel case, e.g. Activity is a single word class,
whereas ImageView, is a two word class. For single-word classes, we include every type
of link except word links as single-word classes are often commonly used words that
turn up a large number of false positives. However, in contrast with Parnin’s method,
we did not consider any class name matches appearing within <code></code> tags.
Novice users often post complete code blocks in with their questions; this leads to
frequent confounding mentions of popular classes, just because they happen to occur
in many code blocks. In addition, we attempted to remove standard Android log output
from the body of questions as users will sometimes post entire log traces of errors
they encounter, occasionally generating false positives. Also, all links to subclasses are
attributed to their parent, thus maintaining a consistent level of aggregation.
Stack Overflow. We parsed the online Android developer javadoc based documenta-
tion [1] to generate a list of android classes. We pulled all API calls that existed as of
Android version 3.2.2, API level 13, as this was the latest Android version released as
of the date of our StackOverflow data dump3.
Class names were used to generate links within StackOverflow questions as outlined
above. We aggregated these links and recorded the class name that triggered each link
along with the associated post ID. It is possible for a question to have multiple links, and
each was recorded. Figure 2 clarifies this process. If a single question has multiple link
3 Manual samples showed that most questions were of a more general form, so the use of classes
from a single Android version is a reasonable choice.
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types for the same class, only a single link for that class-question pair is recorded. We
used the same method for gathering data from StackOverflow answers as for questions,
with a change in generating tag links. In StackOverflow, there is no concept of an answer
having a user-defined tag. To account for this, we linked each answer to the linked tag
of the corresponding question.
This process results in data on a per-class basis that includes the number of questions,
number of unique askers, number of answers, number of answer threads, and number
of unique answerers.
Android. We converted Android application code (APK) to a human-readable format
using APKTool [2] APKTool generates a folder from each APK file containing the
Android Manifest file, resources, and a directory consisting of byte code files corre-
sponding to original source files. We processed the extracted byte code files looking
for function invocations (invoke-virtual, invoke-super, invoke-direct,
invoke-static, and invoke-interface). We also gathered package names,
class names, method names, return types, arguments, and number of calls per APK. We
used this function invocation data to calculate the total number of calls for each class
as well as the number of distinct APKs that call each class. This process is depicted in
Figure 1. We joined the resulting APK data with our StackOverflow question links to
generate the finalized data used to answer our research questions.
4.1 Model Building
For several of our research questions we wanted to understand the impact of a set of
explanatory variables on a response while controlling for known covariates that might
influence the response. We use negative binomial regression, NBR, a generalized linear
model used to model non-negative integer responses.
Of concern is that many of the Android classes do not have quesztions; in other
words, our data contains many rows with a response value of zero which presents a
challenge for the standard NBR model. Zero inflated negative binomial regression and
hurdle regression are two methods designed to address this challenge by modeling the
existence of excess zeros [4]. It is common practice to fit both types of models, along
with the standard NBR model, and compare model fits to ascertain which structure is the
most appropriate [4]. Since these models cannot be viewed as nested models we employ
both Akaike’s Information Criterion, (AIC), and Vuong’s test of non-nested model fit to
determine appropriateness of method [22]. We employ log transformations to stabilize
the variance and improve model fit when appropriate [6]. Because explanatory variables
are often highly correlated, we consider the VIF, variance inflation factor, of the set of
predictors and compare against the generally accepted recommended maximum of 5
to 10 [6]. Finally, when we consider whether explanatory variables should remain in a
model we use either a Chi-Square goodness of fit test or the aforementioned Vuong’s
test of non-nested along with AIC to ensure that inclusion of the additional variables is
justified [6].
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Fig. 3. A log-log scatter plot of how much each class is used vs how many questions are asked
about it. The apparent linear trend with slope smaller than 1 (≈ 0.31) points to a saturation in the
number of questions needed to document a class.
5 Results and Discussion
Class Popularity vs Questions Asked About It. Each class in our data has an asso-
ciated total number of calls from Android applications which we use as a proxy for its
popularity and a total number of StackOverflow questions that mention the class. Fig-
ure 3 is log-log scale scatterplot showing the relationship between a class’s popularity
(x-coordinate) and the number of mentions (y-coordinate) in questions. The color indi-
cates how many data points share a region on the plot. The distribution of the points, is
suggestive of the relationship between popularity (or usage) of a class and the demand
for external documentation about it. The plot shows a strong linear trend between log x
and log y, with a slope of 0.31, which translates into a sublinear dependence of y on
x. As might be expected, a class’ popularity, as measured by the number of APK calls,
is strongly associated with the number of questions generated about it. However, it is
noteworthy that the trend becomes sub-linear toward higher uses, and we conclude that:
Result 1: On the average, the demand for class documentation from SO grows slower
than class usage in the code.
One possible interpretation for this phenomenon is that the more a class is used, or
called, by APKs the more people are using it. And thus, the more people ask about it.
Since SO make available, online, all questions asked and all answers to them, it is likely
that after a certain number of questions, a person asking a question will usually find that
his/her question (or a very similar one) has already been asked and answered on SO.
So, instead of asking it again, s/he will use the answers already provided.
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Table 1. The relationship between uses of an API call and discussion of that call in both questions
and answers is mediated by both class and method documentation for the API call
Hurdle Model: Count Model:
numquestions numanswers numquestions numanswers
(1) (2) (3) (4)
log(numquestions+0.5) 1.662∗∗∗ 1.021∗∗∗
(0.140) (0.015)
log(numcalls+0.5) 0.330∗∗∗ 0.254∗∗∗ 0.333∗∗∗ 0.036∗∗∗
(0.029) (0.043) (0.020) (0.008)
log(sourceloc+0.5) 0.176∗ −0.139 0.241∗∗∗ −0.044∗
(0.096) (0.129) (0.078) (0.025)
log(numinnerclasses+0.5) 0.189 −0.121 0.440∗∗∗ 0.074∗∗
(0.174) (0.249) (0.142) (0.032)
log(classdocloc+0.5) 0.328∗∗∗ 0.302∗∗ 0.141∗∗ −0.051∗∗∗
(0.095) (0.129) (0.067) (0.019)
log(avgmethdocloc+0.5) −0.073 −0.020 0.007 0.079∗∗
(0.126) (0.177) (0.102) (0.031)
Constant −2.677∗∗∗ −1.344∗∗ −1.264∗∗∗ −0.096
(0.492) (0.634) (0.439) (0.131)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
API Self-documentation vs StackOverflow Questions. To address this question we
model a count of the number of questions that mention a particular class as a response
against explanatory variables that measure the level of API documentation for that class
while controlling for the usage and the size of the class. The API documentation for an
Android API class was captured in two variables, the line count for the class documen-
tation proper, as well as the mean line count of documentation for each method. To
control for the usage of the class we included the number of calls to that class found
in the APKs. To control for the size, we used the number of lines of code in the class.
We log transformed all variables. In addition to stabilizing variance, the transformation
induces a natural interpretation; a small increase to a short document is, on average,
more likely to improve understanding than a small increase to a long document. In all
cases, Vuong’s test of non-nested model fit favored the transformed variant yielding a
better fit to the data with p-value < 0.001. One cause of concern is that the mean of
method documentation size is significantly rank (spearman) correlated with class doc-
umentation size (0.69 p=value < 0.001). The VIF, variance inflation factor, of these
variables in a model, however, was well within bounds at < 1.35 (See Sec. 4.1).
We compared standard NBR models with their zero-inflated and hurdle counterparts.
The standard NBR model slightly underestimated the zero count whereas the zero in-
flated models overestimated them. The hurdle models had the lowest AIC and precisely
predicted the observed number of zeros. In all cases Vuong’s method preferred the hur-
dle models with p-value < 0.001.
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The count component of the model is presented in the third and fourth columns of
Table 1. As expected we can see a positive relationship between the usage of a class
(numcalls) and the number of questions that mention that class. On the other hand,
class documentation is a positive and significant predictor for number of questions, but
is slightly negative, while still significant, for number of answers referencing that class.
We conclude that class documentation is important in driving the number of questions
that reference a class for askers. Interestingly, the average method documentation is
not significant. We also note that both the size of the class and the number of inner
classes have a positive effect on the number of questions referencing the class, a result
not surprising having in mind that both of those predictors are a facet of complexity.
Larger, potentially more complex classes are mentioned more often in questions.
The zero portion of the hurdle model is presented in the first two columns of Table 1.
Here we model the factors that influence the ability of a class to cross the “hurdle” of
obtaining even a single mention in a question (first column) or answer (second column).
The coefficients represent the affect of that variable on overcoming the zero hurdle. Us-
age also has a positive effect in the model for both number of questions and number
of answers. This means that the more popular a class, the greater the chance the class
has of overcoming the hurdle of acquiring a reference in either question or an answer.
Interestingly, total class documentation is highly significant and strongly positive in the
zero portion of the model (left column), indicating that more documentation is asso-
ciated with more questions. It can be argued that when faced with impersonal pages
of documentation, one may be driven to asking a question on Stack Overflow where a
personalized response is minutes away.
Class size, number of inner classes, and method documentation size, on the other
hand, are not significant to overcoming the hurdle. This suggests that available class
documentation, and not size/complexity, drive questions for at least one person. Taken
together with the count model, the average size of method documentation drives the
first mention to a large extent, but subsequent mentions are also dependent on class
size. Positive coefficients suggest that greater volume of documentation tends to be as-
sociated with more questions, rather than fewer.
Result 2: Class documentation size and class size have a relationship with question
mentions on Stack Overflow, while controlling for the usage in free APKs.
API self-documentation vs StackOverflow Answers. We asked the same questions
with respect to the number of answers for a given question and the count model results
are presented in the third and fourth columns of Table 1. In addition to the controls we
used for questions, when modeling answers we also control for the number of questions.
This is necessary, despite potential multicollinearity issues, as the number of answers
will have a strong dependence on the number of questions. In fact, VIF values for this
model were below 3, which is within acceptable limits [6]. We see that, while still pos-
itive, the effect of usage has a much lower impact on the number of answers than it
does on the number of questions. This suggests that people who answer questions are
motivated more by questions than by the usage of the classes; SO is a “gamified” envi-
ronment where people are motivated to accrue higher scores by providing more valuable
answers to more questions. The dependence of answers on class documentation is also
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somewhat different; the coefficient for class documentation being very significant and
slightly negative. Given that a class is already mentioned in an answer, greater class
documentation is associated with fewer references in answers. Perhaps most interesting
is that class size has no significant impact on answer references. Larger classes drive
more questions, but not more answers, when controlling for the number of questions.
We turn now to the zero model presented in the first and second columns of Table 1.
The coefficient for the number of questions is positive which implies that the more
questions that mention a class, the more likely that at least one of the answers will also
mention the class. The number of calls to a class has somewhat lower influence on the
occurrence of an answer that mentions the class, than in the zero model for questions.
It is a small difference, however, its lower value suggests (as above) that answerers will
be somewhat less impacted by usage than simply by the existence of the question. As
for questions, documentation size has a significant affect on the first answer, with a
slightly smaller coefficient. Documentation size, therefore is important for answerers,
when giving the first answer to questions about a given class. Perhaps this is an ef-
fect of the gamified platform underlying Stack Overflow, where the best response gets
the answerer more points, thus being first to answer provides competitive advantage.
The size of the class documentation, arguably, only makes the competition more inter-
esting, viz. who can digest it and provide an answer first, within a short turnaround time.
Result 3: Class documentation size has a strong positive relationship with getting the
first answer which mentions it on Stack Overflow, controlling for usage in free APKs.
5.1 Case Study: Class Usage and Their Mentions in Questions
To gain insight into our data, we sampled, and manually evaluated, classes falling in
different regions of the plot in Figure 3. We identified three distinct clusters in Fig-
ure 3: one outlier group above the regression line, top-left cluster, one outlier group
below the regression line, bottom-right cluster, and a group with extremal values in
both, top-right cluster. To isolate these groups, we examined the plot of the data points
and manually selected the clusters by range (nearby points). We then sampled classes
corresponding to these data points and referenced the Android documenation for each
class. After randomly sampling ten StackOverflow questions linked to each class name
in each group, we categorized the classes in each cluster in an attempt to identify any
systematic differences. We also manually marked each sampled question with a flag
indicating whether or not the linked class name was the question’s topic. The classes
mentioned below are notable examples from this study.
Bottom Right Cluster. The bottom right region contains classes that are not explicitly
created and called by users in Java code, so their function invocation counts are high, but
their question references are low. This group also includes self-explanatory classes that
have relatively low barriers to entry or classes or calling conventions that are analogous
to standard Java or other common platforms, reducing question references. This latter
cateogory includes classes such as Editable and Environment. Programmers find such
classes relatively straightforward, despite frequent use largely owing to their abstract
nature and simple role.
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Top Left Cluster. The top left region contains classes that are more application-specific,
and less frequently used. Still, they have a fair number of question references as they
may have confusing APIs and relatively small amounts of documentation for their com-
plexity. For example, the class MediaStore deals with audio files and has 30 static public
fields - a considerable number in comparison to the average of 4.98 public fields across
other classes. Similarly, the class Parcelable deals with serialization. Efficient serializa-
tion is often a complex topic owing to pointers and recursive data. Finally, although the
class ContactsContract is likely application-specific, it is not necessarily uncommon. A
close investigation revealed that this class is a base class with numerous subclasses that
provide for interaction with a device’s contact information. This base class is seldom
directly called when accessing contact information, explaining its low use count in our
APK data. Interestingly, there are only a total of 22 question references combined for
all 61 subclasses but 131 question references for the base class. This indicates that users
will sometimes ask about the base class rather than the subclass which is actually used.
Top Right Cluster. The top right cluster contains classes that are necessary to use
the Android platform and thus have high invocation counts. These classes also have
many question references as they are where newcomers to the platform begin their
understanding. To spare repetition, we only discuss one of the sampled classes as all
classes in this cluster have a similar explanation for their existence in this group. The
Activity class is the core of Android UI; each screen or page in an application extends
the Activity class. Thus, the fact that it has a very high invocation count and has a large
number of question references is not surprising.
6 Threats and Caveats
In this study we considered only one topic of questions, the Android platform. It is not
clear whether conclusions generalize beyond this setting. Second, our study cumulates
effects (questions, answers, uses, documentation lines, lines of code) over time, and
thus can only point out associations, not causes and effects. A more detailed time-series
study would be required to reveal, for example, whether more questions lead to more
class documentation or vice versa; and likewise, whether average documentation lines
per method is a cause or effect of more answers.
The remaining threats listed below arise from the fact that StackOverflow is unstruc-
tured natural language text, and extracting information therefrom is naturally a noisy
process. We anticipate that emerging work in the area of salience and named entity
recognition can be fruitfully used in this context, and help address the issues below.
We primarily consider the mentions of a class name in answers and questions. We
have taken care to ensure that the mentions are actual mentions of a class name in the
natural language text, and not merely in code included in the question or the answer.
However, a mention of a class in an SO question or answer does not necessarily mean
that the message is about that class; but it does mean that the message is relevant some-
how to the class. Manual examination suggests that while a mention indicates some
relevance, more often than not, a message that mentions a class isn’t necessarily mostly
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“about” that class. There are some new, emerging tools that promise to find the most
salient mentions [17].
Code fragments included within questions and answers present a quandary. Includ-
ing complete code fragments (that are pasted into Q & A) in the analysis would be
tantamount to sampling mentions of classes twice, once in the code itself, and once in
the code pasted into the unstructured text. On the other hand, smaller fragments may
include more relevant mentions of classes than full fragments. We plan to redo the anal-
ysis with smaller fragments included. A related issue is the posting of code without
<code></code> tags; this is a minor concern, however, as it is usually corrected by
moderators.
There are multiple sources of possible error in class name recognition within the
unstructured StackOverlow text. First, some classes have common English language
class names, e.g. Security. The word “security” is often mentioned in posts that have
nothing to do with the Security class, thus giving rise to false positives. Secondly, users
sometimes split multi-word class names with a space, e.g. referring to TabWidget as
Tab Widget as shown in Figure 2. This can cause problems when attempting to match
a question with a class name. Fortunately, this problem was not common in our case
study.
6.1 Conclusion
We have studied the relationship between the use of Android API classes in over
100, 000 applications, and the questions and answers that mention these classes. We
find that: a) questions do increase with use, although there is a non-linear saturation ef-
fect, suggesting that knowledge of the most popular classes do get internalized to some
extent, or become easier to find; b) the total amount of available documentation for a
class has no impact on the number of questions, but the size of classes does, suggesting
that more complex classes increase the need for information; and c) that the situation is
reversed for answers: the total amount of class documentation decreases the number of
answers per question while class size has no effect, and the documentation per method
increases the number of questions. To our knowledge this is one of the first studies
clearly relating Android market place usage of APIs to the occurrence of these APIs in
StackOverflow questions. We believe that this is a fruitful area of study, and we invite
other colleagues in joining us to improve data cleaning, examine causes and effects via
time-series analysis and so on. Clear findings on the causes of documentation demand,
and the effects of good and bad documentation, can have a profound impact on the
effective use of complex platforms like Android.
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Abstract. Is trust to web pages related to nation-level factors? Do trust
levels change in time and how? What categories (topics) of pages tend
to be evaluated as not trustworthy, and what categories of pages tend
to be trustworthy? What could be the reasons of such evaluations? The
goal of this paper is to answer these questions using large scale data of
trustworthiness of web pages, two sets of websites, Wikipedia and an
international survey.
Keywords: trust, language, Wikipedia, temporal, national, credibility.
1 Introduction
In the early 90s there was a need to organize an increasing number of web-
sites. People had problems with navigating a still expanding Internet. Search
engines and Internet catalogues have ﬂourished in order to address this issue. At
that time, not only content credibility but even Internet frauds were not serious
issues. Increasing number of less proﬁcient Internet users and lowering costs of
publication became a driving force in this change and have stimulated the bloom
of Internet frauds.
Warning against potentially harmful websites constitutes a very useful feature
but, for some time now, no longer suﬃcient. The broad spectrum of information,
ranging from completely non-credible (e.g. theories that earth is ﬂat) to very
credible, can be found on the Internet and, therefore, users need a support while
deciding whether to trust a particular information or not. It is the subject of
dynamic research (e.g. Reconcile project) and also some commercial and semi-
commercial projects (Hypothesis, FactLink, Web of Trust).
On the one hand, web content credibility gets more and more important for
the Net. On the other hand, not much is known about temporal, cultural and
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thematic patterns of websites credibility. Since the early 50s concept of credi-
bility has been widely studied by psychologists, media experts and economists.
Most publications focus on either persuasive eﬀect of source credibility[1-3] or
media credibility[4] or importance of credibility for economic theories[5]. Most
researchers agree that credibility is not a property of object, person or piece of
information but it is rather a perceived quality[6].
Researchers argue whether credibility is a subjective or objective matter.
Tseng[6] proposed four types of credibility: presumed, reputed, surface and ex-
perienced. The ﬁrst two types are based on either stereotypes or third-party
reports. The last two are derived from individuals own experiences. Some people
can argue that those categories are an essentially heuristic use to assess credibil-
ity and do not deﬁne diﬀerent types of assessed variable. This view seems to be
strengthened by the deﬁnition of credibility as believability, given by Fogg[7].
People use heuristics to assess credibility. A physically attractive person is
perceived more credible[8]. People constantly use some signals to estimate credi-
bility of others and the same type of mechanism exists also in terms of assessing
web content credibility. Study conducted on over 2500 Internet users at Stanford
University revealed 18 areas that people notice while assessing web site credi-
bility[9]. Almost 50% participants pointed at design and look, the one forth on
information design and information structure. Bias of information and tone of the
writing are present only in ca. 10% comments. On the other hand, asking people
explicitly about features they use to assess credibility can only reveal heuristics
they are aware of. People also adapt their heuristics speciﬁcally to web sites.
They use position in an Internet search engine (higher position indicates more
reliable information[10]) or following graphs and presence of shortened URLs for
tweets[11].
The prominence-interpretation theory[12] tries to combine signals with peo-
ples motivation and perceptibility. The theory assumes that ﬁrst, user has to
notice particular feature and only then he starts evaluating it. This process is re-
peated many times by a single user for a single web site and its eﬃciency depends
strongly on users motivation and experience. The prominence-interpretation the-
ory is mainly focused on conscious processing and ignores preapprehension and
feelings in general. It is worth noticing the fact that some features can be dif-
ﬁcult to notice by people (e.g. number of question marks or punctuations) but
still may be highly correlated with content credibility[13].
Most studies are focused on an attempt to understand factors inﬂuencing
a credibility at an individual level (either web site or person) but large-scale
systems supporting credibility evaluation build in the last few years create an
opportunity to take a closer look on credibility of the Internet (or at least a
huge amount of web sites) and dependencies interrelation between time, subject
of a web site, language and credibility. Many questions seem important from
sociological point of view. Among them:
– Are the web sites becoming more credible?
– What is the most credible subject on the Internet?
– Is web sites credibility evaluation related with a trust level in societies?
Aspects of Web Credibility 421
This paper is devoted to an attempt to answer these questions. Such answers
may also have many practical applications, namely can be used for improving
automatic credibility evaluation by incorporating additional context information
(e.g. subject, language etc.).
No large-scale study of trustworthiness and credibility of web sites, which focus
on such dimensions like language, time or culture, exists. Therefore, the paper is
intended to ﬁll this gap. The main assumption was to analyze existing credibility
ratings and real web sites instead of orchestrating a dedicated surveys or craft
special content. The particular attention was placed in assuring the scale that
justiﬁes generalization and makes drawing conclusions for the whole Internet
possible. In total, more than 600 thousands web sites have been analyzed.
The rest of the paper is organized as follow. In the next chapter, are described
datasets used in this paper . Results obtained for these datasets are presented
in chapter three. Chapter four is focused on discussions about hypothesis that
may explain the results. The last chapter summarizes the paper and proposes
some interesting topics for further investigation.
2 Datasets
2.1 Article Feedback Tool
For our analysis we have used dataset build upon results of Wikimedia Foun-
dation experiment with the feature to capture reader quality assessments of
articles. Article Feedback v4 (AFT) was allowing users of English Wikipedia to
rate every article with 4 diﬀerent dimensions (trustworthy, objective, complete,
well-written). AFT is a survey for article feedback to engage Wikimedia readers
in the assessment of article quality. Reader is presented with short survey below
every article and he can submit his ratings about four diﬀerent aspects of article
by choosing on 0 to 5 stars scale.
Original AFTv4 dump contains over 11M articles ratings based on 5.6M dif-
ferent revisions of over 1.5M distinct articles collected between July 2011 and
July 2012. For comparison we have selected two subsets of data containing ﬁrst
3 and last 3 months of article ratings and aggregated them grouping by article.
Then we excluded pages that werent present in both datasets.
2.2 Web of Trust
WOT is a crowdsourcing system started in 2005 by two post-graduate students
from Finland. Every logged user can evaluate each visited web site on four di-
mensions (trustworthiness, privacy, vendor reliability, and safety for children)
and may also add comment to the evaluation. WOT aggregates all evaluation
and show a pair of values (ranging from 0 to 100) for each dimension level of
conﬁdence and value of evaluation. However, the WOT does not disclose how
this numbers are calculated. According to the company’s blog numbers presented
to the users are the average of left evaluations weighted with rater’s credibility.
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Up to now users have evaluated 43 million web sites and every month more than
500 thousands new web sites are evaluated.
WOT neither publish the dataset nor make it open for scientists. The only
way to access information about web site credibility is via an open API. A
researcher can send a question about a particular web site and he will obtain the
same answer as plugin users. Datasets studied in this paper have been collected
by multiple sending requests to WOT API and recording results. There is no
publicly available list of web sites evaluated in WOT system, so an external lists
have to be used: 1M most popular web sites from the Alexa and the DMOZ
catalogue.
Only a part of domains from both lists have evaluations and this fact is also
strongly correlated with its popularity. For the ﬁrst few thousands most popular
domains only a small fraction does not have evaluation (less than 5%) which
is not very surprising (the more people visit the web site it is more likely that
someone will evaluate it). On the other hand only one-third of domains in the
second half of the Alexa rating list have at least one evaluation. In average, 41%
domains on the list are evaluated.
Quite often web sites have been evaluated at only one or two dimensions
(instead of four). Correlation level between diﬀerent evaluation dimensions is
very high and exceed 0.95 for all but child safety dimmension. That is why in
this paper only two dimensions are studied – trustworthiness and child safety.
2.3 Category Detection
All domains have been assigned to categories with help of the AlchemyAPI
www.alchemyapi.com, a services which is based on NLP tools. For academic
accounts Alchemy limits the number of requests to 30 thousands per day. The
motivation to use AlchemyAPI instead of other methods (e.g. TF IDF with a
manually tagged corpus) was the intention to make these results easily replicable
for other scientists.
2.4 Nation Level Data
The procedure to obtain the dataset was as follows. We started with all tokens,
known as correct words in each language in the Aspell library. That limited our
list of languages. We then replaced accented characters with their non-accented
(ascii) equivalents, because of domain names restrictions. The lists of tokens
generated this way were submitted to WOT query API. Unfortunately, this
seemed the only plausible procedure since WOT does not enable to browse the
data it collects and one needs to query for speciﬁc domain.
3 Results
3.1 Eﬀect of Time on Web Sites Credibility
Freshness is one of factors that inﬂuence content credibility[14]. Time can aﬀect
web site credibility in many ways. Even if the web site content has not change,
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new facts or discoveries may make it irrelevant or wrong (the same eﬀect can be
observed for science as well as for sport). Many web sites are regularly updated
and each update may change web sites credibility (people may struggle to im-
prove published content but may also use previously gained reputation to sell
products or misinformation).
An attempt to trace credibility changes of a particular web site faces many
diﬃculties. The most obvious is that evaluations have to be done at many points
of time (we cannot ask people for evaluate an old version even if we have stored
content, because the passage of time might change content credibility). To solve
this problem, credibility rating from WOT has been collected every two days for
almost four months. Results for ﬁrst and last run are presented in Table 1 (for
Alexa) and Table 2 (for DMOZ catalogue).
Table 1. Average trustworthiness (trust) and child safety (safety) for two snapshots in
time (”old” – September 2012 and ”new” – January 2013) for domains from the Alexa.
Statistically signiﬁcant diﬀerences are denoted with stars.
Category no. of domains Trust old Trust new Safety old Safety new
Arts&entertainment 29257 79.88 79.92 73.11 73.09
Business 36218 78.14 78.18 80.60 80.59
Computer&internet 41497 76.09* 76.03* 76.40* 76.36*
Culture&politics 16098 73.17 73.20 60.98 60.96
Gaming 7491 79.90 79.91 77.46 77.44
Health 6122 77.43 77.45 77.85 77.87
Law&crime 1535 74.43* 74.24* 70.97 70.83
None 66125 75.55 75.57 75.60 75.62
Recreation 34522 76.51 76.49 72.46* 72.42*
Religion 5251 80.52 80.45 80.58 80.50
Science&technology 11149 81.84 81.86 82.18 82.13
Sports 7389 82.60* 82.70* 82.87* 88.96*
Weather 131 86.32 86.24 88.85 88.83
All 263444 77.19 77.19 75.46* 75.44*
A relatively short time span between measurements, high number of web sites
and the fact that WOT returns only an aggregated credibility score for all eval-
uations (very old and relatively new) causes that big diﬀerences in aggregated
credibility for categories should not be expected. In fact, diﬀerences are small
and in most cases statistically not signiﬁcant. As can be seen in Table 1 , av-
erage credibility has increased for eight categories but only for one – sport –
the diﬀerence is statistically signiﬁcant. Among ﬁve categories, which have lower
credibility in a second run, only for Computer&Internet and Law&Crime diﬀer-
ences are statistically signiﬁcant. Similar, small changes can be also observed for
the dimension child safety. The main diﬀerence is that an average child safety
for all web sites has slightly decreased but this change in opposition to trustwor-
thiness is statistically signiﬁcant.
424 R. Nielek et al.
In Table 2 is presented a comparison of trustworthiness level for two runs for
domains from the DMOZ catalogue. Only for two categories – culture&politics
and science&technology — can be observed statistically signiﬁcant diﬀerences
and, in both cases, web sites are getting more trustworthy. Very small change
in average trustworthiness of all domains is visible but cannot be conﬁrmed as
statistically signiﬁcant.
On the other hand very interesting pattern exists for the 20% most trustwor-
thy web sites in the Alexa. Trustworthiness has increased from 95.28 to 95.32
and this change is statistically signiﬁcant on the level 0.005. The same eﬀect
can be observed for the AFT dataset where average trustworthiness has risen
from 84.13 to 84.35 (statistically signiﬁcant on the level 0.00003). It may be an
interesting point in the discussion about the rich get richer hypothesis. For the
AFT dataset such an eﬀect does not occur.
Other interesting source making a temporal analysis of trustworthiness evo-
lution for a big number of web sites possible, is the AFT dataset , described in
details in previous chapter. In table 4 are presented results for two subsets (ﬁrst
three months and last three months). In opposition to results for the Alexa and
the DMOZ for almost all categories average trustworthiness is decreasing and
results are statistically signiﬁcant. The same eﬀect can be also observed for all
articles.
Table 2. Average trustworthiness for two snapshots in time (old – September 2012
and new – January 2013) for random sample of domains from the DMOZ catalogue.
Statistically signiﬁcant diﬀerences are denoted with stars.
Category no. of domains Trust old Trust new
Arts&entertainment 17656 73.93 73.96
Business 34754 71.81 71.81
Computer&internet 25660 73.08 73.02
Culture&politics 10570 74.19* 74.28*
Gaming 1923 75.68 75.79
Health 7113 72.27 72.28
Law&crime 2225 72.32 72.30
Recreation 15706 72.47 72.48
Religion 7963 73.39 73.42
Science&technology 8634 75.30* 75.46*
Sports 8045 73.45 73.46
Weather 54 77.07 77.76
All 141232 73.05 73.04
3.2 The Most Credible Websites Are about...
All web sites in both datasets have been assigned to one of twelve categories
(plus None). Diﬀerences in trustworthiness between all categories presented in
the tables 1 and 2 are statistically signiﬁcant. Web sites about weather forecast
are evaluated as the most credible for both datasets. On ﬁrst sight it may look
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Table 3. Average trustworthiness for two snapshots in time (old – ﬁrst three months in
dataset and new – last three months) for random sample of 50% articles with evaluation
from the AFT dataset. Statistically signiﬁcant diﬀerences are denoted with stars.
Category no. of domains Trust old Trust new
arts&entertainment 53461 3,02* 2,99*
business 17151 2,80* 2,75*
computer&internet 12626 2,73* 2,66*
culture&politics 27691 2,83* 2,78*
gaming 3131 3,19* 3,16*
health 6725 2,74* 2,70*
law&crime 830 2,65 2,75
recreation 4739 2,99* 2,94*
religion 14992 2,86* 2,83*
science&technology 46790 2,79* 2,74*
sports 8414 3,13 3,12
ALL 196550 2,89* 2,84*
a little bit counterintuitive but it may be explained with a limited expectation.
People know that weather forecasts are only a scientiﬁcally supported guess and
do not validate them (although it is very easy).
Another plausible explanation with evidence in the data is the view that
trustworthiness correlates with the amount of intentional deception possible in
a category. People tend not to believe cultural and political communication,
have little trust in legal and crime-related websites. In all these types of commu-
nication deception occurs intentionally. Perpahs, the most striking evidence of
importance of the intentional trust component is the highest trust put in weather
forecast websites. The content of weather forecasts is related to the reality in
a limited way as the accuracy of weather models is still far from being per-
fect. However, the “deception” of weather forecasts is unintentional. Moreover,
it is likely that no spam or other dubious activity takes place around weather
forecasts, as opposed to politics and crime categories, for instance.
A comparison between trustworthiness ratings for DMOZ and Alexa datasets
reveals some similarities but also many big diﬀerences. Categories like law &
crime and health are among less credible in both datasets (Science & technology
next to weather forecasts are very trustworthy) but for others, like sport, religion
or business, rating are missing a common pattern. Business is the least credible
category for DMOZ catalogue and in the middle for the Alexa. Although the
category for both datasets is the same, there are huge diﬀerences concerning
business web sites between the DMOZ catalogue and the Alexa. Putting web
sites into the DMOZ catalogue requires just ﬁlling out the form. Being in the
Alexa is reserved only for established companies with a considerable number of
visitors.
The same patterns are not clearly noticeable in articles from Wikipedia. The
ﬁrst problem is that some categories are not represented in this dataset (or there
are only a few pages in a category e.g. one page in weather forecast category).
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Second, subjects of articles in the Wikipedia are not related one to one with web
sites either from the DMOZ catalogue or the Alexa. On the other hand, in AFT
dataset, similarly as in the Alexa, web sites about sport are among the most and
law & crime among the least trustworthy.
Spearman rang correlation calculated for average trustworthiness for cate-
gories between the Alexa and the DMOZ is 0.517. Even higher is the correlation
between the AFT dataset and the Alexa – 0.536. Positive correlation shows that
web site category can be used at least as provisional ﬁlter which can help to
identify web sites for an in-depth study (with other methods e.g. NLP).
3.3 Search for Information in Estonian
European Social Survey (ESS) is a rigorous cross-national attitude survey that
tries to trace changes in social behaviors in time and spots diﬀerences between
countries. The biggest advantage of ESS is that results from many countries can
be compared, because there has been used the same methodology. Results are
freely accessible1 . Data from the round ﬁve (ﬁnished in 2010) has been used in
this paper.
Spearman rank correlation between average trustworthiness for countries top
level domains and percentage of people in population who selected values from
8 to 10 as an answer for a question Most people try to be fair is 0.264. Figure
3 presents average results of WOT data, aggregated for each country, plotted
against average results of trust question of the ESS 2010. The question, a 10-
point scale depicting whether people do not trust others (0) or are trustful (10).
Fig. 1. Nation-level trust data: European Social Survey (ESS) and Web of Trust
(WOT)
High levels of ESS trust can be found in northern Europe countries such
as Finland, Sweden, but also Netherlands, Estonia and Switzerland. From this
1 http://ess.nsd.uib.no/ess/round5/
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group, only web contents of Estonia and to the lesser degree Sweden, are also
highly trusted according to WOT. Central and eastern Europe countries such
as Poland, Germany, France, Czech Republic and Slovakia are similar in their
WOT and ESS trust levels.
4 Discussion
Trustworthiness of the AFT (wikipedia) data is on average decreasing. This
observation has limited relevance for the Wikipedia and may be related to vari-
ous phenomena related to artices life cycle. In DMOZ, diﬀerences between time
points are not signiﬁcant and in Alexa overall trustworthiness did not change.
Although a speciﬁc subset of web sites (20% most credible) trustworthiness in-
crease may be observed. As it is visible for the Alexa and the DMOZ catalogue
but not for the AFT dataset it may be a consequence of the fact that in the
WOT (in opposition to Wikipedia) users know an existing evaluation before
they evaluate themselves. This so-called anchor eﬀect may particularly strong
for very credible web sites. The conclusion to draw from these observations is
that it is very likely that the internet, overall, is not getting more trustworthy.
This conclusion needs to be treated with certain caution: the datasets analysed
represent large and important portions of the web, nevertheless still miss certain
spots of communication, such as social media or microblogs falling out of the
scope of this paper. Assuming that the observation is nevertheless true, we may
further hypothesize that the web has reached its trust limits, alternatively no
mechanisms that could successfully raise the level of trust towards web contents
were introduced.
5 Conclusion
When the temporal aspect is considered, results reveal that the levels of trust
are either constant in time (Alexa, DMOZ) or slightly decrease (Wikipedia).
However, certain types of categories do become more trustworthy. Also, the trust
to the most trustworthy websites tends to increase, which leads to the conclusion
that overall variability of WOT trust levels increases.
Trust levels tend to exhibit certain patterns between topics or categories.
Perhaps the most surprising ﬁnding is that the most trustworthy websites are
weather forecasts. A possible explanation of this fact, as well as other patterns
of trust diﬀerences between categories, is that people relate trust, at least partly,
to intentional rather than factual dimension.
The paper investigated also nation-wide trust measurements of the European
Social Survey to ﬁnd them to be only partially reﬂected in the WOT data.
Reported results have strong foundations because size of the datasets is signif-
icant. The conclusions are based on comparing millions of webpages, identiﬁed
with well-established data sources such as Alexa and DMOZ, and backed by
many individual trust evaluations of each website.
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Some of the reported results demand further investigations and pose many
research questions. For instance, it is not entirely clear what are the reasons of
trust decrease in the case of Wikipedia pages. In the case of other data sets, why
are trust levels constant and why is trust variability increasing. Perhaps, some
of the answers could be formulated by measuring the inﬂuence of linguistic and
textual content of webpages on their trust levels. Another issue that remains to
be addressed is how to measure the state of trust in social media and microblogs
in a way comparable to WOT ratings for the web.
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Abstract. Neighborhood is generally a geographically localized commu-
nity often with face-to-face social interactions. However, modern cities
and the widespread social networks have been drastically changing the
concept of neighborhood, much beyond spatial constraint. Speciﬁcally,
due to the complicated urban structures with entangled transportation
network and the resulting spatio-temporally extended crowd activities,
it is a non-trivial task to examine neighborhood areas from a location
of interest. As a promising approach to investigate such a social-urban
structure, we propose a social-urban neighborhood search which aims at
identifying neighborhood areas from a speciﬁc location particularly con-
sidering social interactions between urban areas. We especially examine
crowd movings through location-based social networks as an important
indicator for measuring social interactions. We also introduce a data
structure for aggregation of crowd movings as a simpliﬁed graph, with
which we can easily analyze crowd movements in a large scale urban area.
In the experiment, we will look into neighborhoods for several urban ar-
eas of our interests in terms of social interactions signiﬁcantly focusing
on how they are distorted from general localized vicinity.
1 Introduction
Neighborhood is generally regarded as a geographically localized community
usually made from face-to-face social interactions. However, the complicated
transportation infrastructures in modern cities and the widespread social net-
works have been drastically changing the nature of neighborhood, much beyond
spatial constraint. Speciﬁcally, due to the complicated urban structures with
entangled transportation network and the resulting spatio-temporally extended
crowd activities, it is a non-trivial task to examine neighborhood areas from
a location of interest. However, the lack of understanding neighborhood to an
unfamiliar place may mislead our decision makings. For instance, location-based
recommendation systems have been providing near-by search which is calculated
based on physical distance between areas as shown in Fig. 1 (a). On the other
hand, by considering social interactions such as crowd commuting by railways,
we can ﬁnd out social-urban neighborhoods, which may seemingly look distant,
but practically easy to reach much quickly as depicted in Fig. 1 (b).
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Fig. 1. Spatial Neighborhoods vs. Social-Urban Neighborhoods
However, social-urban neighborhood search requires examining such move-
ment time among urban areas, which is hard to be done due to complicated
urban structures and dynamically updating urban situations. In order to chal-
lenge the issue, we attempt to exploit massive crowd local experiences over
location-based social networks, with which we can easily collect a large num-
ber of individual footprints and furthermore observe urban utilization in terms
of crowd behavior.
In this paper, as a promising approach to investigate social-urban neighbor-
hoods, we propose a method to identify neighborhoods from any location by
observing social interactions between urban areas. Especially, we examine crowd
movings as an important indicator for measuring social interactions. Speciﬁcally,
we also introduce a data structure,Crowd Footprints Network (CF-Net), to
aggregate and examine crowd movings as a simpliﬁed graph, with which we can
easily analyze crowd movements between urban areas. In the experiment with
crowd footprints collected from Twitter, the representative microblogging and
location-based social network, we will examine neighborhoods from several areas
of our interests, signiﬁcantly looking into how these social-urban neighborhoods
are distorted from general localized vicinity.
The remainder of this paper is as follows. Section 2 describes our research
model to conduct social-urban neighborhood search by exploiting crowd mov-
ing experiences and summarizes related work. In Section 3, we introduce a data
structure, CF-Net, for aggregating and investigating crowd moving experiences
from location-based social networks represented by a graph. In Section 4, we
explain the detailed procedure to search social-urban neighborhoods on a con-
structed CF-Net graph ﬁlled with crowd experiences. Section 5 shows exper-
imental results conducted using a real dataset collected from Twitter. Finally,
Section 6 concludes this paper with a brief description about future work.
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2 Where Are My Neighborhoods?: Social-Urban
Neighborhood Search with Crowd Footprints
on Location-Based Social Networks
In this section, we describe our proposed research model for realizing crowd-
sourced social-urban analytics and summarize related work.
2.1 Social-Urban Neighborhood
In our daily urban lives, the perception of urban neighborhood is quite critical,
since we always need to obtain resources for living, and meet people by moving
around urban areas. Conventional near-by search such as looking for nearest
restaurants has been mostly conducted based on geographic distance. Thus, we
often lost chances to ﬁnd out better solutions from much distant places, which
seemingly look so far away, but practically close with public transportations.
While such distorted urban space usually happens due to transportation net-
work, it must be a daunting task even for individuals to be aware of neighbor-
hoods in the today’s big cities, where numerous urban elements such as buildings,
roads, and daily changing social and natural phenomena will make it diﬃcult and
much more untouchable without vast amount of cost and continuous monitoring
to the ever-updating urban situations. Obviously, if we are able to ﬁgure out ur-
ban neighborhoods for a region/location of an interest, it will greatly change the
way of conventional near-by search. For instance, even searching for a restaurant
which is arrivable in an hour, we can have more options in the ﬁnal result which
probably include much desirable places in the extended search range. We may
consider the time tables of urban railways to estimate much distant places reach-
able in a time condition. However, it is generally hard to say that railways are
the only available transportation for every city. Therefore, we need much gen-
eralized urban traveling information, with which we can estimate place-to-place
moving time.
In order to challenge the exploration of urban structure particularly looking
into the social-urban neighbor in terms of social interactions based on crowd
movements, we will approach collecting crowd footprints through location-based
social networks and examining relative closeness between urban areas regarding
moving time, particularly with crowd moving experiences through location-based
social networks.
2.2 Social Ichnology
Generally, ichnology [4] studies animals’ shapes or behavioral characteristics
with the remaining footprints or burrows. Likewise, by utilizing digitized crowd
footprints which are now prevalent over location-based social networks, we are
particularly interested in studying urban dynamics rather than monitoring and
infringing individual lives. In detail, we aim at identifying urban area’s social
432 S. Wakamiya, R. Lee, and K. Sumiya
Fig. 2. Social Ichnology based on LBSN
structure, which must be strongly related to citizen lives and their urban uti-
lization. While we focus on the footprints about crowd’s whereabouts and move-
ment behavior, we can take advantages of the social network’s massive data
which can reveal unprecedented scale of participatory crowd’s urban utiliza-
tion. Among the various types of social networks, we are strongly motivated the
location-based social networks, which are recently being advanced on behalf of
prevalent location-sensing mobile devices. Thus, we can easily gather crowd’s
digitized footprints, which can occur privacy infringements, but if appropriately
anonymized by only focusing on their collective set rather than individuals, we
are able to conduct various analyses regarding to crowd behavioral patterns and
moreover social-urban utilization.
In this work, as depicted in Fig. 2, we present a research model for conduct-
ing social ichnology in cooperation with location-based social networks. At ﬁrst,
crowd’s whereabouts are widely accessible from the current most location-based
social networks such are Twitter1 and Foursquare2. To ﬁnd out movements, we
need to know each user’s current and last locations at minimum. Afterward, each
movement can be just an activity hidden from personal identiﬁcation. In order
to intensively monitor a local area’s crowd footprints, we can set a boundary
for monitoring. Interestingly, the collective footprints can shed light on vari-
ous social analytical problems such as landmark identiﬁcations, measurement
of congestions, urban utilization, etc. Speciﬁcally, each moving can deliver two
fundamental information regarding to moving time and distance. Furthermore,
we can estimate second-order information such as moving speed, staying time,
hourly traﬃcs, etc. If we combine the footprints with other map-based local
information, we can further conduct studies on urban dynamics.
2.3 Related Work
In our daily activities, we are required to conduct various location-based decision
makings such as neighborhood search for the purpose of shopping, traveling, and
1 Twitter: http://twitter.com/
2 Foursquare: https://foursquare.com/
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commuting. Generally, spatial neighborhoods based on distance between loca-
tions would be diﬀerent from substantial neighborhoods involving in our lifestyles
and urban transportations. mySociety.org [6] generates interactive maps which
are able to search for geographic areas to meet users’ needs in terms of travel time
and house prices. According to the constructed map, spatial neighborhoods are
diﬀerent from practical neighborhoods. In this paper, motivated by such study,
we challenge to explore non-spatial neighborhoods by borrowing crowd moving
experiences, which reﬂects practical urban lives.
Numerous crowds are publishing their digital footprints over location-based
social networks thanks to the prevalence of smartphones. By exploiting the re-
mained footprints similarly as ichnology, we are able to observe crowd behavior
in a large scale of geographic areas in terms of how to live in urban areas, how
to move among urban areas, and how to utilize there. Cheng et al. [2] explores
human mobility patterns by analyzing crowd footprints based on check-ins in
terms of the spatial, temporal, social, and textual aspects. Wei et al. [10] pro-
poses a method for representing popular routes from uncertain trajectories of
crowds over location-based social networks. In addition, based on crowd be-
havior, we can conduct crowd-based urban analytics such as characteristics of
urban areas and relationships among urban areas. In our previous work [5,8],
we proposed methods for characterizing urban clusters by extracting crowd be-
havioral patterns over Twitter. As for social-urban relationships, we analyzed
distortion between physical proximity and a sense of proximity which is MDS-
based proximity measured based on moving distance, moving time, and moving
ﬂux between urban clusters [7,9]. Comparing with these methods, in order to
eﬃciently deal with substantial social-urban interactions between urban clusters
based on crowd footprints, we propose a social-urban neighborhood search on
the CF-Net, which is a graph constructed by summarizing the crowd footprints.
Furthermore,Cranshaw et al. [3] attempted to explore urban dynamics by clus-
tering crowd check-ins and identifying livehoods based on social proximity as
well as spatial proximity. In addition, they investigated relations between the
generated livehoods and municipal boundaries by interviewing residents living
in the targeted area. A livehood is deﬁned as a consecutive geographic space
having similar character in terms of facilities and users’ behavior. On the other
hand, in our work, we aim at exploring neighborhoods which are distributed
across discontinuous geographic space by analyzing crowd movements as one of
social-urban interactions.
3 Aggregation of Massive Footprints
In this section, we present a data management model for supporting various
social-urban analytics with crowd footprints over location-based social networks.
Characteristically, the location-based social networks are emitting numerous
footprints which can be very helpful in revealing social-urban utilization as well
as patterns of crowd’s urban lives. While the data size of each footprint is trivial,
the increasing number of populations with such mobile devices can cause scalable
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Fig. 3. Data Model for Crowd Footprints Network
problems when collecting and aggregating the data. For the reason, we need to
develop a data structure enabling us to explore geographic and social features by
mapping and arranging crowd footprints according to urban areas. In order to
answer these requests for enabling practical urban analytics with probably ever-
increasing crowd-sourced data, we present a graph-based data structure, with
which we are able to conduct geographic and social analytics. We ﬁrst describe
the concept and basic deﬁnition of Crowd Footprints Network (CF-Net)
which captures urban crowd’s activities currently focusing on movements. We
also depict the detailed procedure to construct the network. Then, we explain
how geographic and social analytics can be conducted with the generated graph-
based summary.
3.1 Crowd Footprints Network
With the massive amount of crowd footprints being published in the location-
based social networks, we attempt to investigate local and global crowd behav-
ioral patterns which can eventually answer to social-urban neighborhood search.
First, in terms of locality, we would like to identify where are the most crowded
places which are eligible to be a kind of social landmarks. For this, we will
ﬁnd clusters based on the locations of footprints. Second, with the found clus-
ters, we examine social interactions between them. That is, we distinguish local
movements from rather global movements. Especially, local movements are less
signiﬁcant long-distant movements. Thus, we will look into inter-cluster move-
ments. To achieve the local and global movement analysis, we developed a data
structure which absorbs every monitored movement into a graph in the proposed
data structure.
As shown in Fig. 3, we generate two diﬀerent types of data structure; on the
left of the ﬁgure, it represents an example of area partitioning by cells, while
the right-side ﬁgure shows its dual graph, which is a kind of dimension-reversing
involution or so-called graph embedding. It can be made by putting a vertex
within a cell enclosed by a cycle of edges. In our geo-social graph generation, we
do not put any special constraint to set the urban cells, since we would like to
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cover various kinds of social-urban analytics regardless of the urban districts set-
tings such as grid, administrative regions, clusters, etc. Fundamentally, a target
real-space R is partitioned into cells. Then, for each cell ri which is a non-overlap
area each other, we put a vertex vi and connect the vertices according to rela-
tionship eij : (vi, vj). Finally, we deﬁne the CF-Net as CF -Net : (R,G,CR)
based on correspondence (CR) between the two data structures R and G.
The advantage of this combined structure is that we can conduct two types
of query processing: 1) in the cell-based spatial data management, we can ex-
pect to apply various spatial index, aggregation and analyses, and 2) in the
graph-based relationship management, we can represent various inter-cell rela-
tions such as distance, the number of inter-movements, etc. Furthermore, with
the relation CR, we can traverse one structure to their other structure follow-
ing the correspondence. In addition, we embed various aggregation regarding to
crowd experiences into the graph. For instance, in each vertex in the graph, it
holds information about the number of occurrence in itself, thereby quickly to
be answerable. On the other hand, each edge will have information about the
degree of movement paused by the directional path. Likewise, with the informa-
tive graph and the corresponding cell information, we can support social network
analytics as well as spatial query processing.
3.2 Procedure of Social-Urban Graph Construction
We describe the details of how the proposed graph structure can be constructed
with movement-based crowd experiences. As aforementioned, we rely on a given
region-based and relationship-based data structures, which are complementary
each other. In order to raise the adaptability of the proposed algorithm, we do
not restrict the cell-based space partitioning only to a speciﬁc type such as grid
or any irregular type clustering. Instead, we put a simple constraint that the
whole region of interest is partitioned into non-overlapping cells on the place for
convenience. Then, we can construct an initial relationship graph as a dual graph
to the given cells. Consequently, the constructed graph and the correspondence
to the cells are ready to import crowd moving information. Before going into the
loading of movements into the graph, we detail the graph G : (V,E) as follows.
i) a vertex’s attributes (vi ∈ V ):
– occurrence: the total occurrence of data
– inﬂow: the count of movement, whose destination is in vi
– outﬂow: the count of movement, whose departure is in vi
– neighbors
– movement feature for intra-movements
ii) an edge’s attributes (eij ∈ E):
– movement feature for inter-movements
Next, for each experience, speciﬁcally represented by a movement as movx :
(ts, te, ps, pe), we ﬁrst examine whether it is intra- or inter-cell movement, by
checking if the moving segments completely included in a cell. In such test, we
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can make it trivial, if cells is a convex, with which we can use the own property
of convex, that is, any line segments whose endpoints exist in a convex area is
also enclosed inside the convex. Thus, if we specify the cells as convex, we can
easily check if a movement is intra- or inter-, only by looking into the endpoints’
corresponding cells. Eventually, if ps ∈ ri, pe ∈ rj , and ri = rj , then we can
say that the movement is the intra-movement. Generally, grid-based or voronoi-
based space partitioning can follow the convex property. In this paper, we will
adopt voronoi-based cells for eﬃcient movement checking as well as its resulting
reasonable partitioning.
Subsequently, we need to consider how to deal with the two types of move-
ments; intra- and inter-movements. While each type is used diﬀerently in our
work, we make a statistical summary for both cases in the same way. First, we
count the number of movements by a variable N . Second, for further spatial and
temporal analytics, we add two summaries by linear sum (LS) and square sum
(SS) to the measurements of moving time (te − ts), thus calculating two values,
LST and SST , as follows.
MF : (N,LST, SST ), LST = Σ(te − ts), SST = Σ(te − ts)2 (1)
Thus, for aggregating movements, we generate a movement feature MF by
means of the values. If a movement is given, we only need to increase the count
N one more and add its spatial and temporal summary such as LST ′ = LST +
(te− ts). Based on this feature, we can easily calculate the average moving time
Avg.MovT ime as follows.
Avg.MovT ime =
LST
N
(2)
Depending on the type of movements, we allocate this movement feature to
a vertex or an edge corresponding to the relevant cells. That is, viMFnew =
viMFold +(1,movx.t,movx.t
2), if movx is an intra-movement in the cell ri. Like-
wise, eijMFnew = eijMFold + (1,movx.t,movx.t
2), if movx is an inter-movement
relevant to the edge eij : (vi, vj), and vi = vj . Here, movx.t means a moving
time calculated by te − ts of movx.
As one of most used queries in many location-based systems, route search
is often considered with a network on a map. In our data structure, we parti-
tioned a large region into a set of cells and constructed an initial network among
them focusing on the centers of cells. Thus, it is somewhat bound to calculate
a route search only possible on the constructive network. However, the network
we constructed is from the experiences of crowds as well as distances in real
space. Particularly, we developed the movement feature MF for enabling much
better estimation of taken time and moving distance. In fact, we already pro-
jected every movement into the graph summarizing the crowd movements as the
feature. With this feature, we can easily speculate movement information along
an arbitrary path Pi as follows.
Avg.MovT ime(Pi) = Σk∈Pi
LSTk
Nk
(3)
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Fig. 4. Process of Social-Urban Neighborhood Search
4 Social-Urban Neighborhood Search on CF-Net
In this section, we describe the detailed procedure for ﬁnding neighborhoods
with the aforementioned CF-Net based crowd footprints.
4.1 Following Crowd Walkways
In order to look for neighborhoods from a location of interest as depicted in
Fig. 4, we characteristically depend on crowd moving experiences. In particular,
with CF-Net, we can explore cluster-based movements which have two types
of intra- and inter-movements. In this paper, we assume that a user would like
to know much other areas going beyond a cluster’s boundary. In other words,
starting from a speciﬁed cluster, we examine the costs to reach other clusters.
Speciﬁcally, for traveling from a cluster to the others, we measure the costs
with the CF-Net, where edges already know the number of movements and can
approximately compute the average moving time as described in Section 3. By
means of the graph, assuming that enough crowd footprints data constructed a
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Fig. 5. Crowd Footprints Network with k-means based Voronoi Cells
connected graph, we can thus calculate the minimum traveling path and its cost
to the other cluster. Although the path-following cost estimation would be an
approximate approach, our exploratory investigation regarding to social-urban
neighborhoods can enhance the opportunity to ﬁnd out much better socially
near-by places.
4.2 k-Nearest Neighborhoods and Conditional Neighborhoods
In practice, to derive appropriate number of neighborhoods, we need to consider
how we specify our requests. In terms of conventional neighborhood search, we
can consider two types of queries as follows.
1) k-Nearest Neighborhoods: In most web search and location-based sys-
tems, we usually look up the most top-k answers to satisfy a query. In the
same way, we can specify k-nearest neighborhoods which answer the closest
k neighborhoods to a given location. In our proposed CF-Net, this type of
search can be easily conducted by graph-traversal. Starting from a node, we
can adopt the breadth-ﬁrst search measuring the costs to each other node,
until k nodes are found.
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Fig. 6. Spatial Neighborhoods vs. Social-Urban Neighborhoods
2) Conditional Neighborhoods: The other query type that we practically
need to specify is conditions which the neighborhoods should meet. In our
case, a user can specify a time constraint such as ‘areas reachable in an hour.’
Similar to the above type of query, we can also travel the CF-Net graph
until there is no more paths available, eventually looking for every node
under the given upper-bound. In case of speciﬁcation of lower and upper
bounds of traveling time, we also traverse the graph, while ignoring nodes
under the lower bound, and accepting nodes under upper-bound.
5 Experiment
In this section, we describe our experiment to construct a CF-Net with a prac-
tical dataset and to examine the proposed social-urban neighborhoods for some
areas which are familiar to us for evaluating and reasoning the result. As a
test dataset, we prepared a Twitter data collection, whose tweets are intention-
ally collected and ﬁltered only for geo-tagged messages. The total amount of
geo-tagged tweets was about 2.5 million collected for about a month between
2013/4/19-5/18, in a range centered on Osaka in Japan with longitude range:
[133.0, 137.5] and latitude range [32.5, 36.5] as shown in Fig. 5 (a). Indeed, at
the ﬁrst glimpse on its geographic appearance as illustrated in Fig. 5 (b), the
collection of the footprints vividly reﬂects the expected urban relationships of
major cities such as Osaka, Kyoto, and Nagoya.
In our ﬁrst experiment to arrange and make an order the uselessly collected
movements, we ﬁrst begin by preparing an initial CF-Net by means of k-means
clustering with k = 600 condition. That is, we ﬁrst identiﬁed 600 clusters with
the method. Then, by applying the Voronoi diagram [1] with the cluster centers
as the centers of urban cells, we examined each cell’s region as illustrated in Fig. 5
(a). Next, with the generated CF-Net as depicted in Fig. 5 (b), we conducted
several examinations about how spatial neighborhoods are changed. Expectedly,
we were able to observe a quite diﬀerent, but meaningful result as shown in
Fig. 6. For this, we set our focus at a cell including Kyoto Station and examined
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Fig. 7. Social-Urban Neighborhoods from the Cell of Himeji Station (Ekimaecho,
Himeji, Hyogo) vs. from the Cell of Osaka Station (Umeda, Kita Ward, Osaka)
30-nearest neighbors from the focused cell based on the geographic distance.
Consequently, the spatial neighborhoods existed in a regular shape of region
where all the found cells are quite close to the focused cell. On the other hand,
in the examination over the constructed CF-Net, we looked for neighborhoods
which are reachable over the graph. Obviously, crowd movements are free from
the spatial constraint and stretched out to the farther cells, which of them are
mostly located around Osaka city. That is, we can say that many cells in Osaka
city can be regarded as social-urban neighborhoods in terms of our CF-Net
based survey.
Additionally, we looked into the diﬀerence of neighborhoods according to the
focused cells. To make it explicit, we examined West Japan Railway Company’s
two stations, where a limited express stops; Osaka Station and Himeji Station, we
searched for 30-nearest neighbors following the CF-Net. Eventually, most of the
found neighboring cells of Osaka Station are located in the same city, implying
that the station becomes a local center connecting to the near-by districts as
shown in Fig. 7 (a). On the other hand, Himeji Station located in a rather small
city has their neighborhoods mostly to other far cities such as Osaka, Kyoto, and
Okayama as depicted in Fig. 7 (a). It means that the station becomes a bridge
delivering many people to the other cities rather than to local districts. In fact,
Himeji city is a suburban area, where lots of people are commuting to the other
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Fig. 8. Social-Urban Neighborhoods from the Cell of Kyoto Station (Shimogyo Ward,
Kyoto) based on Travel Time Constraints
cities and a tourist site gathering people from other cities than the local area,
thanks to one of the World Heritage Sites, Himeji castle.
Finally, we examined the time-constraint based conditional neighborhoods.
For this, we focused on a cell including Kyoto Station as depicted in Fig. 8.
With a 30 min. condition, we found neighborhoods mostly in Kobe and Osaka as
shown in Fig. 8 (a). We found the result solely based on the CF-Net, comparing
with the moving feature to derive the averagemoving time. In fact, Twitter-based
moving time includes noises which cannot be controlled. While this research dealt
with the noise moving data, we are somewhat successful to know the moving time
information approximately measured in the CF-Net which can give hints about
the time-constant reachability through massive crowd movements logs. Indeed,
with the extended time constraint of 60 min. condition in Fig. 8 (b), we can
observe much enlarged reachability from the focused cell of Kyoto Station. At
least, in case of sightseeing places recommendation, we can obtain much more
candidates in the enhanced areas.
6 Conclusions and Future Work
In this paper, we proposed a social-urban neighborhood search as one of ap-
plications of social ichnology by exploiting crowd footprints over location-based
social networks. Especially, we introduced a data structureCF-Net for aggregat-
ing and analyzing crowd footprints eﬃciently. Then, we examined social-urban
neighborhoods from urban cells of our interests by applying graph searching on
the CF-Net. In the experiment with a real dataset from Twitter, we showed
explicit diﬀerences between spatial neighborhoods and social-urban neighbor-
hoods. This method would be useful when ﬁnding out candidate locations for
moving and traveling to unfamiliar space, and even for advertising. Although
we generated the CF-Net with k-means based voronoi cells in this paper, the
proposed data structure can be applied to any type of urban area partitioning
methods.
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In future work, we will study urban morphology deeply by extracting mean-
ingful urban syntax by exploiting crowd moving features on the CF-Net. In ad-
dition, we will consider much complicated social-urban dynamics with additional
social and natural environmental data, which probably provide much reasonable
contexts, bridging the gaps between social science and computer science.
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Abstract. In this paper we describe the results of a survey amongst smartphone 
owners into the use and perception of mobile notifications against 160 parame-
ters. We conclude that not all notifications should be created or treated equally 
by mobile operating systems. The current generation of notifications proves not 
diverse enough and doesn't fit the needs and preferences of most smartphone 
users. Based on our findings, we offer a framework of design guidelines for 
more effectively engaging users with interactions initiated by the system. 
Keywords: mobile, notifications, interaction, social, behaviour, perception, 
survey, questionnaire, framework, design, guidelines. 
1 Introduction 
As the smartphone adoption rate continues to grow in most countries around the 
world [1], it becomes increasingly easy for people anywhere to be connected to and 
interact with information available on the Internet. Both user and system can initiate 
this communication channel in order to transfer connected information. The user can 
actively request information – e.g. when visiting a specific website or when checking 
the temperature in a dedicated application. Alternatively, the system can initiate the 
information transfer by means of push-notifying the user, inviting him to interact in 
order to gain access to the complete message. In this paper, we refer to all communi-
cation started by the system as notifications. The rapid adoption of smartphones has 
lead to an explosion of these notifications. These are generally handled by the operat-
ing system – in more than 90% of the cases Android or iOS [2] – and are all commu-
nicated in a similar way; smartphone notifications look and behave largely the same. 
By conducting the survey described in this paper, we gained greater insight into the 
perception of and stance towards different mobile notifications in absolute terms and 
by weighing them against parameters including their related timeframe, application 
category and social connections. We prove the hypothesis that all notifications should 
not be treated as equipollents by the mobile operating system. This conclusion funnels 
directly into further research defining an improved architecture for providing access 
to structured and contextually relevant pieces of mobile accessible information in-
itiated by the mobile operating system. 
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To the best of our knowledge, related works largely consider all mobile notifica-
tions as equal entities, just like current operating systems do. Our work also differen-
tiates itself by using data obtained from an extensive preliminary survey into the  
perception of mobile notifications, whereas most other related surveys focus on the 
broader mobile experience and only spend a few general questions on the topic of 
notifications. This approach has yielded new insights into a vast difference in percep-
tion and the preferred use of distinct mobile notifications. 
The remainder of this paper is structured as follows. Section 2 explicates the con-
ducted survey into the perception and use of mobile notifications. Survey methods, 
general insights, user behaviour and internal influences are highlighted and discussed. 
In section 3, we propose 5 design guidelines based on our findings in the previous 
chapter. These form a framework that can be implemented to better design systems 
relaying mobile notifications. 
2 A Preliminary Survey into the Perception of Notifications 
2.1 Survey Methods 
Survey Creation and Distribution 
Based on research into mobile activity, interface design and notification systems, and 
originating from the need for more specific academically substantiated insights into 
the concept of present-day mobile notifications, we constructed a questionnaire con-
sisting of 163 questions; three defining the participating respondents and 160 ques-
tions gauging various aspects of the use of and stance towards mobile notifications on 
their current primary smartphone. The survey was created with smartphone users in 
mind and thus only accessible to participants indicating their primary mobile device 
as a smartphone. We distributed the questionnaire to present and former graduate 
students of selected universities in Japan and Belgium, who were invited through 
social media and direct mailing to participate. 
Sample Description 
We attracted 61 respondents of whom 26 are aged less than 25 years old (43%) and 
33 are aged between 25 and 34 years old (54%). Accumulated, 97% of all respondents 
are aged less than 35 years old. Only these aforementioned two age categories were 
subsequently used in comparative studies. 72% of all respondents are male, leaving 
28% female respondents. Analysis involving gender as a parameter were conducted 
with this unequal distribution in mind. We regard the total number of respondents too 
low for detailed gender-based crosstabulations, but big enough for some general in-
sights. Finally, we asked participants to select the operating system of their current 
primary smartphone. Half (52%) indicated using iOS while 43% are Android users. In 
fact, 18% of all respondents are users of an older breed of the Android operating sys-
tem, recognizable by 2.x a version number, while 25% use the latest 4.x Android 
version (with version 3.x only being available for tablets). In further analysis, both 
groups are combined and considered as generic Android users. Out of all respondents, 
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95% uses either iOS or Android as their primary mobile operating system and subse-
quently only these groups were used in comparative studies. 
Survey Analysis 
The resulting 9900 answers were automatically transcoded using an office suite and 
analyzed using statistical software. For the scope of this research, only descriptive 
analytics were used to gain insight into the frequencies of given answers, as well as 
crosstabulations between selected answer sets. The source files of the questionnaire 
and survey results dataset can be freely downloaded1. 
2.2 General Insights 
In this section we aim to shine some light on more general numbers we could abstract 
from our dataset, such as the declared number of notifications smartphone users 
receive daily and their frequency of checking for notifications. We also propound the 
preferred level of visualization embodying mobile notification. 
Notifications per day 
Roughly half (45%) of smartphone users receive less than 10 notifications per day. 
Only 20% of smartphone users receives less than 5 notifications per day while an 
enumerated 82% of all participants claims to receive less than 20 notifications per 
day. In absolute terms, the current average number of mobile notifications per user 
per day is not very high. This is important to keep in mind in relation to the frequency 
of checking for notifications and the perception of distinct notifications, both dis-
cussed later in this paper. 
Our data shows that younger smartphone users (aged below 25) tend to get notified 
on more occasions than older users (aged between 25 and 35). Male respondents are 
twice as likely (23% compared to 12%) as female respondents to belong to the cate-
gory receiving less than 5 notifications per day while women (25% compared to 16%) 
are more likely to receive more than 20 notifications per day. One in three (32%) of 
iOS users receives less than 5 notifications per day versus only 4% of all Android 
users. Also, just under half of iOS users (45%) gets more than 10 notifications daily 
while two thirds (69%) of Android users do. 
Frequency of Checking for Notifications 
Nearly all (95%) respondents admit to activating their phone's screen in order to 
check for missed notifications. Sixty percent of all participants states to only do so 
sporadically – defined as at most a few times a day – while 35% of respondents 
checks their phone at least once an hour. 
Youngsters check more often: half (46%) of all smartphone users aged under 25 
claims to check their primary mobile device at least once an hour. That's almost twice 
as many as respondents aged over 25 (26%). Female users also check more often: one 
in three (32%) male respondents checks their smartphone at least once an hour, versus 
almost half (44%) of female participants. The Android mobile operating system does 
                                                          
1
  Questionnaire and survey results: http://bit.ly/mobilenotificationsurvey 
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not only provide it's users on average more notifications, it’s users also check their 
phone more frequently for ones they missed out on. Half (54%) of all Android users 
checks his or her phone at least hourly, compared to only 16% of iOS users. 
Preferred Level of Visualization 
For a question probing the preferred level of visualization for generic notifications, 
we defined 4 distinct levels. These levels are constructed as to be gradually richer in 
information about the same piece of content the system wants to notify the user of. 
The first level only includes a reference to the application while the second level adds 
snippet information to that. The third and fourth levels throw a relevant picture into 
the mix, respectively as a thumbnail or full-screen image. 
Almost all (95%) respondents prefer notifications to at least include snippet infor-
mation and just over half (56%) wishes a visual representation in the form of a picture 
included. That is a significantly high number given the most recent version of iOS 
does not offer any visual representation beyond text and icons for notifications. The 
latest build of Andoid allows notifications to include a thumbnail image. The prefe-
rence for notifications enhanced with a picture tends to be higher amongst respon-
dents aged under 25 (62%) than amongst respondents aged over 25 (51%). Three 
quarters of female respondents (75%) prefer an image-based notification – compared 
to only half (52%) of male respondents. iOS users are far more likely (25%) to prefer 
full-screen notifications, while only one (4%) participant using the Android does. 
2.3 User Behaviour 
How smartphone users act upon receiving mobile notifications offers us an insight 
into the underlying behavioural traits specific to interactions initiated by the system. 
We analyzed why people check their phone for notifications, what the main drives are 
behind not taking action upon receiving notifications and how uncomfortable smart-
phone users feel after being unable to check for notifications within a given window 
of time. 
Reasons to Check for Notifications 
Two thirds (66%) of all participants states to check for missed notifications out of 
habit, while just shy of half gives being bored (49%), checking the time (43%) or the 
need for information (43%) as a reason. One third of respondents affirms a fear of 
missing out on important information (34%) or as a response to external impulses 
(31%) as a reason for spontaneously checking for notifications. 
Reasons for Not Taking Action Upon Receiving Notifications 
When given the choice, only two participants did not acknowledge the lack of time or 
the lack of importance as a reason for not taking immediate action upon receiving 
notifications. Female respondents (94% versus 59% for men) are more likely to perce-
ive themselves as not having enough time for immediate action, while more male 
participants (80% versus 59% of women) view low importance as a the key reason. 
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the operating system, one in four iOS users (24%) feels uncomfortable to some extent 
within the first hour, while only 8% of Android users do. In light of the earlier men-
tioned “half (54%) of all Android users checks his or her phone at least hourly, com-
pared to only 16% of iOS users”, this is a surprising discovery. iOS users also tend to 
reach higher levels of discomfort – defined as the sum of feeling “uncomfortable” and 
feeling “very uncomfortable” – sooner than their Android using counterparts. 
2.4 Internal Influences 
By measuring the influence of the application category, social connection and time-
frame of notifications on various behavioural aspects of mobile notifications, we con-
clude that the perception of notifications is influenced to great extent by parameters 
intrinsic to the relayed message. 
Influence of the Application Category  
In order to show the influence of the application category on notification preferences, we 
defined 7 parameters – expounded below – and distinguished 11 application categories: 
calls, messages, kudos & likes (defined as ‘any binary expression of endorsement’), news 
& sports, coupons & deals, reminders, games, money & receipts, recommendations, in-
vites, accounts & synchronization and application updates. We asked respondents to judge 
based on the average perception of notifications within any given application category. 
The parameters were propounded to the participants as follows: 
─ Importance: How relatively important are notifications related to the following 
application categories to you? Possible answers: very important, important, some-
what important, not important. 
─ Action: What action do you generally take upon receiving a notification related to 
the following application categories? Possible answers: click through immediately, 
click through later (not further specified), ignore. 
─ Timing: Do you prefer receiving real-time or periodical notifications given  
the following application categories? Possible answers: Real-time notifications,  
periodical (not further specified) notifications. 
─ Selection: Do you elect receiving all or only important notifications for the follow-
ing application categories? Possible answers: all notifications, only important (not 
further specified) notifications. 
─ Push/pull: Do you prefer receiving information related to the following applica-
tion categories through a push-style notification or through a pull-style widget? 
Possible answers: notification, widget, both. 
─ Vibrations: How often do you prefer notifications in the following application 
categories to be accompanied by vibrations? Possible answers: always, only when I 
switch vibrations for notifications on, never. 
─ Sound: How often do you elect notifications in the following application catego-
ries to be accompanied by sound of any kind? Possible answers: always, only when 
I switch the sound for notifications on, never. 
Table 1, depicted below, provides a more detailed insight in the data our conclusions 
are based on. 
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Table 1. Influence of the application category 
 
Only three application categories score well on all or almost all parameters for at 
least 2 out of 3 respondents: calls, messages and reminders. Only notifications related 
to applications in these categories yield widespread positive results when using the 
current delivery model used by operating systems such as the present versions of iOS 
and Android. For notifications originating from applications belonging to other cate-
gories, vast improvements can be made by making significant amendments to the 
current notification distribution model. 
For every application category, at least half of smartphone users expressed a liking 
of pull-style notifications. This number rises to more than two out of three respon-
dents when the notifications are not related to the three best received application cate-
gories. In all other categories, the preference for pull-style notifications outweighs the 
preference for push-style notifications with at least 50%, except for the category “in-
vites” (where the difference amounts to 35%). It is imaginable however that users do 
not prefer an individual widget for every single application encompassed by these 
application categories. 
Calls are perceived as the single most important application category, described as 
“very important” by two out of three respondents (65%). We take immediate action 
upon receiving them (92%), which we prefer in real-time (100%), in all cases (93%) 
Application 
Category 
Parameters 
Importance Action Timing Selection Push/pull Vibrations Sound 
Calls 95% more 65% very 
92% imm. 
8% later 
100% real-
time 93% all 
95% not.
47% widget
75% always 
2% never 
31% always 
6% never 
Messages 82% more 49% very 
77% imm. 
23% later 
87% real-
time 87% all 
88% not.
44% widget
66% always 
5% never 
25% always 
15% never 
Kudos 95% lesser 61% not 
7% imm. 
57% later 
15% real-
time 23% all 
29% not.
83% widget
10% always 
77% never 
3% always 
77% never 
News 93% lesser 55% not 
7% imm. 
33% later 
12% real-
time 5% all 
20% not.
88% widget
2% always 
77% never 
0% always 
74% never 
Deals 98% lesser 82% not  
2% imm. 
18% later 
5% real-
time 5% all 
19% not.
88% widget
3% always 
84% never 
0% always 
82% never 
Reminders 69% more 30% very 
64% imm. 
26% later 
73% real-
time 67% all 
79% not.
40% widget
49% always 
16% never 
16% always 
34% never 
Games 98% lesser 80% not  
2% imm. 
20% later 
10% real-
time 3% all 
21% not.
86% widget
3% always 
82% never 
0% always 
78% never 
Money 80% lesser 60% not  
7% imm. 
29% later 
18% real-
time 22% all 
32% not.
78% widget
7% always 
72% never 
2% always 
72% never 
Recommen-
dations 
98% lesser 
70% not  
0% imm. 
38% later 
5% real-
time 3% all 
22% not.
86% widget
3% always 
87% never 
0% always 
84% never 
Invites 84% lesser 34% not  
8% imm. 
70% later 
35% real-
time 36% all 
49% not.
66% widget
16% always 
56% never 
8% always 
64% never 
Accounts 72% lesser 47% not  
8% imm. 
44% later 
25% real-
time 18% all 
44% not.
71% widget
5% always 
75% never 
2% always 
75% never 
Updates 80% lesser 52% not  
5% imm. 
61% later 
13% real-
time 25% all 
44% not.
67% widget
7% always 
81% never 
0% always 
80% never 
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and push-styled (95%). Messages are considered the second most important applica-
tion category. 9 out of 10 respondents opts to receive all related notifications (87%) 
pushed to them (88%) in real time (87%). Reminders are regarded as the third most 
important category. 7 out of 10 smartphone users considers them of greater impor-
tance – defined as the sum of perceiving them as “important” and as “very important” 
– (69%), takes immediate action (64%) and prefers to receive unfiltered (67%) real-
time (73%) push-style notifications (79%). 
Kudos & likes, News & sports, coupons & deals, games, money & receipts, rec-
ommendations, invites, accounts and synchronization & application updates are un-
popular application categories in respect of their current-day notification behaviour 
across the board of tested parameters. Minor exceptions for a few category-parameter 
combinations apply, but generally they would all greatly benefit from a new notifica-
tion model. 
Influence of the Social Connection 
In pursuance of uncovering the influence of the social connection of a notification on 
its perception, we defined seven parameters – described under ‘Influence of the appli-
cation category’ – and distinguished five social categories: notifications related to a 
life partner, notifications related to a family member, notifications related to a friend, 
notifications related to an acquaintance and notifications not involving a person. We 
asked respondents to judge based on the average perception of notifications within 
any given social category. Table 2, on the next page, provides a more detailed insight 
in the data the following conclusions are based on. 
Table 2. Influence of the social connection 
 
Overall only a small difference in preference of receiving notifications about a  
life partner, a family member or a friend is noticeable. Generally, a life partner is consi-
dered more important than both other categories. Between family members and friends, 
there is no significant difference for any parameter. The main difference however exists 
between notifications involving persons and those not involving persons, and between 
those involving friends and those involving acquaintances. It is thus important for the 
Social 
connection 
Parameters 
Importance Action Timing Selection Push/pull Vibrations Sound 
Partner 98% more 68% very 
98% imm. 
2% later 
97% real-
time 92% all 
93% not. 
51% widget
70% always 
2% never 
33% always 
10% never 
Family 
member 
89% more 
44% very 
80% imm. 
20% later 
85% real-
time 79% all 
90% not. 
52% widget
62% always 
3% never 
25% always 
10% never 
Friend 93% more 33% very 
74% imm. 
26% later 
87% real-
time 74% all 
85% not. 
55% widget
55% always 
3% never 
25% always 
13% never 
Acquain-
tance 
75% lesser 
15% not 
29% imm. 
66% later 
35% real-
time 29% all 
48% not. 
69% widget
22% always 
30% never 
5% always 
36% never 
No person 
involved 
91% lesser 
49% not  
12% imm. 
50% later 
15% real-
time 8% all 
27% not. 
87% widget
8% always 
53% never 
0% always 
58% never 
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system to generally define three influence factors: one for each of the two distinct levels of 
social connections plus one for all non-social notifications. 
For every category, at least half of the respondents expresses a liking of pull-style 
notifications. This number rises to more than two out of three respondents when the 
notifications involve acquaintances (69%) or do not involve a person at all (87%). At 
the same time, the acceptance of push-style notifications falls below half – from 
around 9 out of 10 – smartphone users when they only refer to acquaintances (47%) 
or do not refer to a person at all (27%). These clear distinctions suggest that beha-
vioural styles in respect of push versus pull for mobile notifications can successfully 
be partly defined by the related social connection. 
Notifications related to our life partners scored overall very high. Nearly all smart-
phone users want all related notifications (92%) pushed (93%) in real-time (97%) and 
take immediate action (98%) upon receiving them. As mentioned before, the respon-
dents made no significant difference between family members and friends. Hence, 
notifications related to persons in either or both categories are allowed to behave in 
the same way. It is important however to distinguish friends from all other acquain-
tances. Few (25%) consider them of greater importance, with 15% view them as not 
important at all, compared to around 90% for the former category. This has big impli-
cations for all other parameters: two thirds of smartphone users prefer pull-style noti-
fications for acquaintances, as they like to take action later (66%). Only one third of 
the respondents prefers to be presented all acquaintance related notifications (29%) 
and to receive them in real-time (35%). Notifications not involving a person score 
very low in comparison to those related to people we know. 
Influence of the Time Period 
Two timestamps characterize any notification: the moment at which it is delivered to 
the user and the period in time the notification refers to – e.g. a reminder for an event 
tomorrow. To discover the influence of the corresponding time period of a notifica-
tion on its perception, we selected two parameters – importance and push versus pull 
– and distinguished 13 time periods an exemplary notification could refer to. In order 
to meaningfully analyze the push/pull parameter, we clustered some time periods. We 
asked respondents to judge based on the average perception of notifications related to 
the given time periods. Table 3 provides a more detailed insight in the data the fol-
lowing conclusions are based on. In general, smartphone users – based on two thirds 
or more of the respondents of this survey – only give significant importance to events 
that happened in the past hour or will happen in the coming hour. Just over half of the 
participants (55%) likes to see notifications related to events from 3 hours ago until 3 
hours from now delivered to them as well. Only when something is happening right 
now, more than half of smartphone users will perceive it as very important (on aver-
age across all application categories and related social connections). 9 out of 10 (90% 
or higher) smartphone users prefer pushed notifications when the event took place in 
the past hour or will take place in the coming hour. For future events happening in the 
two subsequent hours, three out of four respondents (76%) like to receive push-style 
notifications. For events older than 1 hour but more recent than 3 hours, that's only 
half (50%) of the respondents. 
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Table 3. Influence of the time period 
 
Time period 
Parameters 
Importance Push/pull 
Older than a day 95% lesser 59% not 
31% notification 
83% widget 6 – 24 hours old 
88% lesser 
37% not  
3 – 6 hours old 65% lesser 12% not 
1 – 3 hours old 55% more 5% very 
50% notification 
62% widget 
11 – 60 minutes old 76% more 30% very 
90% notification 
35% widget 1 – 10 minutes old 
83% more 
42% very 
Happening right now 93% more 62% very 
1 – 10 minutes from 
now 
83% more 
37% very 93% notification 
31% widget 11 – 60 minutes from 
now 
78% more 
27% very 
1 – 3 hours from now 55% more 10% very 
76% notification 
55% widget 
3 – 6 hours from now 65% lesser 23% not  
37% notification 
79% widget 6 – 24 hours from now 
80% lesser 
40% not  
More than a day from 
now 
85% lesser 
56% not 
2.5 Survey Discussion 
The used sampling method presumably skews the obtained results in favor of more 
advanced smartphone users as they are better represented on social media, one of our 
recruitment methods, and feel more inclined to provide answers on the topic of mo-
bile connectivity in a rather lengthy questionnaire in return for no reward. During the 
analysis of the survey, we kept this assumption in mind. This survey did benefit from 
a decent sized sample given the preliminary nature of this study into a multitude of 
aspects of mobile notifications. A vastly bigger sample however would not only yield 
more refined results on the same parameters, it would also create more possibilities 
for crosstabulation. The influence of parameters on each other for specific subsets of 
users or occurrences could be analyzed. As currently presented, the isolated parame-
ters already provide insight into the diversity of use and perception of notifications, 
but it's still largely unclear which share individual parameters hold in influencing the 
behaviour of smartphone users, which is assumed to be determined by a combination 
of influencers. 
Due to the focused scope of this preliminary study, certain crosstabulations possi-
ble within the obtained dataset were not examined. The results of some analyses 
could, for example, be clustered by the amount of total notifications received on a 
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daily basis amongst other parameters. With the possible benefits of such and similar 
researches in mind, we digitally included the entire dataset with this paper. 
The social connections parameter could be further expanded: two respondents sug-
gested an option for hierarchy-based social connections and the inclusion of a catego-
ry for unknown persons was omitted from this questionnaire to avoid confusion with 
the indistinct definition of an acquaintance, but could be included in future research. 
Alternately, a more dynamic label-based clustering could be used instead of the rigid 
current approach: aspects of the social connection as well as aspects of the target of 
the social connection could influence the perception and use of related notifications. 
Users might or might not be more engaged with messages related to people with a 
certain profile, physical proximity, and so on. 
Additionally, a new set of possible influencers could be analyzed. These could in-
clude the time of day or the relative time to certain events or other notifications. The 
mood or location of the user could serve as an input as well. To successfully conduct 
such survey, an automatic and integrated way of capturing all this data would prove 
far more versatile than a more free-standing questionnaire as in the current set-up. 
In order to limit the length of the survey and as to focus mostly on mobile notifica-
tions as presented by current versions of popular mobile operating systems, the prefe-
rential study into the level of visualization was reduced to one question. Evidently, an 
in-depth research into the visual and interactive aspect of notifications on present and 
conceptual mobile systems could be conducted. 
2.6 Survey Conclusions 
We discovered several statistical differences in the usage and perception of mobile notifi-
cations, attributable to parameters we can link to the user, the system or the message. 
• We learned that young, female and Android users are more likely to receive a  
significant greater number of notifications per day. 
• Men do not perceive notifications as interruptive as women do, but in turn women 
label more notifications as unimportant than men do. 
• Young, female and iOS users show more flexibility when it comes to challenging 
the interface status quo of current mobile notifications. 
• Male smartphone users feel less compelled to check their notifications as frequent-
ly and feel more at ease when not doing so. 
• Young and iOS users feel uncomfortable sooner when not able to check their  
notifications. 
• After analyzing the notification model on current mobile operating systems, we 
conclude that push-style notifications work rather well when they are related to 
calls, messages, reminders. This is also the case when life partners, family mem-
bers or friends are involved and when the information timestamp falls between one 
hour before and one hour from the moment of delivery. In the case of all other ap-
plication categories, social connections and timestamps, there exists a broad mar-
gin for improvements. 
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• Even when pushed notifications are desirable, smartphone users express a wish  
for grouping them on several levels: timing (real-time or periodical), importance 
(rule-based filtering), social proximity and/or the target timestamp. No current  
mobile operating system however takes these factors into account when handling 
notifications. 
Based on this we propose the creation of a model that can handle these parameters in 
order to more effectively deliver messages to the user, while addressing the desired 
greater variance in visualization, benefiting the communication and interaction be-
tween user and system.  
3 Proposed Design Guidelines 
In this section we transpose the synthesis of our findings into a framework of 5 basic 
interaction design guidelines. In order to ameliorate the user experience and perfor-
mance of mobile notifications, these can be applied to current or future mobile operat-
ing systems.  
3.1 Design for Pull 
For every application category and every social connection, half or more of the survey 
respondents prefer accessing notifications in a pull-style manner. This demand is very 
high in spite of current mobile operating systems treating widgets in a very isolated 
way: one widget can display information related to one application. The design for 
pull guideline proposes a centralized architecture in charge of relaying and display-
ing pull-style information to users, resembling existing systems for push-style notifi-
cations. For some combinations of application categories, social connections and 
timestamps, pushed notifications are preferable on top of a pull-style information 
delivery system. On that account, the simple choice of activating push notifications 
past a given threshold value for those parameters should be given to the user. 
3.2 Design for Human Eyes 
Although our survey devoted only one question to the participant's preference regard-
ing the visualization of notifications, related works support the claim that mobile noti-
fications should be rendered in a visually richer and more diverse way. Our human 
eyes are designed to see colors and details and to read emotions and situations. Notifi-
cations should take advantage of those capabilities in order to communicate rich in-
formation while inducing as least strain as possible. Names of people, places or events 
can for example be replaced with photographic images. Computational methods for 
pairing notifications with images based on both contents and metadata are the subject 
of our future work. 
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3.3 Design for Time 
We don't only value the present – even though significantly more – but also past  
and future. A system for displaying contextual information should incorporate the 
dimension of time into its interface and core interaction framework. We perceive the 
aforementioned three time periods in distinctive ways and they should thus be com-
municated in a respective manner. Given the right interface and interaction model, 
such system would allow users to explore the near past and future in a way that 
enriches their lives, whereas presently these notifications are often seen as an an-
noyance due to their non-distinctive way of being handled and communicated by the 
system. 
3.4 Design for Social 
As discovered, social connections linked to information contained in mobile notifica-
tions have a high impact on the perception of these notifications. We concluded the 
importance of three social classes, each linked to a distinctive experience. It is prefer-
able to cluster and display information in relation to social entities over linking it to a 
more technical unit, such as the individual application, it relates to. 
3.5 Design for Context 
Lastly, notification systems based on our interaction framework should include some 
behind-the-scenes processes managing the filtering and publication timing of notifica-
tions. We learned that a great variance in preference exists concerning receiving con-
textual information in real-time and unfiltered across different application categories 
or social connections. The user's context defines these preferences. Filter attributes 
and publication settings can be based on our survey findings.  
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Abstract. Strong points, weak points and interests of students are precious data 
for their teachers, but it is hard to learn them quickly, especially when students 
do not cooperate in class. This paper explores a method for analysing queries of 
students that are allowed to search during class and homework. For this pur-
pose, we first established six hypotheses on the queries and the expertise of the 
students. Then, we collected 143 queries from several lectures of an IT subject 
at Kyoto University. 36 students of this subject had previously been profiled be-
fore each lecture by means of questionnaires. When we checked our hypotheses 
against this collection of queries, we found that experts and novices often 
search the same way, although experts send more queries about different sub-
jects. Some students also search contents that the teacher has not presented yet. 
Keywords: query log, query log analysis, education, faculty development. 
1 Introduction 
Passivity and lack of participation of students is one of the hardest academic chal-
lenges that teachers may find in their classes. In this case, there are few symptoms 
that alert the teacher about whether a certain student is having a problem or what the 
problem is. Furthermore, ignoring these problems or deferring their solution may  
have undesirable consequences such as bad academic results, loss of motivation of  
the members of the academic community, and reluctance to collaborate with the  
others. 
Although teachers still have some evaluation mechanisms to tackle this problem, 
this unpropitious environment may also offer some other data sources that teachers 
hardly ever manage. Use of search engines is a good example of this, since (1) their 
purpose is to locate the information we are interested in, (2) it is not very difficult to 
collect data about their use, and (3) queries and documents are generally written as a 
collection of meaningful words, so it is always possible to do some kind of analysis 
even without employing computers. 
In general, query log analysis is a difficult technique, since most of the data is 
anonymous, it may be incomplete and it may suffer noise. However data collected in 
a classroom can be easily associated to a student and combined with other sources. 
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In addition, by using query logs we may find other data about our students, such as 
the topics that motivate them, their background in other areas or just if they would be 
able to arouse interesting questions. This information can be used to create new con-
ceptual relationships or to increase the participation of the students in class. 
The goal of this paper is to explore a technique to analyse the queries of a class-
room in order to detect and profile students that are strong in a matter, that are having 
problems or that are just interested in other topics. For this purpose, we apply statisti-
cal analysis to several factors in the queries we collected in several lectures of an It 
subject at Kyoto University, in which students have been previously profiled by 
means of pre-evaluation questionnaires. We also take advantage of knowing the mate-
rials used by the teachers in each moment and the contents taught in those materials, 
as well as the temporal relationship between queries, materials and contents. 
The rest of this paper is organised as follows. Section 2 briefly discusses the  
related work. Section 3 studies the problem and presents our hypotheses for the analy-
sis. Section 4 describes the educational environment in which we are collecting que-
ries and the questionnaires we use for student pre-evaluation. Section 5 discusses the 
result of our analysis. Section 6 concludes and shows the future work in the matter. 
2 Related Work 
There is a vast literature on query log analysis [1-3], although most of these studies 
only address how to improve IR techniques such as re-ranking, query suggestion, etc. 
Some papers also try to study any social group (e.g.: children [4]) or feature  
(e.g.: personal interests [5-6]). However, there are not so many papers that establish a 
relationship between search and education [7-8], and, in fact, very few analyse a 
query log in order to improve education by assisting teachers or helping students. 
In the context of education, most of the searches are related to a certain academic 
task. Therefore, analysis techniques that focus on tasks [9] may be very useful. How-
ever, most of the papers in the literature rely on concepts that are too broad. For ex-
ample, they try to calculate the user intent [10-11] or even subtopics of queries [12]. 
Since our target is not as general as these approaches, we can use narrow these con-
cepts and use others such as the background knowledge of a student in a certain mat-
ter or the relationship between a term and the content that is being taught. 
Detecting novice and expert users is also a difficult task. Important work in the 
matter has been done by Lazonder et al. [13], Aula et al. [14] and White et al. [15]. 
An interesting feature of the latter work is that the authors try to predict expertise not 
only after a session, but also during it. 
3 Problem and Hypotheses 
As we stated in the introduction of this paper, one of the essential differences between 
our query log and traditional ones is that it is not anonymous and we have some extra 
information, such as data about the students that participate in the subject (e.g.: pre-
evaluation questionnaires, final scores, etc.) or the resources that are being employed 
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in every moment. With this in mind, our analysis method is based in three assump-
tions regarding contents, materials and queries: 
1. For any given material, we can extract the contents taught in it. 
2. The materials employed in a lecture can be expressed a sequence. 
3. Contents can be classified as theoretical (appear only in the slides), practical 
(appear only in the wiki) or both things at the same time. Queries that reference 
contents can be classified in the same way. 
Our hypotheses about the queries sent by the students are the following: 
1. Most of the queries sent by the students during the lecture will be related to 
the material that is being used or with any other recent one. Probability of a query 
to be related with a certain material will be correlated with the age of the material. 
2. Queries sent by beginners will contain a lower number of teaching contents 
than queries sent by experts. This is based on the idea that beginners will use their 
searches to clarify the definition of the contents while experts will try to know 
more about the relationship of two or more contents. 
3. If a query is strictly related to the topic that is being taught in class, queries 
of experts will contain a higher number of terms that are not teaching contents. 
This is based on the idea that beginners will just copy and paste what they do not 
know, while experts may add extra terms such as “definition”, “example”, etc. 
4. In practical sessions, queries of beginners will focus more on theoretical con-
tent while queries of experts will focus more on practical content. This does not 
mean that all the queries sent by beginners will be about theoretical content, but 
beginners need to clarify theory more than experts before or during practice work. 
5. If a query or sequence of queries is about content that is in our subject but 
not in the sequence of used materials (i.e: that content has not been taught yet or it 
is in the wiki), then the student is an expert. 
6. If a query or sequence of queries is about content that is neither in the lecture 
nor in the materials, then the student is interested in topics that are not directly re-
lated to the lecture. This may happen because the student is trying to make a rela-
tionship between the two topics or just because of the lack of interest in the lecture. 
4 Experimental Setup 
4.1 Syllabus and Learning Environment 
We collected our query log in a subject at Kyoto University called “Fundamentals and 
Practice of Informatics A”. This subject is not about a fixed topic, but it is a collection 
of 15 sessions on a wide variety of disciplines whose only common point is the use of 
IT to solve academic problems. More concretely, the topics are: 
• Document creation (Word, LaTeX). 
• Web document creation (HTML, CSS, etc.). 
• Cloud computing (main concepts and popular services). 
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• Information representation (encoding text, colours, images, mixing colours, etc.). 
• Data aggregation (basic statistics and use of spreadsheets). 
• Data analysis I (correlation) and II (testing hypotheses). 
• Information processing I (bitmap and vector graphics) and II (natural language). 
• Information retrieval. 
• Database search (SQL with MySQL and phpMyAdmin). 
• Data representation (XML, XPath). 
• Data mining I (Introduction to the matter and basic use of R), II (association rules 
and clustering) and III (decision trees and introduction to Machine Learning). 
However, our study does not include the sessions about “Document creation”, “Web 
document creation” and “Information retrieval”. 
Note that these lectures are not completely independent, as in some cases they are 
continuation of the previous one (e.g.: Data analysis I & II and Data mining I, II & III). 
Sessions are conducted by three different teachers, although one of them is only in 
charge of the two lessons in “Information processing” while another one is only re-
sponsible for the final three lessons in “Data mining”. 
Each lecture is 90 minutes long. It starts with a presentation by the teacher that lasts 
for about 35-40 minutes. After that, a practical task is presented to the students. Since 
the remaining time is often insufficient to complete it, students may have to finish it at 
home. The deadline to submit the work is often a week (in which we will continue 
capturing their queries). Some tasks need a certain degree of creativity (e.g. choosing a 
topic and creating a web page or presentation about it), while others focus almost ex-
clusively in the technical aspect (e.g. extract the association rules from some data). 
Regarding the resources, the classroom does not have a blackboard. Teachers use a 
wide screen in which they mostly show slides, although they may also show web pages 
or any other digital resource to complete their presentations. Students are provided 
with a printed copy of the slides and, of course, with the software they need to solve 
the practical work (Microsoft Office, Gimp, etc.). In addition, the subject has a website 
in which students can find a wiki that contains technical information to solve the prac-
tical tasks. However, teachers may demand the student to propose an example different 
from the one shown there (especially in lectures 13-15) and information to solve some 
optional tasks may be absent. Our search engine is initially present as a sidebar of the 
website, although students can also access a full screen version if they want. 
Students of this subject are approximately 100 freshmen (first year undergraduate) 
who come from very different high schools and specialities, and whose major  
discipline is also very disparate, from literature to computing science. Their basic 
knowledge in IT is also quite distinct. Only 36 of them participated in the experiment, 
although we have to clarify that they can skip up to 5 lectures to pass the subject. 
4.2 Pre-evaluation Questionnaires 
In order to evaluate the previous knowledge of our students, we have created a ques-
tionnaire per lecture. Each questionnaire consists of several questions regarding (1)  
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the concepts that are going to be taught in the subject, (2) the concepts that are needed 
to understand the ones that we are going to teach, (3) the procedures that are going to 
be taught in the subject (use of software, etc.) and (4) similar experience in previous 
subjects in high school or university. 
Answers can be easily quantified (e.g.: “I have experience in doing this” / “I do not 
have experience in doing this” and “I can explain this concept” / “I cannot explain this 
concept”), and we set weights in order to balance the importance of every part, not 
letting concepts to be much more important than procedures and vice-versa. If the 
teacher wants to know some special details (for example, where the student learned a 
certain concept), we may include non-quantifiable questions, but the answers will not 
be considered in our analysis. 
Students who get more than 50% in a questionnaire are considered “experts” in the 
matter, and we will try to distinguish their behaviour from the rest of the students, to 
whom we will call the “novice”. According to this system, “experts” change in every 
lecture. Fig. 1 shows the distribution of expert students and novice students: 
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Fig. 1. Distribution of expert students and novice students per lecture 
5 Analysis 
We collected 181 queries in 12 lectures. However, some of them are just a visit to the 
previous or next page of results of a previous query, or a re-execution of the same 
query. If we count all these navigations as a single query, our query log is reduced to 
143 queries. From these, only 30 (20.97%) were submitted by expert students. 
The first impressing result we have obtained is that, in general, only 77 queries 
(53.84%) are related to the topic of the lecture. Expert students tend to send more 
queries that are not related to the lecture, and this result is statistically significant (p-
value of 0.0112, 0.0198 with Yates correction). Table 1 shows this distribution: 
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Table 1. Are queries of students related to the lecture? 
 Expert Novice 
Not related to the lecture 20 (13.99%) 46 (32.17%)
Related to the lecture 10 (6.99%) 67 (46.85%)
Contrary to what we thought when we formulated hypothesis 1, from the 47 que-
ries sent during the presentations of the teachers, only 30 (63.83%) are related to the  
topic of the lecture and only 23 (48.94%) are related to the slides. In fact, it happens 
that in the last lecture we received a sequence of 5 queries which are related to the 
contents of the wiki, but not to the contents shown in the slides. There is no signifi-
cant difference between novices and experts (p-value of 0.2871, 0.5421 with Yates 
correction). 
In any case, we analysed if the queries that are related to the lecture are synchro-
nised with the slides, obtaining the result shown in Fig. 2. Column “delay” represents 
the difference between the current slide and the slide that is related to the query of the 
student. A value of 0 means they are the same slide, while a negative value means the 
slide related to the query has not been shown yet. 
 
Fig. 2. Synchronization between queries and the current slide 
The first result we can observe in this figure is that query sessions are normally 
very short, as students abandon the search if the teacher changes the slide. 
The second result we find is that there are students that send queries about topics 
that the teacher has not taught yet. However, there is not significant difference in their 
expertise (p-value of 0.3679), and, in fact, there are only two queries per class of stu-
dent (one expert anticipates 1 slide, another one anticipates 6 slides, one novice an-
ticipates 1 slide and another one anticipates 3 slides). In addition, a novice anticipated 
a query before the lecture started. Therefore, we cannot confirm hypothesis 5. 
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Regarding the number of words that are teaching content (“content terms”) in  
the queries that are related to the lecture, there is no statistical significance between 
experts and novices (p-value of 0.5638). However, the number of queries of experts 
may be too low to say something about hypothesis 2. Table 2 shows the distribution 
of queries according to content terms and expertise. 
Table 2. Number of content terms vs. expertise of the student 
 Expert Novice 
0 content terms 2 (2.60%) 6 (7.79%) 
1 content term 5 (6.49%) 45 (58.44%)
2 content terms 3 (3.90%) 14 (18.18%)
3 content terms 0 (0%) 2 (2.60%) 
With regard to the number of words that are not teaching content (“no content 
terms”) in the queries that have at least one content term, there is not significant dif-
ference between experts and novices either (p-value of 0.2979). However, as in the 
previous case, the number of queries of experts may be too low too. Therefore, we 
cannot confirm or discard hypothesis 3 either. Table 3 shows the distribution of que-
ries according to the no content terms and the expertise of the students. 
Table 3. Number of no content terms vs. expertise of the students 
 Expert Novice 
0 no content terms 4 (5.56%) 40 (55.56%)
1 no content term 4 (5.56%) 14 (19.44%)
2 no content terms 0 (0%) 9 (12.50%) 
3 no content terms 0 (0%) 1 (1.39%) 
Hypothesis 4 is related to the theoretical or practical orientation of the queries. To 
verify this hypothesis, we divided the queries in 4 categories: theoretical (the content 
appears only in the slides), practical (the content appears only in the wiki), both (the 
content appears both in the slides or the wiki) or none (the query is not related to the 
lecture). Once we excluded all the queries that are not related to the lecture, we could 
not find any statistical significance between these categories (p-value of 0.4991), but, 
once again, we have to make clear that the number of queries of experts is too low to 
discard the hypothesis. Table 4 shows the distribution of the queries according to their 
theoretical or practical orientation and the expertise of the students. 
Table 4. Theoretical or practical orientation of quereis vs. expertise of the students 
 Expert Novice 
Theoretical 1 (1.35%) 2 (2.70%) 
Practical 3 (4.05%) 27 (36.49%)
Both 5 (6.76%) 36 (48.65%)
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We have also checked the practical queries that were sent during the presentations 
of the teachers and they were always sent by novice students. Therefore, we can 
strongly reject hypothesis 5. 
Queries that are not related to the lecture seem to provide an inestimable source of 
data about the interests of the students, supporting hypothesis 6. For example, we 
have located a session of one student with approximately 50 queries (including navi-
gations between result pages and image search) containing the terms “Art Noveau”, 
“Art Deco”, “Alfons Mucha” and “William Morris”. After analysing the homework of 
the student for that lecture, we found that it was a presentation about the aforemen-
tioned artistic movements and their most important representatives, providing us with 
the evidence of the interest of the student in that topic. 
Another example is a student who queried “concept diagram” (5 queries related to 
that topic) and “Lifestyle diseases” (one query) and whose homework was a concep-
tual map about lifestyle diseases. 
In addition, there are students that searched terms such as “Pikachu” (a character of 
the Japanese animation “Pokemon”) or “sleep”, but we could not find any evidence 
on their homework that confirms their interest in the matter. In the case of the first 
student, the task of that lecture was editing an image, so it is possible that the student 
considered that topic but discarded it because of the ban that the teachers established 
on copyrighted images. 
Apart from the studies whose objective is to confirm or discard our hypothesis, we 
have also checked some other factors such as: (1) the type of characters used by the 
student (Japanese, Western or mix), (2) the use of the wiki, and (3) the number of 
queries that ended with a result being clicked by the student. Although in principle we 
detected significant difference in the two first tests, these differences were due to the 
fact that expert students tend to send more queries that are not related to the lecture. 
As soon as we analyse only the queries that are related to the lecture, the difference 
disappears. The third test also did not have any positive result. 
6 Conclusions and Future Work 
This paper has explored a statistical query log analysis for detecting the strong points, 
weak points and interests of students, especially of those who are often silent in class. 
The main differences between our methods and traditional ones are that (1) we em-
ploy not only queries, but also the materials and contents the teacher uses in class and 
(2) we consider the temporal relationship between the queries and the materials that 
are used in the lecture. 
Our system makes some assumptions about the contents and the materials. For ex-
ample, (1) we know what materials the teacher has been using in every moment, (2) 
we can express these materials as a sequence and (3) we can classify the content into 
theoretical, practical or both things at the same time. 
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With the aforementioned assumptions in mind, our paper presents a list of hy-
potheses about the queries of our students. These hypotheses consider the difference 
in behaviour we expected between expert students and novice students. For example: 
• Queries of students are related to and synchronized with the slide that the teacher is 
currently showing in the presentation. 
• Expert students try to establish more relationships between teaching contents. 
• Expert students add terms that are not teaching contents to their queries in order to 
find what they expect with a higher probability. 
• Queries of novice students will contain more theoretical contents as they will need 
to review them in order to solve their practical work. 
• Expert students try to anticipate the contents that the teacher was going to show. 
• Queries that are not related to the lecture can show the interest of the student in 
other matter. 
However, in the experiment we performed in an IT subject of Kyoto University, 
we found that there is not a significant difference between the experts and the novices 
in most of these matters. In fact, the number of queries sent by experts is often not 
enough to offer any conclusion in the matter. 
Regarding the temporal relationship between queries and materials, we can say 
that, when queries are related to the lecture, they often are related to the slide that the 
teacher is showing in that moment. Search sessions of the students are short. How-
ever, there are students that search for terms that are related to the lecture but the 
teacher has not presented yet. With this result we can set two future goals: (1) find a 
search interface that makes querying easier and (2) try to advance materials for stu-
dents that are faster than the class. 
Another significant result we have found is that expert students tend to send  
more queries that are not strictly related to the lecture. With this result, a teacher can 
try to use this kind of queries to make their authors participate more in the class,  
just by establishing relationships between the topic of the lecture and the topic of the 
queries. 
Regarding the hypotheses that we could not confirm, we can conclude that, in such 
reduced environment, there is not statistical significance in the number of terms that 
are teaching contents or that are not teaching contents. However, in our future work 
we will add a new hypothesis about the quality of the contents: do experts use con-
cepts that are more specific than the ones used by the novice students? 
Another work is to analyse the navigations the students did and the documents they 
visited. 
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Abstract. Online social networks are currently experiencing a peak and
they resemble real platforms of social conversion and content delivery.
Indeed, they are exploited in many ways: from conducting public opin-
ion polls about any political issue to planning big social events for a
large public. To securely perform these large-scale computations, cur-
rent protocols use a simple secret sharing scheme which enables users
to obfuscate their inputs. However, these protocols require a minimum
number of friends, i.e. the minimum degree of the social graph should be
not smaller than a given threshold. Often this condition is not satisfied
by all social graphs. Yet we can reuse these graphs after some structural
modifications consisting in adding new friendship relations. In this pa-
per, we provide the first definition and theoretical analysis of the “adding
friends” problem. We formally describe this problem that, given a graph
G and parameter c, asks for the graph satisfying the threshold c that re-
sults from G with the minimum of edge-addition operations. We present
algorithms for solving this problem in centralized social networks. An
experimental evaluation on real-world social graphs demonstrates that
our protocols are accurate and inside the theoretical bounds.
Keywords: Social networks, Graph editing, Adding friends.
1 Introduction
Online social networks (OSN) have currently become an important means for
people to share personal and public information and make friendship connec-
tions with friends, family, colleagues, and even with strangers. These networks
constitute live platforms exploited by huge number of users for performing large-
scale computations such as conducting polls about political issues and seeking
precise information on huge graph databases. To preserve data privacy during
the running of these computations, recent works [8,9,10,12,27] use a simple se-
cret sharing scheme which allows users to obfuscate their inputs. For instance,
[7,9,10,12] proposed distributed polling protocols in social networks without re-
quiring cryptographic system. Polling is the way to determine the most favorite
choice amongst some options from the participants. Each participant can dis-
tribute his preference by submitting vote, and after aggregating all votes, the
 Funded by ANR Streams project.
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majority option will be chosen as the ﬁnal result. Instead of disclosing his/her
vote, the user only sends a share of the vote to each friend. Thus, splitting the
vote into many shares enables users to protect their choices’ conﬁdentiality.
However, secret sharing based protocols impose a threshold parameter on the
number of friends, i.e. the minimum degree of the social graph should be not
smaller than the given threshold. Unfortunately, not all social graphs fulﬁll that
condition. In other words, users cannot perform any common computation (e.g.
polling process) if this threshold is not achieved. To satisfy the threshold con-
dition, we propose to enrich the social graph with new friendship relations. We
assume these new relations will be accepted by all users as they are relevant to
their common interest (i.e., performing any common computation in secure fash-
ion). Indeed, these relationships are only for convenience. They do not enforce
their partners to share any resource.
To achieve this graph transformation, we use a set of graph-modiﬁcation op-
erations on the initial graph in order to build other one that can be used for the
purpose of deploying some secret sharing protocols. For the sake of simplicity,
we consider only edge-addition modiﬁcation operation. One naive approach con-
sists in modifying a graph in such a way that each node tries to add as many
edges as possible to satisfy the threshold. Nevertheless, our main concern in this
work is to answer the following question: How can a graph be minimally mod-
iﬁed to satisfy the threshold on node degree? The main objective is to devise
eﬃcient solutions for modifying the social graphs as the user number of social
networks is blowing up exponentially. Just to demonstrate one typical example,
as of now Facebook has more than one billion monthly active users and 699
million daily active users on average.1 Accordingly, an eﬀective way to speed up
the transformation of social graphs is to minimize the number of adding friends.
Contributions.We ﬁrst formally describe the adding friends problem as follows.
Given an input connected graph G with N nodes and a parameter c, we want
to obtain the graph G′ satisfying the threshold c and resulting from G with
the minimum number Φ of edge-addition operations. We propose an algorithm
computing the exact value of Φ with the time complexity in the worst caseO(N4)
(and in the best case O(cN)). To decrease this upper bound, we prove that
there exist 32 -approximation algorithms which take time O(cN2). We validate
our solution with a performance evaluation on real-world social graphs which
shows that our protocols are accurate and inside the theoretical bounds. To our
best knowledge, our work is the very ﬁrst theoretical study of the adding friend
problem, using only a simple edge-addition operation.
Outline. This paper is organized as follows. Section 2 describes our adding
friends problem deﬁnition. Section 3 presents our protocols with their correctness
properties. Section 4 illustrates our experimental results. We review related work
in Section 5 and conclude the paper with future research in Section 6. Proofs for
the correctness of our solutions are given in [13].
1 http://newsroom.fb.com/Key-Facts
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2 Problem Statement
2.1 Notations
We present the social network as the form of model of social graph. Initially, our
system is described by an undirected connected graph G = (V,E), where V is
a set of uniquely identiﬁed nodes of size N , and E ⊆ V × V is an edge set. We
denote by function e(u, v) the friendship between two nodes u and v, namely,
e(u, v) = 1 if u connects to v, and e(u, v) = 0 otherwise. Each node n has a set
Fn of direct friends2 of size dn. Let c be an initial constant parameter in the
graph G that is used to identify two kinds of nodes: weaker and normal nodes.
Definition 1. Let G = (V,E) be a graph. A node n ∈ V is weaker (resp.
normal) if dn < c (resp. dn ≥ c). A graph G is c-degree if all nodes are normal.
Otherwise, it is called non-c-degree graph.
A set of all weaker nodes is denoted by W = {n ∈ V | dn < c}. A weaker node
n ∈ W has to add one or more edges to become a normal one. Thus, we deﬁne yn
as the number of these edges, i.e., yn = c−dn. A weaker node n may create links
with some other weaker ones if there are no connection between n and them. We
call them available weaker nodes (i.e., potential friends) of n, and denote the set
of these nodes by Dn = {v ∈ W | e(n, v) = 0} and its size by xn.
2.2 Problem Definition
Given a parameter c and a non-c-degree graph G = (V,E) where c < N . Our
purpose is to transform G into a c-degree graph G′ = (V,E′) that is structurally
similar to G by using a graph-modiﬁcation operation on G. The output G′ must
have the same set of nodes as G.
It should be noted that we only use edge-addition operation to modify G
into G′. Moreover, once one friendship link has been established, it cannot be
removed or changed later. We assume that these new friendship links will be
accepted by all user nodes as they are aware these new links will enable them to
achieve some common functions (e.g., polling process).
Definition 2. Given two graphs G = (V,E) and G′ = (V,E′). The structural
diﬀerence Φ between G and G′ is the diﬀerence between sets of edges. More
formally,
Φ(G′, G) = |E′ \ E|+ |E \ E′| (1)
As we only use edge-addition operation to modify graph, E′ ⊇ E and G′ is a
supergraph of G. Consequently
Φ(G′, G) = |E′ \ E|+ |E \ E′| = |E′| − |E| (2)
Naively, to construct G′ from G, one weaker node could create friendship
with anyone by accumulating more and more friends until it becomes normal.
However, this naive approach may be less accurate and unfair: (i) An unnecessary
2 We use these terms “friend” and “neighbor” interchangeably henceforth.
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large number of friendship links may be added, namely it is a 2-approximation
algorithm. For instance, assume we have w unconnected weaker nodes and each
one needs one new link to become normal node. In this case, the naive approach
may add up to w new links whereas w2  is suﬃcient if we link weaker nodes
together; (ii) The process may not be fair in the sense that some user nodes could
get more new links than others. We also observe that the naive approach takes
time O(c|W|) (it takes O(N2) in the worst case when |W| = N and c = N − 1).
Problem (AddFriends). Given a graph G=(V,E)and a constant parameter
c, construct a c-degree graph G′ = (V,E′) such that Φ(G′, G) is minimized.
We can recognize in our concern, minimizing Φ(G′, G) is equivalent to minimize
the degree diﬀerence between G′ and G.
On the ﬁrst view, our AddFriends problem seems generally related to the
b-Matching problem [14,17,25,26], or the solution could be the reduction of
some b-matching algorithms proposed in [1,22] but it turns out AddFriends
problem and b-Matching problem are truly diﬀerent. Indeed, the concept of a
b-matching was deﬁned by Edmonds [14] as follows: For each node n ∈ V let
δ(n) denote the set of edges in E which meet n. For each vector x = (xe : e ∈ E)
and a subset E′ of E, let x(E′) =
∑{xe : e ∈ E′}. Let b = (bn : n ∈ V )
be a positive integer vector. A b-matching of G is a nonnegative integer vector
x = (xe : e ∈ E) such that x(δ(n)) ≤ bn ∀n ∈ V . From this deﬁnition, in the
b-Matching problem, we have to use edge-deletion operation to modify G into
a subgraph G′ in such a way that each node n in the output must satisfy the
condition dn ≤ bn. Conversely, in the AddFriends problem we only allow edge-
addition operation to modify G into a supergraph G′ and each node n has to
satisfy reverse condition for degree value dn ≥ bn (and bn = c ∀n ∈ V ). That
diﬀerence is also applied for the generalization of the b-Matching problem,
General Factor problem [19], where each vertex’s degree of the output graph
must belong to a list of possible predeﬁned value called degree list. General
Factor problem (where all degree lists may not contain gaps of length >1)
and graph editing problem (where all degree lists are singleton) can be solved in
polynomial time [3,20]. Nevertheless, to our best knowledge, there is no eﬃcient
algorithm solving this problem with precise complexity.
To solve AddFriends problem, we only examine the following two types of edge
related to: (i) two weaker nodes, (ii) one weaker node and one normal node. It is
noted adding edges is a dynamic process (not with respect to the original static
graph), and during this process, a weaker node may become a normal node. We
denote by κ and λ the number of adding edges of type (i) and (ii) respectively.
Lemma 1. Φ is minimum iﬀ κ is maximum, or λ is minimum.
The proof is given in [13]. Lemma 1 means: to achieve the minimum number
of adding edges, we have to target W by trying to create connections amongst
nodes inside W (i.e., increasing κ and decreasing λ).
On Constrained Adding Friends in Social Networks 471
3 Protocol
In this section, we ﬁrst present our algorithm, AlgoCen, then we show the cor-
rectness of this algorithm and provide a theoretical analysis of its complexity.
Finally, we introduce two greedy algorithms, and describe the comparison in
terms of accuracy and complexity between greedy algorithms and AlgoCen.
Algorithm 1. Adding Friends Algorithm
Input: A non-c-graph G = (V,E)
W: Set of weaker nodes, W = {u ∈ V | du < c}
c: Constant parameter
Output: A c-degree graph G′ = (V,E′).
Algorithm AlgoCen
1 Get information about Dn, xn, yn for all n ∈ W
2 T ← ∅
3 while W = ∅ do
4 R ← {n ∈ W | yn ≥ xn and xn ≥ 0}
5 if R = ∅ then
6 foreach n ∈ R do
7 if xn > 0 then
8 Dn ← {u ∈ W | e(n, u) = 0}
9 foreach v ∈ Dn do
10 ConnectUpdInfo(n, v)
11 if dv = c then
12 if v ∈ R then R ← R \ {v}
13 W ← W \ {v}
14 if dn < c then T ← T ∪ {n}
15 R ← R \ {n}
16 W ← W \ {n}
17 else
18 Compute score value for all weaker nodes
19 Find best tuple of weaker nodes (n, v) w.r.t. score value and e(n, v) = 0
20 ConnectUpdInfo(n, v)
21 foreach n ∈ T do
22 Create (c− dn) links between n and arbitrary (c− dn) nodes v ∈ V s.t. e(n, v) = 0
3.1 Description of Protocol
The protocol, AlgoCen, is composed of two stages (see Algorithm 1).
Stage 1 (lines 1–20 in Algorithm 1). The system gets some information re-
lated to each weaker node n such as Dn, xn, yn = c − dn. We assign higher
selection priority to weaker nodes having less number of potential friends than
they require, i.e., ﬁrst a set R = {n ∈ W | yn ≥ xn and xn ≥ 0} is examined,
and later we investigate the set U = W\R. We evaluate the following two cases:
1. R = ∅ (lines 6–16): each node n ∈ R where xn > 0 links to all nodes v in Dn.
The procedure ConnectUpdInfo(n, v) (line 10) simply creates a connection
between n and v, then updates their information, e.g., dn, Dn, xn, yn, dv,
Dv, xv, yv. (For the sake of simplicity, we do not describe this procedure.)
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Fig. 1. AlgoCen algorithm example
After connecting to n, if v’s degree satisﬁes the threshold condition node v is
removed out of W and also out of R if it is currently inside R (lines 11–13).
For a node n ∈ R where xn = 0, it has to request for friendship relations to
normal nodes. A set T holds those nodes and is resolved in next stage.
All nodes in R are ﬁnally removed out of R and W (lines 15–16).
2. R = ∅: We ﬁrst introduce one criterion to evaluate the selection priority of
nodes. For each (weaker or normal) node n, we deﬁne a value tn called score
as follows:
tn =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
yn
xn
if xn = 0 and n is weaker
0 if xn = 0 and n is weaker
−1 otherwise
(3)
This value expresses the level of aspiration of n to make connection to other
nodes when it currently needs adding more yn links but has a limited number
xn of weaker options. The higher score value, the higher selection priority.
(If two nodes have the same score value then the one with smaller identity
is considered to be higher priority.) We say a tuple of nodes (u1, v1) is better
than a tuple (u2, v2) w.r.t. score value (assume initially tu1 ≥ tv1 and tu2 ≥
tv2) iﬀ: (i) tu1 > tu2 , or, (ii) tu1 = tu2 and tv1 ≥ tv2 . A best tuple of nodes
w.r.t. score value is the one that is better than any other tuples of nodes.
In Algorithm 1, for this case R = ∅ (lines 17–20): we ﬁrst compute score
values for all weaker nodes, then discover a best tuple of weaker nodes (n, v)
w.r.t. score value (and they currently do not link to each other). Eventually
we create a connection between them.
We repeat activities above until W is empty.
Stage 2 (lines 21–22 in Algorithm 1). This stage simply connects each node
n ∈ T (if T = ∅) generated from last stage to (c − dn) normal ones which
currently have no connection with it.
In order to illustrate how Algorithm 1 works, we examine Example 1 below.
Example 1. Given c = 6 and an initial graph depicted in Fig. 1a.3 Initial infor-
mation of weaker nodes: x1 = 3, y1 = 2; x2 = 3, y2 = 2; x3 = 3, y3 = 2; x4 = 1,
3 For the sake of simplicity, in this work, we depict only subgraphs of the original
connected graph. Weaker and normal nodes are drawn in white and gray color resp.
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y4 = 2; x5 = 1, y5 = 1; x6 = 5, y6 = 4. In Stage 1, R = {v4, v5}. Node v4
randomly links to v6, and v5 also links to v6 by edges e1 and e2 (see Fig. 1b)
then they are eliminated from R. After updating information for weaker nodes:
x4 = 0, y4 = 1, and thus, v4 is moved to set T . Moreover, since yi = 2 < xi = 3
for all i ∈ {1, 2, 3, 6}, we have R = ∅. We compute score values for each weaker
node: ti = yixi =
3
2 for all i ∈ {1, 2, 3, 6}, we can opt any tuple, e.g., (v1, v2), to
link up together by edge e3 (see Fig. 1c). Repeating this process until W = ∅,
edges e4, e5, e6 are added (see Fig. 1c). In Stage 2, as T = {v4}, v4 links to any
normal node e.g., v5, by edge e7. The ﬁnal output is illustrated in Fig. 1d. 
3.2 Correctness
This section ﬁrst analyzes the accuracy of AlgoCen and then presents its time
complexity. The proofs are presented in [13] due to space limitation.
Theorem 1. AlgoCen produces the optimal solution.
Proposition 1 (Time Complexity). The time complexity of AlgoCen in the
worst (resp. best) case is O(N4) (resp. O(cN)).
3.3 Greedy Algorithm
This section ﬁrst introduces the greedy algorithm for our AddFriends problem
and then performs computational complexity analysis.
Algorithm. There are several greedy solutions for the AddFriends problem.
Intuitively, we can apply following two strategies to choose weaker nodes:
1. (CS1) First select one weaker node with maximum degree and then choose
alternative node with maximum degree of the remaining ones.
2. (CS2) First select one weaker node with minimum degree and then choose
alternative node with minimum degree of the remaining ones.
Greedy CS1 vs. Greedy CS2
In this part, we compare the performance between CS1 and CS2, then analyze
their complexities.
Definition 3 (Better/Worse Algorithm). Given two algorithms A1 and A2.
Algorithm A1 is said to be better (resp. worse) than A2 if there exist some graphs
G such that after deploying A1 and A2 into G and receiving outputs G′ and G′′
respectively, we get ΦA1(G′, G) > ΦA2(G′′, G) (resp. ΦA1(G′, G) < ΦA2(G′′, G)).
Theorem 2. There exist some graph structures such that CS1 is better than
CS2 and vice versa.
By Theorem 2, it is clear that using information on degree is not suﬃcient to
solve the AddFriends problem. That is why we need to introduce another
criteria to evaluate deterministically the priority amongst weaker nodes (score
value presented in Section 3.1 is one of the suitable criteria).
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Proposition 2 (Time Complexity). The greedy algorithm (CS2) is done in
time at most O(cN2) and at least O(N2).
Greedy vs. AlgoCen
From Proposition 1 and 2, if all weaker nodes are initially fully connected to-
gether, CS2 runs slower than AlgoCen. Otherwise, CS2 runs faster than AlgoCen.
Theorem 3. CS2 is a 32 -approximation algorithm.
4 Experimental Evaluation
In this section we validate our solution with a performance evaluation on real-
world social graphs. We start with the description of the datasets using in the
experiments, then present the experimental setup, and ﬁnally show all results.
4.1 Datasets
We examined our algorithm AlgoCen on the following real-world social graphs
which have diﬀerent size and are provided by [21,24].
– DIP (Database of Interacting Proteins): These are experimentally de-
termined interactions between proteins interpreted as undirected graph.
– DBLP: a full bibliography of publications in computer science.
– Youtube: a website which users can share video clips together.
Table 1 summarizes some properties of datasets. For each dataset, it shows the
size of network N , number of edges |E|, clustering coeﬃcient CC (i.e., that is a
measure of degree to which nodes in a graph tend to cluster together), and the
average number of friends d for a node in the network and d = 2|E|/N .
Table 1. Datasets
Dataset N |E| CC d
DIP 20K 41K 0.52 4.1
DBLP 511K 1.9M 0.73 7.3
Youtube 1.1M 3M 0.17 5.3
Table 2. Average execution time (in ms)
Dataset Algorithm Threshold c
31 51 71 91 121 151
DIP AlgoCen 0.36 0.38 0.43 0.46 0.53 0.61
CS1 0.07 0.07 0.07 0.08 0.08 0.09
CS2 0.07 0.07 0.08 0.08 0.08 0.09
DBLP AlgoCen 3.61 3.88 4.06 4.25 4.68 4.91
CS1 1.78 1.85 1.89 2.09 2.25 2.46
CS2 1.82 1.91 2.07 2.14 2.29 2.51
Youtube AlgoCen 5.58 6.19 6.81 7.75 8.65 9.43
CS1 3.14 3.65 3.90 4.32 4.56 4.72
CS2 2.62 2.93 3.25 3.61 4.18 4.55
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4.2 Experimental Setup
We evaluate the practical performance of our adding friend algorithms by ap-
plying them into social graphs with diﬀerent value of threshold c and measure
their Percentage of number of adding edges and Time. The Percentage of num-
ber of adding edges is computed by formula (|E|′ − |E|)/|E| where E′ and E
are respectively the set of edges of output and input graph. Time refers to the
average time for generating one new edge between two nodes.
4.3 Results
Percentage of Number of Adding Edges. Fig. 2 shows the number of adding
edges and the percentage by diﬀerent methods for c = 31, 51, 71, 91, 121, 151. By
Lemma 1 we have Φ = κ + λ = 12
(∑
n∈W yn + λ
)
. Since 0 ≤ λ ≤ 12
∑
n∈W yn,
and yn = c − d for all n, we have 12
∑
n∈W (c− d) = 12 |W|(c − d) ≤ Φ ≤∑
n∈W (c− d) = |W|(c − d). We observe in Fig.2a–2c value Φ is always within
the theoretical bounds (two black dotted line), and AlgoCen always produces the
lowest number of adding edges. The curve presenting AlgoCen nearly touches
the lower bound. For two greedy strategies, we see that CS2 is better than CS1.
We illustrate the percentage of number adding edges in Fig. 2d–2f, that is
E(G′)−E(G)
E(G) . The lower the value is, the better the structure of the input graph
is preserved. We observe that AlgoCen gives the smallest percentage values.
Time. Table 2 describes the average execution time computed as the total time
required for processing the algorithm divided by value Φ. This also includes
the time spent to load the input graph from disk. We see that AlgoCen is 2–6
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Fig. 2. Percentage of number of adding edges in the output graph
476 B.-T. Hoang, A. Imine
times slower than CS1 and CS2, however, it takes us only a few milliseconds for
execution even for the large graph like Youtube. CS1 runs slower than CS2 for
the Youtube graph, but faster than CS2 in other graphs.
5 Related Work
We present here some recent works related to graph modiﬁcation and matching
problem with particular attention to those do not allow edge-deletion operation.
Stable marriage problem is studied in [6,4,15,16] but they use preference lists
with strict ordering of nodes which are not considered in our problem. [5] ap-
proached marriage problem where nodes are only matched to a ﬁxed set of
adjacent nodes, and so, much limited than ours.
By deﬁning the welfare of one node as the sum of the weights of incident edges,
[2] presented algorithms in social networks which try to maximize the welfare
over all nodes. However this work is diﬀerent from our concern. First, this work
allows edge-deletion modiﬁcation operation. Second, it uses an assumption about
limited number of friends of one node.
Based on the k-anonymity notation [23], Liu et al. [18] studied a graph
anonymization problem to transforms a graph to a k-anonymous one, i.e., every
node shares the same degree with other k − 1 nodes. This solution uses edge
deletion operation and does not focus on threshold constraint. This also applies
to the problem of identity-anonymization [11,28].
In [20], they studied some graph editing problems. In particularly, they give
the algorithm for r-regular graph problem in which all nodes have the same
degree r. Although the output graph from that algorithm could be r-degree
graph like our conditions, the number of adding edges is not minimized.
6 Conclusion
In this paper, we formally deﬁned the adding friends problem and proposed
simple and eﬃcient algorithms for solving it in social networks. Our algorithm
produces the optimal solution. Our experimental results demonstrated that our
protocols are accurate and inside the theoretical bounds. We plan to propose a
protocol in distributed networks and consider a generalization of our problem: a
graph consists of honest and dishonest nodes where honest weaker nodes consider
their privacy when connecting to other ones, and dishonest nodes try to link to
honest weaker ones to get as much their information as possible. This research
direction gives us a perfect novel for adding friends problem in a secure way.
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Abstract. Sensing social media for trends and events has become pos-
sible as increasing number of users rely on social media to share informa-
tion. In the event of a major disaster or social event, one can therefore
study the event quickly by gathering and analyzing social media data.
One can also design appropriate responses such as allocating resources to
the aﬀected areas, sharing event related information, and managing pub-
lic anxiety. Past research on social event studies using social media often
focused on one type of data analysis (e.g., hashtag clusters, diﬀusion of
events, inﬂuential users, etc.) on a single social media data source. This
paper adopts a comprehensive social event analysis framework covering
content, emotion, activity, and network. We propose a set of measures for
each dimension accordingly. The usefulness of these analyses are demon-
strated through a haze event that severely aﬀected Singapore and its
neighbors in June 2013. The analysis, conducted on both Twitter and
Foursquare data, shows that much user attention was given to the haze
event. The event also saw substantial emotional and behavioral impact
on the social media users. These additional insights will help both public
and private sectors to prepare themselves for future haze related events.
1 Introduction
1.1 Motivation
Social sensing is an important step towards understanding how a disaster or
social event aﬀects individuals and communities. A good understanding of the
event allows us to answer questions about its severity as well as the eﬀectiveness
of interventions introduced during the event. For example, during an earthquake,
people may suﬀer from unsafe environment, inadequate supply of food and water,
loss of houses, missing family members and lack of medical care. This wide range
of concerns naturally become the topics of discussion among people, as well as
the focuses of disaster management and rescue eﬀorts.
In the past, social events are mostly reported by news media. One therefore
can only perform the event impact assessment by analyzing news content or
conducting ﬁeld surveys on the event-aﬀected people. Both approaches unfortu-
nately require much time and resources. They also could not capture a complete
view of the event due to limited reach to the larger user population.
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With the popularity of social media, there is a large amount of user-generated
content that can be harnessed for event analysis. Unlike traditional news media,
social media content is generated directly from the user population and therefore
oﬀers direct access to both individual and community levels feedbacks. Other
than its textual content, social media also records user behaviors that can be
very useful in event analysis. For example, users may express their opinions
online using votes and ratings, share interesting online content with their friends,
etc. These non-textual behavioral data can be used to determine user activity
patterns during the event.
1.2 Objective
In June 2013, Singapore experienced the worst haze in its history. The haze was
a unique event that aﬀected all people in Singapore. At the time, local media
covered almost nothing but haze for several days. Oﬃce chatter and neighborly
greetings were abuzz with talk of the haze. Our observations suggested that
haze was on everyone’s mind. But is there a way to measure the consciousness
of Singaporeans during the haze to know their thoughts and feelings? Is there a
way to quantify the impact of the haze on human activity?
To answer the above questions, we study social media usage by Singapore
users during the haze event so as to derive some insights about peoples reactions
to the haze. We adopt a social analysis framework that consists of four types of
analysis on the event-relevant social media data (see Figure 1). The analysis can
also conducted on data divided into diﬀerent time intervals for trend analysis.
The analysis techniques adopted are:
– Content analysis : This includes analysis on all textual social media data.
The purpose is to determine the content topics, content objects (e.g., photo
images, videos), representative keywords or keyphrases that help to explain
the event. Content topics can be derived by clustering words or assigning
them with topic labels [1].
– Emotion analysis : One can analyze tweet content for diﬀerent emotion key-
words to determine the state of user emotions as they generate the tweets.
Bollen, Mao and Pepe analyzed user mood on Twitter in six dimensions
using a set of words for each mood dimension [2]. In this paper, we use a
similar approach using selected emotion words from Pennebaker’s Linguistic
Inquiry and Word Count (LIWC) full dictionary [3].
– Activity analysis : The activity behavior of users can be determined by activ-
ity words mentioned in the social media content, or by observing their actions
recorded in social media data. In this paper, we use Foursquare check-in’s to
determine the places visited by social media users. When the activity data
are geo-coded, one can even determine the locations of activities [4].
– Network analysis : Network analysis focuses on constructing human networks,
and analyzing for each network central nodes (e.g., inﬂuential users, informa-
tion gatekeepers), relationships (e.g., strong and weak ties) and communities
[5]. Using network analysis, one can study how an event aﬀects the network
properties and dynamics (e.g., diﬀusion of information).
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Content Analysis:
Topics, Keywords
Emotion Analysis:
Angry, Fear, Sad
Activity Analysis:
Share, Check-ins
Network Analysis:
Degree, Pagerank,
Graph Energy
Trend Analysis
Event Relevant
Social Media
Data
Fig. 1. Social Impact Analysis Framework
In our study, we observed that:
– The haze event attracted much attention from Singapore users only after
the latter realised that the event lasted longer than expected. Substantially
more people decided to tweet during the haze event.
– Users monitored the haze condition closely and depended a lot on traditional
news media and government agencies for information. Nevertheless, they also
demonstrated more negative emotion during the haze.
– Users reduced their outdoor activities causing fewer visits to eating places.
This suggests that food and other businesses were quite badly aﬀected by
the haze event.
– The National Environment Agency (NEA) of Singapore emerged to be a
central node in the network analysis during the event. Most traditional news
media accounts also beneﬁted from haze by seeing their centrality ranks
improved. We however could not ﬁnd any individual user gaining signiﬁcant
centrality rank.
1.3 Dataset Construction
The social media data used in this study are collected from Twitter and
Foursquare. We collected Twitter data generated by about 130K public user
accounts with Singapore stated as their user locations in June 2013. From this
dataset known as SGTwitterData, we selected those that contain one of the
following keywords: sghaze, haze, mustbehaze, and blamethehaze. This selected
subset of the data is called HazeTwitterData. Using carefully selected key-
words to collect event relevant tweets was also used in other works [6,7].
We also collected a month of FourSquare check-ins data in June 2013 which
were generated by the same set of Singapore users. We call this data the 4SQ-
Data. Due to some crawling problem, we were not able to gather complete set of
tweets on 13 June 2013. Hence, we would leave that day out of our study below.
We did not include private user accounts as their proﬁle and tweet information
are not open to public.
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1.4 Paper Outline
The rest of this paper is organized as follows. Section 2 describes some previous
work regarding social sensing, and social sensing for crisis management. Our
analysis on the content and activity dimensions of the data is presented in Section
3. More detailed analysis on emotional states is discussed in Section 4. Section 5
shows the dynamics of Singapore Twitter network during the haze crisis. Finally,
we conclude our study in Section 6.
2 Related Work
Using hashtags that have been widely used to annotate tweets, Lehmann et
al. studied the clusters of hashtags and their evolution over time and found
four types of events: (i) those that attract attention before and during peak
(measured by number of mentioned tweets); (ii) those that attract attention
during and after peak; (iii) those that attract attention symmetrically around
peak; and (iv) those that attract attention on a single day of the peak [8]. Crises
are likely of type (ii) due to its unexpectedness and social impact.
Earle, Bowden and Guy found that sensing Twitter for earthquake events
allows one to detect earthquake with human impact early among many earth-
quakes that have actually happened, especially in regions where the siesmic sen-
sors are not available [7]. The tweet content also provides very good contextual
insights into the earthquake events.
In [6], the dissemination of rumors and news on Twitter during the 2010
earthquake in Chile was analyzed. Rumor spreading and news sharing are user
behaviors prevalent in crisis events. The work analyzes about 4.7M tweets from
716K users during the event. It was found that the earthquake related content
propagated very quickly on Twitter. Rumors were also found to propagate (or
be retweeted) very diﬀerently from news as they are more likely to be refuted
and questioned by users.
Cheong and Cheong conducted social network analysis on Twitter data related
to Australia ﬂooding events in 2010 and 2011 [9]. Two social networks were used,
namely a retweet/mention network and a user-URL network. The high degree
nodes in the two networks represent the inﬂuential users and popular resources
respectively. These two sets of nodes lead us to ﬁnd the users active and useful
content in the events. Nevertheless, it also pointed out the local authorities did
not manage to play inﬂuential nodes in the events.
To help emergency event-aﬀected users to share tweets about the events, a
Tweak the Tweet (TtT) syntax was proposed by Starbird and Stamberger to
introduce a set of hashtags (e.g., #need, #oﬀer, #iamok, etc.) to be used in
tweets reporting the events [10]. Starbird and Palen found that very few users
on the ground adopting the TtT syntax in the 2010 Haiti earthquake event but
also several other users volunteering eﬀorts to translate original tweets into ones
that follow the TtT syntax [11]. These are examples of volunteerism and self-
organizing behaviors that can be observed during crisis events. In the Singapore
482 P. Kokoh Prasetyo et al.
haze event studied in this paper, we unfortunately could not ﬁnd tweets following
the TtT syntax.
Compared with the above works, this paper adopts a comprehensive social
analysis framework that covers the content, emotion, activity and network as-
pects. While the measures deﬁned for each aspect are not new, there has not
been any work to apply them all to a large-scale event such as the Singapore’s
haze event. The haze event involves haze-relevant hashtags and keywords that
are of type-(ii) as most Singapore users did not expect it to happen. Unlike other
disastrous events, telecommunication and transportation networks were not af-
fected in the haze event. Users therefore can share their social media data and
communicate in their usual ways.
3 Content and Activity Analyses
3.1 Overall Tweet Trend
Our ﬁrst analysis tries to ﬁnd out how the haze has aﬀected the usage of so-
cial media. More than 26 million tweets are generated in June 2013 by about
130K public users in SGTwitterData. We measure the number of tweets in
SGTwitterData each day. Figure 2 shows the daily tweet count of SGTwit-
terData in June 2013. As shown in the ﬁgure, the daily tweets generated by
Singapore users surged on 19 and 21 June when Pollutant Standards Index (PSI)
hit peak numbers at 321 and 400 respectively1. The surge on 17 June was rela-
tively small. This suggests that there were much more Twitter data generated by
Singapore users during the haze crisis. Thus, the haze crisis indeed has aﬀected
the usage of social media.
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Fig. 2. Daily Tweet Count
3.2 Haze-Related Tweet Trend
Analysis onHazeTwitterData was performed to learn how big was the impact
of haze crisis in the overall twitter activity. Daily tweet count of HazeTwit-
terData is shown in Figure 3(a). The ﬁgure shows that the daily tweet count of
1 According to NEA, PSI reading beyond 100 is considered unhealthy.
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HazeTwitterData surged on 17 June. There are almost no tweets about haze
before 17 June. The number of haze related tweets reduced on June 18 possibly
due to the common belief that the haze would not last long. On 19 June on-
wards, many more haze related tweets were generated as users realized that the
haze problem was worsening and would last for a longer period. After 21 June
when the haze began to subside, the number of haze-related tweets decreased
substantially, but remained higher than the number before the haze.
Daily proportion of HazeTwitterData is displayed in Figure 3(b). The
ﬁgure shows that on 17 and 19 June, HazeTwitterData accounts for about
8% and 10% of all tweets generated by Singapore users. After 19 June, the
proportion of haze related tweets continued to stay substantially higher than
the proportion before the haze crisis.
Daily user count in HazeTwitterData can be seen in Figure 4. Very few
users mentioned haze-related contents before the number surged on 17 June. The
number hit the highest number of users on 19 June with more than 58,000 users.
Although the number decreases substantially after the haze subsided, few thou-
sand of users still mentioned haze-related contents until the end of the month.
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3.3 Topic Analysis
Analysis on tweet content reveals few popular topics in haze-related contents.
From the top frequent words that appear in HazeTwitterData, we manually
categorized the words into four topical categories, namely:
• PSI category: “nea”, “psi”
• N95 mask category: “mask”, “n95”
• Forest ﬁre category: “forest”, “ﬁre”, “Indonesia”, “Malaysia”, “Sumatra”, “na-
ture”, “smoke”, “burn”
• Health category: “asthma”, “breathing”, “health”, “hospital”, “clinic”, “doctor”,
“sick”, “respiratory”
Figure 5 shows that the overall trends of haze-related tweets under the above
four topics follow that of overall haze-related tweets. The PSI reading captured
the most user attention, and most tweets were about the PSI. The second largest
topic was about forest ﬁre and followed by the health topic. The N95 mask topic
became more popular than the health topic on 21 June because of the high
demand of N95 mask after the air quality reached its worst on 21 June.
3.4 Information Sources
URLs mentioned in tweets indicate external sources which bring in the informa-
tion to social media. We examined the highly mentioned and retweeted domain
names inHazeTwitterData to identify the information sources people trusted
during the haze crisis. There were 61,889 tweets, and 36,312 retweets that con-
tain URL in HazeTwitterData. The domain names were categorized into
three categories, namely News, Government and Others.
Tables 1 shows that the top domain names mentioned and retweeted by users
in June 2013 are mainstream news sites, a government agency, and several other
popular social media sites. The domains marked with * are ones that appear
in only one of two tables. The tables indicates that most users still referred to
oﬃcial news channels for information about haze.
Among the top domain names, NEA was the only government agency ap-
peared to be an important source during the haze crisis. The NEA played an
important role disseminating haze information to the public. The NEA published
the 3-hour PSI reading every one hour. To observe how quickly the information
got disseminated, we counted the number of retweets mentioning nea.gov.sg, and
divided them into six disjoint time windows of ten minutes each across time.
Figures 6 shows the retweet count of each time window on 17, 19, 20, and 21
June 2013 respectively.
The peaks in the ﬁgures indicate that most people responded (by retweeting
the URL) to NEA announcements within ten minutes. This shows that people
tracked NEA announcements closely. Furthermore, this also indicates that many
people checked the PSI reading obsessively since most of NEA announcements
were on PSI reading.
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Table 1. Top Domain Names in HazeTwitterData in June 2013
(a) Top 10 Mentioned Domain Names
Rank Domain Category #tweets
1 straitstimes.com News 13,776
2 instagram.com Others 10,460
3 nea.gov.sg Government 7,240
4 todayonline.com News 6,661
5 channelnewsasia.com News 3,589
6 facebook.com Others 2,607
7 youtube.com Others 2,528
8 twitpic.com Others 2,044
9 ask.fm* Others 1,230
10 stomp.com.sg Others 1,150
(b) Top 10 Retweeted Domain Names
Rank Domain Category #retweets
1 straitstimes.com News 11,193
2 nea.gov.sg Government 6,421
3 todayonline.com News 5,802
4 channelnewsasia.com News 2,369
5 twitpic.com Others 1,683
6 instagram.com Others 1,543
7 youtube.com Others 1,533
8 stomp.com.sg Others 961
9 facebook.com Others 922
10 yahoo.com* News 367
3.5 Check-Ins
To study the impact of haze to user activities and businesses, we analyzed 4SQ-
Data. Figure 7 shows Foursquare check-ins trend in June 2013 by Foursquare
venue category. We observed four categories of check-ins:
• Food: restaurant, food, and cafe
• School: university, school, and college
• Shop: mall, shop, and department store
• Healthcare: hospital, clinic, doctor, pharmacy, drug store
The haze reduced Foursquare check-ins especially on 19-22 June 2013 (up to
one day after the worst haze day). There was clear evidence that visits to shops
and eating places were reduced substantially, by 20% to 50% respectively, during
the three days (17, 19 and 21 June) that witnessed record breaking PSI values.
Daily check-ins pattern of both shops and eating places were similar because
many shops and eating places shared the same building. The reduction of check-
ins to schools appeared to be less obvious. This could be due to school holidays
during the haze period. At the same time, the number of check-ins to healthcare
places was also reduced. However, healthcare locations typically make up a very
small proportion of FourSquare check-ins in general.
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Fig. 6. Retweets of NEA Announcements
4 Emotion Analysis
Another important aspect during the haze crisis was emotion states of the people
in Singapore. In this section, we present our analysis in sensing emotion state of
users in Singapore during the haze crisis.
4.1 Types of Emotion
We examined the emotion state of the users by classifying the tweets into the
categories below according to the emotion associated keywords from the LIWC
full dictionary [3].
• Negative categories:
• Anxiety category: “worried”, “worry”, “worries”, “fear”, “afraid”, “fright-
ened”, “scared”, “stress”, “upset”, “nervous”, “anxious”, “alarm”, “tense”,
“distress”, “panic”, “die”
• Anger category: “mad”, “frustrate”, “irritate”, “annoy”, “hate”, “kill”, “piss”,
“mean”, “hostile”, “disgust”
Social Sensing for Urban Crisis Management: The Case of Singapore Haze 487
• Swear category: “piss”, “fuck”, “damn”, “shit”, “crap”, “oh no”, “OMG”,
“holy ”, “FML”
• Low arousal negative category: “unhappy”, “miserable”, “sad”, “depress”,
“hopeless”, “gloomy”, “tired”, “sleepy”, “lethargic”, “fatigue”, “helpless”,
“down”, “dejected”
• Gratitude category: “thank”, “thankful”, “grateful”, “blessed”, “lucky”, “fortu-
nate”, “pleased”
• Positive category: “happy”, “love”, “glad”, “pleased”, “relax”, “calm”, “relieve”,
“phew”, “inspire”, “proud”, “joyful”, “excite”, “admire”, “cheerful”, “delight”,
“eager”, “elate”, “enthusiastic”, “interest”, “peaceful”, “pleasant”, “respect”
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4.2 Emotion Results
We observed that the negative emotions, especially the swear words, reached
high peaks during the haze event as shown in Figure 8. Almost all negative
emotion words, i.e., anxiety, anger, swear and low arousal words, hit the highest
numbers of tweets on 19 June. There were more positive emotions expressed on
20 June before they dropped when the PSI index hit the record breaking 401 on
21 June. Grateful emotions didn’t change much throughout the month.
The swear words were found about 6% and 7% of haze related tweets during
the two peaks of haze event on 17 and 19 June respectively. After that, the
percentage of swear words reduced to values less than 6%. On the worst haze
days, i.e. 19 and 21 June, swear, low arousal, and anxiety words were the top
three emotion expressed by Singapore Twitter users.
5 Network Analysis
5.1 Retweet and Reply Networks Construction
Based onHazeTwitterData, we construct a reply network and another retweet
network for each day. An edge (u, v) is formed in the daily reply network if user
u replies at least a tweet from user v, or user v replies at least a tweet from user
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Fig. 9. Degree distributions of Reply and Retweet Networks
u in the day. The edges in the daily retweet network are created in a similar
manner.
By checking the degree distributions of reply and retweet networks, we can
conclude that they are quite similar to scale-free networks, where the scaling
parameters α are estimated by the approach presented in [12]. This is illustrated
by the degree distributions of reply and retweet networks on 19 June 2013 as
shown in Figure 9.
5.2 Network Robustness Analysis
Network robustness determines how well its vertices are connected to one another
so as to keep the network strong and sustainable. Larger network may be more
robust as it is hard to change. Since the largest CC (Connected Component) is
a good representation of the whole network, the size of the largest CC is also a
simple measure to evaluate the robustness of a network.
Figure 10 shows the sizes of the largest CC s on both reply and retweet net-
works from 1st June to 30th June (with the exception of Jun 13th when we
experienced a data crawling problem). We observe that: (1) many users involved
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in replying one another during the crisis, even after the crisis; (2) users were also
more likely to retweet with one another during the crisis.
5.3 Centrality Analysis
Another natural question is who were the inﬂuential users and popular sources
within the reply and retweet networks during the event. We therefore employ
centrality measures to answer this question as the centrality of a vertex deter-
mines its relative importance within a network. Multiple centrality measures,
such as degree centrality, pagerank centrality, betweenness centrality, closeness
centrality, and eigenvector centrality, are widely used in network analysis [13,14].
Note that more inferential users are more likely to share, diﬀuse and propagate
information on Twitter platform. Meanwhile, taking in account the scalability of
measures, we employ the pagerank centrality, to determine the inﬂuential users
and popular sources from the interaction networks.
Figure 11 shows the inﬂuential users and popular sources, measured by pager-
ank centrality, on the reply and retweet networks, where each curve represents
the daily pagerank (in log scale) of a user from 1st June to 30th June. We ﬁnd
that news mediums or government services, such as STcom2, NEAsg3, Channel-
NewsAsia4, and TODAYonline5, became popular. However, inﬂuential individ-
ual users are always on the top list regardless of whether there is an event. We
can conclude that government services played the most important role during
the crisis, followed by the new media. Except June 18, an interesting observation
is that the NEA Twitter account (NEAsg) attracts more attention during the
event, even after the event. This is due to the common belief on June 18 that
the haze would not last long.
6 Conclusion
We may think of social media as a modern frivolity mainly to be used as a source
of fun, but it can also supply some useful and quantiﬁable information. Twitter
provides a window into the stream of consciousness of Singaporeans like no other
technology at present can. Even large-scale surveys cannot track responses to an
event as close in time to the occurrence or with such large samples. Geo-location
data from FourSquare can quantify real activity to conﬁrm or disconﬁrm per-
sonal observations. Our analysis of Twitter feeds found the impact of the haze on
peoples lives was undeniable and intense. They drastically reduced their activity
to food and shopping venues until the haze cleared. Instead of outdoor activi-
ties, people responded by turning to social media to express themselves. Their
expressions were primarily ones of shock, anger, and other negative emotions.
At the same time, people relied heavily on oﬃcial sources of information about
2 The Straits Times.
3 NEA account.
4 Oﬃcial site of Channel NewsAsia.
5 Singapore’s most popular compact newspaper.
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the haze, and they used social media to spread this information. More details
about this study can be found at http://research.larc.smu.edu.sg/sghaze.
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