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Abstract
In this paper we show that the growth of a context-free language is either polynomial or
exponential. c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
Let L be a formal language on the 4nite alphabet . For w∈∗, denote by |w| the
number of letters of w. Set L(n)= #{x∈X; |x|6n}. The function L(n) is called the
growth function of L. A classical result of Chomsky and Sch9utzenberger [3] states that
if L is context-free and unambiguous, then the series L(z)=
∑
n¿0 L(n)z
n is algebraic.
Moreover, if L(z) is algebraic, then the growth function of L is either polynomial or
exponential, (in this case one says that the language is, respectively, of polynomial
growth and of exponential growth). Flajolet [4] showed that there exist context-free
languages for which the series
∑
n¿0 L(n)z
n is trascendental and raised the question
as to whether there exist context-free languages of intermediate growth, that is, greater
that any polynomial function and smaller that any exponential one. In [6] Grigorchuk
and MachBC gave an example of language of intermediate growth, recognizable by a
one-way deterministic non-erasing stack automaton, which is, in a sense, very close
to a context-free language. In this paper we show that a context-free language has a
growth function that is either polynomial or exponential. The next step in this study
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could be to examine the frontier between the context-free languages and the class of
languages that has been studied by Grigorchuk and MachBC.
2. Grammars of exponential growth
In what follows, G will denote a grammar on the 4nite alphabet , and whose set
of nonterminal symbols is = {S = S1; : : : ; Sn}. For ∈ (∪)∗, we will write S ∗⇒ 
if there exists a derivation S⇒w1 · · · ⇒ . We will also suppose G proper, that is,
n=1, or, for every k ∈ [2; n], there exist ak ; bk ∈∗ and a derivation S ∗⇒ akSkbk . We
will denote by L(G)⊆∗ the context-free language generated by the proper grammar
G. If a; b∈∗, we will denote by 〈a; b〉 the submonoid of ∗ generated by a and b,
and, for w∈ 〈a; b〉, we will denote by |w|a; b the minimum length of a representation
of w as a product of elements of {a; b}.
Denition 2.1. Let D, E be, respectively, the languages of the words x (respectively, y)
∈∗ for which there exists ex (respectively dy) ∈∗ such that S ∗⇒ xSex (respectively,
S ∗⇒dySy).
Lemma 2.2. Let G be a grammar. Let d1; d2 ∈D (respectively; e1; e2 ∈E). Then;
there exist a∈N; m∈L(G) such that; for every w∈ 〈d1; d2〉; |w|d1 ; d26n; (respectively
w∈ 〈e1; e2〉; |w|e1 ; e26n); there exists fw ∈∗ (respectively dw ∈∗); such that S ∗⇒
wmfw (respectively; S
∗⇒dwmw) and |fw|6an (respectively; |dw|6an):
Proof. We will show the claim for D, the proof for E being symmetric. Choose m∈∗
such that S ∗⇒m. If d1; d2 ∈D, then there exist w1; w2 ∈∗ such that S ∗⇒d1Sw1 and
S ∗⇒d2Sw2. By suitably applying n + 1 times the derivations S ∗⇒d1Sw1 S ∗⇒d1Sw1
and S ∗⇒m, we can obtain a derivation of a word of the kind wmf, where f∈ 〈w1; w2〉
and |f|6nmax(|e1|; |e2|). Then we have the claim, by setting fw =f.
Corollary 2.3. Let d1; d2 be as above. If 〈d1; d2〉 is free; then L(G) has exponential
growth.
Proof. If 〈d1; d2〉 is free, there are 2n distinct words of the kind wmfw, with |w|d1 ; d26n;
as the mapping w→wmfw is one-to-one. Then the language L(G) has exponential
growth; since a word of the kind wmfw; has length 2nmax(|d1|; |d2|)+ |m|+2max(|e1|;
|e2|)62an; where a is a constant.
We will need the fact that, if a; b∈∗ and the submonoid generated by a and b is
not free, then there exists v∈∗ such that a= vn, b= vm, which implies that one of
the two must be a pre4x of the other (see [7]).
Lemma 2.4. Let G be a grammar which does not have exponential growth. Then;
for every; k ∈ [1; n]; D(n)6n and E(n)6n.
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Proof. Again, we will show the claim for D, since the proof for E is symmetric. Order
D= {d0; : : : di : : :} in such a way that i¡j⇒|di|6|dj|. Let di; dj ∈D, with i¡j. Now,
〈di; dj〉 cannot be free, since otherwise, by Corollary 2.3, L(G) would have exponential
growth. Then, by the above, di is a pre4x of dj, and, in particular, i= j⇒di =dj.
Then for every k there is at most one element of D of length k and then D has linear
growth.
3. Grammars of polynomial growth
Lemma 3.1. Let  be an alphabet let X; Y ⊆∗ and a; b∈∗. We have
1: XY (n)6X (n)Y (n).
2: X |Y (n)6X (n) + Y (n).
3: aXb(n+ |a|+ |b|)= X (n).
Proof. 1 and 2 are obvious. Since the mapping x→ axb is a bijection, we have 3.
Corollary 3.2. Let r1; : : : ; rm+1 ∈∗ and let L1; : : : ; Lm⊆∗ be of polynomial growth.
Then the language r1Lr2 · · · rmLrm+1 has polynomial growth.
Denition 3.3. If n=1, set ′ = ∅, and, if n¿1, set ′ = {S2; : : : ; Sn}. For k ∈ [1; n],
denote by Gk be the grammar whose set of nonterminal symbols is ′, whose ax-
iom is Sk , and whose rules are the rules of G of the kind A→ , A∈′ ∪{Sk} and
∈ (′ ∪)∗.
Denition 3.4. Denote by L′(G) the subset of L(G) consisting of the words w∈∗
which admit a derivation S⇒w1 · · · ⇒wm=w such that wi ∈ (′ ∪)∗, ∀wi ∈ [1; m].
Remark 3.5. If n=1, L′(G) is the 4nite language of the words of L(G) that can be
obtained by a one-step derivation.
Lemma 3.6. Let n¿1. If; for every k ∈ [2; n]; L(Gk) has polynomial growth; then
L′(G) has polynomial growth.
Proof. Let R(S) be the set of the right sides of the rules of G of the form {S→ }, with
∈ (′ ∪)∗. Set |R(S)|=m. For every i∈ [1; m] we can write i = r1; iSk1; i · · · rxi ; iSkxi ; i
rxi+1; i, where r1; i ; : : : ; rxi+1 ; i ∈∗ and Sk1; i ; : : : ; Skxi ; i ∈′k . Now, if a word w belongs to
L′(G), then it admits a derivation whose 4rst term belongs to R(S), and in which the
symbol S never occurs. Then we have
L′(G)⊆ r1;1L(Gk1;1 )r2;1L(Gk2;1 ) · · · rx1 ;1L(Gkx1 ;1 )rx1+1;1|
· · · |r1;mL(Gk1;m)r2;mL(Gk2;m) · · · rxm;mL(Gkxm;m)rxm+1 ;m;
where the ki; j belong to [2; n], and then, by the hypothesis, L(Gki; j) has polynomial
growth. Then, by Corollary 3.2, we have the claim.
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4. The growth of L(G )
Denition 4.1. Let w∈L(G). Set
P(w) = {x ∈ DSE|∃wi; : : : ; wi+m = w ∈ (′ ∪ )∗|
Sk ⇒ w1 · · · ⇒ x ⇒ wi · · · ⇒ wm = w}:
Lemma 4.2. Let k ∈ [1; n]. We have L(G)⊆L′(G)∪DL′(G)E.
Proof. Let w∈L(G), and let S⇒w1 · · · ⇒wm=w be a derivation of w. If P(w)= ∅,
then, for every i∈ [1; m] we have wi ∈ (′ ∪)∗, so that w∈L′(G). Otherwise, let
x∈P(w). There exist ; #∈ (′ ∪)∗ such that x= S#, and a derivation S⇒ · · · ⇒ x
⇒wi⇒ ; : : : ⇒wi+m=w with wi; : : : ; wi+m ∈ (′ ∪)∗. By changing the order of the
derivation, we can always suppose that ; #∈∗. Then ∈D; #∈E, and w has of the
form p#, where p∈L′(G).
Theorem 4.3. Let L(G) be a context-free language. Then its growth is either poly-
nomial or exponential.
Proof. We will show the result by induction on n, the number of non terminal symbols
of G.
If n=1, then we have the claim, by Lemmas 4.2, 2.4 and Remark 3.5. Let n¿1
and assume the theorem true for L(Gk), for every k ∈ [2; n], (Gk is a grammar on n−1
symbols). If L(Gk) has polynomial growth, for every k ∈ [2; n], then, by Lemma 3.6, L′
also has polynomial growth. If not, by the induction hypothesis, there exists k0 ∈ [2; n]
such that L(Gk0 ) has exponential growth. Now, since G is proper, we have ak0 ; bk0 ∈∗
and a derivation S ∗⇒ ak0Sk0bk0 . Then ak0L(Gk0 )bk0 ⊆L(G) and L(G) also has exponential
growth.
5. Remarks
Two question naturally arise: to characterize the context-free languages of polyno-
mial growth and to 4nd an algorithm to decide whether a context-free language has
polynomial or exponential growth.
6. Note added
After this paper was accepted for publication, M. Bridson and R. Gilman sent us a
recent preprint, where they remark that Theorem 4.3 can be proved as a consequence
of a result on grammars of sub-exponential growth in [1], and give a new proof of
this last result based on a paper of S. Ginsburg and E. Spanier [5].
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