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Chapter 1
Introduction
Abstract
By a result from [CJS], for a blow-up X ′ →X of a locally noetherian scheme X in a permissible
centerD every point x′ ofX ′, which is near to its image x inX with x ∈D, lies in P(Dir(CX,D,x)),
if dimX ≤ 2. We show that this holds for dimX ≤ 5 under the additional assumption
dim RidX′,x′ + trdeg(κ(x′)/κ(x)) = dim RidX,x
and get an application to resolution of singularities.
Resolution of the singularities
A resolution of singularities of a locally noetherian scheme X is a proper birational morphism
pi ∶ Y → X with Y regular, i.e., such that Y has no singular points. Then pi induces an
isomorphism between open dense subschemes of X and Y . Thus X and Y share many properties.
For example, if X is an integral scheme, then dimX = dimY and X, Y have isomorphic function
fields. Therefore sometimes a resolution of singularities makes it possible to reduce a problem
to the case of a regular scheme. For instance, the Riemann-Roch theorem for smooth projective
algebraic surfaces over C can be generalized to proper schemes with rational singularities which
admit a resolution of singularities. This raises the question if a given locally noetherian scheme
X admits a resolution of singularities.
Brief historical overview
The theory of resolution of singularities is rather old. In 1676 Newton resolved singularities of
plane curves over C. The biggest influence to the theory came from Zariski and his students
Abhyankar and Hironaka. For three-dimensional varieties there is a resolution of singularities,
if the ground field has characteristic zero, [Za], or the characteristic is greater than six, [Ab].
In his celebrated paper [Hi1] Hironaka proved the existence of a resolution of singularities for
reduced excellent schemes X (see definition (4.1.1)) with residue fields of characteristic zero (e.g.
reduced schemes of finite type over a field of characteristic zero). He proved that there is a finite
sequence of permissible blow-ups (see definition (2.1.6))
Xn →Xn−1 → . . .→X1 →X0 =X
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with Xn regular. For arbitrary characteristic of the residue fields there is not that much known.
By the paper [CJS] there is a functorial (see definition (4.3.3)) resolution of singularities for
excellent surfaces. Every three-dimensional separated noetherian quasi-excellent scheme admits
a resolution of singularities by the recent paper [CP]. For dimensions greater than three the
problem is open, at least in the form stated above. In [dJ] de Jong proves a weaker form of
resolution of singularities pi ∶ Y →X for a integral separated scheme X of finite type over a field,
where pi is not necessarily birational.
An example for a resolution
Let us look at the following example. Let X be the spectrum of the ring k[x, y, z]/⟨x2 + y2 − z2⟩
for a field k with chark ≠ 2. It has a singularity at the closed point given by the maximal ideal
p = ⟨x, y, z⟩, cf. the picture below. Blowing up X in the closed subscheme {p} of X we get a
morphism Y →X for a scheme Y covered by the open affine subschemes
Spec( k[x, y, z]⟨1 + y2 − z2⟩) =∶ Yx, Spec( k[x, y, z]⟨x2 + 1 − z2⟩) =∶ Yy, Spec( k[x, y, z]⟨x2 + y2 − 1⟩) =∶ Yz
(for more details see example (2.1.4)). The fiber of p in Yz is V (⟨z⟩). The blow-up pulls apart
the point and leaves the complement of the center unchanged (up to isomorphism). As Yx, Yy
and Yz are regular, the morphism Y →X is a resolution of the singularities of X.
X
p ←Ð
Yz
V (⟨z⟩)
The invariant H
(m)
X,x
We come back to Hironaka’s method. Assume, to resolve the singularities of X, one has con-
structed a sequence of blow-ups . . . → X2 → X1 → X0 = X. How do we show that Xn is regular
for some n? It is common to study the behavior of local invariants which measure the complex-
ity of the singularities, as also Hironaka did. One invariant is the m-th Hilbert-Samuel-function
H
(m)
X,x of the graded algebra grOX,x of a point x ∈ X, for m ∈ N. If X is a hypersurface of a
regular scheme Z, then H
(m)
X,x contains the same information as the multiplicity of X in Z at x
(see lemma (2.2.2)). Thus it can be seen as a generalization of the multiplicity. The function
has values in the partially ordered set NN with the product order. It takes its minimal value
(depending on dimOX,x and m) if and only if x is non-singular. Further, for a permissible
blow-up X ′ → X and a point x′ over x ∈ X, one has H(m+d)X′,x′ ≤ H(m)X,x for the transcendence
degree d = trdeg(κ(x′)/κ(x)). Thus, if the inequality is strict, one sees an improvement of the
singularity. If we have equality, we say x′ is near to x.
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Ridge, directrix and the invariant i
(m)
X,x
Hironaka’s method of maximal contact implies that the points near to x all lie in a hyper-
surface of X. But this works only if the residue field κ(x) of x has characteristic zero. For
positive characteristic one has a weaker form of maximal contact: There is an additive group
scheme Rid(CX,D,x), called ridge, naturally associated to the normal cone CX,D,x over κ(x)
(see definitions (2.1.6) and (2.5.12)). The near points all lie on the associated projective bundle
P(Rid(CX,D,x)) ⊆ pi−1({x}) (see remark (3.1.3)). Under additional assumptions all near points
lie in P(Dir(CX,D,x)) (see below). Here Dir(CX,D,x) is the directrix. This is a vector group
scheme, i.e., as an additive group scheme, it is isomorphic to Gma for some m ∈ N. The directrix
is also naturally associated to CX,D,x and it is contained in the ridge. Usually, it is easier to
calculate the directrix then to calculate the ridge.
If x′ is near to x, the ridge RidX,x , associated to the cone Spec(grOX,x) over κ(x), is a second
invariant. One has dim RidX′,x′ + d ≤ dim RidX,x if H(m+d)X′,x′ =H(m)X,x . Then the invariant
i
(m)
X,x = (H(m)X,x ,dim RidX,x +m),
with values in the partially ordered set NN×N with the lexicographical order, is finer than H(m)X,x .
If i
(m+d)
X′,x′ = i(m)X,x for all m, we say x′ is i-near to x.
Main theorem
By a theorem from [CJS], if x′ is near to x and dimX ≤ 2, then x′ is Dir-near to x, i.e. x′ lies
on P(Dir(CX,D,x)) (see theorem (3.1.2)). This fact was crucial in [CJS] to successfully resolve
the singularities of two-dimensional noetherian excellent reduced schemes. The proof of the
cited theorem uses a result of Hironaka about Hironaka schemes, special additive group schemes
defined in [Hi3] (see definition (2.5.7)), that each Hironaka scheme of dimension at most two is
a vector group. If κ(x) is a perfect field the statement is true for arbitrary dimension of X (see
remark (3.1.3)). In general, for dimX ≥ 3 (already for dimX = 3, see example (3.1.4)) the point
x′ can be near without beeing Dir-near to x. This can be repaired for dimX ≤ 5 if one replaces
‘near’ by ‘i-near’. Our main result is (cf. theorem (3.2.1))
Main theorem. Let pi ∶X ′ →X be a blow-up of a locally noetherian scheme X with dimX ≤ 5
in a permissible center D and let x′ be a point of X ′ i-near to a point x ∈ X with x ∈ D. Then
x′ is Dir-near to x.
In the proof we show that there is a Hironaka scheme B with dimB ≤X, associated to the point
x′, which is not a vector group scheme, if x′ is near but not Dir-near to x. Then by Oda’s
characterization of non-vector group Hironaka schemes B with dimB ≤ 5, see [Od], B has an
explicit form. A calculation yields dim RidX′,x′ +d < dim RidX,x . The theorem does not hold for
arbitrary dimensions of X. In fact, for dimX = 7 there is a counterexample (see (3.1.5)). For
dimX = 6 the question is still open.
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Blow-up strategies and their iN-iterated variation
As an application we modify existing blow-up strategies to resolve singularities and give a
criterion for the modified strategy to be a resolution of singularities. To be more precise let C
be a subcategory of the category SN of all noetherian excellent reduced schemes with dimension
at most N for some bound N ∈ N where the morphisms of SN are arbitrary scheme morphisms.
A strategy s on C (to resolve singularities) is the datum of a sequence of permissible blow-ups
s(X) = (X = s(X)0 ← s(X)1 ← s(X)2 ← . . .)
for each scheme X of C. For example one can take the strategy constructed in [CJS] for C = SN
and for an arbitrary N . Assume that a strategy s on C is given. Depending on s and N we
define a new strategy iN(s) with the property
iN(s)(X) = (s(X)0 ← s(X)1 ← . . .← s(X)n ← iN(s)(Y )1 ← iN(s)(Y )2 ← . . .)
for Y ∶= s(X)n if the sequence s(X)0 ← . . . ← s(X)n is a short iN -decrease. Here we call
X = s(X)0 ← . . .← s(X)n = Y an iN -decrease if for each singularity x of X with x ∈ {iNX = max}
(see definition (4.1.8)) there is no point y of Y i-near to x, and the sequence X ← . . . ← Y is a
short iN -decrease if additionally X = s(X)0 ← . . . ← s(X)n−1 is not an iN -decrease. If for each
n the sequence s(X)0 ← . . .← s(X)n is not an iN -decrease, we set i(s)(X) ∶= s(X).
A criterion for iN(s) to be a resolution of singularities
We show that if the given strategy s is a desingularization, i.e. for each scheme X of C in
the sequence s(X)0 ← s(X)1 ← . . . some s(X)n is regular, then iN(s) is a desingularization.
Further we show that iN(s) is a desingularization if and only if for each scheme X of C for
some n the sequence s(X)0 ← . . . ← s(X)n is an iN -decrease. To verify that a given sequence
X
pi1← X1 pi2← . . . pin← Xn of permissible blow-ups is an iN -decrease it is enough to study pairs of
singularities xj ∈Xj , xj+1 ∈Xj+1 with xj+1 i-near to xj . Our main theorem implies that for such
a pair the point xj+1 is Dir-near to xj , provided dimX ≤ 5. Thus we have the following criterion
for iN(s) to be a desingularization (cf. corollary (4.2.6)).
Assume that all schemes of C have dimension at most five. The strategy iN(s) is a desingu-
larization if and only if for each scheme X of C there is some n ∈ N such that there is no point
of iN(s)(X)n which is Dir-near (see definition (4.2.4)) and i-near to a singularity x of X with
x ∈ {iNX = max}.
Functoriality of iN(s)
The strategy iN(s) inherits functoriality of s, at least with respect to regular (e.g. smooth)
surjective morphisms. We call a strategy s on C functorial in E, where E is a class of scheme
morphisms, if for each pair of scheme X,Y of C and each morphism Y →X of E the sequences
s(X) ×X Y and s(Y ) are equal up to ‘cutting out isomorphisms’ (cf. definition (4.3.3)). We
show (cf. corollary (4.3.8))
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Assume that each morphism of E is surjective and regular, that E contains isomorphisms
and that E is stable under base change and compositions. Then iN(s) is functorial in E if s in
functorial in E.
We do not think that the surjectivity assumption can be dropped, as we expect problems with
the functoriality with respect to open immersions, see remark (4.3.9).
Structure of the thesis
In the first chapter we recall of the definition and some properties of blow-ups, the Hilbert-
Samuel-function and group schemes. We focus on additive group schemes, examples of which
are the ridge, the directrix and the Hironaka scheme. In the last section of this chapter we cite
some results by Hironaka about blow-ups and near points.
In chapter two the objective is the proof of the main theorem. We reduce the problem to the
case of a point blow-up in the origin of a cone over a field. Then we reformulate the problem
into an inequality of dimensions of rings of invariants U of homogeneous ideals I of a polynomial
ring, see definition (2.5.15) and theorem (3.2.6). We achieve this with a case analysis using
Oda’s characterization of Hironaka schemes of dimension at most five. The ring of invariantsU is generated by elements Df for elements f of a Giraud basis F of I (see section 3.7) and
differential operators D associated to multi-indices. Since a reduced Gro¨bner basis is a Giraud
basis we can find F via the Buchberger algorithm. Keeping track of the operations which appear
in the Buchberger algorithm, the poof of the main theorem is completed at the end of chapter
two in several technical steps.
In chapter three we cite results from [CJS] about blow-ups of finite-dimensional excellent schemes
and a variant of the Hilbert-Samuel-function. As a corollary we get that, for a noetherian
reduced finite-dimensional excellent scheme X and a sequence X = X0 ← X1 ← X2 ← . . . of
iN -decreases, some Xn is regular. In the second section, for a given strategy s, we define the
iN -iterated variation iN(s). We show that iN(s) is a desingularization if s has this property
and we reformulate our main theorem as a criterion for iN(s) to be a desingularization. In the
last section we discuss the functoriality of iN(s).
Comparison with the Ph.D. thesis of Bernhard Dietel
We should mention the Ph.D. thesis of Bernhard Dietel, [Di], which considers topics related
to the present thesis. His theorem C is our main theorem but he proved it with a completely
different approach. Dietel defined a refined version of Hironaka schemes, in short by replac-
ing the invariant H
(m)
X,x by i
(m)
X,x . His main aim is to show results about the refined Hironaka
scheme in analogy to Hironaka’s results about the original Hironaka scheme. In our approach
we just use the classical notions of ridge, directrix and Hironaka schemes. We both use Oda’s
characterization of Hironaka schemes with dimension at most five.
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Conventions and notations
Zero is a natural number, i.e. N = {0,1,2,3, . . .}. A regular scheme is locally noetherian and a
regular ring is noetherian. By a symmetric algebra over field k we mean the graded k-algebra
A = ⊕i≥0Ai = Symk(A1) over k, i.e. A is a polynomial ring over k in dimkA1 variables and A
has a grading by setting deg v = 1 for each variable v. For a scheme X we write ΓX for the ring
of global sections Γ(X,OX). For a point x of a scheme X we write OX,x, mX,x and κ(x) for the
local ring at x, the maximal ideal of OX,x and the residue field of OX,x. For a local ring A with
maximal ideal m we write grA for the graded A/m-algebra ⊕n∈Nmn ⊗A A/m.
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Preliminaries
2.1 Blow-ups I
We recall the definition of blow-ups X ′ → X and list some of their properties. Further under
some assumptions we can give a description of the local rings of X ′.
In this section we fix a scheme X and we fix a closed subscheme D of X. We denote the quasi-
coherent ideal sheaf of OX which is associated to the closed immersion D → X by I. We say
that D is an effective Cartier divisor on X if D = ∅ or if I is an invertible OX -module, see [GW],
(13.19).
Definition (2.1.1). A blow-up of X in the center D is a morphism of schemes pi ∶
X ′ → X such that pi−1D is an effective Cartier divisor and such that pi is universal with this
property, i.e. for each morphism of schemes pi ∶ X ′ → X such that pi−1D is an effective Cartier
divisor there is a unique scheme morphism f ∶ X ′ → X ′ with pi ○ f = pi. We write BlDX for X ′.
We call pi−1D the exceptional divisor.
By the universal property a blow-up is unique up to a unique isomorphism.
Proposition (2.1.2). a) Let G denote the graded quasi-coherent OX-algebra ⊕n∈N In
where we set I0 ∶= OX . Then the projective spectrum ProjG → X of G is the blow-up
of X in D.
b) For a X-scheme Y there is a unique scheme morphism BlY ×XD(Y )→ BlDX such that the
following diagram commutes
BlY ×XDY

// BlDX

Y // X
c) For a flat X-scheme Y the diagram in b) is cartesian. In particular the blow-up of X in D
is a gluing of blow-ups BlDiXi →Xi of open affine subschemes Xi of X in Di =Xi ×X D.
d) For a closed immersion Y → X the morphism BlY ×XDY → BlDX from b) is a closed
immersion.
11
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e) For the open immersion Y = X/D → X the scheme morphism pi−1Y = Bl∅Y → Y is an
isomorphism.
f) The open subscheme pi−1(X/D) of X ′ is dense.
g) If X is locally noetherian, then a blow-up X ′ →X is proper.
Proof . a)-e) [GW], Propositions 13.91, 13.92, 13.96; f) [GW], remarks 11.25 and 9.24; g) [Li],
Proposition 8.1.12.
Remark (2.1.3). We have the following affine description of the blow-up of X in D. For
a affine open subscheme Y = SpecA of X, for the ideal I of A with Y ×X D = Spec(A/I) and
for the graded A-algebra G = ⊕n∈NGn ∶= ⊕n∈NIn (where we set I0 =∶ A) the base change of
BlDX → X by Y is the morphism ProjG → SpecA. The scheme ProjG is covered by the affine
open subschemes D+(f) = Spec(G(f)) for homogeneous elements f ∈ G of degree one. There is
a unique A-algebra morphism G → A such that the map G1 → G → A is the inclusion I ⊆ A.
For each element f ∈ I = G1 the composition G(f) → Gf → Af is injective and the image is
the A-subalgebra A[I/f] of Af generated by elements i/f , i ∈ I. We get an isomorphism of
Y -schemes Spec(A[I/f]) ≅ D+(f). We conclude that the blow-up of X in D is locally of the
form Spec(A[I/f])→ SpecA. We have f ⋅A[I/f] = I ⋅A[I/f] which induces an isomorphism
D+(f) ×X D ≅ Spec(A[I/f]⊕A A/I) ≅ Spec(A[I/f]/(f ⋅A[I/f])).
Thus the preimage of D under the morphism Spec(A[I/f]) → SpecA is the closed subscheme
V (f) of Spec(A[I/f]).
Example (2.1.4). In the following example the scheme X has a singular point. Blowing-
up the point resolves the singularity (cf. the introduction of the thesis). Let X be the closed
subscheme V (g) of the affine scheme Z = Spec(B) for the three-dimensional polynomial ring
B = k[x, y, z] over a field k with chark ≠ 2 and for the polynomial g = x2 + y2 − z2. Let s be the
point of X corresponding to the maximal ideal I ∶= ⟨x, y, z⟩ of B. The k = κ(s)-vector space
mX,s/m2X,s ≅ xk ⊕ yk ⊕ zk has dimension 3 > 2 = dimB/⟨g⟩ = dimOX,s. Thus s is a singularity
of X. The open subscheme X/{s} of X is smooth over k and therefore there is no singular
point of X other than s. To see the smoothness, for A ∶= B/⟨g⟩, cover X/{s} with the standard
open subschemes Spec(Ax), Spec(Ay), Spec(Az) of X. We have Ay = k[w,x, y, z]/⟨P,Q⟩ for
P = x2 + y2 − z2, Q = wy − 1. W.r.t. the polynomials (P,Q) and the variables (w,x, y, z) the
Jacobian matrix is
Jac = ( 0 2x 2y −2z
y 0 w 0
) .
Since y,2y are units of Ay the matrix Jac has rank two. Thus k → By is a smooth morphism.
Similarly one sees that Ax and Az are smooth k-algebras. Let Y → X denote the blow-up
of X in the center D = {s}. For f ∈ {x, y, z} write Yf ∶= Spec(A[I/f]). By remark (2.1.3)
the schemes Yx, Yy and Yz cover Y . The isomorphism φ ∶ B ≅ B[I/x] of k-algebras with(φ(x), φ(y), φ(z)) = (x, y/x, z/x) induces an isomorphism of k-schemes Yx ≅ Spec(B/⟨1+y2−z2⟩).
Similarly one gets
Yy ≅ Spec(k[x, y, z]/⟨x2 + 1 − z2⟩), Yz ≅ Spec(k[x, y, z]/⟨x2 + y2 − 1⟩).
12
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The schemes Yx, Yy, Yz are smooth over k. For example (0 2y −2z) is the Jacobian matrix w.r.t.
the polynomial 1 + y2 − z2 and the variables (x, y, z). It has rank one since it is left invers to
the 3× 1-matrix (0,−y/2, z/2). Then Y is regular and Y →X is a resolution of the singularities
of X (by propositions (2.1.2) and (2.1.5) Y → X is proper and birational). We determine the
preimage of D = the fiber of s. For f ∈ {x, y, z} the isomorphism B → B[I/f] from above induces
an isomorphisms B/⟨f⟩ → (B[I/f])/⟨f⟩. Then, by remark (2.1.3) for f ∈ {x, y, z} the preimage
of D in Yf is the closed subscheme V (f) of Yf .
Proposition (2.1.5). Let pi ∶X ′ →X be the blow-up in D.
a) If X is locally noetherian, then pi is locally of finite type and X ′ is locally noetherian.
b) If X is reduced, then X ′ is reduced.
c) The by pi induced morphism (X ′)red →Xred is the blow-up of Xred in Xred ×X D.
Assume additionally that D contains no generic points of X. Then
d) pi is birational, if X is reduced,
e) pi induces a bijection between the generic points of X ′ and X,
f) for each irreducible component Z of X the closed subscheme BlZ×XDZ is an irreducible
component of X ′ and
g) dimX = dimX ′, if X is locally noetherian.
Proof . a) By remark (2.1.3) pi is locally given by morphisms of the form A → A[I/f] for a
finitely generated ideal I of A. Thus pi is locally of finite type, which implies that X ′ is
locally noetherian.
b) By remark (2.1.3) X ′ is covered by open affine schemes Spec(A[I/f]) where Spec(A) is
an open affine subscheme of X. Then A is reduced. Thus A[I/f] is reduced as a subring
of the reduced ring Af . ring of the reduced ring Af .
c) We have a commutative diagram
(Xred)′
pired

i // X ′
pi

Xred // X
where pired denotes the blow-up in Xred ×X D. Since (Xred)′ is reduced, it is enough to
show that the closed imm8ersion i is a homeomorphism. This follows form the fact that
pi−1(X/D) resp. pi−1red(Xred/Xred ×X D) is dense in X ′ resp. (Xred)′.
d) Since X ′,X are reduced it is enough to show that there are open dense subschemes U ′ ⊆X ′,
U ⊆ X such that pi induces an isomorphism U ′ → U . This follows form proposition
(2.1.2)e),f) for U =X/D, U ′ = pi−1U .
e) Follows form c), d).
13
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f) Let piZ ∶ Z ′ → Z denote the blow-up of Z in Z ×X D =∶ DZ . The closed immersion Z → X
induces a closed immersion Z ′ → X ′. By e) Z ′ is irreducible. The blow-up piZ induces
an isomorphism pi−1Z (Z/DZ) = Z ′ ×Z (Z/DZ) ≅ Z/DZ . On the other hand the blow-up pi
induces an isomorphism
pi−1(Z/DZ) =X ′ ×X (Z/DZ) =X ′ ×X (X/D) ×X Z ≅ (X/D) ×X Z = Z/DZ .
Thus the by Z ′ → X ′ induced closed immersion pi−1Z (Z/DZ) → pi−1(Z/DZ) is an isomor-
phism. In particular the preimage for the generic point of Z under pi lies in pi−1Z (Z/DZ) ⊆
Z ′. Then Z ′ is closed in X ′, irreducible and contains a generic point of X ′.
g) By proposition (2.1.2)g), pi is proper. By c),f) we may assume that X is an integral scheme.
Then pi is birational. With [Li], corollary 8.2.7, we get dimX = dimY .
Definition (2.1.6). Let x be a point of X.
a) Let grIOX denote the graded OD-algebra sheaf ⊕n∈NIn⊗OXOD. The normal cone CX,D
of X along D is the D-scheme Spec(grIOX). For x ∈ D we denote the Spec(κ(x))-
scheme CX,D ×D κ(x) by CX,D,x.
b) The tangential cone CX,x of X at x is the Spec(κ(x))-scheme Spec(grOX,x).
c) We say X is normally flat along D if CX,D → D is flat and we call D permissible
if additionally D is regular. For x ∈ D we say X is normally flat along D at x if
CX,D ×D Spec(OD,x)→ Spec(OD,x) is flat and we call D permissible at x if additionallyOD,x is a regular ring. The blow-up of X in a center D is permissible if D is permissible.
Remark (2.1.7). a) For a point x ∈ D we have a commutative diagram with cartesian
squares
Proj(grIOX ⊗OD κ(x))

// Proj(grIOX)

// BlDX

x // D // X
b) Assume that x is a closed point and assume D = {x}. Let pi denote the blow-up X ′ → X
in D. Then we have pi−1({x}) = Proj(grOX,x) =∶ E. Let A be a symmetric algebra over
κ(x) and let I be a homogeneous ideal of A such that we have an isomorphism of graded
κ(x)-algebras grOX,x ≅ A/I. Let φ1, . . . , φm be non-zero homogeneous generators of I.
Let x′ be a point of E. Let v an element of A1 such that x′ lies in the open subscheme
Spec((A/I)(v)) =∶ U of E. We have (A/I)(v) = A(v)/I(v) and the ideal I(v) of A(v) is
generated by ψ1, . . . , ψm where for each j ∈ {1, . . . ,m} we set ψj ∶= φj ⋅ v−degφj . The ringOE,x′ = OU,x′ is the localization of A(v)/I(v) by a prime ideal. Let p denote the induced
prime ideal of A(v) and identify ψ1, . . . , ψm with their image in (A(v))p. Then we have
OE,x′ ≅ (A(v))p/⟨ψ1, . . . , ψm⟩.
In particular, if OX,x =∶ R is a regular ring, then we can take A = grR and we haveOE,x′ = (grR(v))p.
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c) Assume that OX,x is noetherian and assume Ix ∶= ker(OX,x → OD,x) ≠ OX,x. By [Ma],
theorem 15.7, the graded OD,x-algebra grIxOX,x = ⊕n∈NInx ⊗OX ,x OD,x has the same Krull
dimension as OX,x . In particular we get
dimCX,D,x ≤ dim grIxOX,x ≤ dimX.
In the case Ix = OX,x one has CX,D,x = ∅. The same argument yields
dimCX,x = dim grOX,x = dimOX,x ≤ dimX.
In the remark we described the local ring OE,x′ . The following three lemmata give a description
of the local ring OX′,x′ if D is regular at x and OX,x is a quotient of a regular ring.
Lemma (2.1.8). Let pi ∶ X ′ → X be the blow-up of X in D. Let x resp. x′ be a point of
D resp. x′ ∈ pi−1({x}). Let Y ′ → Y denote the blow-up of Y ∶= Spec(OX,x) in Y ×X D. Let y
denote the closed point of Y . Then there is a unique point y′ of Y ′ which lies over x′ and y.
Further OX′,x′ and OY ′,y′ are isomorphic as OX,x-algebras.
Proof . Since Y → X is flat, Y ′ → Y is the base change of pi with Y . We have κ(y) ×X κ(x′) ≅
κ(x′). Thus there is a unique point y′ ∈ Y ′ which lies over x′ and y. Write Y ′l ∶= Spec(OY ′,y′),
X ′l ∶= Spec(OX′,x′). Consider following diagram of schemes
Y ′l

δ **
X ′l
γ
jj
β 
id

Y ′

// X ′

X ′loo
α

Y // X Yoo
id
kk
We define the morphisms α,β, γ, δ below. Without these four morphisms the diagram commutes.
The morphism X ′ → X induces α. The morphisms X ′l → X ′ and α induce β which induces
γ ∶ X ′l = Spec(OX′l ,x′) → Spec(OY ′,y′) = Y ′l . The resulting diagram commutes. The morphism
Y ′ →X ′ induces a morphism δ ∶ Y ′l →X ′l of Y -schemes which is a morphism of Y ′-schemes by the
universal property of the fiber product Y ′ = Y ×XX ′. Thus the whole diagram commutes. Then
we have a morphism X ′l → Y ′l →X ′l of X ′-schemes and a morphism Y ′l →X ′l → Y ′l of Y ′-schemes.
Both are the identity because for a scheme Z and a point z ∈ Z the only morphism of Z-schemes
Spec(OZ,z)→ Spec(OZ,z) is the identity. Then δ is an isomorphism of Y -schemes.
Lemma (2.1.9). Let x be a point of X =∶ Z, such that Z and D are regular at x. Let
pi ∶ Z ′ → Z be the blow-up of Z in D. Then for every point x′ of pi−1({x}) there is a regular
parameter v of OZ,x =∶ R with v ∈ p ∶= ker(OZ,x → OD,x) and there is a prime ideal q of R[p/v]
which contains the maximal ideal m of the subring R of R[p/v] such that (R[p/v])q and OZ′,x′
are isomorphic as OZ,x = R-algebras.
Here R[p/v] denotes the R-subalgebra of Rv generated by the elements p/v, p ∈ p.
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Proof . By lemma (2.1.8) we may assume Z = Spec(OZ,x). Since Z = SpecR and D = Spec(R/p)
are regular p is a prime ideal of R generated by regular parameters v1, . . . , vn of R. Then Z
′
is covered by the affine open subschemes D+(v1), . . . ,D+(vn). Choose a v ∈ {v1, . . . , vn} with
x′ ∈D+(v). By remark (2.1.3) D+(v) and SpecR[p/v] are isomorphic as Z = SpecR-schemes. Let
q the to x′ corresponding prime ideal of SpecR[p/v]. Since q maps to x under SpecR[p/v]→ Z
we have q ⊇ m. Then the isomorphism D+(v) ≅ SpecR[p/v] induces an isomorphism of OZ,x = R-
algebras (R[p/v])q ≅ OZ′,x′ .
Now we study blow-ups of schemes X which are imbedded in a regular scheme Z. Until the
end of this section we are in the following situation. Let X be a closed subscheme of a regular
scheme Z and let D be a regular closed subscheme of X. We have a commutative diagram of
schemes
X ′
piX

// Z ′
piZ

X // Z
where piX resp. piZ denotes the blow-up of X resp. Z in D. Let x ∈ D ⊆ X ⊆ Z, x′ ∈ X ′ ⊆ Z ′ be
points with piX(x′) = x. Choose a regular parameter v of OZ,z =∶ R with v ∈ p ∶= ker(R → OD,x)
and a prime ideal q of R[p/v] which contains the maximal ideal m of R such that (R[p/v])q =∶ R′
and OZ′,x′ are isomorphic as OZ,x = R-algebras (see lemma (2.1.9)). Write J ∶= ker(R → OX,x).
Definition (2.1.10). a) For a non-zero element f of R we denote the number ν ∈ N with
f ∈ pν/pν+1 by νpf (where p0 = R).
b) The strict transform J ′ of J in R′ is the ideal of R′ generated by all elements f/vn ∈ R′
for non-zero elements f ∈ J with vpf ≥ n ≥ 0.
c) For a non-zero element of R the initial form inpf of f in grpR is the image of f
under
pνpf → pνpf ⊗R R/p→ ⊕n∈Npn ⊗R R/p = grpR.
d) For the ideal p = pR/J we define the homogeneous ideal InpJ ∶= ker(grpR → grp(R/J)).
e) If p =∶ m is the maximal ideal of R than νmf , inmf , InmJ can be written without ”‘m”’.
f) Assume that p =∶ m is the maximal ideal of R. A standard basis of J is a finite tuple(f1, . . . , fm) of non-zero elements of J such that
i) the ideal ⟨inf1, . . . , infm⟩ of grR is equal to InJ ,
ii) νf1 ≤ νf2 ≤ . . . ≤ νfm and
iii) for all j ∈ {2, . . . ,m} the element infj lies not in the ideal ⟨inf1, . . . , infj−1⟩ of grR.
Remark (2.1.11). By Krull’s intersection theorem we have ∩n∈Npn = {0}. Thus νpf exists.
Lemma (2.1.12). Assume the situation of definition (2.1.10)
a) The ideal ⟨inpf ∣ f ∈ J⟩ of grpR is equal to InpJ .
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b) Let F be a subset of J with ⟨inpf ∣ f ∈ F ⟩ = InpJ . Then the ideal ⟨f/vn ∣n ∈ N, f ∈
F /{0}, νpf ≥ n⟩ of R′ is the strict transform of J in R′.
c) There is a morphism of rings α and an isomorphism of rings β such that the following
diagram of rings commutes
OX′,x′ β // R′/J ′ R′oo
OX,x
OO
= // R/J
α
OO
Roo
OO
d) For two non-zero elements f, f ′ of R one has νp(f ⋅ f ′) = νpf + νpf ′.
Proof . a) For each n ∈ N the kernel of the R/J-module morphism pn/pn+1 → pn+J/(pn+1+J)
is generated by the images in pn/pn+1 of all elements f ∈ R with f ∈ (pn/pn+1)∩ J . This is
equivalent to the claim since grpR → grp(R/J) is a morphism of graded rings.
b) [Hi1], chapter III, lemma 6 on page 216.
c) By lemma (2.1.8) we may assume X = Spec(R/J), Z = Spec(R). By definition we have
J ′ ⊇ JR′. Thus R → R′ induces α. Let v, p denote the image of v ∈ R, p ⊆ R in R/J
and let q denote the image of q ⊆ R[p/v] in R/J[p/v]. Let v resp. q denote the induced
element of R/J = OX,x resp. prime ideal of R[p/v] induced by v ∈ R resp. q ∈ SpecR[p/v].
We have an isomorphism of R/J = OX,x-algebras ((R/J)[p/v])q ≅ OX′,x′ and we have a
commutative diagram of rings
OX′,x′ OZ′,x′oooo
((R/J)[p/v])
q
= OO
(R[p/v])q = R′
=OO
oooo
Rv/Jv = (R/J)v (R/J)[p/v]
OO
? _o R[p/v]
OO
oooo
We show that the morphism R′ → OX′,x′ induces an isomorphism R′/I ′ ≅ OX′,x′ . It is
enough to show that the kernel of (R[p/v] → Rv/Jv) =∶ γ is the ideal a generated by
all elements f/vn ∈ R[p/v] for non-zero elements f ∈ J with vpf ≥ n ≥ 0. The inclusion
a ⊆ kerγ follows from a(Rv/Jv) = J(Rv/Jv) = {0}. An element g of R[p/v] has the form
g = h/vm for suitable m ∈ N, h ∈ pm. If we have γ(g) = 0 then there is some f ∈ J and
some n ∈ N with g = f/vn. This implies the equality in vnh = fvm in R and with d) we get
vpf = vph + n −m ≥ n which implies g ∈ a.
d) Write ν ∶= νp(f), ν′ ∶= νp(f ′). Since R/p is regular, there are regular parameters x1, . . . , xm
of R, i.e. inpx1, . . . , inpxn is a k ∶= R/m-basis of m/m2, such that p = ⟨x1, . . . , xm⟩ for some
m ∈ {1, . . . , n}. There are homogeneous polynomials P,P ′ with degrees ν, ν′ in m variables
and with coefficients in R× ∪ {0} such that
f − P (x1, . . . , xm) ∈ mν+1, f ′ − P ′(x1, . . . , xm) ∈ mν′+1.
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Then we have f ⋅ f ′ − (P ⋅ P ′)(x1, . . . , xm) ∈ mν+ν′+1. Since R is regular, the morphism
of k-algebras Symk(m/m2) → grR is an isomorphism. Thus (P ⋅ P ′)(x1, . . . , xm) ∉ mν+ν′
which implies ν(f ⋅ f ′) = ν + ν′.
2.2 Hilbert-Samuel-function
We define the Hilbert-Samuel-function at a point x of a locally noetherian scheme X and cite a
result (theorem (2.2.6)) about its behavior for permissible blow-ups.
For two partially ordered sets I, J let IJ denote the set of maps J → I. For two maps f, g ∶ J → I
we write f ≤ g if it is true pointwisely. The set of all maps N→ NN becomes a partially ordered
set. For a graded ring A and a natural number m ∈ Nn
A[T1, . . . , Tm] = ⊕n≥0A[T1, . . . , Tm]n
denotes the graded polynomial ring over A in m homogeneous degree one variables which has A
as a graded subring. A field k becomes a graded k-algebra by setting kn ∶= 0 for n > 0.
Definition (2.2.1). a) For a graded Algebra A = ⊕n≥0An over a field k with finite-
dimensional k-vector spaces An, n ≥ 0, the Hilbert-Samuel-function H(A) of A
is the map
H(A) ∶ N→ NN ∶m→H(m)(A), H(m)(A)(n) = dimk(A[T1, . . . , Tm]n).
We say H(m)(A) is the m-th Hilbert-Samuel-function of A.
b) Let x be a point of a locally noetherian scheme X. The Hilbert-Samuel-function
HX,x of X at x is the Hilbert-Samuel-function of the graded κ(x)-algebra grOX,x =⊕n≥0mnX,x/mn+1X,x.
The following properties are easily verified.
Lemma (2.2.2). Let A resp. A′ be a graded algebra over a field k reps. k′ with finite-
dimensional homogeneous parts.
a) One has the equivalences
H(A) =H(A′) ⇔ ∃m ∈ N ∶ H(m)(A) =H(m)(A′),
H(A) ≤H(A′) ⇔ H(0)(A) ≤H(0)(A′).
b) For all s,m ∈ N one has H(m)(A[T1, . . . , Ts]) =H(m+s)(A).
c) For all n,m ∈ N one has H(m+1)(A)(n) = ∑nn′=0H(m)(A)(n′).
d) For all n ∈ N≥1, m ∈ N one has
H(m)(k)(n) =H(0)(k[T1, . . . , Tm])(n) = (m + n − 1
n
).
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e) Let x be a point of a locally noetherian scheme X and write d ∶= dimOX,x. Then one has
HX,x ≥H(κ(x)[T1, . . . , Td]). Equality holds if and only if X is regular at x.
f) For a homogeneous non-zero element f of A = k[T1, . . . , Tm] of degree d one has
H(0)(A/⟨f⟩)(n) = { H(0)(A)(n) if n < d
H(0)(A)(n) −H(0)(n − d) if n ≥ d } = (m + n − 1n ) − (m + n − d − 1n − d )
where we set (ab) ∶= 0 if a < b.
Proof of e) and f). e) For a noetherian local ring A with maximal ideal m and residue
field κ one has the inequality dimA ≤ dimκ(m/m2). The Equality holds if and only if A is
regular if and only if there is an isomorphism of graded κ-algebras κ[T1, . . . , TdimA]→ grA.
f) Let ⟨f⟩n denote the n-th homogeneous part ⟨f⟩ ∩An of the ideal ⟨f⟩ of A. For n < d we
have an isomorphism of k-vector spaces (A/⟨f⟩)n ≅ An and therefore H(0)(A/⟨f⟩)(n) =
H(0)(A)(n). Assume n ≥ d. Write f = ∑α∈Nn λαTα where we write T = (T1, . . . , Tm),
Tα = Tα11 ⋅ . . . ⋅Tαmm and where λα ∈ k are coefficients. Let multideg(f) denote the maximal
α ∈ Nm with λ ≠ 0 w.r.t. the lexicographical order on Nm and let LTf denote the monomial
λαT
α for α = multideg(f) (cf. section 3.7). Let B denote the set of monomials of An and
define the subset Bf ∶= B/⟨LTf⟩ ⊆ B where ⟨LTf⟩ is the ideal of A generated by LTf . We
show that the k-linear map
φ ∶⊕Bf k → An/⟨f⟩n, ∑m∈Bf λm ↦ ∑m∈Bf λm ⋅mmod ⟨f⟩
is an isomorphism. With the isomorphism we get
H(0)(A/⟨f⟩)(n) = dimk (⊕Bf k) = #B −#(B ∩ ⟨LTf⟩) =H(0)(A)(n) −H(0)(A)(n − d).
Assume that there is an element ∑m∈Bf λm ∈ ker(φ)/{0}. Then there is some homogeneous
polynomial g ∈ A with ∑m∈Bf λmm = gf in A. Then we have λm0m0 = LT(∑m∈Bf λmm) =
LT(gf) = LT(g)LT(f) (see remark (3.7.7)) for a suitable m0 ∈ Bf with λm0 ≠ 0. This is
a contradiction to the definition of Bf . Thus φ is injective. Let h be a non-zero element
of An and write β ∶= multideg(h). We show that hmod ⟨f⟩ lies in the image of φ by
induction on β. Write h′ ∶= h − LTh. If h′ = 0 then h′ mod ⟨f⟩ = φ(0). If h′ ≠ 0, we
have multideg(h′) < β and by induction hypothesis h′ mod ⟨f⟩ lies in the image of φ. If
LTh ∉ ⟨LTf⟩ then we have LThmod ⟨f⟩ ∈ imφ and we are done. Assume LTh = g ⋅LTf for
some monomial g ∈ A. Then we have LTh = g ⋅LTf = LT(gf). Then for h′′ ∶= LTh − gf we
have LThmod ⟨f⟩ = h′′ mod ⟨f⟩ and h′′ = 0 of multideg(h′′) < β. By induction hypothesis
we get h′′ mod ⟨f⟩ ∈ imφ. Thus we have
hmod ⟨f⟩ = (LTh + h′)mod ⟨f⟩ = h′′ mod ⟨f⟩ + h′ mod ⟨f⟩ ∈ imφ.
Then φ is an isomorphism and the proof of f) is complete.
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Remark (2.2.3). By lemma (2.2.2) for two graded algebras A, A′ over fields k, k′ one
has the implication H(0)(A) ≤ H(0)(A′) ⇒ H(1)(A) ≤ H(1)(A′). This is not an equivalence in
general. For example for k = k′, A = k[X]/⟨X3⟩, A′ = k[X,Y ]/⟨X2,XY,Y 2⟩ one has
H(0)(A) = (1,1,1,0,0, . . .) /≤H(0)(A′) = (1,2,0,0,0, . . .),
H(1)(A) = (1,2,3,3,3, . . .) ≤H(1)(A′) = (1,3,3,3,3, . . .).
We will need the following proposition in sections 2.6 and 3.4.
Proposition (2.2.4). Let A be a noetherian local ring, let z be an element of the maximal
ideal of A and define B ∶= A/zA. Then one has H(2)(grB) ≥ H(1)(grA). The equality holds if
and only if the image Z of z in gr1A is not a zero-divisor in grA and the morphism of graded
rings grA→ grB induces an isomorphism grA/⟨Z⟩ ≅ grB.
Proof . [Hi4], Proposition 5.
Remark (2.2.5). Note that Z ≠ 0 implies that Z is the initial form inz of z.
Theorem (2.2.6). Let X ′ →X be a permissible blow-up of a locally noetherian scheme X.
Let x′ be a point of X ′ and denote its image in X by x. Write d ∶= trdeg(κ(x′)/κ(x)). Then
one has
H
(d)
X′,x′ ≤H(0)X,x
Proof . We may assume that x lies in the blow-up center. Then the claim follows form [Si],
main theorem.
Definition (2.2.7). In the situation of (2.2.6) we say x′ is near to x if H(d)X′,x′ =H(0)X,x.
2.3 Additive elements
In this section we want to prove proposition (2.3.9). In the language of group schemes it says
that the ideal of an additive subgroup scheme of a vector group scheme is generated by additive
polynomials (cf. section 2.5). Further we define the ring of invariants (see definition (2.3.11)).
The ring of invariants U of an additive group scheme G carries the whole information about G.
If G is the ridge of a cone (see definition (2.5.12)) one calculate U with differential operators (cf.
section 3.7).
In the whole section we fix a field k and denote its characteristic exponent by p, i.e. one has
p = 1, if chark = 0, or p = chark, otherwise. We fix a noetherian symmetric algebra A = ⊕i≥0Ai =
Symk(A1) over k. Let m denote the morphism A → A ⊗k A of k-algebras which is induced by
the morphism of k-vector spaces A1 → A ⊗k A ∶ x → x ⊗ 1 + 1 ⊗ x. We fix a homogeneous ideal
I ≠ A of A.
Definition (2.3.1). An element f of A is called additive if m maps f to f ⊗ 1 + 1⊗ f .
Example (2.3.2). a) Let x1, . . . , xn be a choice of a k-basis of A1. We show that a
homogeneous element f of A of is additive if and only if it has the form
f = λ1xq1 + . . . + λnxqn(2.3.2.A)
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for coefficients λ1, . . . , λn ∈ k and for a p-power q. Then we see that an element of A is
additive if and only if it lies in the k-subvector space of A generated by all elements xqi for
i ∈ {1, . . . , n}, q a p-power.
The choice of a k-basis of A1 defines an isomorphism of k-algebras from A ⊗k A to the
polynomial ring k[x1, . . . , xn, x′1, . . . , x′n] in 2n variables. Write x resp. x′ for (x1, . . . , xn)
resp. (x′1, . . . , x′n). The morphismm identifies with the k-algebra morphism k[x]→ k[x,x′]
which sends xi to xi + x′i. A polynomial f(x) is additive if and only if one has f(x + x′) =
f(x) + f(x′). Clearly a polynomial like (2.3.2.A) is additive.
Let us show that every homogeneous additive element f of A has the form (2.3.2.A).
For a multi-index α ∈ Nn let Vα denote the k-subvector space of k[x,x′] generated by
all monomials xβx′β′ for β + β′ = α. Then we have a decomposition k[x,x′] = ⊕α∈NnVα.
Further we have m(xα) ∈ Vα. Thus we may assume f = xα for some α = (α1, . . . , αn) ∈ Nn.
If for some i ≠ j one has αi, αj > 0 then m(xα) has at least four monomials in k[x,x′]
and xα is not additive. Thus f = xei for suitable i ∈ {1, . . . , n} and e ∈ N≥1. We have e > 0
because 1 ∈ A is not additive. For p = 1 one sees that xei is additive if and only if e = 1.
Assume p > 0. Write e = qs for some p-power q and for some element s ∈ N≥1/pZ. Then we
have
m(f) = (xi + x′i)e = (xqi + x′iq)s = s∑
t=0(st)(xqi )t(x′iq)s−t.
For s ≠ 1 we would get a monomial s ⋅ xqix′iq(s−1) not appearing in m(f) = xei + x′ie. Thus
f = xqi .
b) Let k be a perfect field. Then every homogeneous additive element f of A is a power of
an element of A1. To see this write
f = λ1xq1 + . . . + λnxqn
as in (2.3.2.A) for a choice of a k-basis x1, . . . , xn of A1. For the unique qth roots
λ
1/q
1 , . . . , λ
1/q
n ∈ k of λ1, . . . , λn we have
f = (λ1/q1 x1 + . . . + λ1/qn xn)q.
Lemma (2.3.3). Assume that I is generated by additive elements. Then the k-algebra
morphism m ∶ A→ A⊗k A induces a k-algebra morphism A/I → A/I ⊗k A/I.
Proof . To show: I ⊆ ker(A → A ⊗k A → A/I ⊗k A/I). Let f1, . . . , fm be additive elements
which generate I. Write an arbitrary element f of I in the form f = ∑i figi for suitable gi ∈ A.
Then we have m(f) = ∑i[(fi ⊗ 1) ⋅m(gi) + (1 ⊗ fi) ⋅m(gi)]. Thus m(f) lies in the kernel of
A⊗k A→ A/I ⊗k A/I because (fi ⊗ 1), (1⊗ fi) do.
We want to show the opposite direction of lemma (2.3.3). For this we use a homogeneous
additive basis of I (see the definition below).
Lemma (2.3.4). Let A be a subset of A of homogeneous additive elements.
a) Let B be a subset of A. Then A lies in the k-subalgebra k[B] generated by B if and only
if A lies in the ideal ⟨B⟩ of A.
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b) There is a k-algebraically independent subset B of A with A ⊆ k[B].
Definition (2.3.5). a) In the situation of lemma (2.3.4)b) we call B a homogeneous
additive basis of A.
b) A homogeneous additive basis of I is a homogeneous additive basis of the set of all
homogeneous additive elements of A lying in I.
Remark (2.3.6). A k-algebraically subset of A has at most dimA elements because for
finitely many k-algebraically independent elements e1, . . . , em of A one has
m = dimk[e1, . . . , em] = trdeg(Quot(k[e1, . . . , em])/k) ≤ trdeg(Quot(A)/k) = dimA.
Proof of lemma (2.3.4). a) One implication follows from k[B] ∩A/A0 ⊆ ⟨B⟩. Let us show
the other implication. Assume A ⊆ ⟨B⟩. Choose a k-basis x1, . . . , xn of A1. It is enough
to show k[A] ⊆ k[B]. We show this by induction on n. For n = 0 the claim is empty. For
n = 1 every homogeneous additive element has the form λxq1 for λ ∈ k and a p-power q. For
two p-powers q, q′ we have xq1 ∈ ⟨xq′1 ⟩ if and only if xq1 = (xq′1 )e for some e ∈ N≥1. Assume
n > 1. If B lies in k[x1, . . . , xn−1] then this also true for A and we can apply the induction
hypothesis. Assume that there is some element b ∈ B which has a monomial λxqn for some
λ ∈ k/{0}. Choose such b such that q is minimal. We have k[x1, . . . , xn−1] + k[b] ⊇ A.
For every element a ∈ A and every element P ∈ k[b] we have k[a, b] = k[a − P, b]. Thus,
replacing the elements of a ∈ A (in particular of B) by elements a−Pa for suitable Pa ∈ k[b],
we may assume, that all elements of A, except for b, lie in k[x1, . . . , xn−1]. Then the claim
follows by induction.
b) Choose a k-basis x1, . . . , xn on A1. We construct B by induction on n. For n = 1 andA ≠ ∅ we have ⟨b⟩ ⊇ A for the element b of A with the smallest degree. Assume n > 1. If A
lies in k[x1, . . . , xn−1] we can apply the induction hypothesis. Assume that there is some
element b ∈ A which has a monomial λxqn for some λ ∈ k/{0}. Choose such b such that q is
minimal. We have k[x1, . . . , xn−1] + k[b] ⊇ A. Thus for every element a ∈ A there is some
homogeneous element Pa ∈ k[b] with a − Pa ∈ k[x1, . . . , xn−1]. By induction hypothesis
there is a k-algebraically independent subset B′ of {a − Pa ∣a ∈ A} =∶ A′ with k[B′] ⊆ A′.
Then B′∪{b} is k-algebraically independent because we have b ∉ k[x1, . . . , xn−1] ⊇ B′. ThenB ∶= {b + Pb ∣ b ∈ B′} ∪ {b} is k-algebraically independent and we have k[B] ⊇ A ⊇ B.
Remark (2.3.7). By definition I is generated by homogeneous additive elements if and only
if I is generated by a homogeneous additive basis of I.
Lemma (2.3.8). Let A be a subset of A of homogeneous additive elements and let B be a
homogeneous additive basis of A. Then each homogeneous additive element a of S with a ∈ k[A]
has the form a = ∑b∈B λbbeb for coefficients λb ∈ k, almost all zero, and p-powers eb ∈ N.
Proof . Let K ∣k be an extension of k by a perfect field. Then there are K-linearly independent
elements lb, for b ∈ B, of (K⊗kA)1 with b = ldeg bb for all b ∈ B. Let a be an arbitrary homogeneous
additive element of k[A]/{0}. Set B′ ∶= {b ∈ B ∣ deg b ≤ deg a}. Then for suitable λb ∈ K, b ∈ B′,
we have
a = ∑
b∈B′ λbl
deg a
b = ∑
b∈B′ λbbeb
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for eb ∶= deg a/deg b. The coefficients λb lie in k because a ∈ A and because B is K-linearly
independent where we identify B with its image in K ⊗k A.
Proposition (2.3.9). a) The ideal I lies in the kernel of A
m→ A⊗kA→ A/I⊗kA/I if and
only if I is generated by homogeneous additive elements. Is this the case then m induces
a k-algebra morphism A/I → A/I ⊗k A/I.
b) Assume that I is generated by homogeneous additive elements. The equalizer
A //// A/I ⊗k A
of the morphisms of rings A
m→ A⊗kA→ A/I⊗kA and a↦ 1⊗a is the graded k-subalgebra
of A generated by a homogeneous additive basis of I.
Proof . Choose a homogeneous additive basis B of I. Let k be an algebraic closure of k and let
A resp. I denote the k-vector space A⊗k k resp. I ⊗k k. We have commutative diagrams with
vertical injective maps
A _

// A⊗k A _

// A/I ⊗k A/I _

A // A⊗k A // A/I ⊗k A/I
A _

// A⊗k A _

// A/I ⊗k A _

A // A⊗k A // A/I ⊗k A
The elements of B are powers of homogeneous elements of A of degree one. Since B is k-
algebraically independent there is a k-basis x1, . . . , xn of A1 such that, as a subset of A, B is
equal to {xq11 , . . . , xqss } for a suitable s ∈ {1, . . . , n} and for suitable p-powers q1, . . . , qs.
a) Assume I is not generated by homogeneous additive elements but lies in the kernel of
A → A/I ⊗k A/I. Choose a homogeneous element f ∈ I/⟨B⟩ with the smallest degree. By
assumption the image of f in A/I ⊗k A/I is zero. Since A/⟨B⟩ → A/⟨B⟩ ⊗k k is injective
the element f is not generated by xq11 , . . . , x
qs
s in A. Then f has a non-additive monomial
h in the variables x1, . . . , xn which is not divisible by any of the x
qi
i . We can see A ×k A
as a polynomial ring over k in the variables x1 ⊗ 1, . . . , xn ⊗ 1,1⊗ x1, . . . ,1⊗ xn. Then the
monomials of m(h)−h⊗ 1− 1⊗h are monomials of g ∶=m(f)− f ⊗ 1− 1⊗ f . The element
g lies in the ideal I ⊗k A +A⊗k I of A⊗k A and it is therefore a finite sum of elements of
the two forms i⊗ a, a′ ⊗ i′ for homogeneous elements i, i′ ∈ I, a, a′ ∈ A. By the minimality
of f the elements i, i′ lie in ⟨B⟩. Then, as an element of A ⊗k A, g lies in the ideal J
generated by xq11 ⊗ 1, . . . , xqss ⊗ 1,1⊗ xq11 , . . . ,1⊗ xqss . Since these elements do not generate
the monomials of m(h) − h ⊗ 1 − 1 ⊗ h, which appear in g, g can not lie in J . This is a
contradiction.
b) Let α resp. β denote the morphism A
m→ A ⊗k A → A/I ⊗k A resp. a ↦ 1 ⊗ a. Then the
equalizer of α and β is the set U ∶= {f ∈ A ∣α(f) = β(f)}. Since α and β are morphisms
of graded k-algebras, U is a graded k-subalgebra of A. For an element b ∈ B one has
α(b) = b ⊗ 1 + 1 ⊗ b = 0 + 1 ⊗ b = β(b). Thus we have k[B] ⊆ U . We show the other
inclusion. Let U denote the k-subalgebra U ⊗k k of A. Assume there is an element
f ∈ U/k[B] ⊆ U/k[B]. The element α(f)−β(f) lies in the ideal I⊗kA of A⊗kA. Since I is
generated by the monomials xq11 , . . . , x
qs
s , the elements x
q1
1 ⊗1, . . . , xqss ⊗1 generate the ideal
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I ⊗k A. For a multi-index γ ∈ Nn let Vγ denote the k-subvector space of A⊗k A generated
by all monomials xδ ⊗ xδ′ for δ + δ′ = γ. We have a decomposition A⊗k A = ⊕γ∈NnVγ and
we have α(xγ), β(xγ) ∈ Vγ . Thus we can assume that f is a monomial in x1, . . . , xn. Write
f = f1f2 for monomials f1 ∈ k[B] and f2 ∈ A/⟨B⟩ = A/I. We have
I ⊗k A ∋ α(f) − β(f) = (α(f1) − β(f1))α(f2) + β(f1)(α(f2) − β(f2)).
Since α(f1) − β(f1) ∈ I ⊗k A and β(f1) = 1 ⊗ f1, we get g ∶= α(f2) − β(f2) ∈ I ⊗k A. The
monomial f2⊗k1 ∈ A⊗kA is a monomial of g and lies not in I⊗kA. This is a contradiction.
Remark (2.3.10). Assume that k is perfect. Then by example (2.3.2)b) the homogeneous
additive elements of A are powers of elements of A1. Thus, if I is generated by homogeneous
additive elements and I is equal to its radical, then I = ⟨I1⟩.
Definition (2.3.11). Assume that I is generated by homogeneous additive elements. The
ring of invariants of (I,A) is the graded k-subalgebra diffker( A // // A/I ⊗k A ) of A from
proposition (2.3.9).
Remark (2.3.12). a) If I is generated by homogeneous additive elements by definition
for a homogeneous additive basis B of I the graded k-algebra k[B] is the ring of invariants
of (I,A).
b) For I not necessarily generated by homogeneous additive elements we will define the ring
of invariants of (I,A) via the ridge in (2.5.15).
Lemma (2.3.13). Every graded k-subalgebra U of A which is generated by homogeneous
additive elements is the ring of invariants of (⟨U+⟩,A) where ⟨U+⟩ is the ideal of A generated by
the homogeneous elements of U of positive degree.
Proof . Let A be the set of all additive elements of A lying in U . Let B be a homogeneous
additive basis of A. Then we have k[B] = U and ⟨B⟩ = ⟨U+⟩. Thus B is a homogeneous additive
basis of ⟨U+⟩. Then the claim follows with remark (2.3.12).
Lemma (2.3.14). Assume that I is generated by homogeneous additive elements and let U
denote the invariant ring (I,A). Then we have dimA/I = dimA − dimU .
Proof . Let B be a homogeneous additive basis of I. Then B consists of finitely many k-
algebraically independent homogeneous additive elements b1, . . . , bt of A. Then we have U =
k[b1, . . . , bt] and dimU = t. We show dimA/I = dimA − t. For every field extension K ∣k the
set {b1 ⊗ 1, . . . , bt ⊗ 1} is a homogeneous additive basis of the ideal I ⊗k K of A ⊗k K and
one has dimA/I = dimA/I ⊗k K. Thus we may assume that k is algebraically closed. Then
every bi is a power y
ei
i of an element yi ∈ A1. Then for the nilradical N of the ring A/I we
have dimA/I = dim(A/I)/N and (A/I)/N ≅ A/⟨y1, . . . , yt⟩. Since y1, . . . , yt are k-algebraically
independent, we have dimA/⟨y1, . . . , yt⟩ = dimA − t.
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2.4 Group schemes
We define group schemes and actions by group schemes and we give some examples.
Let S be a scheme and let C denote the category of S-schemes. Let (Grp) resp. (Set) denote
the category of groups resp. sets. Let
F ∶ (Grp)Copp → (Set)Copp
be the forgetful functor form the category of contravariant functors form C to groups to the
category of contravariant functors form C to sets. For each scheme Y over S let Y ( ) denote the
functor
Copp → (Set) ∶X ↦ Y (X) = HomS(X,Y ).
Definition (2.4.1). a) A group scheme over S is a group object in C, i.e. it is a
S-scheme G together with a functor G(Grp)( ) ∶ Copp → (Grp) with F (G(Grp)( )) = G( ).
Often we write G( ) for G(Grp)( ) and G for (G,G(Grp)( )).
b) A morphism of group schemes (over S) (G,G(Grp)( )) → (G′,G′(Grp)( )) is a mor-
phism φ ∶ G→ G′ in C together with a morphism φ( ) ∶ G(Grp)( )→ G′(Grp)( ) in (Grp)Copp
with F (φ( )) = G(φ). Often we write G→ G′ for (G,G(Grp)( ))→ (G′,G′(Grp)( )).
c) Let G be a group scheme over S. A subgroup scheme of G is a morphism of group
schemes (H,H(Grp)( )) → (G,G(Grp)( )) such that H → G is a inclusion of a closed
subscheme of G.
Remark (2.4.2). a) The contravariant yoneda functor
C ∶→ (Set)Copp ∶ Y → HomS( , Y ) = Y ( )
is faithfully flat. Therefore by the yoneda lemma the datum of the functor G(Grp)( ) ∶ C →(Grp)Copp is equivalent to the datum of three morphisms of S-schemes
µ ∶ G ×S G→ G, e ∶ S → G, i ∶ G→ G
such that one has commutative diagrams
G ×S G ×S G
id×Sµ

µ×S id // G ×S G
µ

G ×S G µ // G
S ×S G
pr2

e×S id // G ×S G
µ

G
id // G
G ×S S
pr1
OO
id×Se // G ×S G
µ
OO
G ×S G i×S id // G ×S G
µ

G
∆
OO
∆

// S
e // G
G ×S G id×Si // G ×S G
µ
OO
where ∆ denotes the diagonal morphism. We call e ∶ S → G the neutral element
morphism and µ ∶ G ×S G → G the group law morphism. Note that e is the neutral
element of the group G(S).
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b) The datum of a morphism of group schemes (G,G(Grp)( ))→ (G′,G′(Grp)( )) is equivalent
to the datum of a morphism of schemes G → G′ such that one of the following equivalent
conditions is true.
i) For all S-schemes X the induced map G(X) → G′(X) of sets is a group homomor-
phism.
ii) The diagram
G′ ×S G′ // G′
G ×S G
OO
// G
OO
commutes where the horizontal maps are the group law morphisms.
Example (2.4.3). Let n be a natural number.
a) Let S′ → S a scheme morphism and let G be a group scheme over S. Set G′ ∶= G ×S S′.
For every S′-scheme X the universal property of the fiber product induces a bijection
HomS(X,G) ≅ HomS′(X,G′)
which is functorial in X. Thus the group scheme structure of G over S defines a group
scheme G′ over S′.
b) Assume that S is affine and let V be a S-scheme isomorphic to AnS (as a S-scheme). Each
of the following data are equivalent
i) A group scheme structure on V .
ii) A morphism of S-schemes S → V .
iii) A graded ΓS-algebra structure Γ = ⊕j∈N(ΓV )j on ΓV and an isomorphism of graded
ΓS-algebras ΓV ≅ SymΓS(ΓV )1.
i)⇒ ii) Just take the neutral element morphism e ∶ S → V .
ii)⇒ iii) Define the ΓS-module M ∶= ker(ΓV → ΓS) ⊗ΓV ΓS. Then one has an isomorphism
of ΓS-algebras ΓV ≅ SymΓSM which induces a graded ΓS-algebra structure on ΓV
with ΓV = SymΓS(ΓV )1.
iii)⇒ i) For every S-scheme X we have bijections
V (X) ≅ HomΓS−algebras(ΓV,ΓX) ≅ HomΓS−modules((ΓV )1,ΓX),
functorial in X. By pointwise addition and scalar multiplication V (X) becomes a
ΓX-module which is free of rank n. This defines a group scheme V . The scheme
morphisms µ ∶ V ×S V → V and i ∶ V → V from the remark above are induced by the
ΓS-module morphisms
(ΓV )1 → ΓV ⊗ΓS ΓV ∶m↦m⊗ 1 + 1⊗m and (ΓV )1 → ΓV ∶m↦ −m.
Note that ΓV → ΓV ⊗ΓS ΓV is an injective morphism of graded ΓS-algebras.
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We call this group scheme the n-dimensional vector group scheme over S and denote
it by Gn
a,S
. Write Gna,S =∶ Gna,k if S = Speck for a field k.
c) Let V ≅ Gna,S and V ′ ≅ Gn′a,S be two vector group schemes over S. A scheme morphism
V → V ′ is a morphism of groups schemes if and only if the diagram of ΓS-algebras
ΓV ′ //

ΓV

ΓV ′ ⊗ΓS ΓV ′ // ΓV ⊗ΓS ΓV
is commutative where the vertical morphisms are induced by the group law and the hor-
izontal morphisms are induced by V → V ′. By the definition of the vertical maps (see b)
above) the diagram commutes if ΓV ′ → ΓV is graded. The opposite direction is not true
in general. For example the diagram commutes if S = Speck for a field k of characteristic
two, ΓV and ΓV ′ are both a polynomial ring k[x] in one variable over k and ΓV → ΓV ′ is
the morphism of k-algebras which maps x to x2.
d) Assume S = Speck for a field k. Let G be a closed subscheme of a n-dimensional vector
group scheme V over k give by an homogeneous ideal I of ΓV =∶ A. We show that the
following are equivalent.
i) G is a subgroup scheme of V .
ii) the ideal I is generated by homogeneous additive elements of A.
i)⇒ ii) The morphism G→ V is a group morphism. Thus the diagram of k-algebras
A
m //

A⊗k A

A/I // A/I ⊗k A/I
(2.4.3.A)
commutes, where by b) above m is induced by the k-linear map A1 → A ⊕k A ∶ x →
x ⊗1 +1 ⊕ x and where the horizontal morphism is induced/given by the projection
A→ A/I. Then by proposition (2.3.9) I is generated by additive elements.
ii)⇒ i) By lemma (2.3.3) the diagram (2.4.3.A) commutes. Let X be an arbitrary S-scheme.
Then (2.4.3.A) induces a commutative diagram
V (X) V (X) × V (X)oo
G(X)
OO
G(X) ×G(X)oo
OO
where the upper horizontal map is the group law on V (X). Since I is homogeneous
we have a factorization of k-algebras A → A/I → k which assures that the neutral
element of V (X) lies in G(X). Further we have a commutative diagram of k-algebras
A //

A

A/I // A/I
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where A→ A is induced by the k-linear map A1 → A ∶ x→ −x. This shows that G(X)
is closed under ( )→ ( )−1 in V (X). Then G(X) is a subgroup of V (X).
e) Let S be a scheme, let n ∈ N≥1 by a natural number and let GLn,S denote the open
subscheme of An2S
S ×SpecZ Spec(Z[Tij ∣ i, j ∈ {1, . . . , n}][det−1]
where det denotes the polynomial
det = ∑
σ∈Sn signσT1σ(1) ⋅ . . . ⋅ Tnσ(n).
Then for every S-scheme X we have a bijection from GLn,S(X) to the invertible matrices
GLn(ΓX) over ΓX, functorial in X. The matrix multiplication defines a group scheme
GLn,S over S, the general linear group over S. For n = 1 the group Gln,S(X) is the
group of units (ΓX)×. We call GL1,S =∶ Gm,S the multiplicative group over S. Write
Gm,S =∶ Gm,k if S = Speck for a field k.
f) For a S-scheme X the set S(X) has only one element. This defines the trivial group
scheme S over S. For a group scheme G over S the neutral element morphism e ∶ S → G is
a morphism of group schemes over S. If e is a closed immersion the trivial group becomes
a subgroup scheme of G.
g) Let φ ∶ G′ → G be a morphism of group schemes over S and let H be a subgroup scheme
of G. Then for every S-scheme X we have
G′ ×GH(X) = {f ∈ G′(X) ∣φ ○ f factors through H} = (φ(X))−1(H(X)).
Then G′ ×GH becomes a subgroup scheme of G′. We denote it by φ−1(H).
h) Let G be a group scheme over S and let e ∶ S → G be the neutral element morphism. Let
φ ∶ G′ → G be a morphism of group schemes over S. For every S-scheme X we have
G′ ×G S(X) = {f ∈ G′(X) ∣φ ○ f = e ○ (X → S)} = ker(φ(X)).
Then the group structure of G′ defines a group scheme structure on G′ ×G S. We call this
group scheme the kernel of φ and denote it by kerφ. The projection G′ ×G S → G′ defines
a morphism of S-group schemes kerφ→ G′. If the morphism e is a closed immersion than
kerφ is a subgroup scheme of G′.
Definition (2.4.4). Let S be a scheme and let G be a group scheme over S.
a) For a S-scheme Y an (left) action of G on Y is a morphism of S-schemes G×S Y → Y
such that for each S-scheme X the map G(X) × Y (X) = (G ×S Y )(X) → Y (X) is an
action of the group G(X) on the set Y (X).
b) A morphism of ψ ∶ Y → Y ′ of S-schemes with G-action respects the action by G if the
following diagram of schemes commutes.
G ×S Y //
id×ψ

// Y
ψ

G ×S Y ′ // Y ′
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Example (2.4.5). a) Let V be a vector group scheme over S (see example (2.4.3)). The
ΓS-module morphism (ΓV )1 → ΓS[T,T −1] ⊗ΓS ΓV ∶ x ↦ T ⋅ x induces a morphism of
S-schemes Gm,S ×S V → V . For each S-scheme X the induced map (ΓX)× × V (X) =(Gm,S ×S V )(X) → V (X) is the scalar multiplication in the ΓX-module V (X). Thus
Gm,S ×S V → V is an action of Gm,S on V . By an action of Gm,S on a vector group scheme
we always mean the action just defined.
For two vector groups V,V ′ and a morphism of schemes V → V ′ the diagram
ΓV // ΓS[T,T −1]⊗ΓS ΓV
ΓV ′ //
OO
ΓS[T,T −1]⊗ΓS ΓV ′
OO
commutes if ΓV ′ → ΓV is graded. The opposite direction is also true: Let f ′ be an element
of (ΓV ′)1. Denote its image in ΓV by f . Let f0, f1, f2, . . . be the homogeneous components
of f . Since the diagram commutes, we have T 1 ⋅f = ∑d∈N T d ⋅fd which implies f = f1. Thus
ΓV ′ → ΓV is graded. Note that by example (2.4.3)c) V → V ′ is a morphism of group
schemes if ΓV ′ → ΓV is graded.
b) Let V be an vector group scheme over S. Let C be a closed subscheme of V and let I
denote the ideal ker(ΓV → ΓC). We show that the following are equivalent.
i) the ideal I is homogenous.
ii) There is a Gm,S-action on C such that C → V respects the Gm,S-action.
i)⇒ ii) Let ΓV → ΓS[T,T −1] ⊗ΓS ΓV be the ΓS-algebra morphism from a). For a ho-
mogeneous non-zero element f of ΓV of degree d the image of f under ΓV →
ΓS[T,T −1] ⊗ΓS ΓV is T d ⊗ f . We get commutative diagrams of ΓS-algebras resp.
S-schemes
ΓV //

ΓS[T,T −1]⊗ΓS ΓV

ΓC // ΓS[T,T −1]⊗ΓS ΓC
(2.4.5.A)
V Gm,S ×S Voo
C
OO
Gm,S ×S Coo
OO
(2.4.5.B)
ii)⇒ i) We have a commutative diagram of S-schemes as in (2.4.5.B). This corresponds to
the commutative diagram (2.4.5.A) of ΓS-algebras. Let f be an element of I and
let f0, f1, f2, . . . denote the homogeneous components. The image of f under ΓV →
ΓS[T,T −1] ⊗ΓS ΓV is ∑d∈N T d ⋅ fd. It lies in ΓS[T,T −1] ⊗ΓS I, i.e. f0, f1, f2, . . . ∈ I.
Thus I is homogeneous.
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Note that the Gm,S -action on C is uniquely determined by the Gm,S -action on V .
c) For a group scheme G over a scheme S the group law of G defines a (left) group action of
G on G.
d) For a group scheme G over S and a S-scheme Y the projection pr2 ∶ G ×S Y → Y is an
G-action on Y . For each S-scheme X the induced map G(X) × Y (X) → Y (X) is the
trivial action.
e) For a group scheme G over S and two S-schemes Y,Y ′ with G-action the morphism
G ×S (Y ×S Y )→ Y ×S Y ′ defined by the diagram of schemes
G ×S (Y ×S Y ′) id×pr1 //
pr1×id

G ×S Y // Y
G ×S Y ′

Y ′
is an action of G on Y ×S Y ′. For each S-scheme X the induced map
G(X) × Y (X) × Y ′(X)→ Y (X) × Y ′(X)
is the componentwise action.
2.5 Additive group schemes over a field
The aim of the section is the definition of the additive group schemes ridge and directrix of a
given cone over a field (definition (2.5.12)). An other important additive group scheme is the
Hironaka scheme (see (2.5.7)). In can be described with its ring of invariants (see (2.5.5)). At
the end of the section we study quotients of cones by vector groups.
Let k be a field. In this section all schemes and group schemes are over k.
Definition (2.5.1). a) For a vector group scheme V a subcone of V is a closed non-
empty subscheme C of V with a (unique) Gm,a-action such that C → V respects the action.
A cone is a subcone of a vector group scheme. An additive group scheme is a subcone
G of a vector group scheme V such that G→ V makes G to a subgroup scheme of V .
b) A morphism of cones C → C ′ is a morphism of schemes C → C ′ which respects the
Gm,k-action. A morphism of additive group schemes G→ G′ is a morphism of cones
G → G′ which is a morphism of group schemes. If C → C ′ resp. G → G′ is the inclusion
of a closed subscheme then we call C a subcone of C′ resp. G an additive subgroup
scheme of G′. A subvector group scheme of a group scheme G is an additive subgroup
scheme V of G which is a vector group scheme.
From now on we omit ”‘scheme”’ in expressions like ”‘group scheme”’ or ”‘morphism of additive
group schemes”’.
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Remark (2.5.2). a) For a cone C by example (2.4.5)b) ΓC is a graded k-algebra with(ΓC)0 = k and, as a k-algebra, ΓC is generated by (ΓC)1. We call the maximal ideal(ΓC)+ = ⊕n≥1(ΓC)n of ΓC the origin and denote it by 0.
b) Let C be a subcone of a vector group V . With a similar argument as in example (2.4.3)d)
we see that for each k-scheme X the neutral element of V (X) lies in C(X) and C(X) is
closed under ( )↦ ( )−1.
c) For every cone C there is a smallest additive vector group VC which has C as a subcone. By
example (2.4.3)b) the graded ring Symk(ΓC)1 defines a vector group Spec(Symk(ΓC)1) =∶
VC . We have an epimorphism of k-algebras Symk(ΓV )1 → ΓC. By (2.4.5)b) C is a
subcone of VC . Let C be a subcone of a vector group V . The the epimorphism (ΓV )1 →(ΓC)1 = (ΓVC)1 makes VC to a subvector group of V . Assume that C =∶ G is an additive
subgroup of V . Write I ∶= ker(ΓV → ΓG), IG ∶= ker(ΓVG → ΓG). We have a commutative
diagram of k-vector spaces with exact rows
0 // I //

ΓV //

ΓG //
=

0
0 // IG // ΓVG // ΓG // 0
Then by snake lemma I → IG is surjective. Since I is generated by homogenous additive
elements, this is holds also for IG. Thus G is an additive subgroup of VG.
d) For two cones C,C ′ the following data are equivalent.
α) A morphism of cones C → C ′.
β) A k-algebra morphism ΓC ′ → ΓC such that the following diagram commutes
k[T,T −1]⊗k ΓC ΓCoo
k[T,T −1]⊗k ΓC ′
OO
ΓC ′oo
OO
γ) A morphism of graded k-algebras ΓC ′ → ΓC.
The equivalence α) ⇔ β) and the implication β) ⇐ γ) are easy. To show β) ⇒ γ) we
argument as in example (2.4.5)a). Let f ′ be an element of (ΓC ′)1. Denote its image in
ΓC by f and let f0, f1, f2, . . . be the homogeneous components of f . Since the diagram in
ii) commutes, we have T 1 ⋅ f = ∑d∈N T d ⋅ fd which implies f = f1. This shows β)⇒ γ).
A morphism of cones C → C ′ induces a k-linear map (ΓC ′)1 → (ΓC)1. This induces
a morphism of graded k-algebras Symk(ΓC ′)1 → Symk(ΓC)1 and a morphism of vector
groups VC → VC′ which respects the Gm,k-action.
e) In the situation of d), if C = G, C ′ = G are additive group schemes, the data α) − γ) are
equivalent to the datum of
δ) a group morphism G→ G′.
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The implication δ) ⇒ α) is clear. Assume we have a morphism of cones G → G′. Then
for each k-scheme X we have a commutative diagram
VG(X) // VG′(X)
G(X)
OO
// G′(X)
OO
where VG(X)→ VG′(X) is a group homomorphism and the vertical maps are inclusions of
subgroups. Then G(X)→ G′(X) is a group homomorphism. This implies δ).
f) Let G be an additive subgroup of a vector group V . Then by examples (2.4.3)d) and
(2.4.5)b) the ideal I ∶= ker(ΓV → ΓG) of ΓV is generated by homogeneous additive elements
of ΓV . Assume that k is perfect. Then homogeneous additive elements are powers of
elements of (ΓV )1, see remark (2.3.10). Thus the reduced scheme Gred associated to G is
a vector group.
Definition (2.5.3). Let C be a cone over a field. Define P(C) ∶= Proj(ΓC).
Remark (2.5.4). Let pi ∶ X ′ → X be the blow-up of a scheme X in a center D. Let I the
to D ⊆ X associated quasi-coherent ideal sheaf of OX . Let x be a point of D. Then the grading
on grIOX defines a cone CX,D,x = Spec(grIOX)×D κ(x) over κ(x). By remark (2.1.7) we have
pi−1({x}) = P(CX,D,x).
Definition (2.5.5). a) Let G be an additive subgroup of a vector group V . Write A ∶=
ΓV , I ∶= ker(ΓV → ΓG). The ring of invariants of (G,V ) is the ring of invariants of(I,A) (see definition (2.3.11)).
b) For an additive group G the ring of invariants of G is the ring of invariants of (G,VG)
where VG is the smallest vector group which contains G as an additive subgroup (see remark
(2.5.2)).
Remark (2.5.6). a) By lemma (2.3.13) for a vector group V , building the ring of in-
variants defines a bijection between the additive subgroups of V and the k-subalgebras of
ΓV generated by homogeneous additive elements of A.
b) Let G be an additive subgroup of a vector group V and let U ⊆ ΓV be the invariant ring of(G,V ). Then by lemma (2.3.14) we have dimG = dimV − dimU .
For a given vector group V and a point y ∈ P(V ) in [Hi3], page 1, Hironaka defines a special
additive subgroup of V . With the remark after that definition we get the following equivalent
definition.
Definition (2.5.7). Let V be a vector group. Let y be an element of Proj(ΓV ) = P(V ) =∶ P.
Also denote the induced element of Spec(ΓV ) = V by y. Let m denote the maximal ideal of
the local ring OV,y. Let M denote the subset of ΓV =∶ A of all homogeneous additive non-
zero elements h of A whose associated element in OV,y lies in mdegh/mdegh+1. The Hironaka
scheme at the point y of P(V ) is the additive subgroup BP,y of V which has k[M] as a ring
of invariants of (BP,y, V ). In particular one has BP,y = Spec(A/⟨M⟩).
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Remark (2.5.8). a) Let q denote the homogenous prime ideal of ΓV associated to y ∈
P(V ). The set M is a subset of q which implies q ∈ Spec(A/⟨M⟩) = BP,y and y ∈ P(BP,y).
b) Assume that k is perfect. Then by remark (2.5.6)f) every element of M is a power of some
element v ∈ A1. By definition of M such a v lies also in M . Thus ⟨M⟩ is generated by
elements of A1 and therefore BP,y is a vector group.
c) For every homogeneous element u of k[M] the induced element of OP,y lies in mdegu.
Remark (2.5.9). Let C be a subcone of a vector group V . For an additive subgroup G of
V we write G+C ⊆ C if and only if there is a (unique) G-action on C such that C → V respects
the G-action, i.e. one has a commutative diagram of k-schemes
G ×k V // V
G ×k C
OO
// C
OO
where G ×k V → V is the G-action on V and the vertical morphisms are the obvious inclusions.
Equivalently for all k-schemes X one has a commutative diagram of sets
G(X) × V (X) // V (X)
G(X) ×C(X)
OO
// C(X)
OO
Assume G +C ⊆ G. We show that the closed immersion G → V factors through the closed im-
mersion C → V which makes G to a closed subscheme of C. We have the following commutative
diagram
V = V ×k k // V ×k V // V
G ×k V //
OO
V
id
OO
G = G ×k k
88
OO
// G ×k C
OO
// C
OO
Here the vertical morphisms are closed immersions induced by C → V , G → V , id ∶ V → V .
The three left non-vertical morphisms are induced by the neutral element morphisms k → V ,
k → C. Note that for each k-scheme X the neutral element of V (X) lies in C(X) which
induces a morphism k → C such the triangle with the vertices G,G×k C,G×k V commutes. The
composition of the upper horizontal morphisms is the identity. Thus G → V factors through
C → V .
Theorem (2.5.10). Let C be a subcone of a vector group V . Write I ∶= ker(ΓV → ΓC) and
A ∶= ΓV .
a) There is a smallest k-subalgebra URid of A generated by homogeneous additive elements
such that I is the ideal ⟨URid ∩ I⟩ of A generated by URid ∩ I. The associated additive
subgroup GRid of V is the biggest additive subgroup of V with GRid +C ⊆ C.
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b) There is a smallest k-subalgebra UDir of A generated by elements of A1 such that I is the
ideal ⟨UDir ∩ I⟩ of A. The associated subvector group VDir of V is the biggest subvector
group of V with VDir +C ⊆ C.
Proof . a) [BHM]
b) Let W be a subvector group of V and let U denote the ring of invariants of (W,V ). Let
m ∶ A→ A⊗k A be the k-algebra morphism with m(x) = x⊗ 1 + 1⊗ x for all x ∈ A1, which
induces the group law morphism V ×k V → V . We have W +C ⊆ C if and only if m induces
a k-algebra morphism ΓC → ΓC ⊗k ΓW , or equivalently, if m(I) ⊆ I ⊗k A + A ⊗k ⟨U1⟩.
Below we show
Claim 1. m(I) ⊆ I ⊗k A +A⊗k ⟨U1⟩ ⇔ I = ⟨I ∩ U⟩.
Then with claim 1 the existence of UDir follows form the existence of VDir. Let W,W ′
be two subvector groups of V an let U ,U ′ ⊆ A denote their rings of invariants. DefineS ∶= U ∩ U ′ and define the subvector group S = Spec(A/⟨S1⟩) of V . Below we show
Claim 2. For all k-schemes X we have W (X) +W (X ′) = S(X).
With claim 2 we see that W +W ′ ∶= S is a subvector group of V , and for all k-schemes X
one has (W +W ′)(X)+C(X) =W (X)+W ′(X)+C(X) ⊆ C(X) if W +C ⊆ C, W ′+C ⊆ C
holds. This guarantees the existence of VDir.
Proof of claim 1. For each element f of I ∩U the element m(f)− f ⊗1 lies in A⊗k ⟨U1⟩.
This shows ”‘⇐”’. We show ”‘⇒”’. Assume I ≠ ⟨I ∩ U⟩. Choose a k-basis y = (y1, . . . , yn)
of U1 and extend it to a basis (y, z) = (y1, . . . , yn, z1, . . . , zl) of A1. Every element f of
A has the form ∑β∈Nl fβzβ for unique coefficients fβ ∈ U . We equip Nl with the (total)
graded lexicographical order (see example (3.7.4)). For f ≠ 0 define multideg f ∶= max{β ∈
Nl ∣ fβ ≠ 0}. Define
A ∶= {f ∈ A ∣ f homogeneous and f ∈ I/⟨I ∩ U⟩}, δ ∶= min{multideg f ∣ f ∈ A}.
Consider the k-linear map ψ ∶ A⊗k A→ A with
ψ(yαzβ ⊗ yα′zβ′) = { yαzβ if α′ = 0 and β′ = δ
0 else
} for α,α′ ∈ Nn, β, β′ ∈ Nl.
Choose some f ∈ A with multideg f = δ. We have
m(f) = ∑
β∈Nlm(fβ) ∑β1≤cβ zβ−β1 ⊗ zβ1 , ψ(m(f)) = ∑β∈Nl, δ≤cβ fβzβ−δ = fδ
where ≤c denotes the product order on Nl, i.e. β′ ≤c β ⇔ β − β′ ∈ Nl. We get fδ =
ψ(m(f)) ∈ ψ(I ⊗k A+A⊗k ⟨U1⟩) ⊆ I. This yields fδzδ ∈ ⟨I ∩U⟩ (we have fδ ∈ U). We have
multideg r < multideg f = δ for r ∶= f − fδzδ. This implies r ∉ A, i.e. r ∈ ⟨I ∩ U⟩. We get
f = r + fδzδ ∈ ⟨I ∩ U⟩ in contradiction to f ∈ A. This completes the proof of claim 1.
Proof of claim 2. We have V (X) = Homk−linear(A1,ΓX) and
W (X) = {f ∈ V (X) ∣ f(U1) = 0}, W ′(X) = {f ∈ V (X) ∣ f(U ′1) = 0},
S(X) = {f ∈ V (X) ∣ f(S1) = 0}.
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We see W (X),W ′(X) ⊆ S(X), i.e. W (X)+W ′(X) ⊆ S(X). For the other inclusion let f
be an element of S(X). Choose a k-subvector space T of U1 such that the k-linear map
T ⊕S1 → U1 is an isomorphism. Further choose k-linear maps g, g′ ∶ A1 → A1 with g(T ) = 0,
g′(U ′1) = 0, g + g′ = id. Then we have(f ○ g)(U1) = (f ○ g)(T ) + (f ○ g)(S1) = 0, (f ○ g′)(U ′1) = 0.
Thus f = f ○ g + f ○ g′ ∈W (X)+W ′(X). This completes the proof of claim 2 and the poof
of the theorem.
Remark (2.5.11). Let VC be the smallest vector group which has C as a subcone, see remark
(2.5.2). Then VC is a subvector group of V . Since GRid ⊆ C ⊆ VC , the group GRid is the biggest
additive subgroup of VC with GRid + C ⊆ C. This shows that the group GRid depends not the
choice of a imbedding of C in a vector group. The same argument shows that GDir is independent
of the choice of a imbedding C ⊆ V .
Definition (2.5.12). In the situation of theorem (2.5.10) the subgroup GRid resp. VDir of
V is called the ridge of C resp. the directrix of C and is denoted by Rid(C) resp. Dir(C).
Definition (2.5.13). Let x be a point of a locally noetherian scheme X. The ridge
RidX,x at x resp. the directrix DirX,x at x is the ridge resp. directrix of the cone
CX,x = Spec(grOX,x) over κ(x).
Remark (2.5.14). a) Assume that k is a perfect field. Then for a cone C over k we
have
Dir(C) = Dir(C)red ⊆ Rid(C)red ⊆ Rid(C),
where ( )red denotes the associated reduced scheme. By remark (2.5.2)f) Rid(C)red is a
vector group. By definition of the directrix we get Dir(C) = Rid(C)red.
b) One can calculate the ring of invariants of the ridge by applying differential operators
on a Giraud basis of I (see section 3.7). This implies the following result (see corollary
(3.7.17)). Let C be a subcone of a vector group V over k. Let K ∣k be a field extension.
Then we have a equality of additive subgroups of V ×k K over K
Rid(C) ×k K = Rid(C ×k K).
c) Let K ∣k be a field extension of k by a perfect field K. By a) we have Dir(C ×k K) =
Rid(C ×k K)red. With b) we get dim Dir(C ×k K) = dim Rid(C).
Definition (2.5.15). a) For a subcone C of a vector group V the ring of invariants
of (C,V ) is the ring of invariants of (Rid(C), V ).
b) For a noetherian symmetric algebra A over k and a homogeneous ideal I of A the ring of
invariants of (I,A) is the ring of invariants of (C,V ) where C is the subcone Spec(A/I)
of the vector group V = Spec(A).
Remark (2.5.16). If C is an additive group then C = Rid(C). Thus definition (2.5.15)
generalizes definitions (2.3.11) and (2.5.5).
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Lemma (2.5.17). Let V be a vector group over a field k, let C be a subcone of V and let
V ′ be a subvector group of V . Let C ′ denote the the subcone C ∩ V ′ of V ′. Then we have
dimV ′ − dim Rid(C ′) ≤ dimV − dim Rid(C).
Proof . We have Rid(C) +C ⊆ C. Then the additive subgroup S ∶= Rid(C) ∩ V ′ of V ′ has the
property S + C ′ ⊆ C ′. This implies S ⊆ Rid(C ′). Let R resp. S resp. V denote the ring of
invariants ⊆ ΓV of (Rid(C), V ) resp. (S,V ) resp. (V ′, V ). By lemma (2.3.13) S is uniquely
determined by the property that it is a k-subalgebra of ΓV generated by homogeneous additive
elements and ΓV /⟨S+⟩ = ΓS. We have ΓS = Γ(Rid(C)) ⊗ΓV ΓV ′ = ΓV /⟨R+⟩ + ⟨V+⟩. Thus S is
the image of the k-algebra morphism R⊗k V → ΓV, a⊗ b↦ a ⋅ b. With remark (2.5.6) we get
dimS = dimV − dimS ≥ dimV − dimR − dimV = dim Rid(C) + dimV ′ − dimV.
Then S ⊆ Rid(C ′) implies dimV ′ − dim Rid(C ′) ≤ dimV ′ − dimS ≤ dimV − dim Rid(C).
For a subcone C of a vector group V ′ and for a subvector group V of V ′, whose action on V ′
induces an action of C, we can define a quotient C/V (see the proposition below and definition
(2.5.20)). Our aim is to show that Rid and Dir commute with ( )/V (see lemma (2.5.23)).
Proposition (2.5.18). Let C be a subcone of a vector group V ′. Let V be a subvector
group of V ′ with V + C ⊆ C. Write I ∶= ker(ΓV ′ → ΓC) and let V ⊆ ΓV ′ denote the ring of
invariants of (V,V ′). Define the graded k-subalgebra U ∶= V/(I ∩ V) of ΓC. Let Q denote the
subcone Spec(U) of the vector group Spec(V). The k-scheme Q ×k V has a V -action induced
by the trivial V -action on Q and the group law-action on V (see remark (2.4.5)e)). There is a
(non-canonical) isomorphism of cones φ ∶ C → Q ×k V with the following properties.
a) It respects the V -action.
b) The composition pr1 ○ φ ∶ C → Q is induced by the morphism U ⊆ ΓC.
c) The morphism pr1 ○ φ is the quotient of C by V in the sense that pr1 ○ φ ∶ C → Q is the
coequalizer of the projection V ×k C → C and the V -action V ×k C → C.
Proof . We have a commutative diagram of k-vector spaces an upper exact row
0 // V1 //
α

(ΓV ′)1 //
β

(ΓV )1 //
γ

0
ΓV ⊗k V // ΓV ⊗k ΓV ′ // ΓV ⊗k ΓV
(2.5.18.A)
where the vertical morphisms are defined by
α(x) = 1⊗ x, β(x) = (xmod ⟨V+⟩)⊗ 1 + 1⊗ x, γ(y) = y ⊗ 1 + 1⊗ y.
Choose an isomorphism of k-vector spaces V1 ⊕ (ΓV )1 ≅ (ΓV ′)1 such that
V1 //
%%
(ΓV ′)1 //
≅

(ΓV )1
V1 ⊕ (ΓV )1
88
36
2.5. ADDITIVE GROUP SCHEMES OVER A FIELD
commutes. This induces an isomorphism of k-algebras
V ⊗k ΓV ≅ Symk(V1 ⊕ (ΓV )1) ≅ Symk((ΓV ′)1) = ΓV ′.
By claim 1 in the proof of theorem (2.5.10) the set I ∩V generates the ideal I of ΓV ′. Thus the
last isomorphism induces an isomorphism of k-algebras U ⊗k ΓV ≅ ΓC, an isomorphism of cones
Q ×k V ≅ C and commutative diagrams
V //
##
ΓV ′
≅
V ⊗k ΓV
U //
$$
ΓC
≅
U ⊗k ΓV
Q Coo
Q ×k Vpr1
cc
≅OO
This defines φ and shows b). The commutativity of the first two diagrams yields the commuta-
tivity of the diagram
V ×k C

id×φ // V ×k (Q ×k V )

C
φ
// Q ×k V
where the vertical morphisms are the actions on C, Q ×k V as defined above, which shows a).
Let a denote the V -action V ×k(Q×kV )→ Q×kV . For c) it is enough to show that pr1 ∶ Q×kV → Q
is the coequalizer of the pair (prQ×V , a), i.e. one has pr1 ○ prQ×V = pr1 ○ a and pr1 is universal
with this property. The last equality holds since both sides are the projection on Q. Let
V ×k (Q ×k V ) → Y be a morphism of k-schemes such that the compositions with prQ×V and a
are equal. Then we have a commutative diagram
V ×k Q = V ×k (Q ×k k) prQ //
id×id×e
**
prQ×prV
''
Q = Q ×k k
id×e

V ×k (Q ×k V )prQ×V //
a

Q ×k V

Q ×k V // Y
where e is the neutral element morphism k → V . The composition of the two right vertical
morphisms gives us a morphism Q → Y . The commutativity of the diagram yields that Q ×k
V → Y is the composition prQ ○ (Q → Y ). On the other hand every morphism Q → Y with
prQ ○ (Q→ Y ) = V ×k Q→ Y is unique, since by the commutativity of the last diagram it is the
composition Q→ Q ×k V → Y . This shows c).
Remark (2.5.19). a) If we replace V ′ by the vector group VC then we get the same
morphism C → Q.
b) If we have V ′ = C then U is the ring of invariants of (V,V ′) and Q is a vector group.
c) For every k-Scheme X the map C(X) → Q(X) is the quotient of the set C(X) by the
group V (X), i.e. Q(X) = C(X)/V (X).
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Definition (2.5.20). We call the tuple (Q,C → Q) form proposition (2.5.18) the quotient
of C by V and we write C/V for Q.
Remark (2.5.21). a) Let x be a point of a scheme X and let D be an at x permissible
closed subscheme of X. Assume that X is a closed subscheme of a regular scheme Z. Then
CZ,x, CD,x are vector groups over κ(x). For the ideal I ∶= ker(OZ,x → OD,x) the inclusions
Ii ⊆ miZ,x, i ∈ N, define a morphism of graded κ(x)-algebras
α ∶ Γ(CX,D,x) = grIOX,x ⊗OD,x κ(x)→ grOX,x
with image Γ(CX,x/CD,x). By [Hi1], pages 194,195, the morphism α is injective. Thus we
get isomorphisms of cones over κ(x)
CX,D,x ≅ CX,x/CD,x , CX,x ≅ CX,D,x ×κ(x) CD,x .
b) Assume the situation of proposition (2.5.18). The epimorphism of graded k-algebras V → U
makes C/V to a subcone of V ′/V . Assume C = G is an additive subgroup of V ′. Then
G/V is an additive subgroup of V ′/V , because for all k-schemes X the set G(X)/V (X)
is a subgroup of V ′(X)/V (X). Since G → G/V ×k V is an isomorphism of cones, by
remark (2.5.2)e) G→ G/V ×kV is an isomorphism of groups. In particular the composition
G→ G/V ×kV → G/V is a morphism of groups. If G is an additive subgroup of an additive
group G′, then G/V is an additive subgroup of G′/V . On the other hand a subgroup G
of G′/V defines a subgroup φ−1(G) of G′ (for the quotient morphism φ ∶ G′ → G′/V ), see
example (2.4.3)g).
c) In the situation of proposition (2.5.18), for a subgroup G of V ′ with V ⊆ G, one has
G +C ⊆ C ⇔ G/V +C/V ⊆ C/V,
since for a k-scheme X one has
G(X) +C(X) ⊆ C(X) ⇔ G(X)/V (X) +C(X)/V (X) ⊆ C(X)/V (X).
Lemma (2.5.22). Let V be a subvector group of an additive group G′. Let φ denote the
morphism of groups G′ → G′/V . The mapping G↦ G/V is a bijection from the set of all additive
subgroups of G′, which have V as a subgroup, to the set of all additive subgroups of G/V . The
inverse map is G↦ φ−1(G). Further G is a vector group if and only if G/V is a vector group.
Proof . Let X be a k-scheme. The mapping H ↦ H/(V (X)) is a bijection from the set of all
subgroups H of G′(X) with V (X) ⊆H to the set of all subgroups of G(X)/V (X), with inverse
map H ↦ φ(X)−1(H). The first claim follows with the yoneda lemma. Let us show the second
claim. If G/V is a vector group then G is isomorphic to the product G/V ×k V of vector groups
and therefore it is a vector group. If G is a vector group, then by remark (2.5.19) G/V is a
vector group.
Lemma (2.5.23). Let C be a subcone of a vector group V ′. Let V be a subvector group
of V ′ with V + C ⊆ C. Then V is an additive subgroup of Dir(C) and Rid(C) and we have
equalities of subgroups of V ′/V(Dir(C))/V = Dir(C/V ), (Rid(C))/V = Rid(C/V ).
Proof . Remark (2.5.21)c) + lemma (2.5.22).
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2.6 Blow-ups II
In this section we recall some results by Hironaka about permissible blow-ups X ′ →X of closed
subschemes X of regular schemes. We will need this later. More precisely we have an estimation
for the behavior of the dimension of the ridge (theorem (2.6.2)), a comparison of the the Hilbert-
Samuel-functions at points of X, X ′ and at the fibers of X ′ → X (proposition (2.6.6)), and a
statement for Hironaka schemes associated to points of X ′ (lemma (2.6.7)).
For the whole section we assume the following situation. Let
X ′   i′ /
piX

Z ′
piZ

X 

i
/ Z
be a commutative diagram of schemes, where X is a locally noetherian scheme, i is a closed
immersion, piX resp. piZ is the blow-up of X resp. Z in a center D ⊆X ⊆ Z and i′ is the induced
closed immersion. Let x′ ∈ X ′ ⊆ Z ′ be a point such that its image x ∈ X ⊆ Z lies in D. Assume
that D is regular and that X is normally flat along D at x. Write d = trdeg(κ(x′)/κ(x)). Choose
a regular parameter v of OZ,x =∶ R with v ∈ p ∶= ker(OZ,x → OD,x) and a prime ideal q of R[p/v]
which contains the maximal ideal m of R such that (R[p/v])q =∶ R′ and OZ′,x′ are isomorphic
as OZ,x = R-algebras (see lemma (2.1.9)). Write
J ∶= ker(R → OX,x), R ∶= OX,x, R′ ∶= OX′,x′ , R′E ∶= Opi−1Z ({x}),x′ , R′E ∶= Opi−1X ({x}),x′ .
For the proof of theorem (2.6.2) below we need the following remark.
Remark (2.6.1). There is a numerical character ν∗x(X,Z), introduced in [Hi1], which
measures the singularities x ∈ X. The Hilbert-Samuel-function can be seen as an alternative
invariant to ν∗x(X,Z). By [Hi4], Theorem III, one has ν∗x′(X ′, Z ′) = ν∗x(X,Z) if and only if x′
is near to x.
Theorem (2.6.2). If x′ is near to x, one has the inequality
dim RidX′,x′ + d ≤ dim RidX,x.
Proof . By lemma (2.1.8) we may assume X = Spec(R). Let K ∣κ(x′) be a field extension of
κ(x′) by a perfect field K. Define the cones resp. vector groups over K
VK ∶= CZ,x ×κ(x)K, CK ∶= CX,x ×κ(x)K, V ′K ∶= CZ′,x′ ×κ(x′)K, C ′K ∶= CX′,x′ ×κ(x′)K.
Since x′ is near to x, we have ν∗x′(X ′, Z ′) = ν∗x(X,Z). Then by [Hi2], theorem (1,A), we get the
inequality
τ (t)x (X/Z)K ≤ τ (t)x′ (X ′/Z ′)K
where, translated in our notation, τ
(t)
x (X/Z)K = dimVK − dim Dir(CK) and τ (t)x′ (X ′/Z ′)K =
dimV ′K − dim Dir(C ′K). With remark (2.5.14) we get
dimVK − dimV ′K ≤ dim RidX,x − dim RidX′,x′
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Since Z ′ is not empty we have D ≠ Z. Then by proposition (2.1.5) Z ′ → Z is a birational
morphism locally of finite type of noetherian integral schemes. Since Z is regular, it is universally
catenary (see definition (4.1.1) and see [Li], corollary 8.2.16). Then by [Li], theorem 8.2.5, we
have
d = dimOZ,x − dimOZ′,x′ = dimVK − dimV ′K .
With the last inequality we get the claim.
Remark (2.6.3). The assumption that X is embedded into a regular scheme is not necessary,
since with lemma (3.3.2) below the non-embedded case can be reduced the embedded case.
Definition (2.6.4). Define the map
i ∶ N→ NN ×N ∶ m→ i(m)X,x = (H(m)X,x ,dim RidX,x +m).
Let NN ×N have the lexicographical order, i.e. for ν, ν′ ∈ NN and r, r′ ∈ N one has
(ν, r) ≤ (ν′, r′) ⇔ ν = ν′ and r ≤ r′ or ν < ν′ in NN.
The theorems (2.2.6) and (2.6.2) yield
Corollary (2.6.5). i
(d)
X′,x′ ≤ i(0)X,x.
Proposition (2.6.6). For s ∶= dimOD,x one has H(1+d)X′,x′ ≤H(2+d+s)pi−1X ({x}),x′ ≤H(1+s)CX,D,x =H(1)X,x .
Proof . [Hi4], inequality (4.1).
In section 3.6 we will need the following result about point blow-ups. So assume additionally
that x is a closed point and that D = {x}, in particular p = m is the maximal ideal of R. The
grading of grR defines a vector group structure on V ∶= CZ,x = Spec(grR) over κ(x). By remark
(2.1.7) we have pi−1Z ({x}) = Proj(grR) = P(V ) =∶ P. Identify x′ with its image in P. Let BP,x′
denote the Hironaka scheme at x′ ∈ P. Let UP,x′ ⊆ grR denote the ring of invariants of (BP,x′ , V ).
Lemma (2.6.7). Assume that x′ is near to x.
a) There is a standard basis (f1, . . . , fm) of J with in(f1), . . . , in(fm) ∈ UP,x′.
For j ∈ {1, . . . ,m} let ψj denote the element infj ⋅(inv)−ν(fj) of grR(inv) ⊆ R′E (by remark (2.1.7)
R′E is a localization of grR(inv) by a prime ideal).
b) The tuple (ψ1, . . . , ψm) is a standard basis of ker(R′E → R′E) and for each j ∈ {1, . . . ,m}
one has ν(ψj) = ν(fj).
Proof . By lemma (2.1.8) we may assumeX = Spec(OX,x) and Z = Spec(OZ,x). The point x′ lies
in the open affine subscheme Spec(R[m/v]) of Z ′. By remark (2.1.3) we have Spec(R[m/v])×X
D = Spec(R[m/v]/(v ⋅R[m/v])) and therefore we have R′E = R′/vR′. Similarly one gets R′E =
R
′/vR′. By [Hi4], Theorem III, we have ν∗x′(X ′, Z ′) = ν∗x(X,Z). Then by [Hi4], proposition 21,
1) there is a standard basis (f1, . . . , fm) of J with in(f1), . . . , in(fm) ∈ Ug,x′ ,
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where Ug,x′ ⊆ grR is the ring of invariants of (Bg,x′ ,CZ,x) for a certain additive subgroup Bg,x′
of CZ,x. In the case D = {x} one has Bg,x′ = BP,x′ and therefore Ug,x′ = UP,x′ . This shows a).
Further by that proposition and the remark to the proof of this proposition on the same page
2) there is a standard basis (g′′1 , . . . , g′′m) of the strict transform J ′ ⊆ R′ of J such that for
each j ∈ {1, . . . ,m} one has (g′′j mod ⟨v⟩) = ψj under the identification R′/vR′ = R′E and
one has ν(g′′j ) = ν(fj) = ν(ψj),
3) the tuple (inψ1, . . . , inψm) in grR′E of the initial forms of ψ1, . . . , ψm is a standard basis of
the ideal it generates in grR′E ,
where 3) means that (ψ1, . . . , ψm) of R′E satisfies conditions ii), iii) in the definition (2.1.10)f).
Since x′ is near to x, by proposition (2.6.6) one has
H(1+d)(grR′) =H(1+d)X′,x′ =H(2+d)pi−1X ({x}),x′ =H(2+d)(grR′E).
Then by proposition (2.2.4) one has grR
′
E = grR′/⟨inv⟩. We have R′ = R′/J ′. Since (g′′1 , . . . , g′′m)
is a standard basis of J ′ one has grR′ = grR/⟨ing′′1 , . . . , ing′′m⟩. Let j be an element of {1, . . . ,m},
set dj ∶= ν(fj) and let mR′ denote the maximal ideal of R′. In the commutative diagram
mR′dj

// mR′dj/mR′dj+1

mR′dj + ⟨v⟩/⟨v⟩ // mR′dj + ⟨v⟩/mR′dj+1 + ⟨v⟩
we have the mappings
g′′j  //_

ing′′j_

ψj
 // inψj = ing′′j mod ⟨inv⟩
Note that the images of g′′j and ψj under the horizontal maps are not zero because one has
ν(g′′j ) = dj = ν(ψj). Then one has
⟨ing′′1 , . . . , ing′′m⟩/⟨inv⟩ = ⟨inψ1, . . . , inψm⟩
which implies grR
′
E = grR′E/⟨inψ1, . . . , inψm⟩ and ⟨inψ1, . . . , inψm⟩ = InJ ′E for the ideal J ′E ∶=
ker(R′E → R′E). Then with 3) the tuple (ψ1, . . . , ψm) is a standard basis of J ′E .
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Chapter 3
The main theorem
In this chapter we formulate the main theorem and prove it. First we show that the main
theorem follows from a fact about graded algebras over a field (theorem (3.2.6)). This is done
in three reduction steps in the sections 3.3, 3.4 and 3.6. For the last reduction we need the
explicit description (up to isomorphism) of Hironaka schemes of dimension at most five from
Oda’s characterization (section 3.5). We prove theorem (3.2.6) in section 3.8. For this we use
Giraud bases to calculate ridges. More precisely our Giraud bases are reduced Gro¨bner bases
(see section 3.7).
3.1 Introduction
Let X be a locally noetherian scheme, let pi ∶X ′ →X be the blow-up of X in a closed subscheme
D and let x be a point of D.
Definition (3.1.1). A point x′ of X ′ is Directrix-near to x or Dir-near to x if x′
is near to x and x′ lies in the closed subscheme P(Dir(CX,D,x)) of P(CX,D,x) = pi−1({x}) (see
remark (2.5.4)).
We recall the following theorem and its proof, see [CJS], Theorem 2.14.
Theorem (3.1.2). If dimX ≤ 2, X is a closed subscheme of a regular scheme Z and D is
permissible at x then a point of X ′ is near to x if and only if it is Dir-near to x.
Proof . Let x′ be a point of X ′ near to x. By remark (2.5.21) we have an isomorphism CX,D,x ≅
CX,x/CD,x of cones over κ(x). We have pi−1({x}) = P(CX,D,x) ⊆ P(CZ,D,x) =∶ P. Identify
x′ with its image in P. Let BP,x′ be the Hironaka scheme at x′. We have x′ ∈ P(BP,x′) by
remark (2.5.8). There is an additive subgroup scheme Bg,x′ of CZ,x (defined in [Hi4], §2) with
Bg,x′ ⊇ CD,x and Bg,x′/CD,x ≅ BP,x′ . By theorem IV from [Hi4] one has Bg,x′ + CX,x ⊆ CX,x,
which implies BP,x′ + CX,D,x ⊆ CX,D,x (see remark (2.5.21)). This implies BP,x′ ⊆ CX,D,x and
dimBP,x′ ≤ dimCX,D,x ≤ dimX ≤ 2 where the second inequality holds by remark (2.1.7). Then by
[Hi3] BP,x′ is a vector group. By definition of the directrix this yields BP,x′ ⊆ Dir(CX,D,x) ⊆ CX,D,x
which implies x′ ∈ P(BP,x′) ⊆ P(Dir(CX,D,x)).
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Remark (3.1.3). a) The proof of theorem (3.1.2) shows that, if we omit the assumption
dimX ≤ 2, the theorem still holds, if BP,x′ is a vector group. This is satisfied, if κ(x) is a
perfect field (see remark (2.5.8)) or if dimX ≤ 2 ⋅ char(κ(x)) − 2 (see [Mi]).
b) Further we see that the inclusion BP,x′ + CX,D,x ⊆ CX,D,x implies BP,x′ ⊆ Rid(CX,D,x), by
the definition of the ridge. In particular we get x′ ∈ P(BP,x′) ⊆ P(Rid(CX,D,x)). For this
conclusion we do not need the assumption dimX ≤ 2.
The theorem does not hold for higher dimension of X. For dimX = 3, charκ(x) = 2 we give
a negative example below. Hironaka showed in [Hi3] that up to isomorphism there is a unique
Hironaka scheme B of dimension three which is not a vector group (cf. also the Hironaka scheme
of type 3 in theorem (3.5.5)). In the following example the underlying scheme of B is X.
Example (3.1.4). Let X be the closed subscheme V (τ) of Spec(k[y1, y2, y3, y4]) = A4k where
k is a field of characteristic two and where τ is the polynomial τ = y21 + a3y22 + a2y23 + a2a3y24
for coefficients a2, a3 ∈ k with [k2(a2, a3) ∶ k2] = 4. Let x denote the closed point ⟨y1, . . . , y4⟩ of
X and let D denote the closed subscheme D = {x} of X. We have CX,D,x = Spec(G) for the
κ(x) = k-algebra G ∶= k[y1, . . . , y4]/⟨τ⟩ = grOX,x. We show
a) that Dir(CX,D,x) is the closed point V (⟨y1, . . . , y4⟩) of A4k and
b) that there is a point x′ ∈X ′ = BlDX near to x.
Then we have P(Dir(CX,D,x)) = Proj(k) = ∅, in particular x′ is not Dir-near to x.
a) Assume the contrary. Then we have dim Dir(CX,D,x) ≥ 1. Then there is a subvector space
W ⊆ k[y1, . . . , y4]1 with dimW ≤ 3 and with τ ∈ k[W ]. Let b1, b2, b3 be k-linearly inde-
pendent elements of k[y1, . . . , y4]1 with k[b1, b2, b3]1 ⊇ W . Choose some b4 ∈ {y1, . . . , y4}
such that b1, b2, b3, b4 is a k-basis of k[y1, . . . , y4]1. Write yi = ∑4j=1 λijbj for λij ∈ k,
i, j ∈ {1, . . . ,4}. Then we have τ = w + λb24 for λ ∶= λ214 + a3λ224 + a2λ234 + a2a3λ244 and for a
suitable w ∈ k[b1, b2, b3]. By the assumption on a2, a3 we have λ ≠ 0. Then λb24 ∉ k[b1, b2, b3]
implies τ ∉ k[b1, b2, b3] ⊇ k[W ], which is a contradiction. This shows a).
b) Let U denote the open subscheme D+(y4) = Spec((k[y1, . . . , y4]/⟨τ⟩)[y′1, . . . , y′4]), for y′i ∶=
yi/y4, of X ′ (see remark (2.1.3)). The inclusion k[y′1, y′2, y′3, y4] ⊆ k[y1, . . . , y4][y′1, . . . , y′4]
is an isomorphism of k-algebras. It induces an isomorphism of k-schemes
Spec(k[y′1, y′2, y′3, y4]/⟨τ ′⟩) ≅ U for τ ′ ∶= y′12 + a3y′22 + a2y′32 + a2a3.
Consider the point x′ of U with
x′ = ⟨ξ1, ξ2, ξ3, ξ4⟩, for ξ1 = y′1 + y′2y′3, ξ2 = y′22 + a2, ξ3 = y′32 + a3, ξ4 = y4.
Then we have x′ ∈ pi−1(D) = pi−1({x}) by remark (2.1.3). The point x′ has the residue field
κ(x′) = k(√a2,√a3). The scheme U is a closed subscheme of Spec(k[y′1, y′2, y′3, y4]) =∶ V .
Identify τ ′, ξ1, . . . , ξ4 with their image in OV,x′ . We have τ ′ = ξ21 + ξ2ξ3. The elements X1 ∶=
inξ1, . . . ,X4 ∶= inξ4 are κ(x′)-algebraically independent generators of the κ(x′)-algebra
grOV,x′ and we have inτ ′1 = X 21 + X2X3. Then we have grOX,x = k[y1, . . . , y4]/⟨τ⟩ with
deg τ = 2 and grOX′,x′ = κ(x′)[X1, . . . ,X4]/⟨inτ ′⟩ with deg τ ′ = 2. Thus by lemma (2.2.2)
we have H
(0)
X,x = H(0)X′,x′ . Further we have trdeg(κ(x′)/κ(x)) = trdeg(k[√a2,√a3]/k) = 0.
This shows b).
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In the example above we see the following improvement of the singularity x′. Since τ ∈
k[y1, . . . , y4] is an homogeneous additive element we have RidX,x = Rid(CX,x) = CX,x which
has dimension three. On the other hand τ ′ ∈ κ(x′)[X1, . . . ,X4] is not an additive element which
implies RidX′,x′ ⊊ CX′,x′ and dim RidX′,x′ < dimCX′,x′ = 3.
Our main theorem (3.2.1) below shows that for dimX ≤ 5 and for a point x′ of X ′ near
but not Dir-near to x one always have the inequality dim RidX′,x′ + d < dim RidX,x for d =
trdeg(κ(x′)/κ(x)). Unfortunately our main theorem holds not for arbitrary dimensions of X.
For dimX = 7 there is the following negative example.
Example (3.1.5). Let X be the closed subscheme V (τ) of Spec(k[x1, . . . , x4, y1, . . . , y4]) =
A8k for a field k of characteristic two where τ is the polynomial
τ = y24 + a1y21 + a2y22 + a3y23 + a2a3x21 + a1a3x22 + a1a2x23 + a1a2a3x24
for coefficients a1, a2, a3 ∈ k with [k2(a1, a2, a3) ∶ k2] = 8. Let x denote the closed point⟨x1, . . . , x4, y1, . . . , y4⟩ of X and let D denote the closed subscheme {x} of X. We have CX,D,x =
Spec(G) for the graded k-algebra G ∶= k[x1, . . . , x4, y1, . . . , y4]/⟨τ⟩ = grOX,x. As in the example
above one shows
P(Dir(CX,D,x)) = Proj(k) = ∅.
Define the point x′ = ⟨X1, . . . ,X4,Y1, . . . ,Y4⟩ for
X1 = x′12 + a1, X 22 = x′22 + a2, X3 = x′32 + a3, X4 = x4,
Y1 = y′1 + x′2x′3, Y2 = y′2 + x′1x′3, Y3 = y′3 + x′1x′2, Y4 = y′4 + x′1x′2x′3
of the open subscheme D+(x4) = Spec(k[x′1, x′2, x′3, x4, y′1, y′2, y′3, y′4]/⟨τ ′⟩) =∶ U of X ′ for
τ ′ = y′42 + a1y′12 + a2y′22 + a3y′32 + a2a3x′12 + a1a3x′22 + a1a2x′32 + a1a2a3.
Then we have x′ ∈ pi−1({x}) and κ(x′) = k(√a1,√a2,√a3). The scheme U is a closed subscheme
of Spec(k[x′1, x′2, x′3, x4, y′1, y′2, y′3, y′4]) =∶ V . Identify τ ′,X1, . . . ,X4,Y1, . . . ,Y4 with their images
in OV,x′ . We have τ ′ = Y24 + a1Y21 + a2Y22 + a3Y23 +X1X2X3. The element
(inY4 +√a1inY1 +√a2inY2 +√a3inY3)2 ∈ grOV,x′
is the initial form of τ ′. As in the example above we see that x′ is near to x. Since inτ ′ is
an homogeneous additive element of grOV,x′ we have dim RidX′,x′ + d = dim RidX,x (for d =
trdeg(κ(x′)/κ(x)) = 0).
So we have a theorem for dimX ≤ 5 and a negative example for dimX ≥ 7. What about
dimension six? We have neither a positive nor a negative answer. To prove our main result we
use Oda’s characterization of Hironaka schemes B with dimB ≤ 5, see theorem (3.5.5). If one
wants to verify our main theorem for dimX = 6 one has to handle six-dimensional Hironaka
schemes. The author could not manage this.
45
CHAPTER 3. THE MAIN THEOREM
3.2 The main theorem and the strategy of the proof
Our main theorem is
Theorem (3.2.1). Let X be a locally noetherian scheme with dimX ≤ 5, let x ∈ X be a
point, and D ⊆ X be a closed subscheme with x ∈ D such that D is permissible at x ∈ D. Let
pi ∶ X ′ → X be the blow-up of X in D and let x′ be a point of X ′ near but not Dir-near to x.
Then we have
dim RidX′,x′ + trdeg(κ(x′)/κ(x)) < dim RidX,x.
Definition (3.2.2). Let pi ∶X ′ →X be a permissible blow-up of a locally noetherian scheme
X. For points x′ ∈ X ′ and x ∈ X we say x′ is i-near to x if pi(x′) = x and i(d)X′,x′ = i(0)X,x for
d ∶= trdeg(κ(x′)/κ(x)).
Remark (3.2.3). a) Note that i
(d)
X′,x′ = i(0)X,x implies i(d+m)X′,x′ = i(m)X,x for all m ∈ N.
b) With the notion of i-near points we can formulate our main theorem as follows.
Let pi ∶ X ′ → X be a blow-up of a locally noetherian scheme X with dimX ≤ 5 in a center
D and let x′ be a point of X ′ i-near to a point x ∈X with x ∈D such that D is permissible
at x. Then x′ is Dir-near to x.
In the section 3.3, ”‘Reduction to the embedded local case”’ we prove that the main theorem
holds if the following theorem holds.
Theorem (3.2.4). Let Z be the spectrum of a regular local ring, let X be closed subscheme
of Z with dimX ≤ 5, let x ∈ X be the closed point and let D ⊆ X be a closed subscheme such
that D is permissible at x ∈ D. Let pi ∶ X ′ → X be the blow-up of X in D and let x′ be a point
of X ′ near but not Dir-near to x. Then we have
dim RidX′,x′ + trdeg(κ(x′)/κ(x)) < dim RidX,x.
In the section 3.4, ”‘Reduction to cones”’, we prove that theorem (3.2.4) follows form the
following theorem.
Theorem (3.2.5). Let C be a cone over a field k with dimC ≤ 5 and let pi ∶ C ′ → C be the
point blow up of C in the origin 0 =∶ x (see remark (2.5.2)a)). Let x′ ∈ C ′ be a point near to x
not beeing Dir-near to x. Then we have
dim RidC′,x′ + trdeg(κ(x′)/k) < dim RidC,x.
In the section 3.6, ”‘Reduction to algebra”’, we prove that the theorem (3.2.5) holds if the
following theorem holds.
Theorem (3.2.6). Let S = ⊕n∈NS0 be a symmetric algebra over a perfect field K of char-
acteristic p = 2 or = 3. Assume dimK S1 ≥ 3. For natural numbers n ≥ 1, m ≥ 2, l ≥ 0 let(x1, . . . , xm, y1, . . . , yn, z1, . . . , zl) be a K-basis of S1. Let h1, . . . , hn be homogeneous elements ofS of degree p, not all zero. For p = 2 assume h1, . . . , hn ∈ K[xixj ∣1 ≤ i < j ≤ m], for p = 3
assume n = 1 and h1 = x1 ⋅x22. Let F be a finite subset of K[yp1 , . . . , ypn, z1, . . . , zl] of homogeneous
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elements of S such that S/⟨F ⟩ has Krull dimension m. Let ψ denote the K[z1, . . . , zl]-algebra
homomorphism
ψ ∶K[yp1 , . . . , ypn, z1, . . . , zl]→K[yp1 + h1, . . . , ypn + hn, z1, . . . , zl]
with ψ(ypi ) = ypi + hi for i = 1, . . . , n. Let U⟨F ⟩ ⊆ S resp. U⟨ψF ⟩ ⊆ S denote the ring of invariants
of (⟨F ⟩,S) resp. (⟨ψF ⟩,S) (see definition (2.5.15)). Then we have dimU⟨F ⟩ + 2 ≤ dimU⟨ψF ⟩.
The key ingredient for the proof of the implication (3.2.6)⇒(3.2.5) is Oda’s characterization of
Hironaka schemes of dimension ≤ 5 from [Od] which will be discussed in the section 3.5.
We prove theorem (3.2.6) in the section 3.8. In the proof we use Gro¨bner bases, see section 3.7.
3.3 Reduction to the embedded local case
We show that for the proof of the main theorem (3.2.1) we may assume that X is embedded into
a regular scheme. More precisely we show that the main theorem follows from theorem (3.2.4).
The argument will use the following lemma.
Lemma (3.3.1). Let f ∶ S1 → S be a morphism of schemes and let s1 ∈ S1, s ∈ S be points
with f(s1) = s. We assume that f quasi-equal at s1, i.e. the induced morphism of local rings
A ∶= OS,s → OS1,s1 =∶ A1
is flat, and the image of the maximal ideal m of A generates the maximal ideal of A1 and the
induced morphism of residue fields κ ∶= κ(s) → κ(s1) is an isomorphism. Let f ′ ∶ S′1 → S′ be a
base change of f by a S-scheme S′ and let s′ be a point of S′ over s ∈ S.
a) The morphism of graded κ-algebras grA → grA1 is an isomorphism. In particular the
κ-cones CS1,s1 and CS,s are isomorphic.
b) There is a unique point s′1 of S′1 over s1 ∈ S1 and over s′ ∈ S′.
c) The morphism f ′ is quasi-equal at s′1.
d) Assume that S, S1 are locally noetherian.
i) The rings A and A1 have the same Krull dimension.
ii) A closed subscheme D of S with s ∈D is permissible at s if and only if D×S S1 =∶D1
is permissible at s1.
Proof . a) Let grnA denote the nth homogeneous part of grA for n ∈ N. The morphism
grnA→ grnA1 is the composition
grnA = mn ⊗A κ(s) ≅ mn ⊗A κ(s1) ≅ mn ⊗A A1 ⊗A1 κ(s1) ≅ (mA1)n ⊗A1 κ(s1) = grnA1.
b) The set-theoretical image of the morphism of schemes s1 ×s s′ → S1 ×S S′ = S′1 is the set of
all points of S′1 with images s1 in S1 and s′ in S′. The isomorphism κ(s)→ κ(s1) induces
an isomorphism s1 ×s s′ ≅ s′ of schemes.
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c) Let A′ (resp. A′1) denote the ring OS′,s′ (resp. OS′1,s′1). Then the by f ′ induced morphism
of local rings A′ → A′1 is the composition
A′ α→ A′ ⊗A A1 β→ A′1
where α is the base change of A → A1 and β is the localization of A′ ⊗A A1 by the prime
ideal which corresponds to s′1. Then α and β are flat. Let m′ resp. κ′ denote the maximal
ideal resp. residue field of A′. We have
(A′ ⊗A A1)/(m′ ⊗A A1) ≅ A′/m′ ⊗A A1 ≅ κ′ ⊗A A1 ≅ κ′ ⊗κ κ⊗A A1 ≅ κ′.
Thus m′⊗AA1 is a maximal ideal of A′⊗AA1. Since β(α(m′)) lies in the maximal ideal of
A′1 we get that β is the localization by m′⊗AA1. Then the image of m′ in A′1 generates the
maximal ideal of A′1 and the residue field of A′1 is isomorphic to (A′⊗AA1)/(m′⊗AA1) ≅ κ′.
Thus f ′ is quasi-equal at s′1.
d) i) Since A→ A1 is flat we have dimA1 = dimA+dimA1⊗AA/m, see [Li], theorem 4.3.12.
As A1 ⊗A A/m is a field, we get dimA = dimA1.
ii) First we show that D is regular at s if and only if D1 is regular at s1. As a base
change of f the morphism D1 → D is quasi-equal at s1. Thus it is enough to show
that S is regular at s if and only if S1 is regular at s1. This follows from a) and i).
Second we show that D is normally flat at s along S if and only if D1 is normally flat
at s1 along S1. Write
A ∶= OD,s, I ∶= ker(A→ A), G ∶= ⊕i∈NIi/Ii+1,
A1 ∶= A⊗A A1, I1 ∶= I ⊗A A1, G1 ∶= G⊗A A1.
Since A→ A1 is flat we have G1 ≅ ⊕i∈NIi1/Ii+11 . Then D (resp. D1) is normally flat at
s (resp. s1) along S (resp. S1) if and only if G (resp. G1) is a flat over A (resp. A1).
 Assume that G is flat over A. Then for every short exact sequence E ′ of A1-
modules the sequence
E ′ ⊗A1 G1 ≅ E ′ ⊗A1 (A1 ⊗A A⊗A G) ≅ E ′ ⊗A G
is exact.
 Assume that G1 is flat over A1. Then for every short exact sequence E of A-
modules we have
A1 ⊗A (E ⊗A G) ≅ (A1 ⊗A E)⊗A G ≅ (A1 ⊗A E)⊗A1 G1
which implies the exactness of E ⊗AG, because, as a flat morphism of local rings,
A→ A1 is faithfully flat.
Lemma (3.3.2). Let pi ∶X ′ →X be a blow-up of a locally noetherian scheme X in a center
D. Let x′, x be points of X ′,X with pi(x′) = x. Let X̂ denote the spectrum of the completion of
the local noetherian ring OX,x and let x̂ be the closed point of X̂. Let p̂i ∶ X̂ ′ → X̂ denote the
blow-up of X̂ in D̂ ∶=D ×X X̂. Then
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a) D̂ is permissible at x̂ ∈ X̂ if and only if D is permissible at x ∈X,
b) there is a unique point x̂′ ∈ X̂ ′ with image x′ in X ′ and image x̂ in X̂,
c) κ(x̂′) = κ(x′), κ(x̂) = κ(x),
d) HX̂′,x̂′ =HX′,x′, HX̂,x̂ =HX,x,
e) x̂′ is near to x̂ if and only if x′ is near to x,
f) x̂′ ∈ P(Dir(CX̂,D̂,x̂)) if and only if x′ ∈ P(Dir(CX,D,x)),
g) dim RidX̂′,x̂′ = dim RidX′,x′, dim RidX̂,x̂ = dim RidX,x and
h) X̂ is a closed subscheme of a regular scheme.
Proof . Let κ, κ′ denote the residue fields at x, x′. We have κ(x̂) = κ. The composition
f ∶ X̂ → Spec(OX,x)→X maps x̂ maps to x and f is quasi-equal at x̂ (see lemma (3.3.1)). Since
f is flat, p̂i is the base change of pi with X̂. By lemma (3.3.1) we have
1. the by X̂ →X induced morphism CX̂,x̂ → CX,x is an isomorphism of κ-cones,
2. claims a), b) and c),
3. the morphism D̂ → D is quasi-equal at x̂ and the induced morphism CD̂,x̂ → CD,x is an
isomorphism of κ-cones,
4. there is a unique point x̂′ ∈ X̂ ′ which maps to x′ and to x̂, and we have κ(x̂) = κ′,
5. the morphism X̂ ′ →X ′ is quasi-equal at x̂′ and
6. the κ′-cones CX′,x′ and CX̂′,x̂′ are isomorphic.
Then we get claim d), we have isomorphisms of additive groups RidX,x ≅ RidX̂,x̂ resp. RidX′,x′ ≅
RidX̂′,x̂′ over κ resp. κ′ and we have a commutative diagram
X̂ ′ // X ′
X̂ ′ ×X̂ x̂ //
OO
X ′ ×X x
OO
P(CX̂,D̂,x̂)
≅OO
≅ // P(CX,D,x)
≅
OO
P(Dir(CX̂,D̂,x̂))?
O
≅ // P(Dir(CX,D,x))?
O
This implies f). Claim d) implies e). By Cohen structure theorem, [Co], every complete noethe-
rian local ring is a quotient of a regular local ring. Then there is a regular local ring R such
that X̂ is a closed subscheme of SpecR.
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Proof that theorem (3.2.4) implies theorem (3.2.1). Let x′ ∈ X ′ pi→ X ⊇ D ∋ x as in
theorem (3.2.1) and let x̂′ ∈ X̂ ′ p̂i→ X̂ ⊇ D̂ ∋ x̂ as in lemma (3.3.2). Then by theorem (3.2.4) and
lemma (3.3.2) we have dim RidX̂′,x̂′ + trdeg(κ(x̂′)/κ(x̂)) < dim RidX̂,x̂ . Again by lemma (3.3.2)
we get dim RidX′,x′ + trdeg(κ(x′)/κ(x)) < dim RidX,x.
3.4 Reduction to cones
In this section we show that for the proof of the main theorem one can assume that X is the
underlying scheme of a cone over a field. More precisely we prove that theorem (3.2.4) follows
from theorem (3.2.5).
Lemma (3.4.1). Let piC ∶ C ′ → C be the point blow-up in the origin x of a cone C over a
field κ. Let x′ be a point of pi−1C ({x}) =∶ E and let κ′ denote its residue field. Then there is an
isomorphism CC′,x′ ≅ CE,x′ ×κ′ A1κ′ of cones over κ′.
Proof . Let C be a subcone of a vector group V over κ. Let S denote the graded κ-algebra ΓV
and let I ⊆ S denote the homogeneous ideal ker(ΓV → ΓC). The local ring R ∶= OV,x is the
localization of S by the maximal ideal S+ = ⊕n≥1S =M . Let m denote the maximal ideal of R.
We have a commutative diagram
V ′ piV // V
C ′?
O
piC // C
?
O
where piV denotes the point blow-up of V in x and the left vertical morphism is the induced
closed immersion. We have V ′ = Proj(⊕n≥0Mn). Let T be a non-zero element of S1 such
that x′ ∈ C ′ ⊆ V ′ lies in the chart Spec((⊕n≥0Mn)(T )) ⊆ V ′. The ring (⊕n≥0Mn)(T ) is the
S-subalgebra κ[T,T1/T, . . . , Ts/T ] =∶ S′ of ST where T1, . . . , Ts are elements of S1 such that
T,T1, . . . , Ts is a κ-basis of S1. The local ring OV ′,x′ =∶ R′ is the localization of S′ by a prime
ideal q of S′ with T ∈ q (see Lemma (2.1.9)). Define the subring S′E ∶= κ[T1/T, . . . , Ts/T ] of S′.
Let η denote the ideal of S′ generated by the image of q under
S′ α→ S′/⟨T ⟩ ≅ S′E ⊆ S′.
Then we have q = η + γ for the by T generated ideal γ of S′. Let qE denote the ideal α(q) of
S′/⟨T ⟩. The κ-module morphisms ⟨T ⟩k⊗κ qlE → qk+l ∶ a⊗b↦ a ⋅b, for k, l ∈ N, induce a morphism
of graded rings
β ∶ gr⟨T ⟩κ[T ]⊗κ grqES′E → grqS′.
It is surjective, because we have
ηk =⊕
i∈N qkE ⋅ T i and qk = k∑i=0γi ⋅ ηk−i =⊕j∈N qmax{0,k−j}E ⋅ T j .
Every element f of qk can be written f = ∑ki=0 fiT i + r for some fi ∈ qk−iE and some r ∈ qk+1, i.e.
r = ∑j∈N gjT j for suitable gj ∈ qmax{0,k+1−j}E . For each i the element fimod qk+1−iE is unique since it
is the image under the composition of morphisms of k-vector spaces S′ → S′E → S′E/qk+1−iE where
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the morphism S′ → S′E is given by ∑k∈N hkT k ↦ hi. Thus β is injective. Let f1, . . . , fm ∈ S/{0}
be homogeneous generators of I with degrees d1, . . . , dm and identify them with their image
under the injective map S → R. For i ∈ {1, . . . ,m} let f ′i denote the element T−difi of S′
and identify it with its image under the injective map S′ → R′. Let I ′ denote the ideal of S′
generated by f ′1, . . . , f ′m. By lemma (2.1.12) I ′R′ is the kernel of R′ → OC′,x′ and by remark
(2.1.3) T ⋅ R′ + I ′ ⋅ R′ is the kernel of R′ → OE,x′ . The elements f ′1, . . . , f ′m lie in S′E because
f1, . . . , fl ∈ S are homogeneous. Let I ′E be the ideal of S′E generated by f ′1, . . . , f ′m. We have
I ′ = I ′ES′ = κ[T ]⊗κ I ′E . We determine the preimage β−1InqI ′ (see definition (2.1.10)). The ideal
InqI
′ is generated by initial forms inqg of elements g of I ′. An element g ∈ I ′ can be written in
the form g = ∑i∈N giT i for suitable elements gi ∈ I ′E . If g lies in qn/qn+1 then there is a non-empty
subset Θ ⊆ {0,1, . . . , n} such that for all i ∈ Θ we have gi ∈ qn−iE /qn+1−iE and for all j ∈ N/Θ we
have gj ∈ qmax{0,n+1−j}E . Then by the definition of β we have
β−1(inqg) =∑
i∈Θ in⟨T ⟩T i ⊗κ inqEgi ∈ gr⟨T ⟩κ[T ]⊗κ InqEI ′E =∶ J.
Thus we have β(J) ⊇ InqI ′. The other inclusion also holds. Thus β induces an isomorphism
 ∶ gr⟨T ⟩κ[T ]⊗κ grqES′E/InqEI ′E ≅ grqS′/InqI ′.
Let q¯ resp. q¯E denote the ideal q(S′/I ′) resp. qE(S′E/I ′E) of S′/I ′ resp. S′E/I ′E . We have
isomorphisms of graded κ′-algebras
grOC′,c′ ≅ gr(S′/I ′ ⊗S′ R′) ≅ grq(S′/I ′)⊗S′/q κ′ ≅ (grqS′/InqI ′)⊗S′/q κ′,
grOE,x′ ≅ gr(S′/(T ⋅ S′ + I ′)⊗S′ R′) ≅ grqE(S′E/I ′E)⊗S′/q κ′ ≅ (grqES′E/InqEI ′E)⊗S′/q κ′,
κ′[T ]⊗κ′ grOE,x′ ≅ κ[T ]⊗κ grOE,x′ ≅ gr⟨T ⟩κ[T ]⊗κ (grqES′E/InqEI ′E)⊗S′/q κ′ ≅ grOC′,c′ .
This completes the proof.
Proof that theorem (3.2.4) follows from theorem (3.2.5). Assume the situation of the-
orem (3.2.4). Set C ∶= CX,D,x. Then the point blow-up piC ∶ C ′ → C in the origin c ∶= 0 is
permissible. Write k ∶= κ(x). Note that we have C = C
C,{c},c . We have an isomorphisms of
projective k-schemes
pi−1X ({x}) ≅ P(CX,D,x) = P(C) ≅ pi−1C ({c}).
Let c′ denote the point of pi−1({c}) ⊆ C ′ which corresponds to x′ ∈ pi−1X ({x}). Then we have
c′ ∈ pi−1C ({c})/P(Dir(C)), since x′ ∈ pi−1X ({x})/P(Dir(CX,D,x)). By lemma (3.4.1) we have
H
(d)
C′,c′ =H(d+1)pi−1C ({c}),c′
for d ∶= trdeg(κ(x′)/k). Since x′ is near to x the inequalities in (2.6.6) are equalities. Thus we
have
H
(d)
C′,c′ =H(d+1)pi−1C ({c}),c′ =H(d+1)pi−1X ({x}),x′ =H(0)CX,D,x =H(0)C,c .
Thus c′ is near to c. Then by Theorem (3.2.5) we have
dim RidC′,c′ + d < dim RidC,c.
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Using the inequalities in (2.6.6) again and that x′ is near to x we get H(0)X′,x′ = H(1+s)pi−1X ({x}),x′ for
s ∶= dimOD,x. There is some element u0 of OX′,x′ with Opi−1X (D),x′ = OX′,x′/⟨u0⟩. Choose s
elements u1, . . . , us in OX,x such that their images in OD,x generate the maximal ideal of OD,x.
Then we have Opi−1X ({x}),x′ = Opi−1X (D),x′ ⊗OD,x k = OX′,x′/⟨u0, u1, . . . , us⟩.
With proposition (2.2.4) we have
H(2+s)(gr(OX′,x′/⟨u0, . . . , us⟩)) ≥H(1+s)(gr(OX′,x′/⟨u0, . . . , us−1⟩)) ≥ . . . ≥H(1)(grOX′,x′).
All inequalities are equalities since H
(1)
X′,x′ = H(2+s)pi−1X ({x}),x′ . Again with proposition (2.2.4) we
get grOpi−1X ({x}),x′ ≅ grOX′,x′/⟨U0, . . . , Us⟩ and for all i ∈ {0,1, . . . , s} Ui is not a zero-divisor in
grOX′,x′/⟨U0, . . . , Ui−1⟩, where Ui denotes the image of ui in gr1OX′,x′ . This implies
grOpi−1X ({x}),x′ ≅ grOX′,x′/⟨inu0, inu1, . . . , inus⟩
and that the elements inu0, inu1, . . . , inus are κ(x′)-linearly independent. Choose a vector group
V over κ(x′) which has CX′,x′ as a subcone. Let uV0 , . . . , uVs be homogeneous preimages of
inu0, inu1, . . . , inus under ΓV → ΓCX′,x′ . Then uV0 , . . . , uVs are κ(x′)-linearly independent ele-
ments of (ΓV )1. Thus V ′ ∶= Spec(ΓV /⟨uV0 , . . . , uVs ⟩) is a subvector group of V . The intersection
CX′,x′ ∩ V ′ of subcones of V is the cone Cpi−1X ({x}),x′ . Then by lemma (2.5.17) we have
dim RidX′,x′ = dim Rid(CX′,x′) ≤ dim Rid(Cpi−1x ({x}),x′)+dimV −dimV ′ = dim Ridpi−1X ({x}),x′+s+1.
By lemma (3.4.1) we have dim RidC′,c′ = dim Ridpi−1C ({c}),c′ + 1. Further by remark (2.5.21) there
is an isomorphism of k-cones CX,x ≅ C ×k CD,x = CC,c ×k CD,x. Since CD,x is a vector group over
k of dimension s we get dim RidC,c + s = dim RidX,x. Altogether we get
dim RidX′,x′ + d ≤ dim Ridpi−1X ({x}),x′ + d + s + 1 = Ridpi−1C ({c}),c′ + d + s + 1= dim RidC′,c′ + d + s < dim RidC,c + s = dim RidX,x
which completes the proof.
3.5 Hironaka schemes with dimension at most five
Let k be a field of positive characteristic p. We denote the k-module of Ka¨hler differentials
Ω1k/Z = Ω1k/Fp = Ω1k/kp by Ω1(k). By a derivation we mean an element of DerZ(k, k) = DerFp(k, k) =
Derkp(k, k).
Let B be a Hironaka scheme over k of dimension ≤ 5. If B is a vector group then, as an additive
group, it is isomorphic to Gma,k for m = dimB. If B is not a vector group than we have a
characterization by Oda, [Od], see theorem (3.5.5) below. We get some corollaries which will be
needed in section 3.6.
Definition (3.5.1). Let q be a prime number. A family (xi)i∈I of elements of k is q-
independent if q = chark = p and the family of elements of k(∏
i∈J xeii ∣J ⊆ I finite, (ei)i∈J ∈ {0,1, . . . , p − 1}J)
is kp-linearly independent.
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Remark (3.5.2). a) By [Stacks], Tag 07P0, a family (xi)i∈I in k is p-independent if and
only if the family (dxi)i∈I in Ω1(k) is k-linearly independent.
b) By a) for a p-independent family (xi)i∈I in k there are derivations ∂i ∶ k → k, i ∈ I, such
that for i ≠ j one has ∂i(xj) = δij where δij denotes the Kronecker delta.
It turns out that for the classification of Hironaka schemes one should consider types instead of
isomorphism classes, cf. the introduction of [Od].
Definition (3.5.3). Two additive groups G and G′ over k are of the same type if there
is field automorphism k → k and a isomorphism G ×k k ≅ G′ of additive groups over k.
Remark (3.5.4). By remark (2.5.2)d) two additive groups G and G′ over k are of the same
type if and only if there is an isomorphism of graded rings ΓG ≅ ΓG′.
Theorem (3.5.5). A Hironaka scheme over k of dimension ≤ 5, which is not a vector group,
is of the same type as one of the following non-isomorphic additive groups.
Type 3. The additive subgroup Spec(k[X1,X2,X3, Y1]/⟨τ˜1⟩) of G4a,k, where
τ˜1 = Y 21 + a3X22 + a2X23 + a2a3X21
for 2-independent elements a2, a3 of k,
Type 4-1. Spec(k[X1, . . . ,X4, Y1]/⟨τ1⟩) ⊆ G5a,k,
Type 4-2. Spec(k[X1, . . . ,X4, Y1, Y2]/⟨τ1, τ2⟩) ⊆ G6a,k,
Type 4-3. Spec(k[X1, . . . ,X4, Y1, Y2, Y3]/⟨τ1, τ2, τ3⟩) ⊆ G7a,k
Type 4-4. Spec(k[X1, . . . ,X4, Y1, Y2, Y3, Y4]/⟨τ1, τ2, τ3, τ˜4⟩) ⊆ G8a,k, or, equivalently,
Spec(k[X1, . . . ,X4, Y1, Y2, Y3, Y4]/⟨τ1, τ2, τ3, τ4⟩) ⊆ G8a,k, where
τ1 = Y 21 + a3X22 + a2X23 + a2a3X24 ,
τ2 = Y 22 + a3X21 + a1X23 + a1a3X24 ,
τ3 = Y 23 + a2X21 + a1X22 + a1a2X24 ,
τ˜4 = Y 24 + a2a3X21 + a1a3X22 + a1a2X23 ,
τ4 = Y 24 + a1Y 21 + a2Y 22 + a3Y 23 + a2a3X21 + a1a3X22 + a1a2X23 + a1a2a3X24
for 2-independent elements a2, a3 (resp. a1, a2, a3) of k in the case of type 4-1 (resp. in
the case of type 4-2, type 4-3, type 4-4),
Type 5. Spec(k[X1, . . . ,X5, Y1]/⟨τ0⟩) ⊆ G6a,k, where
τ0 = Y 31 + a1X31 + a2X32 + a21X33 + a1a2X34 + a21a2X35
for 3-independent elements a1, a2 of k,
Type 5-1. The product of the one-dimensional vector group Ga,k with a Hironaka scheme
of type 4-1,
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Type 5-2. Ga,k×type 4-2,
Type 5-3. Ga,k×type 4-3,
Type 5-4. Ga,k×type 4-4,
Type 5-5. Spec(k[X1, . . . ,X5, Y1]/⟨τ5⟩) ⊆ G6a,k, where
τ5 = Y 21 + a1X21 + a2X22 + a3X23 + a2a3X24 + a1a3X25
for 2-independent elements a1, a2, a3 of k,
Type 5-*. Spec(k[X1, . . . ,X5, Y1, . . . , Yν]/⟨τ1, . . . , τν⟩) ⊆ G5+νa,k , ν ∈ N≥1, with
τj = Y 2j + 4∑
i=1(∂igj)X2i + (gj +
4∑
i=1ai∂igj)X25 (j = 1, . . . , ν)
where a1, . . . , a4 are 2-independent elements of k, ∂1, . . . , ∂4 ∶ k → k are derivations with
∂i(aj) = δij (see remark (3.5.2)) and g1, . . . , gν are elements of k2(a1, . . . , a4) such that the
elements 1, a1, . . . , a4, g1, . . . , gν of k are k
2-linearly independent, and that the matrix
A = (∂igj)i=1,...,4; j=1,...,ν
has the property that the rows of dA, as elements of Ω1(k)⊕ν , are k-linearly independent.
Proof . [Od], Theorem 3.14.
Remark (3.5.6). a) A Hironaka scheme of type 4-1 is of the same type as the product
of Ga,k with a Hironaka scheme of type 3.
b) To be more precise, Oda shows that two Hironaka schemes of type 5-* given by choices
a1, . . . , a4, g1, . . . , gν resp. a
′
1, . . . , a
′
4, g
′
1, . . . , g
′
ν′
are of the same type if and only if there is some non-zero element u of the by the ele-
ments 1, a1, . . . , a4, g1, . . . , gν generated k
2-subvector space U of k such that u−1 ⋅ U is the
by 1, a′1, . . . , a′4, g′1, . . . , g′ν′ generated k2-subvector space of k.
We collect some corollaries which will be used in the proof (see next section) that theorem (3.2.5)
holds if the theorem (3.2.6) holds.
Corollary (3.5.7). Let V be a vector group over k. Let B = BP,y be the Hironaka scheme
at a point y of P(V ) =∶ P such that B is not a vector group with m ∶= dimB ≤ 5. Let S = ⊕k∈NSk
denote the symmetric k-algebra ΓV and let U ⊆ S denote the ring of invariants of (B, V ). Then
there is a k-basis (X1, . . . ,Xm, Y1, . . . , Yn, Z1, . . . , Zl) of S1 with
U = k[η1, . . . , ηn, Z1, . . . , Zl]
for homogeneous elements η1, . . . , ηn of S of degree p, which are, depending on the type of the
Hironaka scheme B, as follows (with the notations of theorem (3.5.5)).
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(Type 3) n = 1, m = 3, η1 = τ˜1,
(Type 4-1) n = 1, m = 4, η1 = τ1,
(Type 5-1) n = 1, m = 5, η1 = τ1,
(Type 4-n for 2 ≤ n ≤ 4) 2 ≤ n ≤ 4, m = 4, η1 = τ1, . . . , ηn = τn,
(Type 5-n for 2 ≤ n ≤ 4) 2 ≤ n ≤ 4, m = 5, η1 = τ1, . . . , ηn = τn,
(Type 5) n = 1, m = 5, η1 = τ0,
(Type 5-5) n = 1, m = 5, η1 = τ5,
(Type 5-*) n = ν ≥ 1, m = 5, η1 = τ1, . . . , ηn = τn.
Proof . Write X, Y , Z, η for (X1, . . . ,Xm), (Y1, . . . , Yn), (Z1, . . . , Zl), (η1, . . . , ηn). Fix a type
of the Hironaka scheme. By theorem (3.5.5) B is of the same type as the additive subgroupB′ ∶= Spec(k[X,Y ]/⟨η⟩) ofGm+na,k . We may assume that B and B′ are isomorphic as additive group
schemes over k by replacing p-independent elements by the images under a field automorphism.
Let VB be the smallest vector group which has B as an additive subgroup, see remark (2.5.2)c).
Then VB is a subvector group of V . We get commutative diagrams of additive groups over k
resp. graded k-algebras resp. k-vector spaces
B′   /
≅

Gn+ma,k
≅
B   / VB   / V
k[X,Y ]/⟨η⟩ k[X,Y ]oooo
ΓB≅
OO
Γ(VB)oooo
≅OO
Soooo
k[X,Y ]1
(Γ(VB))1
≅ OO
S1e
oooo
Choose a section (Γ(VB))1 → S1 of e. This induces a morphism of k-algebras k[x, y] ≅ Γ(VB)→ S.
Identify X,Y , η with their images in S. Choose elements Z1, . . . , Zl of S1 such that (X,Y ,Z)
is a k-basis of S1. Then the ideal ker(S → ΓB) of S is generated by the tuple of homogeneous
additive elements (η,Z). By lemma (2.3.13) the graded k-subalgebra U ′ ∶= k[η,Z] of S is the
ring of invariants of (⟨U ′+⟩, S) = (⟨η,Z⟩, S). Thus by definition of the ring of invariants of (B, V )
(see definition (2.5.5)) we have U ′ = U .
In the situation of corollary (3.5.7) let us define a homogeneous element v of S and a family σ
of elements of S(v), depending on the type of the Hironaka scheme, as follows:
(Type 3) v =X1, σ = (Z1, . . . ,Zl,X2,X3,Y1),
(Type 4-1 or type 5-1) v =X4, σ = (Z1, . . . ,Zl,X2,X3,Y1),
(Type 4-n or type 5-n for 2 ≤ n ≤ 4) v =X4, σ = (Z1, . . . ,Zl,X1,X2,X3,Y1, . . . ,Yn),
(Type 5) v =X5, σ = (Z1, . . . ,Zl,W1, . . . ,W5),
(Type 5-5) we distinguish two cases,
(Type 5-5, case 1) v =X4, σ = (Z1, . . . ,Zl,U1,U2,U3,X1/v,X5/v),
(Type 5-5, case 2) v =X5, σ = (Z1, . . . ,Zl,V1, . . . ,V4),
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(Type 5-*) v =X5, σ = (Z1, . . . ,Zl,X1, . . . ,X4,Yr1 , . . . ,Yrν),
where we define the following elements of S(v)Zi = Zi/v for i = 1, . . . , l,Xi = (Xi/v)2 + ai for i = 1, . . . ,4,Yi = Yi/v +XjXk/v2 for {i, j, k} = {1,2,3},Y4 = Y4/v +X1X2X3/v3,W1 = (X4/v)3 − a1, W2 = (X3/v)3 + a2, W3 = Y1/v −X3 ⋅X24/v3,W4 =X1/v −X3X4/v2, W5 =X2/v − (X4/v)2,U1 = Y1/v +X2X3/v2, U2 = (X2/v)2 + a3, U3 = (X3/v)2 + a2,V1 = Y1/v +X1X3/v2, V2 =X2/v +X1X4/v2,V3 = (X1/v)2 + a3, V4 = (X3/v)2 + a2(X4/v)2 + a1,Yri = Yj/v + rj for j = 1, . . . , ν where rj is the square root √ρ(gj) in k[X1/v, . . . ,X4/v] of
the image ρ(gj) under the k2-linear map
ρ ∶ k2(a1, . . . , a4)→ k2[(X1/v)2, . . . , (X4/v)2] ⊆ k[X1/v, . . . ,X4/v](3.5.7.A)
which is given by ρ(∏i∈I ai) =∏i∈I(Xi/v)2 for all subsets I ⊆ {1,2,3,4}.
Corollary (3.5.8). In the situation of corollary (3.5.7) let q ∈ Spec(S) = V denote the to
y ∈ P = Proj(S) associated homogeneous prime ideal of S. For the element v of S and the family
of elements σ of S(v), as above, there is a prime ideal p of S(v) with p ⊇ ⟨σ⟩ such that S(v) → S(q)
induces an isomorphism R′E ∶= (S(v))p → S(q) and such that the by σ induced family in R′E is a
part of a system of regular parameters of R′E.
Proof . By remark (2.5.8) we have y ∈ BP,y. In particular the elements Z1, . . . , Zl lie in q.
Choose derivations ∂i ∶ k → k with ∂i(aj) = δij (see remark (3.5.2)). Let ∂yi denote the induced
derivations Sq → Sq with ∂yi ({X1, . . . ,Xm, Y1, . . . , Yn, Z1, . . . , Zl}) = {0}. By remark (2.5.8) we
have η1, . . . , ηn ∈ mp for the maximal ideal m ∶= qAq of Aq. For all i, j we have ∂yi ηj ∈ mp−1.
Inductively every element of the form ∂yi1 ⋅ . . . ⋅ ∂yiµ , for µ < p, lies in mp−µ and therefore it lies in
m ∩ S = q. Then, in the respective cases, we get
(Type 3) η1, X
2
2 + a2X21 ,X23 + a3X21 ∈ q,
(Type 4-1 or type 5-1) η1, X
2
2 + a2X24 ,X23 + a3X24 ∈ q,
(Type 4-n or type 5-n for 2 ≤ n ≤ 4) η1, . . . , ηn, X21 +a1X24 , X22 +a2X24 , X23 +a3X24 ∈ q,
(Type 5) η1, X
3
1+2a1X33+a2X34+2a1a2X35 , X34+2a1X35 , X32+a1X34+a21X35 , 2X33+2a2X35 ∈
q,
(Type 5-5) η1, X
2
1 + a3X25 , X22 + a3X24 , X23 + a2X24 + a1X25 ∈ q,
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(Type 5-*) η1, . . . , ηn, ∑ni=1(∂i′∂igj)(X2i + aiX25) ∈ q for all 1 ≤ i′ ≤ 4, 1 ≤ j ≤ n.
We have d∂igj = ∑4i′=1 ∂i′∂igjdai′ in Ω1(k) and by remark (3.5.2) the elements dai′ are k-linearly
independent. Thus by assumption the four elements (∂i′∂1gj)i′,j , . . . , (∂i′∂4gj)i′,j of the k-vector
space k4n are k-linearly independent. Thus we get in the case of type 5-*
η1, . . . , η4, X
2
1 + a1X25 , . . . ,X24 + a4X25 ∈ q.
For the further argumentation in the case of type 5-5 we distinguish the cases X5 ∈ q (case 1)
and X5 ∉ q (case 2).
In every case the element v ∈ S lies not in q. This follows, in all cases except the case 2 of type
5-5, from q ≠ S+ because v ∈ q would imply
q ⊇ ⟨Z1, . . . , Zl, η1, . . . , ηn,Xp1 , . . . ,Xpm, v⟩ = ⟨Z1, . . . , Zl, Y p1 , . . . , Y pn ,Xp1 , . . . ,Xpm, v⟩
in contradiction to q ≠ S+. Let p denote the by q induced prime ideal of S(v). Then we have
S(q) = (S(v))p and we have b + c ⊆ p for the ideals of S(v)
b = ⟨Z1/v, . . . , Zl/v⟩ = ⟨Z1, . . . ,Zl⟩ and
(Type 3 or type 4-1 or type 5-1)
c = ⟨η1/v2, (X22 + a2v2)/v2, (X23 + a3v2)/v2⟩ = ⟨Y21 ,X2,X3⟩,
(Type 4-n or type 5-n for 2 ≤ n ≤ 4) c = ⟨Y21 , . . . ,Y2n,X1,X2,X3⟩,
(Type 5) c = ⟨W33 ,W34 ,W35 ,W1,W2⟩,
(Type 5-5, case 1)
c = ⟨η1/v2, (X22 + a3X24)/v2, (X23 + a2X24)/v2,X1/v,X5/v⟩ = ⟨U21 ,U2,U3,X1/v,X5/v⟩,
(Type 5-5, case 2)
c = ⟨η1/v2, (X21 + a3X5)/v2, (X22 + a3X24)/v2, (X23 + a2X24 + a1X25)/v2⟩ = ⟨V21 ,V22 ,V3,V4⟩,
(Type 5-*)
c = ⟨(Y 21 + g1X25)/v2, . . . , (Y 2n + gnX25)/v2,X1, . . . ,X4⟩ = ⟨Y2r1 , . . . ,Y2rn ,X1, . . . ,X4⟩.
One sees that the ideal ⟨σ⟩ of S(v) generated by the family σ is the radical ideal of b + c. Thus
b + c ⊆ p implies ⟨σ⟩ ⊆ p.
It remains to show that, as a family of elements of R′E , σ can be extended to a system of regular
parameters of R′E . Let t be the number of elements of σ. We show below that R′E/⟨σ⟩R′E =∶ C is
a regular ring of dimension dimR′E − t. Then R′E/⟨σ⟩R′E has a system ρ of regular parameters of
length dimR′E − t. Let ρl be a lift of ρ to a system of elements of R′E . Then (ρl, σ) has dimR′E
elements and it generates the maximal ideal of R′E . Therefore σ has the wished property.
The ring C = R′E/⟨σ⟩R′E is a localization of the ring B ∶= S(v)/⟨σ⟩ by the prime ideal pB. We
calculate B and dimB for each type of the Hironaka scheme.
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(Type 3) B ≅ k(√a2,√a3), dimB = 0,
(Type 4-1) B ≅ k(√a2,√a3)[X4/v], dimB = 1,
(Type 4-n for 2 ≤ n ≤ 4) B ≅ k(√a1,√a2,√a3), dimB = 0,
(Type 5-1) B ≅ k(√a2,√a3)[X4/v,X5/v], dimB = 2,
(Type 5-n for 2 ≤ n ≤ 4) B ≅ k(√a1,√a2,√a3)[X5/v], dimB = 1,
(Type 5) B ≅ k(a1/31 , a1/32 ), dimB = 0,
(Type 5-5, case 1)) B ≅ k(√a2,√a3), dimB = 0,
(Type 5-5, case 2)) B ≅ k(√a3)[X3/v,X4/v]/⟨(X3/v)2 + a2(X4/v)2 + a1⟩, dimB = 1,
(Type 5-*) B ≅ k(√a1,√a2,√a3,√a4), dimB = 0.
We see that in the case of every type of the Hironaka scheme, except case 2 of type 5-5, the ring B
is a polynomial ring over a field in 0, 1 or 2 variables. Thus in these cases C is a regular ring. In
case 2 of type 5-5, if C would not be regular, than the by (X3/v)2+a2(X4/v)2+a1 induced element
r of DpD for D ∶= k(√a3)[X3/v,X4/v] would lie in the second power n2 of the maximal ideal n
of DpD. The elements a1, a2 of k(√a3) =∶K are 2-independent. Choose a derivation ∂ ∶K →K
over K2 with ∂(a1) = 1 and ∂(a2) = 0. Let ∂D denote the induced derivation DpD → DpD with
∂D({X3/v,X4/v}) = {0}. Then the assumption would imply 1 = ∂D(r) ∈ ∂D(n2) ⊆ n which is a
contradiction. Thus in all cases C is regular. Further we have
dimR′E − dimR′E/⟨σ⟩R′E = dim (S(v))p − dimBpB= dimS(v) − dimS(v)/p − dimB + dimB/pB= n +m + l − 1 − dimB = t
As explained above now we find a system of elements ρl of R
′
E such that (ρl, σ) is a system of
regular parameters of R′E .
Corollary (3.5.9). Let η1, . . . , ηn ∈ U ⊆ S be the homogeneous additive elements from corol-
lary (3.5.7) of degree p = char(k) (p = 3 in the case of type 5 and p = 2 else). The induced
elements η′i ∶= v−pηi ∈ (S(v))p = R′E (for i = 1, . . . , n) can be written, depending on the type of the
Hironaka scheme, in terms of elements of σ as follows.
(Type 3 or type 4-1 or type 5-1) η′1 = Y21 +X2X3,
(Type 4-n or type 5-n for 2 ≤ n ≤ 4) η′i = Y2i + XjXk for {i, j, k} = {1,2,3} and
η′4 = Y24 + a1Y21 + a2Y22+a3Y23 +X1X2X3,
(Type 5) η′1 =W33 + a1W34 + a2W35 +W21W2,
(Type 5-5, case 1) η′1 = U21 + a1(X1/v)2 + a1a3(X5/v)2 + U2U3,
(Type 5-5, case 2) η′1 = V21 + a2 ⋅ V22 + V3V4,
58
3.5. HIRONAKA SCHEMES WITH DIMENSION AT MOST FIVE
(Type 5-*) η′i = Y2ri + Pi +Ri for 1 ≤ i ≤ n where the elements Pi are non-zero k-linear
combinations of elements of the form XiXj, for 1 ≤ i < j ≤ 4, and the elements Ri lie in
the third power m3R′E of the maximal ideal mR′E of R′E.
Proof . In every case except the case of type 5-* the claim is verified by a short calculation. For
the identity in the case of type 5-* we set N ∶= {1,2,3,4} and for every subset I ⊆ N we set
X ′I ∶=∏
i∈I (Xi/v), XI ∶=∏i∈I Xi, aI ∶=∏i∈I ai, ∂I ∶=∏i∈I ∂i.
Then we have gj = ∑I⊆N λj,IaI for suitable coefficients λj,I ∈ k2 (for j ∈ {1, . . . , n}). For the
elements ρ(gj) (see definition of Yri , (3.5.7.A)) we have
ρ(gj) = ∑
I⊆N λj,I(X ′I)2 = ∑I⊆N λj,I ∑J⊆IXJaI/J = ∑I⊆N λj,I ∑J⊆N XJ ⋅ ∂JaI = ∑J⊆N(∂Jgj)XJ
= gj + 4∑
i=1(∂igj)Xi + ∑J⊆N,#J≥2(∂Jgj)XJ .
Thus we have η′j = (Yj/v)2 +∑4i=1(∂igj)((Xi/v)2 + ai) + gj = Y2rj + Pj +Rj for
Pj ∶= ∑
J⊆N,#J=2(∂Jgj)XJ , Rj ∶= ∑J⊆N,#J>2(∂Jgj)XJ .
For coefficients c1, . . . , cn ∈ k2 we have following equivalences
∑
j
cjPj = 0 ⇔ ∑
j
cj ∑
J⊆I⊆N,#J=2λj,IXJaI/J = 0⇔ for all subsets I ⊆ N with #I ≥ 2 one has ∑
j
cjλj,I = 0
⇔ ∑
j
cjgj =∑
j
cj ∑
I⊆N,#I≤1λj,IaI
Thus P1, . . . , Pn are k
2-linearly independent, since 1, a1, a2, a3, a4, g1, . . . , gn are k
2-linearly inde-
pendent. In particular the Pi are non-zero. This completes the proof of corollary (3.5.9).
In the proof of theorem (3.6.1) below we study the behavior of the dimension of the ridge. Since
the dimension of the ridge is invariant under base change with field extensions, at some point of
the proof one can assume that the field is perfect. This simplifies the situation as follows.
Corollary (3.5.10). Let η1, . . . , ηn ∈ S be as in corollary (3.5.7) and let η′1, . . . , η′n ∈ R′E be
as in corollary (3.5.9). Let K ∣κ′ be the extension of the residue field κ′ of R′E by a perfect field
K. There are
 a symmetric algebra S = ⊕i∈NSi over K,
 a graded K-subalgebra S ′ of S,
 a K-basis (x1, . . . , xm, y1, . . . , yn, z1, . . . , zl) of S1 and
 isomorphisms of graded K-algebras α ∶ S ⊗k K → S, α′ ∶ grR′E ⊗κ′ K → S ′,
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such that we have
(α(η1), . . . , α(ηn), α(Z1), . . . , α(Zl)) = (yp1 , . . . , ypn, z1, . . . , zl),(3.5.10.A) (α′(inη′1), . . . , α′(inη′n), α′(Z1), . . . , α′(Zl)) = (yp1 + h1, . . . , ypn + hn, z1, . . . , zl)(3.5.10.B)
for h1, . . . , hn ∈ S, depending on the type of the Hironaka scheme, as follows.
(Type 3 or type 4-1 or type 5-2 or type 5-5) h1 = x1x2,
(Type 4-n or type 5-n for 2 ≤ n ≤ 4) hi = xjxk for {i, j, k} = {1,2,3}, h4 = 0,
(Type 5) h1 = x1 ⋅ x22,
(Type 5-*) h1, . . . , hn ∈ k[xixj ∣1 ≤ i < j ≤ 4]/{0}.
Proof . Let S be a symmetric algebra over K with dimK S1 = n + m + l. We choose a K-
basis (x1, . . . , xm, y1, . . . , yn, z1, . . . , zl) of S1 for natural numbers n,m, l as above. We iden-
tify X1, . . . ,Xm, Y1, . . . , Yn, Z1, . . . , Zl with their image in the symmetric algebra S ⊗k K =
SymK(S1 ⊗k K) over K. As K is perfect, for every j ∈ {1, . . . , n} there is a unique homo-
geneous element j ∈ S1 ⊗k K with pj = ηj . The family(X1, . . . ,Xm, 1, . . . , n, Z1, . . . , Zl)
is a K-basis of S1 ⊗k K. There is a unique morphism α ∶ S ⊗k K → S of graded k-algebras with(α(X1), . . . , α(Xm), α(1), . . . , α(n), α(Z1), . . . , α(Zl)) = (x1, . . . , xm, y1, . . . , yn, z1, . . . , zl).
Then α is an isomorphism and satisfies (3.5.10.A). Let mR′E denote the maximal ideal of R′E .
For a system (ρ1, . . . , ρt) of regular parameters of R′E , its image (inρ1, . . . , inρt) in the symmetric
algebra grR′E⊗κ′K = SymK(mR′E⊗R′EK) over K is a K-basis of mR′E⊗R′EK. Every homogeneous
additive element P of grR′E⊗κ′K of degree p has a unique element Q of mR′E⊗R′EK with Qp = P .
Thus, depending on the type of the Hironaka scheme, there are elements ′1, . . . , ′n of mR′E ⊗κ′K
with
(Type 3 or type 4-1 or type 5-1) inη′1 = ′12 + inX2 ⋅ inX3,
(Type 4-n or type 5-n for 2 ≤ n ≤ 4) inη′i = ′i2 + inXj inXk, for {i, j, k} = {1,2,3}, and
inη′4 = in(η′4 +X1X2X3) = ′42,
(Type 5) inη′1 = ′13 + inW21 inW2,
(Type 5-5, case 1) inη′1 = ′12 + inU2inU3,
(Type 5-5, case 2) inη′1 = ′12 + inV3inV4,
(Type 5-*) inη′i = in(η′i +Ri) = ′i2 + inPi for 1 ≤ i ≤ n.
By corollary (3.5.8) we can extend σ, as a family of elements of R′E , by suitable elementsT1, . . . ,Ts to a system (σ,T1, . . . ,Ts) of regular parameters of R′E . Then the family(p1, . . . , pm′ , inT1, . . . , inTs, ′1, . . . , ′n, inZ1, . . . , inZl)
is a K-basis of mR′E ⊗κ′K where, depending on the type of the Hironaka scheme, the p1, . . . , pm′
are as follows.
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(Type 3 or type 4-1 or type 5-1) (p1, . . . , pm′) = (inX2, inX3),
(Type 4-n or type 5-n for 2 ≤ n ≤ 4) (p1, . . . , pm′) = (inX1, inX2, inX3),
(Type 5) (p1, . . . , pm′) = (inW2, inW1, inW4, inW5),
(Type 5-5, case 1) (p1, . . . , pm′) = (inU2, inU3, in(X1/v), in(X5/v)),
(Type 5-5, case 2) (p1, . . . , pm′) = (inV3, inV4, inV2),
(Type 5-*) (p1, . . . , pm′) = (inX1, . . . , inX4).
Then there is a unique morphism α′ ∶ grR′E ⊗κ′ K → S of graded K-algebras with(α′(p1), . . . , α′(pm′), α′(inT1), . . . , α′(inTs), α′(′1), . . . , α′(′n), α′(inZ1), . . . , α′(inZl)) =
= (x1, . . . , xm′ , xm′+1, . . . , xm′+s, y1, . . . , yn, z1, . . . , zl).
Then α′ is an isomorphism on its image=∶ S ′ and satisfies (3.5.10.B).
Remark (3.5.11). In all cases except the case 5 − 5 we have κ′ = k(a1/pi ∣ i) and therefore
the elements ′1, . . . , ′n lie mR′E ⊗κ′ κ′ = mR′E . Thus the proof shows that in these cases corollary
(3.5.10) holds if we set κ′ =∶K (then K is not necessarily perfect).
3.6 Reduction to algebra
Using the results from the last section we prove
Theorem (3.6.1). The theorem (3.2.5) holds if the theorem (3.2.6) holds.
Proof . Assume the situation of theorem (3.2.5). Let C be the subcone of a vector group V
over k. Let S denote the symmetric algebra ΓV over k and let I denote the homogenous ideal
ker(S → ΓC) of S. We have a commutative diagram of schemes
EV ∶= pi−1V ({x})   / V ′ piV // V
EC ∶= pi−1C ({x})   /?
O
C ′?
O
piC // C
?
O
where piC , piV are point blow-ups in x and the two left vertical morphism are the induced closed
immersions. We get a commutative diagram local rings at x resp. x′
R′E

R′

oo R

oo
R
′
E R
′oo Roo
where R resp. R is the localization of S resp. S/I by the maximal ideal S+ ⊆ S resp. S+ ⊆ S.
The morphism of rings S → R induces an isomorphism of k-vector spaces resp. k-algebras
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S1 ≅ mR/m2R resp. S ≅ grR where mR denotes the maximal ideal of R. By remark (2.1.7)
we have EV = Proj(grR) = P(V ) =∶ P. Identify x′ with its image in P. Let BP,x′ denote
the Hironaka scheme at x′ ∈ P. Let UP,x′ ⊆ S denote the ring of invariants of (BP,x′ , V ). By
lemma (2.1.9) there is a regular parameter v ∈ R and a prime ideal q of R[mR/v] such that(R[mR/v])q and R′ are isomorphic as R-algebras. By lemma (2.6.7) there is a standard basis(f1, . . . , ft) of J ∶= ker(R → R) = IR with in(f1), . . . , in(ft) ∈ UP,x′ . Copying the argument in
the proof of theorem (3.1.2) we get the inequality dimBP,x′ ≤ dimC ≤ 5 and we get that BP,x′ is
not a vector group. Then Oda’s result gives us a characterization of BP,x′ as cited in theorem
(3.5.5). Then the characteristic p of k is two or three. By corollary (3.5.7) there are a k-basis(X1, . . . ,Xm, Y1, . . . , Yn, Z1, . . . , Zl) of S1 and certain homogeneous elements η1, . . . , ηn of S of
degree p with UP,x′ = k[η1, . . . , ηn, Z1, . . . , Zl].
Write κ′ ∶= κ(x′). We have k = κ(x). We have to show
dim RidC′,x′ + trdeg(κ′/k) < dim RidC,x(3.6.1.A)
Let C ′E denote the cone Spec(grR′E) over κ′. By definition we have
RidC,x = Rid(C), RidEC ,x′ = Rid(C ′E).(3.6.1.B)
Let K ∣κ′ be a extension of κ′ by a perfect field K. By remark (2.5.14) or by corollary (3.7.17)
we have
Rid(C ×k K) ≅ Rid(C) ×k K, Rid(C ′E ×κ′ K) ≅ Rid(C ′E) ×κ′ K.(3.6.1.C)
By corollary (3.5.10) there is a symmetric K-algebra S, a graded K-subalgebra S ′ of S, a K-basis
(x1, . . . , xm, y1, . . . , yn, z1, . . . , zl) =∶ (x, y, z)
of S1 and isomorphisms of graded K-algebras α ∶ S ×k K → S, α′ ∶ grR′E ⊗κ′ K → S ′ such that
the following diagram of graded K-algebras commutes
S ×k K α // S
K[η1, . . . , ηn, Z1, . . . , Zl]?
O
//
θ

K[yp1 , . . . , ypn, z]
ψ

?
O
K[inη′1, . . . , inη′n, inZ1, . . . , inZl] //_

K[yp1 + h1, . . . , ypn + hn, z]_

grR′E ⊗κ′ K α′ // S ′
where we write η′i = ηi ⋅ (inv)−p and Zj = Zj ⋅ (inv)−1 ∈ grR(inv) ⊆ R′E , where h1, . . . , hn ∈ S
are some homogeneous elements of degree p specified in corollary (3.5.10), and where for all
i ∈ {1, . . . , n}, j ∈ {1, . . . , l} we have
α(ηi) = ypi , α′(inη′i) = ypi + hi, θ(ηi) = inη′i, ψ(ypi ) = ypi + hi,
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α(Zj) = zj , α′(inZj) = zj , θ(Zj) = inZj , ψ(zj) = zj .
Define the finite sets of homogeneous elements
F ∶= α({inf1, . . . , inft}) ⊆K[yp1 , . . . , ypn, z], F ′ ∶= ψ(F ) ⊆K[yp1 + h1, . . . , ypn + hn, z]
By lemma (2.6.7) we may assume that the elements f1, . . . , ft have the property that, for the
elements ψj ∶= infj ⋅ (inv)−ν(fj) ∈ grR(inv) ⊆ R′E , the tuple (ψ1, . . . , ψt) is a standard basis of the
ideal ker(R′E → R′E) of R′E and for each j ∈ {1, . . . , t} one has ν(ψj) = ν(fj). Then we get an
isomorphism of graded κ′-algebras
grR
′
E ≅ (grR′E)/⟨inψ1, . . . , inψt⟩.
The morphism θ maps infj to inψj . Thus α
′ induces an isomorphism of graded K-algebras
grR
′
E ×κ′ K ≅ S ′/⟨F ′⟩. The last diagram induces commutative diagrams of cones over K
V ×k K β≅ // Spec(S)
C ×k K?
O
≅ // Spec(S/⟨F ⟩)?
O
Rid(C ×k K)?
O
γ
≅ // Rid(Spec(S/⟨F ⟩))?
O
Spec(grR′E) ×κ′ K δ≅ // Spec(S ′)
C ′E ×κ′ K?
O
≅ // Spec(S ′/⟨F ′⟩)?
O
Rid(C ′E ×κ′ K)?
O

≅ // Rid(Spec(S ′/⟨F ′⟩))?
O
Where β, γ, δ,  are isomorphisms of additive groups over K. Let U⟨F ⟩ ⊆ S resp. U⟨F ′⟩ ⊆ S ′ denote
the ring of invariants of (Rid(Spec(S/⟨F ⟩)),Spec(S)) resp. (Rid(Spec(S ′/⟨F ′⟩)),Spec(S ′)). By
remark (2.5.6) we have
dim Rid(Spec(S/⟨F ⟩)) = dimS − dimU⟨F ⟩, dim Rid(Spec(S ′/⟨F ′⟩)) = dimS ′ − dimU⟨F ′⟩.
With (3.6.1.B) and (3.6.1.C) we get
dim RidC,x = dimS − dimU⟨F ⟩, dim RidEC ,x′ = dimS ′ − dimU⟨F ′⟩.(3.6.1.D)
By lemma (3.4.1) we have dim RidC′,x′ = dim RidEC ,x′ + 1. We get
dim RidC′,x′ = dimS ′ − dimU⟨F ′⟩ + 1.(3.6.1.E)
Let q denote the to x′ ∈ P associated homogeneous prime ideal of S. Then R′E and S(q) are
isomorphic. For the homogeneous element w ∶= v ∈ S and the prime ideal p of S(w) from
corollary (3.5.8) we have an isomorphism of rings (S(w))p ≅ S(q). Thus the residue field κ′ of R′E
is the quotient field of S(w)/p. Then we have
dimS(w) = dim(S(w))p + dimS(w)/p = dimR′E + trdeg(κ′/k).
Combining this with
dimS(w) = dimS − 1, S ⊗k K ≅ S, grR′E ⊗κ′ K ≅ S ′
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we get
dimS − 1 = dimS ′ + trdeg(κ′/k).(3.6.1.F)
Combining (3.6.1.D),(3.6.1.E) and (3.6.1.F) we get
dim RidC′,x′ + trdeg(κ′/k) = dim RidC,x + (dimU⟨F ⟩ − dimU⟨F ′⟩).
Thus the claimed inequality (3.6.1.A) follows if we show the inequality dimU⟨F ⟩ − dimU⟨F ′⟩ < 0.
By theorem (3.2.6) we have the stronger inequality dimU⟨F ⟩ + 2 ≤ dimU⟨F ′⟩. Note that the
assumption dim(S/⟨F ⟩) =m from theorem (3.2.6) is satisfied because we have
m = dimBP,x′ ≤ dimC = dim(S/⟨F ⟩) ≤ dim(S/⟨y1, . . . , yn, z1, . . . , zl⟩) =m.
3.7 On Giraud bases and computation of the ridge
We recall the Buchberger algorithm for calculating (reduced) Gro¨bner bases. A reduced Gro¨bner
basis is a Giraud basis (lemma (3.7.14)). The ridge of a cone can be calculated by applying
differential operators on a Giraud basis, see theorem (3.7.16).
Let k be a field. For the whole section let S ∶= k[X1, . . . ,Xn] be a graded polynomial ring
over k, i.e. S = ⊕n∈NSn is a symmetric algebra over k and (X1, . . . ,Xn) is a k-basis of S1.
Let I ⊆ S be an non-zero ideal (not necessarily homogeneous). A finite subset of ∪n∈NSn will
be called homogeneous finite subset of S. For a multi-index α = (α1, . . . , αn) ∈ Nn we write
Xα ∶= Xα11 ⋅ . . . ⋅Xαnn . For a polynomial f = ∑α∈Nn λαXα, λα ∈ k, of S and for a multi-index
β ∈ Nn we write fβ ∶= λβXβ. For multi-indices α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Nn we write
α! resp. (βα) for the product of factorials resp. of binomial coefficients
α1! ⋅ . . . ⋅ αn! resp. (β1
α1
) ⋅ . . . ⋅ (βn
αn
)
where we set (βiαi) ∶= 0 if βi < αi. For a multi-index α ∈ Nn let Dα denote the k-linear map S → S
with
Dα(Xβ) = (β
α
)Xβ−α
for all β ∈ Nn. The maps Dα, α ∈ N, are differential operators on S and they are also called
Hasse-Schmidt derivations.
Definition (3.7.1). For a finite subset F = {f1, . . . , fm} ⊆ S we define the k-subalgebra of S
US(f1, . . . , fm) ∶= US(F ) ∶= k[Dαf ∣ f ∈ F, α ∈ Nn].
Remark (3.7.2). a) For arbitrary α,β ∈ N one has Dα ○Dβ = (α+βα )Dα+β.
b) For α ∈ Nn define the Z-linear map ∂αZ ∶ Z[X1, . . . ,Xn] =∶ Z[X] → Z[X] with ∂αZ(Xβ) =(β!/(β −α)!)Xβ−α, β ∈ Nn. One has ∂αZ =∏ni=1(∂eiZ )αi where we write α = (α1, . . . , αn) and
64
3.7. ON GIRAUD BASES AND COMPUTATION OF THE RIDGE
where e1, e2, . . . , en denote the elements (1,0, . . . ,0), (0,1,0, . . . ,0), . . . , (0, . . . ,0,1) of Nn.
With an induction on ∣α∣ = α1 + . . . + αn one can prove for all z, z′ ∈ Z[X] the equality
∂αZ(z ⋅ z′) = ∑
β,β′∈Nn, β+β′=α(αβ)(∂βZz)(∂β′Z z′).
Using the identity
Dα = ((α!)−1∂αZ)⊗Z k ∶ S = Z[X]⊗Z k → Z[X]⊗Z k = S
one gets for all s, s′ ∈ S
Dα(s ⋅ s′) = ∑
β,β′∈Nn, β+β′=α(Dβs) ⋅ (Dβ′s′).
c) For an additive element a of S and for a multi-index α ∈ Nn one has Dαa ∈ {a} ∪ k.
Definition (3.7.3). A monomial order on S is a total order ≤ on Nn such that the
induced order (also denoted by ≤) on the image of the injective map Nn → S ∶ α ↦ Xα is
compatible with the divisibility relation and with the product of in S, i.e. for all multi-indices
α,β α′, β′ ∈ Nn
i) Xα∣Xβ implies Xα ≤Xβ and
ii) Xα ≤Xβ and Xα′ ≤Xβ′ imply Xα ⋅Xα′ ≤Xβ ⋅Xβ′.
Example (3.7.4). a) For α,β ∈ Nn define
α ≤lex β ∶⇔ α = β or βi − αi > 0 = βi−1 − αi−1 = . . . = β1 − α1 for some i ∈ {1, . . . , n}.
We call ≤lex the lexicographical order on Nn. It is a monomial order on S.
b) For α,β ∈ Nn define
α ≤grlex β ∶⇔ (∣α∣, α) ≤′ (∣β∣, β)
for the the lexicographical order ≤′ on N×Nn. We call ≤grlex the graded lexicographical
order on Nn. It is a monomial order on S.
c) Let ≤ be a monomial order on S. Then for every permutation of the basis (X1, . . . ,Xn),
i.e. for every automorphism σ of {1, . . . , n}, we get a monomial order ≤σ on S as follows.
Write (α1, . . . , αn)σ ∶= (ασ1, . . . , ασn). Define α ≤σ β ∶⇔ ασ ≤ βσ.
Remark (3.7.5). Not to confuse monomial orders with the product order on Nn we write≤c for the product order, i.e.
α ≤c β ⇔ β − α ∈ Nn.
Definition (3.7.6). Let ≤ be a monomial order on S.
a) For a polynomial f ∈ S/{0} we define the multidegree of f and the leading term of
f(w.r.t. ≤) by
multideg f ∶= max{α ∈ Nn ∣ fα ≠ 0}, LTf ∶= fmultideg f
and call f monic if LTf =Xmultideg f . We set LT0 ∶= 0.
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b) We write ⟨LT(I)⟩ for the ideal ⟨LTf ∣ f ∈ I⟩ of S.
c) A Gro¨bner basis of I (w.r.t. ≤) is a finite subset F ⊆ S which generates I and has
the property ⟨LT(I)⟩ = ⟨LTf ∣ f ∈ F ⟩. Such a set is called reduced Gro¨bner basis of I
(w.r.t. ≤) if 0 ∉ F , the elements of F are monic and for every two distinct elements f, g
of F and every α ∈ Nn with LTg∣fα one has fα = 0.
Remark (3.7.7). For elements f, g ∈ S/{0} we have
LT(fg) = LTf ⋅ LTg, multideg (fg) = multideg f +multideg g.
The Buchberger algorithm gives a method to compute a reduced Gro¨bner basis of an ideal of S
(see theorem (3.7.11)).
Definition (3.7.8). Fix a monomial order on S and let F ⊆ S be a finite subset.
a) An element f ∈ F /{0} is called reducible by F /{f} if there are a multi-index α ∈ Nn with
fα ≠ 0 and an element g ∈ F /{f} with LTg∣fα.
b) Let f ∈ F /{0} be reducible by F /{f} =∶ G. A one-step reduction of f by G is an
assignment
G ∪ {f}↦ G ∪ {f ′} where f ′ = c(f − fα
LTg
g)
for some α ∈ Nn, g ∈ G/{0} with LTg∣fα ≠ 0 and for some c ∈ k/{0} such that f ′ is monic
or f ′ = 0.
c) Let f (0) ∈ F /{0} and F /{f (0)} =∶ G. A reduction of f (0) by G is a sequence of one-step
reductions
G ∪ {f (0)}↦ G ∪ {f (1)}↦ G ∪ {f (2)}↦ . . .
such that for some k ∈ N the element f (k) is zero or not reducible by G.
d) A reduction of F is a sequence
F = F (0) ↦ F (1) ↦ F (2) ↦ . . .
where for every i = 0,1,2, . . . the assignment F (i) ↦ F (i+1) is a reduction of an element
f ∈ F (i) by F (i)/{f} and for some k ∈ N no h ∈ F (k)/{0} is reducible by F (k)/{h}.
e) For f, g ∈ F /{0} we define the s-polynomial of f and g
s(f, g) ∶= f m
LTf
− g m
LTg
where m is the monic smallest common multiple of LTf and LTg.
f) A Buchberger step on F is a sequence
F ↦ F ′ ↦ F ′′ ↦ F ′′′
where F ′ ∶= F ∪ {s(f, g)} for some f, g ∈ F /{0} with s(f, g) ∉ F ∪ {0}, F ′ ↦ F ′′ is a
reduction of s(f, g) by F and F ′′′ ∶= F ′′/{0}.
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g) A Buchberger algorithm on F is a sequence of Buchberger steps
F = F (0) ↦ F (1) ↦ F (2) ↦ . . .
such that for some k ∈ N the system F (k) is a Gro¨bner basis of ⟨F ⟩.
Remark (3.7.9). a) Let F ↦ F ′ be a reduction of an element f ∈ F by G = F /{f} or a
Buchberger algorithm. Then F and F ′ generate the same ideal in S.
b) A reduction of a Gro¨bner basis F of ⟨F ⟩ is a Gro¨bner basis of ⟨F ⟩ again. To see this it is
enough to assume that the reduction consists of a single reduction step. A subset H ⊆ S is
a Gro¨bner basis of ⟨H⟩ if and only if for each h ∈ ⟨H⟩ there is some q ∈H with LT q ∣LTh.
Let F = G ∪ {f} ↦ G ∪ {f ′} be a one step reduction and f ′ = c(f − gfα/LT g), G, f , g,
α as in definition (3.7.8)b). Let h be a n element of ⟨F ⟩. By assumption on F there is
some q ∈ F with LT q ∣LTh. If q ∈ G then q ∈ G ∪ {f ′} and we are done. Assume q = f .
If α = multideg f then LT g ∣LT f ∣LTh. Thus g ∈ G ⊆ G ∪ {f ′} has the wished property. If
α ≠ multideg f then multideg f = multideg f ′ and therefore LT f ′ ∣LTh.
The following theorem is known as Buchberger’s Criterion.
Theorem (3.7.10). As in the definition above fix a monomial order ≤ on S and let F ⊆ S
be a finite subset. The set F is a Gro¨bner basis of ⟨F ⟩ if and only if for all pairs f, g ∈ F /{0}
with s(f, g) ≠ 0 one can write
s(f, g) = ∑
h∈F ah ⋅ h
for elements ah ∈ S with multideg s(f, g) ≥ multideg(ah ⋅ h) if ah ⋅ h ≠ 0.
Proof . [CLO], theorem 6 on page 85.
Theorem (3.7.11). Fix a monomial order on S and let F ⊆ S be a finite subset.
a) Every element 0 ≠ f ∈ F has a reduction by F /{f}.
b) There is a Buchberger algorithm on F .
c) If F is a Gro¨bner basis of ⟨F ⟩, then there is a reduction of F .
d) There is a Buchberger algorithm F ↦ F ′ of F and a reduction F ′ ↦ F ′′ of F ′. Then F ′′
is a reduced Gro¨bner basis of ⟨F ⟩.
Proof . a) [CLO], proof of theorem 3 on page 64.
b) [CLO], proof of theorem 2 on page 90.
c) [CLO], proof of proposition 6 on page 92.
d) Follows from b) and c) and remark (3.7.9).
Remark (3.7.12). Fix a monomial order on S and let F ⊆ S be a finite subset which
generates I. Let F ↦ F ′ be a Buchberger algorithm and F ′ ↦ F ′′ be a reduction as in theorem
(3.7.11). Let M be a subset of S with F ⊆M with the property that M is stable under one-step
reductions and under forming the s-polynomial (f, g)↦ s(f, g), i.e.
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 If f, g ∈M , α ∈ Nn with f ≠ g, 0 ≠ fα ∈ ⟨LTg⟩ and c ∈ k/{0} such that f ′ = c(f − gfα/LTg)
is monic or = 0 then f ′ ∈M ,
 If f, g ∈ M/{0} and m is the monic smallest common multiple of LTf and LTg then
s(f, g) = fm/LTf − gm/LTg ∈M .
Then by definition of one-step reductions and of the s-polynomial the Gro¨bner basis F ′ of I and
the reduced Gro¨bner basis F ′′ of I lie in M.
Definition (3.7.13). Let I be a homogeneous ideal of S. Consider the graded lexicographical
order on S. A Giraud basis of I is a homogeneous finite subset F of S which generates I
and has the property that for every multi-index α ∈ {multideg g ∣ g ∈ I/{0}} and every f ∈ F with∣α∣ < degf one has Dαf = 0.
Lemma (3.7.14). Let F be a reduced Gro¨bner basis of I w.r.t. the graded lexicographical
order and assume that the elements of F are homogeneous. Then F is a Giraud basis of I.
Proof . Let f be an element of F and let g be an element of I/{0} with ∣α∣ < deg f for α ∶=
multideg g. Since F is a Gro¨bner basis of I we have LTg ∈ ⟨LTh ∣h ∈ F ⟩. This yields the
inequality multidegh ≤c α for some h ∈ F . We have h ≠ f because degh ≤ ∣α∣ < deg f . Let γ ∈ Nn.
If multidegh /≤c γ, then α /≤c γ and therefore Dαfγ = 0. If multidegh ≤c γ, then multidegh ≤ γ
(property of monomial orders) which implies fγ = 0 (the Gro¨bner basis is reduced), in particular
Dαfγ = 0. We get Dαf = ∑γ∈NnDαfγ = 0.
Corollary (3.7.15). Let I be generated by a homogeneous finite subset F of S. For the
graded lexicographical order let F ↦ F ′ be a Buchberger algorithm and F ′ ↦ F ′′ a reduction.
Then F ′′ is a Giraud basis of I.
Proof . The set M of all homogenous elements of S has the properties from remark (3.7.12).
Thus the elements of F ′′ are homogeneous. Since F ′′ is a reduced Gro¨bner basis of I (see
theorem (3.7.11)) it is a Giraud basis of I (see lemma (3.7.14)).
Theorem (3.7.16). Let I be a homogeneous ideal of S and let F be a Giraud basis of I.
Then US(F ) is the ring of invariants of (I, S) (see definitions (2.5.15) and (3.7.1)).
Proof . [BHM], corollary 2.3.
Corollary (3.7.17). For a cone C over k and any field extension K ∣k the additive groups
Rid(C) ×k K and Rid(C ×k K) over K are isomorphic.
Proof . Let V be a vector group over k which has C as a subcone. Set S ∶= ΓV , I ∶= ker(ΓV →
ΓC). Choose a k-basis x1, . . . , xn of S1. Let F be a Giraud basis of I (it exists by theorem (3.7.11)
and lemma (3.7.14)). Then F is a Giraud basis of I ⊗kK w.r.t. the K-basis x1⊗1, . . . , xn⊗1 of(S ⊗kK)1 where we identify F with its image in S ⊗kK. Then by theorem (3.7.16) the graded
subalgebra US⊗kK(F ) = US(F )⊗k K
of S ×k K over K is the ring of invariants of (Rid(C ×k K), V ×k K). The isomorphism(S/⟨US(F )+⟩) ⊗k K ≅ (S ⊗k K)/⟨US(F )+ ⊗k K⟩ of graded K-algebras induces an isomorphism
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of additive groups over K
Rid(C) ×k K = Spec((S/⟨US(F )+⟩)⊗k K) ≅ Spec((S ⊗k K)/⟨US(F )+ ⊗k K⟩) = Rid(C ×k K).
3.8 Proof of theorem (3.2.6)
In this section we prove theorem (3.2.6). This will complete the proof of the main theorem.
First we need some lemmata. Until end of this section let k be a field of characteristic p > 0
and let S = k[x1, . . . , xm, y1, . . . , yn, z1, . . . , zl] be a graded polynomial ring over k, i.e. S is a
symmetric algebra over k and
(x1, . . . , xm, y1, . . . , yn, z1, . . . , zl) =∶ (x, y, z)
is a k-basis of S1. As in the section above a finite subset of ∪n∈NSn will be called homogeneous
finite subset of S. For a subset A of S or a tuple v ∶= (v1, . . . , vs) of elements of S we write ⟨A⟩
resp. ⟨v⟩ for the ideal of S generated by A resp. v1, . . . , vs.
In the proof of the inequality dimU⟨F ⟩ + 2 ≤ dimU⟨ψF ⟩ from theorem (3.2.6) we will write U⟨F ⟩ =
K[u] for a family k-algebraically independent polynomials u = (u1, . . . , us) and show that there
is a K-algebraically independent family of polynomials u′ = (u′1, . . . , u′s) in U⟨ψF ⟩, which assures
dimU⟨F ⟩ ≤ dimU⟨ψF ⟩. For this argument we need lemma (3.8.2). Further we will show that u′
can be extended to a K-algebraically independent family in U⟨ψF ⟩ by at least two elements. This
will be achieved with lemma (3.8.14).
Lemma (3.8.1). Let F be a finite subset of S. Set ν ∶=m + n + l.
a) For all u ∈ US(F ) and all α ∈ Nν one has Dαu ∈ US(F ) (see definition (3.7.1)),
b) For every finite subset G of US(F ) one has US(G) ⊆ US(F ).
Proof . a) The element u is a k-linear combination of elements of the form Dα1g1 ⋅. . .⋅Dαtgt for
t ∈ N, α1, . . . , αt ∈ Nν and g1, . . . , gt ∈ F . We show with an induction on t that Dαu ∈ US(F ).
If t = 0 then u = 1 and Dαu ∈ k ⊆ US(F ). If t = 1 then u =Dα1g1 and Dαu = (α+α1α )Dα+α1g1 ∈US(F ) (see remark (3.7.2)). Assume t ≥ 2. Write h ∶= Dα1g1 ⋅ . . . ⋅Dαt−1gt−1, h′ ∶= Dαtgt.
For all β ≤c α one has Dβh ∈ US(F ) and Dα−βh′ ∈ US(F ) by induction hypothesis. Then
with remark (3.7.2) we get Dαu = ∑β≤cαDβh ⋅Dα−βh′ ∈ US(F ).
b) The k-subalgebra US(G) of S is generated by elements Dα(g) for g ∈ G, α ∈ Nν . By a)
these elements lie in US(F ).
Lemma (3.8.2). Let φ denote the morphism S → S of k[y, z]-algebras with φ(x1) = . . . =
φ(xm) = 0. Let q ∈ S/k be a homogeneous element. There are homogeneous additive elements
c1, . . . , cl of S with US(φ(q)) = k[φ(c1), . . . , φ(cl)], US(q) ⊇ k[c1, . . . , cl]
such that φ(c1), . . . , φ(cl) are k-algebraically independent.
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Proof . We may assume (y, z) = y and φ(q) ≠ 0.
First case: φ(q) additive. Then we have US(φ(q)) = k[φ(q)]. The element q is a Giraud
basis of the principal ideal ⟨q⟩ of S. Then by theorem (3.7.16) US(q) is the ring of invariants
of (⟨q⟩, S). Thus there is a set of homogeneous additive elements A ⊆ S with US(q) = k[A].
Let B be a homogeneous additive basis of φ(A) (see definition (2.3.5)). By lemma (2.3.8) there
are coefficients λb ∈ k and p-powers eb, b ∈ B, with φ(q) = ∑b∈B λbbeb because φ(q) ∈ φ(US(q)) =
K[φ(A)]. Choose elements ab ∈ A with φ(ab) = b for all b ∈ B. Set c ∶= ∑b∈B λbaebb . Then c is
a homogeneous additive element of S with c ∈ k[A] = US(q) and we have US(φ(q)) = k[φ(q)] =
k[φ(c)].
Second case = the general case. An arbitrary element of US(φ(q)) is a finite sum
u =∑
i
λi ⋅ (Dαi1φ(q)) ⋅ . . . ⋅ (Dαijiφ(q))
for suitable coefficients λi ∈ k and multi-indices αiν ∈ Nm. Then for a suitable r ∈ ⟨x⟩ we have
u = r + s for s =∑
i
λi ⋅ (Dαi1q) ⋅ . . . ⋅ (Dαiji q) ∈ US(q)
which implies u = φ(s). As above by theorem (3.7.16) there are k-algebraically independent
homogeneous additive elements u1, . . . , ul ∈ k[y, z] with US(φ(q)) = k[u1, . . . , ul]. Then we find
homogeneous elements s1, . . . , sl ∈ US(q) with φ(s1) = u1, . . . , φ(sl) = ul. By the argument of
the first case for every i ∈ {1, . . . , l} we find a homogeneous additive element ci ∈ US(si) with
φ(ci) = ui. Then by lemma (3.8.1) the ci lie in US(q).
Lemma (3.8.3). Let F be a homogeneous finite subset of S and let g be a homogeneous
element of S with g ∈ ⟨F ⟩/{0}. The g lies in ⟨f ∈ F ∣degf ≤ degg⟩.
Proof . Write g = ∑f∈F λff for polynomials λf ∈ S. Let pij ∶ S → Sj ⊆ S, j ∈ N, denote the
projection on the jth homogeneous component. We have
g = pideg gg = ∑
f∈F,deg f≤deg g pideg g−deg f(λf) ⋅ f.
Lemma (3.8.4). Let φ ∶ S → S denote the k[y, z]-algebra homomorphism with φ(x1) = . . . =
φ(xm) = 0. Let a = (a1, . . . , as) be a finite family in k[x] and a′ = (a′1, . . . , a′s′) a finite family in
k[x]+k[y, z] such that a and φ(a′) = (φ(a′1), . . . , φ(a′s′)) are k-algebraically independent families
in S respectively. Then the family (a, a′) is k-algebraically independent.
Proof . Let k[T ,T ′] denote the symmetric algebra over k such that(T ,T ′) = (T1, . . . , Ts, T ′1, . . . , T ′s′)
is a k-basis of k[T ,T ′]1. We have to show that the k-algebra homomorphism k[T ,T ′]→ S with
Ti ↦ ai, T ′i′ ↦ a′i′ is injective. This map is the composition
k[T ,T ′] = k[T ]⊗k k[T ′] ϕ→ k[x]⊗k k[T ′] θ→ k[x]⊗k k[T ′] → S
where ϕ is the k[T ′]-algebra homomorphism with ϕ(Ti) = ai, θ is the k[x]-algebra homomor-
phism with T ′i′ → T ′i′ + a′i′ − φ(a′i′) and  is the k[x]-algebra homomorphism with T ′i′ → φ(a′i′).
The map ϕ is injective because a is k-algebraically independent, θ is a isomorphism and  is
injective because φ(a′) is k-algebraically independent.
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Definition (3.8.5). a) For a homogeneous ideal I of S with I ≠ ⟨k[z] ∩ I⟩ define
dI ∶= max{min{deg f ∣ f ∈ F /k[z]} ∣F homogeneous finite subset of S with ⟨F ⟩ = I}.
b) A homogeneous finite subset F of S with ⟨F ⟩ ≠ ⟨k[z] ∩ ⟨F ⟩⟩ is called k[z]-prepared if
d⟨F ⟩ = min{deg f ∣ f ∈ F /k[z]}.
Example (3.8.6). For F ∶= {z1, z22+x1z1, z32x1, x41}, G ∶= {z1, z22 , x41}, I ∶= ⟨F ⟩ we have dI = 4,⟨G⟩ = I, G is k[z]-prepared and F is not k[z]-prepared.
Lemma (3.8.7). Let F be a homogeneous finite subset of S with ⟨F ⟩ ≠ ⟨k[z] ∩ ⟨F ⟩⟩. Then
there is a homogeneous finite subset G of S with G/F ⊆ k[z] which satisfies ⟨F ⟩ = ⟨G⟩ and which
is k[z]-prepared.
Proof . Choose a k[z]-prepared homogeneous finite subset H of S with ⟨H⟩ = ⟨F ⟩ =∶ I. Set
G1 ∶= {f ∈ F ∣ deg f ≥ dI}, G2 ∶= {h ∈H ∣ degh < dI}.
and set G ∶= G1 ∪G2. Then we have G/F ⊆ G2 ⊆ k[z]. The identity ⟨G⟩ = ⟨F ⟩ follows from the
inclusions ⟨G⟩ ⊆ I = ⟨F ⟩ ⊆ ⟨G1⟩ + ⟨f ∈ F ∣ deg f < dI⟩ ⊆ ⟨G1⟩ + ⟨G2⟩ = ⟨G⟩
where the last inclusion ”‘⊆”’ holds by lemma (3.8.3). As H is k[z]-prepared, G is it, too.
Lemma (3.8.8). Let E be a k[z]-subalgebra of S such that for all elements f of S and all
multi-indices α ∈ Nn+m+l, β ∈ Nl one has the implication
f ∈ E and z−βfα ∈ S ⇒ z−βfα ∈ E.
Let I be a homogeneous ideal of S with I ≠ ⟨k[z] ∩ I⟩. Let F be a k[z]-prepared homogeneous
finite subset of S with ⟨F ⟩ = I and assume F = ⊆ E, where we define
F = ∶= {f ∈ F ∣ deg f = dI}.
Fix a monomial order on S. Let F ↦ F ′ be a Buchberger algorithm and let F ′ ↦ F ′′ be a
reduction (see definition (3.7.8)). Then F ′′ has the same property as F , i.e. F ′′ is a k[z]-
prepared homogeneous finite subset of S with ⟨F ′′⟩ = I and F ′′= ⊆ E.
Example (3.8.9). The k-subalgebra k[y, z][xixj ∣1 ≤ i < j ≤m] of S satisfies the assumption
on E of lemma (3.8.8).
Proof of lemma (3.8.8). By definition a Buchberger algorithm is a finite sequence of assign-
ments G↦ G′, where every assignment (see definition (3.7.8))
i) is a one-step reduction or
ii) has the form G↦ G ∪ {s(f, g)} for f, g ∈ G/{0} or
iii) has the from G↦ G/{0}.
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The reduction F ′ ↦ F ′′ is a finite sequence of one-step reductions. Thus we may assume that
F ↦ F ′′ is of the type i), ii) or iii). The claim is clear if F ↦ F ′′ is of the type iii).
Assume that F ↦ F ′′ is of type i). Then F ↦ F ′′ has the form F = G ∪ {f} ↦ F ′′ = G ∪ {f ′},
where f ∈ F /{0}, G = F /{f} and f ′ = c(f − gfα/gβ) for an element g ∈ G, a coefficient c ∈ k/{0}
and multi-indices α,β ∈ Nn+m+l with 0 ≠ gβ ∣fα. Then we have I = ⟨F ⟩ = ⟨F ′′⟩ and the element
f ′ is homogeneous. For f ′ = 0 we have F ′′= ⊆ E and F ′′ is k[z]-prepared. Assume f ′ ≠ 0.
Then we have deg f ′ = deg f ≥ deg g. We have to show that f ′ ∈ k[z], if deg f ′ < dI , and that
f ′ ∈ E, if deg f ′ = dI . For deg f ′ < dI the elements f, g lie in k[z], which implies f ′ ∈ k[z]. For
deg f ′ = deg g = dI we have fα/gβ ∈ k, which implies f ′ ∈ E. For deg f ′ = dI > deg g the monomial
gβ has the form c
′zβ′ for some c′ ∈ k/{0}, β′ ∈ Nl and by the property of E the element fα/gβ
lies in E, which implies f ′ ∈ E. Thus, if F ↦ F ′′ is of type i), F ′′ has the claimed properties.
Assume that F ↦ F ′′ is of the type ii), i.e. F ′′ = F∪{s(f, g)}, where s(f, g) is the s-polynomial of
some f, g ∈ F , i.e. s(f, g) = fm/fα − gm/gβ for some α,β ∈ Nn with fα, gβ ≠ 0 and for the monic
smallest common multiple m of fα, gβ. Then we have I = ⟨F ⟩ = ⟨F ′′⟩ and the s-polynomial
s(f, g) is homogeneous. For s(f, g) = 0 we have F ′′= ⊆ E and F ′′ is k[z]-prepared. Assume
s(f, g) ≠ 0. Then we have deg s(f, g) ≥ deg f,deg g. As in the case of type i) we have to show
that s(f, g) ∈ k[z], if deg s(f, g) < dI , and that s(f, g) ∈ E, if deg s(f, g) = dI . For deg g,deg f < dI
the elements g, f lie in k[z], which implies s(f, g) ∈ k[z]. For deg s(f, g) = dI = deg f = deg g we
have m/fα,m/gβ ∈ k and thus s(f, g) ∈ E. For deg s(f, g) = dI = deg f > deg g we have gβ ∈ k[z]
and m = c′′fα for some c′′ ∈ k. Thus the property of E yields m/gβ ∈ E, which implies s(f, g) ∈ E.
This completes the prove of lemma (3.8.8).
Next we introduce ”‘lexicographically prepared”’ families. They are only relevant in the case of
type 5-*.
Definition (3.8.10). A lexicographically prepared family of S is finite family F =(h1, . . . , hs) of homogeneous elements of S of degree two such that
 h1, . . . , hs ≠ 0,
 multidegh1 <lex . . . <lex multideghs where ≤lex denotes the lexicographical monomial order
on S and
 for every choice 1 ≤ i ≠ j ≤ s the monomial (hj)multideghi is zero.
Write ∣F ∣ for the set {h1, . . . , hs}.
Lemma (3.8.11). a) Every k-subvector space V of S with V ⊆ ∑1≤i<j≤m xixj ⋅ k has a
lexicographically prepared family as a basis.
b) Let F be a lexicographically prepared family in S with ∣F ∣ ⊆ k[xixj ∣1 ≤ i < j ≤ m]. Then
for every element h ∈ ∣F ∣ and every exponent e ∈ N≥1 one has he ∉ ⟨∣F ∣/{h}⟩.
Proof . a) The vector space V lies in the k-vector space with the basis (xixj)1≤i<j≤m. Write
{xixj ∣1 ≤ i < j ≤m} = {v1, . . . , vt} with v1 <lex . . . <lex vt.
Choose a basis B of V and apply the Gaussian elimination on B with respect to (v1, . . . , vs).
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b) There are i0 < j0 and λ ∈ k/{0} with LTh = λxi0xj0 . Set J ∶= ⟨xi ∣ i ∈ {1, . . . ,m}/{i0, j0}⟩.
Then we have LTh ∉ J and ∣F ∣/{h} ⊆ J , which implies he ∉ J ⊇ ⟨∣F ∣/{h}⟩.
Lemma (3.8.12). Let h1, . . . , hn be elements of k[x] and assume
1) chark = p = 3, n = 1 and h1 = x1x22 or
2) chark = p = 2 and (h1, . . . , hn) is a lexicographically prepared family of S consisting of
elements of k[xixj ∣1 ≤ i < j ≤m].
Let J be an ideal of S with J = ⟨J ∩ k[z]⟩. Then we have the inclusion
k[yp1 + h1, . . . , ypn + hn, z] ∩ (k[y, z] + J) ⊆ k[z] + J.
Proof . Write yp + h for (yp1 +h1, . . . , ypn +hn). Let g be an element of k[yp + h, z]∩ (k[y, z]+J).
Write g = ∑γ∈Nn(yp + h)γgγ for suitable gγ ∈ k[z]. We show that, for  ≠ 0, g lies in J . Then
we have g − g0 ∈ J , which implies g ∈ k[z] + J . Let  ∈ Nn/{0}. Choose i ∈ {1, . . . ,m} with
i ≠ 0 and write i = sq for a suitable p-power q and an element s ∈ Z/pZ. Set ′ ∶=  − qei where
e1, e2, . . . , en+m+l denote the elements (1,0, . . . ,0), (0,1,0, . . . ,0), . . . , (0, . . . ,0,1) of Nn+m+l. Let
N resp. N ′ denote the k-subvector space of k[x] generated by the element hqi resp. by the set{hα ∣α ∈ Nn/{qei}}. Then we have
N ∩N ′ = N ∩ {hα ∣α ∈ Nn/{qei}, ∣α∣ = q} ⋅ k ⊆ N ∩ ⟨hj ∣ j ∈ {1, . . . , n}/{i}⟩ = {0},
where the last identity is trivial in case 1) and holds by lemma (3.8.11) in case 2). Thus the
k-linear map N ⊕N ′ → k[x] is injective. Choose some k-subvector space N ′′ of k[x] such that
N ⊕N ′ ⊕N ′′ → k[x] is an isomorphism. Then for the k[z]-submodules of k[x, z] ≅ k[x]⊗k k[z]
M ∶= N ⊗k k[z], M ′ ∶= N ′ ⊗k k[z], M ′′ ∶= N ′′ ⊗k k[z]
the induced map φ ∶M ⊕M ′ ⊕M ′′ → k[x, z] is an isomorphism of k[z]-modules. Let ρ denote
the composition of k[z]-linear maps
S = k[x, y, z] ≅ ⊕
δ∈Nn k[x, z] prp⋅′→ k[x, z] φ−1→ M ⊕M ′ ⊕M ′′ prM→ M σ≅ k[z] ⋅s−1→ k[z] ⊆ S.∑
δ∈Nn rδyδ ↤ (rδ)δ∈Nn rhqi ↤ r
where prp⋅′ , prM are the obvious projections. Then we have ρ(k[y, z]) = {0} and ρ(J) ⊆ J , since
J is generated by elements of k[z]. We get
J ⊇ ρ(k[y, z] + J) ∋ ρ(g) = s−1 ⋅ σ ○ prM ○ φ−1[ ∑
′≤γ∈Nn (γ′)hγ−′gγ] = s−1 ⋅ ( ′)g = s−1 ⋅ (sqq )g = g
where s = (sqq ) comes from the identity
∑
1≤j≤s(sj)XqjY q(s−j) = (Xq + Y q)s = (X + Y )qs = ∑0≤i≤qs(qsi )XiY qs−i.
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Lemma (3.8.13). Let f be a non-zero element of S of total degree d, i.e. the maximal
degree of the non-vanishing homogeneous parts of f is d, and let α ∈ Nn+m+l be a multi-index
with ∣α∣ = α1 + . . . + αn+m+l ≥ d. Then we have fα =Dαf ⋅ (x, y, z)α.
Proof . Write s ∶= n +m + l. Write f = ∑γ∈Ns λγ(x, y, z)γ for suitable λγ ∈ k. We have
Dαf = (α
α
)λα(x, y, z)α−α + ∑
γ∈Ns/{α}(γα)λγ(x, y, z)γ−α = λα + 0
because, if γ ≠ α, we have (γα) = 0 for γ − α ∈ Zs/Ns and λγ = 0 for γ − α ∈ Ns.
Lemma (3.8.14). Let J denote the ideal ⟨xixj ∣1 ≤ i < j ≤m⟩ of S. Let f be an element of(J + k[y, z])/k[y, z]. Then there are two k-algebraically independent additive elements a1, a2 ∈US(f) ∩ k[x].
Proof . Write f = ∑α∈Nm cαxα for suitable cα ∈ k[y, z]. Choose a multi-index β ∈ Nn+l such that
there is some α′ ∈ Nm/{0} with (cα′)β ≠ 0 and such that ∣β∣ is equal to the highest total degree
of all cα ≠ 0, α ∈ Nm/{0}. As above ( )β is the projection k[y, z] → (y, z)β ⋅ k. Then by lemma
(3.8.13) the Dβcα, for α ≠ 0, lie in k and Dβcα′ is not zero. We get
Dβf = ∑
α∈Nm(Dβcα)xα ∈ (J ∩ k[x] + k[y, z])/k[y, z].(3.8.14.A)
For an index i ∈ {1, . . . ,m} write xi for (x1, . . . , x̂i, . . . , xm).
Claim: For every i ∈ {1, . . . ,m} with Dβf ∉ k[xi, y, z] there is an additive element a of S with
a ∈ US(Dβf) ∩ k[xi].
We will prove this claim below. As Dβf ∉ k[y, z], by the claim there is an additive element
a1 ∈ US(Dβf) ∩ k[x]. Since a1 ∉ k = ∩ik[xi] (a is additive), there is some j ∈ {1, . . . ,m} with
a1 ∉ k[xj]. Then we have Dβf ∉ k[xj , y, z]. Then by the claim there is an additive element a2
of S with a2 ∈ US(Dβf) ∩ k[xj]. By lemma (3.8.1) we have US(Dβf) ⊆ DS(f), which implies
a1, a2 ∈DS(f)∩ k[x]. By a1 ∉ k[xj] ∋ a2 ∉ k the elements a1, a2 are k-algebraically independent.
Proof of the claim: Write Dβf = ∑ts=0 hsxsi + r for suitable hs ∈ k[xi], r ∈ k[y, z] with ht ≠ 0.
From (3.8.14.A) we get ht ∉ k. Then for the multi-index γ ∶= tei we have DγDβf = ht ∈ k[xi]/k,
which implies k ≠ US(DγDβf) ⊆ k[xi]. by remark (2.3.12) and theorem (3.7.16) we find an
additive element a ∈ US(DγDβf). From US(DγDβf) ⊆ US(Dβf) we get a ∈ k[xi] ∩ US(Dβf).
This completes the proof of the claim and the proof of lemma (3.8.14).
Proof of theorem (3.2.6). We reformulate the statement of theorem (3.2.6) in our setting.
Let k = K be a perfect field. Let h1, . . . , hn be homogeneous elements of k[x] of degree p with{h1, . . . , hn} ≠ {0} and assume
 p = 3, n = 1 and h1 = x1x22 or
 p = 2 and {h1, . . . , hn} ⊆ k[xixj ∣1 ≤ i < j ≤m].
Let F be a finite subset of k[yp, z] of homogeneous elements of S such that S/⟨F ⟩ has Krull
dimension m. Let ψ denote the k[z]-algebra homomorphism
ψ ∶ k[yp, z]→ k[yp + h, z] with (ψ(yp1), . . . , ψ(ypn)) = (yp1 + h1, . . . , ypn + hn).
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Let U⟨F ⟩ resp. U⟨ψF ⟩ denote the ring of invariants of (⟨F ⟩, S) resp. (⟨ψF ⟩, S). We have to prove
the inequality
dimU⟨F ⟩ + 2 ≤ dimU⟨ψF ⟩.
Claim. For p = 2 we may assume, that the family h = (h1, . . . , hn) is lexicographically prepared.
Proof of claim. We replace (y, h, z,ψ) by (y′, h′, z′, ψ′) = (y′1, . . . , y′n′ , h′1, . . . , h′n′ , z′1, . . . , z′l′ , ψ′)
as follows. For a matrix M over K the expression M2 resp. M1/2 denotes the entry wise square
resp. square root of M . For a family F of elements of S the expression ⟨F⟩K denotes the by
the family generated K-subvector space of S. By lemma (3.8.11) there is a lexicographically
prepared basis h′ = (h′1, . . . , h′n′) of ⟨h⟩K . Then there is a n′ × n-matrix B over K with h′ = Bh.
Then for y′ ∶= (y′1, . . . , y′n′) ∶= B1/2y one has B(y2 +h) = y′2 +h′. There is a unique n×n′-matrix
B′ with h = B′h′. We show that y′ is K-linearly independent. Let C be a 1 × n′-matrix over K
with 0 = Cy′. Then one has 0 = CB1/2y, which implies CB1/2 = 0, C2B = 0, C2h′ = C2Bh = 0
and therefore C = 0. Thus y′ is K-linearly independent. Further we show
⟨y′⟩K ∩ ⟨y +B′1/2y′⟩K = {0}.
Let s be an element of this intersection. Then there is a 1 × n′-matrix L and a 1 × n-matrix
N with Ly′ = s = N(y + B′1/2y′). This implies 0 = (L2B + N2 + N2B′B)y2, which implies
0 = L2B +N2+N2B′B, which implies 0 = (L2B +N2+N2B′B)h = (L2+N2B′+N2B′)h′ = L2h′,
which implies 0 = Ly′ = s. Thus the intersection is zero.
Choose a K-basis z′l+1, . . . , z′l′ of ⟨y+B′1/2y′⟩K and set z′ ∶= (z′1, . . . , z′l′) ∶= (z1, . . . , zl, z′l+1, . . . , z′l′).
Then (x, y′, z′) is a K-basis of S1. Define the K[z′]-algebra homomorphism
ψ′ ∶K[y′2, z′]→K[y′2 + h′, z′], y′2 ↦ y′2 + h′.
Then the restriction of ψ′ to K[y2 +B′1/2y′] is the identity. The restriction of ψ′ to the subset
K[y2, z] =K[y′2, (y −B′1/2y′)2, z] of K[y′2, y −B′1/2y′, z] =K[y′2, z′]
is equal to ψ, since we have ψ(z) = ψ′(z) and
ψ′(y2) = ψ′(B′y′2) + ψ′(y2 +B′y′2) = B′(y′2 + h′) + y2 +B′y′2 = y2 + h = ψ(y2).
In particular we have ψ′(F ) = ψ(F ). Altogether we see that the tuple (y′, z′, h′, ψ′) satisfies the
same assumptions as (y, z, h,ψ) and that h′ is lexicographically prepared. This completes the
proof of the claim.
We go on with the proof of theorem (3.2.6). By the claim we may assume that the family h
is lexicographically prepared if p = 2. For the K[y, z]-algebra homomorphism φ ∶ S → S with
φ(x) = 0 we have F = φψF . The ideal ⟨ψF ⟩ of S is not generated by elements of K[z], i.e.⟨ψF ⟩ ≠ ⟨K[z] ∩ ⟨ψF ⟩⟩. Otherwise we would have
F = φψF ⊆ φ(⟨K[z] ∩ ⟨ψF ⟩⟩) ⊆ ⟨φ(K[z] ∩ ⟨ψF ⟩)⟩ ⊆ ⟨K[z] ∩ ⟨φψF ⟩⟩ ⊆ ⟨z⟩
which would imply
m = dimS/⟨F ⟩ ≥ dimK[x, y] =m + n >m.
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By lemma (3.8.7) there is a homogeneous finite subset G of S with G/ψF ⊆K[z] which satisfies⟨ψF ⟩ = ⟨G⟩ and which is k[z]-prepared. Then we have G = (G ∩ ψF ) ∪ (G/ψF ) ⊆ K[yp + h, z].
Let G′′ be a reduced Gro¨bner basis of ⟨ψF ⟩ defined as follows. Let ≤ denote the graded lexico-
graphical order on S with respect to the ordering (y, z, x) (see example (3.7.4)), i.e.
xαyβzγ ≤ xα′yβ′zγ′ ⇔ (∣α∣ + ∣β∣ + ∣γ∣, β, γ,α) ≤lex (∣α′∣ + ∣β′∣ + ∣γ′∣, β′, γ′, α′)
for the lexicographical order ≤lex on N×Nn ×Nl ×Nn. W.r.t. ≤ let G↦ G′ denote a Buchberger
algorithm and let G′ ↦ G′′ denote a reduction (see theorem (3.7.11)). Then G′′ is a reduced
Gro¨bner basis of ⟨ψF ⟩. We have
⟨ψF ⟩ = ⟨G⟩ = ⟨G′′⟩ =∶ I.
The set φG′′/{0} is a reduced Gro¨bner basis of ⟨F ⟩ w.r.t. ≤ by the following four facts:
 The ideal ⟨φG′′⟩ of S generated by φG′′ is equal to ⟨F ⟩:
φG′′ ⊆ φ(⟨ψF ⟩) ⊆ ⟨φψF ⟩ = ⟨F ⟩, F = φψF ⊆ φ(⟨G′′⟩) ⊆ ⟨φG′′⟩.
 For an arbitrary g′′ ∈ G′′ with φ(g′′) ≠ 0 it has a monomial lying in K[y, z]. As g′′ is
homogeneous, this implies multidegφ(g′′) = multideg g′′ and LTφ(g′′) = LT g′′.
 The monomials mα, α ∈ Nm+n+l, of elements m ∈ φG′′/{0} are monomials of elements of
G′′.
 We show that φG′′/{0} is a Gro¨bner basis of ⟨F ⟩ with Buchberger’s criterion, theorem
(3.7.10): Let f ′′, g′′ be elements of G′′ with φ(f ′′), φ(g′′) ≠ 0 and s(φ(f ′′), φ(g′′)) ≠ 0.
Then we have LT f ′′ = LTφ(f ′′), LT g′′ = LTφ(g′′) and φ(s(f ′′, g′′)) = s(φ(f ′′), φ(g′′)).
Since G′′ is a Gro¨bner basis of ⟨G′′⟩ by theorem (3.7.10) there are elements ah ∈ S, for
h ∈ G′′, with s(f ′′, g′′) = ∑h∈G′′ ah ⋅ h such that for all h ∈ G′′ with ah ⋅ h ≠ 0 one has
multideg s(f ′′, g′′) ≥ multideg(ah ⋅ h). Then we get s(φ(f ′′), φ(g′′)) = ∑h∈G′′ φ(ah)φ(h)
and, if φ(ah)φ(h) ≠ 0,
multideg s(φ(f ′′), φ(g′′)) = multideg s(f ′′, g′′) ≥ multideg(ah ⋅ h) = multideg(φ(ah)φ(h)).
For an arbitrary homogeneous finite subset M ⊆ S/{0} write
M= ∶= {m ∈M ∣ degm = dI}.
We define the K[z]-subalgebra of S
E ∶=K[y, z][xixj ∣1 ≤ i < j ≤m] resp. E ∶=K[y, z][x1 ⋅ x22]
if p = 2 resp. p = 3. We have G ⊆ K[yp + h, z] ⊆ E . By lemma (3.8.8) G′′ is K[z]-prepared
with G′′= ⊆ E . For the ideal J ∶= ⟨g ∈ G ∣ deg g < dI⟩ of S we have J = ⟨K[z] ∩ J⟩. We have the
inclusions
G′′= ∩K[y, z] ⊆ ((ψF )= ⋅K + J) ∩K[y, z] ⊆ (ψF )= ⋅K ∩ (K[y, z] + J) + J ⊆⊆K[yp + h, z] ∩ (K[y, z] + J) + J ⊆K[z] + J
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where the first inclusion holds by lemma (3.8.3) and the last inclusion holds by lemma (3.8.12).
Further we have
G′′= ∩ (K[z] + J) = G′′= ∩ (K[z] ∩ I + J) ⊆ G′′= ∩ ⟨K[z] ∩ I⟩ ≠ G′′=
where ”‘≠”’ holds because G′′ is K[z]-prepared. Thus there is an element f ∈ G′′=/K[y, z]. It
lies in E . Then by lemma (3.8.14) there are two K-algebraically independent additive elements
a′1, a′2 ∈ US(f) ∩K[x] ⊆ US(G′′) ∩K[x].
For an arbitrary element g ∈ G′′ by lemma (3.8.2) there are homogeneous additive elements
cg1, . . . , c
g
sg ∈ S withUS(φ(g)) =K[φ(cg1), . . . , φ(cgsg)], US(g) ⊇K[cg1, . . . , cgsg].
Since G′′ resp. φG′′/{0} is a Giraud basis of ⟨ψF ⟩ resp. ⟨F ⟩ (see lemma (3.7.14)), by theorem
(3.7.16) we have
U⟨F ⟩ = US(φG′′/{0}) =K[φ(cgi ) ∣ g ∈ G′′, 1 ≤ i ≤ sg], U⟨ψF ⟩ = US(G′′) ⊇K[cgi ∣ g ∈ G′′, 1 ≤ i ≤ sg].
Thus there are homogeneous additive elements c1, . . . , cs ∈ S with
U⟨F ⟩ =K[φ(c1), . . . , φ(cs)], U⟨ψF ⟩ ⊇K[c1, . . . , cs].
By lemma (2.3.4) we can assume, that the family (φ(c1), . . . , φ(cs)) is K-algebraically indepen-
dent. Then by lemma (3.8.4) the family c′ ∶= (c1, . . . , cs, a′1, a′2) is K-algebraically independent
and we get
dimU⟨F ⟩ + 2 = s + 2 = dimK[c′] = trdeg(Quot(K[c′])/K) ≤ trdeg(Quot(U⟨ψF ⟩)/K) = dimU⟨ψF ⟩
which completes the proof of theorem (3.2.6).
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Chapter 4
A variation of blow-up strategies
In this chapter we show that, for resolving singularities of finite-dimensional excellent noetherian
reduced schemes, it is enough to achieve an improvement of the invariant i (see definition (2.6.4))
which is a combination of the Hilbert-Samuel-function and the dimension of the ridge. By an
improvement of i we mean an iN -decrease (see definition (4.1.21)). This is a finite sequence of
permissible blow-ups such that the invariant iN of the ”‘worst”’ points decreases. More precisely
we show the following. Let C be a subcategory of the category of finite-dimensional excellent
noetherian reduced schemes and let s be a strategy which associates a sequence
X = s(X)0 ← s(X)1 ← s(X)2 ← . . .
of permissible blow-ups to every scheme X of C. For example, this could be the strategy from
[CJS]. We define a new strategy iN(s), depending on s, with the property that iN(s) yields a
resolution of singularities for each scheme X of C if and only if s yields an iN -decrease for each
X (see lemma (4.2.3) and corollary (4.2.6)). One application of our main theorem is a criterion,
in terms of Dir-i-near points, for the fact that a sequence
X = iN(s)(X)0 ← iN(s)(X)1 ← iN(s)(X)2 ← . . .
is a resolution of singularities, provided dimX ≤ 5, see corollary (4.2.6). The strategy iN(s)
has a good functoriality property if the functoriality of the given strategy s is good. More
precisely we show that, if s has the property that for all schemes X of C the base change
of X = s(X)0 ← s(X)1 ← . . . with a surjective regular morphism Y → X is isomorphic to
Y = s(X ×X Y )0 ← s(X ×X Y )1 ← . . . up to contraction (see definition (4.3.3)) then the strategy
iN(s) has also this property (see corollary (4.3.8)).
Convention: In the whole chapter by a blow-up we mean the blow-up of a scheme X in a
center D such that no generic point of X lies in D.
4.1 Blow-up sequences for excellent schemes
Motivated by the variant of the Hilbert-Samuel-function for finite-dimensional, excellent schemes
(see definition (4.1.5)) from [CJS] we introduce the refined invariant iN (see definition (4.1.8))
and list some properties. Using a result about Σmax-eliminations, theorem 5.17 in [CJS], which
we call maxHN -eliminations, we deduce that every sequence of iN -decreases results in a regular
scheme (see corollary (4.1.22)).
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Definition (4.1.1). a) A scheme X over a field k is geometrically regular if for every
field extension K of k the scheme X ×k K is regular. A morphism of schemes S → T has
regular fibers resp. has geometrically regular fibers if for each point t of T the fiber
S ×T t over the residue field of t is regular resp. geometrically regular.
b) A locally noetherian scheme is quasi-excellent if
i) for each x ∈X all the completion morphism Spec(ÔX,x)→ Spec(OX,x) has geometri-
cally regular fibers and
ii) for every X-scheme Y of finite type the set of all regular points of Y is open in Y .
c) A locally noetherian scheme X is catenary if for every pair of closed irreducible sub-
schemes Y ⊆ Z of X every maximal chain Y = Y0 ⊆ Y1 ⊆ . . . Yl = Z of closed irreducible
subschemes of X has the same length, and X is universally catenary if every X-scheme
of finite type is catenary.
d) A locally noetherian schemes X is excellent if it is quasi-excellent and universally cate-
nary.
Remark (4.1.2). Each base change S′ = S ×T T ′ → T ′ of a morphism S → T with geomet-
rically regular fibers has geometrically regular fibers: Let t′ be a point of T ′ and let t denote its
image in T . Let k′, k denote the residue fields of t′, t and let L be a field extension of k′. Then
the scheme (S′×T ′ t′)×k′L is regular because it is isomorphic to the regular scheme (S×T t)×kL.
The following theorem shows that many schemes are excellent.
Theorem (4.1.3). a) The spectrum Spec(R) of a complete local noetherian ring R (e.g.
a field) or of a Dedekind ring R with charQuot(R) = 0 (e.g. R = Z) is excellent.
b) A scheme locally of finite type over an excellent scheme is excellent.
c) For an excellent affine scheme Spec(A) and a multiplicative set S of the ring A the scheme
Spec(S−1A) is excellent.
Proof . [EGAIV], section 7.8.
Corollary (4.1.4). Let X ′ → X be a blow-up of an excellent scheme X. Then X ′ is
excellent.
Proof . By proposition (2.1.5) X ′ → X is locally of finite type. Then the claim follows from
theorem (4.1.3).
Setting: Until end of the section we fix a finite-dimensional excellent scheme X and a natural
number N with dimX ≤ N .
In [CJS] the following variant of the Hilbert-Samuel-function is introduced. As in section 2.2
the set NN is partially ordered with
(ν0, ν1, . . .) ≤ (ν′0, ν′1, . . .) ⇔ for all j ∈ N one has νj ≤ ν′j in N.
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Definition (4.1.5). a) We define the map
HNX ∶X → NN ∶ x→H(φNX(x))X,x
for φNX(x) ∶= max{N − dimOZ,x ∣Z irreducible component of X with x ∈ Z}.
b) We denote the ordered subset {HNX (x) ∣x ∈ X} of NN by imHNX and denote the subset of
imHNX of all maximal elements by max imH
N
X .
c) For ν ∈ NN we define {HNX ≥ ν} ∶= {x ∈X ∣HNX (x) ≥ ν},{HNX = ν} ∶= {x ∈X ∣HNX (x) = ν},{HNX = max} ∶= {x ∈X ∣HNX (x) ∈ max imHNX },{HNX < max} ∶= {x ∈X ∣x ∉ {HNX = max}}.
Lemma (4.1.6). Let x be a point of X. Then one has HNX (x) ≥ H(0)(κ(x)[T1, . . . , TN ]).
The equality holds if and only if X is regular at x.
Proof . We have φNX(x) ≥ N − dimOX,x and equality holds if x lies on a unique irreducible
component of X. Let m be a natural number and set d ∶= dimOX,x. By lemma (2.2.2) we have
H
(m)
X,x ≥H(m)(κ(x)[T1, . . . , Td]) and equality holds if and only if X is regular at x. We get
HNX (x) =H(φNX(x))X,x ≥H(N−d)X,x ≥H(N−d)(κ(x)[T1, . . . , Td]) =H(0)(κ(x)[T1, . . . , TN ]).(4.1.6.A)
If X is regular at x, then x lies on a unique irreducible component of X and both inequalities
in (4.1.6.A) are equalities. If we have HNX (x) = H(0)(κ(x)[T1, . . . , TN ]) then we get H(m)X,x =
H(m)(κ(x)[T1, . . . , Td]) for m = N − d, i.e. X is regular at x.
Remark (4.1.7). As a conclusion the set of all regular points of X is the set {HNX = νNreg}
for νNreg ∶= (1, (N1 ), (N+12 ), (N+23 ), . . . ) ∈ NN.
Similarly we do this for the following refined invariant. As in section 2.6 let NN × N have the
lexicographical order, i.e. for ν, ν′ ∈ NN and r, r′ ∈ N one has
(ν, r) ≤ (ν′, r′) ⇔ ν = ν′ and r ≤ r′ or ν < ν′ in NN.
Definition (4.1.8). a) Define
iNX ∶X → NN ×N ∶ x→ i(φNX(x))X,x = (H(φNX(x))X,x ,dim RidX,x + φNX(x))
for φNX(x) as above.
b) As above define the ordered subset im iNX of N
N ×N and the subset max im iNX .
c) For µ ∈ NN ×N define {iNX ≥ µ}, {iNX = µ}, {iNX = max} analogously to c) above.
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Lemma (4.1.9). Let x be a point of X. Then one has iNX(x) ≥ (νNreg,N) and equality holds
if and only if X is regular at x.
Proof . We show that we have dim RidX,x + φNX(x) = N if X regular at x. The rest follows
from lemma (4.1.6) and remark (4.1.7). Assume that x is a regular point. Then we have
φNX(x) = N − d for d ∶= dimOX,x since x lies on a unique irreducible component of X. Since
CX,x = Spec(grOX,x) is a vector group of dimension d over κ(x) we have CX,x = RidX,x and
dim RidX,x = d = N − φNX(x).
By the following theorem the map HNX is upper semi-continuous.
Theorem (4.1.10). For each ν ∈ NN the set {HNX ≥ ν) is closed in X. Further the subset{HNX =max} of X is closed.
Proof . [CJS], theorem 1.33 and lemma 1.36.
Theorem (4.1.11). Let D be an irreducible permissible closed subscheme of X. Then for
all points x, y of D one has HNX (x) =HNY (x).
Proof . [CJS], theorem 2.3.
Remark (4.1.12). Recall that by proposition (2.1.5) for a blow-up Y ′ → Y (in a center
which contains no generic point of Y , by our convention for this chapter)
 Y ′ → Y is locally of finite type and dimY = dimY ′ if Y is locally noetherian and
 Y ′ is reduced if Y is reduced.
Theorem (4.1.13). Let pi ∶ X ′ → X be a permissible blow-up of X. Let x′ ∈ X ′ be a point.
Write x ∶= pi(x′) and d ∶= trdeg(κ(x′)/κ(x)). Then we have
a) HNX′(x′) ≤HNX (x) and equality holds if and only if x′ is near to x, i.e. H(d)X′,x′ =H(0)X,x,
b) φNX′(x′) ≤ φNX(x) + d and equality holds if x′ is near to x,
c) iNX′(x′) ≤ iNX(x) and
d) if x is regular, then x′ is regular.
Proof . We may assume that x lies in the blow-center. a) and b) are [CJS], theorem 2.10. d)
follows from a) and lemma (4.1.6). By corollary (2.6.5) one has i
(d)
X′,x′ ≤ i(0)X,x. With b) we get
iNX′(x′) = i(φNX′(x′))X′,x′ ≤ i(φNX(x)+d)X′,x′ ≤ i(φNX(x))X,x = iNX(x)
which shows c).
Definition (4.1.14). Let X
pi← X ′ be a composition of permissible blow-ups. Let x,x′ be
points of X,X ′ .
a) We say x′ is near to x if pi(x′) = x and HNX′(x′) =HNX (x).
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b) We say x′ is i-near to x if pi(x′) = x and iNX′(x′) = iNX(x).
Remark (4.1.15). By theorem (4.1.13) x′ is i-near to x if and only if one has H(d)X′,x′ =H(0)X,x
and φNX′(x′) = φNX(x) + d and
0 = dim RidX′,x′ + φNX′(x′) − (dim RidX,x + φNX(x)) = dim RidX′,x′ + d − dim RidX,x.
In particular definition (4.1.14) does not depend on the choice of N and we have a coincidence
with the definitions (2.2.7) and (3.2.2).
Definition (4.1.16). Let X be reduced. A maxHN -elimination for X is a finite com-
position X ′ → X of permissible blow-ups such that for every connected component U of X and
for the induced morphism U ′ = U ×X X ′ → U one has
a) either U is regular and U ′ → U is an isomorphism
b) or U is not regular, the induced morphism {HNU < max} ×X X ′ → {HNU < max} is an
isomorphism and one has imHNU ′ ∩max imHNU = ∅.
Theorem (4.1.17). Let X be noetherian and reduced and let X = X0 ← X1 ← X2 ← . . . be
a sequence of maxHN -eliminations. Then there is some n ∈ N such that Xn is regular.
Proof . [CJS], Theorem 5.17
We consider a weaker form of an elimination.
Definition (4.1.18). Let X be reduced. A weak maxHN -elimination (for X) is a
finite composition X ′ → X of permissible blow-ups such that for each singularity x of X with
x ∈ {HNX = max} there is no point x′ ∈X ′ near to x.
Corollary (4.1.19). Let X be reduced.
a) If X is connected, for each weak maxHN -elimination ρ ∶ X ′ → X there is a maxHN -
elimination Y ′ → Y =X and a composition of permissible blow-ups X ′ → Y ′ such that ρ is
the composition X ′ → Y ′ →X.
b) Let X be noetherian and let X = X0 ← X1 ← X2 ← . . . be a sequence of weak maxHN -
eliminations. Then there is some n ∈ N such that Xn is regular.
Proof . a) If X is regular the claim is clear. Assume that X is not regular. Write X =X0 pi0←
X1
pi1← . . . pin−1← Xn =X ′ for blow-ups pi0, pi1, . . . , pin−1 in permissible centers D0,D1, . . . ,Dn−1.
For i ∈ {0, . . . , n − 1} the center Di may have one of the following types.
(type 1) Di ⊆ (Xi →X)−1({HX = max})
(type 2) Di ⊆ (Xi →X)−1({HX < max})
(type 3) neither type 1 nor type 2.
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Step 1. Fix some i ∈ {0, . . . , n − 1}. By theorem (4.1.11) the map HNXi is constant
on each irreducible component of Di. Thus Di is a disjoint union of two permissible
subschemes Dt1i ,D
t2
i of type 1 and type 2. For U
t1
i ∶= X/Dt1i , U t2i ∶= X/Dt2i we have
Dt1i ⊆ U t2i , Dt2i ⊆ U t1i . The blow-up Xi ← BlDt1i Xi =∶ X̃i is of type 1. The induced
morphism U t1i ← X̃i ×Xi U t1i is an isomorphism. The blow-up X̃i ← BlDt2i X̃i =∶ X̃i is
permissible and of type 2. The base change of pii with U
t1
i resp. U
t2
i is the base change of
Xi ← X̃i with U t1i resp. U t2i . Then Xi+1 and X̃i are isomorphic as Xi-schemes. Thus pii
is a composition of a permissible blow-up Xi ← X̃i of type 1 with a permissible blow-up
X̃i ←Xi+1 of type 2.
Step 2. By step 1 we may assume that each blow-up pii is of type 1 or of type 2. Fix some
i ∈ {0, . . . , n−1}. Assume that pii is of type 2 and pii+1 is of type 1. Define Ui ∶=Xi/Di. The
induced morphism Ui ← Ui ×Xi Xi+1 is an isomorphism. We have Di+1 ⊆ Ui ×Xi Xi+1. For
Vi ∶= (Xi →X0)−1({HX < max}) the intersection Vi∩Di+1 is empty where we identify Di+1
with its image in Ui. Since Ui and Vi cover Xi, Di+1 is closed in Xi. Then the blow-up
BlDi∪Di+1 → Xi is equal to pii+1 ○ pii. By step 1 pii+1 ○ pii is a composition of a permissible
type 1 blow-up Xi ← X̂i with a permissible type 2 blow-up X̂i ←Xi+1.
Step 3. By step 1 we may assume that each blow-up pii is of type 1 or type 2. By
step 2 we may assume that for some j ∈ {0, . . . , n} the blow-ups pi0, . . . , pij are of type 1
and pij+1, . . . , pin−1 are of type 2. Set Y ′ ∶= Xj+1. For the morphism pij ○ . . . ○ pi0 ∶ Y ′ →
X the induced morphism {HNX < max} ×X Y ′ → {HNX < max} is an isomorphism. We
show imHNY ′ ∩ max imHNX = ∅. Assume that there is some point y′ of Y ′ with HNY ′(y′) ∈
max imHNX . By theorem (4.1.13) for the image x in X of y
′ we have HNY ′(y′) ≤ HNX (x)
which implies HNY ′(y′) = HNX (x) and y ∈ (Y ′ → X)−1({HNX = max}). Since the blow-ups
pij+1, . . . , pin−1 are of type 2 there is a unique point x′ ∈ X ′ with image y′ in Y ′ and we
have HNX′(x′) = HNY ′(y′). Then x′ is near to x in contradiction to the assumption. Thus
X ← Y ′ is a max imHNX -elimination.
b) Let X have m ∈ N≥1 irreducible components. By proposition (2.1.5) each scheme Xi has
m irreducible components. In particular each Xi has at most m connected components.
Then for some l ∈ N the number of the connected components of Xl,Xl+1,Xl+2, . . . is the
same. We may assume X = Xl. Treating each connected components of X separately
we may assume that X is connected. Thus we are reduced to the case that all schemes
X =X0,X1,X2, . . . are connected.
Inductively we construct a sequence of maxHN -eliminations X0 = Y0 ← Y1 ← Y2 ← . . . and
for each n ∈ N we construct a finite composition Yn ← Xn of permissible blow-ups such
that
X0
=

X1oo

X2oo

. . .oo
Y0 Y1oo Y2oo . . .oo
commutes. Then by theorem (4.1.17) for some n the scheme Yn is regular and theorem
(4.1.13) implies that Xn is regular.
For n ∈ N let Y0 ← Y1 ← . . . ← Yn and Y0 =← X0, Y1 ← X1, . . . , Yn ← Xn be already
constructed. Then Y0, Y1, . . . , Yn are connected. The composition Yn ← Xn ← Xn+1 is a
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weak maxHN -elimination by lemma (4.1.20) below. By a) there is a maxHN -elimination
Yn ← Yn+1 and a finite composition of permissible blow-ups Yn+1 ←Xn+1 such that
Xn

Yn+1oo

Yn Yn+1oo
commutes. This completes the proof of the corollary.
Lemma (4.1.20). Let X = X0 ← X1 ← X2 ← X3 be a sequence of schemes where X0 ← X1
and X2 ← X3 are permissible blow-ups and where X1 ← X2 is a weak max imHN -elimination.
Then the composition X ←X3 is a weak max imHN -elimination.
Proof . Assume that there is a point x3 of X3 which is near to it image x0 in X0 and x0 is a
singularity with x0 ∈ {HNX0 = max}. By theorem (4.1.13) we have
HNX0(x0) =HNX1(x1) =HNX2(x2) =HNX3(x3)
for the images x1, x2 of x3 in X1, X2. By the same theorem for each point x
′
1 of X1 and its
image x′0 in X0 we have
HNX1(x1) =HNX0(x0) /<HNX0(x′0) ≥HNX1(x′1).
Thus x1 lies in {HNX1 = max}. Since x2 is near to x1 this is a contradiction.
Definition (4.1.21). Let X be reduced.
a) An iN -decrease (for X) is a finite sequence of permissible blow-ups X = X0 ← X1 ←
. . . ← Xn, for n ≥ 1, such that for each singularity x of X with x ∈ {iNX = max} there is
no point xn ∈ Xn i-near to x. It is called short if X = X0 ← X1 ← . . . ← Xn−1 is not an
iN -decrease or n = 1.
b) A sequence X = X0 ← X1 ← X2 ← . . . of permissible blow-ups yields an iN -decrease if
for some n ∈ N the sequence X =X0 ← . . .←Xn is an iN -decrease.
Corollary (4.1.22). Let X be noetherian and reduced. Let X = X0 ← X1 ← X2 ← . . . a
sequence of schemes where each morphism Xi ←Xi+1 is given by an iN -decrease. Then for some
n ∈ N the scheme Xn is regular.
Proof . We show that the composition X0 ←X1 ← . . .←X2N+1 is a weak maxHN -elimination.
Then we get a sequence X0 ← X2N+1 ← X4N+2 ← . . . of weak maxHN -eliminations and with
corollary (4.1.19) the claim follows. We have imiNXn ⊆ NN×{0,1,2, . . . ,2N}. Let x2N+1 be a point
of X2N+1. Assume that x2N+1 is near to a singularity x̃0 ∈X0 with x̃0 ∈ {HNX = max}. Denote the
image of x2N+1 in X2N by x̃2N . Then by theorem (4.1.13) we have iNX2N (x̃2N) ≥ iNX2N+1(x2N+1)
and x̃2N is a singularity. Choose some point x2N ∈ X2N with max im iNX ∋ iNX2N (x2N) ≥
iNX2N (x̃2N). Then we have iNX2N (x2N) > iNX2N+1(x2N+1) because otherwise x̃2N would by a point
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of {iNX2N = max} and x2N+1 would be a i-near point of x̃2N in contradiction to the assumption.
Inductively one shows that there is a sequence of elements x0 ∈X0, x1 ∈X1, . . . ,x2N ∈X2N with
iNX0(x0) > iNX1(x1) > . . . > iNX2N (x2N) > iNX2N+1(x2N+1).(4.1.22.A)
Then we have ν ∶= HNX0(x0) > HNX2N+1(x2N+1) because otherwise (4.1.22.A) would be a strictly
decreasing sequence in {ν} × {0,1 . . . ,2N} which is not possible. This is a contradiction to
HNX2N+1(x2N+1) =HNX0(x̃0) and x̃0 ∈ {iNX0 = max}. This completes the proof.
4.2 The iN-iterated variation of blow-up strategies
Let N be a natural number. Let C denote a subcategory of the category of schemes such that
each scheme of C is noetherian, excellent and reduced with dimension at most N .
For a given strategy on C (see the definition below) we define the iN -iterated variation iN(s). For
a scheme X of C the blow-up sequence X = iN(s)(X)0 ← iN(s)(X)1 ← . . . is, roughly spoken,
applying the strategy s on X until for some n the composition
X = s(X)0 ← s(X)1 ← . . . s(X)n =∶ Y
is an iN -decrease and then applying the strategy s on Y and so on. If s is a desingularization
then iN(s) has this property. With our main theorem we find an equivalent description for
iN(s) to be a desingularization (for dimension up to five).
Definition (4.2.1). a) A (permissible) strategy s on C (to resolve singularities)
is the datum of a sequence s(X) = (X = s(X)0 ← s(X)1 ← s(x)2 ← . . .) morphisms of C
for each scheme X of C where each morphism in the sequence is a permissible blow-up.
b) For a scheme X of C and a strategy s on C s is a desingularization of X if there is a
n ∈ N such that s(X)n is regular.
c) A strategy on C is a desingularization if it is a desingularization of each scheme of C.
d) A strategy on C is an iN -decrease if for each scheme X of C the sequence s(X) yield an
iN -decrease.
Definition (4.2.2). Let s be a strategy on C. The iN -iterated variation iN(s) of s is
a strategy on C which is defined by the following two properties
a) If for a scheme X of C the sequence s(X) does not yield an iN -decrease then one has
s(X) = iN(s)(X).
b) If for a scheme X of C and some n ∈ N the sequence X = s(X)0 ← s(X)1 ← . . .← s(X)n =∶
Y is a short iN -decrease then iN(s)(X) is the sequence
X = s(X)0 ← . . .← s(X)n ← iN(s)(Y )1 ← iN(s)(Y )2 ← . . . .
Lemma (4.2.3). Let s be a strategy on C.
a) If s is a desingularization then s is an iN -decrease.
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b) The following are equivalent.
i) s is an iN -decrease.
ii) iN(s) is an iN -decrease.
iii) iN(s) is a desingularization.
Proof . a) Let X be a scheme of C. There is some n ∈ N such that s(X)n is regular, in
particular the sequence X = s(X)0 ← . . .← s(X)n is an iN -decrease.
i)⇒ ii) Let X be a scheme of C. There is some n ∈ N such that s(X)0 ← . . . ← s(X)n is a short
iN -decrease. Then this sequence is equal to iN(s)(X)0 ← . . . ← iN(s)(X)n . In particular
iN(s)(X) yields an iN -decrease.
ii)⇒ i) Assume that there is a scheme X of C such that s(X) does not yield an iN -decrease. Then
we have s(X) = iN(s)(X) and iN(s)(X) does not yield an iN -decrease.
ii)⇒iii) Let X be a scheme of C. There are integers 0 = n0 ≤ n1 ≤ n2 ≤ . . . such that for each j ∈ N
the sequence iN(s)(X)nj ← iN(s)(X)nj+1 ← . . . ← iN(s)(X)nj+1 is a short iN -decrease.
Then by corollary (4.1.22) iN(s)(X)nm is regular for some m ∈ N which implies that iN(s)
is a desingularization of X.
iii)⇒ii) Follows from a).
Definition (4.2.4). Let X be a finite-dimensional excellent reduced scheme and let X =
X0 ←X1 ← . . . be a sequence of permissible blow-ups in centers Di ⊆Xi and let xn ∈Xn, x0 ∈X0
be points.
a) Let x1, . . . , xn−1 denote the images of xn in X1, . . . ,Xn−1. We say xn is Dir-near to
x0 if xn is near to x0 and for each j ∈ {0,1 . . . , n − 1} with xj ∈ Dj the point xj+1 lies in
P(Dir(CXj ,Dj ,xj)).
b) We say xn is Dir-i-near to x0 if xn is Dir-near and i-near to x0 (see definition (4.1.14)).
We have the following deduction from the main theorem (3.2.1).
Theorem (4.2.5). Let X be a finite-dimensional excellent reduced scheme with dimX ≤ 5.
Let X = X0 ← . . . ← Xn be a sequence of permissible blow-ups. A point xn of Xn is i-near to a
point x0 of X0 if and only if it is Dir-i-near to x0.
Let C≤5 denote the full subcategory of C of all schemes X of dimension at most five.
Corollary (4.2.6). a) A iN -iterated variation iN(s) of a strategy s on C is a desingu-
larization if and only if for each scheme X of C there is some n ∈ N such that there is no
point xn of i
N(s)(X)n which is i-near to a singularity x of X with x ∈ {iNX = max}.
b) A iN -iterated variation iN(s) of a strategy s on C≤5 is a desingularization if and only if
for each scheme X of C≤5 there is some n ∈ N such that there is no point xn of iN(s)(X)n
which is Dir-i-near to a singularity x of X with x ∈ {iNX = max}.
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4.3 Functoriality
As above let N be a natural number and let C denote a subcategory of the category of schemes
such that each scheme of C is noetherian, excellent and reduced with dimension at most N .
In this section we show that a iN -iterated variation iN(s) of a strategy s (see definition (4.2.2))
is functorial (see definition (4.3.3)) with respect to surjective regular morphisms if s has this
property.
Definition (4.3.1). A morphism of schemes with locally noetherian fibers is regular, if it
is flat and it has geometrically regular fibers.
Remark (4.3.2). a) Smooth morphism are regular, see [Stacks], Tag 07R6.
b) Flat morphisms are closed under base change. Then by remark (4.1.2) regular morphisms
are closed under base change.
Definition (4.3.3). Let E be a class of scheme morphisms. A strategy s on C is functorial
in E if for each pair of schemes X,Y of C and each morphism Y → X of E the sequences
s(X) ×X Y and s(Y ) are isomorphic up to contraction, i.e. there is a map φ ∶ N → N with
φ(0) = 0 and φ(n) ≤ φ(n + 1) ≤ φ(n) + 1 for all n ∈ N and there is a commutative diagram
Y = s(X)0 ×X Y
=

s(X)1 ×X Yoo
≅

s(X)2 ×X Yoo
≅

. . .oo
Y = s(Y )φ(0) s(Y )φ(1)oo s(Y )φ(2)oo . . .oo
with vertical isomorphisms where for all n ∈ N the morphism s(Y )φ(n) ← s(Y )φ(n+1) is the
identity if φ(n) = φ(n + 1).
Remark (4.3.4). a) By the definition of blow-ups the vertical isomorphisms in definition
(4.3.3) are unique and the morphisms in the sequence s(X)×X Y are permissible blow-ups.
b) For a desingularization on C one can define the following weaker form of functoriality. We
call a desingularization s on C composition-functorial in E if for each pair of schemes X,Y
of C and each morphism Y → X of E there are numbers n,m ∈ N such that s(X)n ×X Y
and s(Y )m are regular and there is an isomorphism s(X)n ×X Y ≅ s(Y )m of Y -schemes.
Proposition (4.3.5). Let X,Y be locally noetherian finite-dimensional excellent reduced
schemes with dimX,dimY ≤ N . Let f ∶ Y →X be a regular morphism.
a) For each point y ∈ Y one has HNY (y) =HNX (f(y)).
b) If X is regular then Y is regular.
c) For each point y ∈ Y one has iNY (y) = iNX(f(y)).
d) If D is a permissible subscheme of X, then D ×X Y is a permissible subscheme of Y .
Proof . We may assume that X,Y are noetherian. Let y be a point of Y and write x ∶= f(y).
For d ∶= dimOY ×Xx,y by [CJS], lemma 1.37 (1), we have φNY (y) = φNX(x)−d and HNY (y) =HNX (x).
Thus a) holds.
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b) Let y be a point of Y . With a) and with remark (4.1.7) we have HNY (y) =HNX (f(y)) = νNreg
and therefore y is regular.
c) For x and d as above, we have a non-canonical isomorphism CY,y ≅ CX,x ×κ(x) Adκ(y) of
cones over κ(y), by [CJS], lemma 1.27. With corollary (3.7.17) we get
Rid(CY,y) ≅ Rid(CX,x ×κ(x) κ(y)) ×κ(y) Adκ(y) ≅ Rid(CX,x) ×κ(x) κ(y) ×κ(y) Adκ(y)
which implies dim RidY,y = dim RidX,x +d. Together with φNY (y) = φNX(x)−d and HNY (y) =
HNX (x) we get iNY (y) = iNX(x).
d) Let J denote the quasi-coherent ideal sheaf OY which is associated to the closed immersion
D ×X Y → Y . Then we have J = I ⊗OX OY which implies grJOY = ⊕n∈NJ n ⊗OY OD×XY =(grIOX)⊗OX OY . Thus the morphism CY,D×XY →D is flat as a base change of CX,D →D
with Y over X. The scheme D is regular and the morphism D ×X Y → D is regular as a
base change of a regular morphism, see remark (4.3.2). Then by b) D ×X Y is regular.
Lemma (4.3.6). Let X,Y be schemes of C. Let
Y =X0 ×X Y
f0

X1 ×X Yoo
f1

X2 ×X Yoo
f2

. . .oo
X =X0 X1oo X2oo . . .oo
be a commutative diagram of schemes with cartesian squares where f0 is a surjective regular
morphism and where X0 ← X1 ← . . . is a sequence of permissible blow-ups and X0 ×X Y ←
X1 ×X Y ← . . . is the induced sequence.
a) All squares are cartesian, the morphisms f1, f2, . . . are surjective and regular and all hori-
zontal morphisms are permissible blow-ups.
b) For each n ∈ N the sequence X0 ×X Y ← . . . ← Xn ×X Y is an iN -decrease if and only if
X0 ← . . .←Xn is an iN -decrease.
Proof . a) One has Xj+1×Xj (Xj ×X Y ) =Xj+1×X Y . The morphisms f1, f2, . . . are surjective
and regular since they are a base change of f0 (see remark (4.3.2)). Let D0,D1,D2, . . .
denote permissible centers of the blow-ups X0 ← X1 ← . . .. For each j the morphism
Xj ×X Y ← Xj+1 ×X Y is the blow-up in Dj ×Xj (Xj ×X Y ) = Dj ×X Y since fj is flat. By
proposition (4.3.5) the subscheme Dj ×X Y of Xj ×X Y is permissible.
b) Since f0 is surjective, by proposition (4.3.5) we have max im i
N
Y = max im iNX . Write Yn ∶=
Xn ×X Y . Let y, yn, x, xn be points of Y , Yn, X, Xn with
y_

yn
oo
_

x xn
oo
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By proposition (4.3.5) we have
HNY (y) =HNX (x), iNY (y) = iNX(x), iNYn(yn) = iNXn(xn).
Then
 y is a singularity if and only if x is a singularity,
 y ∈ {iNY = max} if and only if x ∈ {iNX = max} and
 yn is i-near to y if and only if xn is i-near to x.
The surjectivity of fn yields the claim.
We can not drop the assumption that f0 is surjective, as the following example shows.
Example (4.3.7). We give an example for a commutative diagram of schemes
U

X ′ ×X Uoo

X X ′oo
where X is a noetherian two-dimensional excellent reduced scheme, X ← X ′ is a permissible
blow-up and the vertical morphisms are open immersions (in particular regular morphisms) such
that X ←X ′ is not an iN -decrease but U ←X ′ ×X U is an iN -decrease.
Let X be the closed subscheme V (f), for f = x2+y4z, of the affine space Spec(k[x, y, z]) =∶ Z for
a field k with chark ≠ 2. Similarly to example (2.1.4) one sees that the singular points of X are
the closed subscheme V (⟨x, y⟩) of Z. Let ξ be a closed point of V (⟨x, y⟩) ⊆ Z and η ∶= ⟨x, y⟩ ∈ Z.
Identify x, y with their image in the regular local ring OZ,ξ resp. OZ,η. The family (x, y) is a
system of regular parameters of OZ,η. There is some q ∈ OZ,ξ such that (x, y, q) is a system of
regular parameters of OZ,ξ. Let X ,Y,Q resp. X ,Y denote the initial forms of x, y, q in grOZ,ξ
resp. of x, y in grOZ,η. The graded κ(ξ)-algebra grOZ,ξ is a polynomial ring with variablesX ,Y,Q. The graded κ(η)-algebra grOZ,η is a polynomial ring with variables X ,Y. We have
inξf = X 2, inηf = X 2. This implies grOX,ξ = grOZ,ξ/⟨X 2⟩ = grOX,η[Q]. We have φNX(ξ) = N − 2
and φNX(η) = N − 1. Then we get
HNX (ξ) =H(φNX(ξ))(grOX,ξ) =H(φNX(η)−1)(grOX,η[Q]) =H(φNX(η))(grOX,η) =HNX (η) =∶ ν.
Thus we have V (⟨x, y⟩) = {HNX = ν} = {HNX = max}. By lemma (2.2.2) for all n ∈ N we have
νn = (N + n
n
) − (N + n − 2
n − 2 ).
The ridge RidX,ξ resp. RidX,η at ξ resp. η is the closed subgroup V (X ) of the vector group
CZ,ξ = Spec(grOZ,ξ) resp. CZ,η. Thus we have
dim RidX,ξ + φNX(ξ) = 2 +N − 2 = 1 +N − 1 = dim RidX,η + φNX(η)
and we have V (⟨x, y⟩) = {iX = (ν,N)} = {iNX = max}. Thus we have
dim RidX,ξ + φNX(ξ) = 2 +N − 2 = 1 +N − 1 = dim RidX,η + φNX(η)
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and we have V (⟨x, y⟩) = {iX = (ν,N)} = {iNX = max}.
Let X ←X ′ be the blow-up of X in the closed subscheme D = V (⟨x, y⟩) of Z. Then X ′ is covered
by the open subschemes X ′1 ∶= Spec(k[x, y, z]/⟨x2 + y2z⟩) and X ′2 ∶= Spec(k[x, y, z]/⟨1 + x2y4z⟩).
The scheme X ′2 is regular because it is smooth over k. The scheme X ′1 is a closed subscheme of
Spec(k[x, y, z]) =∶ Z ′1. The singular points of X ′1 are the closed subscheme S′ ∶= V (⟨x, y⟩) of Z ′1.
Let m′ resp. η′ denote the point ⟨x, y, z⟩ resp. ⟨x, y⟩ of S′ and let ξ′ be a point of S′/{m′, η′}.
As above we see that
 grOZ′1,m′ is a graded polynomial ring over κ(m′) with variables X ∶= inm′(x), Y ∶= inm′(y),Z ∶= inm′(z) and one has inm′(x2 + y2z) = X 2,
 grOZ′1,η′ is a graded polynomial ring over κ(η′) with variables X ∶= inη′(x), Y ∶= inη′(y)
and one has inη′(x2 + y2z) = X 2 + c ⋅Y2 for c ∶= inη′(z) ∈ κ(η′)/{0},
 grOZ′1,ξ′ is a graded polynomial ring over κ(ξ′) with variables X ∶= inξ′(x), Y ∶= inξ′(y) and
some third variable Q and one has inξ′(x2 + y2z) = X 2 + c ⋅Y2 for c ∶= inξ′(z) ∈ κ(ξ′)/{0}.
Then as above and with lemma (2.2.2) we get HNX′(ξ′) = HNX′(m′) = HNX′(η′) = ν for the same
ν ∈ NN as above. The ridge RidX′,m′ is the closed subgroup V (X ) of the vector group CZ′1,m′ .
The ridge RidX′,ξ′ resp. RidX′,η′ is the closed subgroup V (X ,Y) of the vector group CZ′1,ξ′ resp.
CZ′1,η′ . Then we have
iNX′(m′) = (ν,N), iNX′(η′) = (ν,N − 1) = iNX′(ξ′).
The image of m′ in X is the point m ∶= ⟨x, y, z⟩. Thus m′ is i-near to m ∈ {iNX = max} and
X ←X ′ is not an iN -decrease. On the other hand for the open subscheme U ∶=X/{m} we have
max im iNU = {(ν,N)} and the blow-up X ′ ×X U of U does not contain m′ (which is the only
point of X ′ with iNX′ = (ν,N)). Thus U ←X ′ ×X U is an iN -decrease.
Corollary (4.3.8). Let E be a class of scheme morphisms such that
 each morphism of E is surjective and regular,
 E contains the class of all isomorphisms of schemes and
 E is stable under base change and compositions.
Let s be an in E functorial strategy on C. Then iN(s) is functorial in E.
Proof . Let X,Y be a pair of schemes of C and let Y →X be a morphism of E. Let
Y = s(X)0 ×X Y
=

s(X)1 ×X Yoo
≅

s(X)2 ×X Yoo
≅

. . .oo
Y = s(Y )φ(0) s(Y )φ(1)oo s(Y )φ(2)oo . . .oo
be a commutative diagram of schemes as in definition (4.3.3) for a map φ ∶ N → N with
φ(0) = 0 and φ(n) ≤ φ(n + 1) ≤ φ(n) + 1 for all n ∈ N. Let m ∈ N≥1 be arbitrary such that
X = s(X)0 ← s(X)1 ← . . . ← s(X)m−1 is not an iN -decrease then by proposition (4.3.5) both
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sequences s(X)0 ×X Y ← . . . ← s(X)m−1 ×X Y and s(Y )φ(0) ← . . . ← s(Y )φ(m−1) are not iN -
decreases. Then by definition of iN(s) we have a commutative diagram
Y = iN(s)(X)0 ×X Y
id

iN(s)(X)1 ×X Yoo
id

. . .oo iN(s)(X)m ×X Yoo
id

Y = s(X)0 ×X Y
=

s(X)1 ×X Yoo
≅

. . .oo s(X)m ×X Yoo
≅

Y = s(Y )φ(0)
id

s(Y )φ(1)oo
id

. . .oo s(Y )φ(m)oo
id

Y = iN(s)(Y )φ(0) iN(s)(Y )φ(1)oo . . .oo iN(s)(Y )φ(m)oo
(4.3.8.A)
If for each choice of m the sequence X = s(X)0 ← s(X)1 ← . . . ← s(X)m is not an iN -decrease
then we are done. Assume that for some m the sequence is a short iN -decrease. Then set
X ′ ∶= s(X)m and Y ′ ∶= s(Y )φ(m). Since Y ′ ≅X ′ ×X Y →X ′ is a composition of a base change of
a morphism of E with an isomorphism, the morphism Y ′ →X ′ lies in E. We have a commutative
diagram of schemes
X ′ ×X Y = s(X ′)0 ×X Y s(X ′)1 ×X Yoo s(X ′)2 ×X Yoo . . .oo
Y ′ = s(X ′)0 ×X′ Y ′
=

≅ OO
s(X ′)1 ×X′ Y ′oo
≅

≅ OO
s(X ′)2 ×X′ Y ′oo
≅

≅ OO
. . .oo
Y ′ = s(Y ′)φ′(0) s(Y ′)φ′(1)oo s(Y ′)φ′(2)oo . . .oo
where the upper vertical squares are cartesian and the upper isomorphisms are induced by the
isomorphism Y ′ ≅ X ′ ×X Y and where the lower diagram is given by the functoriality of s. Let
m′ ∈ N≥1 be arbitrary such that X ′ = s(X ′)0 ← . . . ← s(X ′)m′−1 is not an iN -decrease. Then as
above we get a commutative diagram of schemes
iN(s)(X)m+0 ×X Y
id

iN(s)(X)m+1 ×X Yoo
id

. . .oo iN(s)(X)m+m′ ×X Yoo
id

s(X ′)0 ×X Y
≅

s(X ′)1 ×X Yoo
≅

. . .oo s(X ′)m′ ×X Yoo
≅

s(Y ′)φ′(0)
id

s(Y ′)φ′(1)oo
id

. . .oo s(Y ′)φ′(m′)oo
id

iN(s)(Y )φ(m)+φ′(0) iN(s)(Y )φ(m)+φ′(1)oo . . .oo iN(s)(Y )φ(m)+φ′(m′)oo
(4.3.8.B)
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The diagrams (4.3.8.A) and (4.3.8.B) yield a commutative diagram
Y = iN(s)(X)0 ×X Y
=

iN(s)(X)1 ×X Yoo
≅

. . .oo iN(s)(X)m+m′ ×X Yoo
≅

Y = iN(s)(Y )ψ(0) iN(s)(Y )ψ(1)oo . . .oo iN(s)(Y )ψ(m+m′)oo
for ψ(j) = φ(j), if j ≤ m, and ψ(j) = φ(m) + φ′(j −m), if j ≥ m. If for each m′ the sequence
X ′ = s(X ′)0 ← . . .← s(X ′)m′ is not an iN -decrease, then we are done. Otherwise go on as above.
Inductively we find a map ψ ∶ N→ N with ψ(0) = 0 and ψ(n) ≤ ψ(n + 1) ≤ ψ(n) + 1 for all n ∈ N
and a commutative diagram
Y = iN(s)(X)0 ×X Y
=

iN(s)(X)1 ×X Yoo
≅

iN(s)(X)2 ×X Yoo
≅

. . .oo
Y = iN(s)(Y )ψ(0) iN(s)(Y )ψ(1)oo iN(s)(Y )ψ(2)oo . . .oo
as wished.
Remark (4.3.9). If E contains non-trivial open immersions and s is functorial in E we
can not expect that iN(s) is functorial in E. The problem is that for a n ∈ N≥1 and a scheme X
of C the sequence
s(X)0 ← . . .← s(X)n
can be not an iN -decrease while the base change with an open subscheme U of X
s(X)0 ×X U ← . . .← s(X)n ×X U
can be an iN -decrease, see example (4.3.7). We can not exclude the case that the blow-up U ′ ∶=
s(X)n×XU ← s(X)n+1×XU is neither an isomorphism nor the morphism U ′ = s(U ′)0 ← s(U ′)1.
If such a case appears then the strategy iN(s) is not functorial in E.
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