To more accurately understand the development trend of network security situation and to solve the prediction problem in network security situation awareness, this paper proposes a prediction model and an optimization method of network security situation based on GA-LSSVM time series analysis. The model adopts the original sequence accumulation method to reduce the interference of the irregular fluctuations of the original sequence and constructs the mixed kernel function based on the combination of RBF and Poly which takes both the learning and generalization ability of the model into account. The genetic algorithm is used to optimize the parameters of the LSSVM model. Through characteristic chromosome coding of the model parameters, the search space is established to obtain the optimal solution through fitness evaluation.
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NSSP based on the hidden Markov model from the perspective of combining theory with practice and present the method for network security situation prediction. Wu Shuyue et al. [6] apply the hidden Markov model to the recognition of abnormal user behavior and their algorithm extracts the features from the user's shell command sequence. Liu Yuling et al. [7] proposes a network security situation prediction method based on time-space dimension analysis, which extracts the evaluation factors from three aspects of the attacker, the protector and the network environment and analyzes the security situation factor sets and the effect of their mutual influence on the network security situation in a spatial dimension, thus obtaining the network security situation.
Based on the above research and aimed at the prediction problem of network security situation awareness, this paper proposes a network security situation prediction method based on GA-LSSVM time series analysis according to the non-linear characteristics of network security situation values. The method first constructs the training set and establishes LSSVM prediction model; and then the genetic algorithm with characteristic chromosome is employed to optimize the parameters of the LSSVM model; and finally, the optimized parameters are used to re-adjust the prediction model for the situation prediction.
The LSSVM-based Prediction Model

Model Definition
The training samples sets of the network security situation are assumed to be (x1, y1), ..., (xi, yi), ..., (xn, yn) , where xi∈R m , yi∈R, i=1, ..., n, xi is the input vector and yi is the output vector. The principle of LSSVM-based prediction is to convert the nonlinear function relation of the input space into the linear function relation in the high dimensional feature space through the nonlinear function ϕ(x). The regression function adopted for this model is shown in Formula (1) .
Where ϕ: R m →H, ϕ is the feature map, H is the feature space, w is the weight vector in the space H, and b∈R is the offset quantity. According to the principle of structural risk minimization, Formula (1) is transformed into a quadratic optimization problem: 
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The constraint condition:
Where γ is the adjustable regularization parameters, and ek is the error variable.
According to the duality theory, the Lagrange equation corresponding to (2) is constructed:
Where αi is the Lagrange multiplier. In accordance with the KKT optimization condition, Formula (4) is used to obtain the partial derivatives of w, b, e, α, respectively, and let it be 0 to obtain the system of linear equations (5):
According to the Mercer condition, the kernel function (6) is defined:
The inner product operation in the high dimensional space is converted into the functional calculation in the input space. Solve the value of α and b in (3) , and the LSSVM regression model
Kernel Function Selection
The common kernel functions are RBF and Poly as shown in equations (8) and (9), 376 respectively. The RBF kernel function is a local kernel function, which is better at describing local than global characteristics of nonlinear problems, while the Poly kernel function is a global kernel function, which is better at describing global than local characteristics.
To take into account both the learning and generalization ability of the model and to enhance prediction accuracy, a kernel function combining RBF and Poly is proposed in this paper as shown in equation (10) .
Data Processing
The network security situation value is characterized with non-linearity and irregularity, and SVM is sensitive to data between 0~1 with high training speed. Therefore, this paper first accumulates the original network security situation values {x (t) (1), x (t) (2), …, x (t) (n)} at the moment t to obtain the new network security situation values {x (t*) (1), x (t*) (2), …, x (t*) (n)}, and the accumulation process is shown in equation (11) .
Then, the security situation values are normalized, as shown in equation (12) 
GA-based LSSVM Joint Parameter Optimization
There are four parameters of the hybrid kernel LSSVM to be determined, i.e. the penalty parameter γ, the polynomial order d, the kernel width σ and the adjustable parameters λ. γ is used 
Chromosome Coding
The variable values and the feature subset selection f of the support vector machine parameters (γ, d, σ, λ) are converted into binary encoding. The chromosomal coding of the genetic algorithm with characteristic chromosome consists of two parts: the parameters encoding and the feature subset selection coding, as shown in Fig.1 . is the binary code of the feature subset selection f, where nf is its binary bit and equal to the characteristic number of the data set.
Selection and Replication
In the genetic process, the individual with greater fitness has greater probability of being selected. During the operation of replication, a number of chromosomes with the largest fitness values are selected as the male parent to be directly inherited to the next generation.
The expected value of the individual is solved by the expectation value method:
Where fi is the fitness of the individual i, fsum is the total fitness of the population, and N is the population size.
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The individual expectation value determines whether the individual in the population enters the next generation for optimization, and the number of the replicated individuals i is Ei. The initialized population changes from p to p * after selection and replication.
Crossover and Variation
The crossover operation is independently conducted on the parent through N in the current population p(t) to generate a new population p * (t), and the crossover operation is conducted on the parameters (γ, d, σ, λ) and the feature subset f, respectively. The crossover follows the crossover rule of binary code: one-point crossover operation, which means to randomly set a cross point in the individual series and to exchange the partial structure of the two individuals x1 and x2 before and after the cross point during the implementation of crossover to generate two new individuals.
The specific process is shown in equation (16).
where α∈[0,1] is a random number. The crossover rate and the mutation rate adopt the adaptive selection, and the crossover probability Pcand the mutation probability Pc are automatically changed with the fitness according to (17) and (18).
where fitmax is the maximum fitness of the current population, ̅ is the average fitness of the generation of population, fit * is the one with larger fitness in the parents to be crossed, and fitis the fitness of variation individuals. And the value range of τ1, τ2, τ3, τ4 is set to be (0,1), and τ1=τ3=1, τ2=τ4=1/2, in this paper.
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Fitness Function
The fitness function consists of support vector machine classification accuracy, selected feature number and characteristic cost. The high fitness depends on high classification accuracy, small feature number and low characteristic cost, so the fitness function is defined as (19) to avoid the denominator's approaching zero.
where A is the classification accuracy; WA is the weight of the classification accuracy, which is set by the users generally in the range of 0.75 ~ 1; P is a constant set to avoid the denominator's approaching zero, generally between 1~10; Ci is the characteristic cost, and the relevant data set of UCI has different characteristic costs, which can be set to the same value between 1~8 if there is no characteristic cost information; i F is the characteristic value, which equals to 1 when the i th feature is selected and equals to 0 when it is not; WF is the feature weight and WF =1-WA.
Generation of Characteristic Chromosome Manipulation
The progressive performance of the Gaussian kernel SVM proposed by Keerthi et al. [8] states that the hyper-parametric space can be established with its parameters being logγ and logσ 2 . In the asymptotic region of the space, there exists a generalization error contour line, separating the hyperparametric space into two regions: an over-fitting or under-fitting region, and a fitting region. The fitting region is most likely to possess the hyper-parameter set with the best generalization error.
When σ 2 →∞ along the contour line, the best penalty parameter ̃ satisfies the formula (20).
In the fitting region of the hyper-parameter space (logγ, logσ 2 ), the appropriate value of ̃ can be selected to obtain the optimal generalization error line, i.e. the optimal line of the highest accuracy, thus finding the optimal parameter. The difficulty is how to select the appropriate value of ̃. 
The newly generated chromosomes select the appropriate value (i.e. the K value), which contains the feature of asymptotic performance of the support vector machine, so the generated chromosomes are called characteristic chromosomes. The current and evolutionary generations of the characteristic chromosomes contain the characteristic chromosomes including the optimal parameter γ and parameter μ. The procedure for generating a characteristic chromosome is as follows:
Step1: Select the parent to generate the characteristic chromosome. The number of the generated characteristic chromosomes is initialized to be fc and that of discrete values in the search range of the variable value of parameter γ is n, so the number of chromosomes with the highest fitness value to be selected should be r= fc/n. The chromosomes are arranged in a decreasing order in accordance with the fitness value of the current generation after crossover and variation, and the Step4: Calculate the value of the corresponding parameter μ by K and γ with the formula
Step5: Generate the characteristic chromosomes. The variable values of the r×n generated parameter pairs are converted into binary codes and then connected to the corresponding feature selection codes in the original selected chromosomes to generate r×n characteristic chromosomes.
In the process of generating characteristic chromosomes, the asymptotic performance of the support vector machine is incorporated into the genetic algorithm to generate the characteristic chromosome population by calculating the ̃ value of the chromosomes with high fitness value in the offspring population M (t). The generated characteristic chromosome operator Tf:M(t) →F(t) enhances the search efficiency of the genetic algorithm and improves the classification accuracy of the support vector machine. 
Joint Optimization Algorithm
GA-LSSVM-based Prediction
The basic idea of GA-LSSVM prediction is that: the training set is first constructed; then the algorithm 1 is used for parameter optimization based on the training set; and finally the prediction model is reconstructed with the optimized parameters to forecast the situation. The process of the GA-LSSVM-based network security situation prediction is:
Step1: Calculate the network security situation value by the evaluation model.
Step2: Carry out data normalization according to formulas (11) and (12).
Step3: Reconstruct the network security situation data, generate the security situation sample data set with the time series method and divide the security situation sample set into training sample set and test sample set. The training sample set is trained by the support vector machine to obtain the initial prediction model, and the test sample set is used to detect the prediction accuracy of the initial prediction model. This paper adopts the form of open-set test, which means ensuring no intersection and complete independence between the two during the division of the training sample set and the test sample set.
Step4: Input the constructed training sample set into the GA-LSSVM model and search the 384 optimal training parameters (γ, d, σ, λ) of the support vector machine by the genetic algorithm with characteristic chromosome.
Step5: Determine whether the prediction accuracy of the parameters reaches the standard.
Execute Step6 if the standard is reached; otherwise, execute Step4.
Step6: Establish support vector machine for training to generate the final prediction model.
Step7: Input the test sample into the final prediction model to obtain the safety situation value.
Step8: Denormalize the output results according to the formulas (13) and (14) for reduction of the results.
Experimental Simulation
Experimental Environment
To verify the rationality and correctness of the network security situation prediction model and algorithm proposed in this paper, the DARPA99 intrusion detection data set is employed to select the training and test data with the replay tool being Netpoke. The experimental environment adopts the network topology used in literature [9] , and the host is configured with an 8-core CPU, 8GB memory and a Gigabit NIC. The development environment is Matlab 7.3, and the support vector machine software is LIBSVM.
The simulation network will operate for two weeks (February 12, 2016 to March 2, 2016). To maintain the generality, large sample and small sample data experiments are carried out,
respectively. The large sample data contains a total of 480 sets of data with the sampling period being 0.5 hours, and the small sample data calculate the daily security situation to obtain 48 sets of data. The two experiments only differ in data with the process being completely consistent, thus further verifying the accuracy of the model. For the two sets of data, the former 50% are selected into the training set and the latter 50% are selected into the test set. The network security situation values are calculated with the method in literature [9] .
The algorithm 1 is adopted to optimize the parameters of LSSVM (γ, d, σ, λ), among which the search range of γ is (0.01, 35000), the search range of σ is (0.0001, 32), d is an integer between [1, 10] and λ is a random number in [0, 1] . In the process of chromosome coding, the parameters
are orderly arranged, the length is nγ+nd+nσ+nλ and the search space is 2 nγ+nd+nσ+nλ . The crossover and variation probabilities are calculated with equations (17) and (18).
Evaluation Methods
To further demonstrate the superiority of the method, the absolute error, the average absolute 385 error, the root mean square error and the average relative error are separately employed for its evaluation. The calculation method of absolute error is shown in equation (26). 
Result Analysis
The training set of the large sample experiment data is input into SVM for learning, and the genetic algorithm with characteristic chromosome is used to optimize the data. The curve of the fitness changing along with the increase of iterations is shown in Fig.2 .
It can be seen from Fig. 1 that the first group of experiments achieves the optimal results when the iterations reach 60 times, obtaining the optimal LSSVM parameters: γ=100, d=7, σ=0.01, λ=0.3.
These parameters are employed to reconstruct the LSSVM model for the situation forecast, and the predicted trend values are shown in The experimental results of Fig.4 show that being closer to the actual security situation with smaller fluctuations, the GA-LSSVM prediction algorithm manifests obvious advantages compared with the existing network security situation prediction algorithms HHGA-RBFNN and PSO-SVM. To better evaluate the prediction accuracy, the absolute error index E, the average absolute error MAPE, the root means square error RMSE and the average relative error ARVE are used to evaluate its performance.
First, the absolute error index E is used to evaluate the predicted values of the four methods, obtaining the results shown in Fig.5 . It can be seen from Fig.5 that the absolute error of GA-LSSVM is significantly less than that of the other two methods. As can be seen from Table 1 , the three error values of the prediction by the GA-LSSVM method are significantly smaller than those of the other two methods, which are closer to the actual security situation values.
Considering the universality of the model, the small sample data experiment is carried out to predict the daily situation. The former 24 sets of data are training set, and the latter 24 sets of data are test set. The errors are evaluated with MAPE and RMSE to obtain the experimental results as shown in Table 2 .
The two groups of experiments with the large and small samples show that the GA-LSSVM method proposed in this paper possesses higher prediction accuracy and more obvious advantages than the other two algorithms.
Conclusion
Aimed at the prediction problem in network security situation awareness, this paper proposes The simulation results show that the model can effectively predict the network security situation with an accuracy of about 13% higher than that of HHGA-RBFNN and PSO-SVM.
