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Abstract
In this article one will develop a new type of energy method based on a foliation of space-
time into hyperboloidal hypersurfaces . As we will see, with this method, some classical results
such as global existence and almost global existence of regular solutions to the quasi-linear
wave equations and Klein-Gordon equations will be established in a much simpler and much
more natural way. Most importantly, the global existence of regular solutions to a general
type of coupled quasilinear wave-Klein-Gordon system will be established. All of this suggests
that compared withe the classical method, this hyperboloidal foliation of space-time may be
a more natural way to regard the wave operator.
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1 Introduction
In the research of quasilinear hyperbolic partial differential equations, the global existence of
regular solutions is a central problem. There are already lots of excellent works. S. Klainerman has
firstly developed the conformal Killing vector fields method. With this method, he has managed
to establish the global existence of regular solution to quasilinear wave equations with classical
null conditions in R3+1 (see [3]) , and latter, global existence of regular solution to quasilinear
Klein-Gordon equations in R3+1 (see [4]). From that time, this conformal Killing vector fields
method has been developed and applied by many other to many more general cases.
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However, because of an essential difference between wave equation and Klein-Gordon equation,
one of the conformal Killing vector field of wave equation, the scaling field S, is not a conformal
Killing vector field of Klein-Gordon equation. More unfortunately, this scaling vector field plays un
important role in the decay estimates of wave equations. This leads to an essential difficulty when
one attempt to establish the global existence of coupled wave-Klein-Gordon system. However in
[2], S. Katayama has established in a relatively special case the global in time existence of this
kind of system with a technical L∞ − L∞ type estimate.
In another hand, L. Ho¨rmander has developed an “alternative energy method” (see [1]) for
dealing the global existence of quasilinear Klein-Gordon equation. His observation is as follows.
Consider the following Cauchy problem associated to the linear Klein-Gordon equation in Rn+1
(1.1)
{
u+ a2u = f,
u(B + 1, x) = u0, ut(B + 1, x) = u1,
where u0, u1 are regular functions supported on {(B + 1, x) : |x| ≤ B} and f is also a regular
function supported on
Λ′ := {(t, x) : |x| ≤ t− 1},
with a,B > 0 two fixed positive constants. By the Huygens’ principle, the regular solution of (1.1)
is supported in
Λ′ ∩ {t ≥ B + 1}.
One denotes by:
HT := {(t, x) : t2 − x2 = T 2, t > 0}
and
GB+1 = Λ
′ ∩ {(t, x) :
√
t2 − x2 ≥ B + 1},
one can develop a hyperboloidal foliation of GB+1, which is
G2B = HT × [B + 1, ∞).
Then, taking ∂tu as multiplier, the standard procedure of energy estimate leads one to the following
energy inequality
Em(HT , u)
1/2 ≤ Em(HB+1, u)1/2 +
∫ T
B+1
ds
(∫
Hs
f2
)1/2
,
where
Em(Hs, u) :=
∫
Hs
3∑
i=1
(
(xi/t)∂tu+ ∂iu
)2
+ ((T/t)∂tu)
2 + (a/2)u2 dx.
Then, Ho¨rmander has developed a Sobolev type estimate, see the lemma 7.6.1 of [1]. Combined
with the energy estimate, he has managed to establish the decay estimate:
sup
HT
tn/2|u| ≤
∑
|I|≤m0
Em(HT , Z
Iu)1/2 ≤ Em(HB+1, ZIu)1/2 +
∫ T
B+1
ds
(∫
Hs
ZIf2
)1/2
,
where m0 is the smallest integer bigger the n/2.
But in the proof of [1], the only used term of the energy Em(HT , u) is the last term u
2. The
first two terms seem to be omitted, at least when doing decay estimates. The new observation
in this article is that the first two terms of the energy can also be used for estimating some
important derivatives of the solution. This leads one to the possibility of applying this method
on the case where a = 0, which is the wave equation, so that the wave equations and the Klein-
Gordon equations can be treated in the same framework. That is the key of dealing the coupled
wave-Klein-Gordon system, and one may call it hyperboloidal foliation method.
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The following is a prototype of the main result which will be established in this article. Consider
the Cauchy problem associated to the coupled wave-Klein-Gordon system in R3+1:
(1.2)

u = N(∂u, ∂u) +Q1(∂v, ∂v) +Q2(∂u, ∂v),
v + v = Q3(∂u, ∂u) +Q4(∂v, ∂v) +Q5(∂u, ∂v),
u(B + 1, x) = εu0, ut(B + 1, x) = εu1,
v(B + 1, x) = εv0, vt(B + 1, x) = εv1.
Here the N(·, ·) are the classical null quadratic terms while Qi(·, ·) are arbitrary quadratic terms.
u0, u1 are regular functions supported on {(B + 1, x) : |x| ≤ B}. As we will see in the following,
in general the global existence result holds
Theorem 1.1 (Prototype of the main result). There exists a ε0 > 0 such that for any 0 ≤ ε ≤ ε0,
(1.2) has an unique global in time regular solution.
This result has already been established in [2] by S. Katayama. However, the advantages of
the hyperboloidal foliation method are as follows. First, it provides a proof much simpler than
that of [2] such that compared with the technical L∞ −L∞ estimates, it will use nothing else but
the energy estimates and the Sobolev type inequalities in lemma 7.6.1 of [1]. Second, when one
add terms such as ∂α∂ttwj to the system, the method of [2] does not work any more while the
hyperbolic method still works.
Furthermore, this new method provides much simpler proofs when applied to many classical
problems such as the global existence of quasilinear wave equation in R3+1 with null conditions.
The structure of this article is as follows. In section 2, one will introduce the notation and
establish the basic estimates. In section 3, one will establish the main result of this article, the
global in time existence of regular solution to coupled quasilinear wave-Klein-Gordon system.
2 Notation and Basic estimates
2.1 Notation and general framework
One denotes by HT the hyperboloid {t2 − |x|2 = T 2} with radius T > 0. Let
Λ′ = {|x| ≤ t− 1},
and
GT2T1 = {|x| ≤ t− 1, T1 ≤
√
t2 − |x|2 ≤ T2}.
On HT ∩ Λ′, when T ≥ 1 one has
T ≤ t ≤ T 2,
while on HT ∩ {r := |x| ≤ t/2},
T ≤ t ≤
√
2T.
Define the vector fields
Hi = t∂i + x
i∂t.
One sets Zα := ∂α for α = 0, . . . , 3, and Zα := Hα−4 for α = 5, 6, 7. One denotes also by Z
J the
|J |-th order operator ZJ1 · · ·ZJ|J| , where J is a multi-index with length |J |. One notices that Hj
are tangent to HT and ∂i := t
−1Hi is the projection of ∂i on HT . Moreover if one uses {xi} as a
coordinate system on HT , then ∂i can also be regarded as the natural frame associated with these
coordinates. on the tangent bundle on HT , and the associated area element of HT is
dσ = t−1
√
t2 + |x|2 dx.
One also defines the tangential derivatives 6∂i,
6∂i = ωi∂t + ∂i,
where ωi := xi/r. Theses vector fields are tangent to the out-going light cone.
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2.2 Basic energy estimates
One considers the following linear wave or Klein-Gordon equation:
(2.1)
{
u+ a2u = f,
u|HB+1 = u0, ∂tu|HB+1 = u1,
where a is a nonnegative constant and u1, u1 are regular functions supported on HB+1 ∩ Λ′. f is
also supposed to be a regular function with its support contained in Λ′∩G∞B+1. Define the energy
on the hyperboloid HT :
(2.2)
Em(T, u) :=
∫
HT
(
|∂tu|2 +
3∑
i=1
|∂iu|2 + 2x
i
t
∂tu∂iu+ 2(au)
2
)
dx,
=
∫
HT
2(au)2 +
3∑
i=1
|∂iu|2 +
(
T
t
∂tu
)2
dx,
=
∫
HT
2(au)2 +
3∑
i=1
(
T
t
∂iu
)2
+
3∑
i=1
(
r
t
∂iu+
xi
r
∂tu
)2
dx.
Proof. See section 7.7 of [1].
Note that ∣∣( 6∂i − ∂i)u∣∣ = ∣∣∣∣Tωi2t
∣∣∣∣∣∣∣∣Tt ∂tu
∣∣∣∣,
which implies ∫
HT
3∑
i=1
| 6∂iu|2dx ≤ E(T, u).
In general one has the following energy estimate:
Lemma 2.1 (Energy estimates). Let u be a regular solution of (2.1) then the following energy
estimate holds:
(2.3) Em(T, u) ≤ Em(B + 1, u) +
∫ T
B+1
(∫
Hs
f2dx
)1/2
ds.
In Appendix A one will see that for the case treated in this article, the energy defined on
hyperboloid is controlled by the standard energy. More precisely, for any ε, C1 > 0, there exists
an ε′ = ε′(B, ε) > 0 such that if
E∗(B + 1, u)1/2 ≤ ε′,
then
Em(B + 1, u) ≤ ε.
2.3 Commutators
In this subsection one discusses some commutative relations. They are very important for estab-
lishing the decay estimates. Recall that T 2 = t2 − t2. The following commutative properties are
obvious:
(2.4) [Hj , ] = 0,
and
(2.5) [∂α, ] = 0.
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One defines the vector field family
Dg := {6∂i, (t− r)r−1∂α}.
Firstly one has the following commutative relations between Hj and ∂α:
(2.6)
Hj∂tu = ∂tHju− ∂ju,
Hj∂iu = ∂iHju− δij∂tu.
Notice that one has
Hj
(
T
t
)
= −x
jT
t2
,
so one gets the following commutative relations between Hj and
T
t ∂α:
(2.7)
Hj
(
T
t
∂tu
)
= −T
t
(
∂ju+
xj
t
∂tu
)
+
T
t
∂t(Hju),
Hj
(
T
t
∂iu
)
= −T
t
(
δji ∂tu+
xj
t
∂iu
)
+
T
t
∂t(Hju).
The commutative relations between Hj and Dg ∈ Dg are
(2.8)
Hj 6∂iu = 6∂iHju− ωi 6∂ju+
(
δij − ωiωj
)( t
r
− 1
)
∂t,
Hj
(( t
r
− 1
)
∂tu
)
=
(
t
r
− 1
)
∂t(Hju)− ωj
(
t
r
+ 1
)(
t
r
− 1
)
∂tu−
(
t
r
− 1
)
∂ju,
Hj
(( t
r
− 1
)
∂iu
)
=
(
t
r
− 1
)
∂i(Hju)− ωj
(
t
r
+ 1
)(
t
r
− 1
)
∂iu− δij
(
t
r
− 1
)
∂tu.
The commutative properties between Hj and ∂i are
(2.9) Hj∂iu = ∂jHiu− x
j
t
∂ju.
In general one has the following results:
Lemma 2.2. Let I be a arbitrary multi-index. In the region Λ′ ∩G∞B+1 one has:
(2.10) |HI∂αu| ≤ |∂αHIu|+ C(n, |I|)
∑
|J|<|I|
n∑
β=0
|∂βHJu|,
(2.11)
3∑
i=1
∑
|I|=p
|HI∂iu| ≤
3∑
i=1
∑
|I|=p
|∂iHIu|+ C(n, |I|)
∑
|J|<p
n∑
j=1
|∂jHJu|,
and
(2.12)
∣∣∣∣HI(Tt ∂αu
)∣∣∣∣ ≤ ∣∣∣∣Tt ∂αHIu
∣∣∣∣+ C(n, |I|) ∑
|J|<|I|
3∑
β=0
∣∣∣∣Tt ∂βHJu
∣∣∣∣.
In the region {r ≥ t/2} ∩ Λ′ ∩G∞B+1 one has:
(2.13) |HIDgu| ≤ |DgHIu|+ C(n, |I|)
∑
|J|<|I|
Y ∈Dg
|Y HJu|,
where C(n, |I|) is a constant depending only on dimension n and |I|.
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Proof. The inequality (2.10) is a direct result of (2.6). To prove the (2.13), one notices that in
(2.8), one has some non-constant coefficients. To get the result, one calculates the their derivatives,
Hj
(
ωi
)
=
(
δij − ωiωj
) t
r
,
Hj
(
t
r
)
=
xj
r
− t
2xj
r3
= −ωj
(
t
r
+ 1
)(
t
r
− 1
)
,
Hj
(
t
r
+ 1
)
=
xj
r
− t
2xj
r3
= −ωj
(
t
r
− 1
)(
t
r
+ 1
)
,
Hj
(
t
r
− 1
)
=
xj
r
− t
2xj
r3
= −ωj
(
t
r
+ 1
)(
t
r
− 1
)
,
One denotes by F the family of functions:
F := {ω, t
r
,
t
r
+ 1,
t
r
− 1}.
Then one gets, for arbitrary multi-index,
HIDgu = DgH
Iu+
∑
|J|<|I|
FK(I,J)DgH
Ju,
where K(I, J) is a multi-index of length |K| depending only on two other multi-index I and J ,
and FK is a multiplier defined as follows:
FK := FK1FK2 · · ·FK|K| , FKi ∈ F .
Notice that when t/2 ≤ r ≤ t − 1, all the terms on the right-hand-side are bounded, which gives
(2.13).
The inequalities (2.11) and (2.12) are proved similarly, one omits the details.
One has also the following commutative relations between ∂α and Dg:
(2.14)
∂j 6∂i =
(
δijr
−1 − ωiωjr−1)∂t+ 6∂i∂j ,
∂t 6∂i = 6∂i∂t,
∂j
(
t
r
− 1
)
∂t = −ωj t
r2
∂t +
(
t
r
− 1
)
∂t∂j ,
∂t
(
t
r
− 1
)
∂t =
1
r
∂t +
(
t
r
− 1
)
∂t∂t,
∂j
(
t
r
− 1
)
∂i = −ωj t
r2
∂i +
(
t
r
− 1
)
∂i∂j ,
∂t
(
t
r
− 1
)
∂i =
1
r
∂i +
(
t
r
− 1
)
∂i∂t.
And, the following result:
Lemma 2.3. Let u be a regular function on Λ′ ∩G∞B+1. The the following estimates are true
∑
|J|=p
∣∣ZJ∂iu∣∣ ≤ C(p, n) ∑
|β|≤p
3∑
j=1
∣∣∂jZβu∣∣,
∣∣ZI∂αu∣∣ ≤ ∣∣∂αZIu∣∣+ C(|I|, n) ∑
|J|<|I|
3∑
α=0
∣∣∂αZJu∣∣.
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When r ≥ 12 t, then the following estimate is true
∣∣ZI 6∂iu∣∣ ≤ ∣∣ 6∂iZIu∣∣+ C(|I|, n) ∑
|J|<|I|
3∑
j=1
∣∣ 6∂jZJu∣∣+ C(|I|, n)(T 2/t2) ∑
|J|<|I|
3∑
α=0
∣∣∂αZIu∣∣.
Proof. Considering the commutative relation (2.14), the proof is the same to that of lemma 2.2.
2.4 Frame and the null conditions
In this subsection, a so called “one-one” frame, denoted by {∂α},will be introduced. Here
∂0 := ∂t,
∂i := 6∂i, i = 1, 2, 3.
The transition matrix between this frame and the natural frame is
Φ :=

1 0 0 0
ω1 1 0 0
ω2 0 1 0
ω3 0 0 1
 ,
so that
∂αu = Φ
β
α∂βu.
Its inverse is
Ψ := Φ−1 =

1 0 0 0
−ω1 1 0 0
−ω2 0 1 0
−ω3 0 0 1
 ,
so that
∂αu = Ψ
β
α∂βu.
The advantage of this “one-one” frame is that the last three vector fields are tangent to the
outgoing light cone. In these directions, the gradient of the solution has better decay near the
light cone. For a general two tenser T, one can write it in the nature frame as
T = Tαβ∂α∂β,
or in the “one-one” frame
T = Tαβ∂α∂β ,
In general the following result holds:
Lemma 2.4. For any two tenser T one has, in the region Λ′ ∩ {r ≥ t/2},
3∑
α,β=0
|ZITαβ | ≤ C(|I|, n)
∑
|J|≤|I|
3∑
α′,β′=0
|ZJTα′β′ |.
Proof. Note that in the region {r ≥ t/2} ∩ Λ′,
Zω ≤ 1.
Then the proof is just a simple calculation.
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Now it is the time to introduce the classical null conditions. Let {fi} be a finite set of regular
function on Rn+1. The following quadratic forms
Aαβγji ∂γfj∂αβfi, B
αβj
i fj∂αβfi, P
αβij∂αfi∂βfj
are said to satisfy the null conditions if for any ξ ∈ Rn+1 such that ξ0ξ0 −
∑3
i=1 ξiξi = 0,
(2.15) Aαβγji ξαξβξγ = B
αβj
i ξαξβ = P
αβijξαξβ = 0.
Clearly the following conditions are weaker than these null conditions:
(2.16) A000ji = B
00j
i = P
00ij = 0.
2.5 Basic decay estimates
For the convenience of statement, one defines the following norm:
||u||2H,p,HT :=
∑
|I|≤p
∫
HT
|HIu|2dx.
To turn L2 estimates into L∞ estimates, one needs the following Sobolev inequality, which is a
slightly improvement of a result by Ho¨rmander (see lemma 7.6.1 of[1]).
Lemma 2.5 (Sobolev-type estimate on hyperboloid). Let p(n) be the smallest integer > n/2. Any
C∞ function defined on R1+n satisfies
(2.17) sup
HT
tn|u(t, x)|2 ≤ C(n)||u||2H,p(n),HT ,
where C(n) > 0 is a constant depending only on dimension n.
Proof. One observes that the derivatives ∂α are not actually used.
Now it is the time to establish the basic decay estimates.
Lemma 2.6. Suppose u is the regular solution of (2.1), then u satisfies the following decay
estimates:
(2.18) sup
HT
tn
(|∂iu|2 + |(T/t)∂αu|2 + |au|2)+ sup
HT∩{r≥t/2}
tn| 6∂iu|2 ≤
∑
|I|≤p(n)
C(n)Em(T,H
Iu)
Proof. The proof is just a combination of energy estimat(2.3), the commutation estimate (2.2)
and the Sobolev inequality (2.5).
Remark 2.7. From lemma 2.6, one easily gets the following result. Taking f = 0 and gαβ = mαβ,
then the solution of homogeneous linear wave equation has decay rate as
|∂αu| ≤ Ct1−n/2T−1 = Ct−(n−1)/2(t− r + 1)−1/2,
which is exactly the classical result.
3 Main result
3.1 Formalization of the problem and statement of the main result
One considers the following Cauchy problem associated to the quasilinear system:
(3.1)

wi +G
jαβ
i (w, ∂w)∂αβwj +D
2
iwi = Fi(w, ∂w),
wi(B0 + 1, x) = ε
′wi0,
∂twi(B0 + 1, x) = ε
′wi1,
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with D2i constants, Di = 0 for 1 ≤ i ≤ j0 and Di > 0 for j0 + 1 ≤ j ≤ j0 + k0. For simplicity one
suppose that Di ≥ 1 for j0 + 1 ≤ i ≤ j0 + k0, and
Gjαβi (w, ∂w) = A
jαβγk
i ∂γwk +B
jαβk
i wk +O(|w| + |w′|)2,
and
Fi(w, ∂w) = P
αβjk
i ∂αwj∂βwk +Q
αjk
i wj∂αwk +R
jk
i wjwk +O(|w| + |w′|)3.
Here mαβ are the coefficients of wave operator, and all Ajαβγki , B
jαβk
i , P
αβjk
i , Q
αjk
i and R
jk
i are
constants with the absolute value controlled by K. Without lose of generality, one supposes
Gjαβi = G
jβα
i . To insure the hyperbolicity of the system, the following conditions of symmetry
are imposed:
(3.2) Gjαβi = G
iβα
j .
For the convenience of proof, one makes the following convention of index: the Latin index
i, j, k, l, ... denote the positive entire number 1, 2, 3, ..k0 + j0. The Greek index α, β, γ, ... denote
the nonnegative entire number 0, 1, 2, 3. The Latin index with a circumflex accent above it such
as jˆ denote the entire number 1, 2, ...j0 and the Latin index with a hacek on it such as jˇ denote
the entire number j0 + 1, j0 + 2, ...j0 + k0. One also denote by
ujˆ := wjˆ , vkˇ := wkˇ,
the different components of wj .
One supposes that
(3.3) Bjαβkˆi = Q
αjkˆ
i = R
jˆkˇ
i = R
jˆkˆ
i = 0.
One also suppose the weak null conditions:
(3.4) Ajˆ000kˆ
iˆ
= Bjˆ00kˆ
iˆ
= P 00jˆkˆ
iˆ
= 0,
The initial data wi0, wi1 are supposed to be regular functions compactly supported on the disc
|x| ≤ B. Then in general the following global-in-time existence holds
Theorem 3.1. Suppose (3.4) holds. Then there exists an ε0 > 0 such that for any 0 ≤ ε′ ≤ ε0,
the cauchy problem (3.1) has a unique global in time solution.
Remark 3.2. • One improvement compared with [2] is that in theorem 3.1, the nonlinear
part can have a term such as ∂αwi∂
2
ttwi. Further more, in the proof, the technical L
∞−L∞
estimate will not be used.
• This result is also valid for the case where the initial data wi0 ∈ H7(R3) and wi0 ∈ H6(R3).
Compared with [2], where one needs wi0 ∈ H19(R3) and wi1 ∈ H18(R3), this is also a
improvement.
• The condition (3.4) and (3.3) are far from optimal. In general this method of proof can
be applied to the case where the coefficients Ajαβγki , B
jαβk
i , P
αβjk
i , Q
αjk
i and R
jk
i are regular
functions with certain increasing rates . But here one prefers to write a some-how restricted
but short theorem. Readers may check the proof of lemma 3.5 and 3.6, 3.7, 3.8 to get weaker
assumptions on coefficients.
3.2 Preparations
To prove this result we need some preparations. The following lemma is the principle of the so
called bootstrap method:
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Lemma 3.3 (Principle of continuity). Let u be the regular local in time solution of the following
quasilinear wave equation
(3.5)
{
˜g(u,∂u)u = F (u, ∂u),
u(0, x) = u0, ut(0, x) = u1.
Then if the life span time T ∗ of u is finite, one has
(3.6) sup
0≤s<T∗
|I|≤p(n),|J|≤2
Em(s,H
I∂Ju) =∞.
Proof. If (3.6) does not hold then from lemma 2.5
sup
0≤s<T∗
|J|≤2
|∂Ju| <∞
By the theorem 6.4.11 of [1], one sees that T ∗ =∞.
A second result that one needs is a more technical energy estimated will be established, which
is designed for the proof. One defines the following curved energy on hyperboloid Hs:
EG(s, wi) := Em(s, wi) + 2
∫
Hs
(
∂twi∂βwjG
jαβ
i
) · (1,−xa/t)dx− ∫
Hs
(
∂αwi∂βwjG
jαβ
i
)
dx.
The the following energy estimate holds:
Lemma 3.4 (Energy estimate). Let {wi} a regular solution to the Cauchy problem (3.1). Suppose
that the following estimates holds: If the following assumptions holds,
(3.7)
∑
i
Em(s, wi) ≤ 3
∑
i
EG(s, wi),
(3.8)
∫
Hs
(
∂αG
jαβ
i ∂twi∂βwj −
1
2
∂tG
jαβ
i ∂αwi∂βwj
)
s
t
dx ≤Mi(s)
∑
i
Em(s, wi),
and
(3.9)
(∫
Hs
|Fi|2dx
)1/2
≤ Li(s) +Ni(s)
∑
j
Em(s, wj)
1/2.
Then the following energy estimate holds:
(3.10)
(∑
i
Em(s, wi)
)1/2
≤
√
3
(∑
i
EG(B + 1, wi)
)1/2
exp
(∫ s
B+1
∑
i
(
3Mi(τ) +
√
3(j0 + k0)Ni(τ)
)
dτ
)
+
∫ s
B+1
3
∑
i
Li(τ) exp
(∫ τ
B+1
∑
i
(
3Mi(τ
′) +
√
3(j0 + k0)Ni(τ
′)dτ ′
))
dτ.
Proof. Under the assumptions (3.2), taking ∂twi as multiplier, the standard energy estimate pro-
cedure gives∑
i
(
1
2
∂t
∑
α
(
∂αwi
)2
+
∑
a
∂a
(
∂awi∂twi
)
+ ∂α
(
Gjαβi ∂twi∂βwj
)− 1
2
∂t
(
Gjαβi ∂αwi∂βwjG
))
=
∑
i
∂twiFi +
∑
i
(
∂αG
jαβ
i ∂twi∂βwj −
1
2
∂tG
jαβ
i ∂αwi∂βwj
)
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Then integrate in the region GsB+1 and use the Stokes formulae, one gets
1
2
∑
i
(
EG(s, wi)− EG(B,wi)
)
=
∫
Gs
B+1
∂twiFidx+
∑
i
∫
Gs
B+1
∂αG
jαβ
i ∂twi∂βwj
− 1
2
∂tG
jαβ
i ∂αwi∂βwj dx,
which leads to
d
ds
∑
i
EG(s, wi) = 2
∑
i
∫
Hs
(s/t)∂αG
jαβ
i ∂twi∂βwj − (s/2t)∂tGjαβi ∂αwi∂βwj dx
+ 2
∫
Hs
(s/t)∂twiFidx
So one gets (∑
i
EG(s, wi)
)1/2
d
ds
(∑
i
EG(s, wi)
)1/2
≤
√
3
∑
i
(∫
Hs
∣∣Fi∣∣2dx)1/2Em(s, wi)1/2 +∑
i
Mi(s)
∑
j
Em(s, wj)
≤
√
3
(∑
i
∫
Hs
∣∣Fi∣∣2dx)1/2(∑
i
EG(s, wi)
)1/2
+ 3
∑
i
Mi(s)
∑
j
EG(s, wj),
which leads to
d
ds
(∑
i
EG(s, wi)
)1/2
≤
√
3
(∑
i
∫
Hs
∣∣Fi∣∣2dx)1/2 + 3∑
i
Mi(s)
(∑
j
EG(s, wj)
)1/2
≤
√
3
∑
i
(
Li(s) +Ni(s)
∑
j
EG(s, wj)
1/2
)
+ 3
∑
i
Mi(s)
(∑
j
EG(s, wj)
)1/2
≤
√
3
∑
i
Li(s) +
√
3(j0 + k0)
∑
i
Ni(s)
(∑
j
EG(s, wj)
)1/2
+ 3
∑
i
Mi(s)
(∑
j
EG(s, wj)
)1/2
.
By Gronwall’s lemma, (3.10) is proved.
3.3 Proof of the main result
proof of theorem 3.1. For any ε, C1 > 0, by theorem A.1, there exists an ε0(B) > 0 such that for
any 0 ≤ ε′ ≤ ε0(B), Em(B+1, ZIwi) ≤ εC1. Then one uses the continuity method. Suppose that
on a interval [B + 1, T ), the energy Em(s, Z
Iwi) satisfy
(3.11)
∑
|I∗|≤7
(∑
i
Em(s, Z
Iwi)
)1/2
≤ C1εsδ,
Em(s, Z
Iuiˆ) ≤ C1ε, for 1 ≤ iˆ ≤ j0. |I| ≤ 5.
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where 0 < δ ≤ 1/6. By lemma 2.3, one has the following L2 estimates:
(3.12)∑
iˆ,α
|I|≤5
(∫
Hs
∣∣(s/t)ZI∂αuiˆ∣∣2dx)1/2 + ∑
iˆ,a
|I|≤5
(∫
Hs∩{r≥r/2}
∣∣ZI∂auiˆ∣∣2dx)1/2 ≤ C(n)C1ε,
∑
iˆ,α
|I∗|≤7
(∫
Hs
∣∣(s/t)ZI∗∂αwi∣∣2dx)1/2 + ∑
iˆ,a
|I∗|≤7
(∫
Hs∩{r≥r/2}
∣∣ZI∗∂awiˆ∣∣2dx)1/2 ≤ C(n)C1εsδ,
∑
jˇ
|I∗|≤7
(∫
Hs
∣∣ZI∗vjˇ ∣∣2dx)1/2 ≤ C(n)C1εsδ.
Also, by lemma 2.6 and lemma ??, one has, for |J | ≤ 3 and |J∗| ≤ 5,
(3.13)
sup
Hs
∣∣st1/2∂αZJujˆ∣∣+ sup
Hs∩{r≥t/2}
∣∣t3/2 6∂aZJujˆ∣∣ ≤ C(n)C1ε,
sup
Hs
(∣∣st1/2∂αZJ∗vkˇ∣∣ + ∣∣t3/2ZJ∗vkˇ∣∣)+ sup
Hs∩{r≥t/2}
∣∣t3/2 6∂aZJ∗vkˇ∣∣ ≤ C(n)C1εsδ.
From lemma 2.3, one gets
(3.14)
sup
Hs
∣∣st1/2ZJ∂αuiˆ∣∣+ sup
Hs∩{r≥t/2}
∣∣t3/2ZJ 6∂auiˆ∣∣ ≤ C(n)C1ε,
sup
Hs
(∣∣st1/2ZJ∗∂αvkˇ∣∣ + ∣∣t3/2ZJ∗vkˇ∣∣)+ sup
Hs∩{r≥t/2}
∣∣t3/2ZJ∗ 6∂avkˇ∣∣ ≤ C(n)C1εsδ.
One derives the equation (3.1) with respect to a product ZI , and gets
(3.15) ZIwi +G
jαβ
i ∂αβZ
Iwj +D
2
iZ
Iwi = −[ZI , Gjαβi ∂αβ ]wj + ZIFi(w,w′).
One also writes the first j0 equations:
(3.16) ZIujˆ = Z
IFjˆ − ZI
(
Gkαβ
jˆ
∂αβwk
)
.
For technical reason, when |I| = 7 and |J | = 6, the following system will also be considered.
(3.17)
{
ZIwi +G
jαβ
i ∂αβZ
Iwj +D
2
iZ
Iwi = −[ZI , Gjαβi ∂αβ ]wj + ZIFi(w,w′).
ZJwi +G
jαβ
i ∂αβZ
Jwj +D
2
iZ
Iwi = −[ZJ , Gjαβi ∂αβ ]wj + ZJFi(w,w′).
Then by (3.15), the energy estimate (2.3) gives for any |I| ≤ 5 and 1 ≤ jˆ ≤ j0,
Em(s, Z
Iuiˆ)
1/2 ≤ Em(s, ZIuiˆ)1/2 +
∫ s
B+1
(∫
Hτ
∣∣ZIFiˆ − ZI(Gjαβiˆ wj)∣∣2dx
)1/2
dτ.
By (3.17), the energy estimate (3.10) gives,( ∑
i
6≤|I∗|≤7
Em(s, Z
I∗wi)
)1/2
≤
√
3
( ∑
i
6≤|I∗|≤7
Em(B + 1, Z
I∗wi)
)1/2
exp
(∫ s
B+1
∑
i
(
3Mi(τ) +
√
3(j0 + k0)Ni(τ)
)
dτ
)
+
∫ s
B+1
3
∑
i
Li(τ) exp
(∫ s
B+1
∑
i
(
3Mi(τ
′) +
√
3(j0 + k0)Ni(τ
′)
)
dτ ′
)
dτ.
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where (∫
Hs
∣∣ZI∗Fi − [ZI∗ , Gjαβi ∂αβ ]wj∣∣2dx) ≤ Li(s) +Ni(s) ∑
i
6≤|I|≤7
Em(s, Z
Iwi)
1/2
and∫
Hs
s
t
((
∂αG
jαβ
i
)
∂tZ
I∗wi∂βZ
I∗wj − 1
2
(
∂tG
jαβ
i
)
∂αZ
I∗wi∂βZ
I∗wi
)
dx ≤Mi(s)
∑
i
Em(s, Z
I∗wi)
And By (3.16), for any |I| ≤ 5,(∑
i
Em(s, Z
Iwi)
)1/2
≤
√
3
(∑
i
Em(B + 1, Z
Iwi)
)1/2
exp
(∫ s
B+1
∑
i
3Mi(τ)dτ
)
+
∫ s
B+1
3
∑
i
Li(τ) exp
(∫ s
B+1
∑
i
3Mi(τ
′)dτ ′
)
dτ,
where (∫
Hs
∣∣ZIFi − [ZI , Gjαβi ∂αβ ]wj∣∣2dx) ≤ Li(s)
and∫
Hs
s
t
((
∂αG
jαβ
i
)
∂tZ
Iwi∂βZ
Iwj − 1
2
(
∂tG
jαβ
i
)
∂αZ
Iwi∂βZ
Iwi
)
dx ≤Mi(s)
∑
i
Em(s, Z
Iwi)
Suppose the following estimates can be deduced from (3.3), (3.4), (3.12), (3.13) and (3.14):
For any |I| ≤ 5,
(3.18)
(∑
jˆ
∫
Hτ
∣∣ZIFiˆ − ZI(Gjαβiˆ wj)∣∣2dx
)1/2
≤ C(n)K(C1ε)2τ−1−θ
= Ljˆ(s)
with ∫ ∞
B+1
Ljˆds = C(n)K(C1ε)
2θ−1(B + 1)−θ = L <∞.
And for any |I∗| ≤ 7 (if |I∗| ≤ 5 then Ni = 0):
(3.19)
(∫
Hτ
∣∣[Gjαβi ∂αβ , ZI∗ ]wj + ZI∗Fi(w,w′)∣∣2dx)1/2
≤ C(n)K(C1ε)2τ−1 + C(n)KC1ετ−1
∑
j
6≤|I|≤|I∗|
Em(τ, Z
I∗wj)
1/2
= Li(s) +Ni(s)
∑
j
6≤|I|≤|I∗|
Em(τ, Z
I∗wi)
1/2,
(3.20) Mi(τ) = C(n)KC1ετ
−1.
Then, for |I| ≤ 6
Em(s, Z
Iujˆ)
1/2 ≤ Em(s, ZIujˆ)1/2 + C(n)K(C1ε)2θ−1(B + 1)−θ.(∑
i
Em(s, Z
Iwi)
)1/2
≤ (
√
3C0 + C1)(s/B + 1)
C(j0,k0)KC1ε.
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Similarly, for 6 ≤ |I∗| ≤ 7,(∑
i
Em(s, Z
I∗wi)
)1/2
≤ (
√
3C0 + C1)(s/B + 1)
C(j0,k0)KC1ε.
Now consider
T ∗(ε) := sup
T
(
for any B + 1 ≤ s ≤ T, (3.12) holds).
By continuity, at least one of the following two equations holds:( ∑
i
|I∗|≤7
Em(s, Z
Iwi)
)1/2
= C1εs
δ,
Em(s, Z
Iuiˆ)
1/2 = C1ε, for 1 ≤ iˆ ≤ j0.
When KC(j0, k0)C1ε = δ, C1 ≥ 2C0 and (B + 1)δ > 2( ∑
i
|I∗|≤9
Em(s, Z
Iwi)
)1/2
< C1εs
δ.
When KC(j0, k0)C1ε = δ, C1 ≥ 2C0 and (B + 1)θ > 2δ2θ−1(KC(j0, k0))−1,
Em(s, Z
Iuiˆ)
1/2 < C1ε, for 1 ≤ iˆ ≤ j0.
So for ε sufficiently small, C1 and B sufficiently large, on time interval [B + 1,∞), (3.12) holds.
Then lemma 3.3 completes the proof.
The remained work is to verify (3.7) and (3.18) - (3.20) under the assumption of (3.3),(3.4),(3.12)
and (3.14).
The following lemma is to guarantee (3.7).
Lemma 3.5. Suppose (3.3) and (3.13) hold. Then following estimate holds∑
i
Eg(s, Z
Iwi) ≤ 3
∑
i
Em(s, Z
Iwi).
Proof. One notice that ∑
i,j,α,β
∣∣Gjαβi ∣∣ ≤ CK∑
i
(|∂wi|+ |wi|).
Then by simple calculation∑
i
∣∣EG(s, wi)− Em(s, wi)∣∣ = ∣∣2 ∫
Hs
(
∂twi∂βwjG
jαβ
i
) · (1,−xa/t)dx− ∫
Hs
(
∂αwi∂βwjG
jαβ
i
)
dx
∣∣
≤ 2
∫
Hs
( ∑
i,j,α,β
∣∣Gjαβi ∣∣) ·(∑
α,k
|∂αwk|2
)
dx
≤ 2CK
∫
Hs
∑
i
(|∂wi|+ |wi|) ·(∑
α,k
|∂αwk|2
)
dx
≤ 2CKC(n)C1ε
∫
Hs
(
t−3/2sδ + t−1/2s−1
)
(t/s)2 ·
(∑
α,k
|(s/t)∂αwk|2
)
dx
= 2CKC(n)C1ε
∫
Hs
(
t1/2s−2+δ + t3/2s−3
) · (∑
α,k
|(s/t)∂αwk|2
)
dx
≤ 2Cδ
∑
i
Em(s, wi).
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Here one takes KC1C(n)ε ≤ δ. When 0 < δ small enough,∑
i
∣∣EG(s, wi)− Em(s, wi)∣∣ ≤ 2∑
i
Em(s, wi),
which complete the proof.
All of the following lemmas are L2 type estimates and their proofs are similar. The only
simple idea used is to subtitle the decay estimates (3.14) and the energy assumption (3.12) into
the expression. The calculation is long and tedious and will be left in Appendix B.
The first lemma is to guarantee (3.18).
Lemma 3.6. Suppose that (3.3), (3.4) and (3.14) hold, Then for any |I| ≤ 5,
(3.21)
(∫
Hs
∣∣ZIFiˆ(w,w′)∣∣2dx)1/2 ≤ C(n)(C1ε)2Ks−3/2+2δ,
and
(3.22)
(∫
Hs
∣∣ZI(Gjαβ
iˆ
∂αβwj
)∣∣2dx)1/2 ≤ C(n)(C1ε)2Ks−3/2+2δ.
The last lemma is to guarantee (3.19)
Lemma 3.7. Suppose (3.3), (3.4), (3.12) and (3.14) hold, then the following estimates hold for
any |I∗| ≤ 7:
(3.23)
(∫
Hs
∣∣ZI∗Fi(w,w′)∣∣2dx)1/2 ≤ C(n)(C1ε)2Ks−1 + C(n)C1εKs−1 ∑
j
6≤|I|≤|I∗|
Em(s, Z
Iwj),
(3.24)(∫
Hs
∣∣[ZI∗ , Gjαβi ∂αβ ]wj ∣∣2dx)1/2 ≤ C(n)(C1ε)2Ks−1 + C(n)C1εKs−1 ∑
j
6≤|I|≤|I∗|
Em(s, Z
Iwj),
When |I∗| ≤ 5 the last terms disappear.
The following lemma is to guarantee (3.20):
Lemma 3.8. Suppose (3.3),(3.12) and (3.14) hold, then for any |I∗| ≤ 7 the following estimates
is true:
(3.25)∫
Hs
s
t
((
∂αG
jαβ
i
)
∂tZ
I∗wi∂βZ
I∗wj − 1
2
(
∂tG
jαβ
i
)
∂αZ
I∗wi∂βZ
I∗wj
)
dx ≤Mi(s)
∑
k
Em(s, Z
Iwk),
where
Mi(s) = C(n)C1εKs
−1.
Proof of lemma 3.6. One will firstly prove (3.21). By (3.3), for any |I| ≤ 5,
Fiˆ = P
αβjk
iˆ
∂αwj∂βwk +Q
αjkˇ
iˆ
∂αwjvkˇ +R
jˇkˇ
iˆ
vjˇvkˇ.
For the first term:
Pαβjk
iˆ
∂αwj∂βwk = P
αβjˆkˆ
iˆ
∂αujˆ∂βukˆ + P
αβjˆkˇ
iˆ
∂αujˆ∂βvkˇ
Pαβjˇkˆ
iˆ
∂αvjˇ∂βukˆ + P
αβjˇkˇ
iˆ
∂αvjˇ∂βvkˇ
=: Y1 + Y2 + Y3 + Y4
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Now consider Y1.(∫
Hs
∣∣ZIY1∣∣2dx)1/2 ≤ (∫
Hs∩{r≤t/2}
∣∣ZIY1∣∣2dx)1/2 + (∫
Hs∩{r≥t/2}
∣∣ZIY1∣∣2dx)1/2
=: S1 + S2.
S1 ≤
(∫
Hs∩{r≤t/2}
∣∣ZI(Pαβjˆkˆ
iˆ
∂αujˆ∂βukˆ
)∣∣2dx)1/2
≤
∑
I1+I2=I
(∫
Hs∩{r≤t/2}
∣∣Pαβjˆkˆ
iˆ
ZI1∂αujˆZ
I2∂βukˆ
∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2=I
(∫
Hs∩{r≤t/2}
∣∣Pαβjˆkˆ
iˆ
ZI1∂αujˆZ
I2∂βukˆ
∣∣2dx)1/2
+
∑
|I2|≤2
I1+I2=I
(∫
Hs∩{r≤t/2}
∣∣Pαβjˆkˆ
iˆ
ZI1∂αujˆZ
I2∂βukˆ
∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2=I
(∫
Hs∩{r≤t/2}
∣∣KC(n)C1εt−1/2s−1(t/s))∣∣2 · ∣∣(s/t)ZI2∂βukˆ∣∣2dx)1/2
+
∑
|I2|≤2
I1+I2=I
(∫
Hs∩{r≤t/2}
∣∣(s/t)ZI1∂αujˆ∣∣2 · ∣∣KC(n)C1εt−1/2s−1(t/s)∣∣2dx)1/2
≤ C(n)(C1ε)2Ks−3/2.
To estimate S2, one uses the “one-one” frame and the weak null conditions (3.4).
(3.26)
S2 =
(∫
Hs∩{r≥t/2}
∣∣ZI(Pαβjˆkˆ
iˆ
∂αujˆ∂βukˆ
)∣∣2dx)1/2
≤
(∫
Hs∩{r≥t/2}
∣∣ZI(P aβjˆkˆ
iˆ
∂aujˆ∂βukˆ
)∣∣2dx)1/2
+
(∫
Hs∩{r≥t/2}
∣∣ZI(Pαbjˆkˆ
iˆ
∂αujˆ∂bukˆ
)∣∣2dx)1/2
=: S
(1)
2 + S
(2)
2 .
By lemma 2.4,
(3.27)
S
(1)
2 ≤
∑
I1+I2+I3=I
(∫
Hs∩{r≥t/2}
∣∣ZI3P aβjˆkˆ
iˆ
ZI1∂auiˆZ
I2∂βukˆ
∣∣2dx)1/2
≤
∑
|I1≤2
I1+I2+I3=I
(∫
Hs∩{r≥t/2}
∣∣ZI3P aβjˆkˆ
iˆ
ZI1∂auiˆZ
I2∂βukˆ
∣∣2dx)1/2
+
∑
|I2|≤2
I1+I2+I3=I
(∫
Hs∩{r≥t/2}
∣∣ZI3P aβjˆkˆ
iˆ
ZI1∂auiˆZ
I2∂βukˆ
∣∣2dx)1/2
≤ C(n)(C1ε)2Ks−3/2.
S
(2)
2 is estimated in the same way. Then(∫
Hs
∣∣ZIY1∣∣2)1/2 ≤ C(n)(C1ε)2s−3/2.
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Now consider the term of Y2, and Y3. One notices that by (3.12), for any |I| ≤ 6 and |J | ≤ 5,
(3.28)
(∫
Hs
∣∣ZI∂αvkˇ∣∣2dx)1/2 ≤ C1ε,(∫
Hs
∣∣ZJ∂αβvkˇ∣∣2dx)1/2 ≤ C1ε.
Taking this into account, one simply substitutes (3.12) and (3.14) into the expression of Y2 and
Y3 (null conditions are not imposed here) and gets(∫
Hs
∣∣ZIY2∣∣2dx)1/2 + (∫
Hs
∣∣ZIY2∣∣2dx)1/2 ≤ C(n)(C1ε)1/2s−3/2+δ
The estimate on Y4 is even simpler than that of Y2 and Y3. One simply substitutes (3.12) and
(3.14) into the expression, and gets(∫
Hs
∣∣ZIY4∣∣2dx)1/2 ≤ C(n)(C1ε)2s−3/2+2δ.
The estimate of the integrals ∫
Hs
∣∣ZI(Qαjkˇ
iˆ
∂αwjvkˇ
)∣∣2dx
and ∫
Hs
∣∣ZI(Rjˇkˇ
iˆ
vjˇvkˇ
)∣∣2dx,
are just substitutions of (3.12) and (3.14). One gets∫
Hs
∣∣ZI(Qαjkˇ
iˆ
∂αwjvkˇ
)∣∣2dx ≤ C(n)(C1ε)2Ks−3/2+2δ,
and ∫
Hs
∣∣ZI(Rjˇkˇ
iˆ
vjˇvkˇ
)∣∣2dx ≤ C(n)(C1ε)2Ks−3/2+2δ.
So one gets for any |I| ≤ 8,(∫
Hs
∣∣ZIFiˆ∣∣2)1/2 ≤ C(n)(C1ε)2s−3/2+2δ.
The proof of (3.22) is quite similar.
ZIGjαβ
iˆ
∂αβwj = Z
IGjˆαβ
iˆ
∂αβujˆ + Z
IGjˇαβ
iˆ
∂αβvjˇ .
The first term is decomposed into three pieces:
ZIGjˆαβ
iˆ
∂αβujˆ = Z
I
(
Ajˆαβγkˆ
iˆ
∂γukˆ∂αβujˆ
)
+ ZI
(
Ajˆαβγkˇ
iˆ
∂γvkˇ∂αβujˆ
)
+ ZI
(
Bjˆαβkˇ
iˆ
vkˇ∂αβujˆ
)
=:M1(s) +M2(s) +M3(s).
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The estimate on M2 is simple.
M2(s) ≤
(∫
Hs
∣∣ZI(Ajˆαβγkˇ
iˆ
∂γvkˇ∂αβujˆ
)∣∣2dx)1/2
≤
∑
I1+I2=I
(∫
Hs
K2
∣∣ZI1∂γvkˇ∣∣2 · ∣∣ZI2∂αβujˆ∣∣2dx)1/2
≤
∑
|I1|≤2
I1+I2=I
(∫
Hs
K2
∣∣ZI1∂γvkˇ∣∣2 · ∣∣ZI2∂αβujˆ∣∣2dx)1/2
+
∑
|I2|≤2
I1+I2=I
(∫
Hs
K2
∣∣ZI1∂γvkˇ∣∣2 · ∣∣ZI2∂αβujˆ∣∣2dx)1/2
≤ KC(n)C1ε
∑
|I2|≤5
(∫
Hs
(
t−3/2sδ(t/s)
)2 · ∣∣(s/t)ZI2∂αβujˆ∣∣2dx)1/2
+KC(n)C1ε
∑
|I1|≤5
(∫
Hs
∣∣ZI1∂γvkˇ∣∣2(t−1/2s−1)2dx)1/2
≤ KC(n)(C1ε)2s−3/2+2δ.
Similarly
M3 ≤ C(n)(C1ε)2Ks−3/2+2δ.
The estimate of M1(s) is the more difficult than the others.
M1(s) ≤
(∫
Hs∩{r≤t/2}
∣∣ZI(Ajˆαβγkˆ
iˆ
∂γukˆ∂αβujˆ
)∣∣2)1/2
+
(∫
Hs∩{r≤t/2}
∣∣ZI(Ajˆαβγkˆ
iˆ
∂γukˆ∂αβujˆ
)∣∣2)1/2
=: S1 + S2
S1 ≤
∑
|I1|≤2
I1+I2=I
(∫
Hs∩{r≤t/2}
K2
∣∣ZI1∂γukˆ∣∣2 · ∣∣ZI2∂αβujˆ)∣∣2)1/2
+
∑
|I2|≤2
I1+I2=I
(∫
Hs∩{r≤t/2}
K2
∣∣ZI1∂γukˆ∣∣2 · ∣∣ZI2∂αβujˆ∣∣2)1/2
≤ C(n)(C1ε)2s−3/2+δ.
S2 ≤
(∫
Hs∩{r≥t/2}
∣∣ZI(Ajˆαβγkˆ
iˆ
∂γukˆ∂αβujˆ
)∣∣2)1/2
−
(∫
Hs∩{r≥t/2}
∣∣ZI(Ajˆαβγkˆ
iˆ
∂γukˆ∂α
(
Φβ
′
β
)
∂β′ujˆ
)∣∣2)1/2
:= H1(s) +H2(s)
The estimate on H2(s) is simple. One notice that ∂αΦ
β′
β ≤ Ct−1 when r ≥ t/2. Then one gets
H2(S) ≤ C(n)(C1ε)2Ks−5/2.
The estimate of H1(s) will consult the weak null conditions (3.4). Just as one as shown in (3.26)
and (3.27),
H1(s) ≤ C(n)(C1ε)2Ks−3/2+δ.
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To estimate the term ∫
Hs
∣∣ZI(Gjˇαβ
iˆ
∂αβvjˇ
)∣∣2dx,
One notices that
(3.29)
∣∣ZIGjˇαβ
iˆ
∣∣ ≤ C(n)K ∑
α
|I′|≤|I|
(∑
kˆ
ZI
′
∂αukˆ +
∑
lˇ
ZI
′
∂αvlˇ +
∑
lˇ
ZI
′
vlˇ
)
.
So one gets (∫
Hs
∣∣ZI(Gjˇαβ
iˆ
∂αβvjˇ
)∣∣2dx)1/2
≤
∑
|I1|≤2
(∫
Hs
∣∣ZI1Gjˇαβ
iˆ
ZI2∂αβvjˇ
∣∣2dx)1/2
+
∑
|I2|≤2
(∫
Hs
∣∣ZI1Gjˇαβ
iˆ
ZI2∂αβvjˇ
∣∣2dx)1/2
≤ C(n)C1εK
(∫
Hs
(
t−1/2s−1 + t−3/2sδ
)2 · ∣∣ZI2∂αβvjˇ∣∣2dx)1/2
+ C(n)C1εK
(∫
Hs
∣∣ZI1Gjˇαβ
iˆ
∣∣2 · (t−3/2sδ)2dx)1/2
≤ C(n)(C1ε)2Ks−3/2+2δ.
Proof of lemma 3.7. One will firstly prove (3.23).
Fi = P
αβjk
i ∂αβwj∂βwk +Q
αjkˇ
i ∂αwjvkˇ +R
jˇkˇ
i vjˇvkˇ.
And
Pαβjki ∂αβwj∂βwk = P
αβjˆkˆ
i ∂αβujˆ∂βukˆ + P
αβjˆkˇ
i ∂αβujˆ∂βvkˇ
+ Pαβjˇkˆi ∂αβvjˇ∂βukˆ + P
αβjˇkˇ
i ∂αβvjˇ∂βvkˇ.
Then the following estimates hold. Here |I∗| ≤ 8. For the first term:(∫
Hs
∣∣ZI∗(Pαβjˆkˆi ∂αujˆ∂βukˆ)∣∣2dx)1/2
≤ K
∑
I∗
1
+I∗
2
=I∗
|I∗1 |≤3 |I
∗
2 |≤5
(∫
Hs
∣∣ZI∗1 ∂αujˆ∣∣2 · ∣∣ZI∗2 ∂βukˆ∣∣2dx)1/2
+K
∑
I∗1+I
∗
2=I
∗
|I∗
2
|≤3|I∗
1
|≤5
(∫
Hs
∣∣ZI∗1 ∂αujˆ∣∣2 · ∣∣ZI∗2 ∂βukˆ∣∣2dx)1/2
+ K
∑
I∗1+I
∗
2=I
∗
|I∗
2
|≥6
(∫
Hs
∣∣ZI∗1 ∂αujˆ∣∣2 · ∣∣ZI∗2 ∂βukˆ∣∣2dx)1/2
+K
∑
I∗1+I
∗
2=I
∗
|I∗1 |≥6
(∫
Hs
∣∣ZI∗1 ∂αujˆ∣∣2 · ∣∣ZI∗2 ∂βukˆ∣∣2dx)1/2
≤ C(n)(C1ε)2s−1 + C(n)C1εKs−1
∑
iˆ
6≤|I′|≤7
Em(s, Z
I′uiˆ)
1/2.
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For the second term:(∫
Hs
∣∣ZI∗(Pαβjˆkˇi ∂αujˆ∂βvkˇ)∣∣2dx)1/2
≤ K
∑
I∗1+I
∗
2=I
∗
|I∗
1
|≤3|I∗
2
|≤6
(∫
Hs
∣∣ZI∗1 ∂αujˆ∣∣2 · ∣∣ZI∗2 ∂βvkˇ∣∣2dx)1/2 +K(∫
Hs
∣∣∂αujˆ∣∣2 · ∣∣ZI∗∂βvkˇ∣∣2dx)1/2
+K
∑
|I∗2 |≤3
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1 ∂αujˆ∣∣2 · ∣∣ZI∗2 ∂βvkˇ∣∣2dx)1/2
≤ KC(n)(C1ε)2s−3/2+δ +KC(n)C1εs−1
∑
kˇ
Em(s, Z
I∗vkˇ)
1/2 +KC(n)(C1ε)
2s−3/2+2δ.
The estimate on the third term is the same. For the forth term,(∫
Hs
∣∣ZI∗(Pαβjˇkˇi ∂αvjˇ∂βvkˇ∣∣2dx)1/2
≤ K
∑
|I∗1 |≤3
I∗1+I
∗
2=I
∗
(∫
Hs
∣∣ZI∗1 ∂αvjˇ∣∣2 · ∣∣ZI∗2 ∂βvkˇ∣∣2dx)1/2 + ∑
|I∗2 |≤3
I∗1+I
∗
2=I
∗
(∫
Hs
∣∣ZI∗1 ∂αvjˇ∣∣2 · ∣∣ZI∗2 ∂βvkˇ∣∣2dx)1/2
≤ KC(n)(C1ε)−3/2+2δ.
The estimates on terms about Qαjkˇi and R
jˇkˇ
i are similar. One omits the details.
Now one will prove (3.24). In general one has he following decomposition:
[Gjαβi ∂αβ , Z
I∗ ] =
∑
|I∗
1
|≥1
I∗1+I
∗
2=I
∗
ZI
∗
1Gjαβi Z
I∗2 ∂αβwj +G
jαβ
i [Z
I∗ , ∂αβ ]wj .
The estimate no the second term is simple. One notices that, by (2.10), [ZI
∗
, ∂αβ ]wj is finite linear
combination of ∂Jwj with |J | ≤ 7. So one has(∫
Hs
∣∣Gjαβi [ZI∗ , ∂αβ ]wj∣∣2dx)1/2
≤
∑
|J|≤6
∑
iˆ
(∫
Hs
∣∣(t/s)Gjˆαβi ∣∣2 · ∣∣(s/t)ZJuiˆ∣∣2dx)1/2 + ∑
|J|≤6
∑
jˇ
(∫
Hs
∣∣Gjˇαβi ∣∣2 · ∣∣ZJvjˇ ∣∣2dx)1/2
+
∑
|J|≥6
∑
iˆ
(∫
Hs
∣∣(t/s)Gjˆαβi ∣∣2 · ∣∣(s/t)ZJuiˆ∣∣2dx)1/2
+
∑
|J|=7
∑
jˇ
(∫
Hs
∣∣(t/s)Gjˇαβi ∣∣2 · ∣∣(s/t)ZJvjˇ∣∣2dx)1/2.
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Then by (3.29), one gets(∫
Hs
∣∣Gjαβi [ZI∗ , ∂αβ ]wj∣∣2dx)1/2
≤ C(n)C1ε
∑
|J|≤5
∑
iˆ
(∫
Hs
∣∣(t/s)(t−1/2s−1 + t−3/2sδ)∣∣2 · ∣∣(s/t)ZJuiˆ∣∣2dx)1/2
+ C(n)C1ε
∑
|J|≤6
∑
jˇ
(∫
Hs
∣∣t−1/2s−1 + t−3/2sδ∣∣2 · ∣∣ZJvjˇ∣∣2dx)1/2
+
∑
|J|≥6
∑
iˆ
(∫
Hs
∣∣(t/s)(t−1/2s−1 + t−3/2sδ)∣∣2 · ∣∣(s/t)ZJuiˆ∣∣2dx)1/2
+
∑
|J|=7
∑
jˇ
(∫
Hs
∣∣(t/s)(t−1/2s−1 + t−3/2sδ)∣∣2 · ∣∣(s/t)ZJvjˇ∣∣2dx)1/2
≤ C(n)(C1ε)2Ks−1 + C(n)(C1ε)Ks−3/2+δ + C(n)(C1ε)Ks−3/2+2δ
+ C(n)C1εKs
−1
∑
|J|≥6
∑
iˆ
Em(s, Z
Juiˆ)
1/2 + C(n)C1εKs
−1
∑
|J|=7
∑
jˇ
Em(s, Z
Jvjˇ)
1/2
≤ C(n)(C1ε)Ks−3/2+2δ + C(n)C1εKs−1
( ∑
|J|≥6
∑
iˆ
Em(s, Z
Iuiˆ)
1/2 +
∑
|J|=7
∑
jˇ
Em(s, Z
Ivjˇ)
1/2
)
The estimate on the terms about ∑
|I∗
1
|≥1
I∗1+I
∗
2=I
∗
ZI
∗
1Gjαβi Z
I∗2 ∂αβwj
is similar to that of (3.23). With the aid of (3.29):
∑
|I∗1 |≥1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1Gjαβi ZI∗2 ∂αβwj ∣∣2dx)1/2
≤
∑
|I∗2 |=6
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1Gjαβi ZI∗2 ∂αβwj ∣∣2dx)1/2 + ∑
|I∗2 |=5
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1Gjˆαβi ZI∗2 ∂αβujˆ∣∣2dx)1/2
+
∑
2≤|I∗1 |≤3
I∗1+I
∗
2=I
∗
(∫
Hs
∣∣ZI∗1Gjˇαβi ZI∗2 ∂αβvjˇ∣∣2dx)1/2 + ∑
|I∗1 |=3
I∗1+I
∗
2=I
∗
(∫
Hs
∣∣ZI∗1Gjˆαβi ZI∗2 ∂αβujˆ∣∣2dx)1/2
+
∑
1≤|I∗
2
|≤3
I∗1+I
∗
2=I
∗
(∫
Hs
∣∣ZI∗1Gjαβi ZI∗2 ∂αβwj∣∣2dx)1/2 + (∫
Hs
∣∣ZI∗Gjαβi ∂αβwj∣∣2dx)1/2
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Now take into account (3.12), (3.14) and (3.28),
∑
|I∗1 |≥1
I∗
1
+I∗
2
=I∗
(∫
Hs
∣∣ZI∗1Gjαβi ZI∗2 ∂αβwj ∣∣2dx)1/2
≤ KC(n)C1εs−1
∑
i
|I|=7
Em(s, Z
Iwi)
1/2 +
(
KC(n)C1εs
−1
∑
iˆ
|I|≥6
Em(s, Z
Iuiˆ)
1/2 +KC(n)(C1ε)
2s−1
)
+KC(n)(C1ε)
2s−3/2+2δ +KC(n)(C1ε)
2s−1
+KC(n)(C1ε)
2s−1 +KC(n)C1εs
−1
∑
i
∑
|I|≥6
Em(s, Z
Iwi).
So finally one concludes by (3.24).
Proof of lemma 3.8. One will firstly prove the following estimate:∫
Hs
(s/t)∂tZ
I∗wi∂βZ
I∗wj∂αG
jαβ
i dx ≤ C(n)C1εs−1
∑
k
Em(s, Z
I∗wk).
By (3.29), ∣∣∂αGjαβi ∣∣ ≤ C(n)C1εK(t−1/2s−1 + t−3/2sδ).
Substitute this into the expression, one gets:∫
Hs
(s/t)∂tZ
I∗wi∂βZ
I∗wj∂αG
jαβ
i dx
≤ C(n)C1εK
∫
Hs
(
t−1/2s−1 + t−3/2sδ
)
(t/s) ·
∣∣(s/t)∂tZI∗wi∣∣ · ∣∣(s/t)ZI∗∂βwj∣∣dx
≤ C(n)C1εKs−1
∑
k
Em(s, Z
I∗wk).
A Local existence for small initial data
One will establish the following local-in-time existence result for small initial data. The interest
is to get an a priori estimate on the life spin time. Consider the Cauchy problem in Rn+1:
(A.1)
{
gαβi (w, ∂w)∂αβwi +D
2
iwi = Fi(w, ∂w),
wi(B + 1, x) = ε
′wi0, ∂twi(B + 1, x) = ε
′wi1.
Here
gi(w, ∂w) = m
αβAαβγji ∂γwj +B
αβjwj +O(|w|2 + |∂w|2),
Fi(w, ∂w) = P
αβjk
i ∂αwj∂βwk +Q
αjk
i ∂αwjwk +R
jk
i wjwk +O(|w|3 + |∂w|3).
These Aαβγji , B
αβj , Pαβjki , Q
αjk
i , R
jk
i are constants. (wi0, wi1) ∈ Hs+1 × Hs functions and sup-
ported on the disc {|x| ≤ B}. In general the following local-in-time existence holds
Theorem A.1. For any integer s ≥ 2p(n)− 1, there exists a time interval [0, T (ε′)] on which the
cauchy problem (A.1) has an unique solution in sense of distribution wi(t, x). Further more
wi(t, x) ∈ C([0, T (ε′)], Hs+1) ∩ C1([0, T (ε′)], Hs),
and when ε′ sufficiently small,
T (ε′) ≥ C(Aε′)−1/2
22
where A is a constant depending only on wi0 and wi1. Let Eg(T,wi) be the hyperbolic energy
defined in the section 2.2. For any ε, C1 > 0, there exists an ε
′ such that∑
i
Eg(B + 1, wi) ≤ C1ε.
Proof. The proof is just a classical iteration procedure. The high-order terms will be omitted.
One will not give the details but the key steps. One defines the standard energy associated to a
curved metric g
E∗g (s, wi) :=
∫
Rn
(
g00(∂tu)
2 − gij∂iu∂ju
)
dx.
One takes the following iteration procedure:
(A.2)
{
gαβi (w
k, ∂wk)∂αβw
k+1
i = F (w
k, ∂wk),
wi(0, x) = ε
′wi0, ∂twi(0, x) = ε
′wi0,
and take w0i as the solution of the following linear Cauchy problem:{
wi = 0,
wi(0, x) = ε
′wi0, ∂twi(0, x) = ε
′wi1.
Suppose that for any |I| ≤ 2p(n)− 1,
(A.3)
ε′A ≥ e · E∗g (B + 1, ∂Iwki )1/2,
ε′A ≥ E∗g (t, ∂Iwki )1/2.
Taking the size of the support of the solution wki (t, ·) into consideration, by Sobolev’s inequality,
for any |J | ≤ p(n)− 1,
(A.4) |∂Jwki |(t, x) ≤ C(t+B + 1)ε′A.
Now one wants to get the energy estimate on ∂Iwk+1i . By the same method used in [6], one gets
E∗g (t, ∂
Iwk+1i )
1/2 ≤ Eg(t, ∂Iwk+1i ) exp
(
CAε′
∫ t
B+1
(τ + B + 1)dτ
)
≤ e−1ε′A exp
(
CAε′
∫ t
B+1
(τ +B + 1)dτ
)
When √
CAε′ ≤ (B + 1)−1
and
t ≤ 1
3
(CAε′)−1/2,
one gets that
E∗g (t, ∂
Iwk+1i )
1/2 ≤ ε′A.
Then by an standard method presented in the proof of theorem ... of [6],
lim
k→∞
wki = wi
is the unique solution of (A.1), and wi ∈ C([0, T (ε′)], Hs+1)∩C1[0, T (ε′)], Hs). Here one can take
T (ε′) = C(Aε)−1/2
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To estimate Eg(B + 1, Z
Iwi), one takes ∂twi as the multiplier and by the standard procedure
of energy estimate,
Eg(B + 1, Z
Iwi)− E∗g (B + 1, ZIwi) =
∫
V (B)
(
ZIFi(w, ∂w)∂twi − [ZI , gαβ∂αβ ]wi · ∂twi
)
dx
+
∫
V (B)
(
∂αg
αβ∂twi∂βwi − 1
2
∂tg
αβ∂αwi∂βwi
)
dx,
where V (B) := {(t, x) : t ≥ B+1, t2− |x|2 ≤ B+1}∩Λ′. When Aε′ ≤ (B+1)−2, thanks to (A.4)
and (A.3), the right hand side can be controlled by CAε′. Then one gets
Eg(B + 1, Z
Iwi) ≤ CAε′.
Acknowledgments
Part of this work is motivated by a joint work with the author’s doctoral supervisor Prof. Ph.
LEFLOCH. The author is grateful to him. The author is also grateful to his parents Dr. Qing-jiu
MA and Ms. Huiqin-YUAN, his fiance´e Miss Yuan-yi YANG and his comrade Ye-ping ZHANG,
for their successive supports and encouragements.
References
[1] L. Ho¨rmander, Lectures on nonlonear hyperbolic differential equations (Berlin: Springer)
[2] S. Katayama, Global existence for coupled systems of nonlinear wave and Klein-Gordon
equations in three space dimensions Math. Z. 268(2011)
[3] S. Klainerman, The null condition and global existence to nonlinear wave equations, in:
Nonlinear Systems of Partial Differential Equations in applied Mathematics, Part I, Lectures
in Applied Math. 23, pp. 293-326, AMS, Providnce, RI(1986).
[4] S. Klainerman, Globla existence of small amplitude solutions to nonlinear Klein-Gordon
equations in four space-time dimension, Comme. Pure Appl. Math. 38, 631-641(1985).
[5] H. Lindblad, Global solutions of nonlinear wave equations. Comm. Pure Appl. Math. 45
(9) (1992), 1063-1096.
[6] C. Sogge, Lectures on Non-Linear Wave Equations, 2nd Edition, 2008 Internaltonal Press
of Boston, Inc.
24
