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Abstract. We introduce a systematic approximation for an efficient evaluation of
Born–Markov master equations for steady state transport studies in open quantum
systems out of equilibrium: the energy resolved master equation approach. The
master equation is formulated in the eigenbasis of the open quantum system and build
successively by including eigenstates with increasing grandcanonical energies. In order
to quantify convergence of the approximate scheme we introduce quality factors to
check preservation of trace, positivity and hermiticity.
Furthermore, we discuss different types of master equations that go beyond
the commonly used secular approximation in order to resolve coherences between
quasi–degenerate states. For the discussion of complete positivity we introduce a
canonical Redfield-Bloch master equation and compare it to a previously derived
master equations in Lindblad form with and without using the secular approximation.
The approximate scheme is benchmarked for a six orbital quantum system which
shows destructive quantum interference under the application of a bias voltage. The
energy resolved master equation approach presented here makes quantum transport
calculations in many–body quantum systems numerically accessible also beyond six
orbitals with a full Hilbert space of the order of ∼ 106.
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1. Introduction
In the breakdown of Moore’s law when reaching the quantum limit, the study of quantum
effects on electronic transport is becoming increasingly important. The quantum nature
of electrons is not only a source of error for logical circuits, but also opens up a wide
range of new applications, provided that one is able to correctly predict, understand and
enhance these quantum effects, which mostly arise at small scales and low temperatures.
One of the most successful methods to derive an appropriate description of the electronic
landscape for such systems in that parameter regime is the non–equilibrium density
functional theory (DFT) in combination with non–equilibrium Green function (NEGF)
techniques [1, 2]. However, its mean-field nature and the diagrammatic difficulties
in the calculation of the correction term (self-energy) have major disadvantages when
investigating transport effects arising in a system of strongly correlated electrons.
In the case of a small strongly correlated system weakly coupled to a large non–
interacting environment one can use the concept of so–called open quantum systems.
In order to determine the actual state of the quantum system an effective differential
equation (master equation) and effective time evolution (dynamical map) have to be
derived. The theoretical study of completely positive, trace and hermiticity preserving
linear maps of reduced density matrices lead to the formulation of the most generic form
of such a master equation, the famous Gorini–Kossakowski-Gorini-Sudarshan-Lindblad
equation [3, 4] [see also (4)], which consists of an effective Hamiltonian describing
the altered system dynamics and a dissipative term encoding the influence of the
environment.
Since most setups cannot be mapped onto an exact master equation there are
two common methods to derive an approximate one [5, 6]. One is a phenomenological
approach, which starts from the Lindblad equation and tries to derive the unknown
parameters (e.g. estimating the decoherence rates in optical cavities). The other is a
microscopic derivation where one starts from a model Hamiltonian (e.g. derived from
DFT ab–initio calculations in molecular electronics) and tries to find a Lindblad–like
master equation by applying perturbation theory and further approximations.
Because the latter approach may face problems concerning the perturbative
character of the derivation and in some cases it does not lead to a Lindblad equation, so
that complete positivity is violated, a lot of research has been done to tackle those
problems. Recent developments in the microscopic derivation of quantum master
equations such as hierarchical quantum master equation [7, 8] or auxiliary master
equation [9, 10] try to avoid perturbative methods to enhance the applicability to
stronger values of the system–bath couplings at the cost of an expensive calculation
limiting the method to rather small quantum systems (single or double impurities or
qubits). On the other hand, several works focus on the positivity issue in the weak
coupling regime discussing Markovian (or time-local) master equations [6, 11, 12, 13, 14].
The focus of this work is to show how time–local master equations can be efficiently
evaluated to describe steady state dynamics for rather large systems. The numerical
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challenge for treating those larger interacting quantum many–body systems with master
equations lies in the fast growth of the size of the Hilbert space. Both the size n of the
full density matrix of a system with electron–electron interactions (n = 4l) as well
as the number of equations N in the master equation (N = 42l) scale exponentially
with increasing number of systems sites (orbitals) l. To climb this exponential wall
we here introduce a scheme to suitably truncate such large Hilbert spaces, the so-
called energy resolved master equation approach (ERMEA). This approach provides a
systematic approximation valid for the most common master equations in the weak–
coupling regime.
ERMEA makes master equation techniques especially applicable to transport
simulations of larger ab–initio derived strongly correlated quantum systems that are
attached to baths with arbitrary densities of states.
In order to validate the approximation and convergence of the master equation (also
referred to as generator of a dynamical map) we introduce quality factors, measuring
the preservation of trace, hermiticity and (complete) positivity for the master equation
induced map and the convergence of the steady state.
Positivity issue and coherence phenomena: The inclusion of coherences between
different eigenenergies has in many derivations of master equations the price of loosing
complete positivity (as the secular approximation is not applicable) which was also
discussed in [6, 12, 14]. After summarizing different options of master equations for
describing those coherences we introduce a new type of Redfield–Bloch type master
equation that helps to quantify this violation of complete positivity and possibly the
violation of Markovianity in an easy calculable way.
The article is structured as follows:
In Sec. 2 we give a short introduction to open quantum systems and dynamical
maps, that clarifies for which parameter regimes the suggested evaluation method
(ERMEA) is suited.
The energy resolved master equation evaluation approach and all relevant quality
factors are introduced and discussed in Sec. 3.
Sec. 4 is dedicated to different types of Born–Markov master equations that can
be used in combination with ERMEA. This section contributes to the discussion of
positivity in master equation derivations.
For testing ERMEA in combinaton with various master equations and in order
to emphasize the need to include possible coherences, we discuss an interesting setup
of destructive quantum interference - current characteristics of a benzene molecule
connected in the meta configuration [15] - in Sec. 5.
2. Dynamical map - the theory in a nutshell
The following section gives a short introduction to the basics of a dynamical map and
introduces most terms used in this context. For a comprehensive introduction to the field
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of quantum dynamical maps, uniformly continuous semigroups and quantum master
equations we refer to the detailed review of Rivas and Huelga [16].
2.1. General concept of an open quantum system and a dynamical map
In general an open quantum system consists of a quantum system of interest (S),
that is connected via a (weak) coupling (I) to a bath or environment (B). The total
system will be described by a Hamiltonian consisting of the three parts: system, bath
and coupling (perturbation) Hamiltonian:
H = HS +HB +HI , H0 := HS +HB.
System and bath Hamiltonians together form the decoupled Hamiltonian H0.
Convenient choices for the baths are non–interacting leads in asymptotically thermal
equilibrium. These could be realized as semi–infinite tight binding chains or as flat
bands in the wide band limit. The non–equilibrium situation of applying a bias voltage
can be realized by shifting the chemical potentials in the baths.
Differential picture: The fundamental question is how to derive an effective description
of the open quantum system of interest S under the influence of the environment B. A
full characterization of S is provided by the reduced density operator σ(t) which can be
obtained from the full density operator ρ(t) by tracing out the bath degrees of freedom
σ(t) = TrB{ρ(t)}.
In order to describe the dynamics of such a system S under the influence of the
baths an effective differential equation, in this context referred to as quantum master
equation, of the following time–local form is searched:
dσ(t)
dt
= K(ρB(t), t){σ(t)}, (1)
σ(t0) = σ0. (2)
The central part of the master equation is the generator K(ρB(t), t) : H → H that
maps from the Hilbert space H = Cn×n of reduced density operators onto itself and is
thus also called superoperator. The generator incorporates the influence of the fixed
bath ρB and is in general a time-dependent superoperator that acts non-linearly (not
time-locally) on σ(t).
In principle such a time–local differential equation for some part of a quantum
system does not always exist or may not be unique since the information of already
present correlations between system and environment is missing. One can show that
for the special case of having no such correlations at some initial time t0 where the
quantum system can be written as a product state ρ(t0) = σ(t0)⊗ ρB(t0), it is possible
to formulate a time–local quantum master equation valid at t0 using a Kraus operator
decomposition [17].
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The emergence of correlations which prohibit a straightforward formulation of
master equation are related to memory effects which are linked to non–Markovian
behaviour. A strategy to take those memory effects into account is deriving a non–
time–local (or non–convolutionless) master equation starting from a time with zero
correlations. One should mention that in many cases a time–local master equation can
be derived also in a non–Markovian setup [18].
Picture of time evolution: The solution U(t, t0, ρB(t0), σ(t0)) of the quantum master
equation is called dynamical map. It incorporates the influence of the bath and of
memory effects and provides an effective time evolution for S:
σ(t1) = U (t1, t0, ρB(t0), σ(t0)) σ(t0), (3)
which is related to the full unitary time evolution U via partial traces over the bath
degrees of freedom
σ(t1) = TrB{U(t1, t0)ρ(t0)}.
For a shorter notation we omit from now on the dependence on the bath in the dynamical
map: U(t1, t0, σ(t0)).
2.2. Necessary conditions for a dynamical map and reasonable simplifications
Figure 1 compares the dynamical map induced by tracing out the baths into a full
unitary time evolution U for an initial product state. In general such an effective time
ρ(t0) = σ(t0)⊗ ρB(t0) ρ(t) = U(t, t0)ρ(t0)full time
evolution
σ(t0) = TrB{ρ(t0)}
trace
over
bath
σ(t) = TrB{U(t, t0)ρ(t0)}
σ(t) = U (t, t0, σ(t0))σ(t0)
trace
over
bath
dynamical
map
Figure 1. Comparison of a trace–induced dynamical map to the full time evolution
for an initial product state.
evolution (dynamical map) should fulfill the following conditions:
Con 1. Preserve the trace of the reduced density operator σ(t),
Con 2. Preserve the hermiticity of σ(t),
Con 3. Preserve the positivity of σ(t),
Con 4. Transitive / decomposition property:
U(t2, t0, σ(t0)) = U(t2, t1, σ(t0)) ◦ U(t1, t0, σ(t0)).
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In the following we will discuss which assumptions simplify the formulation of a
dynamical map with the listed properties.
Independence / linear generator: It is desirable to have a dynamical map U(t1, t0)
which is independent of the initial density matrix and basically works for all initial
values σ(t0). In the differential picture this amounts of having a generator K(t) acting
linearly on σ. It can be shown [16, Th. 4.3], that this holds true under the following
condition, namely, that there is a time t0 at which ρ(t0) can be written as a tensor
product σ(t0) ⊗ ρB(t0) between system and bath (no quantum or classical correlations
at the beginning) where the bath ρB(t0) is the same for any σ(t0).
This independence from the initial value and applicability of the dynamical map
on all initial states motivates the definition of a so called universal dynamical map
(UDM), which requires besides Con. 1 and Con. 2 in addition complete positivity,
which means that for any extra system of arbitrary dimensionality d the evolution
U(t1, t0) ⊗ 1d also preserves positivity [19], in other words preservation of positivity is
independent of an attached environment. As a counterexample, one can mention the
transposition operator, which while being positive violates complete positivity.
Decomposition property: It is important to note that correlations building up between
bath and system are an obstacle for the desired decomposition property (Con. 4) with
UDMs. Assuming a tensor product as initial state at t0, a UDM can be formulated
between t0 → t1 and t0 → t2. Because of the possible correlations it is per se not
possible to have a UDM from t1 → t2. The definition of U(t2, t1) := U(t2, t0)U−1(t1, t0)
is only meaningful if the UDM from t0 → t1 is invertible and a unitary operation which
is often hard to show.
In the weak coupling regime the so-called Born approximation is applicable
in an expansion term (see Appendix C.3) of the master equation, which enforces the
decomposition property by arguing that arising correlations between bath and system
can be neglected (ρ(t) ≈ σ(t)⊗ ρB) under certain conditions. The Born approximation
(assumption of state factorization for all times in the integral term) can also be
understood as an effective model when deriving the master equation using projection
operator techniques [20].
Steady state, time independence: In this work we are interested in the steady state
properties of the system under investigation thus we assume not only a linear but also a
time-independent superoperator K in (1). As a consequence the effective time evolution
operator will only depend on the time difference
σ(t) = U(t− t0)σ(t0) = e−iK(t−t0)σ(t0).
The eigenvector of the linear superoperator K with eigenvalue zero is the steady
state of the system. This will be the object of investigation in this work.
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2.3. General form of a master equation generating a universal dynamical map
Having defined the general requirements of a UDM we now examine their implications
on the form of its generator, the master equation. Demanding Con. 1–3 and complete
positivity to hold, leads consequently to the most general time independent form
of a universal dynamical map, the so-called Gorini–Kossakowski-Sudarshan-Lindblad
equation [3, 4] equation:
Lindblad form
σ˙(t) =− i
~
[HS +HLS, σ(t)] +
∑
ij
Γij
(
Aiσ(t)A
†
j −
1
2
{A†jAi, σ(t)}
)
. (4)
with the orthonormal (Hilbert-Schmidt norm) basis of trace-less operators Ai (see
for example 4.2) and the indices i ∈ [1, . . . n2 − 1] with n the dimension of the
Hilbert space of the system (number of eigenstates). The matrix Γ incorporates the
dissipative influence of the bath, whereas the so–called Lamb–Shift Hamiltonian HLS
represents a change of the system dynamics in comparison to the isolated system
Hamiltonian HS. Γ has to be positive semidefinite. Note that both terms Γ and HLS
vanish as the system–bath coupling goes to zero, thus retaining the von–Neumann
equation of a closed quantum system.
Note that Γ being positive semidefinite is a necessary and sufficient condition for the
Lindblad equation to induce a completely positive dynamical map. Since complete
positivity implies positivity but not vice–versa, a non–positive matrix Γ is no indication
on whether the master equation leads to a the violation of the positivity or not.
Following [18] we denote a master equation that has the same algebraic structure
as the Lindblad form but has a non–positive semidefinite Γ as having a canonical
form. Every master equation that preserves trace and hermiticity has a representation
in canonical form.
3. Energy resolved master equation approach
After introducing the theoretical concept of a UDM which led to the Lindblad equation
and before discussing several types of Born–Markov master equations we now introduce
the basic idea of the energy resolved master equation approach, namely a physically
motivated constructive way to represent the action of the superoperator in a small basis
such that the determination of the steady state or relevant dynamics is possible without
evaluating the full superoperator. This successive construction of the representation
of the superoperator is monitored using convergence parameters for trace (Con. 1),
hermiticity (Con. 2) and (complete) positivity (Con. 3) which help to decide on when
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to stop the construction.
This scheme provides a considerable and systematic improvement on the
calculability of steady state dynamics in the context of many–body Lindblad and master
equations for large Hilbert spaces.
To quote an example, we show in Sec. 5 that reasonable effective representations
of superoperators for six sites with this method can amount to a dimension of the order
103. This should be compared to the Hilbert space of the full superoperator which has
a dimension of 105 to 106 (compare table 1).
3.1. Reduction of the number N of considered matrix elements of σ in a linear master
equation
The Lindblad equation and most master equations can be written in terms of a linear
generator K which represents a linear system of differential equations in the elements of
the reduced density operator σ.
Here, it is convenient to express the reduced density operator in the eigenbasis
of the system Hamiltonian with eigenvectors |a〉 and eigenenergies Ea, since this basis
allows to understand the equilibrium properties of the system and how they will change
in the non–equilibrium situation.
In this eigenbasis representation (σab = 〈a|σ|b〉) the master equation reads:
σ˙ab =
∑
cd
Kab,cdσcd,
and can be cast in matrix form:
σ˙i =
∑
j∈I
Kijσj,
by choosing an adequate vectorization of the reduced density operator where we use the
compound index i = (a, b) and compound index set I. This notation is used with a
vectorization according to the columns (see also Appendix B).
The superoperator K encodes the entire dynamics of the reduced density matrix,
but in many cases not all of its information is needed or necessary for further calculations.
We summarize three reasonable reductions of the number N of considered matrix
elements which lead to a reduced number of differential equations and thus smaller
generators:
(i) Conserved quantum numbers: If the full Hamiltonian H conserves a quantum
number (e.g. total particle number N or z-component of the spin), the differential
equations for elements of the reduced density matrix which link states belonging
to different quantum numbers (e.g. σaN ,bN′ ) are decoupled from the differential
equations for those elements belonging to the same quantum number (e.g. σaN ,bN )
and can be neglected in the master equation. The proof is given in Appendix A
and the reduction is illustrated via the blue squares in figure 2.
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(ii) Coherences in the system eigenbasis: As pointed out in [21] coherences
between different eigenstates do not arise in steady state in systems that are
homogeneously coupled (equal coupling to all system sites) to baths in thermal
equilibrium when using additive master equations, like the Born–Markov master
equations that assume that there is no correlation between the baths. Coherences
between different eigenstates of the systems can only arise from Born–Markov
master equations if the system–bath coupling is non–homogeneous (e.g. each bath
couples to a different system site) which will be the case in the further discussion.
Among them, those coherences between eigenstates which are separated by a rather
large energy gap ∆E, are related to a term of fast oscillations ei∆Et and as such lead
to a decoupling of matrix elements in the master equation. The so–called secular
approximation [22, 23] or rotating wave approximation [6, 24] neglects all coherences
between non–degenerate eigenstates in the derivation of the master equation. This
is only valid if the energy gaps between eigenstates are large and thus oscillations
are so fast that they can be averaged out. In recent years several approaches named
partial secular approximation [12, 25, 26, 27] have been introduced for better
control of this approximation.
Since for large energy gaps the corresponding coherences can be neglected in the
derivation due to decoupling arguments valid for the secular approximation, we
introduce the partial secular approximation via a threshold energy gap ∆E, which
considers only coherences for eigenstates |a〉, |b〉 in the master equation with an
energy difference below this threshold |Ea − Eb| ≤ ∆E. See the red squares in
figure 2.
(iii) High energy states: In many realistic setups where a weak–coupling description
is meaningful, the occupation of the steady–state reduced density matrix σ will be
dominated by the energy landscape of the quantum system S under the influence of
the thermodynamic properties of the attached baths. This is exact in an equilibrium
situation. The dependence of the steady state on the energy landscape won’t change
significantly in a non–equilibrium situation when the system is coupled to several
baths with different thermodynamic properties if they are not too different from
the equilibrium parameters.
Especially eigenstates with a large grandcanonical energy won’t contribute
significantly to the steady state and can be neglected in many cases. This is the
main idea of the ERMEA approach and will be discussed in the next subsection.
For illustration of this reduction of considered matrix elements see also the green
area in figure 2.
Note that the reduction of considered matrix elements NX reduces also the
dimension of the linear generator KX : CNX → CNX where the domain / codomain
is isomorphic to the Hilbert space of block–diagonal matrices CNX ∼= HX . Here X
indicates the applied reductions (i) and (ii), compare with the examples in figure 2.
To keep notation for the discussion of reduction (iii) simple and since ERMEA can
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N : 0
N : 1
N : 2
N : 3
E˜1: 0.1 eV
E˜2: 1.0 eV
E˜3: 1.1 eV
E˜4: 3.0 eV
E˜5: 0.5 eV
E˜6: 2.4 eV
E˜7: 2.5 eV
E˜8: 4.0 eV
Figure 2. Illustration of the reduced density matrix σ with dimension n = 8 of
a spinless three site system (l = 3) and the three types of reduction of considered
matrix elements N . The matrix is given in the eigenbasis of the system with the
grandcanonical energies E˜ indicated on the right side. They are sorted according to
number of particles N . The blue squares mark the used matrix elements (NN = 20)
in the first reduction exploiting the conservation of quantum numbers (number of
particles). The red squares mark the second reduction of considered matrix elements
(partial secular approximation) allowing coherences with an energy gap of ∆E = 1
eV leading to NN,∆E = 12 matrix elements. The green area mark the used matrix
elements in the third reduction (NN,∆E,(E) = 5) using the ERMEA approach with
a threshold of E = 1 eV, leading also to a smaller dimension of the reduced density
matrix n(E) = 4.
be applied after or without previous reductions we from now on omit the subscript for
indicating the first two reductions.
Further note, that whereas the reductions (i) and (ii) only neglect off–diagonal
matrix elements, reduction (iii) leads also to a shrinkage of the number of diagonal
matrix elements n(E).
3.2. Steady state physics and high grandcanonical energy states in the weak–coupling
regime
In order to illustrate the reduction (iii) we discuss the steady state physics in the weak
coupling regime and why high energy states can be neglected in the steady state.
Starting from a situation characterized by the weak coupling of the system to a
single bath with the inverse temperature β and the chemical potential µ, the steady state
has a distribution of eigenstates |a〉 following 1
Z
e−β(Ea−µNa) with Z the grand canonical
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partition sum, the eigenenergy Ea and the particle number Na of the eigenstate |a〉.
Due to the exponential term one may already find many negligible states in the steady
state if the system grandcanonical eigenenergies vary sufficiently.
A non–equilibrium situation can be realized by coupling to baths α with different
chemical potentials µα or temperatures βα which cause a deviation from the equilibrium
distribution of state occupation. We expect the distribution of the non–equilibrium
steady state to be related to the underlying energy landscape (see also the discussion
in [21] for homogeneous coupling).
One can illustrate this idea by computing the purity P = Trσ2 of the reduced
density operator σ =
∑n
a=1 pa|a〉〈a| which amounts to P = 1 for a pure state and is
close to one for the equilibrium steady state at low temperatures. A purity of the steady
state close to one supports the idea of neglecting high energy states and can thus act as
indication when the ERMEA approach is promising. The minimal value of the purity
P = 1
n
 1 is reached for a fully mixed reduced density operator characterized by a flat
distribution of eigenstates pa =
1
n
. This indicates the extreme situation of flattening the
occupations of the whole energy landscape of the system. For most realistic systems we
expect the purity of the steady state not to change dramatically in the non–equilibrium
situation (see also figure 7).
In order to separate the system eigenstates in those, which are physically relevant
for the master equation of interest and in those which can be neglected, we introduce a
”cost function“ χ for system eigenstates |a〉:
χ (a) := Ea − µNa, (5)
namely the grand canonical energy according to an effective averaged chemical
potential µ:
µ =
∑
α Vαµα∑
α Vα
, (6)
(7)
with the total coupling weights Vα representing the influence of the bath onto the system.
For attached baths with identical densities of states the coupling weights are given by
the total sum of hoppings from bath to the system: Vα =
∑
κ|Vακ| [see (29)].
If the coupling weights are identical and the applied chemical potentials in the two
attached leads have an opposite sign µL = −µR, then the effective chemical potential
µ amounts to zero and the order of eigenstates in the protocol is determined simply by
their eigenenergies according to the system Hamiltonian which will be the case in the
numerical benchmark in Sec. 5.
This cost function χ sorts the eigenstates according to their initially assumed
relevance for the steady state and as such will be the basis for the ERMEA protocol
to determine the order of the eigenstates that are considered in the construction of the
superoperator.
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3.3. Consecutive construction of the superoperator
When searching for the steady state σ by solving Kσ = 0, our approach consists
of reducing the number of differential equations in the master equation described by
the superoperator Kij via deleting those rows i = (a1, a2) and columns j = (a3, a4)
which belong to an irrelevant eigenstate ak. Since full construction and subsequent
deletion is not efficient, a consecutive construction of the superoperator according to
the just introduced cost function χ is preferred. More specifically the approximated
superoperator K(E) : H(E)→ H(E) in the ERMEA approach is defined as:
K(E) := (Kij)ij, with i, j ∈ I(E), (8)
I(E) := {i ∈ I | i = (a, b) : χ(a) < E ∧ χ(b) < E}, (9)
H(E) := {span((Ai)i) | i = (a, b), Ai = |a〉〈b| : i ∈ I(E)}, (10)
where H(E) is a subspace of the Hilbert space H of (block–diagonal) matrices and
where E defines the threshold up to which eigenstates |a〉, |b〉 are considered in the
construction according to the cost function χ. Increasing the threshold corresponds to
adding more (deleting less) rows and columns to (of) the superoperator.
3.3.1. ERMEA and the Lindblad equation ERMEA can be easily applied to Lindblad-
like equations which use the following eigenbasis operators Ai = |a〉〈b| in (4)‡ as traceless
orthonormal operators according to the Hilbert–Schmidt inner product.
For Lindblad equations using this eigenbasis operators and a column–wise
vectorization of the reduced density operator (see also Appendix B), the matrix of
the full generator without applied reductions can be expressed as
K =− i (1⊗ (HS +HLS)ᵀ − (HS +HLS)⊗ 1) (11)
+
(
C(Γ)− 1
2
[1⊗ (Tr13Γ)ᵀ + (Tr13Γ)⊗ 1]
)
,
where the Hamiltonians HS and HLS are given in the matrix representation of the chosen
basis states (HS)ab = 〈a|HS|b〉, C(Γ) being the Choi matrix of Gamma matrix Γabcd
(see Appendix B), (Tr13Γ)bd =
∑
a Γabad the partial trace over two indices of Γ and
ᵀ the
transposition operator.
An interesting term which needs further discussion is the partial trace term Tr13Γ
since it requires the summation over all eigenstates and thus the knowledge of the full
matrix Γ. Since a full construction of the matrix Γ is computationally demanding, we
introduce a second fixed threshold§ E2  E up to which the partial trace of the matrix
Γ is performed in the ERMEA approach. We do this by assuming that terms which are
ranked irrelevant according to the cost function χ will give only small contributions to
‡ Or more generally ladder operators with the property [HS , Ai] = ciAi for ci ∈ R.
§ This just introduced second threshold E2 is chosen to be fixed and much larger than the first threshold
E .
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the partial trace, since in most microscopic derivations the entries Γabcd tend to zero for
large energy differences |Ea − Eb| and |Ec − Ed|.
This procedure is at least consistent since cutting rows and columns of a positive
Γ preserves its positivity.
In the next subsection we will discuss the fundamental question of how to distinguish
between relevant and irrelevant states after having sorted them - or stated differently
- the question of how to assess the convergence of ERMEA for the steady state with
increasing E .
3.4. Convergence of ERMEA for the steady state
After having defined the order of relevant states, the fundamental question is, how
convergence of the steady state obtained with the approximated superoperator K(E)
[see (8)] with increasing E can be proven and validated.
For the discussion of convergence we interpret the approximated generator K(E) as
submatrix of the full generator K (respectively the generator after reductions (i) and
(ii)) and use the following statement:
Theorem 3.1. We assume that the given master equation allows for a unique steady
state, so that its generator K has a unique eigenvector v(0) to the eigenvalue zero. Then
the submatrix K(E) has an eigenvalue zero if and only if the corresponding eigenvector
reproduces the steady state v(0) of the full generator K via embedding.
Proof. Assume that the submatrix K(E) excludes some rows and columns j for which
the jth component of the unique steady state is not zero v
(0)
j 6= 0 and thus cannot
reproduce the unique steady state v(0) of the full generator. In this case the search of
the eigenvalue zero of K(E) corresponds to solving the eigenvalue problem of the full
matrix K in the subspace of vectors where the entries corresponding to neglected rows
are set to zero (vj = 0). Due to the uniqueness of the steady state this subspace does
not allow for an eigenvector corresponding to the eigenvalue zero which consequently is
the case for the submatrix K(E).
In the case where K(E) does cover all rows and columns j for which the jth
component of the unique steady state is not zero v
(0)
j 6= 0 the problem of finding the
kernel of the matrix K and of the submatrix K(E) are equivalent.
We conclude that an eigenvalue zero can only be found in the approximated
generator if and only if it correctly reproduces the steady state. This motivates
the definition of the following qualification factor for convergence of the steady state
(convergence number) νc via the minimum of absolute value of the eigenvalues of
K(E):
νc(E) := min
λ∈σ(K(E))
|λ|. (12)
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3.5. Validation of the approximated superoperator to generate a dynamical map
Having shown the criterion of convergence of the steady state in the ERMEA approach
we now introduce measures to validate and examine the approximated generator to see
if it induces a trace, hermiticity and positivity preserving dynamical map U . This is
especially relevant for time evolution simulations close to steady state.
The analysis can be done within two frameworks, namely in the picture of the
time evolution on the level of the dynamical map or in the differential picture on
the level of the master equation that induces the dynamical map.
On the dynamical map level there is a general theory that makes statements about
the three mentioned properties of an arbitrary superoperator T : Cn ⊗Cn → Cm ⊗Cm,
namely the well–known Choi theorem [28, 29] based on the Choi matrix (or dynamical
matrix [30]) which is defined via
C(T ) :=
∑
i,j∈{1,...,n}
Eij ⊗ T (Eij) ∈ Cnm×nm,
where Eij = |i〉〈j| are orthonormal basis vectors of the space Cn ⊗ Cn with respect to
the Hilbert–Schmidt inner product.
The theorem of Choi states that if and only if the Choi matrix C(T ) is positive,
the superoperator T preserves positivity completely. Furthermore the trace is preserved
if and only if the partial trace of the Choi matrix is equal to the identity matrix in the
codomain: Tr13C(T ) = 1m.
Since the time integration of the generator (master equation) leading to the
dynamical map and the evaluation of the corresponding Choi matrix may be expensive,
we instead want to discuss directly on the generator level whether an approximated
generator K(E) induces the demanded properties (positivity, trace and hermiticity
preservation) in a dynamical map.
3.5.1. Preservation of trace. Applying ERMEA to a quantum master respectively
Lindblad equation that induces a trace preserving dynamical map does in principle
lead to a violation of trace preservation since in a rate equation picture, ERMEA does
neglect transitions to some states classified as irrelevant, so those missing transitions
weights can lead to a violation of trace preservation.
Since the dynamical map U induced by a generator K shall preserve the trace for
all possible reduced density matrices, the time derivative of the trace or an arbitrary σ
has to be zero which leads to:
0 =
d
dt
Tr σ(t) = TrKσ(t) =
∑
i∈Id
∑
j∈I
Kijσj(t)
=
∑
j∈I
σj
(∑
i∈Id
Kij
)
⇒ ∀j :
∑
i∈Id
Kij != 0, (13)
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where I is the index set of all elements of the vectorized reduced density matrix and Id
the subset corresponding to the diagonal elements of the reduced density matrix. This
motivates the definition of the trace number νt for the dynamical map U(E) induced
by the approximated generator K(E):
νt(E) := 1N (E) · n(E)
∑
j∈I(E)
∣∣∣∣∣∣
∑
i∈Id(E)
Kij(E)
∣∣∣∣∣∣ , (14)
with the corresponding restricted index sets I(E) and Id(E) with N (E) = |I(E)| and
n(E) = |Id(E)|. A trace number νt(E) close to zero indicates convergence not only
for the steady state but furthermore is a convergence measure for the approximated
superoperator K(E) acting on the whole subspace H(E).
For many applications it is convenient to measure trace preservation not for the
whole subspace in which the superoperator was approximated but only for the subspace
which is relevant for the simulation. Thus the partial trace number ν˜t measures trace
preservation of the approximated generator K(E) acting on a subspace H(E) ⊂ H(E)
using a subthreshold E < E :
ν˜t(E , E) := 1N (E) · n(E)
∑
j∈I(E)
∣∣∣∣∣∣
∑
i∈Id(E)
Kij(E)
∣∣∣∣∣∣ , (15)
This number indicates how well an approximated superoperator preserves the trace for
simulations of time evolution close to the steady state and provides interesting insights
in the approximation property of ERMEA as will be discussed in Sec. 5.
3.5.2. Preservation of hermiticity: Since a dynamical map inherits the property of
preserving hermiticity from its generator K, we check the capability of the generator to
fulfill Con. 2:
σ˙ij
!
= σ˙∗ji,∑
lm
Kij,lmσlm !=
(∑
ml
Kji,mlσml
)∗
=
∑
lm
K∗ji,mlσlm.
Because this has to be valid for all possible Hermitian density operators σ the following
relation has to hold:
Kij,lm != K∗ji,ml. (16)
By comparison with the Choi matrix of the generator one can conclude (see Appendix
B) that the generator K preserves hermiticity if C(K) is Hermitian.
We define the hermiticity number νh as the Frobenius norm of the anti-Hermitian
part of C(K(E)):
νh(E) =
√ ∑
ij∈I(E)
|Aij(E)|2, A(E) = C(K(E))− C(K(E))
†
2
. (17)
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Since ERMEA does not violate the above defined relation (16) by deleting rows and
columns, hermiticity will be preserved for any master equation which has this property.
3.5.3. Preservation of positivity The required (complete) positivity of the time
evolution is equivalent to the positivity of the integrated master equation, e.g. the
exponential term exp(K∆t) in the time–independent case: σ(t) = eK(t−t0)σ(t0). In
order to qualify the complete positivity of this exponential term one could use Choi’s
theorem as described above and check whether the whole spectrum of the Choi matrix
C
(
exp(K∆t)) is positive.
Since any master equation that preserves trace and hermiticity can be brought into
a canonical (Lindblad–like) form characterized by a matrix Γ [see (4)], one can measure
the possible violation of complete positivity directly from the negative eigenvalues of
Γ. The sum of negative eigenvalues λ
(E)
k of Γ(E) can be used as qualification factor of
complete positivity:
νm(E) :=
N (E)∑
k=1
(
|λ(E)k | − λ(E)k
)
= −2
∑
λ
(E)
k <0
λ
(E)
k . (18)
Hall et al. [18] used this sum of negative decoherence rates as measure of non–
Markovianity and showed that for trace preserving dynamical maps it is equal to
another measure of non–Markovianity, namely the trace norm rate of change of the
Choi–transformed dynamical map [31]:
νmt(E) := lim
∆t→0
‖C(1(E) + ∆tK(E))‖1 − n(E)
∆t
, (19)
with the identity matrix 1E in the Hilbert space H(E)⊗H(E) and the dimension n(E)
of the block–diagonal matrices σ ∈ H(E). The difference of these two measures yields a
measure of trace preservation:
νtc(E) := lim
∆t→0
n(E)− Tr {C(1(E) + ∆tK(E))}
∆t
= νm(E)− νmt(E). (20)
This relations are especially useful to evaluate the violation of complete positivity in the
case of master equations which are not given in canonical form, e.g. the (not canonical)
Redfield–Bloch master equations.
Since many master equations, like the Redfield–Bloch master equations, are known
to violate complete positivity but in some setups preserve positivity, it may be of
interest to examine positivity directly. Also in the context of entanglement witnesses,
the efficient determination of positivity for superoperators is still a research topic [32].
As shown in [16, Th. 4.4] or [33] it is sufficient and necessary for positivity that the time
evolution preserves the trace and is a contraction
‖exp(Kt)‖op ≤ 1, ∀t > 0, (21)
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with the operator norm defined as:
‖A‖op := sup
‖v‖1 6=0
‖Av‖1
‖v‖1 , ‖v‖1 = Tr{
√
v†v}.
We define the positivity number νp(E , t) as measure of the violation of positivity:
νp(E , t) = ‖exp(K(E)t)‖op − 1. (22)
4. Born–Markov master equation approaches
This section is dedicated to the most common microscopically derived Born–Markov
master equations with respect to their properties regarding positivity and ability to
treat coherences in the weak coupling limit.
A straightforward microscopic derivation of the quantum master equation with
the Born–Markov approximation which is exact in the weak–coupling limit, does
not necessarily lead to a positive map. In fact those Redfield–Bloch type master
equations (also called Born–Markov master equations) allow for coherences of quasi–
degenerate states and preserve positivity in some situations but violate complete
positivity as will be shown later. We will discuss the different variants of Redfield–
Bloch master equations in Sec. 4.1 and introduce a canonical version which will allow
the straightforward representation of the master equation in canonical form which
is advantageous compared to the other types of Redfield–Bloch master equations,
since in these cases a transformation to the canonical form is usually complicated [6].
Furthermore the canonical form helps to analyse the violation of complete–positivity in
the ERMEA approximation (measure of non–Markovianity νm) systematically as will
be shown in Sec. 4.2.1.
While on the one hand it is widely discussed in which cases the Redfield–Bloch
master equation can be applied despite the fundamental positivity issue [6, 12, 13], there
are many approaches to further develop the Redfield Bloch equation into a Lindblad
equation by applying additional approximations or averaging techniques.
The most prominent approach is applying the so-called secular approximation (also
called rotating wave approximation [34]) which states that coherences between different
system eigenenergies are decoupled from the relevant dynamics of master equation
(populations) and thus can be neglected in the derivation of the master equation. The
assumption for which the secular approximation is valid requires the eigenenergies to
be sufficiently gapped, so that the argument of fast oscillations that are averaged out
holds (see also (ii) in Sec. 3.1). Therefore, only the coherences between degenerate
eigenstates are taken into account. Though this leads to a master equation in Lindblad
form - we refer to this master equation as Davies–Lindblad (DL) master equation
- which preserves complete positivity, it fails to correctly describe coherences between
quasi–degenerate states which arise naturally in any realistic molecule.
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A second approach, known as the singular coupling limit (using a second Markov
approximation) [34, 35], averages the energies of quasi–degenerate eigenstates in the
dissipative term to obtain a Lindblad form [11].
Both approaches are valid under certain conditions which in many applications are
not truly verified, thus different approaches avoiding those approximations have been
suggested, namely master equations derived by the coarse graining technique [36,
37, 38] and the PERLind master equation [39], that can be derived from the
here presented canonical Redfield–Bloch (CRB) master equation by performing a
geometric mean of the hermitian part of the bath contribution term in Sec. 4.3‖.
4.1. Variants of first Markov approximations
Before specifying the coupling Hamiltonian HI to express the influence of the bath in
terms of Green functions (see Appendix C.4), we discuss in detail the first Markov
approximation that leads to different types of the Redfield–Bloch master equation. The
standard microscopic derivation (see Appendix C) leads to the following still exact
integro–differential equation:
σ˙(t) =− iTrB{L0ρ(t)]} −
∫ ∞
0
TrB{LIe−iL0τLI ρ(t− τ)}dτ︸ ︷︷ ︸
=:D
, (23)
with superoperators as defined in Appendix C.2.
The next step requires to perform a Markov approximation which in many
derivations is done in the interaction picture (note, that in our derivation we have already
switched back to the Schrdinger picture). Depending on how the Markov approximation
is performed in the dissipative integral term D, different variants of the Redfield–Bloch
master equations K0,K1 and K2 are derived after implementing the Born approximation
(see Appendix C.3).
The zeroth variant K0 is gained by simply substituting ρ(t−τ) by ρ(t) claiming that
the density matrix is rather constant over time and that the bath correlation function
is shaped like a delta peak which leads to the integral term
D0 =
∫ ∞
0
TrB{LIe−iL0τLIρ(t)}dτ.
The resulting master equation corresponds to master equation K1 in [24]¶ and has
some disadvantages in the evaluation since the exponential superoperator function acts
on both, the interaction Hamiltonian and the density matrix.
A more practical approach is realized by approximating the time dependence of ρ on
τ by a time evolution with respect to the decoupled Hamiltonian H0: ρ(t−τ) ≈ eiL0τρ(t).
The approximation is to replace the full Hamiltonian H by H0. In this manner we correct
‖ A good summary about four of those mentioned Born–Markov master equations can be found in [40].
¶ The assumption for the interpretation of K1 in [24] is, that although there is a bracket for the partial
trace the Liouville operators all act also on ρ.
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for the time shift by a unitary time evolution induced by the decoupled Hamiltonian
H0. There are two inequivalent ways of applying this approximation in (23):
(i) Propagate before the interaction with the environment by substituting
ρ(t− τ) ≈ eiL0τρ(t).
(ii) Propagate after the interaction with the environment by substituting
LIe−iL0τLIρ(t− τ) ≈ eiL0τLIe−iL0τLIρ(t).
The first approach leads to a master equation where the effective time evolution
acts on the second coupling Liouville operator LI in the integral term:
D1 :=
∫ ∞
0
TrB{
[
HI , e
−iH0τ [HI , eiH0τρ(t)e−iH0τ ]eiH0τ
]
}dτ
=TrB{
∫ ∞
0
[
HI , [e
−iH0τHIeiH0τ︸ ︷︷ ︸
=HI(τ)
, ρ(t)
]
dτ} (24)
=TrB{
∫ ∞
0
LI LI(τ)dτρ(t)}. (25)
Here we use the shorthand notation LI(τ) = Lexp(−iL0τ)HI . One can also obtain the
resulting master equation K1 by using the projection technique [16, (90)] or by applying
the Markov approximation (ρ(t− τ) ≈ ρ(t) in the interaction picture [34, (3.118)].
The second approach leads to a similar integral term except with the difference that
the time evolution acts on the first coupling Liouville operator LI :
D2 :=−
∫ ∞
0
TrB{eiH0τ
[
HI , e
−iH0τ [HI , ρ(t)]eiH0τ
]
e−iH0τ}dτ
=− TrB{
∫ ∞
0
[
eiH0τHIe
−iH0τ︸ ︷︷ ︸
=HI(−τ)
, [HI , ρ(t)]
]
dτ} (26)
=− TrB{
∫ ∞
0
LI(−τ)LIdτ ρ(t)}. (27)
The resulting master equation K2 is also derived and discussed in the paper of Du¨mcke
and Spohn where it is referred to as K2 [24].
The basic idea leading to the canonical Redfield–Bloch master equation KCRB
is to average the two last master equations:
σ˙(t) = −iTrB{[H0, ρ(t)]}+ 1
2
(D1 +D2). (28)
Note that applying the secular approximation leads to the same Lindblad form [see
(D.6)] for all discussed types of Redfield–Bloch master equations. Details are given in
Appendix D. We will now show, how this master equation KCRB can be brought in
canonical form.
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4.2. Canonical Redfield–Bloch master equation
The fermionic interaction Hamiltonian HI is chosen in its most basic version, coupling
a system degree of freedom to the attached baths, with single–particle terms
HI =
∑
µ
c†µ
∑
α
V *αµdα + h.c. =
∑
sµ
scsµ
∑
α
V sαµd
s
α, (29)
s ∈ {−1, 1}, s = −s, cs =
{
c s = −1
c† s = +1
,
and fulfills the condition that spin and total particle number N (system and bath)
remain preserved. dα, d
†
α are the creation and annihilation operators of an electron on
the first site of bath α whereas Vαµ are the coupling constants. Note that by performing
the Jordan–Wigner transform one can express this interaction Hamiltonian as sum of
tensor products with respect to system and bath [35, Chapter 2.1] but the aim will be to
express the influence of the bath in term of single particle Green functions thus keeping
creation and annihilation operators in its form.
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After applying the Born approximation, separating the bath contribution,
decomposing the bath contributions in terms of equilibrium Green functions (see
Appendix C.4) we can bring the canonical Redfield–Bloch master equation in canonical
form, in terms of the system eigenvectors |a〉, |b〉, |c〉, |d〉 to define traceless operators
Ai = |a〉〈b| and Aj = |c〉〈d| using the collective index i = (a, b), j = (c, d):
Canonical Redfield–Bloch master equation using the system
eigenbasis
σ˙(t) =− i[HS +HLS, σ(t)]
+
∑
abcd
ΓCRBab|cd
(
|a〉〈b|σ(t)|d〉〈c| − 1
2
{|d〉〈c||a〉〈b|, σ(t)}
)
, (30)
with the Gamma matrix
ΓCRBab|cd =
∑
α
〈a|
∑
κ
csκV
s
ακ|b〉
Osα(Eba) +O
s
α(Edc)
2
〈d|
∑
µ
V sαµc
s
µ|c〉, (31)
using energy differences Eba = Eb − Ea. The value of s = s(a, b) = s(c, d) in the
above formula is determined by the eigenvectors |a〉 and |b〉 and their corresponding
particle numbers Na and Nb with s = Nb−Na = ±1. The creation and annihilation
operators yield zero for other particle number differences. The term Osα(ω) describes
up to a factor of 2pi the density of occupied states at energy ω in bath α (density
of states times Fermi distribution function):
Osα(ω) := i(G
R
α (sω)−GAα (sω)) · f s(sω|βα, µα), (32)
using retarded and advanced Green functions GRα and G
A
α and the generalized
Fermi function f+(ω|βα, µα) = [exp(βα(ω − µα)) + 1]−1, f− = 1 − f+, the bath
temperature βα and the chemical potential µα.
The Lamb shift Hamiltonian HLS is given by
HLS :=− i1
4
∑
sµκ
csµσ
s
µκ(−LS){csκ} − i
1
4
∑
sµκ
σsµκ(LS){csµ}csκ, (33)
with the anti-Hermitian term of the bath contributions
σsµκ(ω) = −
1
pi
∑
α
V sαµP
∫ ∞
−∞
(
GRα (ω
′)−GAα (ω′)
)
f s(ω′|βα, µα)
ω − sω′ dω
′V sακ, (34)
and the principal value integral P ∫ , see Appendix C.4.
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4.2.1. Violation of complete positivity of the canonical Redfield–Bloch master equation:
The form of the matrix element Γαab|cd (31) has the structure Γ
α
ij = v
α
i · (wαi +wαj ) · (vαj )∗
with vectors vα and wα. The desired positive semidefiniteness of Γα is determined by
the eigenvalues of the matrix Wα, Wαij = (w
α
i +w
α
j ). The non–zero eigenvalues are given
by
λα1,2 =
n∑
i=1
Re(wαi )±
√√√√n n∑
i=1
|wαi |2 −
(
n∑
i=1
Im(wαi )
)2
. (35)
While in the secular approximation the vector w is constant+ leading to one positive non-
zero eigenvalue and thus a guaranteed completely positive map, the canonical Redfield–
Bloch master equation is proven to violate complete positivity in general.
4.3. PERLind master equation
A recent approach to arrive at a Lindblad master equation was named PERLind
(phenomenological position and energy resolved Lindblad) approach [39] which can be
derived from the canonical Redfield–Bloch master equation by performing the geometric
mean instead of the arithmetic mean of the two hermitian parts of the bath contribution
(compare especially [41, Suppl. Mat. (S.10)] and [40, (88)]) to arrive at a positive
semidefinite matrix Γ:
ΓPERLindab|cd :=
∑
µκα
〈a|csκ|b〉
√
γsα,µκ(Eba) · γsα,µκ(Edc)〈d|csµ|c〉, (36)
with the bath parts γsα,µκ(ω) of γ
s
µκ(ω) as defined in (C.5) and (C.8).
Note that the geometric mean is performed within the sum over the baths which
preserves the additivity of the dissipators in the Redfield–Bloch master equations.
By separating the dependencies of the system degrees µ and κ one can see that
within this approach the geometric mean only applies to the spectral bath density
terms:
ΓPERLindab|cd :=
∑
α
〈a|
∑
κ
csκV
s
ακ|b〉
√
Osα(Eba) ·Osα(Edc)〈d|
∑
µ
V sαµc
s
µ|c〉. (37)
Since these terms are always positive, complete positivity is guaranteed within the
PERLind approach.
Note that the Lamb–shift Hamiltonian HLS in the PERLind approach [41, Suppl.
Mat.] is identical to the one introduced in the canoncial Redfield–Bloch master equation.
Notice however, that HLS does not commute with HS, in contrast to the claim in the
supplementary material of [41]. This would only hold if the Lamb–shift Hamiltonian
were diagonal in the system eigenbasis which is in general not the case.
+ Since in the secular approximation only coherences between degenerate eigenstates are allowed only
constant differences of eigenenergies will arise
Efficient energy resolved quantum master equation 23
Furthermore, note that although the PERLind approach is convenient since it can
take into account all possible coherences between eigenstates (in contrast to the Davies–
Linblad approach) and provides a complete positive map it is a phenomenological
approach since a physical justification for the geometric mean is missing.
5. Numerical benchmark of destructive quantum interference in a 6-site
model
For testing ERMEA we consider a fermionic six site model with quasi–degenerate
eigenstates which features a destructive quantum interference (DQI) effect and which is
computationally quite expensive when building the full superoperator K.
Figure 3. Sketch of the fermionic six site system coupled to two leads in the meta
configuration.
The system Hamiltonian HS is motivated by DFT calculations of a D6h symmetric
benzene molecule [42, 43], preserves particle number and spin and is given in energy
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units of electronvolts by
HS =
∑
σ,ij
Tijc
†
iσcjσ +
∑
ijσσ′
Uij
2
(
niσnjσ′ − niσ + njσ′
2
)
,
T =

−3.8 −2 −0.3 0 −0.3 −2
−2 −3.8 −2 −0.3 0 −0.3
−0.3 −2 −3.8 −2 −0.3 0
0 −0.3 −2 −3.8 −2 −0.3
−0.3 0 −0.3 −2 −3.8 −2
−2 −0.3 0 −0.3 −2 −3.8

, (38)
U =

8 5 3 2 3 5
5 8 5 3 2 3
3 5 8 5 3 2
2 3 5 8 5 3
3 2 3 5 8 5
5 3 2 3 5 8.1

.
The small deviation in the Coulomb repulsion on site six breaks the symmetry and
all degeneracies of eigenstates in the same particle and spin sector vansish. Still some
quasi–degenerate eigenstates with an energy gap ∆E < 0.1 eV remain. The spectrum
of this fermionic six site-system is depicted in Fig 4. The first excited states (circle) in
the seven particle sector are such quasi–degenerate eigenstates.
5 6 7 8 9
particle sector
-114
-112
-110
-108
-106
En
er
gy
 (e
V)
Figure 4. Low energy spectrum of the six site system separated by particle and spin
number. The spectrum ranges from -113 to 0 eV. The quasi–degenerate eigenstates in
particle sector seven are marked by circles.
Attached to this six site model are two leads modelled by semi–infinite tight binding
chains with an internal hopping of tB = 6 eV (bandwidth = 24 eV) and zero on-site
energies at temperature β = 20. The coupling to the central system [Eq. (29)] is given
by VL,1 = VR,3 = 0.1 eV. The left respectively right lead couples to site one respectively
site three. This contact scheme is called meta configuration (see also figure 3) which
gives rise to DQI [44].
The non–equilibrium situation is obtained by applying a bias voltage VB on the
leads by shifting the chemical potential µL = −VB2 , µR = VB2 in the Fermi function.
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5.1. Reduction of considered matrix elements in the master equation
The system under consideration preserves the total particle number and spin. Thus the
system Hamiltonian HS is block-diagonal in these quantities which also holds for the
bath Hamiltonian HB. Since the coupling [see (29)] preserves the total particle number
and spin of system and bath, the reduced density matrix and its defining master equation
will show the same block-diagonal structure [reduction (i)].
Applying the secular approximation restricts the reduced density matrix to be
diagonal in its eigenenergies, since no degenerate eigenstates within the same particle
and spin sector occur due to the small deviation of the Coulomb repulsion on site six.
The following table 1 compares the number of relevant elements of the density
operator obtained from different reductions discussed in Sec. 3.1.
Table 1. Effect of reduction of considered matrix elements on the dimension N
of the superoperator K for the 6–site model. Within the ERMEA approach the
dimension of the superoperator depends on (beside the energy tolerance ∆E of the
partial–secular approximation) the applied bias voltage VB and the chosen tolerance
δ for the convergence number νc (12). Compare also the illustration of the discussed
reduction of matrix elements in figure 2.
Reduction of considered matrix elements due to: N Color code in figure 2
No reduction, full density operator 1 679 616 black
Conserved particle and spin number 853 776 blue
Partial–secular approximation ∆E = 0.2 eV 43 572 red
Partial–secular approximation ∆E = 0.1 eV 17 050
Secular approximation ∆E = 0 eV 4096
ERMEA, VB = 5 V, part.–sec. approx. ∆E = 0.1, δ = 10
−6 5283 green
If one neglects all coherences between different eigenenergies (secular approxima-
tion) – especially the interactions between quasi–degenerate eigenenergies – then as
pointed out in [43] the destructive quantum interference is not obtained anymore (see
figure 9). On the other hand, taking into account all coherences between different energy
states (after exploiting the separation of dynamics due to conserved quantities) would
produce a rather large superoperator matrix K which would make the search for the
steady state computationally very expensive.
To take those interactions which are relevant into account and discard those which
are not, it is convenient to pursue an intermediate approach of a partial–secular
approximation which considers coherences between eigenenergies within a specified
energy range ∆E. As discussed, the size of the generator can further be shrunken
by using ERMEA (Sec. 3.1) and strongly depends on the applied bias voltage VB as
visualized in figure 7.
We now present results obtained by applying the partial secular approximation in
the CRB and PERLind master equation with including coherences with an energy range
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of ∆E = 0.1 eV. A comparative calculation with ∆E = 0.2 eV didn’t show a significant
change in the current characteristics. The second threshold for virtual excitations E2
(see Sec. 3.3.1) was set sufficiently high to 80 eV above the groundstate energy.
5.2. Convergence using ERMEA
We applied ERMEA on the following three master equations and calculated the steady
state density matrix and the related current:
• the Davies–Lindblad (DL) master equation (D.7),
• the PERLind master equation (37) and
• the canonical Redfield–Bloch (CRB) master equation (31).
Steady state convergence: Figure 5 shows the convergence and calculated quality factors
of the superoperator KCRB for increasing grandcanonical energy threshold E at a fixed
bias voltage of VB = 3.6 V. It comes out clearly that the steady state convergence
number νc as well as the steady state density matrix and the current through the system
converge well with an increased threshold. Since the hermiticity remains preserved
within ERMEA the hermiticity number νh is zero within numerical accuracy.
Convergence for time evolution simulations: The trace preservation of the approx-
imated superoperator shows an interesting behaviour which is relevant for applying
ERMEA for time evolution simulations. Whereas the trace number νt - measuring the
violation of trace preservation for the whole reduced space H(E) of the approximated
superoperator K(E) - does not converge that fast, the partial trace number ν˜t(E , E) (15)
indicates that the trace for a subspace H(E) ⊂ H(E) is preserved well.
Four of these partial trace numbers are depicted in figure 5 and show that the trace
preservation becomes worse for the higher energy terms a superoperator is acting on.
The action of the approximated superoperator on high grandcanonical energy parts of
a density matrix does not fulfill the trace preserving property. This is a clear artifact of
the approximation since shifting the threshold E to higher energies repairs this failure
for fixed eigenenergies E.
For simulations using time evolution both thresholds E and E have to be chosen in
such a way, that the expected states that might occur in the simulation lie within the
subspace H(E) of preserved trace (ν˜t(E , E) < δ).
Violation of complete positivity: The lower left panel of figure 5 shows the violation of
complete positivity (νm) which is non–zero for the CRB master equation and increases
with higher threshold E since more negative decoherence rates are considered in the
construction of the approximated superoperator.
The PERLind and Davies–Lindblad approach yield the same results and trends
except for zero violation of complete positivity and are therefore not plotted.
Efficient energy resolved quantum master equation 27
-115 -110 -105 -100 -95
10 -10
10 -5
10 0
10 -10
10 -5
10 0
-115 -110 -105 -100 -95
10 -10
10 -5
10 0
10 -10
10 -5
10 0
-115 -110 -105 -100 -95
10 -15
10 -10
10 -5
10 0
-115 -110 -105 -100 -95
10 -10
10 -5
10 0
0
1000
2000
3000
4000
Figure 5. Convergence trend of approximated superoperator KCRB(E) for a fixed
applied voltage of VB = 3.6 V as a function of the grandcanonical energy threshold E .
The upper left panel shows the convergence number νc and the convergence of the
steady state ∆σ using the Frobenius norm of the difference from the converged steady
state matrix which is exact due to theorem (3.1).
The upper right panel depicts the relative error of the calculated current ∆I and
the dimension of the superoperator N .
The lower left panel shows the trace number νt and the Non-Markovianity νm which
is a measure of the violation of complete positivity.
In the lower right panel the partial trace numbers ν˜t(Ei, E) are presented for fixed
energy thresholds Ei = −109 eV (square), −106 eV (circle), −103 eV (diamond) and
−101 eV (plus) as a function of the domain restriction E.
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Figure 6 illustrates the spectral properties of the converged superoperator KCRB for
a bias voltage of VB = 3.6 V. One can clearly see that all but one of the eigenvalues
have a negative real part, which reflects the dissipative properties of the derived master
equation.
-8 -6 -4 -2 0
10 -3
-0.4
-0.2
0
0.2
0.4
Figure 6. Spectrum of the eigenvalues of the converged superoperator KCRB(Eδ2) for
an applied bias voltage of VB = 3.6 V. The steady state eigenvector to eigenvalue zero
is marked in red.
Convergence of ERMEA as function of applied bias voltage VB: Figure 7 shows the
computational effort required to reach convergence for different tolerances δ1 = 10
−6
and δ2 = 10
−12 as a function of applied bias voltage VB. Further ∆σ depicts the
Frobenius norm of the difference of the steady state density matrices obtained with the
tolerances δ1 and δ2. The last panel shows the purity of the steady state matrix and the
violation of complete positivity (measure of non–Markovianity νm) of the approximated
superoperator KCRB over the bias voltage VB.
Figure 8 shows the distribution of the steady state density matrix entries and the
used grandcanonical energy thresholds E (dashed lines) to reach a convergence number
νc below the tolerances δ1 = 10
−6 and δ2 = 10−12 as a function of applied bias voltage
VB. The first excited quasi–degenerate eigenstates (dark green) are the dominant states
in the steady state situation over a wide voltage range.
Finally we present the current in figure 9 using the current formula derived
in Appendix E to emphasize the importance of taking quasi–degenerate eigenstates
into account. These states build up strong correlations visible in the large off-diagonal
entries of the steady state density matrix. The current was calculated as a function
of the applied bias voltage VB for the three discussed master equations DL, CRB and
PERLind. The secular approximation clearly fails to display the destructive quantum
interference in this setup.
6. Conclusion
This paper presents the energy resolved master equation as an approach to improve the
computability of steady state density matrices of many–body open quantum systems
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Figure 7. Monitoring of the application of ERMEA on KCRB using different
convergence number tolerances δ1 = 10
−6 (solid lines) and δ2 = 10−12 (dashed lines)
for different applied bias voltages VB .
Upper panel: Steady state convergence number νc for different tolerances δ1 and
δ2 as well as the deviation ∆σ of the obtained density matrix σδ1 from σδ2 using the
Frobenius norm as function of applied bias voltage VB .
Middle panel: Converged grandcanonical energy thresholds Eδ1 and Eδ2 (left axis,
blue) and dimension of converged superoperator N (right axis, red) as a function of
applied bias voltage VB for the two tolerances δ1 and δ2.
Lower panel: Violation of complete positivity νm (left axis) and purity P of the
steady state (right axis) for the two tolerances as a function of applied bias voltage
VB . The curves of the obtained purities lie on top of each other.
with large Hilbert spaces. It may contribute to adopt more advanced master equation
techniques dealing with larger systems. Especially the quality factors provide a useful
tool on the decision of convergence of approximately calculated superoperators. We
introduced a new variant of the Redfield–Bloch master equation which can be brought
in canonical form and enables a better analysis of the violation of complete positivity.
It is striking to observe that although the Redfield–Bloch approach should be valid
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Figure 8. Distribution of entries of the steady state density matrix according to
their eigenenergies as a function of applied bias voltage VB . The steady state density
matrix was obtained from KCRB(Eδ2). The dashed and solid lines correspond to
the grandcanonical energy thresholds Eδ for which the convergence number νc was
below the tolerances δ1 = 10
−6 (solid line) and δ2 = 10−12 (dashed line). The
dotted line marks the voltage VB for which the convergence trend of the approximated
superoperator is discussed in figure 5.
in the weak–coupling regime it fails to provide a valid universal dynamical map for
quasi–degenerate eigenstates since complete positivity is always violated. This is because
weak–coupling means ‖Γ‖  ∆E which is not fulfilled by quasi–degenerate states. Since
violation of complete positivity is a measure of non–Markovianity, this is a strong hint,
that quasi–degenerate eigenstates in the system induce correlations between system and
bath.
We thus regard the Redfield–Bloch master equations as strong tool to detect and
analyse coherences between system and bath in open quantum systems. The developed
program used in this paper will be released in near future under the name QUENTIN
- QUantum ENtanglement and Transport INvestigator∗.
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Figure 9. Upper panel: Current calculated for the six-site system the DL, CRB and
PERLind master equations as a function of applied bias voltages VB using ERMEA
with a convergence number tolerance δ2 = 12
−12. The occurring interference effects
are not reproduced with the Davies–Lindblad master equation, because it neglects the
quasi–degenerate states and thus cannot reproduce the rising coherences between those
states [43].
Lower panel: Amount of coherences defined as the l1–norm of off–diagonal matrix
elements of the resulting density matrix as a function of applied bias voltage VB .
Vienna Scientific Cluster (VSC), project ID 71033.
Appendix A. Reduction of matrix elements
Appendix A.1. Conserved quantities
Assume that all three components of the Hamiltonian of the open quantum system have
a conserved quantity such as the particle number (or spin). Then it holds that the total
Hamiltonian, as well as the system and bath Hamiltonian commute with the particle
number operator:
[H, Nˆ ] = [HS, Nˆ ] = [HB, Nˆ ] = 0.
Thus the corresponding eigenvectors of the total system H|A(N)〉 = EA|A(N)〉 as well
as the eigenvectors fo the subsystems HS|a(NS)〉 = Ea|a(NS)〉, HB|α(NB)〉 = Eα|α(NB)〉
belong to a distinct particle numbers N respectively NS and NB. The von–Neumann
equation for the full density operator ρ shows that due to the conserved particle number
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the dynamics of the full system are separated with respect to the particle numbers:
iρ˙AA′ = i〈A(N)|ρ˙|A′(N ′)〉 = (EA − E ′A)〈A(N)|ρ|A′(N
′)〉.
One can express an eigenstate of the total system in terms of the two subsystems via:
|A(N)〉 =
∑
aα
paα|a(NS)〉 ⊗ |α(NB)〉,
with the conservation law N = NS(a) + NB(α). The full density matrix element thus
reads:
ρAA′ =
∑
aa′,αα′
paαpa′α′ |a(NS)〉〈a′(N ′S)| ⊗ |α(NB)〉〈α′(N ′B)|.
Since the reduced density matrix is obtained by a partial trace it follows that NB(α) =
N ′B(α
′) leading to N ′S(a
′) = NS(a) + (N ′ − N). Thus the separation of the dynamics
with respect to the particle number is transferred to the reduced density matrix and the
master equation.
The same observations can be made directly from the master equations (23) or
from the generator, where the question arises which symmetries prevent the occurrence
of coherences [45, 46, 47].
Appendix B. Choi theorem for the preservation of hermiticity
Calculating the Choi matrix of a generator K in the present vectorized notation leads
to
C(K) = E12 ⊗K(E12) =
(
0 1
0 0
)
⊗K
(
0 1
0 0
)
=

0 0 K11,12 K12,12
0 0 K21,12 K22,12
0 0 0 0
0 0 0 0
 .
Comparing the original operator K and the Choi matrix C(K) in this column–wise
vectorized basis
(1, 1)︸ ︷︷ ︸
1
, (2, 1)︸ ︷︷ ︸
2
, . . . , (n, 1)︸ ︷︷ ︸
n
, (1, 2)︸ ︷︷ ︸
n+1
, . . . (1, n), (2, n), . . . , (n, n)︸ ︷︷ ︸
n2
,
K =

K11,11 K11,21 K11,12 K11,22
K21,11 K21,21 K21,12 K21,22
K12,11 K12,21 K12,12 K12,22
K22,11 K22,21 K22,12 K22,22
 ,
C(K) =

K11,11 K12,11 K11,12 K12,12
K21,11 K22,11 K21,12 K22,12
K11,21 K12,21 K11,22 K12,22
K21,21 K22,21 K21,22 K22,22
 ,
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reveals an easy way to calculate C(K) by swapping two indices in K:
C(K)ij,lm = Kil,jm.
Using this relation we can express (16) via the Choi matrices C:
C(K)il,jm != C(K)∗jm,il, ⇒ C(K) != C(K)†, (B.1)
which proves the stated Choi criterion for K to preserve hermiticity.
Appendix C. Microscopic derivation of Born–Markov master equations
Appendix C.1. Derivation of the integro–differential equation
We start with the von–Neumann equation for the full system (~ is set to one):
ρ˙(t) = −i[H, ρ(t)].
We switch to the interaction picture, which will be denoted by bold symbols,
ρ(t) = eiH0(t−t0)ρ(t)e−iH0(t−t0). The Schro¨dinger equation in the interaction picture reads:
ρ˙(t) = −i[HI(t),ρ(t)].
We integrate this equation from a starting point t0 where system and bath are decoupled
ρ(t0) = σ(t0)⊗ ρb(t0)
ρ(t) = ρ(t0)− i
∫ t
t0
[HI(t
′),ρ(t′)]dt′.
Reinsertion into the Schro¨dinger equation generates a integro–differential equation:
ρ˙(t) = −i[HI(t),ρ(t0)]−
∫ t
0
[HI(t), [HI(t
′),ρ(t′)]] dt′.
Going back to the Schro¨dinger picture by using
d
dt
ρ(t) =eiH0(t−t0)i[H0, ρ(t)]e−iH0(t−t0) + eiH0(t−t0)
(
d
dt
ρ(t)
)
e−iH0(t−t0),
and multiplying with e−iH0t from the left and eiH0t from the right using t = t− t0 leads
to
ρ˙(t) =− i[H0, ρ(t)]− ie−iH0t[eiH0tHIe−iH0t, ρ(t0)]eiH0t
−
∫ t
t0
[
HI , e
−iH0(t−t′)[HI , ρ(t′)]eiH0(t−t
′)
]
dt′.
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Since we are only interested in a dynamical map of the central system we trace out the
bath and define the reduced density operator σ(t) := TrB{ρ(t)}.
σ˙(t) = TrB{ρ˙(t)} =− iTrB{[H0, ρ(t)]} − i TrB{[HI , ρ(t0)]}︸ ︷︷ ︸
=0
−
∫ t
t0
TrB
{[
HI , e
−iH0(t−t′)[HI , ρ(t′)] · eiH0(t−t′)
]}
dt′.
The second term vanishes as the interaction Hamiltonian commutes with the decoupled
state ρ(t0). The variable transformation (τ = t− t′) with dt′ = −dτ , τ ∈ [t− t0, 0] and
the flipped limits induce
σ˙(t) =− iTrB{[H0, ρ(t)]} −
∫ t−t0
0
dτTrB{
[
HI , e
−iH0τ [HI , ρ(t− τ)]eiH0τ
]}.
The next steps include sending t0 to minus infinity as the interaction shall have been
switched on adiabatically at that time. That way we end up with the still exact non–
Markovian integro differential equation [see (23)] using Liouville operators.
Appendix C.2. Liouville superoperators
The used Liouville superoperators LI , L0 and LS are formed by the commutator
with the corresponding Hamiltonian HI , H0 and HS, e.g. LI{A} = [HI , A], see
also [48]. Note, that the exponential of a superoperator formed by a commutator yields
e−iL0t{A} = e−iH0tAeiH0t.
In the notation used, the superoperators or functions of superoperators act on all
subsequent operators unless the effect is indicated by curly brackets as in (C.3).
Using the eigenbasis HS|a〉 = Ea|a〉 we gain for the evaluation of a function f of
the superoperator LS acting on the operator A the following important rule
〈a|f(LS){A}|b〉 = f (Ea − Eb) 〈a|A|b〉. (C.1)
Appendix C.3. Applying Born approximation, derivation of Born–Markov master
equation
After applying the different types of Markov approximation we perform the Born
approximation in the integral terms D0,D1 and D2 which assumes that the density
operator can be written as a tensor product at any time ρ(t) ≈ ρB ⊗ σ(t). Inserting the
chosen coupling Hamiltonian HI [see (29)] in the commutators and separating bath and
system components lead for D1 to
D1 ≈−
∫ ∞
0
TrB{
[
HI , e
−iH0τ [HI , ρBeiHSτσ(t)e−iHSτ ]eiH0τ
]
}dτ
=−
∫ ∞
0
∑
µκs
[
csµ, C
s
µκ(τ)e
−iHSτcsκe
iHSτσ(t)
]
dτ + h.c.,
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with the bath correlation function
Csµκ(τ) =
∑
α
V sαµ〈dsα(τ)dsα〉V sακ. (C.2)
Finally one arrives at the following Born–Markov master equations in the weak coupling
limit:
Redfield–Bloch master equation type K0,K1, K2 and KCRB
K0 σ(t) =− i[HS, σ(t)]−
∑
sµκ
[
csµ, F
s
µκ(−LS){csκσ(t)}
]
+ h.c., (C.3a)
K1 σ(t) =− i[HS, σ(t)]−
∑
sµκ
[
csµ, F
s
µκ(−LS){csκ}σ(t)
]
+ h.c., (C.3b)
K2 σ(t) =− i[HS, σ(t)]−
∑
sµκ
[
F sµκ(LS){csµ}, csκσ(t)
]
+ h.c., (C.3c)
KCRB σ(t) =K1 +K2
2
σ(t), (C.3d)
with the bath contribution term
F sµκ(LS) :=
∫ ∞
0
dτCsµκ(τ)e
iLSτ , (C.4)
and the Liouville superoperator LS as defined in Appendix C.2.
Appendix C.4. Decomposition of the bath contribution terms and relation to
equilibrium Green functions
In order to decompose the bath contribution terms [see (C.4)] it is convenient to
introduce the Hermitian and anti–Hermitian functions:
γsµκ(ω) :=
∫ ∞
−∞
Csµκ(τ)e
iωτdτ,
(
γsµκ(ω)
)∗
= γsκµ(ω), (C.5)
σsµκ(ω) :=
∫ ∞
−∞
Csµκ(τ)sign(τ)e
iωτdτ,
(
σsµκ(ω)
)∗
= −σsκµ(ω), (C.6)
F sµκ(ω) =
γsµκ(ω) + σ
s
µκ(ω)
2
.
The aim will be to express the influence of the baths in the equations above in
terms of retarded and advanced Green functions GR and GA.
Starting from (C.2) we identify the bath correlation functions Csµκ(τ) with the
greater and lesser Green functions G+ = G>, G− = G<:
〈dsα(τ)dsα〉 = isGs(sτ). (C.7)
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The evaluation of this expression in the integral of (C.5) reproduces the Fourier
transform of the Green functions. Since the bath is in equilibrium, greater and lesser
Green functions can be expressed via
Gs(ω) = s(GR(ω)−GA(ω))f s(ω|βα, µα),
with the generalized Fermi function f+(ω|βα, µα) = 1exp(βα(ω−µα))+1 , f− = 1 − f+, the
bath temperature βα and the chemical potential µα.
Thus the Hermitian part of the bath contribution term becomes:
γsµκ(ω) =
∑
α
V sαµ
[
i(GRα (sω)−GAα (sω)) · f s(sω|βα, µα)
]
V sακ. (C.8)
We identified the part in square brackets as bath occupation Osα(ω) as defined in (32).
For the anti–Hermitian part (C.6), the integration can be interpreted as principle
value integral:∫ ∞
−∞
g(τ)sign(τ)eiωτdτ =
∫ ∞
−∞
dω′
2pi
g(ω′)
∫ ∞
−∞
sign(t)ei(ω−ω
′)τ−ε|τ |dτ
=
i
pi
∫ ∞
−∞
g(ω′)
x:=︷ ︸︸ ︷
ω − ω′
(ω − ω′)2 + ε2 dω
′ =
i
pi
P
∫ ∞
−∞
g(ω − x)
x
dx,
leading to (34).
Appendix D. Secular approximation and Davies–Lindblad master equation
Starting from Redfield–Bloch type master equations K1 [see (C.3)] and after
decomposing the dissipators F as illustrated in Appendix C.4 we gain
K1 σ(t) = −i[HS, σ(t)]− 1
2
∑
sµκ
[
csµ, γ
s
µκ(−L){csκ}σ(t)
]
+
[
csµ, σ
s
µκ(−L){csκ}σ(t)
]
+
[
σ(t)γsµκ(L){csµ}, csκ
]− [σ(t)σsµκ(L){csµ}, csκ] . (D.1)
Inserting full sets of eigenbasis vectors of the system Hamiltonian, having HS|a〉 = Ea|a〉,
with the eigenvectors |a〉 and eigenenergies Ea, induces in the first term of the first
commutator ∑
abcde
|a〉〈a|csµ|b〉〈b||d〉〈d|γsµκ(−L){csκ}|c〉〈c|σ(t)|e〉〈e|. (D.2)
The set of eigenvectors |d〉 was inserted to motivate the later used traceless operators
Ai in the Lindblad equation. It holds Eb = Ed.
The secular approximation is applied via a projection superoperator PE that
leaves a reduced density matrix block diagonal in its eigenenergies:
σE := PE σ = PE
∑
ab
σab|a〉〈b| =
∑
ab
σab|a〉〈b|δEaEb .
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Applying this projection on the master equation
PE σ˙ = PE KPE σ =: KDLσE,
implies Ea = Ec = Ee in (D.2).
Since functions of the Liouville superoperator LS are evaluated according to (C.1)
and only two energies Ea and Eb occur in the secular approximation, we can always
switch the action of the bath contribution terms on the creation and annihilation
operators:
〈a|csµ|b〉〈b|γsµκ(−(Eb − Ea))csκ|c〉δEaEc = γsµκ(Ea − Eb)〈a|csµ|b〉〈b|csκ|c〉δEaEc , (D.3)
So in the secular approximation the following relation holds
PE csµF sµκ(−LS){csκσE(t)} = PEcsµF sµκ(−LS){csκ}σE(t) = PE F sµκ(LS){csµ}csκσE(t),
(D.4)
that proofs equivalence of all introduced Redfield–Bloch master equations (C.3) in the
secular limit.
Finally we can condense (D.1)
KDLσE = −i[HS, σE(t)] + PE
∑
sµκ
csκσE(t)γ
s
µκ(L){csµ} −
1
2
{γsµκ(L){csµ}csκ, σE(t)}
+ [σsµκ(L){csµ}csκ, σE(t)], (D.5)
to gain the so–called Davies–Lindblad master equation KDL in Lindblad form (4):
Davies–Lindblad master equation
KDLσ(t) =− i[HS +HLS, σ(t)] +
∑
ij
ΓDLij
(
Aiσ(t)A
†
j −
1
2
{A†jAi, σ(t)}
)
, (D.6)
using the traceless operators Ai = |a〉〈b| and Aj = |c〉〈d| with the collective indices
i = (a, b), j = (c, d) and system eigenvectors |a〉, |b〉, |c〉, |d〉.
The Gamma matrix Γ and the Lamb–shift Hamiltonian HLS are given by:
ΓDLij =
∑
µκ
〈a|csκ|b〉 · γsµκ(Ea − Eb) · 〈d|csµ|c〉δEaEcδEbEd , (D.7)
HLS = −iPE
∑
sµκ
σsµκ(L){csµ}csκ.
Note that s is determined by the choice of i since the state b is in the particle sector
N + s given that a is in sector N . For a nonzero entry in Γ index j has to follow
this diction of particle sectors since to particle conservation.
Efficient energy resolved quantum master equation 38
The Gamma matrix in the Davies–Lindblad approach is a submatrix of the Gamma
matrices used in the other Redfield–Bloch master equations.
Appendix E. Current formula for a Lindblad type master equation
Referring to the Lindblad equation [see (4)], the current is given by the time derivative
of the total number of particles Nˆ
I(t) =
e
~
d
dt
〈Nˆ(t)〉 = e
~
d
dt
Tr Nˆσ(t)
=− i e
~2
Tr Nˆ [HS +HLS, σ(t)]︸ ︷︷ ︸
Tr [Nˆ,HS+HLS]σ(t)=0
+
e
~
Tr
1
2
∑
ij
ΓijNˆ [Ai, σ(t)A
†
j] + h.c.
=
e
~
∑
ij
Re Tr Γij[Nˆ , Ai]σ(t)A
†
j.
Using the eigenbasis operators and with the definition of s(a, b) in (31) we obtain for
the current along bath α
Iα(t) =
e
~
∑
ab,cd
Re Tr Γαab|cd [Nˆ , |a〉〈b|]︸ ︷︷ ︸
=Na−Nb=−s
σ|d〉〈c| = − e
~
∑
abd
s(a, b)ReΓαab|ad〈b|σ|d〉. (E.1)
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