In this paper, we describe the acquisition and contents of a large-scale Chinese face database: the CAS-PEAL face database. The goals of creating the CAS-PEAL face database include the following: 1) providing the worldwide researchers of face recognition with different sources of variations, particularly pose, expression, accessories, and lighting (PEAL), and exhaustive ground-truth information in one uniform database; 2) advancing the state-of-the-art face recognition technologies aiming at practical applications by using off-the-shelf imaging equipment and by designing normal face variations in the database; and 3) providing a large-scale face database of Mongolian. Currently, the CAS-PEAL face database contains 99 594 images of 1040 individuals (595 males and 445 females). A total of nine cameras are mounted horizontally on an arc arm to simultaneously capture images across different poses. Each subject is asked to look straight ahead, up, and down to obtain 27 images in three shots. Five facial expressions, six accessories, and 15 lighting changes are also included in the database. A selected subset of the database (CAS-PEAL-R1, containing 30 863 images of the 1040 subjects) is available to other researchers now. We discuss the evaluation protocol based on the CAS-PEAL-R1 database and present the Manuscript performance of four algorithms as a baseline to do the following: 1) elementarily assess the difficulty of the database for face recognition algorithms; 2) preference evaluation results for researchers using the database; and 3) identify the strengths and weaknesses of the commonly used algorithms.
I. INTRODUCTION
A UTOMATIC face recognition (AFR) has been studied for over 30 years [1] - [3] . Especially in recent years, it has become one of the most active research areas in pattern recognition, computer vision, and psychology due to the extensive public expectation of its wide potential applications in public security, financial security, entertainment, intelligent human-computer interaction, etc. In addition, much progress has been made in the past few years. However, AFR remains a research area far from maturity, and its applications are still limited in controllable environments. Therefore, it is becoming more and more significant to discover the bottleneck and the valuable future research topics by evaluating and comparing the potential AFR technologies exhaustively and objectively.
Aiming at these goals, large-scale and diverse face databases are obviously one of the basic requirements. Internationally, face recognition technology (FERET) [4] , [5] , face recognition vendor test (FRVT) [6] , [7] , and face recognition grand challenge (FRGC) [8] have pioneered both evaluation protocols and database construction. Furthermore, FERET has released its database that contains 14 051 face images of over 1000 subjects and has variations in expression, lighting, pose, and acquisition time. Despite its success in the evaluations of face recognition algorithms, the FERET database has limitations in the relatively simple and unsystematically controlled variations of face images for research purposes. FRGC has released its training and validation partitions. The training partition consists of two training sets: the large still training set (6388 controlled and 6388 uncontrolled still images from 222 subjects) and the 3-D training set (3-D scans, and controlled and uncontrolled still images from 943 subject sessions). The validation partition contains images from 466 subjects collected in 4007 subject sessions. Other publicly available face databases include the CMU PIE [9] , AR [10] , XM2VTSDB [11] , ORL [12] , UMIST [13] , MIT [14] , Yale [15] , (Extended) Yale Face Database B [16] , [17] , BANCA [18] , etc. Among them, both the CMU PIE and the (Extended) Yale Face Database B have well-controlled variations in pose and illumination. The CMU PIE contains To complement the existing face databases, we design and construct a large-scale Chinese face database-the CAS-PEAL face database which covers variations in pose, expression, accessory, lighting, backgrounds, etc. Currently, it contains 99 594 images of 1040 individuals (595 males and 445 females). A selected subset CAS-PEAL-R1, which contains 30 863 images of 1040 subjects, is now made available for other researchers. Table I gives a brief overview of these databases to help researchers choose the most appropriate one for their specific needs. Some older databases are not included in the table (for a complete reference, refer to [19] ). It is obvious that the CAS-PEAL-R1 database has advantages both in the quantity of subjects and in a number of controlled variations of the recording conditions, which facilitate the training and evaluation of face recognition algorithms, particularly those statistical-based learning techniques. Furthermore, most of the current face databases mainly consist of Caucasian people, whereas the CAS-PEAL database consists of Mongolian people. Such difference makes it possible to study on the "cross-race" effect in face recognition algorithms [20] - [22] . This paper describes the design, collection, and categorization of the CAS-PEAL database in detail. In addition, we present an evaluation protocol to regulate the potential future evaluation on the CAS-PEAL-R1 face database, based on which we then evaluate the performance of several typical face recognition methods including the eigenface [principle components analysis (PCA)] [14] , the fisherface [PCA+linear discriminant analysis (LDA)] [15] , [23] , [24] , the Gabor-based PCA+LDA (G PCA+LDA) [25] , [26] , and the local Gabor binary-pattern histogram sequence (LGBPHS) [27] in combination with the different preprocessing methods. The evaluation results have assessed the difficulty of the database for face recognition algorithms on the basis of individual probe sets containing different variations. By analyzing their performance, some insights to the commonly used algorithms and preprocessing methods are obtained.
The remaining part of this paper is organized as follows. The setup of the photographic room is described in Section II. Then, the design of the CAS-PEAL face database is detailed Fig. 1 . Illustration of the camera configuration. Note that, in our face database, α is equal to 22.5 degree for the subjects #001 ∼ #101, while for other subjects, i.e., #102 ∼ #1042, α is equal to 15 degree.
in Section III. The publicly released CAS-PEAL-R1 and its accompanying evaluation protocol are described in Section IV. The evaluation results of four baseline algorithms on the CAS-PEAL-R1 database are presented in Section V. Finally, some conclusions are drawn in the last section with some further discussions.
II. PHOTOGRAPHIC ROOM
To capture face images with varying poses, expressions, accessories, and lighting conditions, a special photographic room with the dimension of 4. 0 × 5. 0 m and 3.5-m height is set in our laboratory, and the necessary apparatuses are configured in the room including a camera system, a lighting system, accessories, and various backgrounds. The details are described in the following sections.
A. Camera System
In our photographic room, a camera system consisting of nine digital cameras and a computer is elaborately designed. The cameras we used are Web-Eye PC631 with 640 × 480 pixels charge-coupled device (CCD). All nine cameras are mounted on a horizontal semicircular arm of 0.8-m radius and 1.1-m height. They all point to the center of the semicircular arm and are labeled as C0-C8 from the subject's right to left. The sketch map of the cameras' distribution on the semicircle arm is shown in Fig. 1 .
All nine cameras are connected to a computer through USB interface. The computer is specially configured to support up to 12 USB ports. We developed software to control the nine cameras and capture the images in one shot. In each shot, the software can obtain nine images of the subject across the nine poses and store these images in the hard drive using a uniform naming convention.
Each subject is asked to sit down in a height-adjustable chair. Before photographs are taken, the chair is adjusted to keep the head of the subject at the center of the arm, and the subject is asked to look directly into the camera C4 that locates at the middle of the semicircular arm (as Fig. 1 shows). Fig. 2 shows the scene that one subject sat on the chair and was ready for the photography procedure.
B. Lighting System
To simulate the ambient illumination, two photographic sunlamps of high power covered with a ground glass are used to irradiate to the rough white ceiling, which can obtain more uniform lighting and mimic the normal indoor-lighting environment (overhead lighting sources).
To generate various lighting conditions needed, we set a lighting system in the photographic room using multiple lamps and lampshades. Fifteen fluorescent lamps are placed at the "lamp" positions, as shown in Fig. 3 , to form varying directional lighting environments. In a spherical coordinate system whose origin is the center of the circle that coincides with the semicircular shelf (the x axes is the middle camera's optical A switch matrix is exploited to control the on/off conditions of these lamps. It should be noted that the flash systems like the CMU PIE [9] or YALE Face Database B [16] are not exploited in our system. Therefore, the illumination variations are not as strictly controlled as those in the PIE or Yale. However, these illumination variations are more natural and complicated.
C. Accessories: Glasses and Hats
In the tasks of face detection, landmark localization, and face recognition, wearing accessories such as glasses and hats may cause great difficulty because they sometimes result in lighting change or occlusion or both. However, it is hardly evitable in the practical applications such as video surveillance. In the existing face databases, the accessory variations are not adequate. Therefore, we have carefully used several types of glasses and hats as accessories to further increase the diversity of the CAS-PEAL database. The glasses we used include dark frame glasses, glasses without frame, and sunglasses. There are also several hats with brims of different sizes and shapes. In the image collection, some of the subjects are asked to wear these accessories.
Another purpose to evaluate face recognition systems with some heads wearing different hats is to emphasize the variability of hairstyles. Typically, the hairstyle of a specific subject is constant in a face database, which was captured in a single session and thus may be used as discriminating features, whereas it is changeable in daily life.
D. Backgrounds
The background variations, in theory, may not influence the performance of face recognition algorithms provided that the face region is correctly segmented from the background. However, in real-world applications, many cameras are working under the mode of automatic white balance or automatic intensity gain, which may change the face appearance evidently under different imaging conditions, particularly for those consumer video cameras. Therefore, it is necessary to mimic this situation in the database. In the current version of the CAS-PEAL, we just consider the cases when the background color has been changed. Concretely, five different unicolor (blue, white, black, red, and yellow) blankets are used. Fig. 1 for the camera locations). The subject was asked to look upward, look right into the camera C4, and look downward. 
III. DESIGN OF THE CAS-PEAL DATABASE
By utilizing the devices described in Section II, seven variations are applied to construct the CAS-PEAL face database: pure-pose, expression, lighting, accessory, background, time, and distance variations. Due to the fact that nine cameras from different directions are used to capture each subject simultaneously, all the variations are automatically combined with nine pose (viewpoint) changes. Table II lists all the possible sources of variations. For some subjects in the database, not all the variations are captured. However, any subject is captured under at least two kinds of these variations. The following sections describe each of the variations and demonstrate some example face images.
A. Pure-Pose Variation
To capture images with varying poses, the subject is asked to look upward (about 30 • ), look right into the camera C4 (the middle one), and look downward (about 30 • ). In each facing direction, nine images are obtained from the nine cameras in one shot. Thus, a total of 27 images of the subject will be obtained. Fig. 4 shows the 27 images of one subject.
B. Expression Variation
In addition to the neutral expression, some subjects are asked to smile, to frown, to be surprised, to close eyes, and to open mouth. For each expression, nine images of the subject under different poses are obtained using the nine cameras. Fig. 5 shows some example images of the six expressions (including the neutral one) across three poses.
C. Lighting Variation
Using the lighting system described in Section II-B, we capture the images of a number of subjects under 15 different illumination conditions. Example images of one subject under these conditions are shown in Fig. 6 . Note that, in all cases, the ambient lighting lamps are turned on.
D. Accessory Variation
For those subjects who are willing to perform this session, the prepared accessories, three hats and three pairs of glasses, are adorned one by one. Fig. 7 shows the example images of one subject recorded by the camera C4.
E. Background Variation
As mentioned in Section II-D, the background is changed by using different unicolor blankets. Example images under five different backgrounds are shown in Fig. 8 . It can be found that the exposures of these images are highly dependent on the backgrounds. 
F. Time Difference
In FERET, FRVT, and other face recognition competitions, time difference is another important factor decreasing the accuracy. In most face databases, images of one subject captured in different times are insufficient or absent because the subjects are hard to be traced. In CAS-PEAL database, 66 subjects have been captured in two sessions half a year apart. Fig. 9 shows six images captured in the two sessions. We are further extending this part of the database.
G. Different Distance
In real-world applications, the distance between the subject and the camera is subject to changing, which may not be simply treated as a scale problem. To make possible the evaluation of this problem's effect on face recognition, we collect some images at different distances for some subjects. In our system, the focal length of the cameras is equal to 36 mm. Three distances are used: 0.8, 1.0, and 1.2 m. Fig. 10 shows three images of one subject at these distances from the camera.
IV. PUBLICLY RELEASED CAS-PEAL-R1 AND CORRESPONDING EVALUATION PROTOCOL
A subset of the CAS-PEAL face database, named CAS-PEAL-R1, has been made publicly available to researchers working on AFR. This section describes the CAS-PEAL-R1 as well as its accompanying evaluation protocol.
A. Publicly Released CAS-PEAL-R1 Face Database
Contents of the CAS-PEAL-R1: CAS-PEAL-R1 is a subset of the entire CAS-PEAL face database. It contains 30 863 images of 1040 subjects. These images belong to two main subsets: the frontal and nonfrontal subsets.
1) In the frontal subset, all images are captured by the camera C4 (see Fig. 1 TABLE III  CONTENTS OF CAS-PEAL-R1   TABLE IV   TABLE V images under at least nine lighting changes. The 297 subjects have images against two to four different backgrounds. The 296 subjects have images with different distances from the camera. Furthermore, 66 subjects have images recorded in two sessions at a six-month interval.
2) In the nonfrontal subset, the images of 1040 subjects across 21 different poses (subset of those described in Section III-A) without any other variations are included. Table III summarizes the contents of CAS-PEAL-R1. Image Naming Convention: In the CAS-PEAL face database, the filename of each image encodes the majority of the ground-truth information of that image. Its format is described in Table IV . It consists of 12 fields of 46 characters long in total. The fields are separated by underline marks as shown above. In these fields, x's and n's represent the letter and digit sequences, respectively, which vary with the properties of each image. The meaning of each field, letter sequence, and digit sequence is described in turn as follows.
1) Gender and age field. Its two-character type sequence is defined in Table V . 2) ID field. Its six-digit sequence indicates the serial number of the subject in the image, ranging from 000001 to 001042 (000833 and 000834 are absent.). Table VII ). The "±nn" indicates the azimuth of the VI   TABLE VII   TABLE VIII   TABLE IX   TABLE X camera by which the image is obtained. Please refer to Fig. 1 for the configuration of the cameras. 5) Expression field. The initial character "E" represents expression variation. The following "x" can be "N," "L," "F," "S," "C," or "O." Its meaning is as shown in Table VIII . 6) Accessory field. The initial character "A" represents accessory variation. The following "n" can be a value ranging from 0 to 6 (see Table IX ). 7) Distance field. The initial character "D" represents distance variation. The following "n" has a value ranging from 0 to 2, indicating different distances from the subject to the camera C4. 8) Time field. The initial character "T" indicates time variation. The following "n" has value denoting different sessions (see Table X ). 9) Background field. The initial character "B" represents background variation. Table XI gives the value for "x". 10) This field is reserved for future use. 11) Privacy field. Only images whose ID is less than 100 and with an "R1" label in this field will be published or released in technical reports and papers in the face recognition research area only. 12) Resolution field. The initial character "S" represents resolution. The "n" has two values: 0 and 1, denoting two different resolutions of the image (see Table XII ). Because the filename of each image describes the property of the subject in that image, the images in the database can be retrieved and reorganized easily to meet any specific requirement. In addition, the ground-truth eye locations of all the images are provided in a text file (named FaceFP_2.txt).
Image Format: The original 30 863 RGB color images of size 640 × 480 in CAS-PEAL-R1 require about 26.6 GB storage space. To facilitate the release, all the images were converted to grayscale images and cropped to size 360 × 480 excluding most of the background. The cropped images are stored as TIFF files with lossless Lempel-Ziv-Welch compression. Several cropped images are shown in Fig. 11 .
B. Evaluation Protocol
Given a face database, there are many possible methods to evaluate a specific AFR method. To facilitate the comparisons among the results of different methods, we have specified a standard evaluation protocol accompanying the database, and expect the potential users of the database to evaluate their methods according to the protocol. In the following part of this section, we describe the proposed evaluation protocol by presenting the definition, design, and some underlying design philosophies of the data sets as well as the evaluation methods.
1) Data Sets for Evaluation: In the proposed evaluation protocol, three kinds of data sets are composed from the CAS-PEAL-R1 database: one training set, one gallery set, and several probe sets. Their definitions and descriptions are as follows. a) Training set: A training set is a collection of images used to build a recognition model or to tune the parameters of the model or both. We construct a training set containing 1200 images of 300 subjects, which are randomly selected from the 1040 subjects in the CAS-PEAL-R1 database, with each subject contributing four images randomly selected from the frontal subset of the CAS-PEAL-R1 database. b) Gallery set: A gallery set is a collection of images of known individuals against which a probe image is matched. In the evaluation protocol, we formed a gallery set containing 1040 images of the 1040 subjects, with each subject having one image under a normal condition. The gallery set consists of all the normal images mentioned in Table III . c) Probe sets: A probe set is a collection of probe images of unknown individuals that need to be recognized. In the evaluation, nine probe sets are composed from the CAS-PEAL-R1 database, and each probe set contains images restricted to one main variation, as described in Section III. These partitions can be used to identify the strengths and weaknesses of a specific algorithm and to address the performance variations associated with the changes in the probe sets. Among them, six probe sets correspond to the six subsets in the frontal subset: expression, lighting, accessory, background, distance, and time, as described in Table III . The other three probe sets correspond to the images of subjects in the nonfrontal subset: looking upward, looking right into the camera C4 (the middle one), and looking downward. All the images that appear in the training set are excluded from these probe sets.
The data sets used in the evaluation are summarized in Table XIII .
2) Evaluation Methods: Based on the aforementioned data sets, one may set up many meaningful evaluation methods for a specific face recognition algorithm. Basically, we believe that how an evaluation method is configured depends on the following three criteria. a) Is the training set for constructing and tuning the face model restricted or open?: For most statistics-or learningbased face recognition algorithms, their performance on the designated testing sets heavily depends on the composition of the training set, such as the size (the number of subjects and the number of images per subject) of the training set, the variations (lighting, pose, expression, etc.) contained in it, and so on. Generally speaking, the training images with similar attributes to those in the testing set would lead to superior performance. Therefore, in most literature works, the performance comparison of different algorithms is conducted based on the same training set to achieve justice. On the other hand, the proposed training set may not be appropriate for a specific face recognition method or not be adequate to fully utilize the learning capability of the method; thus, the evaluation results are still biased. Considering these aspects, we have defined two training modes to construct face models: one is the restricted mode using and only using the TS training set specified in Section IV-B1; the other is the open mode with no restriction on the training set except that no testing images are included. Hereinafter, these two modes are denoted as "R" and "O," respectively. b) Does the face recognition algorithm work in a fully automatic mode or a partially automatic one?: A fully automatic mode means that the presented face recognition algorithm completes face detection, facial landmark localization, and identification without any interaction. On the other hand, in a partially automatic mode, the precise facial landmark locations are provided to the algorithm beforehand. In most cases, the coordinates of the two eye centers are given. The partially automatic mode has been exploited by the FERET and most of the academic publications so far since it facilitates a "clean" comparison for researchers. However, perfect automatic eye localization is impossible, and many face recognition algorithms would degrade abruptly with the increase of the eye location error [28] . Therefore, it is necessary to compare different algorithms in the fully automatic mode to investigate its practicability in real-world applications. Hereinafter, these two modes are denoted as "F" and "P," respectively. c) What task does the algorithm complete: identification or verification?: In practical applications, there are typically three different tasks: identification, verification, and watch list [7] . While identification and verification are the special cases of the watch-list task, they are still the most fundamental and different tasks. For an identification task, one needs to determine the identity of the given face image by matching it against all the prototype images in the gallery set, whereas for a verification task, one needs to tell whether the claimed identity is that of the input face image by matching it against the prototypes of the claimed identity. For the identification task in our evaluation protocol, the 1040 images in the GS set are used as the prototypes to enroll the 1040 subjects, and the images in a probe set (PE, PA, PL, PT, PB, PS, PU, PM, or PD) should be matched against those in the GS set to get the recognition performance scores (cumulative matching curve) for that probe set. For the verification task in our evaluation protocol, each image in a probe set is matched against all the images in the GS set. By accumulating the false positives and false negatives for a specific threshold, the false-reject and false-accept rates can be estimated for that probe set. By moving the threshold over all possible values, the receiver operating characteristic curve for each probe set will be generated.
According to the earlier criteria, in this paper, we explicitly define eight distinct evaluation methods, which are shown in Fig. 12 as a binary tree. The eight leaves represent the eight evaluation methods, which are denoted by RFI, RFV, RPI, RPV, OFI, OFV, OPI, OPV, respectively. The details of each method can be inferred easily from its path from the boot node to the leaf node in the binary tree. For example, method RFI stands for the fully automatic identification using the restricted training set, i.e., TS. By defining the eight methods, we expect that all the potential users of the database can adopt one or more appropriate methods to evaluate their algorithms according to the application or the characteristics of the algorithms, which will also facilitate the comparisons of various algorithms developed by worldwide researchers.
V. EVALUATION RESULTS OF BASELINE ALGORITHMS ON THE CAS-PEAL-R1 DATABASE
The main objectives of the evaluation of baseline algorithms on the CAS-PEAL-R1 database are as follows: 1) to elemen-tarily assess the difficulty of the database for face recognition algorithms; 2) to provide reference evaluation results for researchers using the database; and 3) to identify the strengths and weaknesses of the commonly used algorithms.
Four baseline algorithms are briefly introduced. The preprocessing process of the face images has been demonstrated that it can effectively affect the performance of face recognition algorithms; thus, the details of the preprocessing process are also provided. Finally, the evaluation results are presented using the RPI evaluation method.
A. Baseline Face Recognition Algorithms
The four baseline algorithms evaluated are the PCA, also known as the eigenfaces, the combined PCA and LDA (PCA+LDA, a variant of fisherfaces), the PCA+LDA algorithm based on Gabor features (G-PCA+LDA), and the LGBPHS. The PCA-and the PCA+LDA-based face recognition algorithms are both fundamental and well studied [14] , [15] , [23] , [24] , [29] . Recently, 2-D Gabor wavelets and local binary pattern (LBP) [30] are extensively used for local feature representation and extraction and demonstrate their success in face recognition [25] , [27] , [31] - [33] . Therefore, the PCA+LDA algorithm based on Gabor features and the LGBPHS are also used as baseline algorithms to reflect this trend. Furthermore, in contrast to the other three baseline algorithms, the LGBPHS is not a statistical learning method. As a result, it will not be tuned to a specific training set and not suffer from the generalizability problem.
1) Principal Component Analysis (PCA): PCA is commonly used for dimensionality reduction in face recognition. PCA chooses projection directions W opt that maximize the total scatter across all images of all faces in the training set.
For a training set that contains N sample images {x 1 , x 2 , . . . , x N } ∈ R n , the total scatter matrix S T is defined as follows:
where µ is the mean vector of all sample images in the training set. Then, the projection matrix W opt can be chosen as follows:
where {w i |i = 1, 2, . . . , m} is the set of n-dimensional eigenvectors of S T corresponding to the m largest eigenvalues. In most circumstances, m can be chosen far less than n without significantly decreasing the recognition rates.
2) Combined PCA and LDA (PCA+LDA): LDA is a widely used method for feature extraction and dimensionality reduction in pattern recognition and has been proposed in face recognition. LDA tries to find the "best" project direction in which training samples belonging to different classes are best separated. Mathematically, it selects the projection matrix W fld in such a way that the ratio of the determinant of the betweenclass scatter matrix S b of the projected samples and the withinclass scatter matrix S w of the projected samples is maximized. W fld can be calculated by solving the generalized eigenvalue problem
Typically, in face recognition application, the number N of training images is much smaller than the dimension n. In this case, S w is singular. To overcome this difficulty, PCA is first used to reduce the dimension of the images from n to N − c or less, then the recalculated S w will be nonsingular, and LDA can be used to find the projection matrix W fld .
3) PCA+LDA Algorithm Based on Gabor Features (G-PCA+LDA): Instead of using the original grayscale image as the input in the previous two algorithms, the input in this algorithm is the Gabor wavelet transformed image from the original one. Gabor wavelets are biologically motivated convolution kernels which are plane waves restricted by a Gaussian envelope function, and those kernels demonstrate spatial locality and orientation selectivity. In face recognition, Gabor wavelets exhibit robustness to moderate lighting changes, small shifts, and deformations [31] .
A family of Gabor wavelets (kernels and filters) can be defined as follows:
gives the orientation; z = (x, y); and e i k u,v z is the oscillatory wave function, whose real and imaginary parts are the cosine and sinusoid functions, respectively. In this algorithm, we use the Gabor wavelets with the following parameters: five scales v ∈ {0, 1, 2, 3, 4}, eight orientations u ∈ {0, 1, 2, 3, 4, 5, 6, 7}, σ = 2π, k max = π, and f = √ 2. These parameters can be adjusted according to the size of the normalized faces.
At each image pixel, a set of convolution coefficients can be calculated using a family of Gabor kernels as defined by (1) . The Gabor wavelet transform of an image is the collection of the coefficients of all the pixels. To reduce the dimensionality, the convolution coefficients are sampled and concatenated to form the original features of the PCA+LDA algorithm described previously. These concatenated coefficients are also called the augmented Gabor feature vector in [25] . In the experiments, the size of the normalized faces is 64 × 64, and the coefficients are sampled every four pixels in both row and column; therefore, the dimensionality of the features is 9000 (15 × 15 × 40) . It should be noted that each feature is normalized to zero mean and unit variance to compensate for the scale variance of different Gabor kernels. 
4) Local Gabor Binary Pattern Histogram Sequence (LGBPHS):
LGBPHS is a representation approach based on multiresolution spatial histogram combining local feature distribution with the spatial information. In addition, the Gabor wavelet transforms of the original image are used as the features, followed by the LBP operator to form the LGBP maps. Then, an image is modeled as a "histogram sequence" by concatenating the histograms of all the local nonoverlapping regions of the LGBP maps.
In face recognition, histogram intersection is used to measure the similarity of the LGBPHSs of two face images, and the nearest neighborhood is exploited for final classification. In contrast to the previous three algorithms, the modeling procedure of LGBPHS does not involve any learning process, i.e., it is nonlearning method and need no training set.
B. Preprocessing
In the evaluation, the preprocessing process of the face images is divided into three steps: geometric normalization, masking, and illumination normalization. The first two steps are to provide features that are invariant to geometric transformations of the face images, such as the location, the rotation, and the scale of the face in an image, and to remove irrelevant information for the purpose of face recognition, such as the background and the hair of a subject. Illumination normalization is to decrease the variations of images of one face induced by lighting changes while still keeping distinguishing features, which is generally much more difficult than the first two steps. The details of the three steps are described as follows.
In the geometric normalization step, each face image is scaled and rotated so that the eyes are positioned in a horizontal line, and the distance between them equals a predefined length. Then, the face image is cropped to include only the face region with little hair and background as Fig. 13(a) shows (the size of the cropped face image is 64 × 64). In the masking step, a predefined mask is put on each cropped face image to further reduce the effect of different hairstyles and backgrounds which are not the intrinsic characteristics as Fig. 13(b) shows. Typically, the hairstyle of a specific subject and the background are constant in a face database; thus, better performance can be obtained with larger face regions.
In the illumination normalization step, four illumination normalization methods are evaluated: histogram equalization (HE), gamma intensity correction (GIC), region-based HE (RHE), and region-based GIC (RGIC) [34] .
1) Gamma Intensity Correction (GIC): The GIC method is to correct the overall brightness of the face images to a predefined "canonical" face image. It is formulated as follows. 
where the Gamma coefficient γ * is computed by the following optimization process, which aims at minimizing the difference between the transformed image and the predefined normal face image I 0 :
where I xy is the gray level of the image position x, y, and
xy is the Gamma transform, where c is a gray stretch parameter, and γ is the Gamma coefficient. From (2) and (3), intuitively, the GIC is expected to make the overall brightness of the input images best fit that of the predefined normal face image. Thus, its intuitive effect is that the overall brightness of all the processed face images is adjusted to the same level as that of the common normal face image I 0 . Fig. 14(b) shows the effect of GIC on an example face image.
2) Region-Based HE and GIC (RHE and RGIC): Both HE and GIC are global transforms over the whole image area. Therefore, they are likely to fail when side lighting exists. Since the possible side lighting mainly causes the nonsymmetry between the left and right parts of the face, as well as the intensity variance between the top and bottom regions, we partition the face into four regions according to the given eye centers, as shown in Fig. 14(a) . Then, HE or GIC is performed in these predefined face regions to better alleviate the highlight, shading, and shadow effect caused by the unequal illumination. Fig. 14(b) shows the effect of RHE and RGIC on an example face image.
C. Evaluation Results on Frontal Face Images
The four baseline face recognition algorithms (PCA, PCA+LDA, G-PCA+LDA, and LGBPHS) are evaluated on the six frontal probe sets according to the RPI method described in Section IV-B, except that LGBPHS need not be trained on the training set. Before training and testing, all the images Fig. 15 . Identification performance of the four baseline algorithms on the six frontal probe sets and the union (Mean) set of these sets. The identification rate of each algorithm on a probe set varies with the dimensionalities of the PCA and LDA subspace, and the best result is presented. The result on the "Mean" set is the weighted summation of the results of the algorithm. are preprocessed, as described in Section V-B, using the four illumination normalization methods or no illumination normalization, respectively. Fig. 15 shows the performance of these algorithms on the frontal probe sets.
As it can be seen from Fig. 15 , using Gabor features of the original images has evidently improved the performance of the algorithms based on PCA+LDA. On average, the "Mean" identification rate of the algorithms using Gabor features is 14.6% higher than that of the algorithms directly using grayscale images. Furthermore, it is clear that, among the variations (excluding pose variation), the lighting variation is still the most challenging problem in face recognition, and the accessory variation is the second one. In the CAS-PEAL database, different types of glasses and caps are used to form the accessory variation. We believe that accessories change the face appearance in two aspects: occlusion and shadow. For glasses, its frame and the light reflection on the eyeglass can both be considered as a kind of occlusion. For caps, its shadow plays a dominant role in changing the face appearance (as can be seen in the second-row images of Fig. 7) , particularly when a tight mask is used, as shown in Fig. 13(b) .
In recent years, some important contributions have been made to tackle the face recognition problems under varying illumination conditions [16] , [17] , [35] - [38] , expression variations [31] , [39] - [43] , and face occlusions [40] , [44] - [46] . Improved results were obtained using these methods under certain assumptions and tested on one of the databases mentioned in Section I. However, further efforts for a practical face recognition system must still be made to combine some of these interacted methods in a positive way and to test them on a large, diverse, and complicated database.
It should be noted that, in the experiment, time difference has not decreased the identification rate in such a degree as in FERET evaluation [5] and FRVT2000 [6] , especially when Gabor features are used. The images in the Duplicate I and Duplicate II probe sets of FERET evaluation, which are generally emphasized as images taken on different days, comprise compound variations: time, pose, lighting, etc. In the FERET test, these variations are coupled, and it is hard to say which factor has a dominant impact on the identification rate. In the CAS-PEAL face database, the capture environment was strictly consistent when the images of the same subject were captured in different sessions, even half a year apart. As a result, only time difference exists in these images, which is not significant so far, referring to the identification rate. Therefore, for many applications, uncontrollable lighting and pose variations are still the real challenges. However, time difference becomes more significant when the elapsed time between the gallery and probe images gets much longer. According to FRVT2002 [7] , identification performance decreases at 5% points per year.
The impact of different illumination normalization methods on identification performance is tricky. Although the RGIC method applied to the G-PCA+LDA algorithm achieves the best "Mean" identification rate among all the G-PCA+LDA algorithms, its superiority is not maintained across all the probe sets. Moreover, the best choice of normalization method varies with each baseline face recognition algorithm. Therefore, before we can conclude the superiority of a specific faceimage preprocessing method, its generality should be tested against different recognition algorithms and different image variations, or we can select the most suitable one according to the recognition algorithm adopted and the problem to be solved.
D. Evaluation Results on Nonfrontal Face Images
Three baseline face recognition algorithms (PCA+LDA, G-PCA+LDA, and LGBPHS) are evaluated on the three nonfrontal probe sets based on the RPI method described in Section IV-B, except that LGBPHS need not be trained on the training set. Before training and testing, all the images are preprocessed, as described in Section V-B, using the RGIC illumination normalization method or no illumination normalization, respectively. Fig. 16 shows the performance of these algorithms on the nonfrontal probe sets.
From the identification rate curves, it can be observed that the probe set PD is the most difficult one. These results coincide with the observation that when a person lowers his head, more details of his face are occluded or distorted than under other pose variations. Furthermore, Gabor features consistently prove their superiority in the identification rate over the original grayscale features as they do for the frontal face images. On average, the "Mean" identification rate improves by 9.6%, comparing the PCA+LDA with the G-PCA+LDA algorithms. The algorithm based on LGBPHS dramatically outperforms the other two algorithms, especially on the probe set PD. However, even the identification rates of the best performing baseline algorithm are very low. It should be noted that face recognition algorithms relatively insensitive to pose variations have been Fig. 16 . Identification performance of the three baseline algorithms on the three nonfrontal probe sets and the union (Mean) set of these sets. The identification rate of each algorithm on a probe set varies with the dimensionalities of the PCA and LDA subspace. For each probe set, the best result is presented, and the result on the "Mean" set is the weighted summation of these results. studied extensively in recent years [16] , [31] , [37] , [42] , [47] , [48] and that the integration of 3D face model techniques to the existing face recognition algorithms has also been investigated [49] , [50] . Better results can be expected using these algorithms. In practical face recognition systems, however, pose variation is still a challenging problem as FRVT2002 indicated.
VI. OBTAINING THE CAS-PEAL-R1 DATABASE
The CAS-PEAL-R1 face database has been distributed so far to more than 150 research groups. The information on how to obtain a copy of the database can be found on the project Web site (http://www.jdl.ac.cn/peal/index.html).
VII. CONCLUSION
In this paper, we describe the photographic room design and setup and the contents of the CAS-PEAL face database. We also present detailed descriptions of the released CAS-PEAL-R1 database, including the contents, image naming convention, and image format of the database. The main characteristics of the CAS-PEAL face database lie in three aspects: 1) the largescale face images, consisting of 99 594 images of 1040 subjects; 2) the diversity of the variations, including pose, expression, accessory, lighting, and the combined variations; and 3) the detailed ground-truth information and well-organized structure. Furthermore, the database enriches the existing face databases by providing images of Mongolian.
As an important complement to the database, we have proposed the evaluation protocol and provided evaluation results of four baseline algorithms on the database. From these results, the difficulty of the database and the strengths and weaknesses of the commonly used algorithms can be inferred. The partition method of the data sets used in the evaluation is also included in the distribution of the CAS-PEAL-R1 database and can be used as standard training and testing sets.
