We provide an explicit estimate on the least primitive root mod p 2 . We show, in particular, that every prime p has a primitive root mod p 2 that is less than p 0.99 .
Introduction
Let p be an odd prime and let g(p) and h(p) denote the least primitive root modulo p and modulo p 2 , respectively. Burgess [1] showed that g(p) ≪ p 1/4+ǫ and pointed out in [2] that the same methods allow one to prove h(p) ≪ p 1/2+ǫ . Cohen, Odoni and Stothers [3] improved this to h(p) ≪ p 1/4+ǫ . While explicit upper bounds on g(p) have been given [4, 5, 10, 15] , we are unaware of any such bounds for h(p). Trivially, we have h(p) < p 2 , and, if we use an appropriate version of the Pólya-Vinogradov inequality [7] , we can make the estimate h(p) < p 1+ǫ explicit. This however, is still unable to prove that h(p) < p for all primes p.
Even this estimate is probably far from the truth. If j is a primitive root modulo p, then exactly one of the numbers j + kp for k = 0, 1, . . . , p − 1 fails to be a primitive root modulo p 2 . As a consequence, one might expect that, heuristically, a primitive root modulo p has a (p − 1)/p chance to be a primitive root modulo p 2 ; in particular, when p is large, this is very likely to happen. Accordingly, Paszkiewicz, see [16] and [13] proved that g(p) = h(p) for all p ≤ 10 12 except for p = 40, 487 and p = 6, 692, 367, 337.
Since we do have good explicit bounds on g(p) it seems reasonable to suggest that these hold for h(p) also. Indeed, Grosswald [9] conjectured that g(p) < √ p − 2 for all p > 409 and this is almost certainly true for h(p) as well. While we are unable to prove this, we can show that all primes p have a primitive root modulo p 2 less than p, which is, in some sense, the analogue of Grosswald's conjecture for primitive roots modulo p 2 . In fact, we show slightly more than this in our main result.
Theorem 1.
We have h(p) < p 0.99 for all primes p.
We remark that, just like with g(p), we cannot expect to prove h(p) < p α for all primes p and for any α < log 2/ log 3 ≈ 0.6309 for the simple reason that 2 is a primitive root mod 9. Almost certainly the statement h(p) ≤ p log 2/ log 3 is true for all primes, as is the analogue of Grosswald's conjecture: that h(p) < √ p − 2 for all p > 409.
We follow the basic strategy of Cohen, Odoni, and Stothers [3] . Define P z = p≤z p. Let T 1 (X) denote the positive integers n ≤ X satisfying (n, P z ) = 1 that are primitive roots modulo p. Let T 2 (X) denote the positive integers n ≤ X satisfying (n, P z ) = 1 that are p-th powers modulo p 2 . We will write N 1 (X) = #T 1 (X) and N 2 (X) = #T 2 (X). Any element belonging to T 1 \ T 2 is a primitive root modulo p 2 . Consequently, if we can choose z so that N 1 (X) − N 2 (X) > 0, there exists a primitive root modulo p 2 less than X. We seek a lower bound for N 1 (X) and an upper bound for N 2 (X); the following result supplies the latter.
The next theorem immediately gives a lower bound on N 1 upon setting u = P z .
Theorem 3. Let N(X) denote the number of primitive roots modulo p less than X that are coprime to u. Let e be an even divisor of p − 1 and let p 1 , . . . , p s denote the primes dividing
In the above, A(p) is the constant coming from the Pólya-Vinogradov inequality (see Lemma 3).
Using Theorems 2 and 3, we will ultimately show that when z = 16, X = p 0.99 , one has
12 . In light of the computations of Paszkiewicz [16] , and a trivial calculation on the two exceptional primes in (1), this is enough to prove Theorem 1. In Section 2 we quote some preliminary results necessary for our proofs and in Section 3 we give proofs of Theorems 1, 2, and 3.
Preliminaries
We let f (n) denote the primitive root indicator function. We make use of the sieve employed by Cohen, Olivera e Silva, and Trudgian [4] in the form of the following result. Lemma 1. Let e be an even divisor of p − 1 and let p 1 , . . . , p s denote the primes dividing
The following explicit Polya-Vinogradov is due to Frolenkov and Soundararajan [7] .
Lemma 2. Let q be an integer and χ a primitive character mod q. If q ≥ 1200 then for any M we have
We note that a slightly sharper version of Lemma 2 has been given by Lapkova [12] . We also note that, as we only need to consider sums of the form n ≤ M (and not H < n ≤ M +H) we can, via an observation of Pomerance [19] , halve the bounds for even characters. Taking, the worst remaining case (when χ is odd) from [12, Lem. 3A] gives the following.
where A(q 0 ) = ≤ e γ log log n 1 + 2.51 log log n .
In particular, if n ≥ 10 12 then n φ(n) ≤ 1.8e γ log log n.
The following is due to Robin [17] .
Lemma 5. For any integer n ≥ 3 we have ω(n) ≤ 1.3841 log n log log n .
Proofs of the theorems
We require two lemmas for the proof of Theorem 2.
Lemma 6. Let T be a subset of [1, p) consisting of pth powers modulo p 2 . Then
Proof. For 1 ≤ λ ≤ p 2 let r(λ) count the number of solutions to the equation
We have
r(x + yp).
By the Cauchy-Schwarz inequality
r(x + y 1 p)r(x + y 2 p).
For fixed 1 ≤ x, y 1 , y 2 ≤ p the term r(x + y 1 p)r(x + y 2 p), counts the number of solutions to the system of congruences
Note that a solution to this system also satisfies
Averaging over x, y 1 , y 2 , we see that 1≤x≤p 1≤y 1 ,y 2 ≤p r(x + y 1 p)r(x + y 2 p) = #{t 1 , t 2 , t 3 , t 4 ∈ T 1 : t 1 t 2 ≡ t 3 t 4 (mod p)}, and hence
As observed in Cohen, Odoni, and Stothers, since T is set of p-th powers, we have that
implies t 1 t 2 = t 3 t 4 and hence
Cohen, Odoni, and Stothers now proceed to obtain a bound on τ k (n), the number of ways of writing n as a product of k integers. Proceeding in this way, even with the sharp bounds for τ k (n) given by Duras [6] leads to h(p) < p only for p > exp(exp(58)). To reduce this bound we note that τ k (n) is large only when n is highly composite. If we remove some small prime factors, the bounds improve markedly. We do this below for τ (n) = τ 2 (n).
Lemma 7. Suppose n ∈ Z
+ is not divisible by any prime p < z. If 0 < ε < 1 and
Proof. We follow ideas from the classic argument. Suppose n has prime factorization
Let 0 < ε < 1 be some parameter and consider
whence the lemma follows.
Proof of Theorem 2. For ease of notation, write T = T 2 (X). By Lemma 6,
where T T denotes the product set of T . If t 1 , t 2 ∈ T then (t 1 t 2 , P z ) = 1, and hence by Lemma 7 we have max n∈T 2 τ (n) ≤ n ε for every n ∈ T T . Since T ⊆ [1, X], it follows that
Proof of Theorem 3. We sum the inequality from Lemma 1 over n ≤ x such that (n, u) = 1 to obtain
The two cumbersome terms on the right taken together are bounded above in absolute value by
The reason for the 2 ω(u) is that we have written
before applying Pólya-Vinogradov (see Lemma 3) . Finally, we observe that
Putting all this together gives the result.
Proof of Theorem 1. Assume p ≥ 10 12 so that A(p) ≤ 0.16. Set z = 16, u = P z = 2 · 3 · 5 · 7 · 11 · 13, and X = p α where α ≤ 1. Theorem 3 gives
In the special case where s = 0 this becomes
Set ε = 1/4 so that the inequality 2 1/ε ≤ z is satisfied. Theorem 2 then gives N 2 (X) ≤ p 1/2+α/4 . Recall that we must show that N 1 (X) − N 2 (X) > 0. In light of the above, a sufficient condition is
We now set α = 0.99. Applying Lemmas 4 and 5, we find that condition (3) is satisfied with s = 0 when p ≥ 10 15 . Hence we may assume p < 10 15 and hence ω = ω(p − 1) ≤ 13. When ω ≤ 8, again we find that (3) is satisfied with s = 0. The remaining cases are 9 ≤ ω ≤ 13.
For each of these cases we choose s = 7, except when ω = 14 we choose s = 8. We let p 1 , . . . , p s denote the largest s primes dividing p − 1. We have the lower bounds p i ≥ q ω−s+i where q i denotes the i-th prime; i.e., q 1 , q 2 , q 3 , · · · = 2, 3, 5, . . . . Using e < p/(p 1 . . . p s ) we can then bound φ(e)/e ≥ (1.8B log log e) −1 from below, where B = e γ is a constant (the most recent e is Euler's constant). Similarly, using the lower bounds for the p i we can bound δ from below. All this allows us to verify that (3) holds when p ≥ 10 12 .
Comments
Our method is configured to prove that for all p we have h(p) < p α for some α < 1: there was nothing special about the choice of α = 0.99. We would like to point out that our proof with essentially no modification shows that h(p) < p 0.87 when p ≥ 10 16 . Consequently, knowledge of the exceptions to the equation g(p) = h(p) in the range 10 12 ≤ p ≤ 10 16 would instantly improve the exponent α in our result from 0.99 to 0.87, as Grosswald's conjecture for g(p) is already known in this range. Moreover, careful choices of the parameters and some computation via a tree algorithm similar to that given in [14] and [11] could be used to achieve a result with an even smaller α.
In addition, we remark that it may be possible to use the methods here to give an explicit bound onĥ(p), the least primitive root modulo 2p 2 , by following the arguments in Elliot and Murata [8] . Likely one could prove something likeĥ(p) < p for all p > 3. It seems reasonable that evenĥ(p) < p 1/2 for all p > 1171 may be true.
