Abstract-In this paper, we investigate the use of relaxed logarithmic barrier functions in the context of linear model predictive control. We present results that allow to guarantee asymptotic stability of the corresponding closed-loop system, and discuss further properties like performance and constraint satisfaction in dependence of the underlying relaxation. The proposed stabilizing MPC schemes are not necessarily based on an explicit terminal set or state constraint and allow to characterize the stabilizing control input sequence as the minimizer of a globally defined, continuously differentiable, and strongly convex function. The results are illustrated by means of a numerical example.
I. INTRODUCTION
T HE BASIC idea of model predictive control (MPC) is to obtain an implicit stabilizing feedback law by solving at each sampling instant, in a receding horizon fashion, a suitable finite-horizon open-loop optimal control problem that is parametrized by the evolving system state. Based on the predicted dynamics of the system to be controlled, both a userdefined cost objective and potential constraints on the system states and input can be taken into account explicitly within the corresponding optimization problem. There exist various theoretical results concerning the stability properties of the closed-loop system for both linear and nonlinear systems, and MPC can be considered as a widely accepted control concept that is more and more applied to industrial processes, see [1] - [3] as well as references therein.
However, there often is a gap between theoretical MPC concepts and their actual implementation, and several disadvantages remain. For example, algorithmic aspects of the required optimization are usually not taken into account explicitly in the MPC design, which may result in suboptimal or even unstable closed-loop behavior. Furthermore, in the presence of disturbances, sensor outliers, or state estimation errors, the underlying open-loop optimal control problem may become infeasible, leading to a complete crash of the control algorithm. The authors are with the Institute for Systems Theory and Automatic Control, University of Stuttgart, 70550 Stuttgart, Germany (e-mail: christian.feller@ist.uni-stuttgart.de; ce@ist.uni-stuttgart.de).
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In recent years, considerable research effort has been spent on designing efficient and reliable algorithmic MPC implementations that, if possible, still preserve some of the desired theoretical properties when running in closed-loop operation, see, e.g., [4] - [8] . One particular approach that allows to reduce the gap between MPC schemes on the one hand and MPC algorithms on the other hand is given by the concept of barrier function based MPC, which was introduced in [9] and has recently been extended in [10] - [12] . In barrier function based MPC schemes, the inequality constraints occurring in the openloop optimal control problem are incorporated into the cost function by means of suitable barrier function terms like it is also done in interior-point optimization algorithms [13] . As shown in the above references, barrier function based MPC approaches allow to guarantee asymptotic stability of the closedloop system while at the same time reducing the underlying open-loop optimal control problem to an equality constrained or even unconstrained optimization problem. Thus, a barrier function based reformulation is already integrated into the MPC design, which then allows for an efficient implementation based on tailored numerical optimization techniques. In particular, the barrier function based approach makes the open-loop optimal control problem accessible for continuous-time algorithms that asymptotically track the optimal solution of the unconstrained reformulation and, thus, allow to implement MPC without any iterative on-line optimization, see [10] , [14] - [16] . However, two main disadvantages remain. On the one hand, the open-loop optimal control problem may still become infeasible since the barrier functions are only defined within the interior of the corresponding constraint sets. On the other hand, the barrier function based approach inherently requires the use of a terminal set or terminal equality constraint, which is not desirable, and also typically not used, in practice.
In this paper, we show that both of these problems can be overcome by making use of so-called relaxed logarithmic barrier functions, i.e., barrier functions that are smoothly extended by a suitable penalty term outside of the corresponding constraint set [17] - [19] . We discuss suitable relaxation procedures (Section IV-A) and present results that allow to guarantee asymptotic stability of the closed-loop system with and without making use of terminal sets (Section IV-B, C), to determine and control the maximal violation of input and state constraints in closed-loop operation (Section IV-D), and to recover the optimality properties of both nonrelaxed barrier function based and conventional linear MPC schemes (Section IV-E). Furthermore, based on the presented results, we provide in Section V a stepby-step procedure for the constructive design of the respective overall MPC schemes.
The concept of relaxed barrier function based MPC is closely related to approaches based on soft constraints or penalty functions, see, e.g., [20] - [23] . However, closed-loop properties like stability or strict constraint satisfaction can in these approaches usually only be guaranteed when making use of nonsmooth or even exact penalty functions. The key feature of the relaxed barrier functions discussed in this paper is that they result in a smooth formulation of the overall problem while still allowing for an arbitrary close approximation of the corresponding nonrelaxed case. As a result, the stabilizing control input can be characterized as the minimizer of a globally defined, twice continuously differentiable, and strongly convex cost function, which makes it efficiently computable by standard nonlinear programming algorithms. Note that some preliminary results on the concept of relaxed barrier function based MPC have been presented in [16] . In this paper, we significantly extend these results and provide an in-depth study of several theoretical and practical aspects of the resulting MPC schemes. A particularly interesting new result is the insight that the use of relaxed barrier functions allows to ensure global asymptotic stability of the closed-loop system without making use of a terminal set.
Throughout the paper we will make use of the following notation. R + , R ++ , and N + denote the sets of nonnegative real, strictly positive real, and strictly positive natural numbers. 
II. PROBLEM SETUP
In this paper, we consider the control of linear time-invariant discrete-time systems of the form
where x(k) ∈ R n refers to the vector of system states and u(k) ∈ R m refers to the vector of system inputs, both at time instant k ≥ 0. Moreover, the matrices A ∈ R n×n and B ∈ R n×m describe the corresponding system dynamics, where we assume (A, B) to be stabilizable. The control task is to regulate the system state to the origin while minimizing a given, user defined performance criterion and satisfying state and input constraints of the form x(k) ∈ X and u(k) ∈ U for all k ≥ 0. Here, X ⊂ R n and U ⊂ R m are typically considered to be given convex sets that contain the origin in their interior. In this paper, we assume X and U to be polytopes defined as
where
with q x , q u ∈ N + . In linear MPC, this problem setup is usually handled by solving at each sampling instant an open-loop optimal control problem of the form
for the current system state x = x(k) and a finite prediction and control horizon N ∈ N + . Here, the stage cost :
} denotes the sequence of control inputs over the prediction horizon N , while X f refers to a closed and convex terminal constraint set that may be used to guarantee stability properties of the closed-loop system. Note that we make use of sub-indices to distinguish open-loop predictions x k , u k from actual state and input trajectories x(k), u(k). The control law is obtained by solving (3) at each sampling instant k ≥ 0 and applying u(k) = u * 0 (x(k)) in a receding horizon fashion. Sufficient conditions for recursive feasibility of (3) as well as for the asymptotic stability of the closed-loop system are summarized in [1] and [3] . In the following, we will refer to this setup as conventional linear MPC. Moreover, we will often use x + to denote the successor state and write (1) as x + = Ax + Bu. For given system state x = x(k) and input sequence u = {u 0 , . . . , u N −1 }, the resulting open-loop state sequence is given by x(u, x) = {x 0 (u, x), . . . , x N (u, x)}, where the elements x k (u, x), k = 0, . . . , N are given according to (3b) with x 0 (u, x) = x. For a given optimal input sequence u * (x), we write
. Sometimes we also drop the explicit dependence on the current system state for ease of notation.
III. PRELIMINARY RESULTS
We introduce in this section some concepts and results on nonrelaxed logarithmic barrier function based MPC that we will need in the remainder of the paper. In particular, we present a novel stability theorem which generalizes different existing ideas and is applicable to a wide class of barrier function based MPC approaches.
A. Barrier Function Based Model Predictive Control
The main idea in barrier function based MPC is to eliminate the inequality constraints from the above MPC openloop optimal control problem by making use of suitable barrier functions with a corresponding weighting factor. Based on this idea, it is possible to reformulate problem (3) as an equality constrained (or even unconstrained) strongly convex optimization problem, which can then be solved by means of tailored optimization procedures like, e.g., the Newton-method.
In general, the exact solution to the original problem, and hence also the stability properties of the corresponding closedloop system, are recovered when the weighting factor of the barrier functions approaches zero [24, ch. 11] . However, for an arbitrary but fixed nonzero weighting, as it will necessarily occur in all numerical implementations, stability of the origin is by no means guaranteed. Several approaches towards the stabilizing design of barrier function based MPC schemes have been presented in [9] - [12] . Furthermore, an industrial application of barrier function based MPC has been reported in [25] . In the following, we shortly summarize the main aspects of barrier function based linear MPC and present a fairly general stability theorem for the considered problem setup with polytopic input and state constraints. Let us consider in the following the barrier function based open-loop optimal control problem:J * 
Furthermore, the positive scalar ε ∈ R ++ is the barrier function weighting parameter which determines the influence of the barrier function values on the overall cost function. As outlined above, the goal is now to choose the problem parameters P and X f as well as convex barrier functions B u (·), B x (·), and B f (·) in such a way that a linear MPC scheme based on (4) asymptotically stabilizes the origin for any arbitrary but fixed value of ε. If we want to employ standard MPC stability concepts which are based on using the value functionJ * N (·) as a Lyapunov function for the closed-loop system, this usually requires the overall cost function to be continuous as well as positive definite with respect to the origin. In order to ensure the latter property for general barrier functions, the concept of gradient recentered barrier functions has been introduced in [9] . In addition, the following weighting based recentering approach for logarithmic barrier functions on polytopic sets has been proposed in [12] . 
++ , be a polytopic set containing the origin and letB :
be the corresponding logarithmic barrier function. Then, the function
defines the weight recentered logarithmic barrier function for the polytopic set P, where the weighting vector
Details on the computation of the weighting vector w can be found in [12] . In principle, the recentering can be seen as a modification which preserves the main characteristics of the barrier function while ensuring that it is positive definite with respect to the origin. Both gradient and weighting based recentering approaches can in general be applied to our problem setup and all the stability results presented in this work do hold independently of the underlying recentering method. For the sake of simplicity, however, we will in the following mainly focus on the weight recentered approach defined above. A few remarks on some interesting properties of gradient based recentering are discussed in the Appendix A1.
Let us now turn towards the stability properties of the closedloop system when applying the barrier function based MPC feedback u(k) =ũ * 0 (x(k)) associated to problem (4). Definition 2: For N ∈ N + , let the feasible set X N be defined as
Definition 3: In the following, the matrix A K := A + BK describes the closed-loop dynamics for a given stabilizing control law u = Kx and B K (x) := B x (x) + B u (Kx) refers to the corresponding combined barrier function of input and state constraints for the set X K := {x ∈ X : Kx ∈ U}.
As outlined above, different approaches towards the stabilizing design of barrier function based MPC formulations, i.e., on how to choose the terminal cost matrix P , the terminal set X f , and the corresponding barrier function B f (·), have been presented in [9] - [12] . In principle, all mentioned approaches are based on the idea of choosing the terminal set X f as a positively invariant subset of the state space in which the function B K (·), i.e., the influence of the input and state constraint barrier functions, can be upper bounded by a quadratic function. Then, based on this quadratic bound, the terminal cost matrix P is computed in such a way that it compensates for this influence and ensures that the barrier function based terminal costF (·) is a local control Lyapunov function for the auxiliary control law u = Kx. While the approaches in [9] and [10] make use of ellipsoidal terminal sets, the approaches presented in [11] and [12] are based on polytopic terminal sets. In the following, we present a set of sufficient stability conditions that are used in the remainder of this work and can be seen as a generalization of the ideas presented in the above references.
++ , ε ∈ R ++ and a given stabilizing local control gain K ∈ R m×n let the parameters of the barrier function based open-loop optimal control problem (4) satisfy the following conditions.
A1:
The barrier functions B u (·) and B x (·) are recentered barrier functions for the sets U and X , respectively.
A2: There exists
• , is a convex and compact set. A3: The terminal cost matrix P ∈ S n ++ is a solution to the Lyapunov equation
The terminal set X f is a convex and compact set with 0 ∈ X f , X f ⊆ N ⊂ X K , and (1) under strict satisfaction of all input and state constraints.
Proof: The proof uses standard MPC stability arguments and comprises some of the main ideas presented in [9] - [11] . We first show recursive feasibility of problem (4 In the following, we show that the value function satisfies:
First, due to the suboptimality ofũ
) denotes the value of the cost function evaluated for the suboptimal input sequenceũ
Here, the first inequality follows from the quadratic bound Note that ε could in principle be decreased iteratively in each sampling step or between consecutive sampling steps. This might be meaningful for numerical reasons or in order to enforce convergence to the solution of the conventional MPC problem (3). We limit ourselves to fixed values of ε, which allows to compute the control input by one single unconstrained optimization at each sampling instant.
Several approaches on how to actually construct the neighborhood N and the corresponding quadratic bound for B K (·) as well as suitable choices for the terminal set X f and the barrier function B f (·) have been proposed in [9] - [12] . However, the fact that the underlying barrier functions are only defined in the interior of the respective constraint sets may be problematic both from a practical and from a conceptual point of view. On the one hand, violations of the state, input, and terminal set constraints are not tolerated at all, which might cause severe problems in the presence of uncertainties, disturbances, noise, observer errors, or sensor outliers. On the other hand, all existing stability concepts inherently require the use of a suitable terminal set as they are based on upper bounding the barrier function B K (·) by a quadratic function, which is of course only possible locally in a region around the origin. In the following section, we introduce the concept of relaxed logarithmic barrier function based MPC and show that it can be used to overcome all these limitations, allowing for conceptually simpler and more reliable linear MPC schemes.
IV. MAIN RESULTS
The basic idea of relaxed logarithmic barrier functions is to smoothly extend a given logarithmic barrier function by a suitable, globally defined penalizing term [17] - [19] . In the following, we provide an in-depth study of several interesting theoretical and practical aspects of linear MPC approaches that are based on such relaxed logarithmic barrier functions. In particular, we show that, on the one hand, feasibility and stability properties of the nonrelaxed formulation can always be recovered by approximating the original barrier functions close enough. On the other hand, we present novel linear MPC schemes that, by exploiting the properties of relaxed logarithmic barrier functions, do not require the use of a terminal set and, in fact, allow to guarantee global asymptotic stability of the closed-loop system, see Section IV-C. The benefits of global stabilization and a simplified design procedure are bought with the loss of guaranteed input and state constraint satisfaction. However, as we will show in Section IV-D, the relaxed barrier functions can always be designed in such a way that an a priori defined tolerance for the maximal violation of state and input constraints will be guaranteed for a certain set of initial conditions. Finally, we briefly discuss some interesting performance and robustness properties of the proposed MPC schemes in Section IV-E. All results are presented for the case of full state feedback.
A. Relaxed Logarithmic Barrier Function Based MPC
We begin our studies by introducing the underlying concept of relaxed logarithmic barrier functions. as lim z→−∞ β(z; δ) = ∞ and is continuous with respect to the parameter δ. Then, we callB : R → R defined aŝ
the relaxed logarithmic barrier function for the set R + and refer to the function β(·; δ) as the relaxing function. A graphical illustration of the basic idea is given in Fig. 1 . In general, it is advisable to choose the relaxing function β(·; δ) as a strictly convex C 2 -function that smoothly extends the natural logarithm at z = δ. In this case,B(·) is a strictly convex function that is twice continuously differentiable and defined on z ∈ (−∞, ∞). Note that lim δ→0B (z) → B(z) for any strictly feasible z ∈ R ++ , which shows that the nonrelaxed formulation can always be recovered by decreasing the relaxation parameter δ to zero. Note that we do not indicate the explicit dependence of the relaxed barrier functions on the relaxation parameter δ for the sake of notational simplicity. However, we will useB(·) to denote the relaxed version of a barrier function based expression B(·).
The first ideas on relaxed (or approximate) logarithmic barrier functions with a quadratic relaxing function β(·; δ) seem to have been proposed in [17] and [18] , respectively. In [19] , the authors extended the concept to general polynomial penalty terms and applied it in the context of continuous-time trajectory optimization. Furthermore, an alternative based on an exponential relaxing function has been proposed in [16] . In this work, we will focus on a simple quadratic relaxing function of the form
for which it is easy to verify that it possesses all the desired properties mentioned above. Beside its simplicity, our main reasons for choosing a quadratic relaxing function are, on the one hand, that it will later allow us to derive quadratic upper bounds for the resulting relaxed logarithmic barrier function and, on the other hand, that quadratic relaxations typically work very well in practice, see also [19] .
Based on these concepts, let us now consider the following relaxed barrier function based MPC formulation:
for suitable relaxed recentered logarithmic barrier functionsB u (·) andB x (·) as discussed below. The termF (·) denotes a suitable relaxed terminal cost function which we do not specify at the moment. As we will see in Section IV-B and C, the choice ofF (·) is crucial for ensuring stability properties of the closed-loop system.
x,i (x) are relaxed recentered logarithmic barrier functions for the polytopic sets U and X and the relaxation parameter δ ∈ R ++ is chosen such thatB
Note that a relaxation parameter δ satisfying Assumption 2 always exists. In particular, whenever
u }, the recentering is preserved by simply relaxing the logarithmic terms of the recentered nonrelaxed formulation. Hence, for
when using the weighting based recentering concept according to Definition 1. The barrier functionsB u,i (·) for the input constraints can be defined analogously. While relaxing the barrier functions directly implies that problem (10) always admits a well-defined solution, stability properties of the resulting closed-loop system are by no means guaranteed. This problem will be addressed in the following two sections, in which we present different strategies on how to choose the terminal cost functionF (·) in a constructive way.
B. Closed-Loop Stability: Terminal Set Based Approaches
In this section, we present our main results on the closedloop stability properties of relaxed logarithmic barrier function based MPC schemes that make use of a suitable terminal set. The results are closely related to [16] , but are presented here in a more general formulation and with revised proofs. In accordance with [9] - [12] , we assume in the following that the terminal set X f can be represented as
where ϕ : R n → R + is a continuously differentiable, convex, and positive definite function that satisfies ϕ(
For example, when considering ellipsoidal terminal sets as discussed in [9] and [10] , ϕ(·) may be chosen as ϕ(x) = x P f x for a suitable P f ∈ S n ++ . In [11] and [12] , it is moreover shown how smooth approximations of the Minkowski functional can be used to define ϕ(·) for polytopic terminal sets of the form X f = {x ∈ R n : H f x ≤ 1}.
B1) Stabilization With Guaranteed Constraint
Satisfaction: In the following, we will show that by making the relaxation parameter δ ∈ R ++ arbitrarily small, asymptotic stability of the closed-loop system as well as strict satisfaction of all input and state constraints can always be guaranteed for any strictly feasible initial condition. The barrier functions for the input and state constraints are chosen according to Assumption 2, while the terminal cost function is given bŷ
whereB f (·) is a relaxed logarithmic barrier function for the terminal set X f . In particular, assuming δ ≤ 1, the function B f (·) can be defined as follows.
The barrier functionB f (·) for the terminal set X f is a relaxed logarithmic barrier function of the form
where δ ∈ R ++ , δ ≤ 1, is the relaxation parameter and ϕ(·) is the function defining the terminal set according to (12) . Note that the functionB f (·) is continuously differentiable, convex, and positive definite by design. Consider now the following definition, which introduces a lower bound for the value of the relaxed barrier functionsB x (·),B u (·), andB f (·) evaluated at the borders of the respective constraint sets.
Definition 5: Let the scalarβ(δ) ∈ R ++ be defined as
whereβ f (δ) = β(0; δ) and
Note that the valuesβ x (δ),β u (δ), and hence alsoβ(δ), can be computed easily for a given δ ∈ R ++ as the optimization problems in (16) are convex. Moreover, for the case of gradient recentered relaxed logarithmic barrier functions, an explicit expression for a lower bound onβ(δ) has been given in [16] .
The following Lemma shows that the sublevel sets ofB x (·), B u (·), andB f (·) related toβ x (δ),β u (δ), andβ f (δ) are always contained within the sets X , U, and X f , respectively. Lemma 1: Let Assumptions 2 and 3 hold and let the values β x (δ),β u (δ), andβ f (δ) be defined according to Definition 5. Then it holds that SB
The rather straightforward proof of Lemma 1 is omitted here due to space limitations. Based on the above results, we now define a set of initial conditions for which we can guarantee asymptotic stability of the origin as well as strict satisfaction of all input and state constraints.
Definition 6: For a given δ ∈ R ++ and a correspondinḡ β(δ) ∈ R ++ according to Definition 5, let the setX N (δ) be defined asX N (δ) := {x ∈ R n |Ĵ * N (x; δ) ≤ εβ(δ)}. Theorem 2: Let Assumptions 1, 2, and 3 hold true. Consider problem (10) with the terminal costF (·) from (13) and let the setX N (δ) be defined according to Definition 6. Then, for any initial condition x(0) ∈X N (δ), the feedback u(k) =û * 0 (x(k)) asymptotically stabilizes the origin of system (1) under strict satisfaction of all input and state constraints.
Proof: The proof consists of three parts and is closely related to that of Theorem 12 in [16] . First, we show that the underlying input, state, and terminal set constraints are not violated for any x 0 ∈X N (δ); then we use standard MPC arguments to show that the value functionĴ * (x(k); δ) will decrease when applying the feedback u(k); finally, we use this result to conclude that the resulting input and state sequences will also be strictly feasible at all later time steps and that the origin of the closed-loop system is asymptotically stable. i) Letû
N } denote the optimal open-loop input and state sequences for a given x 0 ∈X N (δ). Since the cost function in (10) is a sum of positive definite terms, it holds that εB
δ). Due to Lemma 1 and the definition ofβ(δ), this implies that
The case x 0 = 0 is, of course, trivial. Thus, the predicted input and state sequences are strictly feasible and the applied input results in a successor state x
We can use basically the same arguments as in the proof of Theorem 1 to show that
In particular, we know thatû
• f are suboptimal but feasible input and state sequences for the initial state x
Here, the first inequality follows from the choice of X f and P according to Assumption 1 and the fact thatB
The second inequality follows from the monotonicity of the relaxed logarithmic barrier functionB f (·) and the assumption that ϕ(
for any x N ∈ X f . Using similar arguments as in the proof of Theorem 1, this allows to show that property (17) holds.
iii) The fact that the value function decreases implies that
. By repeating this argument, the resulting closed-loop system state satisfies
, which shows that all future states and inputs will be strictly feasible. Moreover, due to the design of the relaxed barrier functions,Ĵ * N (x; δ) is a well-defined, positive definite, and radially unbounded function. Hence, in combination with (17) it can be used as a Lyapunov function, proving asymptotic stability of the origin with a guaranteed region of attraction of at leastX N (δ).
The following results state some useful properties of the region of attractionX N (δ) and show that the results from the nonrelaxed barrier function based problem formulation may be completely recovered by making the relaxation parameter arbitrarily small.
Lemma 2 (cf. [16] ): Let the assumptions in Theorem 2 hold and let the setX N (δ) be defined according to Definition 6. Then,X N (δ) is a nonempty compact and convex set. Further-
Proof: For any δ ∈ R ++ satisfying Assumptions 2 and 3, J * N (·; δ) is a positive definite function that is convex and radially unbounded. Asβ(δ) is strictly positive (see Definition 5) , and ε ∈ R ++ , the first part follows immediately.
As shown in the proof of Theorem 2, any initial condition ++ with the property that the solutions of relaxed and nonrelaxed formulation will be equivalent for all δ ≤ δ 0 (x 0 ), i.e.,û
is a continuous function of x 0 since bothũ * (x 0 ) and x * (x 0 ) are continuous due to the smooth and convex problem formulation (10) . Let us further define δ 0 (x 0 ) : It has to be noted that the above conditions for closedloop stability and constraint satisfaction are of course only sufficient and may be rather conservative. In particular, for a given δ ∈ R ++ the actual region of attraction of the closedloop system may be considerably larger than the setX N (δ). Likewise, a very small δ may be needed to achieve X 0 ⊆X N (δ) when X 0 approaches X • N . However, despite possible practical limitations, the presented results provide interesting insights and a theoretical justification for the use of relaxed barrier functions in the context of MPC.
B2) Global Stabilization With a Nonrelaxed Terminal Set:
Assuming controllability of system (1), we will in the following present a second approach that allows to guarantee asymptotic stability for any initial condition by relaxing the barrier functions of state and input constraints while strictly enforcing the terminal set constraint.
Assumption 4: The pair (A, B) is controllable and the prediction horizon satisfies the condition N ≥ n. Moreover, the terminal cost function is given aŝ
with P ∈ S n ++ and B f (·) chosen according to Assumption 1. Theorem 3: Let Assumptions 1, 2, and 4 hold true and consider problem (10) with the terminal costF (·) from (19) for a given relaxation parameter δ ∈ R ++ . Then, for any initial condition x(0) ∈ R n , the feedback u(k) =û * 0 (x(k)) asymptotically stabilizes the origin of system (1).
The proof of Theorem 3 can be found in [16] and is omitted here due to space limitations. The basic idea is that, due to the above controllability assumption, a suitable input sequencê u(x 0 ) with x N (û(x 0 ), x 0 ) ∈ X • f exists for any x 0 ∈ R n . Then, as x N ∈ X • f , the same arguments as in part ii) of the proof of Theorem 2 can be used in order to show the required decrease in the value function.
The above result illustrates how we can achieve stabilization of the origin for any initial condition, which implies a certain degree of robustness for the closed-loop system, see also Section IV-E. Of course, the benefit of global stabilization comes with the cost of possible violations of the state and input constraints. However, using the arguments of the previous section, we can for any X 0 ⊆ X • N still recover strict satisfaction of all state and input constraints by making the relaxation parameter δ arbitrarily small.
C. Closed-Loop Stability: Terminal Set Free Approaches
In the previous section, we have seen how asymptotic stability and even strict constraint satisfaction can be guaranteed by making use of suitable terminal set formulations. As in conventional MPC schemes, the terminal set is on the one hand used for ensuring the existence of a feasible local control law and, thus, the recursive feasibility of the corresponding open-loop optimal control problem. On the other hand, only restricting the terminal state to a compact set around the origin allowed us to derive a quadratic upper bound for the barrier function B K (·), see Assumption 1 and the proof of Theorem 1.
In the following, we will show that the use of relaxed logarithmic barrier functions in fact allows us to circumvent these two problems and to design novel MPC approaches which ensure global asymptotic stability of the origin without the need for an explicit terminal set constraint. C1) Tail Sequence Based Terminal Cost Function: It is a well-known result that closed-loop stability of both linear and nonlinear MPC schemes may be ensured by choosing the terminal cost as a suitable control Lyapunov function (CLF) that is an upper bound for the infinite-horizon cost-to-go, see, e.g., [27] . In the presence of input and state constraints, deriving such a function in global form is generally not possible, which directly motivates the use of a local CLF in combination with a corresponding terminal set constraint. However, when considering the relaxed problem formulation (10), any input sequence which steers the state to the origin in a finite number of steps can be used to derive an upper bound on the infinite-horizon cost-to-go.
Assumption 5: Let v(x) := {v 0 (x), . . . , v T −1 (x)} be an input sequence which steers the state of system (1) to the origin in a finite number of T ≥ n steps for any x ∈ R n and assume that
. . , T − 1, and z T (x) = 0 be the associated state sequence.
Based on Assumption 5 we propose to choose the terminal cost function asF
whereˆ : R n × R m → R + refers to the barrier function based stage cost defined above, cf. (10) . Due to the relaxation, v(x) is a well-defined input sequence that steers the state from z 0 (x) = x to the origin in a finite number of steps. Consequently,F (·) is an upper bound for the infinite-horizon costto-go, which allows us to state the following result. 
From the suboptimality ofû + (x 0 ) it follows immediately that:
By the design of the relaxed barriers and the assumption that v l (x) = 0 ∀ l = 0, . . . , T − 1 ⇔ x = 0, the functionĴ * N (·; δ) is well-defined, positive definite, and radially unbounded. Thus, it can be used as a Lyapunov function for the closed-loop system, proving global asymptotic stability of the origin.
Note that in order to ensure convexity of the terminal cost functionF (·), the elements of the parametrized tail input sequence v(x) should be affine in the argument x. In combination with the condition that v l (x) = 0 ∀ l = 1, . . . , T − 1 ⇔ x = 0, this in fact limits v(·) to contain a sequence of linear state feedback laws, i.e., v(x) = {K 0 x, . . . , K T −1 x}. In the following, we briefly discuss two different design approaches for v(x) that meet this requirement and thus allow to guarantee stability of the closed-loop system as well as convexity of the resulting overall cost function.
The easiest way to design suitable tail sequences v(·) and z(·) is by making use of a linear dead-beat controller. To this end, we may choose a terminal control gain K ∈ R m×n in such a way that the matrix A K = A + BK is nilpotent, i.e., that it satisfies A r K = 0 for some r ≤ n. Under the assumption of controllability, this can for example be achieved by a suitable pole placement procedure which ensures that all eigenvalues of the matrix A K are located at the origin of the complex plane. Based on these ideas, we may set T = n and choose the tail input sequence as
which results in the corresponding state sequence z(x) = {x, . . . , A n−1 K x}. Due to the design of the matrix K, it obviously holds that z n = A n K x = 0. Thus, v(·) and z(·) satisfy the conditions in Assumption 5, and Theorem 4 can be used to conclude stability of the closed-loop system. Note that, depending on the algorithm, the pole placement problem may become numerically ill-conditioned when assigning all poles to exactly the same location. For practical implementations it might therefore be meaningful to distribute the poles of A K in an ε-ball around the origin.
While the above approach allows for a rather simple design of the tail sequences v(·) and z(·), and thus of the terminal costF (·), the implicit requirement that the predicted terminal state is steered to the origin in at most n steps might be restrictive, leading to suboptimal or even aggressive behavior of the overall closed-loop system. In the following, we present a second approach that eliminates this restriction by allowing for tail sequences with T ≥ n elements. In order to enforce in addition a certain optimality with respect to the underlying performance criterion, we propose to choose the parametrized tail input sequence v(·) as the solution to the finite-horizon LQR problem with zero terminal state constraint, i.e.,
It can be shown that the solution v * (x) to problem (23) can be expressed as a sequence of static linear state feedbacks of the form v * l (x) = K l x with l = 0, . . . , T − 1. Explicit expressions for the optimal control law and the corresponding state (and costate) trajectories were given in [28] based on the solution of two unconstrained infinite-horizon LQR problems and a suitable iteration scheme. Furthermore, in [29] the authors present explicit solutions for more general start and end point constraints based on a parametrization of all the solutions of the extended symplectic system. However, as discussed in the Appendix, the optimal input sequence can also be computed directly in vector form as
T m×n . In both cases, the resulting terminal cost function can be formulated aŝ
where z l (x) and v l (x) denote the elements of the respective state and input tail sequences and the matrix P ∈ S n + can be constructed by inserting these sequences into the quadratic stage cost (·, ·), see Appendix A2. As for the previous approach, global asymptotic stability of the closed-loop system can be concluded from Theorem 4. However, the possibility to choose the length of the tail sequences within the construction of the terminal cost typically leads to an overall improved closed-loop performance. Especially if the open-loop state and input tail sequences stay away from the boundaries of the constraint sets, the terminal cost functionF (·) based on (23) may give a quite good approximation of the actual infinite-horizon cost-to-go.
Remark 2: Note that the discussed approaches force the predicted state to the origin in N + T steps and are hence similar to MPC approaches that are based on an explicit zero terminal state constraint, see, e.g., [30] . However, by using the proposed terminal cost function, this behavior is enforced implicitly, i.e., without introducing an explicit equality constraint within the optimization problem. Furthermore, stability can be guaranteed for a global region of attraction and the tail sequence horizon T may be made arbitrary large without increasing the number of optimization variables.
C2) Quadratic Terminal Cost:
In the previous section, we exploited the fact that the relaxation of input and state constraint allows to apply any sequence of inputs at the end of the prediction horizon. In the following, we will show that when making use of relaxed logarithmic barrier functions we can in addition derive a global quadratic upper bound for the combined state and input constraint barrier function, which makes it possible to use a purely quadratic terminal cost function term without the need for a corresponding terminal set constraint.
Assumption 6: LetB x (·) andB u (·) be relaxed weight recentered logarithmic barrier functions according to Definition 1 and Assumption 2, respectively, and let w x ∈ R q x + and w u ∈ R q u + be the corresponding weighting vectors. Furthermore, let the relaxing function be quadratic and chosen according to (9) . Lemma 3: Let (A, B) be stabilizable and let K ∈ R m×n be a corresponding stabilizing linear control gain. Furthermore, let Assumption 6 hold and considerB K (x) =B x (x) +B u (Kx) for a given δ ∈ R ++ . Then, it holds that (25) where the matrices M x ∈ R n×n and M u ∈ R m×m are defined as
Proof: We first consider the state constraints and show
x (λx)x for some λ ∈ (0, 1). Due the recentering of the barrier functions, the first two terms vanish and we getB x (x) = (1/2)x ∇ 2B x (λx)x for some λ ∈ (0, 1). Thus, it obviously holds thatB
n . When considering the quadratic relaxing function β(·; δ) from (9), the Hessian ofB x (·) is given by
Combining this upper bound on the Hessian with the previous arguments, it follows thatB
It is straightforward to show in a similar way thatB u (Kx) ≤ x K M u Kx ∀ x ∈ R n . Let now the controller matrix K and the matrix P ∈ S n ++ be solutions to the modified Riccati equation
where M x and M u are defined according to Lemma 3. We then propose to choose the terminal cost function aŝ
Note that the controller gain K is in principle arbitrary. However, the above choice results in a minimal value of the terminal cost function and ensures that for ε → 0 or in the absence of constraints, K and P will reduce to the solution of the unconstrained LQR problem. We can now state the following stability result. Theorem 5: Let Assumption 6 hold true and consider problem (10) with the terminal cost functionF (·) from (28) for a given relaxation parameter δ ∈ R ++ . Then, for any initial condition x(0) ∈ R n , the feedback u(k) =û * 0 (x(k)) asymptotically stabilizes the origin of system (1) .
Proof: Again, bothû * (x 0 ) andĴ * N (x 0 ; δ) are defined for any x 0 ∈ R n due to the relaxed state and input constraints. Based on the quadratic terminal cost function above, it is now straightforward to show that the value functionĴ * N (x(k); δ) decreases under the applied MPC feedback for all x(k) ∈ R n . For any x 0 ∈ R n there exist optimal input and state sequenceŝ u * ( 
for any x * N ∈ R n , where we used the global quadratic bound onB K (·) from Lemma 3 and the choice of the terminal cost matrix P , see (27b). Thus,Ĵ * N (·; δ) can again be used as a Lyapunov function for proving global asymptotic stability.
In summary, we can conclude that the concept of relaxed logarithmic barrier functions allows us to design globally stabilizing MPC schemes without making use of an explicit terminal set or state constraint. Instead, the presented approaches are based on a suitable design of the respective terminal cost function term that heavily exploits the properties and advantages of the underlying barrier function relaxation. Thus, the presented results may be seen as a barrier function based counterpart to existing terminal set free MPC approaches relying on suitable terminal cost functions [27] , [32] , a sufficiently large prediction horizon [4] , [33] , [34] , or particular controllability assumptions [35] - [37] .
However, with the exception of Theorem 2, the presented stability results can only be achieved since the relaxed barrier functions allow for in principle arbitrarily large constraint violations. In the following section, we show that the maximal violation of state and input constraints in closed-loop operation is always bounded, and we discuss how we can compute and control this violation a priori for a given set of initial conditions by adjusting the relaxation parameter δ ∈ R ++ .
D. Maximal Constraint Violation Guarantees
As outlined above, one of the main advantages of model predictive control is given by its ability to deal with input and state constraints. In the following, we will show how guarantees on the strict satisfaction or the maximal constraint violation can be given for the globally stabilizing relaxed logarithmic barrier function based MPC schemes from the previous section. 
where P * uc ∈ S n ++ is the solution to the discrete-time algebraic Riccati equation related to the infinite-horizon LQR problem.
Proof: Based on the respective stability theorems we know thatĴ * u(k) ) for any k ≥ 0 and any x(0) ∈ R n . In particular, this ensures that the closed-loop system is asymptotically stable and that lim k→∞ J * N (x(k); δ) = 0. Summing up over all future sampling instants and using a telescoping sum on the left hand side, we get that
while, on the other hand,
due to the optimality of the unconstrained infinite-horizon LQR solution. In combination this yieldsĴ *
and finally, since all terms in the sum on the right hand side are positive definite,
As the relaxed barrier function are positive definite and radially unbounded, Lemma 4 implies that also the violations of the corresponding constraints are bounded. In particular, for any ε ∈ R ++ , δ ∈ R ++ and any initial condition x 0 = x(0) ∈ R n , upper bounds for the maximal violations of state and input constraints are given bŷ
for i = 1, . . . , q x and j = 1, . . . , q u , whereα(x 0 ; δ) is defined according to (31) . Based on this, we can formulate the following result on the maximal constraint violations that can occur in closed-loop operation. 
where the elements of the maximal constraint violation vectorŝ z x (x 0 ; δ) ∈ R q x andẑ u (x 0 ; δ) ∈ R q u are given by (32) . Proof: Follows directly from Lemma 4 and the definition ofα( (31) and (32) . Note that the optimization problems in (32) are convex aŝ B x (·) andB u (·) are convex functions. Moreover, in the case of gradient relaxed barrier functions, we can even derive an explicit formula for upper bounds on the maximal constraint violation, see Appendix A1. The values for the maximal constraint violations obtained above may also be negative. In this case, the corresponding constraints will not be violated but rather satisfied with the respective safety margin. An important consequence of Theorem 6 is that, as stated in the following Lemma, there always exists a set of initial conditions for which the input and state constraints will not be violated at all.
Lemma 5: Let problem (10) be formulated based on one of the globally stabilizing MPC schemes discussed above (Theorems 3-5) and let x cl = {x(0), x(1), . . .} and u cl =  {u(0), u(1) , . . .} with u(k) =û * 0 (x(k)) for k ≥ 0 denote the resulting closed-loop state and input trajectories. Furthermore, for δ ∈ R ++ let the setX N (δ) be defined aŝ
withβ (δ) := min{β x (δ),β u (δ)}, whereβ x (δ) andβ u (δ) are defined according to Definition 5. Then, for any initial condition
and all k ≥ 0 it holds due to Lemma 4 and the definition ofβ
One may now ask how large we can make the setX N (δ) of initial conditions for which strict satisfaction of all input and state constraints is guaranteed. In the following, we give an answer to this question for each of the different MPC approaches discussed above. In particular, we show that it is always possible to recover the feasible set of a suitable corresponding nonrelaxed MPC formulation.
Theorem 7: Let problem (10) be formulated based on one of the globally stabilizing MPC schemes discussed above (Theorems 3-5). Moreover, let the set X N be defined as
when considering the approach based on a nonrelaxed terminal set constraint (Theorem 3), as
when considering the approach based on auxiliary tail sequences z l (·) and v l (·) with l = 1, . . . , T − 1 (Theorem 4), and as
when considering the approach based on a purely quadratic terminal cost function (Theorem 5), where in all three cases
Proof: We first consider the approaches based on Theorem 3 and Theorem 4. The proof is closely related to that of Lemma 2 and only a sketch is given here. In particular, it can be shown thatX N (δ) is a nonempty and compact set witĥ
This result is again based an the fact that the existence of a strictly feasible solution implies that for any x 0 ∈ X • N there exists a δ 0 (x 0 ) such that α(x 0 ; δ) will stay constant for all δ ≤ δ 0 , whereasβ(δ) can be made arbitrarily large as δ → 0.
When considering the approach based on Theorem 5 the problem occurs that the matrix P from (27) , and hence the quadratic terminal cost functionF (x) = x P x, will grow without bound for δ → 0. Also, in this case it does not necessarily hold thatX N (δ) ⊂ X N as the resulting optimal state and input sequences for a given x 0 ∈X N (δ) will in general not satisfy the additional constraint x N = 0. However, for any x 0 ∈ X • N there exist input and state sequencesū(x 0 ) andx(x 0 ) which strictly satisfy the conditions specified in (37), in particular x N (ū(x 0 ), x 0 ) = 0. For these sequences, we can always find
denotes the value function of a nonrelaxed problem formulation with the additional constraint x N = 0, cf. the proof of Lemma 2. Furthermore, due to the suboptimality of the input sequenceū(x 0 ), it holds thatĴ *
, which shows that for any x 0 ∈ X • N the value functionĴ * N (x 0 ; δ), and hence also the expressionα(x 0 ; δ), will stay bounded as δ → 0. As, on the other hand,β(δ) increases without bound and both δ 0 (x 0 ) andĴ * N (x 0 ; δ) are continuous functions, there exists for any
Note that for a general stabilizable system, the set X N in (37) may be restricted to a lower-dimensional subspace of R n or it may even be empty. However, in case of a controllable system it is straightforward to show that X N is a nonempty polytope.
In general, the parameterδ 0 that is sufficient for ensuring strict constraint satisfaction based on the above results may be very small. For practical applications, it might therefore be reasonable to enforce the satisfaction of input and state constraints only with a predefined tolerance.
Corollary 2: Let problem (10) be formulated based on one of the globally stabilizing MPC schemes discussed above (Theorems 3-5) and let the respective sets X N be given according to Theorem 7. Then, for any given constraint violation toleranceẑ tol ∈ R + and any given set of initial conditions X 0 ⊆ X • N there exists aδ 0 ∈ R ++ such that for all δ ≤δ 0 and any initial condition x(0) ∈ X 0 the maximal possible constraint violation is less thanẑ tol , i.e.,
Based on the above results, we can in fact formulate the following iterative algorithm that allows to determine a priori a sufficiently small relaxation parameter for ensuring satisfaction of a given maximal constraint violation tolerance for a given set of initial conditions. Remark 3: Up to now, it has not been clarified whether the functionα(x; δ) that is maximized in step 4 of Algorithm 1 is convex. However, for all tested parameter configurations and examples with convex X 0 , the maximal value ofα(x; δ) was in fact always attained at one of the vertices of the set X 0 . Moreover, a conservative solution can always be found by evaluating a convex upper bound ofα(x; δ), e.g., the value functionĴ * N (x; δ) itself, at the vertices of the set X 0 .
Summarizing, we can state that, despite the use of the relaxed barrier functions, the maximal possible violation of input and state constraints in closed-loop operation is bounded and depends directly on the choice of the relaxation parameter δ. Furthermore, the presented results allow to compute an estimate for the maximal constraint violation a priori or to determine a suitable relaxation parameter that guarantees satisfaction of a given constraint violation tolerance. Note that certain constraints could be prioritized by making use of different δ i in the relaxation. This important fact may for example be used in order to enforce satisfaction of physically motivated hard input constraints.
E. Closed-Loop Performance and Robustness
In this section, we briefly discuss some aspects concerning the performance and robustness properties of the presented relaxed barrier function based MPC approaches. However, a thorough investigation of these issues is well beyond the scope of this paper and can be considered as future work.
We begin with the following arguments, which show that the presented relaxed barrier function based MPC schemes will always recover the closed-loop performance of a related MPC scheme based on nonrelaxed barrier functions if the relaxation parameter δ is small enough, as well as that of a conventional linear MPC scheme if, in addition, the barrier weighting ε approaches zero. Let the relaxed barrier function based MPC problem (10) be formulated based on one of the stabilizing design approaches discussed above (Theorems 2, 3, 4, or 5), and let the set X N be defined according to (35) for the terminal set based approaches and according to (36) and (37) (k) ). This shows that the performance of a corresponding nonrelaxed formulation can always be recovered within the interior of the respective feasible set. Furthermore, it is well known that the solution of the nonrelaxed barrier function based problem (4) converges to the solution of the corresponding conventional problem when the barrier function weighting parameter ε approaches zero [24, ch. 11] . Thus, for arbitrary small ε, δ ∈ R ++ , the presented relaxed barrier function based MPC schemes recover the closed-loop behavior and performance of related conventional MPC schemes. The question whether and under which circumstances the relaxed barrier function based setup may also lead to an overall improved performance of the closed-loop system, e.g., a decreased cumulated cost, can be considered as possible future work. To our experience, the resulting closed-loop behavior is often already very good for moderate values of the barrier parameters, i.e. ε, δ in the order of 10 −2 , and typically almost identical to the solution of the original MPC problem for ε, δ in the order of 10 −4 . Concerning the robustness of the closed-loop system, we note that, due to the relaxation of the underlying state and input constraints, the resulting overall cost function is defined for any x ∈ R n . Hence, the presented MPC schemes are robust against various effects caused by disturbances, uncertainties, or measurement errors in the sense that the corresponding openloop optimal control problem always admits a well-defined solution. However, although ensuring recursive feasibility is a central issue in the context of MPC, we may naturally ask for more rigorous statements concerning the robust stability of the closed-loop system. For example, we might consider the disturbance affected dynamics
where w(k) ∈ R n denotes a bounded but otherwise unknown additive disturbance. When considering the approach based on Theorem 2, any stability or convergence guarantees of the closed-loop system will in general be lost as the disturbance might cause the system state to leave the setX N (δ). On the other hand, the approaches based on Theorems 3-5 allow to guarantee global asymptotic stability of the unperturbed closed-loop system, which, based on the main result of [38] , directly implies that system (38) is integral input-to-state stable (IISS) with respect to the disturbance w. As an important consequence, the state remains bounded and converges asymptotically to the origin for any disturbance sequence with bounded energy, see [38] for more details. Recently, we were in addition able to show that system (38) is in fact (globally) inputto-state stable (ISS), which implies even stronger robustness properties of the closed-loop system [39] . Interesting open problems are to analyze the stability properties in the presence of hard input constraints and control input saturations [40] , or for the case of output feedback based on incomplete and uncertain state information.
V. EXAMPLE AND NUMERICAL ASPECTS
In this section, we outline a selection of steps which can be used to get from a given control problem to a stabilizing relaxed logarithmic barrier function based MPC scheme, and illustrate both the design and the behavior of the closed-loop system by means of a numerical example. In addition, we also briefly comment on some interesting numerical aspects of the resulting open-loop optimal control problem.
A. Overall MPC Design Procedure
Step 1: Basic problem setup. Choose suitable values for the problem parameters that are not related to the barrier functions, i.e., the weighting matrices Q ∈ S n + and R ∈ S n ++ as well as the prediction horizon N ∈ N + .
Step 2: Relaxed barrier functions. Decide on procedures for relaxing and recentering the logarithmic barrier functions and choose suitable (initial) values for the barrier function parameters ε ∈ R ++ , δ ∈ R ++ . In general, the quadratic relaxation discussed above seems to work well in practice.
Step 3: Terminal cost function. Choose a suitable approach that allows to design the terminal costF (·) in such a way that asymptotic stability of the closed-loop system is guaranteed. The different approaches presented in this paper are summarized in Table I together with additional information regarding the necessity of a terminal set X f , the underlying assumptions, and the respective region of attraction (ROA).
Step 4: Parameter tuning. Formulate the open-loop optimal control problem (10) based on Steps 1-3. The relevant problem parameters may be adjusted in order to achieve a desired closedloop performance, e.g., based on closed-loop simulations. In addition to the usual MPC parameters, the parameters ε and δ as well as the chosen terminal cost function will have a major impact on the resulting behavior. To the experience of the authors, and in accordance with the above results, the barrier function weighting parameter ε may be used to influence the closed-loop performance, whereas the relaxation parameter δ primarily allows to control the constraint violation properties. In particular, Algorithm 1 from Section IV-D may be used to adapt the relaxation parameter in such a way that satisfaction of a given constraint violation tolerance can be guaranteed for a certain region of initial conditions.
B. Numerical Example
In the following, we briefly illustrate the outlined design procedure and the closed-loop behavior of the proposed MPC schemes by means of an academic numerical example. We consider a discrete-time double integrator system of the form
with the input and state constraint sets U = {u ∈ R : . Here, X f denotes the polytopic terminal set and X N the associated feasible set according to (35) . Furthermore,X 2 N (δ) denotes the region of attraction of the locally stabilizing approach with strict constraint satisfaction, whileX 3 N (δ) andX 4b N (δ) denote the sets with guaranteed zero constraint violation for the globally stabilizing approaches based on Theorems 3 and 4, where the LQR based tail sequence is used in the latter case. The corresponding setsX 4a N (δ) for a dead-beat based tail-sequence andX 5 N (δ) for a purely quadratic terminal cost where in this case too small to be plotted. In addition, the much larger sets X 3 0 (δ), X 4a 0 (δ), X 4b 0 (δ), and X 5 0 (δ) denote the regions in which the respective MPC schemes result in a maximal constraint violation ofẑ tol = 10 −3 . Note that the set X 3 0 (δ) essentially recovers the associated feasible set X N , cf. Corollary 2.
Following
Step 1 of our design procedure, we choose the basic problem parameters to N = 10, Q = diag(1, 0.1), and R = 1. In a second step, we decide to use weight recentered logarithmic barrier functions with a quadratic relaxation, see (9) and (11) . We fix the barrier function weighting parameter to ε = 10 −2 and set up the different MPC schemes from Table I for varying values of the relaxation parameter δ. For the terminal set based approaches from Section IV-B, a suitable contractive polytopic terminal set is used, see [11] .
Inspired by our results above, we are in particular interested in the region of attraction of the locally stabilizing approach from Section IV-B1 as well as in the regions with guaranteed strict or approximate constraint satisfaction for the globally stabilizing approaches from the Section IV-B2 and C1, C2. Furthermore, want to compare the closed-loop behavior of the different MPC schemes and illustrate how the maximal constraint violation may be controlled by adjusting the relaxation parameter. Note that we deliberately focus on a few selected scenarios, leaving a deeper discussion for future work. Fig. 2 depicts and compares some of the δ-dependent sets that have been discussed in the results above, i.e., regions of initial conditions for which we can guarantee properties like asymptotic stability or satisfaction of input and state constraints. Note In both cases, the functions were evaluated over a fine grid and MATLAB'S contour function was used for plotting. Whereas the sets with guaranteed strict constraint satisfaction may be very small, approximate constraint satisfaction with a meaningful tolerance ofẑ tol = 10 −3 is achieved for much larger regions of initial conditions. The approach based on F (x) = x P x results in very small sets which is due to the conservative quadratic upper bound (see Lemma 3) that causes P to grow rather fast depending on the relation ε/δ 2 . In Fig. 3 , the behavior of the resulting closed-loop systems is illustrated for different initial conditions and a varying relaxation parameter δ. It can be seen how convergence to the origin is achieved even for infeasible initial conditions and how approximate or strict constraint satisfaction may be enforced by making δ sufficiently small. Note that, in order to get comparable closed-loop performance and execution times, we chose a doubled horizon of N = 20 for the MPC schemes based on a dead-beat tail sequence and a purely quadratic terminal cost. Summarizing, the theoretical results from above can be observed very well in the numerical simulation, although the results on strict constraint satisfaction naturally tend to be quite conservative. In particular,δ 0 obtained by Algorithm 1 may rather be seen as a (potentially conservative) lower bound for a suitable choice of the relaxation parameter, that can then be refined based on numerical simulations.
C. Numerical Aspects
As outlined above, one of the main advantages of relaxed barrier function based MPC formulations is given by the fact that the stabilizing control input can be characterized as the minimizer of a globally defined, continuously differentiable, and strongly convex cost function. In fact, after elimination of the linear system dynamics, the open-loop optimal control problem can be formulated as the unconstrained minimization of a cost function of the form J N (U, x) = 1 2 U HU + x F U + x Y x + εB xu (U, x) (40) where U := [u 0 · · · u N −1 ] ∈ R n U , n U = N m, andB xu : R Nm × R n → R + is a positive definite, convex, and continuously differentiable relaxed logarithmic barrier function for polytopic constraints of the form GU ≤ w + Ex. The matrices H ∈ S n U ++ , F ∈ R n×n U , Y ∈ S n + , G ∈ R q×n U , w ∈ R q , and E ∈ R q×n can be constructed from (10) and the corresponding constraints by means of simple matrix operations. The discussed properties of the cost function then allow us to make use of wellunderstood optimization algorithms like (fast) gradient approaches, the heavy-ball method, or the Newton method. A thorough investigation of different algorithmic implementations and their numerical performance is currently the topic of ongoing research and, hence, not discussed in this paper. In this context, it will also be interesting to study the influence of the barrier function parameters ε and δ on the condition number of the problem as well as on the overall numerical performance. As in the context of conventional barrier methods, the problem may become ill-conditioned if ε, δ are chosen too small. However, for the typical choices of ε and δ discussed above, we did so far not observe any severe problems and achieved good and reliable results based on standard optimization algorithms. In addition, it might also be interesting to analyze in how far problem structure can be exploited when considering a non-condensed, equality constrained formulation of (10), cf. [41] - [43] .
A particularly interesting property of the condensed formulation (40) is that it can be tackled directly by Newtonbased continuous-time optimization algorithms as they are, for example, discussed in [10] and [16] . In particular, the differentiability and convexity properties of the cost function allow to design a continuous-time dynamical system of the forṁ U (t) = f (U (t), x(t)), U(t 0 ) = U 0 , whose solution asymptotically tracks the optimal input vectorÛ * (x(t)), where x(t) is the continuously measured system state, see the aforementioned references for more details. Such continuous-time linear MPC algorithms essentially eliminate the need for an iterative on-line optimization and can be implemented for in principle arbitrary fast system dynamics. We expect that it might be possible to exploit some of the advantages of relaxed logarithmic barrier function based formulations, e.g., the global definition of the cost function and a bounded curvature, explicitly within the underlying numerical integration.
VI. CONCLUSION
In summary, our investigation showed that the concept of relaxed logarithmic barrier function based model predictive control is interesting both from a systems theoretical and a practical point of view. In particular, while we are still able to recover many of the theoretical properties of conventional or nonrelaxed barrier function based MPC schemes, the use of relaxed logarithmic barrier functions allows to characterize the stabilizing control input as the minimizer of a globally defined, continuously differentiable and strongly convex function that is parametrized by the current system state. As a main result, we presented different constructive MPC design approaches that guarantee global asymptotic stability and allow to influence the performance and constraint satisfaction properties of the closed-loop system directly by adjusting the relaxation parameter. The resulting MPC schemes are not necessarily based on the construction of a suitable terminal set and possess, due to the underlying barrier function relaxation, some promising inherent robustness properties.
Interesting open problems may include a thorough analysis of the performance and robustness properties of the resulting closed-loop system (in particular for the case of input saturations or output feedback), the derivation of less conservative constraint violation bounds, or the design and comparison of tailored iterative or continuous-time optimization algorithms. 
APPENDIX

A1: Remarks on Gradient Recentered Barrier Functions
All the stability results presented above do still hold when making use of gradient based recentering instead of the discussed weighting based recentering approach. In particular, Lemma 3 and Theorem 5 are still valid if we set w x = 0 and w u = 0. What is more, concerning the maximal constraint violations specified in Theorem 6, we can now exploit the fact thatB x (·) andB u (·) consist only of positive definite terms. As shown in [16] , this allows to derive explicit expressions for upper bounds on the maximal constraint violations given in (32) . In particular,ẑ 
