The aim of this paper is a new construction of bases of the group of circular units and of the Stickelberger ideal for a family of abelian fields containing all cyclotomic fields, namely for any compositum of imaginary abelian fields, each of them being ramified only at one prime. In comparison with the previous papers on the topic our approach consists in an explicit construction of Ennola relations. This gives explicit description of the torsion parts of odd and even universal ordinary distributions but it also allows to give a shorter proof that the given set of elements form a basis. Moreover we also obtain a presentation of the group of circular numbers for any field in the mentioned family.
Introduction
For a cyclotomic field, a basis of the group of circular units is constructed in [3] and bases of the Stickelberger ideal and of the group of circular units are constructed in [7] . Unfortunately the proof of this fact given there is indirect: by some cohomological computations it is proven that the subgroup generated by a given set of elements, which turned out to be linearly independent later on, is of index one in the group. But it says nothing about expressing elements in terms of the mentioned basis. The aim of this paper is to give a direct proof which not only seems to be shorter and easier to understand but which is also in some way constructive: it describes a procedure allowing to express a given element as a linear combination of the elements of this basis (see Lemma 3.2) . The coefficients in this linear combination can be found by induction, using the relations (2.3) and (2.4) together with the Ennola relations given by Theorem 2.2 (the existence of relations of this kind was proven by Ennola in [2] ; their explicit form is still a subject of recent research -see [5] ). Even though this theorem states only the existence of some relations, the required element α Q could be found explicitly as a sum of elements appearing in the proof of Proposition 2.1.
A key role in the construction of bases of the Stickelberger ideal and of the group of circular units in [7] is played by bases of odd and even universal ordinary distributions given in [6] . This paper describes a presentation of these distributions; they appears here as quotients of the additive group of the semigroup ring Z[G * ], considered as a Z[G]-module, by its submodules I 1 and I −1 described in Section 2. Theorem 2.2 plays an important role in Section 3 where modules N ±1 = Z[G * ]/I ±1 are described in Theorem 3.6
by means of Z-bases M ±1 defined above Lemma 3.1. This also allows to study the torsion parts of N ±1 ; in some respect this is easier and more straightforward in comparison with the original papers [12] and [9] . A basis of the group of circular units of a cyclotomic field is also constructed in [3] and in [1] where the authors need the knowledge of the torsion part of the even universal punctured distribution (in other words the first cohomology group of {1, −1} with coefficients in the universal punctured distribution) which was computed by Schmidt in [9] (mentioned in [11, the text above 12.18]); so again our presented approach seems to be shorter and in some sense easier.
Let us briefly explain the connection to cyclotomic fields: taking any cyclotomic field K, or even more generally any compositum of imaginary abelian fields K p such that each K p is ramified at only one prime p, the absolute Galois group G = Gal(K/Q) is the direct product of its inertia subgroups G p ∼ = Gal(K p /Q). Each subgroup G p contains a distinguished element j p of order 2 given in Gal(K p /Q) by complex conjugation. We enlarge each group G p into a semigroup G
intersection S = Z[G] ∩ S where S ⊂ Q[G] is a Z[G]
-module isomorphic to Z ⊕ (N −1 / Tor(N −1 )). Similarly the Z[G]-modules of circular units and numbers of K can be described by N 1 : denoting by C, D, and E, the groups of circular units, circular numbers, and all units of K, respectively, then, by definition, C = D ∩ E, and Z ⊕ (D 1+j / P ) ∼ = N 1 / Tor(N 1 ), where j ∈ G is the complex conjugation and P ⊆ Q × is the subgroup generated by the primes ramifying in K/Q. This allows to describe Z-bases of D and C in Theorem 4.2 and Corollary 4.3 and a Z-basis of S in Theorem 6.2. Moreover we obtain a presentation of D in Theorem 4.5. This presentation, which has not appeared in the literature yet, seems to be a useful tool in the study of circular numbers and units.
An auxiliary result on a group ring
This section is devoted to a result on the integral group ring over a finite abelian group of even order which appears to be useful in the next section.
Lemma 1.1. Let G be a finite abelian group, j ∈ G be an element of order 2, i.e. j = 1, j 2 = 1. Then there is a set T ⊆ G and, for each σ ∈ G, a fixed
(ii) 1 ∈ T and for any σ ∈ G we have σ ∈ T if and only if jσ / ∈ T ;
(iii) for any σ, τ ∈ G we have
Proof. We can write G = H ×H , where H is the 2-Sylow subgroup of G and H is the subgroup of all elements of odd order. The well-known theorem on the structure of finite abelian groups says that there are x 1 , . . . , x n ∈ H such that each x i is of order 2 a i , where 1 ≤ a 1 ≤ · · · ≤ a n , and
of order 2, there are uniquely determined e 1 , . . . , e n ∈ {0, 1}, not all zeroes, such that j =
. Let us denote c = min{i; e i = 0} and z = n i=c x e i 2 a i −ac i . Then z 2 ac−1 = j and so z is of order 2 ac . Moreover
Then any σ ∈ G can be uniquely written in the form σ = z i · h, where 0 ≤ i < 2 ac and h ∈ H , and we define
where for i = 0 we have an empty sum, which should be understood as 0. Let
It is easy to see that the conditions (i) and (ii) are satisfied.
which is symmetric with respect to σ ↔ τ and the condition (iii) follows.
2 Relation modules I 1 and I −1
Let us suppose that we have given a finite abelian group G p with an element j p ∈ G p of order 2 for each p in a non-empty linearly ordered finite set (P, ≤). Let G = p∈P G p be the product of these groups. For each p ∈ P we shall identify G p with the corresponding subgroup of G. Then for each p ∈ P there are T p ⊆ G p and 
where, for each Q ⊆ P , the product p∈P −Q g * p is sent to the element having everywhere 0's but 1 in the Qth summand; the action of G on Z p∈Q G p is given via the projection G → p∈Q G p .
For any subset
for each p ∈ P . Fix ∈ {1, −1}. For each p, q ∈ P , p = q we choose and fix σ p,q ∈ G q . The σ p,q play the role of Frobenius automorphisms (more precisely, in Section 4, the Frobenius automorphism of p acts as q∈P −{p} σ
for all p ∈ P , V ⊆ P − {p} and by
for all V ⊆ P (an empty product obtained for V = ∅ is understood as 1). Warning: I is not an ideal of the semigroup ring Z[G * ], for ex- 
The following proposition will be used to derive Theorem 2.2 which appears to be a key tool in Section 3.
Proposition 2.1. If Q ⊆ P satisfies (−1) |Q| = − then for any integer n ≥ 0 we have the following congruence modulo I + 2Z[G Q ]:
where, in the first sum, u runs through the set of all isotone injective mappings u : {1, . . . , n} → Q while the second sum is taken over all injective mappings p : {1, . . . , n} → Q such that the images u = u({1, . . . , n}) and p = p({1, . . . , n}) are disjoint.
Proof. We shall use induction with respect to n. If n = 0 then the right hand side of (2.5) is equal to
due to (2.4), the proposition is proven for n = 0.
Therefore we need to show that the right hand side for any given n ≥ 0 is congruent modulo I + 2Z[G Q ] to the right hand side for n + 1. Since (−1)
We can include the sum over all x into the sum over all injective mappings p by the following procedure: enlarge the domain of p from {1, . . . , n} to {1, . . . , n+1} and define
, we obtain on the right hand side of (2.5)
with the second sum taken over all injective mappings p : {1, . . . , n + 1} → Q − u now. Since all the other factors belong to Z[G], we can use the following congruence modulo I given by (2.3)
It is easy to see that
we can modify modulo I + 2Z[G Q ] the previous version of the right hand side of (2.5) to get
where the third sum is taken over all injective mappings p : {1, . . . , n+1} → Q − ( u ∪ {r}) now. If r = u(i) for some i then using
by Lemma 1.1, we see by the symmetry p(i) ↔ p(n + 1) that we have each such summand twice. Due to the factor q∈ p
we can ignore all these summands, in other words, the sum over all r ∈ Q is congruent modulo I +2Z[G Q ] to the sum over all r ∈ Q− u. As the product w R jw contains the factor R jr , we can use the identity
due to Lemma 1.1 and the identity j r (1 − j r ) = −(1 − j r ) allowing to add the condition v = r in the previous product of j v 's, again working modulo
Recall that the mapping u is isotone and injective, so we have u(1) < · · · < u(n) and in fact we can split the sum over all r ∈ Q − u into n + 1 sums. Letting s ∈ {0, 1, . . . , n} we have the sum over all r < u(1) for s = 0, the sums over all r such that u(s) < r < u(s + 1) for s = 1, . . . , n − 1, and finally the sum over all r > u(n) for s = n. We want to enlarge the domain of u from {1, . . . , n} to {1, . . . , n + 1} introducing a new value u(n + 1) = r. But to get an isotone mapping we must permute the values of u and p in R. Kučera the same way: let mappings u , p : {1, . . . , n + 1} → Q satisfy u (i) = u(i) and p (i) = p(i) if i ≤ s and satisfy u (i + 1) = u(i) and p (i + 1) = p(i) if s < i ≤ n. Finally let u (s + 1) = u(n + 1) and p (s + 1) = p(n + 1).
Since
, the right hand side of our identity is changed into
where the first sum is now taken over all isotone and injective mappings u : {1, . . . , n + 1} → Q while the second sum over all injective mappings
modulo I , giving the right hand side of (2.5) for n + 1. The proposition follows.
Proof. The right hand side of Proposition 2.1 for any n > 1 2
|Q| is zero and so there is α Q ∈ Z[G Q ] satisfying the theorem.
Recall that for each p in a non-empty linearly ordered finite set (P, ≤) we have a finite abelian group G p with an element j p ∈ G p of order 2 and a set T p such that 1 ∈ T p ⊆ G p and that, for any σ ∈ G p , σ ∈ T p if and only
For each g ∈ G * we define the following subsets of P
For each ∈ {1, −1} we define the subset M ⊆ G * as follows: for any g ∈ G * we put g ∈ M if and only if V (g) = ∅ and either
is fulfilled by exactly half of these g for which X(g) ∪ W (g) = P , because
We put
and define an ordering on G * as follows: for any g, h ∈ G * we have g ≺ h exactly in one of the following four cases:
• X(g) X(h);
• X(g) = X(h) and W (g) W (h);
• X(g) = X(h), W (g) = W (h), and z(g) < z(h);
In Section 2, for any ∈ {1, −1} we have defined the be the submodule of elements of finite order in N . Finally let j = p∈P j p ; we have X(jg) = X(g) and W (jg) = W (g) for any g ∈ G * .
Lemma 3.2. Let ∈ {1, −1} and h ∈ G * , h / ∈ M . Then h + I ∈ N is a sum of an element belonging to Tor(N ) and a Z-linear combination of elemens g + I where g ∈ G * , g ≺ h.
Proof. We shall distinguish the following four cases:
∈ X(h) and due to (2.3) we have
and so z(jh) = 0. This gives jh ≺ h and we can use (1 − j)h ∈ I due to (2.4).
Let
It is easy to see that h p∈U (h) R jp is the sum of all elements g ∈ G * satisfying π p (g) = g * p for each p ∈ X(h) and π p (g) ∈ T p for each p ∈ U (h) = P − X(h). One of these g's equals h and the others satisfy X(g) = X(h), W (g) W (h) which means g ≺ h.
4. Let X(h)∪W (h) = P and V (h) = ∅. Denote p = min V (h), we can use (3.1) again. As in the first case we have g *
The lemma follows as each h satisfies exactly one of the previous cases. 
|G|.
Proof. This follows from Proposition 3.3 and Lemma 3.1.
3) for all p ∈ P and all V ⊆ P −{p} and let N 0 = Z[G * ]/I 0 . Moreover, let U be the module defined in [4] for I = P , T p = G p , and λ
for all N ⊆ P . Proof. The definition of ρ N implies that gρ N = ρ N for any g ∈ p∈N G p and (2.1) implies that γ is well-defined. For any p ∈ P and V ⊆ P − {p} we have
It is clear that I 0 ⊆ I 1 ∩ I −1 and so δ is well-defined. For any β ∈ I we have (1 + j)β ∈ I 0 because 1 + j kills generators (2.4). Hence for any β ∈ I 1 ∩ I −1 we have 2β = (1 + j)β + (1 − j)β ∈ I 0 and ker δ = (I 1 ∩ I −1 )/I 0 is 2-elementary. Since N 0 has no Z-torsion, δ is injective. 
Proof. The form of generators (2.4) implies that 2Z[
Hence we have the following commutative diagram
where the no-name vertical arrows are the projections to the quotients. For any Z-linear map f : N → F 2 we have 2Z[G * ] ⊆ ker(f • µ ) and the existence of the dashed arrow follows; we obtainf as the compositum of the given maps.
For any U ⊆ P we define
satisfies c U + I ∈ Tor(N ). Moreover any element of Z[G U ] is a Z-linear combination of h ∈ G * such that P − U X(h) and Lemma 3.2 gives by induction with respect to that
for suitable a h,U ∈ Z. Moreover the proof of Lemma 3.2 shows that Z-module Tor(N ) is generated by {c U +I ; U ⊆ P, (−1) |U | = − }. Theorem 3.6 states that Tor(N ) is a vector space over F 2 . But we can say even more:
Theorem 3.8. For any ∈ {1, −1}, the set {c U +I ; U ⊆ P, (−1)
is a basis of the vector space Tor(N ) over F 2 . Hence dim F 2 Tor(N ) = 2 |P |−1 .
Proof. We need to show that this set is linearly independent. So assume that there is a linear dependence, which means that there is a nonempty subset R ⊆ {U ⊆ P ; (−1)
Let us fix a maximal U ∈ R (with respect to the inclusion). Hence y U ∈ M − and y U / ∈ M . Theorem 3.6 implies there is a unique
Lemma 3.7 givesf : N → F 2 such thatf • µ = f • µ − and so y U + I / ∈ kerf and {x + I ; x ∈ M − , x = y U } ⊆ kerf .
The left hand side of (3.4) is the sum of all elements g ∈ G * satisfying π p (g) = g * p for each p ∈ P − U and π p (g) ∈ T p for each p ∈ U . All these g's belong to M − and one of them equals y U . Thus 
Let us suppose that
where a g,V ∈ Z and c V + I − ∈ Tor(N − ), so f (c V + I − ) = 0. Then (3.6) gives f (y V +I − ) = 0 as all the other summands on the left hand side belong to M − and are different from y U . But h = y V and so againf (h + I ) = 0. Then (3.4) and (3.5) imply thatf (c U + I ) = 1.
Hence for all h ∈ M ∪ M − such that X(h) ⊆ P − U we have obtained f (h + I ) = 0. If W ∈ R, W = U , then W ⊇ U due to the choice of U . Then (3.4) for W gives
where each summand h on the left hand side of (3.7) satisfy h ∈ M − and X(h) = P − W ⊆ P − U , and sof (h + I ) = 0. Similarly we havẽ f (g + I ) = 0 for each g in the sum on the right hand side of (3.7). Hencẽ f (c W + I ) = 0 and we have 
Circular numbers
This section is devoted to the groups of circular units and circular numbers of an abelian field K of a special type defined below; any cyclotomic field belongs to this type. Let P be a finite set of primes linearly ordered by an ordering ≤ (not necessarily coinciding with the usual ordering of integers). For each p ∈ P let K p be an imaginary abelian field which is ramified only at the prime p, so the conductor of K p is a power of p, say p ep . Let K = p∈P K p be the compositum of these fields, so m = p∈P p ep is the conductor of K. The absolute Galois group G = Gal(K/Q) is the direct product of its inertia subgroups G p ∼ = Gal(K p /Q). Each subgroup G p contains a distinguished element j p of order 2 given in Gal(K p /Q) by the complex conjugation. In the same way as in Sections 2 and 3 we enlarge each group G p into a semigroup G * p by adding a new element g * p and define G * as the direct product of all semigroups G * p . Let us introduce g * = p∈P g * p and j = p∈P j p , so j is the complex conjugation on K.
Let E and W denote the group of units and the group of roots of unity of K, respectively.
For 
for the set V of all primes dividing n.) For each p ∈ P let ν p be the valuation on K of a fixed prime ideal above p, so ν p (η {p} ) = 1 and
We For each p, q ∈ P , p = q we fix σ p,q ∈ G q in the following way: the action of q∈P −{p} σ p,q corresponds to the action of Frob(p)
For any p ∈ V ⊆ P we have the following well known norm and mirror relations (4.1)
We have D 1+j ∩ Q = P since each number in D 1+j is a totally positive P -unit and because for any p ∈ P we have Let ψ : D 1+j → D 1+j / P be the projection to the quotient. We have the following commutative diagram with exact rows and columns (the exactness of the last row is given by the Snake lemma):
Proof. Let us assume that there is ε ∈ D such that ε 1+j / ∈ P but for a suitable positive integer n we have (ε 1+j ) n ∈ P . Without any loss of generality we can assume that we have chosen ε with the smallest possible n. Then n is a prime. Moreover, using (4.3), we can assume that (ε 1+j ) n is a positive integer such that there is p ∈ P satisfying p | (ε 1+j ) n and p 2 (ε 1+j ) n . Since ε ∈ D, we have ε 1−j ∈ W , and so there is a root of unity ξ such that ε 1−j = ξ 2 . Then εξ −1 , which belongs to an abelian field, is a root of the irreducible polynomial
. Hence this polynomial has an abelian splitting field, so 2n = 2, which is a contradiction.
Theorem 4.2. The set
is a basis of the free Z-module D 1+j .
Proof. We know that rank Z E = 
Comparing (2.3) and (2.4) with (4.1) and (4.2) we obtain
hence there is a surjective mapping (4.5)
induced by ψ • π • ϑ. Theorem 3.6, Lemma 3.1, g * ∈ M 1 , and (4.4) give
gives that π(B) generates ker ψ = P . The theorem follows.
The previous theorem allows to give a basis of the group of circular units Proof. Theorem 4.2 implies that
is a Z-basis of D. For any q, r ∈ P we have
The former set in (4.6) consists of units and so it is a Z-basis of the kernel of p∈P ν p in D. The corollary follows.
Having the surjective mapping π • ϑ we shall describe its kernel to get the following short exact sequence which gives a presentation of D
Let us write the module I 1 as the sum I 2 + I 3 where I 2 is the Z[G]-module generated by the generators (2.3) for all p ∈ P and V = P − {p}, and I 3 is R. Kučera the Z[G]-module generated by all the other generators (2.3) and by all the generators (2.4) with = 1. So I 2 + I 3 = I 1 and (4.8)
-module with the trivial action of G. Using (4.1) we see that ker ϑ contains all elements (2.3) for |V | < |P |−1. The identity (1 + j)(1 − j) = 0 gives that ker(π • ϑ) contains all elements (2.4) with ε = 1, hence I 3 ⊆ ker(π • ϑ). We shall need the following stronger variant of Theorem 2.2:
Proof. Since I 2 + I 3 = I 1 , Theorem 2.2 and (4.8) give
for suitable integers a p . For any p ∈ Q, (2.2) implies
and so we can assume that a p = 0. Let us fix r ∈ P − Q. For any element of
we see that the coefficient of P −{r} g * q is zero. The same holds true for the product of S(G r ) and any generator of I 3 . Hence (4.9) give that this coefficient is zero also for
and so a r = 0. The corollary follows.
Theorem 4.5. The kernel ker(π • ϑ) in the presentation (4.7) of D 1+j is generated, as a Z-module, by I 3 , by g * , and by elements
for all Q ⊆ P with odd |Q| > 1, where α Q is introduced by Proposition 4.4.
Proof. Since D 1+j has no Z-torsion, Proposition 4.4 and (4.7) imply that
Since the image of (M 1 − {g
This equality can be proven exactly in the same way as Lemma 3.2, changing I 1 to I 3 : let us go through the four cases discussed in the proof of Lemma 3.2 to see where the generators of I 2 have been used.
1. The element in (3.1) does not belong to I 3 only if X(h) = P − {p}.
Then the other assumptions of this case give W (h) = ∅ and V (h) = ∅, a contradiction.
2. The element of I 1 used here belongs to I 3 .
3. The element in (3.2) belongs to B unless U (h) = {p} and h = q∈P −{p} g * q , but this h appears in (4.10).
4. The mentioned element in (3.1) does not belong to I 3 only if X(h) = P − {p}. Then V (h) = {p} and h = j p q∈P −{p} g * q , so we can use (1 − j p )h ∈ I 3 since j p h appears in (4.10).
We have proved (4.10) and the theorem follows.
Galois descent
The aim of this section is to prove the following result concerning an extension K/L of two fields satisfying assumptions of Section 4. We shall use the previous notation just denoting the appropriate field as an index, for example C K and C L means the groups of circular units in K and L, respectively. The following Galois descent property has been proven for full cyclotomic fields by Gold and Kim in [3] .
Theorem 5.1. Let L ⊆ K be abelian fields, each of them being a compositum of imaginary abelian fields ramified at one prime, i.e. K = p∈P K K p and L = p∈P L L p , where K p for any p ∈ P K and L p for any p ∈ P L are imaginary abelian fields ramified only at the prime p.
Proof. It is easy to see that C L ⊆ C K ∩ L so we need to show the other inclusion.
We can assume either that P K − P L = {q} or that P K = P L and the degree [K : L] is a prime. Indeed, having proven these two special cases the general statement can be easily obtained by induction.
In the former case K = LK q we obtain immediately from the definitions thatθ L (u) =θ K (ug * q ) for any u ∈ G * L and that {ug *
Since ε ∈ C K , Corollary 4.3 for K gives that [K : L] divides a u for each u and so there is ξ ∈ W L such that
Hence ε ∈ C L and the theorem follows in the former case.
To finish the proof we need to show
Let us denote H = Gal(K/L) and P = P K . So our assumption on the fields K, L gives that there is unique q ∈ P such that K q = L q . Then
On the other hand, if [K : L] = 2 then defining τ by H = {1, τ } we see that τ and j q,K are different elements of G q,K of order 2. In Lemma 1.1, the 2-Sylow subgroup of G q,K is written as the direct product z ×H, where j q,K is the only element of order 2 in z andH is a suitable subgroup. Then either τ ∈H when again res
Since we can choose any linear ordering ≤ on P , we can assume that q is the least element of P with respect to ≤. For any u ∈ G * K we have 
where ξ ∈ W K and ρ h is a multiplicative combination with integral coef-
2) let us distinguish the following four cases:
∈ H, and so k ≺ k h . Using (4.5) and the reasoning in the proof of Proposition 3.3 we see that (5.1) implies (5.2).
L } and c(h) = q. Then X(h) ∪ W (h) = P − {q} as q was chosen to be the least element of P and
is at least one of these elements k such that π q,K (k) ∈ T q,K . Each of these k's belongs to M + 1,K , we choose k h to be one of them. Now let us consider any
On the other hand, if we fix any p ∈ W (h) and set R = {r ∈ W (h); r < p} then (4.1) gives the following relation for t = k · r∈R∪{q} j r,K (5.3)
±1 is such a multiplicative combination. Using (4.5) and the reasoning in the proof of Proposition 3.3 we see again that (5.1) implies (5.2).
We have proven (5.2) since each h satisfies exactly one of the previous cases. But the previous construction shows even more: we have
, and z(k h ) = z(h), therefore for any 
for a suitable ξ ∈ W K . Let us study the total exponent of ϑ K (k h 0 ) appearing in the expression of the right-hand side of (5.6) in the basis of Theorem 4.2.
The exponent a h 0 is visible. Let us assume that we have got a power of ϑ K (k h 0 ) coming from ρ h for some h ∈ M 
S(G)
is a system of generators of S . It is well-known that rank Z S = 1 + The previous theorem describes a basis of S but we would like to get a basis of S. It is easy to derive such a basis from B but a formal description of that is quite cumbersome. So we only outline this procedure.
We know that there is a surjective Z[G]-linear map ϕ : S → W , the group of roots of unity in K, defined as follows: for any θ ∈ S we have ϕ(θ) = e 2πia 1 , where a 1 is the coefficient of 1 ∈ G in θ = σ∈G a σ σ −1 . The kernel of ϕ is S, so S /S ∼ = W (see [10, Proposition 2.2] ). We can decompose the cyclic group W into the direct product of cyclic p-groups for primes p | |W | (these p ∈ P ∪ {2}). Let W 1 denote the first R. Kučera of these factors. Theorem 6.2 implies that we can fix b ∈ B such that the projection of ϕ(b) to W 1 is a generator of W 1 . By adding a suitable multiple of b to any other element of B (and keeping b unchanged) we can modify the basis B to another basis of S whose each element but b has trivial projection to W 1 of its ϕ-image. Then we change b to |W 1 | · b to obtain a basis of a subideal S 1 ⊆ S which is the kernel of composition of ϕ with the projection to W 1 . Continuing this procedure for each factor of W (so at most |P | + 1-times) we arrive at a basis of S.
