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Abstract
The concepts of population and species play a fundamental role in biology.
The existence and precise definition of higher-order hierarchies, such as di-
vision into species, is open to debate among biologists. We seek to show a
fractal structure of species by utilizing group theory, topology, and a set of
zeta functions. First, we present a new metric, small s, that uses data from
the natural environment to measure extents that are beyond the range of neu-
tral (harmonic) logarithmic populations and are specific to a given species.
We define this metric by modifying the Price equation, utilizing a Dirichlet
series and an operator based on number theory. As expected, the box dimen-
sion of our model is dimB A = 2 and 2 is a critical line for the appearance
of the fractal structure of species, which is confirmed by observation. Prime
p numbers can be calculated from corresponding ℑ(s) values of non-trivial
zero points of the Riemann zeta function. Integrating all methods, we are
able to define a species as a p-Sylow subgroup of a particular community in
a single niche, confirmed by topological analysis. Next, we show two ways of
expression: a degenerate bosonic ψ function for describing fitness and a non-
degenerate fermionic φ function for describing time development. We show
that prime numbers may be related to speciation by considering disconti-
nuities in the Riemann zeta function, including Bose-Einstein condensation,
while prime closed geodesics of the Selberg zeta function may represent pop-
ulations. Calculation of the norm of prime closed geodesics |N(p)| shows
that noninteracting adaptive species are in the mode |N(p)| = 2/3, while
interacting neutral populations are in the mode |N(p)| = 1. The border be-
tween fluctuating populations and ordered species is ℜ(s) = 2, as expected
by various sets of fractal zeta functions. The mod 4 of primes corresponding
to ℑ(s), the zero points of the Riemann zeta function and the Hurwitz zeta
function, reveal adaptive and disadaptive situations among individuals. Fur-
thermore, our model has been partially successful at predicting transitions
of biological phases. The time-dependent fitness function and the precise
Hubble parameter of a fitness space can be predicted by the Schwarz equa-
tion. Finally, we introduce a Hodge-Kodaira decomposition for φ function
to explain time development of the system. We thus posit a metric that
is useful for discrimination between population data and species data. The
significance of biological hierarchy is also discussed. In our patch with zeta
dominance (PzDom) model, calculations only require knowledge of the den-
sity of individuals over time.
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function, Selberg zeta function
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1. Introduction
Living organisms encompass several levels of scaling and hierarchy. Inside
cells, protein molecules are on the order of nanometers, and they cooperate
or compete by activation or inhibition of specific biological activities. Nor-
mal eukaryotic cells are on the order of 10 µm, and their activities are the
consequence of interactions between the molecules inside of them. In multi-
cellular systems, each cell has its own role, and these combine to determine
the interactions between the cells in the system. In nature, the number of
individuals increases and decreases following the particular dynamics of that
population, as characterized by their intrinsic physiology and the interactions
between individuals. Molecular biology and ecology have already elucidated
certain roles for the hierarchies that are inherent in living organisms. There-
fore, to compare the dynamics of communities of various biological taxa, it
is important to have a common definition of species. However, there are var-
ious ways to define species and none of them is commonly applicable to all
the biological phenomena considered in the context of biology. First of all,
we survey the history of the species concept, and then move on to what sort
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of definition we should consider to resolve all the entanglements of complex
species phenomena, by utilizing mathematical ideas.
We start from population. Population, which is ranked just below species
in the taxonomic hierarchy, is often defined both ecologically and demograph-
ically. Krebs (1972) defines a population as “a group of organisms of the
same species occupying a particular space at a particular time.” This is obvi-
ously a qualitative definition, and researchers utilize definitions of population
that are appropriate in a given context. In contrast, the definition of a species
has a long history of clarification. John Ray produced a biological definition
of species in his Historia Plantarum: ... no surer criterion for determining
species has occurred to me than the distinguishing features that perpetuate
themselves in propagation from seed. Thus, no matter what variations occur
in the individuals or the species, if they spring from the seed of one and
the same plant, they are accidental variations and not such as to distinguish
a species... Animals likewise that differ specifically preserve their distinct
species permanently; one species never springs from the seed of another nor
vice versa (translated by Silk, E.; Ray (1686)). Although he considered
species as a static creation, it is important to note his foresight in distin-
guishing between variations within species and differences between species.
In this paper, we further expand on this to form a definition based on disconti-
nuities in the spectrum of the Selberg zeta function and the zero points of the
Riemann zeta function. In his Systema Naturæ, Carl von Linne´ (von Linne´ ,
1735) presented systematic definitions of biological taxa in different hierar-
chies, such as species, genus, order, and class, and these were later followed by
family, phylum, kingdom, and domain. He also established binomial nomen-
clature as a standardized way to write a scientific name. Although his idea of
a species remained static, this enabled a systematic approach to a qualitative
estimate of the relatedness among different living organisms. The static im-
age of creationism itself was doubted following the Philosophie Zoologique of
Jean-Baptiste de Lamarck (de Lamarck , 1809), in which Lamarckian inheri-
tance was proposed. Although this approach was ignored until recently, it has
been reevaluated in recent studies of transgenerational epigenetic inheritance
(Bos˘kovic´ and Rando , 2018). The idea of evolution was further developed
as natural and sexual selection by Alfred Russel Wallace (Wallace , 1858) in
“On the tendency of varieties to depart indefinitely from the original type”
and by Charles Darwin (Darwin , 1859) in On the Origin of Species. How-
ever, the actual cause of speciation was still not understood. In his “Versuche
u¨ber Pflanzenhybriden,” Gregor Mendel (Mendel , 1866) proposed that ge-
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netic information might be important for plant hybridization and evolution;
however, we now understand that the results of his experiments were achieved
under hybridization of a plant species with different alleles, not actual hybrid
species. The modern definition of species is both an evolutionary and repro-
ductive concept, and was described by Ernst Mayr in Systematics and the
Origin of Species (Mayr , 1942) as follows: “Species are groups of actually
or potentially interbreeding natural populations, which are reproductively
isolated from other such groups”. Until now, the essence of the difference be-
tween the concepts of population and species has been whether the concepts
themselves are ecological/physical or evolutionary/genetic in nature. How-
ever, complex situations may arise in which a combined definition is required,
and it may be difficult to determine whether the obtained data originated
from populations or species, due to ambiguities in the overlapping defini-
tions (Coyne and Orr , 2004; Whitham et al. , 2006). For example, in “ring
species”, there are continuous phenotypic characteristics and reproductive
viability between physical neighbors, in contrast to reproductive inviability
between the physical edges of the species. This means that reproductive iso-
lation alone cannot be used to properly define a species. In contrast, reports
of sympatric speciation demonstrate the metaphysical existence of species
and speciation with discontinuity, even in environmentally nonisolated situ-
ations (e.g., Barluenga et al. (2006)). It has been claimed that a biological
species is a mere concept that describes unification of individuals and their
genotypes within the population and populations within the species, by gene
exchange resulting from bisexual reproduction and migration. Thus, the
degree of this unification should be correlated with the presence of bisexual
reproduction, although in reality, this correlation is very low, and uniparental
species often differ very little from their biparental relatives living in similar
conditions. Thus, isolated populations of biparental species often retain their
specific identity for a long time, in spite of the absence of gene exchange and
efficiency of migration (Rasnitsyn , 2007). We partially solved this, at least
for Japanese Dictyostelia, by decoupling the short-term ecological time scale
from the long-term evolutionary time scale, which differ on the order of 1017
(Adachi , 2015). That is, populations can be “neutral” within themselves,
but an assemblage of populations as a whole is not always neutral. Therefore,
the characteristic time scale of species/gene flow is assumed to be entirely
different from that of population/migration.
However, the situations are complex and it is very likely that we need
a simpler definition for pragmatic analyses of species. Let us start from
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simple philosophical logic. When we regard a certain level of hierarchy, the
level has to possess identity. To maintain its identity requires adaptation
to the environments in natural systems. The biological term ‘adaptation’ is
thus integrated to a basic idea in evolvable systems with hierarchy. If we
start from a certain level of the hierarchies where adaptation is obviously
applicable (such as the individual level, or in our case, metapopulation: a
set of local populations that are linked by dispersal), by utilizing a proper
morphism associated with the hierarchies, reoccurrence of a certain indicator
value in an adaptive hierarchy among the sequence of the morphisms indicates
there is another level of hierarchies with adaptation, proving the existence
of the hierarchy. Therefore, if we select a proper set of indicator value and
morphism, we can recognize the actual hierarchy in nature with adaptation.
Thus, we introduce group theory to our model as an example of such a
morphism. A set G can be regarded as a group if G is accompanied by an
operation (group law) that combines any two elements of G and satisfies the
following axioms. (i) closure: a result of an operation is also an element
in G; (ii) associativity: for all aG, bG and cG in G, (aGbG)cG = aG(bGcG);
(iii) identity element: for all elements aG in G, there exists an element 1G
in G such that 1GaG = aG1G = aG holds; (iv) inverse element: for all aG in
G, there exists an element a−1G such that aGa
−1
G = a
−1
G aG = 1G. Next, we
move forward to the nilpotent group. If a group G has a lower central series
terminating in the trivial subgroup after finitely many steps: G = G0 ⊃
G1 ⊃ · · · ⊃ Gj = {1G} where at all i = 1, 2, . . . , j, Gi−1/Gi ⊂ [a center of
G/Gi]. If a group is a nilpotent group, after finitely many steps (or, in other
words, finitely many time steps), it can converge to a certain identity. In this
regard, let us consider a nilpotent group G represents a status identity of a
certain community in a particular niche.
We next investigate “Sylow theorems” (Sylow , 1872) as relevant to our
context. The necessary and sufficient condition for a finite group G being a
nilpotent group is that an order n of G can be prime factorized as pl11 p
l2
2 . . . p
lg
g
and for each i = 1, 2, . . . , g, every subgroup Ni (as pi-Sylow subgroup) is a
normal subgroup in G. When the left coset aGH is equivalent to the right
coset HaG of subgroup H in G with an element aG, H is a normal subgroup
of G. Ni satisfies a subgroup in G with an order of p
li
i and it is a pi-Sylow
subgroup. It is also true that the number of subgroups with an order plii in
G is (a multiplication of) pi + 1 and all of them are conjugate. Conjugate
of H means aGHa
−1
G with aG in G. In this sense, pi can label a subgroup of
community (from now on, provisionally regarded as “species”). li is a par-
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ticular dimension of the species. Normality of Ni is trivial when the group is
abelian. Conjugacy means that genetics within a species is mathematically
in equivalence relation. Therefore, if we can adopt a robust method for cal-
culating pi, li values with an operation of group (here, simply multiplication
is enough), we can mathematically regard a species pi as a subgroup of a
community G. Later, we will demonstrate the exact calculation procedure
concomitantly with characterization of the model with empirical data on the
Dictyostelia community in Izu of Japan, to show the applicability of the
model to actual biological hierarchies, especially with population, species,
and community dynamics.
We would like to further clarify a metric that can be used to discrimi-
nate between the dynamics of populations/species, based on fractals, as an
example of an indicator value described earlier. We will use the following
definitions in our analysis, which is based on empirical data obtained from
a natural environment. We define a population as a group of individuals of
a species inhabiting the same area and time, and a species as a sum of
populations with genetically close relationships distinguishable by
discontinuity of genetic distances among different species specific
to each niche, characterized by a p-Sylow subgroup. In this sense,
“ring species” is a single species, not constituted by different species.
In this way, a species cannot be disentangled from the actual interactions
that constitute a community, with certain sorts of entanglements among
species. The history of social interactions in biology began with William
Donald Hamilton’s “The genetical evolution of social behavior I” (Hamilton ,
1964a), “The genetical evolution of social behavior II” (Hamilton , 1964b),
John Maynard Smith’s “Group selection and kin selection” (Smith , 1964),
and George Robert Price’s “Selection and covariance” (Price , 1970). They
established that genetic relatedness is important for maintaining cooperative
phenotypes and evolution of living organisms. For co-evolvable nonrelatives,
it is important to consider how reciprocal altruism maintains cooperation, as
proposed in Robert Trivers’s “The evolution of reciprocal altruism” (Trivers ,
1971). Finally, multilevel selection theories have been proposed, such as
those presented in “Reintroducing group selection to the human behavioral
sciences” (Wilson and Sober , 1994) and Unto Others: The Evolution and
Psychology of Unselfish Behavior (Sober and Wilson , 1998). These theories
can explain the actual cooperative selection process of individual genes that
are distantly related within a cell or an individual as a reproduction unit.
Although there is a claim to group selection based on elementary mathemat-
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ics (refer Sober and Wilson (1998)), the modern approach from mathematics
shows that this is theoretically untenable because it neglects set-theory. This
elementary approach also assumes significantly long durations of environmen-
tal constancies, which is not likely to always hold in actual empirical contexts.
Biological hierarchies are thus regarded as an important idea for analysis of
an evolutionally process. Despite the lack of agreement among biologists,
information theory can be used to analyze the dynamics of the concomi-
tantly observed scales. However, the extent of genetically close relationships
between different species cannot easily be distinguished from that of popu-
lations in a genetic sense. Therefore, we present a new metric for defining a
species, especially for use in adaptive situations: we found that the norm of
geodesic successfully discriminates between adaptive species (|N(p)| = 2/3)
and chaotic population/species (|N(p)| = 1). To evaluate the metric, we need
a model system. A candidate model is that presented by Kimura (1964)
in the theory of diffusion equations in population genetics. In the model,
genetic characteristics are used to demonstrate the dynamics. Unlike the
original genetic model, here, instead of gene frequencies, we investigate dy-
namics using the ratio of the number of individuals to the whole population.
This means combining genetic information and environmental effects with the
number of individuals. We note that spatially distributed models that as-
sume knowledge of underlying stochastic processes, which are usually drawn
from birth/death, immigration/emigration, mutation/speciation, and niche
differentiation, were developed to further understand the nature of observed
populations and species (e.g., Leibold et al. (2004)). In the unified neutral
theory (Hubbell , 1997, 2001; Chave , 2004), a local community (an ecologi-
cal unit composed of a group of organisms or a population of different species
occupying a particular area, usually interacting with each other and their en-
vironment) dominates a population of a few species and results in extinction
of rarer species, deviates from the neutral logarithmic distribution observed
in dominant species and rare species . A metacommunity is a set of local
communities that are linked by dispersal, and on this scale, there is greater
biological diversity; a nearly logarithmic distribution is observed for the pop-
ulation abundance of ranked species. As with the diffusion equation model
from population genetics, the distribution depends not on individual adapta-
tions but on random ecological drift that follows a Markov process (Hubbell ,
1997, 2001); that is, information entropy, as measured by the Shannon index,
is maximized (Shannon , 1948; Harte et al. , 2008; Banavar et al. , 2010).
Idiosyncrasies seem to be involved in Hubbell’s theory (Pueyo et al. (2007);
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see also Adachi (2015)). There is also a report that considers the MaxEnt (a
model for a force that maximizes entropy during time development) of geo-
graphic distribution (Phillips et al. , 2006). Thus, the unified neutral theory
is part of information theory. It has three characteristic parameters: popu-
lation size, point mutation rate, and immigration rate. Note that we only
utilize the Nk/ΣN = φ = Cw¯
N (a normalized fitness) part of Kimura’s the-
ory without including the Hardy-Weinberg principle. Our model is unrelated
to gene frequencies of different alleles as in the Hardy-Weinberg principle, be-
cause we utilize Cw¯N , not Cw¯Nx2Nν−1(1 − x)2Nµ−1 with gene frequency x.
Therefore, in our model, it is not necessary to assume genetic equilibrium.
Also note that we only utilize Hubbell’s theory as a basis for calculating
the extent of the difference from an ecologically neutral situation. By mod-
ifying these theories, we are able to distinguish neutral populations with a
shorter time scale from adaptive species with a longer time scale for a set of
observed data of Dictyostelia; this data set had a significantly small immi-
gration rate (mi < 10
−3) (Adachi , 2015). We also consider effects due to
the randomness of population dynamics and the directionality of species dy-
namics in nature together; this is in addition to the theoretical randomness
discussed by (Franz and Peliti , 1997) and the theoretical directionality (i.e.,
Bose-Einstein condensation) discussed in (Bianconi and Barba´si , 2011).
We propose an original model that uses a different definition of entropy
(relative entropy) than that used by (Harte et al. , 2008) and a new defi-
nition of temperature: an integrative environmental parameter that deter-
mines the distribution of population/species deduced from the logarithmic
distribution of populations/species. The units of this parameter are set to
cells/g, and it is a half-intensive parameter, as described in the first parts
of Results. We define new metrics that are based on statistical mechan-
ics (Fujisaka , 1998; Banavar et al. , 2010; Tasaki and Hara , 2015) to dis-
tinguish and interpret species and population counts in mixed communi-
ties; we apply this to an actual community of Eastern Japanese Dictyostelia
(Adachi , 2015). The use of statistical mechanics to interpret biological sys-
tems began with (Lotka , 1922), proceeding to the disastrous complexity of
the Hamiltonian described by Kerner (1957), and continued with the Lotka-
Volterra equations of N-interacting species in an artificially noisy environ-
ment (Spagnolo et al. , 2004). Kerner (1957) also posited an interesting
model for a time-developing system; however, Kerner’s model and our model
belong to different mathematical spaces, and a set of mathematically rigor-
ous studies is required to precisely describe their interrelationships. This is
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different from a time-dependent ecosystem assembly model that is restricted
to finite Markov chains, such as was proposed by Pigolotti et al. (2005) or
Capita´n et al. (2009). We will describe the nonrandom directionality of the
model, which is based on number theory with |N(p)| = 2/3. Importantly,
we are able to calculate the different sets of critical temperatures and Weiss
fields (with Bose-Einstein condensation) at which various natural first-order
phase transitions take place among species or populations (where by ‘phase
transitions’ we mean a community moves from chaos caused by neutrality or
nonadaptive situations and results in an increase of or domination by a par-
ticular species, or moves from that to domination by a particular population
within a species). The order parameter in this model is large S. This complex
phase transition nature of different hierarchies in the wild was not fully ex-
plained by (Harte et al. , 2008); it was briefly mentioned by (Banavar et al. ,
2010) as part of the relative entropy. The model shows that the populations
of some highly adapted species are much more stable than those of others.
To the best of our knowledge, no previous studies have considered the
biological view proposed herein. We introduce an index, small s, to dis-
tinguish between populations and species; the value of the real part of this
index is high for an ordered species and low for a fluctuating population
in the wild; that is, ℜ(s) = 2 is a critical line for both, in strong agree-
ment with fractal theory of a box dimension dimB A = 2 with a model R
2,
which is the case for our s metric. To begin, we modified the Price equation
(Price , 1970) to develop our index, small s, which is based on the R = T
theorem and Weil’s explicit formula (Weil , 1952; Taylor and Wiles , 1995;
Wiles , 1995). The Price equation describes evolution and natural selection,
and here it is used to replace gene frequencies with the proportion of indi-
viduals in a given population or species. The small s index is related via
covariance and expectation to the Price equation. The nontrivial zeros of
the Riemann ζ function provide information about the bursts or collapses
of a population. In this model, speciation is thus related to prime numbers;
that is, a prime ideal indicates the status of a specific species in the system,
and time-dependent multiplication of the fitness can be calculated by uti-
lizing these primes. We then calculate the unique equations of the model
in the Maass form and examine the spectra of the data. Use of the Selberg
zeta and Hasse-Weil L to calculate the norm of prime closed geodesics |N(p)|
clarifies that the noninteracting adaptive species world (an integrative space
of time and other dimensions) is in the mode |N(p)| = 2/3, while the in-
teracting neutral populations are in the mode |N(p)| = 1. Combining these
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calculations with phylogenetical asymmetry, we determine whether the ob-
served hierarchy of data represents chaotic populations/nonadaptive species
or adaptive species in genuinely successful niches. Our model has been par-
tially successful at predicting imminent transitions between biological phases
(adaptation/disadaptation). By utilizing the Schwarz equation, we also de-
termined the time-dependent fitness function that matches the observations.
Additionally, web-based formalism (Gaiotto et al. , 2016) based on a combi-
nation of supersymmetry (Hodge-Kodaira decomposition of a non-degenerate
fermionic φ function) and an analogy to the transactional interpretation of
quantum mechanics leads to a nine-dimensional model without time (three-
dimensional nature × three-dimensional fluctuations). The idea of a fitness
space leads to a precise time-dependent Hubble parameter for that space,
for an appropriate timescale. Finally, the nature of asymmetric time devel-
opment of φ within our model is elucidated, and a degenerate ψ (fitness)
function also deduces some aspects of future. Recently Rodr´ıguez and col-
leagues reported a physical framework for applying quantum principles to
ecology (e.g., Rodr—ı´guez et al. (2013a, 2015)); however, this was based on
thermodynamics, or on physical principles, not biological information, and is
different from the more mathematical/informational, nonthermodynamical
approach described here. The proposed model combines information theory
and observations from nature to bring new understanding to the biologi-
cal ideas of population and species; this is different from the physical and
theoretical thermodynamical approach used by Volkov and Banavar (2004).
Here, a patch is defined to be a small plot or piece of land, especially one
that produces or is used for growing specific organisms. We call our model
the patch with zeta dominance (PzDom) model, and it is only necessary to
evaluate ℜ(s) to determine whether a population is chaotic or dominated by
species; the border is at ℜ(s) = 2. The model requires only the change in
density of individuals over time. We will also discuss the significance of bio-
logical hierarchies. We propose an approach that will allow future research
to explore the nature of hierarchical systems.
2. Materials and Methods
The data for the number of individuals in each population and species
were obtained from natural (nonlaboratory) environments. The sampling
method is described in (Adachi , 2015). Field experiments were approved by
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the Ministry of the Environment (Japan), Shizuoka Prefecture (Japan) and
Washidu Shrine (Japan). The approval Nos. are 23Ikan24, 24Ikan72-32, and
24Ikan72-57.
Soil samples were obtained from two point quadrats of the Washidu region
of Izu in Japan. The number of individual cellular slime molds per gram
of soil was determined by counting the number of plaques cultivated from
soil samples. Species were identified by both morphology and by the DNA
sequences of the 18S rRNA genes. Samples were obtained in each month
from May 2012 to January 2013 inclusive. Calculations were performed using
Microsoft Excel 12.3.6, wxMaxima 15.04.0, R 3.3.2 and GNU Octave 3.8.0.
In more detail, sampling occurred at two 100 m2 quadrats in Washidu
(35◦3′33′′N, 138◦53′46′′E; 35◦3′45′′N, 138◦53′32′′E). Within each 100 m2 quadrat,
nine sample points were established at 5 m intervals. From each sampling
point, 25 g of soil was collected. Cellular slime molds were isolated from
these samples as follows. First, one sample from each site was added to
25 ml of sterile water, resuspended, and then filtrated with sterile gauze.
Next, 100 µl of each sample solution was mixed with 100 µl of HL5 cul-
ture medium containing Klebsiella aerogenes and spread on KK2 agar. Af-
ter two days of storage in an incubator at 22 ◦C, the number of plaques
on each agar plate was recorded. Note that the number of plaques corre-
sponds to the total number of living cells at any possible stage of the life
cycle. That is, the niche considered here is the set of propagable individuals
of Dictyostelia; these are not arranged in any hierarchy or by stage in the
life cycle. Also, note that we did not examine the age or size structure of
organisms, since most of these were unicellular microbes. Mature fruiting
bodies, consisting of the cells from a single species, were collected along with
information regarding the numbers of plaques in the regions in which each
fruiting body was found. Finally, spores were used to inoculate either KK2
for purification or SM/5 for expansion. All analyses were performed within
two weeks from the time of collection. The isolated species were identified
based on 18S rRNA (SSU) sequences, which were amplified and sequenced
using PCR/sequencing primers, as described in (Medlin et al. , 1988) and
the SILVA database (http://www.arb-silva.de/). The recipes for the media
are described at http://dictybase.org/techniques/media/media.html.
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3. Results
3.1. Universal equation for population/species dynamics based on the Price
equation and logarithms
The neutral logarithmic distribution of ranked biological populations, for
example, a Dictyostelia metacommunity (Adachi , 2015), can be expressed
as follows:
Nk = a− b ln k, (1)
where N is the population density or the averaged population density of
species over patches, and k is the index (rank) of the population. The pa-
rameters a ≈ N1 and the rate of decrease b are derived from the data by
sorting the populations by number rank. We also applied this approxima-
tion to an adaptive species to evaluate the extent of their differences from
neutral populations (Adachi , 2015). We note that this approximation is
only applicable to communities that can be regarded as existing in the same
niche, and not to co-evolving communities in nonoverlapping niches.
Based on the theory of diffusion equations with Markov processes, as used
in population genetics (Kimura , 1964), we assume that the relative abun-
dance of the populations/species is related to the Nth power of D (= w¯ in
Kimura (1964)) multiplied by the relative patch quality P (= C in Kimura
(1964)) (that is, PDNk = Cw¯Nk = φ = Nk/ΣN ; see also Kimura (1964)). In
this context, DNk represents the relative fitness of an individual; this varies
over time and depends on the particular genetic/environmental background
and the interactions between individuals. P is a relative environmental vari-
able and depends on the background of the occupying species; it may differ
within a given environment if there is a different dominant species.
To better understand the principles deduced from Kimura’s theory, we
introduce the Price equation (Price , 1970):
wk∆z = Cov(wk, zk) + E(wk∆zk). (2)
Remember N1 = kNk when the distribution is completely harmonic (neu-
tral). Note that z = ln(k · Nk)/ ln k = 1 + lnNk/ ln k, where k 6= 1 and
z = +∞ when k = 1; we use this instead of gene frequency in Price’s original
paper. The relative distance between the logarithms of norms N and the
rank k will be discussed below when we consider the Selberg zeta analysis
(Juhl , 2001); here, ln k is the relative entropy from a uniform distribution as
a (in other words, it s a Kullback-Leibler divergence D1(P ||Q) =
∑n
i=1 pi ln
p1
qi
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of n = 1, pi = 1, qi = 1/k, the interaction probability from the first ranked
population/species; thus we are able to calculate the deviation from a loga-
rithmic distribution, and both logarithms are topological entropies). Next,
we assume that for a particular patch, the expectation of the individual pop-
ulations/species is the averaged (expected) maximum fitness; this is D to the
power E(ΣN)th, when E(ΣN) is the average N among all populations or the
sum of the average N over all patches among all species (|Dk|E(ΣN)). This
is a virtual assumption for a worldline (the path of an object in a particular
space) because a population seems to be in equilibrium when it follows a
logarithmic distribution (Hubbell , 1997, 2001; Adachi , 2015) and species
dominate (Adachi , 2015). We will prove below that the scale-invariant
parameter small s indicates adaptations in species in neutral populations.
Under the assumptions in this paragraph, E[w] is |Dk|E(ΣN) and E[z] is ap-
proximately lnN1/ ln k. If we set w = |Dk|E(ΣN)−∆z, Nk = DNk and k 6= 1,
∆z ≈ ∆Nk lnDk/ ln k with Dk ∼ 1. When k = 1, ∆z = ∞ but ∆z is re-
moved from the calculation by an identical ∆z anyway, upon introduction of
the equation below. Dividing the Price equation by ∆z, we obtain
wk =
ln N1
Nk
ln k
− 1 + |Dk|E(ΣN)(k 6= 1). (3)
Recall N1 = kNk when the distribution is harmonic (normal). In this case,
ln N1
Nk
= ln k and
ln
N1
Nk
lnk
becomes 1. The value of this calculation represents the
deviation from the harmonic (neutral) distribution. We will consider the case
when k = 1 in a later subsection; see Eqns. (22) and (23). For simplicity,
we denote 1 + Cov/∆z :
ln
N1
Nk
ln k
as ℜ(s) and E(wk) : |Dk|E(ΣN) as ℑ(s). Now
think of a Dirichlet series
∑∞
j=1 bDjl
s
Dj . An upper limit of box dimension of
this system A (a subset of R2)is:
dimBA = lim sup
n→∞
1
ln lDn−1
ln(
n∑
j=1
bDj) (4)
(Cahen , 1894). If we regard lim
n→∞
∑n
j=1 bDj =
N1
Nk
and lim
n→∞
lDn =
1
k
, such a
Dirichlet series fulfilling this condition is characteristic of the model we are
considering; dimensions large enough can achieve such approximations close
to lim. When s = 1, the Dirichlet series will be a set of: N1
kNk
, the deviation
from logarithmic distribution of N , setting a datum point as 1.
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Now we know ℜ(s) is an upper limit of fractal dimension of A, charac-
terized by the Dirichlet series. Next, consider a distance zeta function for
R2:
ζA(s) :=
∫
Aδ
d(x,A)s−Ndx, (5)
when Aδ is a δ-neighborhood of A, d(x,A) is a distance from x to A and
N = 2. As there is a critical line {ℜ(s) = dimBA} and ζA(s) is only defined
in ℜ(s) > N when |A¯| > 0 (dimB A = N) (Lapidus et al. , 2017), ℜ(s) = 2
is the critical line for our fractal model and it is confirmed by observation in
later sections. From this theory, fractal structure from population to species
can only appear beyond ℜ(s) = 2 in our R2 model and it is statistically
confirmed later on.
To explain this more carefully, consider a tube zeta function (Lapidus et al. ,
2017):
ζ˜A(s) :=
∫ δ
0
ts−N−1t |At|dtt. (6)
This is a w analogue of s distance zeta function. Whether A is Minkowski
nondegenerate or degenerate is tested by analyzing dimB A-dimensional Minkowski
contents M dimB A(A) (∗ or ∗ notes lower or upper limit). If 0 < M dimB A∗ (A) ≤
M ∗dimB A(A) < +∞, it is Minkowski nondegenerate. If M dimB A∗ (A) = 0 or
M ∗dimB A(A) = +∞, it is Minkowski degenerate. Since |At| = tN−dimB At (F (tt)+
o(1)) as tt → 0+, lim inf
tt→0+
F (tt) = M
dimB A∗ (A) = 0 in the equation above if
the tube zeta function is definable. Therefore, A is Minkowski degenerate in
the sense of w. Furthermore, consider a tube zeta function (for second kind,
newly defined here with s) as:
ζ˜2A(s) :=
∫ δ
0
ts−Nt |At|dtt. (7)
If we set tt = d(x,A), ζ˜2A(s) ≈
∫ δ
0
F (tt)dtt. If the zeta function con-
verges to but does not equal 0, it should neither be M dimB A∗ (A) = 0 nor
M ∗dimB A(A) = +∞ (lim sup
tt→0+
F (tt) = M
∗dimB A(A) = +∞). Thus A is
Minkowski nondegenerate in the sense of s.
Note that w = s − 1, and w and s correspond to the R-charges of the
bosonic ψ and fermionic φ functions, respectively. Note also that w may be
stacked as a boson with other individuals in the fitness space, s is derived
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from w, and the s value is a mutually exclusive existence related with time
development as shown later together with supersymmetry.
Next, we move on to {0 < ℜ(s) < N} (please also refer to Lapidus et al.
(2017)). For this criterion, think of relative fractal drum (A,Ω):
AL = {aka =
∞∑
j=ka
ℓj : ka ∈ N},ΩL =
∞⋃
ka=1
(aka+1, aka) (8)
where L = (ℓj)j≥1 and (ℓj)∞j=1 is an infinite nonincreasing sequence of pos-
itive numbers such that
∑∞
j=1 ℓj < ∞. We can set aka = |ζ(ℜ(s))| when
ℜ(s) > 0 and ℜ(s) 6= 1. In ℜ(s) = 1, we can set aka = E(
∑
N)
N1
as in the next
section. Set a relative tube zeta function:
ζ˜A,Ω(s) :=
∫ δ
0
ts−N−1t |At ∩ Ω|dtt. (9)
And also, a window:
Ww = {s ∈ C : ℜ(s) ≥ S(ℑ(s))} (10)
where the function screen S : R → (−∞, D(ζA)] and an abscissa D(ζA) :=
inf{α ∈ R : ∫
Aδ
d(x,A)α−Ndx < ∞}. Additionally, P(ζA,Ww) = {ω ∈
Ww : ω is a pole of ζA}.
A distributional fractal tube formula of level kl = 0 is:
|At ∩ Ω| =
∑
ω∈P(ζ˜A,Ω,Ww)
res(tN−st ζ˜A,Ω(s), ω) + R˜
[0]
A,Ω(tt), (11)
where
< R˜
[kl]
A,Ω, ϕ >=
1
2πi
∫
S
{Mϕ}(N − s+ 1 + kl)
(N − s+ 1)kl
ζ˜A,Ω(s)ds, (12)
{Mf}(s) := ∫ +∞
0
ts−1t f(tt)dtt and ϕ ∈ K (0, δ) (D(0, δ) := C∞c (0, δ), C∞c (0, δ)
is a space of infinitely differentiable complex-valued test functions with com-
pact support contained in (0, δ) and D(0, δ) ⊆ K (0, δ)). R˜ [0]A,Ω(tt) will give
you the residual of |At ∩ Ω|.
Now we consider a relative shell zeta function:
ζ˘A,Ω(s; δ) := −
∫ δ
0
ts−N−1t |At,δ ∩ Ω|dtt (13)
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where At,δ := Aδ \ Act . If (A,Ω) is a Minkowski nondegenerate,
M
dimB A∗ (A,Ω) ≤ res(ζ˘A,Ω, dimB A) ≤ M ∗dimB A(A,Ω). (14)
That is, except the case for ℜ(s) = 1 with an observer of the system, this con-
dition is fulfilled in the sense of s. However, it is not Minkowski measurable
because |At ∩Ω| is not approaching 0 and thus lim
tt→0+
t−N−dimB At |At ∩Ω| does
not converge (Lapidus et al. , 2017). In the sense of w, (A,Ω) is a Minkowski
degenerate. For ℜ(s) = 1, there is a possibility ζ˘A,Ω converges and assuming
the observer exists, it does converge despite not being Minkowski measurable.
Therefore in all the situations there is chaos observed from ℜ(s) = 1, pre-
dicted by R˜
[0]
A,Ω(tt). ℜ(s) = 2 is mathematically cumbersome to characterize
and similar analyses for it are beyond the scope of this paper (Lapidus et al. ,
2017).
3.2. Introducing ℜ(s) allows us to distinguish types of neutrality
Zipf’s law is used to statistically analyze probability distributions that
follow a discrete power law. For example, if the distribution of N can be
approximated by a logarithmic relation with parameter k, then Eqn. (1)
holds. Zipf’s law is related to the Riemann zeta function ζ(s) =
∑∞
n=1
1
ns
as
follows:
|Pk||D|Nk = fs(k) = 1
kℜ(s)|ζ(s)| =
Nk
E(ΣN)
, (15)
and this will normalize the kth abundance by E(ΣN). We set absolute values
of |ζ | and |Pk| for approximating both the s > 1 (ζ > 0, Nk < N1/k) and s <
1 (ζ < 0, Nk > N1/k) cases. If we set the density matrix to be ρd =
Nk
E(ΣN)
,
then the von Neumann entropy would be SvN = −tr(ρd ln ρd). Note that this
model is a view from the first-ranked population, and either cooperation or
competition is described by the dynamics/dominancy of the populaton. The
partial trace of state A(k = 1) over B(k 6= 1) is ρA = trBρAB. To examine
the difference between population and species dynamics, linearization of the
above model leads to
∆Nk
E(ΣN)
= − ∆ζ
kℜ(s)|ζ |2 . (16)
Therefore, ∆Nk > 0 implies ∆ζ < 0, ∆Nk < 0 implies ∆ζ > 0, and ∆Nk = 0
implies ∆ζ = 0. Each of the local extrema of ζ thus represents a pole for
the population/species, and a large (resp. small) value of |ζ | represents a
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small (resp. large) fluctuation. Only those points of ζ that are close to zero
represent growth bursts or collapses of the population/species. According to
the Riemann hypothesis, at these points, the following equation will approxi-
mately hold for the fitness w: [ℜ(s−1) = 1/2] and [ℜ(s−1) = −2ls,ℑ(s) = 0]
(negative values for s will be characterized later), where ls is a natural num-
ber independent of the population/species rank.
Taking the logarithm of Eqn. (15), we obtain
Nk =
1
lnDk
ln
1
Pkζ(s)
− s
lnDk
ln k, (17)
− lnDk ·Nk = lnPkζ(s) + s ln k. (18)
Therefore,
a =
− lnPkζ(s)
lnDk
, (19)
b =
s
lnDk
, (20)
ℜ(s) = ln
N1
Nk
ln k
(k 6= 1), (21)
ζ(s) =
E(ΣN)
N1
≥ 1 (k = 1 in species), (22)
ℜ(s) = 1 (k = 1 in population/observer), (23)
Dk = e
s
b , (24)
Pk =
1
Dakζ(s)
. (25)
ℜ(s) is obviously scale invariant if k is a fixed number in a particular system.
Note that s and ζ(s) can thus be approximated using data from the distribu-
tion of N . When k = 1 for a given population, s can be defined as 1 because
the distribution is almost harmonic. When k = 1 for a given species, s can
be better calculated by an inverse function of ζ , because in this situation
the distribution is no longer harmonic. For convergence, it is necessary that
N ∼ 0, s ∼ 1, ζ ∼ ±∞, and P ∼ 0. We will also assume that s = +∞ and
ζ = 1 when a single population/species is observed. In Adachi (2015), we
analyzed s values using both the relative abundances of the population and
the species; we determined that they give significantly different results (see
Figure 1 and Table 1). The population values are restricted to between 0
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Figure 1: Dynamics of ℜ(s) over time for species and populations in two quadrats. P.
pallidum: Polysphondylium pallidum; D. purpureum: Dictyostelium purpureum; P. vio-
laceum: Polysphondylium violaceum. The top two panels present data for three different
species, and the lower two panels present data for nine different point quadrats.
and 2, while those of the species are often greater than 2. This proves that
populations behave neutrally below dimB A = 2, while species are more likely
to dominate above dimB A = 2; this will be discussed in more detail below.
When s is larger than 2, the dynamics correspond to that of species, as will
be discussed below. In Table 1, 6/54 s values greater than 2 are highlighted
in red; this indicates that these were not observed in a population of 162
samples (p ∼ 4× 10−45 for χ2-test). In the following, the parameter s is the
small s of this model. Note that when k 6= 1, the calculation of ℜ(s) is the
same for both a population and a species, and the border ℜ(s) = 2 clarifies
the distinction of a neutral population (0 < ℜ(s) < 2) versus a dominant
species (ℜ(s) > 2) as expected in the fractal theory described earlier.
If Dk ∼ 1, there are two possibilities: (i) Pk ≈ 1/ζ(s) ≈ Σµ(n)/ns
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Table 1: ℜ(s) and N values.
ℜ(s) P. pallidum (WE) D. purpureum (WE) P. violaceum (WE) P. pallidum (WW) D. purpureum (WW) P. violaceum (WW)
May 1 - 1 1 - 1
June 0.7693 1.8305 1.258 - 1 1
July - 1 1 1.2619 0.5752 1.7742
August - 1 1 3.4223 2.8795 1
September 3.5762 3.0777 1 1.7897 2.1411 0.3186
October 5.1648 4.9423 1 3.4417 1 2.9047
November 0.7481 1 2.056 - 1 1
December - 1 1 - 1 1
January - 1 1 - 1 1
N P. pallidum (WE) D. purpureum (WE) P. violaceum (WE) P. pallidum (WW) D. purpureum (WW) P. violaceum (WW)
May 0 76 0 0 83 0
June 123 209 52 147 0 0
July 1282 0 0 80 215 320
August 1561 0 0 1330 181 0
September 901 107 0 809 77 649
October 1069 35 0 799 0 107
November 60 0 101 336 0 0
December 190 0 0 711 0 0
January 29 0 0 99 0 0
ℜ(s) WE a b c d e f g h i
May 1.0336 1 1.9442 1 1 1 1.0821 1 1
June 0.5328 1 0.1545 0.0332 1.1928 1 0.1374 1.076 1.0071
July 1 1 0.6131 1.1497 0.3117 0.2016 1 1 1.148
August 1 1.4925 1.7167 0.6348 0.7075 0.3523 1 0.3502 1
September 1 1.1361 1 1 1 1.3035 1.0325 1.7248 1.085
October 1 0.6746 0.6937 0.6092 1 0.7836 0.9259 0.886 1.1746
November 1 1 1 1 1 0.7481 0.472 1 1
December 1 1 1 0.3429 1 0.2455 0.1712 0.5647 1
January 1 0.9516 1 1 1 1 1 0.8666 1.215
ℜ(s) WW a b c d e f g h i
May 1 1 0.7125 0.8782 1 1 1 1 1.473
June 0.708 1.0735 0.7614 0.1056 1 1 0.7883 1 0.8612
July 0.3888 1 0.8635 1 1 0.8614 1 0.3629 0.263
August 1.0524 1 0.756 0.5644 1.3367 1.1911 1.0473 0.3985 1
September 0.4918 0.4236 0.4243 0.4427 0.4535 0.4969 0.5051 0.3985 1
October 1 0.8073 0.8982 0.6913 1 0.3219 1 0.9284 0.8523
November 1.1334 1 1 1 1 1 1 1.7225 1
December 1.1214 1.7164 1 1.1833 0.9208 1.0718 1 1.0594 1.1375
January 1 1.2501 1 1 1 1 1 1.5151 1.2228
N WE a b c d e f g h i
May 680 0 94 0 0 1392 424 0 0
June 1120 0 2131 2580 221 2640 2270 384 372
July 0 0 1573 469 2613 3200 3680 0 580
August 0 331 170 1728 1800 3760 0 3267 4800
September 0 1240 0 4320 0 418 820 1307 960
October 0 1413 1680 2360 3600 1020 594 736 313
November 0 0 0 907 0 540 540 0 0
December 0 0 0 580 0 787 773 376 933
January 0 457 0 0 1300 0 0 391 560
N WW a b c d e f g h i
May 840 0 384 457 0 0 0 0 109
June 1088 421 869 3160 0 0 1140 3400 1320
July 1680 0 613 0 0 720 2880 1933 2400
August 704 0 1627 2496 288 457 860 3520 4640
September 1760 1760 1627 1386 1440 2016 1147 2640 3480
October 3520 960 613 1350 0 2816 0 667 1380
November 760 0 0 0 0 0 2640 800 0
December 590 124 0 440 1600 784 4400 1013 2000
January 1307 331 0 0 0 0 0 160 560
WE: the Washidu East quadrat; WW: the Washidu West quadrat (please see Adachi (2015). Scientific names of
Dictyostelia species: P. pallidum: Polysphondylium pallidum; D. purpureum: Dictyostelium purpureum; and P. violaceum:
Polysphondylium violaceum. For calculation of ℜ(s), see the main text. N is number of cells per 1 g of soil. Species
names for Dictyostelia represent the corresponding values. a - i indicate the indices of the point quadrats. Red indicates
ℜ(s) values of species that were approximately integral numbers greater than or equal to 2.
(where µ is the Mo¨bius function) must be true for a to converge, and for b
to converge, we need s ∼ 0; (ii) For N to converge, we need s ∼ 1 when
Pk << 1. In this case, we have kPk ≈ 1/ζ(s). When (i) holds, we have true
neutrality among the patches. Both (i) and (ii) can be simply explained by
a Markov process for a zero-sum population, as described in Hubbell (2001).
In both cases, fs(k) ∼ Pk, and the populations are apparently neutral for D.
When there is true neutrality in both the populations and the environment,
Pk ≈ 1/ζ(s) ≈ Σµ(n)/ns, we say that there is Mo¨bius neutrality. When
there is apparent neutrality of D with s ∼ 1, we say that there is harmonic
neutrality. The value of s can thus represent the characteristic status of a
system. We now consider situations in harmonic neutrality. ℜ(s) > 2 is an
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indicator of adaptation beyond the effects of fluctuation from individuals with
harmonic neutrality. Also note that µ(n) represents the bosonic 1 with an
even number of prime multiplications, the fermionic −1 with an odd number
of multiplications, or 0 as the observant, which can be divided by a square
of prime. This occurs when two quantized particles interact. Note that in
about 1400 CE, Madhava of Sangamagrama proved that∑
n:odd
(−1)(n−1)/2/n = π/4.
This means that the expected interactions of a large number n of fermions
can be described as π/4. The interaction of the two particles means multipli-
cation by 2, which results in π/2, as discussed in the next subsection where
an imaginary axis is rotated from a real axis by the angle of π/2.
3.3. Introducing ℑ(s) explains adaptation/disadaptation of species
Next, we need to consider R = T theory, Weil’s explicit formula, and some
algebraic number theory to define ℑ(s) precisely. R = T theory is based on
an ordinary representation of a Galois deformation ring. If we consider the
mapping to T that is shown below, they become isomorphic and fulfill the
conditions for a theta function for zeta analysis. Let (s ∈ C, D ∈ C), where
C is complex. First, we introduce a small s that fulfills the requirements
from a higher-dimensional theta function. Assuming H, C, R, R∗+, R± as a
higher-dimensional analogue of the upper half-plane, a complex
∏
C = 1
ksζ
,
[
∏
C]+ = {z ∈ C|z = z¯}/TH (Hecke ring, R = T theorem), |ℑ(s)| dual with
|R| (Weil , 1952), ln |ℑ(s)|, s could be set onH and ln |ℑ(s)| = ln(|D|E(ΣN)) =
E(ΣN) ln |D| is a part of ℜ(s) = b ln |D|. Thus, H ⊆ C ⊇ R ⊇ R± ⊇ R∗+,
and the functions described here constitute a theta function. The series
converges absolutely and uniformly on every compact subset of R × R × H
(Neukirch , 1999), and this describes a (3 + 1)-dimensional system. This is
based on the R = T theorem and Weil’s explicit formula (correspondence
of zeta zero points, Hecke operator, and Hecke ring); for a more detailed
discussion, see Weil (1952); Taylor and Wiles (1995); Wiles (1995); Kisin
(2009). Since b is real, ℜ(s) = b ln |D| and ℑ(s) = b argD. Thus, ℜ(s) is
related to the absolute value of an individual’s fitness, and ℑ(s) is the time
scale for oscillations of D and is the argument multiplied by the b scale.
Therefore,
∂ℜ(s)
∂t
= b
1
|D|
∂|D|
∂t
, (26)
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∂ℑ(s)
∂t
= b
∂ argD
∂t
. (27)
When 0 < ℜ(s) < 1 and |D|′ > 0, ℜ(s) ∼ 1 and we usually have harmonic
neutrality. This case was often prominent in the Dictyostelia data. When
0 < ℜ(s) < 1 and |D|′ < 0, ℜ(s) ∼ 0 and we usually have Mo¨bius neutrality.
When 1 < ℜ(s) < 2, the population/species can diverge when ℑ(s) = T , that
is, when it equals the imaginary part of a nontrivial zero of ζ for w = s− 1
as . Thus, the population/species can diverge when argD = T/b. We also
note that
D = e
s
b = e
ℜ(s)
b (cos
ℑ(s)
b
+ i sin
ℑ(s)
b
), (28)
so ℑ(s) ∼ ±m(π/2)b for quantization (compactification of m, which is a nat-
ural number; generally, quantization refers to the procedure of constraining
something from a continuous state to a discrete state; π/2 value is calcu-
lable from Madhava’s equation described earlier), assuming that the distri-
bution of population/species numbers is in equilibrium and is dependent on
interactions between them, as described in the previous subsection; thus,
|D| = eℜ(s)/b. With the Riemann-von Mangoldt formula (von Mangoldt ,
1905), the number of nontrivial zero points N(T ) is
N(T ) =
T
2π
log
T
2π
− T
2π
+O(log T ), (29)
so that T ∼ 2πe2πN(T )/T+1. Note that from Stirling’s approximation, N(T ) =
lnn! ≈ n lnn− n, indicating that the number of species is equal to the sum
of the relative entropies. On the other hand, T = ±m(π/2)b. Therefore, for
populations/species as a whole, |D|E(ΣN) = emπℜ(s)ΣN/2T . Since the |D|E(ΣN)
axis and the T/ argD axis are orthogonal and the scale of the latter is 2π
times that of the former, |D|E(ΣN) ≈ |T | (Table 2) gives a good fit to a highly
adaptive population/species growth burst or collapse for an entire population
or species and m can be calculated as
m =
1
ℜ(s)E(ΣN)(4N(T ) +
2T
π
(ln 2π + 1)). (30)
If we set a particular unit space for calculation of population density, ℑ(s) =
eℜ(s)E(ΣN)/b is obviously a scale invariant for the case of species, where ℜ(s)
is a scale invariant to system size, b is the order of the ratio of the sum of
population densities of a particular species to the number of patches, and
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E(ΣN) is the ratio of the sum of the population densities to the number of
patches. For a given population, if b is the order of the population density of
a particular patch, it is also a scale invariant to the sampling size, assuming
that a sufficiently large number of samples are collected. Nontrivial zeros of
ζ are prime states (those related to prime numbers), and they are indicators
of imminent growth bursts or collapses of the population/species. Note that
ζ can also be expressed as follows (Riemann , 1859):
ζ(s) = 2sπs−1 sin
πs
2
Γ(1− s)ζ(1− s) = 2sπs sin πs
2
1
Γ(s) sin πs
ζ(1− s). (31)
To avoid a discontinuity at a zero of ζ , ℜ(s) is 3/2 (w = s − 1 = 1/2)
or an integer. Zero points of ζ thus restrict both ℜ(s) and ℑ(s) to a par-
ticular point. Note that T consists of the imaginary parts of the ζ zeros,
which are not integers themselves in the quantization. This model is found
to be consistent with the results for some species, as shown in red in Table 1:
(ℜ(s),ℑ(s) ≈ T,m) = (3.078, 14.99, 0.01003), (4.942, 38.74, 0.01723), (2.056,
275.5, 2.994), (2.8795, 13.80, 0.009451), (2.1411, 115.9, 0.05094), (2.9047,
13.93, 0.004941). Thus, this model gives a logical explanation for the ob-
served quantization in some situations for the Dictyostelia species regarding
O(log T ), and for a population, the data do not seem to be at a zero point,
according to the ℑ(s) value. Except for the case (2.056, 275.5, 2.994), they
are in a situation similar to a Bose-Einstein condensate; this is discussed in
later sections.
There is another way of describing quantization. First, think of the tube
zeta function ζ˜A(s) :=
∫ δ
0
ts−N−1t |At|dtt as before. Think of r → +∞ and
then ∫ δ
1/r
tdimB A−N−1t |At|dtt ∼ res(ζ˜A, dimB A) ln r (32)
(Lapidus et al. , 2017). We can set an average Minkowski content as
M˜
dimB A(A) := lim
r→+∞
1
ln r
∫ δ
1/r
tdimB A−N−1t |At|dtt. (33)
From the Lemma 2.4.7. for Lapidus et al. (2017),
M˜
∗s(A) =
{
0 (for ℜ(s) > Dav)
+∞ (for 0 ≤ ℜ(s) < Dav) , (34)
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M˜
s
∗ (A) =
{
0 (for ℜ(s) > Dav)
+∞ (for 0 ≤ ℜ(s) < Dav) , (35)
where Dav is an average Minkowski dimension. When dimB A exists, Dav =
dimB A (Proposition 2.4.9. of Lapidus et al. (2017)) and asℜ(s) = dimB A→
Dav, M˜
s(A) will converge to lim
r→+∞
1
ln r
∫ δ
1/r
tdimB A−N−1t |At|dtt = F (tt), inde-
pendent of δ, r. Thus quantization related with w occurs.
Similarly, think of the tube zeta function of second kind ζ˜2A(s) :=
∫ δ
0
ts−Nt |At|dtt
as before. Think of r → +∞ and then∫ δ
1/r
tdimB A−Nt |At|dtt ∼ res(ζ˜2A, dimB A)δ. (36)
We can set an average Minkowski content as
M˜
dimB A
2 (A) := lim
r→+∞
1
δ
∫ δ
1/r
tdimB A−Nt |At|dtt. (37)
Then,
M˜
∗s
2 (A) =
{
0 (for ℜ(s) > Dav)
+∞ (for 0 ≤ ℜ(s) < Dav) , (38)
M˜
s
2∗(A) =
{
0 (for ℜ(s) > Dav)
+∞ (for 0 ≤ ℜ(s) < Dav) , (39)
where Dav is an average Minkowski dimension. When dimB A exists, Dav =
dimB A and asℜ(s) = dimB A→ Dav, M˜ s2 (A) will converge to lim
r→+∞
1
δ
∫ δ
1/r
tdimB A−Nt |At|dtt =
F (tt), independent of δ, r. Thus quantization related with s also occurs. In
these ways, quantization is an expected outcome of Minkowski components,
for both w and s.
Also note that here we assume continuity of functions or the existence
of dimB A, which is likely to be held in natural systems. This is a mere
description, and not a mathematical proof.
Now consider res(ζ˜A, dimB A) = res(ζ˜2A, dimB A). Then, as δ → r,
ζ˜2A
ζ˜A
∼ r
ln r
∼ π(r) (40)
where π(r) is the prime counting function as r is sufficiently large. Thus r can
be converted to the number of quantizations possible, and larger it becomes,
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the closer it approaches the characteristics of primes and quantization by
primes is thus achieved. Next, consider an absolute zeta function:
ζGm/F1(s) =
s
s− 1 =
s
w
, (41)
when Gm = GL(1). The tube zeta functions acting on the denominator
(ζ˜A) and the numerator (ζ˜2A) convert the absolute zeta function to the prime
counting function. The number of primes is thus calculable from F1
Table 2: T , ℑ(s), p, and |N(p)| values.
T WE P. pallidum WE D. purpureum WE P. violaceum WW P. pallidum WW D. purpureum WW P. violaceum ℑ(s) WE P. pallidum WE D. purpureum WE P. violaceum WW P. pallidum WW D. purpureum WW P. violaceum
May May
June 147.4228 30.4249 June 8.1822 148.6187 31.1005
July 40.9187 174.7542 July 39.3062 5.3315 174.5203
August 21.0220 14.1347 August 22.6267 13.7962 2.4878
September 21.0220 14.1347 52.9703 116.2267 September 23.2403 14.9897 2.4101 53.1153 115.8800 2.0281
October 48.0052 37.5862 21.0220 14.1347 October 45.6795 38.7450 2.0958 22.6675 2.4764 13.9291
November 14.1347 275.5875 November 7.7262 15.3777 275.5449
December December
January January
p WE P. pallidum WE D. purpureum WE P. violaceum WW P. pallidum WW D. purpureum WW P. violaceum WE a WE b WE c WE d WE e WE f WE g WE h WE i WW a WW b WW c WW d WW e WW f WW g WW h WW i
May 1 1 1 1 1 1 1 1
June 1 239 7 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
July 17 1 317 1 1 1 1 1 1 1 1 1 1 1 1
August 3 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
September 3 2 1 31 157 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
October 23 13 1 3 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
November 1 2 677 1 1 1 1 1 1
December 1 1 1 1 1 1 1 1 1 1 1 1 1
January 1 1 1 1 1 1 1 1 1
|N(p)| for a1 WE P. pallidum WE D. purpureum WE P. violaceum WW P. pallidum WW D. purpureum WW P. violaceum WE a WE b WE c WE d WE e WE f WE g WE h WE i WW a WW b WW c WW d WW e WW f WW g WW h WW i
May 1.021 0.885 1.017 1.029 1.015 0.997 1.009 0.958
June 0.938 0.946 0.863 0.971 0.993 0.999 0.989 0.997 0.994 0.991 0.996 0.973 0.994 0.995 0.995 1.001 0.999 0.997
July 0.884 1.000 0.972 0.989 0.988 0.991 0.990 0.989 0.983 1.002 1.002 0.999 0.985 0.990
August 0.647 0.673 0.900 0.902 0.965 0.979 0.987 0.987 0.992 0.995 0.981 0.976 0.931 0.976 0.995 0.985 0.993
September 0.639 0.644 0.874 0.922 1.000 1.025 1.112 0.970 1.047 0.782 1.013 1.007 1.008 1.008 1.008 1.008 1.007 1.007 1.007 0.988
October 0.679 0.657 0.646 0.665 0.981 0.989 0.962 1.000 1.000 1.002 1.000 0.974 0.999 1.001 0.996 0.969 0.988 0.997 0.998
November 0.946 1.008 0.969 0.985 1.007 0.999 0.968
December 0.983 0.990 0.994 1.005 0.999 0.988 0.876 0.987 1.005 0.986 0.998 0.986 0.988
January 0.994 1.008 1.008 0.999 1.037 1.017 1.057 1.044 1.053
WE: the Washidu East quadrat; WW: the Washidu West quadrat (please see Adachi (2015)). Scientific names of
Dictyostelia species: P. pallidum: Polysphondylium pallidum; D. purpureum: Dictyostelium purpureum; and P. violaceum:
Polysphondylium violaceum. T consists of the theoretical imaginary parts of the Riemann ζ zero points corresponding to
p and ℑ(s) = |D|E(ΣN). a - i indicate the indices of the point quadrats. The T/ℑ(s) of populations are not shown
because the ℑ(s) are so small that T and ℑ(s) do not correspond to each other. In this case, p is set at 1. For
calculation of p and |N(p)|, see the main text. Blank values are undefinable. Red indicates species for which |N(p)| was
approximately 2/3.
When ℜ(s) > 1 and |D|′ > 0, the population/species distribution is al-
ways structured without neutrality, since there is no zero point. On the other
hand, when ℜ(s) > 1 and |D|′ < 0, ℜ(s) ∼ 1 and harmonic neutrality usually
occurs. This is true for Dictyostelia. Usually, Dk ∼ 1 is the equilibrium state.
Therefore, populations/species reach either Mo¨bius neutrality or harmonic
neutrality.
We note that if we assume pk = fs(k), the information entropy (Ie =
−Σp(n) ln(p(n))), which is the same as the Shannon index, can be written
as
Ie = Σpk(s ln k + ln |ζ |). (42)
That is, the expected pk = constant output of information entropy for
the kth population/species is s ln k + ln |ζ |. Therefore, maximizing |ζ | for
s ∼ 1 is the expected result from maximizing the information entropy. The
populations/species thus usually fluctuate for s ∼ 1. If there is no force
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against entropy, this is the expected future. Additionally, as zero points of ζ
are approached, information is minimized and approaches negative infinity;
this is the opposite to what occurs when s ∼ 1, and it indicates order-
ing/domination. The concept described here is analogous to H = λ − Φ in
(Arnold et al. , 1994), where H , λ, and Φ are population entropy, growth
rate, and reproductive potential, respectively. That is, λ is analogous to
pks ln k, and the reproductive potential is analogous to −pk ln |ζ |.
Interestingly, according to Hardy and Littlewood (1916),∫ T
0
|ζ(1
2
+ it)|2dt ≈ |T ln |T ||, (43)
∫ T
0
|ζ(ℜ(w) + it)|2dt ≈ |Tζ(2ℜ(w))|. (44)
Since |T | ≈ eℜ(w)/b,∫ T
0
|ζ(1
2
+ it)|2dt/T∫ T
0
|ζ(ℜ(w) + it)|2dt/T
≈ | ℜ(w)
bζ(2ℜ(w))| ≈ |
ℜ(w)
b
|(ℜ(w) >> 1) (45)
gives an indicator of the distance from the speciation line on ℜ(w) = 1/2.
Since ζ2 =
∑∞
n=1
d(n)
ns
, ζ2 is the sum of (the probability that an individ-
ual in the top populations/species replaces an individual of the nth popula-
tion/species) × (the number of combinations/entanglements, assuming the
constituents are equivalent). This represents the expected number of en-
tanglements and approaches 1 when the community progresses far beyond
the speciation phase. Ideally, the development of a community begins when
ℜ(s)
b
= 0 and eventually arrives at the expected state.
A virtual world of adaptation of a particular species/population is thus
represented on a purely imaginary axis of small s. To calculate the synthetic
fitness, (s− 1)n, simply evaluate [LM , ∂∗] = i∂, where M is the Ka¨hler man-
ifold of an (s−1)\{s = 1} space and LM is the Lefschetz operator (Sabbah ,
2001). The hard Lefschetz theorem indicates whether the dimension of the
space is decreasing or increasing with n. The Hasse zeta function is
ζZ[T ](s) =
∏
p
(1− p1−s)−1 = ζ(s− 1), (46)
which is the zeta function of w = s−1 when Z[T ] is a one-variant polynomial
ring.
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3.4. Interpretations of ℑ(s) and ℜ(s) in group theory regarding p-Sylow sub-
groups and their topological nature
In the previous sections, we became able to calculate primes p from corre-
sponding ℑ(s) values in species. We could also calculate ℜ(s) values, and this
would exactly be li values introduced in Sylow theorems in the Introduction
when it is an integer. We justify these ideas in what follows.
When p = 2, a prime number p can count the number of interactions as 2;
an equality (non-interactive state, 0G) or a self-interaction (1G). In all primes,
symmetries ensure that a species only involves an equality (non-interactive
state, 0G) or a self-interaction (1G) as a whole and no other subgroups emerge
within the p-numbered species, at least on characteristic space-time scales of
interest, because an order of a subgroup p is a prime. This ensures the
stabilized identity of a species. Next, recall ℜ(s) is a fractal dimension in our
model for species. In the fractal structure, the order of p-Sylow subgroup
should be pl, when l = ℜ(s).
Thus, we are able to characterize a computation method for p, l for the
“Sylow theorems” introduced earlier. In this sense, an element of a commu-
nity (group) G is the number of different interaction modes in p-numbered
species with directionality from a species to another, as deduced from the
character of the mathematical group. A nilpotent group means after finitely
many steps, all interactions finally result in the self-interaction (1G) of con-
stitutes (preservation of the identity of interactions) as doing something good
for themselves. This logic characterizes a species concept based on p-Sylow
subgroups, established among interaction mode of the species, not merely
based on a particular species. This discussion leads to a species concept
relating to a category theory in mathematics.
Now we further expand the interpretations with topological theory. Re-
garding a space described by s, w of species k is locally compact, let us set
a function f : Q → R where Q,R are compact Riemann surfaces derived
from the locally compact spaces at the population and species level, respec-
tively. Let us also neglect the case for k = 1 so as to ensure the function f
is regular. With a fractal dimension l, Q for each species has a single ram-
ification with a ramification index of l. Next, let f be a covering function
with a degree of E(ΣN) at a complement of f−1(f(Qr)) where Qr is a set
of ramification points. Introducing a genus number g(Q), g(R) results in the
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Riemann-Hurwitz formula (Hartshorne , 1977)
g(R)− 1 = 1
2
g∑
i=1
(li − 1) + E(ΣN)(g(Q)− 1). (47)
Equating genus number g(Q), g(R) for ℜ(s) of populations and species as
isolated singularities, and g(Q)− 1 = wQ (that is, wQ is averaged fitness of
individuals, and E(ΣN)(g(Q) − 1) is fitness of population as a whole), we
can obtain the modified Price equation introduced earlier:
wR = ℜ(sQ)− 1 + ℑ(sQ), (48)
where ℜ(sQ)− 1 = 12
∑g
i=1(li − 1). For multiple species in a community, we
can also sum wR to determine community fitness if we can collect all the
species involved. Since l is the number of conjugates of pi-Sylow subgroup
and equals the order of G/Ni in species i, it should be a prime given that G
also has stable identity observed from a pi-Sylow subgroup and no subgroup
separates from G. If p 6= 2, ℜ(sQ) is an integer and fulfills the foregoing logic.
In the case of p = 2, ℜ(sQ) − 1 = 12 and it seems to be on a hypothetical
line of zero points of Riemann zeta function. We will show later in our
biological model that the Riemann hypothesis is likely to be true because
we have many assumptions in our lines of logic compared with mathematical
situations. This expansion further clarifies that our wR value is a sum of an
average contribution from wQ values and further contributions from fractal
structures: wQ, which invests fitness advantage in the layer above the original
layer, e.g., species and population.
3.5. Selberg zeta-function and Eisenstein series reveal Maass wave form as
a function of probability of population number distribution and genetic
information
Once we have obtained the small s for a system, we then apply the au-
tomorphic L-function to calculate the Eisenstein series. This allows us to
understand the relation of small s to the diffusion equation in neutral theory
and to obtain further information about the prime closed geodesics, which
are used to further analyze the intra-population/species interacting mode
(Motohashi , 1997). The prime closed geodesics on a hyperbolic surface are
primitive closed geodesics that trace out their image exactly once. The ex-
pression prime obeys an asymptotic distribution law similar to the prime
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number theorem. For this application, we must discriminate between the
discrete spectrum and the continuous spectrum of a Selberg zeta-function.
We can then proceed to calculate the Eisenstein series that corresponds to
the discrete spectrum.
The Selberg zeta function is defined by
ζΓ(s) =
∏
p
(1−N(p)−s)−1, (49)
where N(p) is a norm of prime closed geodesic. The determinant of the
Laplacian of the complete Selberg zeta-function is
det(∆, s) = detD(∆− s(1− s))detC(∆, s), (50)
det(∆, s) = s(1− s), detC(∆, s) = ζˆ(2s), (51)
where ζˆ(s) = π−s/2Γ(s/2)ζ(s), and D and C denote discrete and continuous
spectra, respectively (Motohashi , 1997). It is evident both in populations
and species that the discrete spectrum dominates the continuous spectrum
by ∼ 103 (populations) or ∼ 10263 (species). When d is assumed to be the
dimension of a compact oriented hyperbolic manifold, the number of prime
closed geodesics in a Selberg zeta-function N ′(T ) is (Deitmar , 1989)
N ′(T ) ∼ e
(d−1)T
(d− 1)T (T >> 1). (52)
Table 3 lists the calculated determinants, Magnus expansion/Eisenstein series
E(s), and other parameter values. E(s) is defined as follows:
E(s) =
∞∑
n=−∞
an(s)e
2πinℜ(s), (53)
a0(s) = ℑ(s)s + ζˆ(2s− 1)
ζˆ(2s)
ℑ(s)1−s, (54)
an(s) =
2|n|s−1/2√ℑ(s)Ks−1/2(2π|n|ℑ(s))
ζˆ(2s)
σ1−2s(|n|), (55)
where K is the modified Bessel function of the second kind, and σ is the
divisor function (Motohashi , 1997).
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Table 3: Eisenstein series.
WE P. pallidum a0 WE D. purpureum a0 WE P. violaceum a0 WE P. pallidum a1 WE D. purpureum a1 WE P. violaceum a1 WE P. pallidum a2 WE D. purpureum a2 WE P. violaceum a2
May
June 0.1166-3.721i -2907+9002i 75.36+6.341i 107.9-246.1i -1.676E+293-4.636E+293i 1.014E+50-1.183E+50i -1.553E+24-3.218E+24i -4.658E+134-3.981E+134i
July
August
September -5.049E+4-5.802E+4i -4019+1061i 5.121E+31+2.8968E+31i 3.702E+14+2.907E+15i -9.081E+95-8.357E+95i 1.940E+56-1.809E+56i
October 7.881E+7-3.648E+8i -6.713E+7+2.216E+7i 4.255E+75+4.292E+75i 6.913E+61+4.055E+61i 1.352E+201+5.734E+200i 1.292E+168+5.540E+167i
November -5.847-0.1007i -8.654E+4+5762E+4i -25.17-86.36i -2.837E+22-3.789E+22i
December
January
WW P. pallidum a0 WW D. purpureum a0 WW P. violaceum a0 WW P. pallidum a1 WW D. purpureum a1 WW P. violaceum a1 WW P. pallidum a2 WW D. purpureum a2 WW P. violaceum a2
May
June
July 100.7-20.98i -4.174+1.950i -6908+6514i 8.135E+66+5.148E+65i 0.0008612-0.0004888i 6.966E+173-8.522E+172i -1.315E+11+5.805E+9i
August 4754+4.299E+4i 149.7-1908i 2.338E+30+3.249E+30i -4.876E+12-2.196E+12i 6.660E+91+2.055E+92i 2.747E+51+8.049E+50i
September -1067-599.3i -1.533E+4-2.132E+4i -0.6369-0.1195i 1.669E+95+5.284E+94i 9.423E+224-1.419E+224i -6.086E-5+7.396E-6i 3.359E+239-1.062E+238i -9.681E-6+1.044E-5i
October -2671+4.615E+4i 1118-1781i -2.835E+30-2.7966E+30i -1.536E+13-6.848E+12 5.946E+92+6.116E+92i 9.392E+50+2.948E+51i
November
December
January
WE population a0 a b c d e f g h i
May 1.689-0.4811i 1.362+2.347i 1.684-0.5220i 1.695-0.4159i
June 0.7967-0.2722i 1.489-0.6494i 1.482-0.5900i -3.637-1.471i -3.265+1.460i 1.491-0.6431i -3.888+0.8620i -3.335+1.431i
July 1.206-0.4145i -1.224+1.828i 1.479-0.6824i 1.494-0.6664i -0.1460+1.035i -1.209+1.820i
August -5.434+0.4162i -3.909-6.883i 1.122-0.3407i 0.9469-0.1481i 1.459-0.6731i 1.460-0.6736i -0.3406+1.133i
September 0.8091+0.6884i 1.093+0.1722i 0.2645+1.505i 1.035+0.2829i -3.165+3.610i 0.9290+0.4783i
October 0.5892+0.01517i 0.5005+0.09150i 0.8522-0.2121i -1.806+1.614i 0.004016+0.5061i -1.085+1.269i -0.73946+1.055i -3.740+1.533i
November 0.4751+0.6602i 1.147-0.2378i 1.444-0.6489i
December 1.108-0.5486i 1.373-0.6452i 1.464-0.6530i -0.4479+0.2800i -1.182-2.214i
January 1.390-0.2006i 1.352-0.08658i 1.443-0.3694i 1.092+0.5930i
WE population a1 a b c d e f g h i
May -0.0007441+0.0015797i 5.899E-5+0.0002192i -0.0008437+0.001642i -0.0006145+0.001484i
June -0.0003174+0.0001383i -0.003930-0.0004962i -0.006792-0.002592i -7.3801931E-8+1.306E-7i -1.751E-06+2.008E-06i -0.004276-0.0006772i -5.566E-7+7.463E-7i -1.5805E-06+1.839E-6i
July -0.0006207+0.0003732i -1.225E-5+02092E-5i -0.002707+0.00037618i -0.004148-0.0001904i -4.487E-5+5.822E-5i -1.246E-6+2.119E-5i
August -1.520E-7+6.738E-7i 6.547E-9+2.447E08i -0.0004982+0.0003134i -0.0003172+0.0002353i -0.002185+0.0004423i -0.002205+0.0004393i -3.666E-5+4.691E-5i
September -9.872E-5+0.0001962i -0.0002168+0.0003280i -3.217E-5+9.374E-5i -0.0001812+0.0002923i 9.017E-9+8.620E-6i -0.0001342+0.0002402i
October -0.0001907+0.0001242i -0.0001636+0.0001110i -0.0003148+0.0001763i -8.884E-06+1.060E-5i -7.641E-5+6.192E-5i -1.960E-5+2.050E-5i -2.931E-5+2.858E-5i -1.053E-6+1.764E-6i
November -9.076E-5+0.0001247i -0.0004263+0.0003626i -0.0016388+0.0006494i
December -0.0006964+0.0001186i -0.001613+4.996E-5i -0.002808-0.0002560i -6.020E-5+2.657E-5i 1.141E-08+2.077E-08i
January -0.0004369+0.0006407i -0.0003490+0.0005662i -0.0006340+0.0007780i -0.0001126+0.0002949i
WE population a2 a b c d e f g h i
May 0.1655-0.2418i 0.2766+0.05377i 0.1543-0.2511i 0.1805-0.2277i
June 0.001801-0.1721i -0.2118-0.1539i -0.2727-0.07898i 0.05182+0.01284i 0.07611-0.02970i -0.2218-0.1457i 0.06921-0.009994i 0.07565-0.02774i
July 0.01072-0.2132i 0.1224-0.06005i -0.1478-0.2161i -0.2099-0.1794i 0.1130-0.1072i 0.1223-0.06059i
August 0.08196+0.03297i 0.03305+0.05488i 0.02127+2.796i 0.04785-0.1872i -0.1213-0.2216i -0.1225-0.2213i 0.1107-0.1005i
September 0.1568-0.1298i 0.1318-0.1715i 0.1731-0.07667i 0.1388-0.1618i 0.1510+0.04875i 0.1487-0.1457i
October 0.04334-0.1625i 0.04902-0.1571i 0.02119-0.1795i 0.09455-0.06120i 0.07109-0.1302i 0.09101-0.08467i 0.08721-0.09754i 0.08633-0.01128i
November 0.1211-0.1331i 0.05783-0.2045i -0.06664-0.2427i
December -0.06560-0.1717i -0.1281-0.1727i -0.1802-0.1571i 0.03012-0.1168i 0.03424+0.007115i
January 0.1250-0.2098i 0.1385-0.1962i 0.09781-0.2320i 0.1815-0.1306i
WW population a0 a b c d e f g h i
May 1.499-0.2584i 1.552-0.6434i 1.535-0.4636i 1.037+1.278i
June 0.6953+0.005382i -1.772+1.771i 0.4713+0.2177i 1.490-0.6277i 0.3437+0.3362i -1.080+1.434i -0.05846+0.6924i
July 1.340-0.6114i -0.8316+1.041i -0.8131+1.030i -2.186+1.656i 1.374-0.6322i 1.461-0.6683i
August -0.7692+1.442i 0.7818+0.02336i 1.242-0.4748i -3.727+2.059i -2.023+2.073i -0.7302+1.415i 1.430-0.6536i -0.3950+1.159i
September -2.852+0.9236i -1.675+0.4108i -1.690+0.4171i -2.040+0.5713i -2.238+0.6590i -2.917+0.9497i -3.009+0.9845i -1.197+0.2043i 4.910+4.391i
October -1.080+1.434i 0.2468+0.4246i -0.2961+0.8878i 0.7576-0.05433i 1.452-0.6691i -0.5079+1.051i -0.004859+0.6467i
November 1.804-0.5315i 1.757-0.6573i 1.943+0.5431i
December -0.3324+1.410i -6.858-1.056i -0.7473+1.747i 0.6101+0.4127i -0.04755+1.143i 0.3004+0.7754i 0.01739+1.077i -0.4338+1.498i
January 1.683-0.5205i 1.701-0.1286i 1.669+0.5323i 1.701-0.1815i
WW population a1 a b c d e f g h i
May -0.0004866+0.0008370i -0.001444+0.001296i -0.0007981+0.001050i -2.963E-5+0.0002245i
June -0.0002117+0.0001521i -8.412E-6+1.179E-5i -0.0001416+0.0001132i -0.005478-0.001234i -0.0001147+0.00009658i -1.773E-5+2.177E-5i -6.296E-5+6.057E-5i
July -0.001241+0.0003091i -2.753E-5+2.544E-5i -2.814E-5+2.590E-5i -6.121E-06+7.211E-06i -0.001449+0.00030657i -0.002520+0.0001481i
August -2.193E-5+3.069E-5i -0.0002230+0.0001822i -0.0007333+0.0003824i -1.135E-6+2.897E-6i -5.782E-6+1.052E-5i -2.296E-5+3.184E-5i -0.001741+0.0004760i -3.468E-5+4.423E-5i
September -3.498E-6+1.108E-6i -1.801E-5+4.372E-6i -1.770E-5+4.313E-6i -1.163E-5+3.065E-6i -9.034E-6+2.485E-6i -3.061E-6+9.868E-7i -2.465E-6+8.207E-7i -3.106E-5+6.698E-6i -0.8425+0.4974i
October -1.773E-5+2.177E-5i -9.851E-5+8.592E-5i -4.566E-5+4.691E-5i -0.0002390+0.0001657i -0.002193+0.0003354i -3.484E-5+3.774E-5i -6.789E-5+6.428E-5i
November -0.0006908+0.002217i -0.001149+0.002449i 0.0001674+0.0009833i
December -2.921E-5+4.922E-5i -1.297E-9+3.961E-7i -1.748E-5+3.322E-5i -0.0001276+0.0001491i -4.315E-5+6.628E-5i -7.359E-5+9.922E-5i -4.742E-5+7.121E-5i -2.563E-5+4.454E-5i
January -0.0008408+0.001635i -0.0002792+0.001140i -2.042E-5+0.0006735i -0.0003226+0.001194i
WW population a2 a b c d e f g h i
May 0.1437-0.2153i 0.03308-0.2796i 0.1036-0.2473i 0.2223-0.06741i
June 0.05090+1.831i 0.1046-0.05581i 0.06576-0.1535i -0.2498-0.1277i 0.07229-0.1455i 0.1024-0.07878i 0.08685-0.1230i
July -0.07951-0.2060i 0.08284-0.09623i 0.082594-0.09693i 0.09030-0.05283i -0.09435-0.2059i -0.1547-0.1934i
August 0.1142-0.08209i 0.06316-0.1729i -0.008232-0.2156i 0.1045+0.0006674i 0.1160-0.03936i 0.1139-0.08372i 0.1139-0.08372i 0.1100-0.09872i
September 0.03142-0.05401i 0.01886-0.08188i 0.01906-0.08157i 0.02353-0.07398i 0.02575-0.06955i 0.03193-0.05197i 0.03261-0.04876i 0.01136-0.09211i 6.670E+17+2.805E+18i
October 0.1024-0.07878i 0.07653-0.1397i 0.09252-0.1112i 0.04573-0.1731i -0.1302-0.2108i 0.1024-0.07878i 0.09631-0.1016i 0.08532-0.1258i
November 0.2069-0.2351i 0.1619-0.2742i 0.3064-0.04207i
December 0.1316-0.08667i 0.07125+0.06142i 0.1345-0.06719i 0.1048-0.1494i 0.1275-0.1024i 0.1187-0.1250i 0.1262-0.1063i 0.1326-0.08157i
January 0.1542-0.2509i 0.2222-0.1755i 0.2623-0.08933i 0.2164-0.18421i
WE: the Washidu East quadrat; WW: the Washidu West quadrat (Adachi , 2015). Scientific names of Dictyostelia species:
P. pallidum: Polysphondylium pallidum; D. purpureum: Dictyostelium purpureum; and P. violaceum: Polysphondylium
violaceum. Blank values are either infinity, undefinable, or overflows.
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In the diffusion equation of the neutral theory of population genetics
(Kimura , 1964),
∂φ
∂t
=
1
2N
∆u =
λ
2N
u, (56)
where λ and u are an eigenvalue and an eigenfunction, respectively, and
φ = Nk/E(ΣN). Let a manifold M be constituted by s\{s = 1} (non-
degenerate as shown earlier). If we let fM = u/(2Nk), then fM is a Morse
function because the Hessian of fM is assumed to be nonzero. We would like
to know ∆fM = 0 to analyze the conditions under which the system is at equi-
librium. When f(x) is a function of genetic information, u = f(x)φ = E(s)
and the Dirac operator isDirac =
√
1/4−∆ =√1/4− s(1− s) = s−0.5. In
adapted/collapsed positions of the Riemann ζ zero values, the most promis-
ing virtual adaptation of |D|E(ΣN) is on the purely imaginary axis of the
Dirac operator if the Riemann hypothesis is true. Indeed, in our physical
model, the hypothesis is very likely to hold, as will be discussed below.
3.6. Geodesics of zeta-functions elucidate the mode of interaction within the
systems and its expansion
Let E be an elliptic curve over a rational Q of a Q-approximated conduc-
tor Nc = lnNk/ ln k = z − 1, defined above in the first part of the Results
section when discussing the Price equation. Let p be the corresponding prime
for each |D|E(ΣN) value, including p = 1 when π(|D|E(ΣN)) = 0, and consider
the Hasse-Weil L-function on Nc/Q:
L(s, E) =
∏
p
Lp(s, E)
−1, (57)
Lp(s, E) =


(1− anp−s + p1−2s), if p ∤ Nc or p = 1 when N(p) 6= 0,
(1− anp−s), if p( 6= 1) ‖ Nc when N(p) 6= 0,
1, if p2( 6= 1) | Nc when N(p) 6= 0 or N(p) = 0.
(58)
Note that an ideal Lp(s, E) is a conductor of L(s, E)|K when K is a finite
extension of a rational Q. When Lp ∤∞, the global Artin conductor L(s, E)
should be 1 or −1, and the system will fluctuate (Neukirch , 1999). Note
that if ℜ(s) > 2, L(s, E) converges as expected from the border between
populations and species (Katz , 2009).
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Considering that the geodesic N(p) in the Selberg zeta function, the
Hasse-Weil L-function on Nc/Q is
ζΓ(s) =
∏
p
(1−N(p)−s)−1. (59)
In the observed data for Dictyostelia (Table 2), in most cases, N(p)−s =
anp
−s − p1−2s, and |N(p)| is either 1 or 2/3 for the first order. The 95%
confidential intervals are 0.93 ± 0.03/0.66 ± 0.01 for species and 0.991 ±
0.007 for populations. A smaller an indicates a larger effect, and according
to Table 3, in nonevolving situations, the dominant species is independent
of the covariance of the Price equation, as is often the case for observed
species data, for which a0 is the smallest coefficient of the Eisenstein series.
For populations, |a1| is always the smallest. When the smallest coefficients
depend on ℜ(s), the first orders are the smallest for almost all cases, except
as discussed above. It also may occur when p ‖ Nc, |N(p)| = p or 2/3 ∗ p,
and in this case, the population/species will be in a branch cut. Nc is thus
related to the information of the lower hierarchy as Nk and to that of the
upper hierarchy as k. If the ratio of their logarithms is a multiple of p, the
branch cut becomes apparent.
Next, let us assume Q = [qa, qb, qc] = qaX
2 + qbXY + qcY
2,−qd =
q2b − 4qaqc. This assumption implies an interaction mode with the com-
plete parameters of the subpopulations X and Y in a particular popula-
tion/species. The Hurwitz-Kronecker class numbers H(qd) = Σ1/wQ in a
Jacobi theta function, which is a shadow of the Eisenstein series E(s), should
be |N(p)|, according to the trace formula (Zagier , 2000a). Now, consider qd
modulo 4 for the symmetrical case qa = qc. Unless Q = [qa, 0, qa] or [qa, qa, qa]
with wQ = 2 or 3, wQ should be unity (Zagier , 2000b). If H(qd) = 2/3, then
qa = 3 and qb = 0 because qa is an integer. Therefore, there is no het-
erointeraction between the subpopulations. The |N(p)| = 2/3 mode thus
represents a noninteracting mode. Furthermore, we exclude the cases with 2
or 3 zeros among qa, qb, qc because we require proper subpopulations as X, Y .
|N(p)| = 1 therefore implies an interacting mode with qa = qb = qc = 3
or a noninteracting mode with qa = qc = 2, qb = 0. Below, we will show
that the former is necessary. When the infinite generation ring Ar ⊂ C is
Ar = Z[{1/2} ∪ {1/qm | qm ≡ 3 mod 4}], the Hasse zeta
ζAr(s) =
∏
p≡1 mod 4
(1− p−s)−1
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has a possible analytic continuation in ℜ(s) > 0 and ℜ(s) = 0 is a natu-
ral boundary (Kurokawa , 1987). Since p in Table 2 is either 1 mod 4 or
[{1/2} ∪ {1/qm | qm ≡ 3 mod 4}], the 1 mod 4 part represents a character-
istic ζ with Mo¨bius neutrality. The [{1/2} ∪ {1/qm | qm ≡ 3 mod 4}] part
represents an infinite generation ring of the system; it has the property that
a certain combination of minimum spaces are not isomorphic to each other,
representing an asymmetry of the system, which is approaching a singularity
(Bott-Shapiro Lemma; Milnor (1969)). It is notable that the |N(p)| = 1
case demonstrates Lp ∤ ∞, and the |N(p)| = 2/3 case demonstrates Lp|∞;
therefore, they represent discontinuous and continuous courses, respectively
(Neukirch , 1999). In other words, the 1 mod 4 case is in the unique fac-
torization domain, and the 3 mod 4 case is not. From Table 1, Table 2,
and Adachi (2015), it is observed that the 3 mod 4 case is described as
being adapted stages, and the 1 mod 4 case is nonadapted stages. The 2
cases are at ramification and likely to be involved in Bose-Einstein conden-
sates with maximum Ts values, as described in later sections. Now consider
an odd prime p. The fields generated by p have an imaginary part when
p ≡ 1 mod 4, but not when p ≡ 3 mod 4. Since, in our model, the imaginary
part i is related to oscillation, p ≡ 1 mod 4 is still in the world of fluctuation,
and p ≡ 3 mod 4 is in a directional world. We use statistical mechanics to
expand this interpretation in what follows.
Note that a quartic potential Vp = φ > 0 represents a state that has
already occurred in ℜ(s) > 0, while Vp < 0 can represent a future state with
a normally divergent Eisenstein series. This is only converged/predictable
when [Vp = −φ, ℜ(s − 1) ≈ −1/(3φ) and ℑ(s − 1) ≈ ±e−1/(3φ)] (note
that it is bosonic; Marino˜ (2014)). Bridgeland (2002) showed that three-
dimensional minimal models are not unique, but they are unique at the level
of a derived category. For additional support for this idea, see Shimodaira
(2008), in which the variations in multiscale bootstrap analysis are expanded
from positive to negative values, rendering the Bayesian nature of bootstrap
analysis in the plus values of ℜ(s) converted to frequentist probability in the
minus values of ℜ(s) as in Shimodaira (2008). Consider the situation when
s = w+1. Because our model assumes a zero-sum patch game with neutrality
as the null hypothesis, bootstrapping is an analog of the situation, especially
when ℜ(s) > 0. With this reversing of curvature, the expected future of
ℑ(s) as a Bayesian principle could be converted to a frequentist principle
predicting further in the future. More specifically, the predictable points are
32
usually close to the real axis, and the trivial zeros of the Riemann ζ (−1/3φ =
−2ls,ℑ(s−1) = 0) can be used to predict the adaptation/disadaptation of the
population/species of interest. In Washidu East, this can be observed during
June for P. pallidum (−1/3φ = −2.044, adaptation in next month) and
during September for D. purpureum (−4.148, disadaptation in next month);
in Washidu West, it can be observed during July for D. purpureum (−1.954,
disadaptation in next month) and during October for P. violaceum (−3.830,
disadaptation in next month). For simplicity, consider the Hurwitz zeta
function:
ζ(w, k) =
∞∑
n=0
1
(k + n)w
. (60)
For any k, −ζ(w, k) with a negative w value is equal to B−w+1(k)−w+1 =
∫
B−w(k)dk+
CB, where B−w(k) is a Bernoulli number and CB is a constant of integra-
tion. That is, for any −w of a positive even number, it becomes 0. Summing
all values with differing k from 1 to the number of population/species, it is
still 0. This means for any −w of a positive even number, the integrated
output of all the interactions from all the population/species can be repre-
sented as |ζ(w, k)| = 0 and it means population burst/collapse of the pop-
ulation/species. Hence why we can deduce the outcome of the future from
negative even w values.
In this sense, when there is zero variation, the bootstrapping process
becomes machine learning (Shimodaira et al. , 2011) and it is analogous to
measurement. Since ℜ(s−1) = 0 (ℜ(s) = 1 for observer k = 1 in population)
is a natural boundary of the system ζ , harmonic neutrality determines what
types of behavior can be observed in the system. When two randomly selected
integer constitutes are disjoint, the probability is 1/ζ(2) = 6/π2. Distributing
this to the positive and negative ℜ(s − 1) planes results in a probability
of 3/π2. The probability of being an observer, which corresponds to the
nondisjoint case, is therefore 1 − 6/π2. That is, the probabilities for µ(n) =
0, 1,−1 are 1 − 6/π2, 3/π2, 3/π2. This case is very likely to occur in our
statistical model and thus for nontrivial zeros of ζ , ℜ(s− 1) = 1/2 (Denjoy ,
1931). Furthermore, the absolute Riemann hypothesis can be rewritten as
follows:
ζh(s, ρ) =
∏
α
ζh(s− α)mult(α) = 0,∞⇒ ℜ(s) ∈ 1
2
Z, (61)
where ζh is an absolute zeta function and α ∈ Ri. In our biological model
without considering future (ℜ(s) > 0), ζh(s, ρ) = 0,∞ means s = 0, 1 and so
33
obviously, this condition is fulfilled.
3.7. Use of statistical mechanics in the model
From the initial presentation, we could demonstrate eigenvalue-like val-
ues, eigenfunction-like functions, and interaction modes of the model. How-
ever, we can apply statistical mechanical concepts (Fujisaka , 1998; Banavar et al. ,
2010) to the dynamics of populations and species to demonstrate their macro-
scopic phase transitions. For this, we considered distinguishable individuals
with Boltzmann statistics and indistinguishable individuals with Bose statis-
tics (Banavar et al. , 2010). Please note that this is not a generalized ap-
proach for applying statistical mechanics to ecology; we use it to prove the
existence of Bose-Einstein condensation in an adaptive species. Our approach
is different from (1 + 1)-dimensional phase transitions and Bose-Einstein con-
densation, such as was described by (Bianconi et al. , 2009). According to
the main body of this manuscript, we need more dimensions. Furthermore,
our model is based on empirical data, not merely theory; it is not appropriate
for living organisms that have significantly high rates of immigration, and
we avoid the difficulties caused by considering dynamics in physical spaces.
As in the unified neutral theory (Hubbell , 1997, 2001) and in the model of
a Dictyostelia community (Adachi , 2015), the number of individuals within
a population/species is denoted as Nk. The population has a logarithmic
distribution for the rank of the number of individuals k, which is equal to the
number of individuals within a population in a particular patch. For species,
the average number of individuals of a particular species in a particular patch
is calculated, and the distribution is roughly approximated by a logarithm
before comparison to a population. Recall that
Nk = a− b ln k. (62)
Let us assume a binary condition, in which +1 polarity is defined as the
tendency for an individual to replicate and -1 polarity is the tendency to die.
In this situation, the probability of +1 polarity determines the increase in
the population or species, which is denoted as κ, and -1 polarity determines
the decrease, which is denoted as κ′. The overall polarity of each patch is
denoted as ±h. Note that the assumption here implies a cooperative increase
or decrease in the number of individuals, which is likely to be the case in a
biological system. Assuming a canonical ensemble, and assuming that the
microstate probability (not microcanonical ensemble) is Pm = e
−qsh, the
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macrostate is the sum of the states with polarity h and −h:
κ =
eqsh
Z
, (63)
κ′ =
e−qsh
Z
, (64)
Z = eqsh + e−qsh, (65)
where Z is a partition function, and qs is a parameter. In this context, the
Helmholtz free energy F equals the number of individuals. We also assume
h = F for determining the polarity of a patch with F energy. Note that h
becomes an intensive parameter within a particular patch of an intra-acting
population; note that this is not purely intensive, as is the case in physics. We
assume a positive boundary condition, as required by the Lee-Yang theorem,
and we assume an infinite volume limit of F (Tasaki and Hara , 2015). In the
theorem, ℜ(h) > 0 is required by the holomorphic condition in the positive
boundary condition, and it holds in this case.
This model was applied to empirical data from both a population and
a species to observe the differences between them. Initially, the free en-
ergies of independent individuals in a particular environment without time
development (this model neglects time) were set to be equal, and for sim-
plicity their sum was set to equal the number of individuals. As an infor-
mational analogue with a novel assumption, we set the Gibbs free energy
to G = Nk (individuals/g soil; this was not normalized to reflect the spa-
tial scale of the system); the individual living organisms were considered
to be the source of free energy. The immigration rate is mi; the enthalpy
is H = a − mib ln k, which was not defined by Harte et al. (2008); the
absolute temperature is Ts = (1 − mi)b, which can be converted to the
Lagrange multiplier λ1 (Harte et al. , 2008) = α/Nk (Fisher et al. , 1943)
= θ/Nk (Hubbell , 2001) = 1/(NkTs); and the entropy in this model, the
self-information/surprisal (Tribus , 1961) of the probability that the first-
ranked populations/species interact with the population/species of interest,
is simply ln k for the kth ranked population/species. Note that ln k is equal
to Kullback-Leibler divergence of
∑n
i=1 pi ln
pi
q1
with n = 1, pi = 1, qi = 1/k,
the interaction probability from the first ranked population/species as stated
before. This is different from the information entropy: Ie = −Σp(n) ln(p(n)),
which is the average of the overall information entropy in the system. This
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idea is similar to that of Dewar and Porte´ (2008) when the information en-
tropy is H(p||q) = −Σp ln p/q = Σ ln q, where p is the probability of the
first-ranked population/species, and to that of Banavar et al. (2010) when
the relative entropy HC−G(~P ) ≡ −ΣPi lnPi/P0i = Σ lnP0i, where Pi is the
probability of the first-ranked population/species. Note that Ts is an inten-
sive parameter within the observed intra-active community, and it depends
on the scaling of N ; it is not purely intensive, as in thermodynamics. Fur-
thermore, the format Nk = a − b ln k is only achieved when the system
is in equilibrium, and mixing the systems does not maintain linearity of
the parameters. Based on the immigration rate mi, the internal energy is
U = (1−mi)a, and the emigrant population (work sent outside the system)
is equal to mi(a − b ln k). These assumptions reflect that G = H − TsS,
H = U + (emigrant population), entropy = ln(the number of states), and
Nk = a − b ln k. Overall, the number of individuals is analogous to the free
energy, and the rank of the population/species can be interpreted as the
information represented by the entropy. The temperature Ts is a characteris-
tic parameter of the distribution of the populations/species per gram of soil,
which reflects the extent of domination. For constant G andH , as the entropy
grows, Ts becomes smaller, analogous to the flow of heat from a warmer to a
cooler environment; this is thus analogous to the second law of thermodynam-
ics. Further, this is analogous to the equation P = E − ST in Arnold et al.
(1994), where P is the free energy (growth rate), E is the mean energy
(reproductive potential), T−1 is the inverse absolute temperature (genera-
tion time τ), and S is the Gibbs-Boltzmann entropy (population entropy
−τH). According to the theory of statistical mechanics (Fujisaka , 1998),
qs = 1/(1 −mi)b, Mq(Ts) = eN , and φ(qs) = qsF = a/b − ln k · 1/(1 −mi).
The Lagrangian L = (kinetic energy)− (potential energy) of the system is
thus U − (1 − mi)Nk = Ts ln k. The calculations based on actual data for
Dictyostelia (Adachi , 2015) are shown in Table 4 (mi < 10
−3 << 1 and
G ≈ F ). When N >> 1, the correlation function Cq and the spectrum
intensity Iq are defined as
Cq(t) = Cq(0)e
−γqt, Cq(0) =
4U2κκ′
γ2q
, (66)
Iq(ω) = Cq(0)
2γq
ω2 + γ2q
, (67)
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Table 4: Statistics of the PzDom model.
WE (population) N¯ ≈ G¯ ≈ F¯ ≈ h¯ ΣN u ≈ a Ts ≈ b qs κ κ
′ φ(qs) γq ω Iq(ω) Mmean W E(T ) Tc S
May 288 288 1373 913.4 0.001095 0.6525 0.3475 0.315 3.007 0.5 122441 0.305 943 -25262 2090 -34.3
June 1302 1302 3234 1335 0.000749 0.8755 0.1245 0.975 4.845 0.5 79340 0.751 1734 -1273125 2090 -27.48
July 1346 1346 4138 1932 0.000518 0.8011 0.1989 0.697 4.283 0.5 273928 0.6023 2235 -1091372 2090 -12.57
August 1762 1762 5258 2457 0.000407 0.8075 0.1925 0.717 4.28 0.5 432522 0.6151 2864 0 2090 0
September 1007 1007 3645 1946 0.000514 0.7379 0.2621 0.518 3.746 0.5 384187 0.4758 2117 -482733 2090 -12
October 1302 1302 3502 1537 0.000651 0.8447 0.1553 0.847 4.557 0.5 134371 0.6895 1888 -1168407 2090 -23.52
November 221 221 874.4 355.1 0.002816 0.7762 0.2238 0.622 4.925 0.5 8806 0.5523 400 -26922 2090 -41.65
December 383 383 985.3 308.6 0.00324 0.923 0.077 1.242 6.385 0.5 2107 0.846 453 -124239 2090 -42.21
January 301 301 1204 663.4 0.001507 0.7124 0.2876 0.454 3.63 0.5 48754 0.4248 708 -38460 2090 -37.77
WE (P. pallidum) Nk ≈ G ≈ F ≈ h ΣN u ≈ a Ts ≈ b q κ κ
′ φ(q) γq ω Iq(ω) Mmean W E(T ) Tc S
May 0 76 76 109 0.009174 0.5 0.5 0 1.386 0.5 3792 0 - 0 1500 -37.3
June 123 384 211.9 140.5 0.007117 0.8513 0.1487 0.872 3.016 0.5 1613 0.7025 174 -10552 1500 -36.87
July 1282 1282 1282 1849 0.000541 0.8 0.2 0.693 1.386 0.5 698365 0.6 2136 0 1500 0
August 1561 1561 1561 2252 0.000444 0.8 0.2 0.693 1.386 0.5 1035801 0.6 2601 0 1500 0
September 901 1007 900.6 1145 0.000873 0.8282 0.1718 0.787 1.573 0.5 215394 0.6564 1372 -532363 1500 -18.84
October 1069 1104 1069 1492 0.00067 0.8074 0.1926 0.717 1.433 0.5 430622 0.6148 1739 -702886 1500 -2.83
November 60 161 100.8 58.8 0.016998 0.8849 0.1151 1.02 3.426 0.5 201 0.7698 78 -2771 1500 -37.96
December 190 200 189.6 273.5 0.003657 0.8 0.2 0.693 1.386 0.5 15276 0.6 316 -21559 1500 -35.02
January 29 29 28.9 41.7 0.023994 0.8 0.2 0.693 1.386 0.5 355 0.6 48 -501 1500 -38.19
WE (D. purpureum) Nk ≈ G ≈ F ≈ h ΣN u ≈ a Ts ≈ b q κ κ
′ φ(q) γq ω Iq(ω) Mmean W E(T ) Tc S
May 76 76 75.6 109 0.009174 0.8 0.2 0.693 1.386 0.25 2656 0.6 126 -3425 1500 -37.3
June 209 384 211.9 140.5 0.007117 0.9514 0.0486 1.487 3.016 0.25 602 0.9027 231 -39390 1500 -36.87
July 0 1282 1282 1849 0.000541 0.5 0.5 0 1.386 0.25 1194304 0 - 0 1500 0
August 0 1561 1561 2252 0.000444 0.5 0.5 0 1.386 0.25 1771367 0 - 0 1500 0
September 107 1007 900.6 1145 0.000873 0.5464 0.4536 0.093 1.573 0.25 402946 0.0929 1148 -1057 1500 -18.84
October 35 1104 1069 1492 0.00067 0.5117 0.4883 0.023 1.433 0.25 753243 0.0233 1492 -28 1500 -2.83
November 0 161 100.8 58.8 0.016998 0.5 0.5 0 3.426 0.25 502 0 - 0 1500 -37.96
December 0 190 189.6 273.5 0.003657 0.5 0.5 0 1.386 0.25 26124 0 - 0 1500 -35.02
January 0 29 28.9 41.7 0.023994 0.5 0.5 0 1.386 0.25 607 0 - 0 1500 -38.19
WE (P. violaceum) Nk ≈ G ≈ F ≈ h ΣN u ≈ a Ts ≈ b q κ κ
′ φ(q) γq ω Iq(ω) Mmean W E(T ) Tc S
May 0 76 75.6 109 0.009174 0.5 0.5 0 1.386 0.25 4150 0 - 0 1500 -37.3
June 52 384 211.9 140.5 0.007117 0.6784 0.3216 0.373 3.016 0.25 2837 0.3568 147 -981 1500 -36.87
July 0 1282 1282 1849 0.000541 0.5 0.5 0 1.386 0.25 1194304 0 - 0 1500 0
August 0 1561 1561 2252 0.000444 0.5 0.5 0 1.386 0.25 1771367 0 - 0 1500 0
September 0 1007 900.6 1145 0.000873 0.5 0.5 0 1.573 0.25 406453 0 - 0 1500 -18.84
October 0 1104 1069 1492 0.00067 0.5 0.5 0 1.433 0.25 753652 0 - 0 1500 -2.83
November 101 161 100.8 58.8 0.016998 0.9685 0.0315 1.713 3.426 0.25 61 0.937 108 -9517 1500 -37.96
December 0 190 189.6 273.5 0.003657 0.5 0.5 0 1.386 0.25 26124 0 - 0 1500 -35.02
January 0 29 28.9 41.7 0.023994 0.5 0.5 0 1.386 0.25 607 0 - 0 1500 -38.19
WW (population) N¯ ≈ G¯ ≈ F¯ ≈ h¯ ΣN u ≈ a Ts ≈ b q κ κ
′ φ(q) γq ω Iq(ω) Mmean W E(T ) Tc S
May 199 199 837.7 491.1 0.002036 0.6921 0.3079 0.405 3.411 0.5 29497 0.3842 518 -15198 2090 -39.99
June 1266 1266 3590 1611 0.000621 0.8281 0.1719 0.786 4.457 0.5 163710 0.6562 1930 -1052479 2090 -21.89
July 1136 1136 3123 1294 0.000773 0.8527 0.1473 0.878 4.827 0.5 86210 0.7055 1611 -910738 2090 -28.21
August 1621 1621 4799 2244 0.000446 0.8092 0.1908 0.723 4.277 0.5 358627 0.6185 2622 0 2090 0
September 1917 1917 3329 992.7 0.001007 0.9794 0.0206 1.931 6.708 0.5 5888 0.9588 2000 -3524889 2090 -33.13
October 1256 1256 3562 1598 0.000626 0.8281 0.1719 0.786 4.457 0.5 161072 0.6562 1914 -1035555 2090 -22.18
November 467 467 2483 1813 0.000552 0.6259 0.3741 0.257 2.739 0.5 543887 0.2519 1853 -54850 2090 -16.64
December 1217 1217 3870 1887 0.00053 0.7841 0.2159 0.645 4.102 0.5 289622 0.5682 2142 -841208 2090 -14.25
January 262 262 1249 830 0.001205 0.6528 0.3472 0.316 3.009 0.5 100983 0.3056 857 -20976 2090 -35.5
WW (P. pallidum) Nk ≈ G ≈ F ≈ h ΣN u ≈ a Ts ≈ b q κ κ
′ φ(q) γq ω Iq(ω) Mmean W E(T ) Tc S
May 0 83 82.7 119.3 0.008385 0.5 0.5 0 1.386 0.25 4969 0 - 0 1500 -37.16
June 147 147 146.7 211.6 0.004726 0.8 0.2 0.693 1.386 0.25 10009 0.6 244 -12907 1500 -35.89
July 80 615 331.1 211.3 0.004733 0.6807 0.3193 0.379 3.134 0.25 6153 0.3615 221 -2314 1500 -35.9
August 1330 1511 1330 1658 0.000603 0.8327 0.1673 0.802 1.605 0.25 466030 0.6654 1999 0 1500 0
September 809 1535 881.8 691.6 0.001446 0.9121 0.0879 1.17 2.55 0.25 29776 0.8243 982 -539782 1500 -28.43
October 799 905 798.8 998.5 0.001002 0.832 0.168 0.8 1.6 0.25 170039 0.664 1203 -423678 1500 -22.39
November 336 336 335.6 484.1 0.002066 0.8 0.2 0.693 1.386 0.25 52393 0.6 559 -67559 1500 -31.87
December 711 711 711 1026 0.000975 0.8 0.2 0.693 1.386 0.25 235299 0.6 1185 -303407 1500 -21.77
January 99 99 99 142.8 0.007001 0.8 0.2 0.693 1.386 0.25 4561 0.6 165 -5881 1500 -36.84
WW (D. purpureum) Nk ≈ G ≈ F ≈ h ΣN u ≈ a Ts ≈ b q κ κ
′ φ(q) γq ω Iq(ω) Mmean W E(T ) Tc S
May 83 83 82.7 119.3 0.008385 0.8 0.2 0.693 1.386 0.25 3180 0.6 138 -4100 1500 -37.16
June 0 147 146.7 211.6 0.004726 0.5 0.5 0 1.386 0.25 15640 0 - 0 1500 -35.89
July 215 615 331.1 211.3 0.004733 0.8842 0.1158 1.016 3.134 0.25 2899 0.7684 280 -35447 1500 -35.9
August 181 1511 1330 1658 0.000603 0.5543 0.4457 0.109 1.605 0.25 826373 0.1086 1665 0 1500 0
September 77 1535 881.8 691.6 0.001446 0.5554 0.4446 0.111 2.55 0.25 91753 0.1109 694 -657 1500 -28.43
October 0 905 798.8 998.5 0.001002 0.5 0.5 0 1.6 0.25 304145 0 - 0 1500 -22.39
November 0 336 335.6 484.1 0.002066 0.5 0.5 0 1.386 0.25 81864 0 - 0 1500 -31.87
December 0 711 711 1026 0.000975 0.5 0.5 0 1.386 0.25 367654 0 - 0 1500 -21.77
January 0 99 99 142.8 0.007001 0.5 0.5 0 1.386 0.25 7126 0 - 0 1500 -36.84
WW (P. violaceum) Nk ≈ G ≈ F ≈ h ΣN u ≈ a Ts ≈ b q κ κ
′ φ(q) γq ω Iq(ω) Mmean W E(T ) Tc S
May 0 83 82.7 119.3 0.008385 0.5 0.5 0 1.386 0.1667 5057 0 - 0 1500 -37.16
June 0 147 146.7 211.6 0.004726 0.5 0.5 0 1.386 0.1667 15918 0 - 0 1500 -35.89
July 320 615 331.1 211.3 0.004733 0.9539 0.0461 1.514 3.134 0.1667 1250 0.9077 353 -92951 1500 -35.9
August 0 1511 1330 1658 0.000603 0.5 0.5 0 1.605 0.1667 847392 0 - 0 1500 0
September 649 1535 881.8 691.6 0.001446 0.8672 0.1328 0.938 2.55 0.1667 43018 0.7344 884 -309230 1500 -28.43
October 107 905 798.8 998.5 0.001002 0.5532 0.4468 0.107 1.6 0.1667 304735 0.1064 1002 -1211 1500 -22.39
November 0 336 335.6 484.1 0.002066 0.5 0.5 0 1.386 0.1667 83322 0 - 0 1500 -31.87
December 0 711 711 1026 0.000975 0.5 0.5 0 1.386 0.1667 374202 0 - 0 1500 -21.77
January 0 99 99 142.8 0.007001 0.5 0.5 0 1.386 0.1667 7253 0 - 0 1500 -36.84
The statistics are described in the text. WE: the Washidu East quadrat; WW: the Washidu West quadrat (Adachi ,
2015). Scientific names of Dictyostelia species: P. pallidum: Polysphondylium pallidum; D. purpureum: Dictyostelium
purpureum; and P. violaceum: Polysphondylium violaceum. N is the average number of cells per 1 gram of soil. Note that
a values are not based on averages, but on the actual distribution of the number of each population or species. Red in-
dicates thatW ≈ Ts, which means that the given system approximately reached the maximum value of Ts for that species.
where
γq = 2Uqs. (68)
Note that under low temperatures (temperatures lower than the critical tem-
perature), the correlation function is not unique (Tasaki and Hara , 2015).
The estimated values for U, Ts, qs, κ, κ
′, φ(qs), γq, ω, and Iq(ω) are presented
in Table 4. Compared with populations, species exhibit more stable dynam-
ics, and this is evident in the values we observe for γq. Noting that the
time scale of the observations is a month, we observe that populations rise
and fall over a time scale of approximately a week, while the time scale for
species is on the order of approximately three weeks. As expected (Adachi ,
2015), the climax species Polysphondylium pallidum shows less contrast than
does the pioneering species Dictyostelium purpureum/Polysphondylium vio-
laceum; this is evident in the value of Iq(ω).
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3.8. Adaptation of species
When a system is stimulated by h = F , the polarity is
M = Nk · Z−1(eqsh − e−qsh) = Nk · tanh(qsh). (69)
For spontaneous polarity, we have M 6= 0. Once adapted, the averaged
polarities (M
mean
= M/Nk) of the three dominant species, P. pallidum, D.
purpureum, and P. violaceum, were larger and showed better adaptation than
those of the individual averaged populations. As we see from considering the
Weiss field h = WM
mean
, M
mean
is a solution of M . Note that W is an
intensive parameter within a particular intra-active patch, as is the case for
the definition of h. In a Weiss field, Ts > W results in chaos and Ts < W
results in order, and thus W is likely to be the upper limit on Ts in the
ordering (increasing) of a particular species. That is, a long-range order is
only achieved when Ts < W , and if Ts > W , the output is disordered chaos
(Tasaki and Hara , 2015). Ts = W is not applicable to this system, due to
the mean-field approximation of the Weiss field. M
mean
and W are listed in
Table 4; note that some results reach the upper limit of Ts ≈ W , indicating
adaptation of a particular species denoted by W (Table 4, red characters).
The value ofW for the species is lower than that for the populations, indicat-
ing that the given species is easily able to dominate the overall population.
If we set the long-range order parameter per individual to p(Ts) = M
2
mean
(Tasaki and Hara , 2015), empirically, p(Ts) ≤ 0.01 seems to be an indicator
of a stably adapted condition (Table 4). Comparing Table 1 with Table 4,
except for (ℜ(s),ℑ(s), m) = (2.056, 275.5, 2.994), they correspond to each
other and are similar to a Bose-Einstein condensation (Tasaki and Hara ,
2015). The distinguishable individuals ought to behave as mutually exclu-
sive fermions, but they could be treated as bosons, even when the number of
fermions is known; when their number is large, they can be approximated as
bosons. Bose-Einstein condensation is thus achieved, but only for the case
in which m ∼ 0.
Near the critical point Ts ≈ Tc, Mmean is small and the susceptibility is
approximately
χT = U
′(qs) ∝ |Ts − Tc|−1(Curie−Weiss law). (70)
For the values of U ′(qs) that approach infinity, in Figure 2, we graph qs versus
U(qs). Note that in both of the quadrats in the study region (Washidu East
and Washidu West), the species we consider seem to have two phases for any
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given number of individuals; for small qs, there is a species domination phase,
and for large qs, there is a chaotic phase without species differentiation. For
the populations as a whole, we note that the Washidu East and Washidu
West populations each have two phases for the total number of individuals;
again, for small qs there is a domination phase, and for large qs there is a
chaotic phase of individuals. From each quadrat, we averaged three temper-
atures that were close to U ′(qs) as it approaches infinity, and we determined
that the critical temperature is Tc = 2090 ± 50 (95% confidence) for popu-
lations and 1500 ± 500 for species. This indicates that when Ts >∼ 2090,
one population can uniquely dominate; when Ts ∼ 1500–2090, no population
dominates, but a species can uniquely dominate. When Ts <∼ 1500, neither
populations nor species dominate, and the system is chaotic, although the
tendency of populations and species to increase still remains for Ts < W .
These results are consistent with those obtained by considering the Weiss
field, W . Note that the critical point Tc and Weiss field W are conceptu-
ally different: the former represents discontinuity of the overall phase, and
the latter represents the conversion between ordered and disorders states
(Tasaki and Hara , 2015). Above the critical temperature for species, con-
version between the dominating species phase and the increasing population
phase is continuous, not discrete (Tasaki and Hara , 2015). The domination
phases and tendency to increase for each population or species are shown in
Figure 3.
Furthermore, Ts < Tc increases the internal energy,
E(Ts) = −N¯h tanh(qsh) ≈ −N¯qsh2, (71)
when N¯ is Nk averaged over patches in populations or species. When Ts > Tc,
E = 0, and when Ts < Tc, E is proportional to Tc − Ts. The specific heat
Cs(= ∂E/∂Ts|h=0) is 0 at or above Tc, it is finite at or below the Tc, and
it has a sudden increase at Tc. Usually, species have higher internal energy
than do populations. The critical point can be determined by using data
specific to a given species; note that there are several phases for population
and species, including domination, increasing, and chaos.
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Figure 2: U(qs) for Dictyostelia fitted with power functions.
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Figure 3: W/Tc/Ts dynamics. P. pallidum: Polysphondylium pallidum; D. purpureum:
Dictyostelium purpureum; P. violaceum: Polysphondylium violaceum. Dark blue shading
indicates a phase in which the given population dominates; light blue indicates a phase
in which a population is increasing; dark green indicates a particular species dominates;
and light green indicates that a particular species is increasing. Populations include all
species within the system, and are thus not restricted to the species labeled at the top of
each figure. 41
3.9. Introducing large S, an order parameter
For the population space defined above and the volume of the system
V = 1 for 1 gram of soil, we define S near the critical points as follows:
f{S} = f0 + A′S2 +B′S4 − h′S, (72)
where f = F ≈ G is the Hamiltonian; h′ is the flow of the population from
outside; and f0, A
′, and B′ are coefficients approximated by an expansion and
assuming B′ > 0 and A′ = A′′(Ts−Tc), in which A′′ is another approximated
coefficient. At equilibrium,
∂f
∂S
= 4B′S3 + 2A′′(Ts − Tc)S − h′ = 0, (73)
and the solution is the order parameter. When h′ = 0, S = 0 is the only
solution of Ts > Tc. An additional solution, S ≈ ±(Tc − Ts)1/2, exists
when Ts < Tc, with h
′ breaking the symmetry. The isothermal suscepti-
bility is χT ≈ |Ts − Tc|−1. When Ts = Tc, we have S ≈ h′1/3. When C0 =
−Ts∂2f0/∂T 2s , we have the specific heat Cs = C0 at Ts > Tc, Cs = TsA′′2/2B′
at Ts < Tc, and a jump at Ts = Tc. The calculated values of S are listed in
Table 4. The results indicate that there is a tendency towards order when a
population or species dominates.
3.10. Application of the type IV Painleve´ equation to an X2 system
We will now discuss the development of time-related function t (time
is actually t2) in our system. Assume that X2, XY, Y 2 (instead of X, Y ,
as modeling the selection of the interactions among X, Y ; that is, X2, Y 2
correspond to NX , NY and XY is a term of interaction) obey the Lotka-
Volterra equations, which are equivalent to the type IV Painleve´ equations:
dX2
dt
= X2(XY −Y 2), dXY
dt
= −XY (X2+Y 2), dY
2
dt
= Y 2(XY −X2). (74)
The system represents the adaptive species situation discussed in the pre-
vious subsection and has the required symmetry. If the second equation
is converted to dXY
dt
= XY (X2 + Y 2), then the system becomes coopera-
tive. To obtain X˙ , simply divide the equation by 2X . Now let us consider
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NP (t) = 1/X . We apply the Verhulst logistic equation model proposed by
Lizama and Mesquita (2013):
dNP (t)
dt
= NP (t)(aP (t)− bP (t)NP (t)). (75)
Therefore, aP (t) = −XY/2, bP (t) = −XY 2/2, and if we set cP (t) = eY ,
NP (t+ 1) = NP (t)
1
1+ 1
b cP (t)
1
b(1+ 1
b
) , (76)
and t = b argD is properly selected. Note that a gauge function ht(tt) will
be (ln t−1t )
mh−1 where tt = e−
1
b and mh = ℜ(s) (Lapidus et al. , 2017). From
this, it is clear that the root of time is proportional to the temperature b of
Nk = a− b ln k (not b(t) in the above equation), and the inverse temperature
is related to the root of generation time, which is the inverse of t. Next,
consider an absolute zeta function
ζGm/F1(s) =
s
s− 1 =
s
w
, (77)
when Gm = GL(1). Note that s/w is the value of s for a particular group
during the previous time step. Therefore, argw = argD = 1/b (time and
argD are measured in opposite directions). If we consider G : H/|H|×R×R
in terms of introducing ℑ(s) to explain adaptation/disadaptation of a species,
there is a unique irreducible unitary representation ρG : G→ GL(W ), besides
an isomorphism, and for any cG ∈ H/|H|,
ρG(cG) = cGIdW (78)
when IdW is an identity mapping (Stone-von Neumann theorem; Stone
(1930); von Neumann (1931, 1932); Stone (1932)). This representation
characterizes the system, which is still not possible at this moment.
Let us further expand this approach. Consider the Gauss equation with
rational α, β, γ:
t(1− t)y′′ + {γ − (α + β + 1)t}y′ − αβy = 0. (79)
If we select a quotient of two linearly independent solutions of the equation,
wy(t) = y1/y2, the Schwarz equation is
(
w′′y
w′y
)′ − 1
2
(
w′′y
w′y
)2 =
1
2
(
1− λ2
t2
+
1− µ2
(t− 1)2 +
λ2 + µ2 − ν2 − 1
t(t− 1) ) (80)
43
when λ2 = (1−γ)2, µ2 = (γ−α−β)2, and ν2 = (α−β)2. Next, consider y =
D. When b 6= 0, the branch points of wy: t = 0, 1,∞ are argD = 0, 1/b,∞,
respectively. Since argD should be λπ, µπ, νπ, respectively, we obtain γ = 1
and γ − α− β = ±1/(bπ). Therefore,
w′y =
y1
y2
=
constance t−γ(t− 1)γ−α−β−1
y22
=
constance t−1(t− 1)± 1bpi−1
y22
,
(81)
and y1 = y2 = D results in
D = ±
√
constance
t(t− 1)1∓ 1bpi . (82)
Assuming t proceeds in the negative direction (because D > 1),
Dt−1 =
√
(t− 1)∓ 1btpi t
(t− 2)1∓ 1bt−1pi
Dt (83)
when t 6= 0, 1,∞ (double-signs correspond). Thus,
D =
{
(t− 1)∓ 1btpi t
(t− 2)1∓ 1bt−1pi
} 1
2t
. (84)
For t = 0, 1,∞, consider the Gauss hypergeometric function:
FG(aF , bF , cF ; zF ) =
Γ(cF )
Γ(aF )Γ(cF − aF )
∫ 1
0
taF−1F (1−tF )cF−aF−1(1−tF zF )−bF dtF .
(85)
The solutions for t = 0 are
y1,0 = FG(α, β, γ; t) =∞, (86)
y2,0 = t
1−γFG(α− γ + 1, β − γ + 1, 2− γ; t) =∞. (87)
The solutions for t = 1 are
y1,1 = FG(α, β, α+ β − γ + 1; 1− t) =∞, (88)
y2,1 = (1− t)γ−α−βFG(γ − α, γ − β, γ − α− β + 1; 1− t) =∞. (89)
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Figure 4: Plots of observed and expected D values in the time-dependent model, and
individual ℜ(s)ldynamics from the lemniscate.
These solutions arise from the assumptions of our biological model. The
actual converged values of D, including t = 2, should be validated either
by observation or by calculation from other time points. The solutions for
t =∞ are
y1,∞ = t−αFG(α, α + 1− γ, α− β + 1; 1/t) = 0, (90)
y2,∞ = t
−βFG(β, β + 1− γ, β − α+ 1; 1/t) =∞, (91)
as expected. For the purposes of model validation, we neglect the values
from populations because t is usually close to 1 or 2, indicating the values
are not converging (chaos). Setting bt ∼ bt−1 when t >> 1, we examined 21
calculable values of species and omitted three values (October for Washidu
West D. purpureum, N = 0; August for Washidu West P. violaceum, N = 0;
and September for Washidu West P. violaceum, ℜ(s) = 0.32, which is too
small); the observed/expected D values are shown in Figure 4. A Student’s t
test indicated that our model was a good fit to the observations (p = 0.809).
Pearson’s χ2 similarly indicated the extent of the match (χ2 = 1.281, p =
1.000).
For population-level dynamics, it is difficult to predict outputs directly
because of the chaotic situation. However, we can introduce a newly defined
ℜ(s)l as follows. Consider a lemniscate function of
r2 = 2a2l cos 2θ, argD = r =
1
b
t, al =
1
b
. (92)
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We can set an almost confluent situation of individual population growth
with b ∼ 1 and E(ΣN) ∼ 1. Since θ = arg argD = 2πeRe(s)l ,
ℜ(s)l = ln{
arccos(1
2
t2)
4π
}. (93)
The values among populations are likely to be negative and sometimes close
to −3. The trend is adaptive/disadaptive when the value is ∼ −3. From
these calculations, we can estimate the overall trend of the growth/decline
of a metapopulation; see the right panel in Figure 4.
3.11. Development of the model by web-based formalism
Here, we introduce an analogy to supersymmetry to further describe the
time development of our model. This is Hodge-Kodaira decomposition for φ
function:
Iφj(ℜ(s)) =
⊕
ps+qs=j
Iφps,qs(ℜ(s)), (φps,qs(ℜ(s)) = φqs,ps(ℜ(s)) = φps,qs(−ℜ(s)),
(94)
where I : φ→ v = lnNk/ lnℑ(s) for cohomology group as in Adachi (2017).
First, consider Bochner’s conjecture: for φ to be a characteristic function
of the probability, the following three conditions are both necessary and
sufficient: (I) |φ|/2 is a positive constant; (II) |φ(ℜ(s))|/2 is continuous when
ℜ(s) = 0; (III) |φ(0)|/2 = 1. Therefore, φ(−ℜ(s)) = φ(ℜ(s)). Next, we
consider the transactional interpretation of quantum physics (Cramer , 1986),
or Hodge-Kodaira decomposition to explain the time symmetry of our model.
Based on this, we develop a supersymmetry matrix:
1
2
(
F4 : φ(ℜ(s)) F1 : φ(−ℜ(s))
F2 : −φ(−ℜ(s)) F3 : φ(ℜ(s))
)
,
where combinations of F4/F1 and F3/F2 are advanced/retarded waves and
the determinant 1
2
(F4F3-F1F2) is past–future. Here, φ(ℜ(s))/φ(−ℜ(s)) is
the absorber/observer, and −φ(−ℜ(s))/φ(ℜ(s)) is the emitter/observant;
note that φ(ℜ(s)) is the past and −φ(−ℜ(s)) is the future. In a complex-
based system, the (−1 + i)-adic system can be used to represent all complex
numbers, whereas the (1− i)-adic system cannot (Knuth , 1997). Moreover,
when n is natural, only −n± i can be used to represent all complex numbers.
Thus, F1 of the observer represents the information of all possible futures,
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while the observed F4 cannot represent all possibilities; this results in an
asymmetry between the past and future. Although all scenarios may have
been part of the past, the future is restricted to a particular scenario. In
the same way, F2 cannot represent all possibilities, but F3 can. This is the
opposite of the relationship between the observant and observer.
To expand this interpretation, consider [advanced–retarded] waves as a
realization of the future population, F4−F1 and F3−F2, in the (±1±i)-adic
system. F4− F1 represents a population increase, and F3− F2 represents a
population decrease. Their geometric mean is 2
√
(cos θ + i sin θ)(cos θ − i sin θ) =
2. Recall that bosons and fermions are orthogonal, based on the difference
in their argument π/2, as in previous sections. The expected integral of this
function is ∫ pi
2
0
dθ
2
√
(cos θ + i sin θ)(cos θ − i sin θ) =
π
4
. (95)
Remember that for an individual, the argument should be π/4, and an indi-
vidual cannot represent the whole in the (+1 + i)-adic system. To represent
the whole, it is necessary to use a three-dimensional (−1 + i)-adic system
with an argument of 3π/4, such as X2, XY , and Y 2. For example, consider
2
∫ 1
−1
√
1− x2dx = 2
∫ 1
−1
√
(1 + i
√
x)(1− i√x)(1 + i√−x)(1− i√−x)dx = π.
(96)
The integral over population changes from −1 (decrease) to +1 (increase) of
the geometric mean of probabilities of the potential in (population increase probability)2
with past and future (correspond to 1+i
√±x) and (population decrease probability)2
with past and future (correspond to 1 − i√±x) results in π/2. Therefore,
the expected value of the concomitant increase/decrease of two interactants
is expected to be π/2(< 2). Similarly,
∫ 1
−1
dx√
1− x2dx =
∫ 1
−1
dx√
(1 + i
√
x)(1− i√x)(1 + i√−x)(1− i√−x)
= π.
(97)
Therefore, the number of interacting dimensions (reciprocal of the expected
probability) of the ±1 fluctuation is close to three. Furthermore,∫ +∞
−∞
dx
1 + x2
=
∫ ∞
−∞
dx
(1 + ix)(1 − ix) = π. (98)
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Considering all the potentials of a particular wave function, the expected
dimensions should be close to three. In other words, the dimensionality of
the F3 potential is equal to that of the F4 potential + 2πx.
The above system of matrices is obviously SU(2). Since the system is
also a Ka¨hler manifold without s = 1, the four-dimensional Riemann man-
ifold of the system becomes a Ricci-flat Ka¨hler manifold/Calabi-Yau man-
ifold (Kobayashi and Nomizu , 1996). The system also has Riemann cur-
vature tensors with self-duality, since it is a two-dimensional Ising model
(Tasaki and Hara , 2015). Furthermore, it is assumed to be asymptotically
locally flat, and therefore the φ space is an instanton. If we set Wz, where a
superpotential Wz = φ
Nk+1
Nk
(Φ− e−iNϑΦNk+1
Nk+1
) for Φ = φi, this is analogous to
the φ− instanton equation described by Gaiotto et al. (2016):
(
∂
∂x
+ i
∂
∂τ
)ΦI =
iφ
2
gIJ
∂Wz
∂Φ
J
, (99)
where x is the genetic information, τ is time, gIJ is a metric tensor, and
ℜ(φ−1Wz) and ℑ(φ−1Wz) are the Hamiltonian and the potential of the sys-
tem, respectively. Assuming the unified neutral theory, Φ itself is a quantum
critical point. This is because within the population system, it is assumed to
be in equilibrium with the highest adaptation in the ordered state, and the
lowest value of the critical temperature is Tqc = 0. Thus, each individual in
the population has an equal role. With a vacuum weight vij = vi− vj , where
vi = φWzi, the worldline is parallel to vij. The vacuum configurations Φi and
Φj exhibit a boundary for each critical point/state. When e
iθ Wji
|Wji| = φ, Φi is
a boosted soliton of the stationary soliton Φj , and these define the edges of
the webs (Gaiotto et al. , 2016).
3.12. Implications of the model as a nine-dimensional system
When |N(p)| is 1 or 2/3, this suggests that the model described here
has N = 2 supersymmetry with three dimensions. In the previous subsec-
tion, we included supersymmetry, and in this subsection, we include three-
dimensionality in the model. The equation that we need was presented in
Ka´rolyha´zy (1966); this is the original work, which contained a serious mis-
print; for corrections and details, see Ka´rolyha´zy et al. (1986):
(∆Φ)2 ≈ Λ4/3Φ2/3. (100)
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To apply this equation, we need an analogue to the speed of light and to the
uncertainty principle. For the speed of light, recall that
∂ℜ(s)
∂t
= b
1
|D|
∂|D|
∂t
. (101)
This is analogous to Hubble’s law for H(t):
dD
dt
= H(t)D, (102)
with
∂ℜ(s)
∂t
= bH(t). (103)
Note that max(dD/dt) = |D|E(ΣN) for the observed system. The parameter
analogous to the speed of light is therefore |D|E(ΣN). If we consider the
time-dependent function D considered in the previous sections, then we have
H(t) =
1
D
dD
dt
=
t2 − 4t+ 2
2t2(t− 1)(t− 2) −
1
2t2
ln[{(t− 1)∓ 1btpi t
(t− 2)1∓ 1bt−1pi
}].
(104)
The uncertainty principle can be written as ∆D∆pm ≥ ~/2, where pm =
MmassD˙. We can set ~ = 1. If we set Mmass = H(t)
−1 = φ ≈ constant and
D = 1 + ∆Nk, then the uncertainty principle simplifies to (∆∆Nk)
2 ≥ 1;
obviously, this condition is fulfilled by the system by changing D. Since
|dD/dt| = |D|E(ΣN) is only achieved when φ = 0, the condition for the
analogy to the photon is appropriate.
Now, let |Φ| = Nk/E(ΣN) ∝ Ts in equilibrium. If G is an analogue of the
gravitational constant, the Planck scale can be written as Λ =
√
~G/|D|3E(ΣN).
When φi is the mass of the internal populations and φe is that from the ex-
ternal populations, we can set Vp = GMiMe/D ≈ φi. Note that G = D/φe =
1/(φe −∆φe) ≈ constant (φ/D = PDNk−1 = φ −∆φ), and Λ2 ≈ constant.
Therefore (∆Φ)3 ∝ Φ, that is, Φ is the third power of its fluctuation, as-
suming DE(ΣN) = constant. If we apply N = 2 supersymmetry with
the three-dimensional Ising model (Bobev et al. , 2015), then the kink is
△ = |N(p)| = 2/3 and the superpotential is W = Φ3. The dimensionality
of the Ising model should be three. Next, we consider the Stefan-Boltzmann
law. Since the entropy density is sd = 4U/3Ts ∝ T 3s , there are nine dimen-
sions in sd ∝W; this is similar to the case in superstring theory. Note that
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W and sd are in opposite directions. We can also set a three-dimensional
fermionic Grassmann number, similar to what we did with string theory, if we
assume a zero-sum patch game of the unified neutral theory and assume the
fitness is w. The future predicted by the model is the Eisenstein series with
wQ = 3 (Marino˜ , 2014). Overall, based on the requirements from W = Φ
3
and wQ = 3, wQ should be 3 and |N(p)| = 1 should be in the interacting
mode.
Additionally, according to Steinhardt and Turok (2004), for a universe
with constant ǫ, the scale factor a(t) and the Hubble radiusH(t)−1 are related
by the Friedmann equations with our modification of the t → t2 correspon-
dence in H(t) (that is, time emerges from a self-interaction of a particular
potential ℑ(s)):
a(t) ≈ t2/ǫ ≈ (H(t)−1)1/ǫ. (105)
Let us set ǫ ≡ 3/2 ∗ (1 + ̟). In this system, ̟ > 1, −1/3 < ̟ ≤ 1,
and ̟ ≤ −1/3 correspond to contraction, oscillation, and expansion of the
universe. Since ǫ = 1/△, |N(p)| = 1, 2/3 show expansion/oscillation of the
universe. Therefore, the former mode represents expansion, and it turns into
the latter mode with oscillation, not with expansion.
4. Discussion
The small s value is similar to WAIC (Watanabe , 2010) in the following
regards. WAIC is
Wn = Tn +
β
n
Vn, (106)
where Tn is a training loss, Vn is a functional variance and β is an inverse
temperature. If we use a covariance instead of Vn, ∆zk lnDk becomes similar
to WAIC of k. Therefore, s is a derivative form of an information criterion
of maximum likelihood estimation.
In our PzDom model, under the effects of entropy, the populations/species
are assumed to fluctuate for ℜ(s) ∼ 1 or ζ = 0. However, there is another
solution. From the fractal theory results shown in Figure 1, ℜ(s) = 2 is the
border between population and species for Dictyostelia in the box dimension
of the system. In the ecological data set of ruderal vegetation presented by
Rodr´ıguez et al. (2013b), we can deduce that the data pertain to oppor-
tunistic species because in most areas ℜ(s) > 2. On the other hand, ma-
rine interstitial meiofauna on sandy beaches and tropical rocky shore snails
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should be from populations, or at least from equilibrium species, because of
ℜ(s) < 2. As discussed above, adaptation can be defined as fitness that is
sufficient to go beyond the fluctuations of harmonic neutrality and the border
to this region is at ℜ(s) = 2. From the data, we also observe that species with
larger values of s/D have greater fitness. Since the world in which ℜ(s) > 1
results in absolute convergence of ζ , the species world is not a chaotic world,
but there is structure in the community that depends on adaptation and hys-
teresis. It is obvious that from the original Price equation, ℜ(s) > 1 means
Cov > 0 and thus such a species/population is on a course of diverging char-
acteristics. When 0 < ℜ(s) < 2, it is chaotic characterized by < R˜ [k]A,Ω, ϕ >.
It is also obvious that from the original Price equation, ℜ(s) < 1 implies that
Cov < 0, and the characteristics of the species/population are converging.
Although ℜ(s) may be continuous except that populations/species are
adapted to the observed environments, each species has some discrete charac-
teristic variables. These are required by the quantization ofD by T , and they
imply adaptation (resp. disadaptation) and a population/species burst (resp.
collapse) in a particular environment. Because environmental variables are
always continuous, genetic/epigenetic characteristics are responsible for the
discreteness of D. That is, either a discrete genetic/epigenetic background
or a biological hierarchy is rendering discrete characteristics at a higher scale
and are demanded by T . The spectrum of the Selberg zeta-function also
reveals the discrete nature of both populations and species, but the spec-
tra of populations and species are based on prime closed geodesics and are
not necessarily related to adaptation/disadaptation. This means that pop-
ulations can behave in either discrete or pseudo-continuous and redundant
ways. Therefore, prime numbers are related to adaptive species, and prime
closed geodesics with high degeneracy are related to populations. Since the
number of primes is on the order of T lnT and that of closed geodesics is
e(d−1)T /T , the number of prime closed geodesics is much greater than the
number of primes, and this is the observed relation between population and
species. By analogue, it is predicted that eukaryotic species adaptations are
well correlated with speciation, while prokaryotic discreteness is not easily
distinguished from that of the whole population. This might be a candi-
date for a proof of the discreteness of phenotypes observed among living
organisms in nature (Rasnitsyn , 2007), and it may be important to test
the |N(p)| value to distinguish which hierarchical dynamics are observed in
a given data set. It is possible that if the Mathieu group corresponds to
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a mock modular form, such as a Maass form, then the dimensionality of
the system can be calculated by using the Eisenstein series (for M24; e.g.,
Eguchi et al. (2011)). Assuming that the K3 surface (s with an interaction)
is a holomorphic symplectic symmetry group, it is a subgroup of the group
M24 (Mukai , 1988). Now consider an oscillating part of an Eisenstein series:
e2πinℜ(s). First, consider a (1 + i)-adic system. Since mπ/4 = 2πnℜ(s), m
should be a multiple of 8 if ℜ(s) is quantized as a Bose-Einstein condensate,
as described in the Results. In contrast, a (−1 + i)-adic system results in
3mπ/4 = 2πnℜ(s), and 3m should be a multiple of 24 as a Bose-Einstein
condensate. A nontypical quantization with m ∼ 3 thus might presumably
represent a population burst/collapse not in equilibrium. When the system
results from the interaction between two subsystems, these can be decom-
posed to four and twelve, respectively. For any observed state, having four
dimensions is sufficient. However, this cannot represent every possibility.
Twelve dimensions (with fluctuations) are needed to represent all possible
unobserved states. In other words, classically, if we use Liouville’s equa-
tions, ∂∂φ = 2πµφbφe
2bφφ, P 2 = 2πµφbφ, and D = e
bφ , the Weil-Petersson
metric becomes ds2φ = e
2bφφdkdk = constant (e.g., Dubrovin et al. (1992)
with negative Ricci curvature. The uniformization theorem states that any
Teichmu¨ller space has uniquely defined solutions (Poincare´ , 1882; Klein ,
1883; Poincare´ , 1883, 1907; Koebe , 1907a,b,c). This case is prominent espe-
cially in genus number 3 on a closed Riemann surface with twelve real dimen-
sions, as observed in Selberg zeta analysis. When the quantum dilogarithm
function is eb, the ideal tetrahedron is ψ(Zψ) = eb(Zψ/2πbφ + iQψ/2) when
qa =∞, qb = 1, and Zψ = ln k (e.g., Terashima and Yamazaki (2013)); this
represents three dimensions plus time with three-dimensional fluctuations
(the fluctuations are from other than the dimension of interest). In this way,
an expansion of the PzDom model to a time-developing system should have
twelve dimensions. To support this idea, the (a, b, k) system could be SO(3),
and Vogel’s parameters for a simple Lie algebra g are α = −2, β = 4, γ = −1,
and t = h∨ = 1 (Mkrtchyan and Veselov , 2012). If we set a half sum of pos-
itive roots ρ = 1 as two interacting positive roots of 1, the Freudenthal-de
Vries strange formula becomes 12ρ2 = h∨dim g = dim g = 12 (also see
Mkrtchyan and Veselov (2012)), based on the relation between the inter-
action of the objects in ρ and time development in dimension 12. More
simply, consider wk = s − 1 = −1 when the natural boundary is s = 0.
Then, ψ = 1/kwk |ζ(wk)| = 12k and in the top-ranking population/species,
the number of degrees of freedom for the fitness at the natural boundary
52
should be 12. Finally, using Stirling’s approximation,
√
2π
e
(1 + 1
12
) ≈ 1. This
means that the ratio between the number of expected interactions when n
is a significantly large number plus another interaction added to the system,
and the number of expected interactions in the kth population/species plus
another interaction added to the system, is close to
√
2π, which is the geo-
metric mean of the number of interactions in two four-dimensional systems
(deduced from the analysis presented above). This closely matches the four-
dimensional system observed with the addition of interactive constituents,
which is accomplished by replacing each system dimension with three other
dimensions, which means 4× 3 = 12 dimensions, as described.
Note that if ℜ(s − 1) ∼ 1/2, these are observations not in a structured
species world but in a chaotic speciation world. If ℜ(s) > 2, we observe
the phenomena of a structured species world. It is also notable that for
ℜ(s) = 2 exactly, extremely complicated harmonic functions are generated
by the boundary A of the Mandelbrot set and we still do not know whether it
is Minkowski nondegenerate or degenerate mathematically (Lapidus et al. ,
2017).
When ℜ(s)−1 > 0, either the cooperative situation qb > 0 with ℜ(s) < 2
holds or qb = 0 with ℜ(s) > 2 without any interpopulational interaction
seems to be achieved. Thus, the status of the ℜ(s) world is roughly separated
into three cases: (i) chaotic: 0 < ℜ(s) < 1 with mutual exclusion; (ii) or-
dered: 1 < ℜ(s) ≤ 2 with cooperation/speciation; and (iii) most adaptively
ordered: ℜ(s) > 2 with stability and no interaction (oscillating “nirvan. a”
state). According to Fermat’s last theorem, the noninteracting mode of sub-
populations with qb = 0 is only achieved when X
n + Y n = Zn with n ≤ 2.
It is predicted that there is a possible noninteracting mode in which only a
second-order nirvan. a state is continuously observed. Note that the nirvan. a
state is regarded as the state of the most dominant species, and it is for a
particular set of species at a particular time; it is not regarded as a fixed
state for any particular species. It is also notable that when the environment
is stable, the nirvan. a state is also stable. However, when the environment
changes significantly, species from the previous nirvan.a state will fall into a
chaotic state, rendering interactions involving competition, cooperation, and
starvation-induced sexual reproduction with others. Therefore, outside of a
nirvan.a state, a species must interact with other species. Furthermore, co-
evolving communities in different niches cannot be described by this model,
and this is a limitation of our study. It is notable that for a given niche,
53
a noninteracting nirvan. a state is the one most likely to be dominated by a
species. Consider now the Euler-Mascheroni constant:
lim
s→1
(ζ(s)− 1
s− 1) = γ = 0.577.... (107)
When k = 1, |ζ(s)| = E(ΣN)/N1, and in a population, it is 0.5. Therefore,
w < 0, and in the long run, the population decreases. In a species, when
N1 << E(ΣN) in a speciation phase, w > 0. Even when N1 ≈ E(ΣN),
w > 0, and investing in a higher-order hierarchy of species from a popula-
tional hierarchy escapes the limit of the decreasing trend in mere populations.
These species are overall adapted. The discussion here is summarized in Fig-
ure 5.
It is expected that in the nirvan.a state, mutual exclusion of genetic in-
formation from different species is achieved via reproductive isolation mech-
anisms based on uniparental chromosome elimination (Bains and Howard ,
1950; Fujiwara et al. , 1997; Marinoni et al. , 1999).
Interestingly, Demetrius (2006) suggests that the scaling exponents are
2/3 for those that refer to the ratios of the fractional changes in metabolic
rates to a change in body size among opportunistic species, such as an-
nual plants and small animals (see also White and Seymour (2003)), but for
equilibrium species, they are unity for perennial plants and 3/4 for large an-
imals. These values are similar to the values found for |N(p)| in our model,
though in this model, it is assumed that Euclidean surface area rules en-
tail a unique minimal scaling exponent related to energy transduction lo-
calized in biomembranes. In our model, the objects are not metabolites
related to biomembranes, and the assumption is not required; however, it is
still possible for both models to produce metabolites with the same value.
Furthermore, we showed that a(t) ≈ (Mmass)|N(p)|. It might be interest-
ing to survey the |N(p)| = 3/4 case, although we note that this is con-
sidered doubtful by Dodds et al. (2001), or to extend our study from Dic-
tyostelium populations/species to lower-order hierarchies, such as individ-
ual/organic/tissue/cellular/organellar/molecular metabolisms. Hubble’s law
could be a common point from which to understand the background logic of
different hierarchies.
The output of the developed system is unpredictable when Ts < Tc; this is
because the infinite volume limit of the system is not unique (Tasaki and Hara ,
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Figure 5: Visualization of an upper half-plane H in the PzDom model. Nontrivial zeros of
the Riemann ζ function, which represent a population burst/collapse, are assumed to be at
the points where the ℜ(s−1) = 1/2 axis intersects the horizontal broken lines (note that the
scales of the horizontal and vertical axes differ). Orange circles represent adapted stages
as species. The blue area represents a future stage with [Vp = −φ, ℜ(s−1) ≈ −1/(3φ) and
ℑ(s− 1) ≈ e−1/(3φ)] (Marino˜ , 2014); converged states are indicated by blue circles. Note
that ℜ(s) values with non-prime integers are theoretically unstable and are not observed
empirically. ℜ(s) = 4 is still remarked as orange circles for ramifications, however.
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2015). This might be the case for the simulated sympatric “speciation” pre-
sented by de Aguiar et al. (2009).
If there are two subgroups in a populations/species with frequency X/Y ,
then w = w0 + BY − CX when w0 is the fitness without benefit from in-
teractions, B is the benefit of X from Y , and C is the cost to X from the
interaction. Since |D|E(ΣN) is the most promising virtual benefit from non-
interacting individuals, w0 and ℜ(s)− 1 describe the overall fitness resulting
from the interaction. ℜ(s) > 1 thus results in a cooperative world of higher
fitness accompanied by speciation, and 0 < ℜ(s) < 1 results in a compet-
itive world with a population burst/collapse with discrete characteristics.
Ordered symbiosis might be involved in ℜ(s) > 1, and chaotic mutual ex-
clusion might be involved in 0 < ℜ(s) < 1. This is also supported by the
analysis of geodesics. When the s value is in the condition of ℜ(s)− 1 < 0
for a significantly long duration that is not observed in Adachi (2015), it is
possible for qb < 0 and the system is under highly competitive situation. For
example, |N(p)| = 1/3 with a contracting universe. Note that qb is the coef-
ficient of XY in Zagier (2000b), and the populations/species is harmed by
competition. This case is similar to the Chern-Simons action SCS (Witten ,
1989):
SCS =
kCS
4π
∫
M
tr(A ∧ dA+ 2
3
A ∧A ∧A), (108)
where kCS is the integer level of the theory with a field strength of zero at
all boundaries. A can represent X2, XY , or Y 2 vectors, and the weight of
the first term in the trace should be 0 in adaptive situations when X and
Y are dependent. It should be +1/3 in cooperative situations and −1/3 in
competitive situations. Chern-Simons theory thus describes the action in
the PzDom model, and the time derivative of the action is the Lagrangian
of the system. Since the Lagrangian is Ts ln k, when k = constant, dSCS/dt ·
dTs = Ts ln kdTs, and dSCS =
lnk
2 argD
t2. Therefore, when argD = constant,∫ ∫
dSCSdt =
ln k
6 argD
t3 = (argD)
2
6
ln kT 3s , and if argD = π,
∫ ∫
dSCSdt =
ζ(2) lnkT 3s ∝ sd = 43abT 3s when U = abT 4 in black-body radiation; note that
populations/species tend to pass this boundary. Thus, sd is the volume of a
non-Euclidean sphere with radius Ts when ab = Cc/dc, where Cc is the cir-
cumference and dc is the diameter. Also note that 1/ζ(2) is the probability
that two randomly selected integers are disjoint. That is, ln kT 3s is the ex-
pected interaction scale of
∫ ∫
dSCSdt, which is T
3
s multiplied by the relative
entropy.
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There is another way of setting the Lagrangian on a boson:
L = iψ¯ψ˙ − ǫψ¯ψ = |D|2(i ln ˙|D| − ǫ). (109)
If ǫ → 0, Ts → |D|2 and ˙|D| → k, which simplifies the calculation. If we
consider a sum of relative entropies
∑
ln k, then ln k! ≈ ln(√2πk(k
e
)k) =
1
2
ln(2πk) + k ln(k
e
) when k is large. The partial time-differential of
∑
ln k is
approximately:
1
2
1
k
∂k
∂t
+ (ln k)
∂k
∂t
= (
1
2 ˙|D|
+ ln ˙|D|) ¨|D|. (110)
The Hamiltonian HH utilizes a reflectionless potential and from discrete
quantum mechanics, pure imaginary shifts (Odake and Sasaki , 2015):
lim
γ→0
γ−2HH = p2m −
hH(hH + 1)
cosh2ℑ(s)/b, (111)
where hH = −s. Note that iℑ(s)/b = iπ/2(modiπ) has regular singularities.
Interestingly, if we set a p-adic field F of p other than 2 or 3, then
the necessary and sufficient condition for root 3 to exist in F is that p ≡
1 or 11 mod 12. Therefore, if we stick to three dimensions comprising the
interactions of identical constituents, then p ≡ 1 or 11 mod 12 should be
satisfied. This demonstrates the symmetry of the following equations. Note
that the following equation was considered by Srinivasa Ramanujan (1916?)
in an unpublished manuscript:
F (z) = q
∞∏
n=1
(1− qn)2(1− q11n)2 =
∞∑
n=1
c(n)qn. (112)
He proposed
L(s, F ) = (1− c(11)11−s)−1 ×
∏
p 6=11
(1− c(p)p−s + p1−2s)−1, (113)
and later, Eichler (1954) proved that when E : y2 + y = x3 − x2, L(s, E) =
L(s, F ). It is well known that
∆(z) = q
∞∏
n=1
(1− qn)24 =
∞∑
n=1
τ(n)qn, (114)
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L(s,∆) =
∏
p:prime
(1− τ(p)p−s + p11−2s)−1, (115)
and (F , ∆) corresponds to (1, 11) dimensions of the term p. Please note that
both F (z) and ∆(z) represent the interaction of two identical decompositions
of 12 dimensions, multiplied by qR. Note that E : y
2 + y = x3 − x2 implies
y(y + 1) = x2(x − 1), and if the time of a phenomenon proceeds from x
to x − 1, the interaction decreases from interacting x2 to noninteracting
decreased (x− 1). However, mod 4 of the equation represents y as both zero
and as a three-dimensional projection of the system. The solutions of the
equation should be (0, 0), (0, 3), (1, 0), (1, 3). Note that y = 3 means that the
left-hand side of the equation should be 3 × 4 = 12 weights. This explains
the time asymmetry of the system.
To expand this discussion, consider an icosahedron and quintic equation,
as in Klein (1993). Note that a dihedral group is a representation of two
complex conjugates. An icosahedron is composed of six conjugate n = 5
dihedral groups and ten conjugate n = 3 dihedral groups. The quintic di-
mensions include three physical space dimensions, one time dimension, and a
one-dimensional interaction axis. For n = 5, the dihedral groups can be inter-
preted as these quintic-dimensional functions, and the six conjugates come
from the two interacting functions, each of three-dimensional fluctuations.
For n = 3, the dihedral groups can be interpreted as the three-dimensional
fluctuations, and the ten conjugates are the two interacting functions, each
of quintic-dimensional functions. Fifteen cross lines correspond to fifteen
four-groups (two conjugates), which are the four different types (SU(2))
of interactions between a dimension and a three-dimensional space minus
one. The system of 16 weights is the first case in which the symmetry can
be completely broken, which is required for the development of the system
(Tachikawa and Yonekura , 2016; Witten , 2016).
To expand the interpretation in Figure 5, consider the φ plane with a
small s value on four-groups (three physical space dimensions + one time di-
mension). For the physical dimensions xyz, we can set φ and a real parameter
ρP with a positive constant a and

x = (a− ρP sin 12 arg φ) cos argφ,
y = (a− ρP sin 12 argφ) sin argφ,
z = ρP cos
1
2
arg φ.
(116)
A Paddelbewegung-like motion (Weyl , 1913) follows ρ′P = (−1)nφρP , φ′ =
φ+2nφπi, where nφ ∼ N(T ) and 2nφπ ∼ ℑ(s). For a torus, consider a radius
58
r and a distance to a point from the center R. Addition of a real parameter
σP would lead to 

x = (R + r cosσP ) cos argφ,
y = (R + r cosσP ) sin argφ,
z = r sin σP .
(117)
If we consider φ, σP as functions of t,
dφ
dt
&dσP
dt
as continuous, and (dφ
dt
)2 +
(dσP
dt
)2 6= 0, the area of the surface Aφσ would be
(
dAφσP
dt
)2 = (R + r cosσP )
2(
dφ
dt
)2 + r2(
dσP
dt
)2, (118)
ψ would be
ψ =
∫ σP
0
dσP
R
r
+ cos σP
, (119)
and dA2φσP = (R+ r cos σP )
2(dφ2 + dψ2). A point of a four group (φ, ψ) can
be described as a translation group:{
φ′ = φ+ 2nφπi ∼ φ+ 2N(T )πi ∼ φ+ ℑ(s)i,
ψ′ = ψ + 2πr√
R2−r2nψ ∼ ψ + 2π2πnψ ∼ ψ + nψ,
(120)
where sin θψ =
r
R
as tan θψ =
N(T )
T
∼ 1
2π
(tan θψ is a T -normalized quantized
number N(T )). Thus, s and w approximately localize at and jump among
positions of integer when ℜ(s) > 2, as in orange circles of Figure 5.
In this study, we present new metrics Tc, W , and S for distinguishing be-
tween populations and species, based simply on knowledge of the total num-
ber of individuals. We thus demonstrated spontaneous symmetry breaking
of a biological system. S describes the extent of ordering based on domina-
tion. The metrics presented here can also successfully evaluate the critical
point Tc and the Weiss field W . They can distinguish between different
ordering states, such as a random distribution, a dominant species, or a pop-
ulation; their potential phase transitions; and adaptations (Ts ≈ W ). The
Ts ≈ W case represents a biological application of Bose-Einstein condensa-
tion to population dynamics (Tasaki and Hara , 2015). The theory of similar
condensation phenomena was described by Knebel et al. (2015); besides the
case in that paper, we are able to describe quantization with a case that is
not a typical Bose-Einstein condensation. This is shown in Figure 3. The
phase separation depends on the levels of biological hierarchies, such as a
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population and a species, and we can evaluate the adaptive structures al-
lowed during the evolution in each phase: for a population-dominant phase,
a single population could dominate a community; for a species-dominant
phase, not a population but a sum of a given species in a community could
dominate. The increasing phases correspond to the introduction of the next
domination phase. Additionally, we cannot be sure of the output of a chaotic
phase. When the relative information entropy is maximized with absolute
randomness or chaos, there is no order. On the other hand, when the rela-
tive information entropy is minimized with a uniform distribution, there is
no pattern.
The model also shows that some highly adapted species are more sta-
ble than others. Furthermore, the zero points of the Riemann zeta function
correspond to the adaptive species and also to prime numbers. The en-
tropy ln k, which was introduced in this manuscript, can be approximated
by π(k)/k ≈ 1/ ln k, where π(k) is the prime counting function. The decrease
in the prime number density along with the growth of entropy means that
the tendency to decrease is only broken when higher-order hierarchies exist.
Thus, for these organisms, higher-order hierarchies may serve as investments
in adaptive ordering structures.
Now, let us consider biological hierarchies resulting from genes, cells,
multicellular individuals, populations, and species. For genes and cells, if we
restrict the surrounding environments to a small scale, such as cells or indi-
viduals, the copy numbers of genes and cells are nearly static, and they are
no longer adaptive. Thus, Ts ∼ 0 for these cases. The individuals surrounded
by populations or the populations themselves are chaotic when Ts 6= 0. Our
data suggest that the species level is more adaptive than are the lower-order
hierarchies. For example, in Figure 3, dark blue shading indicates a popula-
tion dominant phase for species dynamics as a whole, because in this regard,
the entire population can be considered to be a species world; light blue, dark
green, and light green indicate phases of populational chaos. We thus con-
clude that reproductive scales are chaotic, and to achieve adaptation, we need
higher-order hierarchies. Lower-order hierarchies have the most adaptive sit-
uations, and we must extend observation from lower to higher environmental
scales, such as species, communities, or ecosystems, to detect the selection
pressures on genes or cells.
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5. Conclusions
We have successfully applied the Price equation, the R = T theorem,
and Weil’s explicit formula to an ecological model, which we refer to as the
PzDom model, and which is based on a new topological parameter, small s.
Species could be defined as a p-Sylow subgroup of a community in the single
niche. The border between adaptive species and chaotic populations/species
was found to be ℜ(s) = 2 (also proven by fractal theory), and the values
of the norm of prime closed geodesics are |N(p)| = 2/3 and |N(p)| = 1, re-
spectively. Note that mod 4 of p reveals the adaptive/disadaptive situations
and the Bose-Einstein condensates. The future adaptation/disadaptation of
individuals is partially predictable by the Hurwitz zeta function, and we also
found a time-dependent fitness function. Furthermore, we showed that it is
a natural consequence of species adaptations, when considered as primes, or
population conversions, when considered as geodesics, to observe a pheno-
typic discontinuity when maximizing information entropy. The model is able
to prove the existence of biological phases of populations and species. The
phases can be used to distinguish and predict different types of population
and species, based on the population/species dynamics/distribution. This
provides a ground map for future studies to increase our understanding of
the nature of hierarchical systems.
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