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 1. INTRODUCTION. 
 
   e monde dans lequel nous vivons s'échelonne entre la certitude et  l'impossible. 
L'opinion publique souvent formée d'opinions extrêmes mal fondées a pris l'habitude 
de considérer la science comme déterministe et de ne vouloir que des certitudes. C'est 
un ensemble tellement vaste que le "bon sens quotidien" nous induit presque toujours en 
erreur. La notion de "hasard" existe dans toutes les langues et possède la même ambiguïté. 
En effet, ce mot a souvent pour synonymes les mots aléa, risque, aventure, etc. Par exemple, 
le dictionnaire Larousse (1982) qualifie d'aléatoire tout ce qui 
est problématique et définit l'aléa comme "un événement 
dépendant d'un hasard défavorable ou d'un risque". 
Depuis les premiers calculs de Fermat et de Pascal qui se 
communiquaient dans leurs correspondances les résultats de 
leurs travaux, des méthodes bien plus sophistiquées se sont 
imposées en physique, en biologie, en sociologie, en 
psychologie et en économie. Mais toutes les tentatives de 
domestication du hasard par le calcul des probabilités ne 
suppriment ni le hasard, ni l’incertitude. Mallarmé 
disait : « Un coup de dès n’abolira jamais le hasard ». Dans le 
langage probabiliste, il y a une phase de raisonnement qui ne ressort pas de la déduction 
mathématique même si elle se place dans une attitude scientifique rigoureuse. 
L’argumentation d’un choix est aussi importante que  la 
preuve logique. De plus, les conséquences logiques doivent 
être confrontées sans cesse à la réalité. C’est pourquoi il ne 
faut pas croire ou faire croire que les probabilités se 
substituent à la connaissance des mécanismes et des lois 
causales qui produisent les phénomènes. Des erreurs 
d’interprétation ont souvent conduit à des décisions absurdes 
loin du contexte réel. Un public non averti, auteurs ou 
lecteurs d’articles scientifiques,  n’est pas à l’abri de pièges 
souvent involontaires induits par le langage probabiliste et 
statistique. On peut même être confronté à l’existence d’une 
confusion entre les propriétés naturelles du hasard et la construction du modèle devant être 
construit à partir des données de l'observation.  
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Le hasard n'est pas le seul mot qui peut prêter à confusion. En effet, des termes 
familiers  couramment utilisés dans la littérature spécialisée sont interprétés différemment 
d'un utilisateur  à un autre. Michel HENRY (1994) et Sylvette  MAURY (1983) se sont 
longuement intéressés à ce problème.  
Parfois, certains énoncés peuvent eux-mêmes induire en erreur. C’est ce qu’on appelle 
des problèmes "mal posés" car l’épreuve n’est pas définie. 
Des représentations erronées existent également en statistique. En effet, le caractère 
statistique trompeur de certains de ces problèmes fait croire à l'existence d'une relation de 
cause à effet. Cela est d'autant plus difficile que le concept statistique "caché" dans un 
énoncé n'est pas apparent. 
Comment l'utilisateur manipule t-il ces termes et comment réagit-il au langage des 
probabilités et de la statistique ? Malheureusement, nous remarquons souvent qu’on répond à 
un problème de probabilité ou de statistique en mettant en œuvre ses propres mécanismes et 
non les termes du modèle mathématique sous-jacent. Ainsi il arrive que l’analyse et 
l’interprétation obéissent plus au "bon sens quotidien" qu’au modèle construit. Nous donnons 
ci-dessous quelques exemples qui sont, en partie, tirés d’ouvrages disponibles actuellement 
dans nos bibliothèques. 
 
 2. LES PROBLEMES MAL POSES 
 
On dira qu'un problème de probabilités est mal posé si l'épreuve n'est pas définie. 
Ainsi, en lisant l’énoncé, on peut imaginer plusieurs épreuves qui vont conduire à la 
détermination de probabilités différentes. Cela 
vient du fait que l'énoncé initial est incomplet. De 
nombreux exemples existent. On peut citer, entre 
autres, le très célèbre "paradoxe de Bertrand"         
( Vauquois, 1969).   
 
 Exemple : Deux personnes entrent dans une 
pièce où il y a 3 bancs de 2 places chacun et 
s'assoient "au hasard".  Quelle est la probabilité 
qu'elles soient assises l'une à côté de l'autre ? 
  
 Première possibilité. 
Les places sont numérotées de 1 à 6. Les 
places 1 et 2 sont affectées au banc A, 3 et 4 au 
banc B, 5 et 6 au banc C. On place dans une urne les 6 numéros. La première personne tire 
un numéro, ne le remet pas dans l'urne et va s'asseoir à la place indiquée. La deuxième 
personne tire alors un numéro parmi les 5 restants et va s'asseoir au numéro indiqué.  La 
probabilité cherchée est donc de 1/5. 
 
 
Qu’est ce qu’un problème mal posé ? 
Vous me 
l’avez 
jamais 
appris 
monsieur ! 
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 Deuxième possibilité. 
Dans l'urne, on place trois papiers indiquant les trois bancs A, B et C. La première personne 
tire un papier et va s'asseoir sur le banc indiqué après avoir remis le papier dans l'urne. 
La probabilité cherchée est alors de 1/3. 
 
Autres possibilités. Essayez d'en imaginer d'autres. 
 
 3. CONFUSION DANS LES MOTS. 
 
Il existe aussi des exemples d’énoncés de problèmes qui peuvent induire en erreur car 
les termes utilisés sont fréquents dans notre langage quotidien.  
En voici deux exemples : 
 
  3.1. Un vaccin Efficace ? 
Le quart d'une population a été vacciné contre une maladie  
contagieuse. Au cours d'une épidémie, on constate qu'il y a parmi  
les malades un vacciné pour quatre non vaccinés.  
Le vaccin a-t-il une certaine efficacité ou non ? 
 Justifiez votre réponse. 
A cette question, beaucoup répondraient que le vaccin est 
efficace si on n’attrape pas la maladie. En fait, pour répondre, il 
faut analyser la dépendance et l’indépendance entre les 
événements "avoir été vacciné" et "être tombé malade". Dans 
cet exemple, on montre alors que le vaccin possède une certaine 
efficacité. Ce qui ne veut pas dire qu’il est efficace. 
 
3.2. Le jeu est-il équitable ? 
 Le mot "équitable " est souvent assimilé à équilibre et 
même à honnêteté. Ce terme est très utilisé dans les exercices 
de probabilités. On donne ci-après un exemple mettant en 
exergue ce mot : 
Deux joueurs A et B misent chacun une somme d'argent dans un jeu. A quelle 
condition peut-on dire que le jeu est considéré équitable ? 
Certains diront que le jeu est considéré comme équitable si les gains des joueurs sont 
égaux. D’autres répondront que l’équité est obtenue si les espérances mathématiques des 
variables aléatoires représentant les gains des joueurs sont égales. Cela est totalement faux 
car le jeu est considéré comme équitable si la mise de chaque joueur est égale à l’espérance 
mathématique de la variable aléatoire représentant son gain. 
 
 
 
 
J’ai tout perdu et 
on me parle de 
jeu  équitable !!! 
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4. QUAND LE BON SENS REPOND A LA STATISTIQUE. 
 
 La statistique a ses propres règles avec lesquelles elle fonctionne. Cependant, un 
ensemble de données correspondantes à une situation quelconque peut donner lieu à des 
interprétations différentes, chacune fondée sur un traitement statistique particulier (moyenne, 
mode, etc.). Voici deux exemples : 
 
4.1. La montagne et le Bacille de Koch 
Les statistiques d'un pays montrent qu'un nombre élevé de gens meurent de 
tuberculose en montagne. Donc, on peut conclure que le climat montagnard favorise le 
développement du bacille de Koch. Vrai ou faux ? 
 
A première vue, on est tenté de dire vrai. Pourtant, c’est faux car le climat montagnard 
est si bénéfique pour les tuberculeux que des milliers de malades y vont se soigner. Il est 
donc normal que la moyenne des décès dus à la tuberculose soit élevée en montagne. 
D’ailleurs, les hôpitaux pour tuberculeux sont construits justement dans les montagnes.  
 
4.2. On ne lit pas avec les pieds. 
Une enquête statistique a donné les résultats suivants: Les enfants dotés de grands pieds 
lisent mieux que ceux qui en ont des petits. Donc, La capacité de lire peut se mesurer à la 
pointure des chaussures. Vrai ou faux ? 
  
Là, beaucoup répondraient non car tout le monde sait que la 
capacité de lire ne dépend pas de la pointure 
des chaussures mais sans faire la moindre 
analyse statistique.  
Mais comment expliquer le résultat de 
cette enquête ?  
En fait, cette enquête montre  
simplement que les enfants plus âgés  
qui avaient bien sûr de plus grands  
pieds lisaient mieux que les plus  
jeunes. Ceci  montre le caractère  
trompeur des exemples de relations  
statistiques qui n'entraînent aucune  
relation de cause à effet. 
 
4.3.  Corrélation n’est pas causalité  
Très souvent, on confond la corrélation et la causalité qui, en statistique, sont des 
concepts totalement différents. En effet, une corrélation forte n’induit pas forcément une 
relation causale.  
 
J’ai eu 04  en 
lecture, pourtant  
je chausse du 45 
191919 
 
   Revue Campus N°2 19 
 
On peut citer de  nombreux exemples de confusions entre ces deux concepts. Un 
article de Science et Avenir a conclu que l’utilisation de crème solaire et le cancer de la peau 
sont fortement corrélés. Des journalistes passionnés de scoops ont conclu et publié que la 
crème solaire est nocive pour la peau. En fait, la raison est que les deux variables sont 
corrélées toutes les deux à une troisième qui est l’exposition au soleil. Pourtant, tout le 
monde sait que la crème solaire protège justement du soleil. 
 Prenons un autre exemple ; Entre les années 2000 et 2004, le nombre d’étudiants de 
l’université Mouloud Mammeri de Tizi-Ouzou et le nombre de mariages en Algérie sont 
donnés par le tableau suivant : 
 
 
Année 
Nombre 
d’étudiants 
de l’UMMTO 
Nombre de mariages 
enregistrés 
en Algérie 
2000 22 772 177 548 
2001 25 476 194 273 
2002 26 769 218 620 
2003 27 814 240 463 
2004 31 512 267 633 
 
Le coefficient de corrélation entre le nombre d’étudiants de l’UMMTO et le nombre de 
mariages est égal à 0.98. Ceci veut dire que, plus il y a d’étudiants, plus il y a de mariages.  
Peut-on alors dire que ce sont les étudiants de l’UMMTO qui sont derrière l’évolution du 
nombre de mariages ? Bien sûr que non. L’explication est que les deux variables sont toutes 
les deux fortement corrélées à une même  variable : « la population du pays ».  
Par conséquent, si deux variables sont fortement corrélées, alors on ne peut pas déduire 
forcément que l’une est la cause de l’autre. 
De plus, si la corrélation entre ces deux variables est nulle, on ne peut pas en déduire qu’elles 
sont indépendantes.  
Donc, de manière générale, un coefficient de corrélation élevé s’explique par une 
troisième variable non mesurée et dont dépendent les deux autres. La notion de cause est  
intuitivement comprise par tous, du moins à l’échelle macroscopique. La corrélation entre 
variables est une relation plus faible que la causalité car elle quantifie le degré de proximité 
en termes de dépendance linéaire entre ces deux variables. 
 
4.4. La loi des grands nombres et la loi du nombre. 
Supposons que nous répétons une expérience aléatoire un « grand » nombre de fois.  Il 
se trouve que, même quand l’expérience continue, certaines caractéristiques cesseront d’être 
aléatoires à partir d’un certain nombre suffisamment élevé d’essais.  Par exemple, si on 
répète un jeu de Pile ou Face un grand nombre de fois, le nombre de fois Pile sera égal au 
nombre de fois Face. Donc, la fréquence d’apparition de chaque face sera constante et égale   
à 1/2. En fait, l’origine de ce phénomène très intéressant s’appelle « la loi des grands 
nombres » qui affirme que : La moyenne des résultats numériques d’une  
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expérience aléatoire répétée un grand nombre de fois tend à se rapprocher de l’espérance 
mathématique de la variable aléatoire qui modélise l’expérience. 
Dans le cas du Pile ou Face ci-dessus, la valeur 1/2 représente l’espérance mathématique de 
la variable aléatoire de Bernoulli de paramètre p=1/2. 
La loi des grands nombres qui était bien connue dans ses principes dès le XVIIIème siècle, 
joue un rôle fondamental dans les sciences expérimentales. Elle justifie les méthodes 
d’échantillonnage utilisées en statistique. Elle est aussi très présente dans la simulation qui 
est un outil puissant au service des chercheurs. 
La loi des grands nombres confirme ainsi la justesse de la schématisation théorique de la 
répétition d’une expérience aléatoire. Mais, elle se défend plus par une argumentation dans le 
raisonnement probabiliste que par une théorie déductive. C’est grâce à elle qu’on peut, par 
exemple, estimer le bénéfice futur d’un casino et de comprendre pourquoi, à long terme, 
celui-ci est toujours gagnant. Einstein, en 1905, a réussi à 
expliquer quantitativement le mouvement brownien par 
l’application de la loi des grands nombres. 
De nos jours, aucun champ d’activités humaines n’échappe 
à la loi des grands nombres. Cela vient du fait que l’une de 
ses principales utilisations est qu’une expérience aléatoire 
renouvelée plusieurs fois a des conséquences parfaitement 
prévisibles. Le grand mathématicien Andreï 
KOLMOGOROV qui a axiomatisé, vers 1930, le calcul 
des probabilités, disait : « les phénomènes aléatoires 
engendrent à grande échelle une régularité stricte où 
l’aléatoire a, dans une certaine mesure, disparu ». 
 Donc, les phénomènes aléatoires présentent, en 
moyenne, une grande régularité. Les applications en 
physique, en économie, en sociologie ou autres domaines 
sont tellement importantes qu’elles font l’objet d’intenses 
activités de recherche. On optimise mieux les résultats en maîtrisant la chance de les obtenir. 
La thermodynamique qui régit le comportement des gaz, liquides et solides,  et les échanges 
d’énergie entre eux l’a adoptée car c’est une discipline qui ne traite les objets qu’à l’échelle 
macroscopique.  
 
 
 
 
 
 
 
 
 
 
Andréï Nikolaïevitch Kolmogorov 
(1903-1987) 
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5. CONCLUSION. 
 
L'habillage que nous donnons aux problèmes a une influence sur les représentations de 
l'utilisateur dans ses analyses. 
Les mots couramment utilisés dans la vie quotidienne et qui possèdent un sens précis 
en probabilités ou en statistique doivent être manipulés avec soin.  
De manière générale, à chaque fois qu’on est face à un problème du monde naturel, on 
doit s’accommoder de l’incertitude. La statistique qui représente aussi bien un art qu’une 
science permet d’identifier les traits déterministes d’un comportement aléatoire. Mais, elle  
ne permet de prédire que la partie prévisible de l’homme et non celle qui ne l’est pas et qui 
engendre parfois des catastrophes.  Finalement, ce qui n’est pas probable sera toujours 
possible et, qui sait, peut-être que même l’apparemment impossible pourra être probable. 
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