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Abstract: Perturbative calculations of the effective
potential evaluated at a broken minimum, Vmin, are
plagued by difficulties. It is hard to get a finite and
gauge invariant result for Vmin. In fact, the methods
proposed to deal with gauge dependence and IR di-
vergences are orthogonal in their approaches. Gauge
dependence is dealt with through the ħh-expansion,
which establishes and maintains a strict loop-order
separation of terms. On the other hand, IR diver-
gences seem to require a resummation that mixes
the different loop orders. In this paper we test these
methods on Fermi gauge Abelian Higgs at two loops.
We find that the resummation procedure is not ca-
pable of removing all divergences. Surprisingly, the
ħh-expansion seems to be able to deal with both the
divergences and the gauge dependence. In order to
isolate the physical part of Vmin, we are guided by
the separation of scales that motivated the resum-
mation procedure; the key result is that only hard
momentum modes contribute to Vmin.
1 Introduction
One of the most important tools for studying spontaneous
symmetry breaking within QFT is the effective potential
V , which can be considered as the quantum-corrected
version of the classical potential V0. The effective poten-
tial is given by V = V0 + ħhV1 + ħh2V2 + . . . with factors
of ħh inserted in order to emphasize that this quantity
is usually calculated perturbatively. If the theory allows
for spontaneous symmetry breaking through the scalar
field φ, its vacuum expectation value, or vev, would be
found by extremizing the effective potential ∂V |φ=φM = 0.
In this way the effective potential allows us to find the
quantum corrected minimum,φM, and the corresponding
* andreas.ekstedt@physics.uu.se
† johan.lofgren@physics.uu.se
background energy density Vmin ≡ V (φM).
It can be hard to extract physical information from
the effective potential. In particular, Vmin is in principle a
measurable quantity, yet there are difficulties in obtaining
a physical value of Vmin in perturbation theory.
One difficulty is gauge dependence. The effective po-
tential is in general gauge dependent, but is guaranteed
to be gauge independent when evaluated at its extremum
φM. However, as recently pointed out by Andreassen,Frost,
and Schwartz [1], and by Patel and Ramsey-Musolf [2],
gauge invariance of Vmin relies on a strictħh power counting.
To establish a strict counting the aptly named ħh-expansion
is used.
Another difficulty is that, at higher loop orders, the
effective potential diverges near the broken minimum.
These divergences come fromGoldstone bosons becoming
massless and signal a breakdown of the perturbative ex-
pansion. It has been proposed that a resummation might
be required to obtain a finite result. Resummation of IR
divergences has been discussed by Martin in [3], and by
Elias-Miró, Espinosa, and Konstandin in [4]. An exten-
sion of these methods to general Fermi gauges has been
discussed in [6].
Both the gauge and IR problems relate to the pertur-
bative expansion, but the solution of the gauge invariance
and IR divergence issues stand in contrast to each other.
Gauge invariance requires a strict separation of loop or-
ders, and IR divergences suggest that contributions from
all loop orders should be included. Additionally, the resum-
mation procedure of [6] is problematic in the presence of
certain gauge dependent singularities. These “new” singu-
larities can naviely not be resummed. We argue that in a
general model with spontaneous symmetry breaking, the
ħh-expansion is capable of treating both the gauge invari-
ance and the IR divergence issues. We demonstrate this
in section 3, with the help of the momentum separation
techniques of [4, 6, 7].
In section 2 relevant notation is introduced and the
theoretical background is reviewed. Section 3 summarizes
1
ar
X
iv
:1
81
0.
01
41
6v
2 
 [h
ep
-p
h]
  3
 A
pr
 20
19
our main results. To illustrate our procedure, the full 2-
loop effective potential is calculated in the Abelian Higgs
model. Details and proofs can be found in the appendix.
Finally, conclusions are given in section 4.
2 Background
The section starts with a summary of conventions, pre-
sented for the Abelian Higgs model. We review the ori-
gins of gauge dependence and IR divergences. Methods
for dealing with these issues are discussed: a consistent
ħh-expansion and daisy resummation respectively. The gen-
eral conventions are then collected in appendix A.
2.1 Abelian Higgs
The Abelian Higgs model is a useful toy-model because it
exhibits the issues that we want to discuss: gauge de-
pendence and IR divergences. The model consists of
a U(1) gauge field Aµ together with a complex scalar
Φ= 1p
2
(φ1 + iφ2) charged under this symmetry. The La-
grangian, using the conventions of [1], is
L=LAH+Lg.f. +Lghost,
LAH =− 14 FµνF
µν − (DµΦ)† DµΦ− V0

Φ,Φ†

where Fµν = ∂µAν − ∂νAµ is the U(1) field strength,
Dµ = ∂µ + ieAµ is the covariant derivative, Lg.f. + Lghost
contains the details of gauge fixing and the ghost sector,
and V0[Φ,Φ†] is the classical scalar potential. Expressed
in terms of the real degrees of freedom ~φ = (φ1,φ2), the
classical potential, V0, is
V0 [φ1,φ2] = −12m
2
 
φ21 +φ
2
2

+
1
4!
λ
 
φ21 +φ
2
2
2
.
The Lagrangian, LAH, is invariant under global and lo-
cal U(1) transformations. However, the remaining terms
Lg.f.,Lghost, explicitly break the gauge invariance. Com-
mon gauge fixing choices are discussed in [1]; we note
that the commonly used Rξ gauges,
Lg.f. = − 12ξ
 
∂µA
µ + ξφφ2
2
,
Lghost = −c¯

∂2 − ξe2φ2

1+
h
φ

c,
explicitly break the remnant global U(1) symmetry. The
breaking of this symmetry complicates calculations in-
volving Goldstone bosons. In this paper we are interested
in the interplay between IR divergences and gauge de-
pendence of the effective potential. These features are
most evident in Fermi gauges, which will be used in the
remainder of this paper. In these gauges, the gauge fixing
and ghost terms are
Lg.f. = − 12ξ
 
∂µA
µ
2
,
Lghost = −c∂µ∂µc.
In Fermi gauges ghosts are free. A slight complication with
these gauges is kinetic mixing between the longitudinal
gauge boson mode and the Goldstone boson.
Because the potential is invariant under the global
U(1) symmetry, we have the freedom to place the vev of
our vector ~φ in any direction. Choosing the vev φ to lie
in the φ1 direction, that is, shifting φ1 → φ + φ1, the
field-dependent masses squared in the presence of the
background field are
H = −m2 + 1
2
λφ2,
G = −m2 + 1
6
λφ2,
A= e2φ2.
The masses denote the tree-level mass of the fields: the
Higgs mass H, the Goldstone mass G, and the “photon”
mass A — with the notation that the mass-squared of
field X is also denoted as X . Due to the kinetic mixing
between the longitudinal mode of Aµ and G, it is useful
to introduce the masses G+ and G−,
G± =
1
2

G ±ÆG (G − 4ξA) .
The masses G+ and G− depend explicitly on the gauge
fixing parameter ξ.
There are different possible scenarios depending on
the value of m2; it is assumed that λ > 0.
• m2 < 0: This model is called scalarQED. ScalarQED
consist of two scalars, with squared mass
m2, and
a massless gauge boson. This model is not consid-
ered in this work because there is no spontaneous
symmetry breaking.
• m2 = 0: This is the Coleman-Weinberg (CW) model.
Classically, this model does not exhibit spontaneous
symmetry breaking, but masses can be generated
through quantum corrections. The generation of
mass needs a careful treatment of perturbation the-
ory — the coupling λ neccesarily scales as ħh, as is
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discussed in [1]. The model is discussed in subsub-
section 3.3.2.
• m2 > 0: This model is called Abelian Higgs. There
is spontaneous symmetry breaking because the
classical potential has a minimum located at
φ0 =
p
6m2/λ; the masses evaluated at this field
point are
H|φ0 = 2m2,
G±|φ0 = 0,
A|φ0 = 6 e
2
λ
m2.
The Abelian Higgs model is the main focus in this pa-
per. The Feynman rules relevant for deriving the effective
potential are given in appendix A.
2.2 The eective potential
In this subsection conventions for the 1-loop potential are
given. The ħh-expansion and daisy resummation methods
are reviewed.
2.2.1 The 1-loop potential
The 1-loop contribution of a scalar field with mass X is in
MS given by¹
V1(φ)∼ 14X
2

LX − 32

, (2.1)
where we introduced the same shorthand as in [6],
LX ≡ log

X/µ2

with µ the MS renormalization scale.
To simplify the formula, ħh is rescaled with a factor of
16pi2.
2.2.2 The ħh-expansion
Though the Nielsen identity [8] guarantees that the phys-
ical quantity Vmin is gauge invariant, care must be taken
when Vmin is calculated in perturbation theory. The issue is
that the Nielsen identity is a non-perturbative statement,
but in perturbation theory things are more subtle.
A consistent ħh-expansion is necessary in order to estab-
lish this gauge invariance. This ħh-expansion has recently
been discussed by Patel and Ramsey-Musolf in [2], but see
also [9] and [10] for earlier applications. The key point
is in how the minimum φM is treated. The minimum is
found by solving the equation
∂V |φ=φM = 0. (2.2)
1 For amore complete discussion of the 1-loop potential we recommend [1].
Because the potential V is calculated perturbatively, equa-
tion (2.2) should also be solved perturbatively, order by
order in ħh. This gives φM = φM0 +ħhφM1 +ħh
2φM2 + . . ., where
the contributions φM1 ,φ
M
2 , . . ., are found by inserting this
expansion in equation (2.2),
∂V0|φM0 = 0,
∂V1|φM0 +φM1 ∂2V0

φM0
= 0 =⇒ φM1 = − ∂V1∂2V0

φM0
.
...
When φM is evaluated perturbatively, Vmin can be consis-
tently calculated order by order in perturbation theory.
The first few terms of Vmin are
V (φM) = V0|φM0 +ħh V1|φM0 +ħh2

V2 − 12
 
φM1
2
∂2V0

φM0
+ . . .
It has been shown that V (φM) evaluated in this way is
gauge invariant order by order in ħh [2]. In the Fermi
gauges it can be shown that φM1 and higher order con-
tributions have IR divergences of the form ξ log [G] and
worse [6]. However, these divergences are not a problem
because the vev φM is not a physical quantity. Further-
more, the divergence of φM ensures that the effective
potential is finite. All gauge dependent divergences are
guaranteed to cancel order by order in ħh.
As an aside we would like to comment on the term
“ħh-expansion”, of which there are contradictory uses. It
has historically been thought that when the units are
changed from natural units, and explicit factors of ħh are
reinserted, that these factors of ħh act as loop counting
parameters. This is not true. As was emphasized in [11] it
is possible to have loop effects at the order ħh0. That is, it is
possible to calculate classical corrections by doing loops.
The main message is that this kind of ħh-expansion is not
a loop-expansion. In this paper we do not reintroduce
factors of ħh by changing units. Instead, we use ħh as the
name of the loop-counting parameter—the perturbative
expansion is then called the “ħh-expansion”. As far as we
can tell, this nomenclature was introduced in [2]. It is
unfortunate that both of these kinds of expansions are
known as ħh-expansions.
In order to clarify the nature of the perturbative ex-
pansion we are using, we ask the reader to consider the
one-loop correction to the Higgs mass
m2H = m
2
tree +ħh Π1(m2H),
where mtree is the tree level Higgs mass and Π1(p2) is the
one-loop self energy. To find the one-loop correction to the
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Higgs mass we should expandm2H = m
2
tree+ħh m21+. . ., and
would find m21 = Π1(m
2
tree). This is the same perturbative
matching that we will use throughout this paper when
discussing the effective potential.
2.2.3 IR divergences in the eective potential
The effective potential evaluated atφ0 has IR divergences
when calculated perturbatively (because the Goldstone
bosons are massless). These IR divergences point to a
problem with the perturbative expansion, suggesting that
it might be necessary to perform a resummation. To illus-
trate the idea, consider Landau gauge—where the mixed
G-Aµ propagator vanishes, and the Goldstone propagator
is DG(k) = i/(k2 − G). The most severe divergences are
given by daisy diagrams [3, 4],
1
2
Π ,
1
4
ΠΠ ,
1
6
Π
Π
Π
, . . .
The daisies are built from Goldstone propagators and
insertions of the Goldstone self-energy Π(k2). These dia-
grams, for a given loop order L, contain the worst diver-
gences in the limit G → 0 because they have the maxi-
mum number of Goldstone propagators within the same
loop. The value of a daisy diagram with n “petals” can be
written
1
2n
∫
(dk)

1
k2 − G
n
(−Π(k2))n,
where we introduced a shorthand notation for the inte-
gration,
∫
(dq) =Q2ε
∫
ddq/ (2pi)d , with Q the renormal-
ization scale, and d = 4− 2ε. IR divergences come from
the limit G → 0. The daisy integrand, for soft momenta
k2 ∼ G, scales as∼ G2 (Π(0)/G)n. The daisy diagrams are
IR divergent for n≥ 2, which corresponds to 3 loops and
higher. In this argument we used Π(0) instead of Π(k2),
because for soft momenta the momentum dependence of
Π(k2) simply corresponds to sub-divergences,
Π(k2)∼ Π(0) + GΠ′(0) + . . .
Because IR divergences come from momenta of the
order k2 ∼ G it’s useful to separate different contributions
as hard and soft [4, 7]. Fields with momentum that scale
as k2 ∼ G are soft; fields with momentum that scale
as k2  G are hard. It is then possible to separate the
effective potential into a hard and a soft part, V (φ) =
VH(φ) + VS(φ), where VH only contains contributions
from hard fields, and VS from soft and hard. We refer to
this separation as the hard/soft split. From G = 1φ ∂V (φ)
the Goldstone self-energy can be separated into a hard
part ∆ and a soft part Σ, Π(0) =∆+Σ, with ∆= 1φ ∂V
H,
Σ= 1φ ∂V
S.
At one loop the hard/soft splitting is simple. For
Abelian Higgs in Landau gauge the potential splits as
VH1 (φ) =
1
4

H2

LH − 32

+ 3A2

LA− 56

,
VS1 (φ) =
1
4
G2

LG − 32

.
The Goldstone self-energy splits as
∆1 =
1
2

λH (LH − 1) + 3e2A

LA− 13

, (2.3)
Σ1 =
1
6
λG (LG − 1) . (2.4)
Because IR divergences come from soft momenta, all IR
divergences of the effective potential (G) are contained
in VS (φ).
2.2.4 Resummation in Landau gauge
The idea of resummation is that when the Goldstone mass
becomes small, corrections from all orders are relevant.
The result of the leading daisy resummation is
∞∑
n=1
1
2n
∫
(dk)(−1)n+1

1
k2 − G
n
(Π(0))n =
1
2
∫
(dk) log

k2 − G −Π(0)− 1
2
∫
(dk) log

k2 − G.
The Goldstone 1-loop contribution is 12
∫
(dk) log

k2 − G:
the resummation implies that the Goldstone mass in the
1-loop potential should be shifted according to G→ G =
G +Π(0).
Because G is the inverse of the Goldstone two-point
function evaluated at zero momentum, it is possible to
calculate it from the effective potential,
G = ∂2φ2V (φ1,φ2) =
1
φ
∂V (φ), (2.5)
where the last equality follows from the Goldstone the-
orem. A framework for resumming IR divergences was
developed for Landau gauge in [4, 7].
This framework relies on that only the hard part of the
self-energy should be used in the resummation, that is
G = G +∆. (2.6)
It was shown in [7] that this resummation is, in Landau
gauge, consistent to all orders in perturbation theory. The
argument of [7] relies on the fact that diagrams in which
all particles have soft momenta scale as ∼ G2. Shifting
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G→ G in these diagrams gives a finite result in the limits
G→ 0, G→ 0.
The above described resummation works to all orders
in Landau gauge. An attempt to extend the resummation
method to also cover general Fermi gauges has been done
in [6], but we find that there are certain complications.
First, the hard self energy is in general gauge dependent
at two-loops and higher. Second, the purely soft potential
has IR divergences. We demonstrate these complications
in section 3.
3 Results
We show that there are two different classes of IR diver-
gences in the Fermi gauges, and that the resummation
procedure defined in equation (2.6) is incapable of dealing
with all IR divergences. We argue that the ħh-expansion is
free of IR divergences to all orders.
3.1 IR divergences in the fermi gauges
Let us discuss the origin of IR divergences in Fermi gauges,
to parallel how daisy diagrams are resummed in Landau
gauge (see subsubsection 2.2.3). Before turning to the
Fermi gauges, it is useful to review how divergences ap-
pear in Landau gauge.
3.1.1 Power counting in Landau gauge
Our main concern are diagrams where the momenta on
all lines are soft. These diagrams remain after the leading
divergent diagrams with hard self-energies have been sub-
tracted; it’s important that these all-line-soft diagrams are
finite in the limit G→ 0. The power of G that a generic soft
vacuum diagram D scales with is denoted by PG(D)|ξ=0.
Denoting the number of A-G-H vertices V AGH , and simi-
larly for other vertices, it can be shown that
PG(D)|ξ=0 = 2+ V AGH + V GGAA+ 2V HHAA
+ V HHGG + V HHH + 2V HHHH .
PG(D)|ξ=0 shows that all-line-soft diagrams, at all loop
levels, scale with a positive power of G. It’s then safe to
shift G→ G in these diagrams.
3.1.2 Power counting in the Fermi gauges
The power counting is a bit more involved in the Fermi
gauges. Consider a daisy diagram at L loops,
1
2
(−1)L
L − 1
∫
(dk)

k2 − ξm2A
(k2 − G+)(k2 − G−)
L−1
×∆L−1, (3.1)
where ∆ is the hard part of the Goldstone self-energy,
as described in subsubsection 2.2.3. Here IR divergences
come from the momentum region k2 ∼ G± ∼ 0. For soft
momenta k2 ∼ G± this diagram scales as ∼ (G±)2(G± −
ξA)L−1∆L−1/(G2±)L−1. Logarithmic divergences now ap-
pear already at two loops, and are gauge dependent. At
three loops there are divergences of the forms ξ2/G4±,
ξ/G2± and logG±. The 3-loop IR divergence proportional
to logG± is not proportional to ξ and is the same diver-
gence we found in Landau gauge.
Just as in Landau gauge, the powers of G± for a generic
diagram can be found through power counting. Note that
some propagators (photon, Goldstone, mixed) have two
terms with different scaling, and that the most severely IR
divergent terms are those that scale with the lowest power
of G±. We will for the moment focus on diagrams with the
most severe IR divergences. These diagrams scale with
G± as
PG±(D) = 2− 2V g g g g − 2V g gh − V g gγγ + V hhh + 2V hhhh + V hhγγ.
Because some of the vertices contribute negatively to
PG±(D), it’s possible to have diagrams that scale with non-
positive powers of G±. The powers of G± can be reshuffled
to show the interplay between IR divergences and gauge
dependence,
PG±(D) = PG(D)|ξ=0 − Nξ(D), (3.2)
where Nξ(D) denotes the power of ξ in the most severely
IR divergent term in diagram D. The class of diagrams
discussed are possible at two loops or higher. Because
they are not guaranteed to be finite in the G±→ 0 limit,
it’s of no use to shift G± with G±. This implies that, in
its current form, the resummation procedure is not able
to remove all IR divergences. In subsubsection 3.3.1 we
show a specific diagram where this happens.
The gauge dependent IR divergences can be thought
of as artifacts from neglecting a proper perturbative ex-
pansion. From equation (3.2) we note that this type of
divergences is necessarily gauge dependent. Hence, these
divergences are guaranteed to cancel when Vmin is evalu-
ated order by order in ħh.
To summarize, there are two classes of IR divergences
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in the effective potential. The IR divergences in the first
class are gauge dependent and cancel when Vmin is eval-
uated order by order in ħh. This class of IR divergences is
not resummable. The second class of IR divergences con-
sists of independent² IR divergences which are present in
Landau gauge, and can be resummed. A priori, it is not
clear how this second class fares under the ħh-expansion.
These two classes of IR divergences seem to require
different methods to deal with them. We explore this in
the next subsection.
3.2 A strategy for calculating Vmin
Because there are gauge dependent IR divergences in
Fermi gauges that can not be removed through resumma-
tion, the need for resumming the effective potential is not
evident. However, such gauge dependent divergences are
guaranteed to cancel when evaluating Vmin perturbatively
through the ħh-expansion. We expect that the remaining
IR divergences also cancel in the ħh-expansion.
In this subsection, using the hard/soft split introduced
in [4, 6, 7], we prove that the three loop evaluation of
Vmin through the ħh-expansion is finite. We also show that
all the leading singularities cancel to all orders. We argue
that the ħh-expansion is IR fit to all orders. As a result, all
contributions coming from soft modes cancel: only hard
modes are relevant when evaluating Vmin.
3.2.1 The hard/soft split and the ħh-expansion
The separation of the effective potential into separate
contributions from hard and soft momenta, V = VH+ VS,
is valid forφ ≈ φM0 such that there is a separation of scales
between G and other heavy fields.
Because the goal is to calculate Vmin = V (φM), we
separate Vmin into hard and soft contributions, Vmin =
VHmin + V
S
min—we emphazise that this split is only used
as tool to track the IR divergences. In order to isolate
hard/soft contributions in an efficientway,we need to deal
with the vev φM = φM0 +ħhφM1 + . . . in this separation. It is
useful to split the vev asφM = φH+ϕ,whereφH is defined
through ∂VH

φ=φH = 0, andϕ denotes a remainder which
will receive contributions both from VH and VS. In this
way we can isolate the contributions that are purely due
to hard modes. The remaining hard/soft modes can be
dealt with separately.
Before the ħh-expansion is performed, an expansion is
2 Gauge independent in the sense that they do not depend on ξ.
performed around φH,
V (φM) = V (φH) +ϕ ∂V |φH + 12ϕ
2 ∂2V

φH
+ . . .
=

VH(φH)
	
+ VS(φH) +ϕ ∂VS

φH
+
1
2
ϕ2
 
∂2VH+ ∂2VS

φH
+ . . .
In this expansion we have isolated the purely hard part,
VH(φH), within curly brackets. This contribution is de-
noted as VHmin, and is given by
VHmin = V
H
0 (φ
H
0 )+ħhVH1 (φH0 )
+ħh2

VH2 − 12
 
φH1
2
∂2VH0

φH0
+ . . .
The purely soft terms and the soft-hard mix terms (also
referred to as soft) are denoted by VSmin and are given by
VSmin =ħhVS1 (φH0 )
+ħh2

VS2 − 12
 
ϕ21 + 2φ
H
1ϕ1

∂2VH0

φH0
+ . . .
Note that the leading order contribution to VH is VH0 = V0,
and that the soft potential VS starts at VS1 . By labeling
V0 as hard, we are ensuring that the shifted Goldstone
mass can be written as G = ∂VH/φ. That is, we identify
φH0 = φ0,ϕ0 = 0.
After isolating the hard and soft contributions to Vmin,
we are ready to address the questions of gauge invari-
ance and IR fitness of the ħh-expansion. Ideally, we would
like that the gauge dependence of the effective potential
separates according to the hard/soft split. We perform
and discuss this split in the next subsubsection. The main
question is whether the soft contribution VSmin is IR finite.
Even though we are not currently able to establish the IR
fitness of VSmin to all orders in perturbation theory, we have
shown that it holds at least up to three loops. Additionally,
leading divergences and a class of subleading divergences
cancel to every loop order, see appendix D.
3.2.2 Gauge dependence of V H
In order to assess the gauge dependence of VH we begin
by considering the gauge dependence of the full effec-
tive potential, which can be studied through the Nielsen
identity [8],  
ξ∂ξ + C(φ,ξ)∂φ

V (φ,ξ) = 0, (3.3)
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where C(φ,ξ) is the Nielsen coefficient. In Fermi gauge
Abelian Higgs, C(φ,ξ) is given by
C(φ,ξ) = =
e
2
∫
(dk)
1
k2
 −kµ Fµ(k), (3.4)
where F
µ
is the exact G-Aµ mixed propagator. The Nielsen
identity, taken at face value, is a non-perturbative state-
ment that implies that the effective potential is gauge
invariant when evaluated at its extrema. However, in per-
turbation theory the situation is more subtle. The authors
of [1] point out that C(φ,ξ) can be perturbatively IR
divergent when evaluated at φM, which jeopardizes the
conclusion that the effective potential is gauge invariant
there. On the other hand, the authors of [2] and the
authors of [6] argue that equation (3.3) should be con-
sidered perturbatively. In performing an ħh-expansion of
the Nielsen identity, any IR divergences of C(φ,ξ) will
cancel against zeros of ∂V . Some of these subtleties are
illustrated below, but we note that in the issue that we
actually are interested in — the gauge dependence of VH
— these concerns turn out to play no role.
The Nielsen coefficient C(φ,ξ) describes the gauge
dependence of V . By the method of characteristics, it can
be shown that curves φ(ξ) in the (φ,ξ) plane are curves
of constant V if the curves satisfy
ξ∂ξφ = C(φ,ξ). (3.5)
This is true for the vev φM(ξ). In order to find a use-
ful expression for C(φ,ξ) we use the generalized Ward
identities in appendix B. We find
F
µ
(k) = ξ
p
A
−kµ 
k2 − eG+  k2 − eG− , (3.6)
eG± ≡ 12
 G
ΠL
±
√√√ G
ΠL
(
G
ΠL
− 4ξA)
 , (3.7)
where G = 1φ ∂V andΠL(k
2) = 1+O(ħh) is a scalar function
that parametrizes the self-energy of the longitudinal part
of the (Aµ,G) matrix propagator. From equation (3.4) it
can be seen that C(φ,ξ) has an IR divergence as G →
0. The 1-loop result is the leading contribution and is
previously known (see e.g. [6]),
C1(φ,ξ) =
ξA
2φ
1
(G+ − G−)

G+
 
LG+ − 1
− G−  LG− − 1 .
The 1-loop Nielsen coefficient C1(φ,ξ) is divergent in the
φ→ φM0 limit. Interestingly, this divergence induces a ξ
dependent IRdivergence inφM1 (ξ) through equation (3.5).
This IR divergence is not problematic because it is neces-
sary to cancel other IR divergences in the ħh-expansion.
Consider now the purely hard contribution. The
Nielsen identity for the hard potential is 
ξ∂ξ + C
H(φ,ξ)∂

VH(φ,ξ) = 0. (3.8)
The Nielsen coefficient CH can be found by using the
mixed propagator given in equation (3.6) but with the
shifted Goldstone mass given by G = ∂VH/φ. Note that
the restriction to hard fields assumes k2 G±. Hence,
close to the minimum φH of the hard potential, we can
expand
1 
k2 − eG+  k2 − eG− = 1k4 +O  G ,
because by assumption k2  G.³ In this momentum re-
gion the Nielsen coefficient behaves as
CH(φ,ξ)|φ≈φH = e2
∫
(dk)k2
ξ
p
A
k4
+O
 
G

= 0+O
 
G

,
where the last equality follows from the integral being
scaleless. In particular, at φ = φH, we find CH(φH,ξ) = 0.
This is in sharp contrast to the behaviour of C(φ,ξ) for the
whole potential — gone are the ambiguities associated
with infinities.
It is not surprising that there are no IR divergences
for the hard fields because these can only come from
long distance behaviour. More interesting is the fact that
CH(φH,ξ) = 0. First of all, this implies that the hard
potential evaluated at φH is gauge invariant. Second of
all, equation (3.5) implies that φH is gauge invariant.
In other words, φ = φH is an invariant 1D manifold in
the (φ,ξ) plane under the flow defined by the Nielsen
coefficient through equation (3.5). It is also understood
that φH does not have any IR divergences.
To summarize, we have now shown that
• VH is gauge invariant when evaluated at φH. This
means that the gauge dependence of VH and VS
separates.
• φH is gauge invariant. Note that this places heavy
restrictions on the gauge dependence of G = G +∆,
because φH is defined through G

φH
= 0.
3 Because we are only considering hard elds, the “hard” self energy
∂VH/φ is free of any divergences, which justies our expansion.
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3.2.3 IR tness of the ħh-expansion
Because VHmin is finite and gauge invariant, we address the
IR finiteness of VSmin. Even if the soft effective potential V
S
receives IR divergent contributions, it is not guaranteed
that VSmin is IR divergent. Gauge dependent divergences
are guaranteed to cancel order by order in ħh. This section
focuses on the “gauge independent” divergences found in
Landau gauge (ξ= 0), and show how these cancel.
The idea is that divergences in the ħh-expansion of VSmin,
VSmin =ħhVS1 (φ0)
+ħh2

VS2 − 12
 
ϕ21 + 2φ
H
1ϕ1

∂2V0

φ0
+ . . . ,
might cancel order by order. We note that in Landau
gauge, insertions ofϕ1∝ G will soften any IR divergence.
3-loop singularity cancellation: To illustrate how such
a cancellation can work, let us consider the logarithmic
(∼ logG) divergence at three loops. In the following
we will only retain possibly divergent terms; we use the
symbol ' to denote expressions equivalent up to finite
terms. The ħh-expansion of VSmin, with all terms implicitly
evaluated at φ0, gives
O(ħh3) :
(
VS3 +φ
H
1 ∂V
S
2 +
 
φH1
2
2!
∂2VS1
)
+

ϕ2
 
∂VS1 +φ
H
1 ∂
2V0

.
(3.9)
The possible divergences of the expression within the
curly brackets in equation (3.9) come from the 2- and
3-loop daisy diagrams
VS2 ∼ Π1(0) , VS3 ∼ Π1(0)Π1(0) ,
where the Goldstone self-energy insertions are hard. Our
aim is now to translate these diagrams to the language of
the ħh-expansion. For a general l-loop daisy diagram, the
contribution to the potential is
VSl = −12
(ΠH1(0))
l−1
l − 1
∫
(dk)
(−1)l−1
(k2 + G)l−1 . (3.10)
We can relate this expression to the soft 1-loop potential
via the relation
−1
2
∫
(dk)
1
(k2 + G)n
=
(−1)n∂ nGVS1
(n− 1)! ,
which gives
VSl =
1
(l − 1)!
 
ΠH1(0)
l−1
∂ l−1G VS1 . (3.11)
The IR divergent contributions to the 2- and 3-loop VS can
then be written
VS2 ' (ΠH1(0))∂GV S1 ,
VS3 ' (ΠH1(0))2
∂2GV
S
1
2
.
By using the definition of the Goldstone mass, the deriva-
tives with respect to G can be rewritten as
∂G =
3
λφ
∂ ,
∂2G =

3
λφ
2 
− 1
φ
∂ + ∂2

.
We give a general formula for an arbitrary number of G
derivatives in appendix D.2.
When φ-derivatives act on the soft 1-loop potential,
the result scales as ∂ nVS1 ∼ G2−n. Thus the logarithmically
divergent terms that are present at three loops can only
come from ∂2V S1 . We now use Π
H
1(0) = −∂2V0φH1 /φ0 and
∂2V0 = λφ20/3 to rewrite the divergent terms in the ħh-
expansion as
VS3 +φ
H
1 ∂V
S
2 +
 
φH1
2
2
∂2VS1 '
(φH1 )
2∂2VS1

1
2
− 1+ 1
2

= 0.
The remaining terms in the straight brackets in equa-
tion (3.9) are possibly divergent because they are pro-
portional to ϕ2; we have not established whether this
quantity is finite yet. It is defined by
ħh2
 
∂2V0ϕ2 + ∂V
S
2 +φ
H
1 ∂
2VS1
' 0.
The divergent contributions to ϕ2 are
ϕ2 ' − 1
∂2V0
 
∂VS2 +φ
H
1 ∂
2VS

' −(φH1 )2
∂2VS1
∂2V0
(−1+ 1) = 0,
and ϕ2 is finite. We have showed that V
S
min is finite (actu-
ally zero) to three loops in the ħh-expansion.
Leading singularity cancellation: The above example
can be generalized. The idea is that we can rewrite any
daisy diagram in terms of derivatives acting on VS1 . We
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will use this procedure to show that leading singulari-
ties cancel to all orders, where leading singularities are
defined as the worst possible divergence at a given loop
order. In this calculation we use the symbol ' to denote
equivalence up to sub-leading divergences (note that this
definition carries over to the three loop example).
At L loops the leading singularity behaves as VL ∼
G3−L . At the ħhL order, the ħh-expansion gives terms of the
form
VSmin = . . .+ħh
L

VSL +φ1∂V
S
L−1 + . . .+
φL−11 ∂ L−1VS1
(L − 1)!

+ . . .
If L ≥ 3 all the terms in the parenthesis have the same
leading singularity. This can be seen from that the leading
singularity for ∂ nVl is∼ G3−l−n, and l+n= L for all terms
in the parenthesis. TheħhL leading singularity contribution
can hence be written as
VSmin

L '
L−1∑
n=0
φn1∂
nVSL−n
n!
. (3.12)
Again, our goal is to rewrite this in terms of derivatives
acting on VS1 . The expression for the l:th loop level daisy is
given in equation (3.11), in terms of G-derivatives acting
on VS1 . To exchange these derivatives forφ-derivatives we
note that when counting leading singularities,
∂ nG '

3
λφ
n
∂ n. (3.13)
We can express VSl as
VSl '
φ l−11 (−1)l−1∂ l−1VS1
(l − 1)! ,
which allows us to perform the sum in equation (3.12),
L−1∑
n=0
φn1∂
nVSL−n
n!
'
φL−11 (−1)L−1∂ L−1VS1
L−1∑
n=0
(−1)n
n!(L − 1− n)! = 0.
Here we made use of the Binomial identity
c∑
n=0
(−1)n

c
n

= 0. (3.14)
We see that the leading singularities cancel order by order
in ħh.
In appendix D we extend the machinery developed
here to show the even stronger result that the leading sin-
gularities cancel if Π1(0) → Π(k2). The reader might
worry about divergences in φL . However, the leading
singularities in φL are again proportional to the sum∑L−1
n=0
1
n!φ
n
1∂
nVSL−n, and vanish.
What about sub-divergences? The complete fitness of
Vmin has not yet been shown, but we have shown that
a particular class of sub-divergences cancel. The combi-
natorics of this cancellation is non-trivial, as we show in
appendix D. On this basis, we conjecture that VSmin = 0
holds to all loop orders, with the full proof left for the
future.
3.3 Quantitative results
Having introduced our strategy for isolating the physical
part of Vmin in subsection 3.2, we now turn to demonstrat-
ing it by calculations in both the Abelian Higgs and the
CW model.
3.3.1 Abelian Higgs
The Abelian Higgsmodel is the simplestmodel to illustrate
the strategy discussed in the previous subsections. In
Fermi gauges the 1-loop contribution is given by
V1 (φ) =
1
4

H2

LH − 32

+ 3A2

LA− 56

+ G2+

LG+ − 32

+ G2−

LG− − 32

.
The hard and soft contributions can be quickly identified:
VH1 is given by the contributions from H and A, while V
S
1
is given by G+ and G−. With these 1-loop contributions
we can find φM1 through the procedure delineated below
equation (2.2). The definition of φH is parallel to that
of φM, and it is hence straightforward to perform the
separation φM1 = φ
H
1 +ϕ1. The result is
φH1 =−
√√3m2
2λ3

18e4

log

6e2m2/λ
µ2

− 1
3

+ λ2

log

2m2
µ2

− 1

,
ϕ1 =e
2m2ξ
1
2
√√3m2
2λ

LG + log

6ξe2m2/λ
µ2

− 2

.
Note that ϕ1 has an IR divergence of the form ϕ|G→0 ∼
ξLG .
For the 2-loop effective potential calculation we are
interested in separating it into its hard and soft parts,
V2(φ) = VH2 (φ) + V
S
2 (φ). In practice this amounts to us-
ing the method of regions to separate the momentum
integrals into integrals over hard and soft modes, as de-
scribed in [7]. It should also be noted that the method of
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regions can be applied directly to the renormalized mo-
mentum integrals, to ensure that any finite contribution
from counterterm insertions get identified correctly. We
use renormalized integrals throughout this section.
At two loops we expect IR divergences from the soft
contributions. The outline of the calculation of the 2-loop
potential is given in appendix C. Before we consider the
full soft contribution, let us consider the double Goldstone
bubble diagram MB. This diagram is an all-lines-soft
diagram that is IR divergent. Its value at φ = φM0 is given
by
MB|φM0 =

φM0
= −i2λ 1
23
∫
(dq)DG(q)
2
φM0
=
1
32
e4m4
λ
ξ2

LG + log

6ξe2m2/λ
µ2

− 2
2
.
As we discussed in subsection 3.1, this diagram is an
example of the kind of IRdivergence that prevents us from
performing a resummation in Fermi gauges. Additionally,
note the presence of the L2G term, which is not possible to
generate in Landau gauge at two loops.
At the tree level minimum φM0 , the 2-loop level soft
potential is given by
VS2

φM0
=
3e2m4ξ
4λ2
§
e2λξ
2
L2G − LG

−12e4 + 2e2λξ− e2λξ log

6ξe2m2/λ
µ2

+36e4 log

6e2m2/λ
µ2

− 2λ2 + 2λ2 log

2m2
µ2

− 1
2

log

6e2m2ξ/λ
µ2

− 2

72e4

log

6e2m2/λ
µ2

− 1
3

+4λ2

log

2m2
µ2

− 1

− e2λξ

log

6e2m2ξ/λ
µ2

− 2
ª
.
The full ħh2 contribution to VSmin is given by
VS2 − 12
 
ϕ21 + 2φ
Hϕ

∂2V0

φM0
.
After some straightforward algebra one finds that VSmin
is IR finite, and in fact zero, as promised.
We do not give the full 2-loop contribution to the hard
effective potential, because its full form is not particu-
larly enlightening. It does however have a few interesting
properties. We find that the gauge dependence of VH2 (φ)
separates according to VH2 (φ) = V
H
2 (φ)

G=0+ f (ξ,φ)G
2+
O(G3), where f (ξ,φ) is a second degree polynomial in ξ.
This behavior is illustrated in figure 1, where we plot the
2-loop hard potential for a benchmark parameter point.
Even though the cancellation of VSmin suggests that the
physical content of Vmin is contained in V
H
min, minimizing
VH numerically will still yield a gauge dependent result
(though we note that the result converges to VH(φM0 ) in
the limit ξ→∞). We also note that the hard Goldstone
self-energy, ∆= ∂VH/φ, will in general depend on ξ.
The fact that the gauge dependent terms of VH2 (φ)
scale with G2 ensures that the potential and its first deriva-
tive are gauge invariant when evaluated at φM0 . Conse-
quently, this guarantees the gauge invariance of the ħh2
ξ 0
ξ 250
ξ 500
ξ 750
235 240 245 250 255
-1.1
-1.05
-1.
-0.95
ϕ GeV
V
(
)
[1
0
0
G
e
V
]4
Figure 1: The hard part of the 2-loop eective potential, VH(φ) = V0(φ) +
ħhVH1 (φ) + ħh
2VH2 (φ), versus the background eld φ. The parameters are
chosen such thatφM0 = 246 GeV, H|φM0 = (125 GeV)2 , A|φM0 = (90 GeV)2 .
contributions to VHmin,
VHmin = V0|φM0 +ħh VH1

φM0
+ħh2

VH2 − 12 (φ
H
1 )
2∂2V0

φM0
+ . . . ,
and φH, in accordance with our analysis of the Nielsen
identity in subsubsection 3.2.2. Even with this in mind, it
is easier to calculate the hard potential compared to calcu-
lating the full potential and then ensuring cancellations
of the IR divergences.
RG invariance: Physical quantities should be RG invari-
ant to ensure that the results do not depend on the fic-
tional scale used. In this way, RG invariance serves as an
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important check of the results.
The 2-loop potential V = V0+V1+V2+O
 
ħh3

satisfies
the RG equation
µ
∂
∂µ
−φγφ ∂
∂φ
+ βλ
∂
∂λ
+ βe
∂
∂e
+ βm2
∂
∂m2
+ βξ
∂
∂ξ

V = 0. (3.15)
We want to check whether this equation is satisfied up to
O(ħh2). Because the parameters e and ξ first contribute at
the 1-loop level, it is sufficient to retain the leading order
β -functions for them, both of which are well known. They
are given by
βe = ħh
e3
3
+O
 
ħh2

,
βξ = −ħhξ2e
2
3
+O
 
ħh2

.
The gauge parameter beta function βξ is absent in many
standard calculations because Landau gauge is the com-
mon gauge choice for calculating the effective potential
in which βξ = 0.
The anomalous dimension and remaining beta func-
tions are given by⁴
γφ =ħhe2(ξ− 3) +ħh2

10
3
e4 +
λ2
9

+O
 
ħh3

,
βλ =ħh

36e4 − 12e2λ+ 10
3
λ2

+ħh2

−416e6+ 316
3
e4λ+
56
3
e2λ2− 20
3
λ3

+O
 
ħh3

,
βm2 =ħhm2

4
3
λ− 6e2

+ħh2m2

−10
9
λ2 +
32
3
e2λ+
86
3
e4

+O
 
ħh3

.
With the above RG-coefficients, the 2-loop effective po-
tential
 
V − V |φ=0

indeed fulfills the RG-equation (3.15),
where V |φ=0 has been subtracted because renormaliza-
tion of the zero-point vacuum energy is neglected.
In our strategy to calculate Vmin we noted that the soft
contributions cancel, and that the purely hard contribution
VHmin = V
H(φH) is all that remains. From our calculation
above, we expect then that VHmin is RG invariant, because
it is just the finite contribution to Vmin. We can confirm
this explicitly by checking the RG invariance of VHmin. This
invariance takes the form
µ
∂
∂µ
+ βλ
∂
∂λ
+ βe
∂
∂e
+ βm2
∂
∂m2

VH|φ=φH = 0. (3.16)
4 The 2-loop beta function for the mass βm2 is not explicitly given in the
literature, but as noted in [12] it can easily be extracted by introducing
a dummy eld , φ3 , and rewriting the mass term
1
2m
2
 
φ21 +φ
2
2

=
1
4!λabcdφaφbφcφd , with a, b, c, d = 1,2,3 [13, 14].
Note that in this RG eqation we could neglect the contri-
butions from rescaling the field with γφ and the evolution
of ξ through βξ, because V
H is evaluated at its extremum
φH, and because we have shown that it is ξ-independent
there.
It is straightforward to check that VH fulfills the RG
equation (3.16) at leading order. At the O
 
ħh2

level the
RG equation assumes the form
µ
∂
∂µ
VH2 +φ
H
1µ
∂
∂µ
∂φV
H
1 +
 
β1m2∂m2 + β
1
λ∂λ + β
1
e ∂ e

VH1
+(β2λ∂λ + β
2
m2∂m2 +φ
H
1β
1
m2∂m2 +φ
H
1β
1
λ∂λ)V
H
0
		
φ=φ0
= 0.
By explicit calculation VH2 |φ=φH − VH2 |φ=0 is indeed RG
invariant toO
 
ħh2

. We expect that this holds to all orders
in ħh, because we have explicitly separated the hard and
soft degrees of freedom. The hard and soft quantities
should be individually RG invariant because they do not
“talk” with each other.
To summarize, we have seen that VH is RG invariant
when evaluated at φH up to O(ħh2). This means that the µ
dependence of VH and VS separates, at least up to O(ħh2),
but presumably to all orders. This supports the claim that
VHmin is a physically meaningful quantity.
3.3.2 The CWmodel
The CW model is a special instance of scalar QED men-
tioned in the introduction. This model is defined by
m2 = 0 and does not have spontaneous symmetry break-
ing at the classical level, but it can exhibit symmetry break-
ing at the quantum level. S. Coleman and E. Weinberg
emphasized in their original paper [5] that this requires
a careful treatment of perturbation theory, with the cou-
pling λ scaling as λ ∼ ħh. Recently Andreasson, Frost,
and Schwartz computed the effective potential in the
CW model for the Fermi gauges up to two loops and
demonstrated that the scaling λ ∼ ħh means that it is no
longer enough to just perform the ħh-expansion to establish
gauge invariance of Vmin [1]. There are daisy diagrams
which contribute as 1
λl
at loop level l, which breaks the ħh
power counting. This necessitates a resummation of these
terms in order to cure the gauge dependence. Later it was
pointed out by Espinosa, Garny, and Konstandin [6] that
this resummation is the same as the one that two of the
authors developed to cure the IR issues of the effective
potential in [4]. Here we want to clarify this relation by
being very explicit about the hard/soft separation of Vmin
in the CW model, and to place this discussion in the con-
text of the ħh-expansion. We also discuss our interpretation
of why perturbation theory breaks down in this model.
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The masses in this model are
G =
1
6
λφ2,
H =
1
2
λφ2 = 3G,
A= e2φ2.
Even though the H field is on the same footing as G,
we choose to still retain the original labels. The mixing
masses G± are given in terms of the above masses just
as in the Abelian Higgs model. We implement the λ ∼ ħh
scaling by extracting a factor of ħh, i.e. we let λ→ ħhλ. This
pushes each factor of λ up one order in the perturbation
expansion, and we hence have that V0(φ) = 0. The 1-loop
potential is V1(φ) =
λ
4!φ
4+ 34A
2(LA− 56 ), andwe can notice
that V1(φ) = VH1 , V
S
1 = 0, i.e. the 1-loop potential is purely
due to hard contributions. The a priori 1-loop terms from
H and G± are pushed to the 2-loop level, and will give a
part of the 2-loop soft contribution. By minimizing VH1 (φ)
we can find φH0 , which is the leading order contribution
to φH, φH0 =
1
eµexp[
1
6 − λ36e4 ]. We note that φH0 actually
scales as ħh0, even though it is defined through the 1-loop
potential. This allows us to treat it just as the tree-level vev
φ0 in ordinary perturbation theory, and expand around
it. Remarkably, this carries on to the higher orders: φH1
scales as ħh even though it is generated at the 2-loop level,
and so on. We of course also extract the 1-loop corrected
Goldstone mass, O(ħh) : G = 1φ ∂VH = G + 32 e2A
 
LA− 13

,
and this is by definition zero when evaluated at φH0 .
Turning to the 2-loop diagrams, in order to perform
the split into hard and soft it is easiest to work with
renormalized integrals, as described in [7]. Using the
same notation as in [1], the non-zero diagrams at the
2-loop level are
MA = , MB = ,
MC = , MD = .
Evaluating these diagrams one finds (with terms ∼ λ
pushed to higher orders)
MA =MSA = e2A2ξ

−3
4

LA− 13
 
LξA+ LG − 2

,
MB =MHB = e2A2

1
4
(1+ 3ξ) L2A − 12 (2+ 4ξ)LA
+
5
4
+
pi2
12
+
9
4
ξ+
pi2
4
ξ

,
MC =MHC = e2A2

1
4
(9+ 3ξ)L2A− 12

56
3
+ 4ξ

LA
+
127
12
− pi2
12
+
9
4
ξ+
pi2
4
ξ

,
MD =MHD = e2A2ξ

−3
2
L2A+ 4LA− 92 −
pi2
2

,
where we noted that all diagrams are purely hard or soft.
In [1] the authors note that they confirm through explicit
calculation that MB +MC +MD is gauge invariant on
its own, which was originally shown in [15]. We repeat
this confirmation, and add that it goes hand in hand with
the factorization into hard and soft. After adding these
diagrams, the hard part of the 2-loop potential is
VH2 (φ) =MHB +MHC+MHD =
1
2
e2A2

5L2A− 623 LA+
71
3

.
We note that this expression reproduces the result in [6].
Similarly, the soft part of the 2-loop potential is found by
addingMSA to the terms pushed from the 1-loop level,
VS2 (φ) = [∼ λ terms from V1(φ)] +MSA
=
1
4
H2(LH − 32 ) +
1
4
G2+(LG+ − 32 ) +
1
4
G2−(LG− − 32 )
− 3
4
ξe2A2

LA− 13
 
LξA+ LG − 2

.
If we evaluate the 2-loop potential V2 = VH2 +V
S
2 at φ
H
0 we
will find a gauge dependent result, as observed in [1]. Also,
the contribution fromMSA is divergent in the limit G→ 0
(though not in the limitφ→ φH0 ). We agree with the joint
conclusion of references [1, 6], that both of these issues are
solved through resummation. The process of resumming
the daisies consists at this loop level of removing the
one-petal daisyMSA and letting G→ G in the remaining
“1-loop” terms, as described in subsubsection 2.2.3,
VS2 (φ) =
1
4
H
2
(LH − 32 )+
1
4
G
2
+(LG+ −
3
2
)+
1
4
G
2
−(LG− −
3
2
),
yielding a result that vanishes at φH0 and hence is gauge
invariant there. It is also finite in the limits G→ 0,G→ 0.
We can now evalulate Vmin up to order ħh2,
Vmin =

ħhVH1 (φH0 ) +ħh
2VH2 (φ
H
0 ) +O
 
ħh3
	
+ 0
=−ħh3
8
exp

2
3
− λ
9e4

µ4
+ħh2 exp

2
3
− λ
9e4

µ4

26
3
e8 +
13
27
e4λ+
5
648
λ2

.
We note that this is gauge invariant for arbitrary val-
ues of the MS scale µ. However, if we evaluate this
at the scale µX which is defined through λ(µX ) ≡
12
e4(µX ) (6− 36 log [e(µX )]), then we recover the result
of [1],
V (φM) = −ħh3
8
e4µ4X
+ħh2e6µ4X

71
6
− 62
3
log [e] + 10 log2[e]

.
We also note that an alternative definition of µX is that
φH0 (µX ) = µX . This is consistent with the procedure in [1],
where µX is the scale around which the ħh-expansion is
performed.
4 Discussion
Perturbative calculations of Vmin = V (φM) face difficulties
regarding gauge dependence and IR divergences. In this
paper we have argued that the ħh-expansion [2] is capable
of dealing with both of these issues. The key insight is
that the separation of scales introduced in [4, 6, 7] allows
us to isolate the physical part of Vmin as coming from
hard momentum modes. This separation defines a new
scale φH, which is the minimum of the hard potential VH.
We note that φH is physical in the sense that it is gauge
independent.
In previous attempts to understand the relation be-
tween gauge dependence and IR divergences through
the effective potential, special interest has been shown in
the CW model [1, 6]. However, we find that this model
is unique in the sense that it necessitates a modification
of the perturbation expansion, by having the coupling λ
scale as λ ∼ ħh. The result is that a resummation seems
to be necessary in order to properly include all the con-
tributions at ħh2, as was shown in [1]. Later it was then
commented in [6] that this resummation is precisely the
same that removes the IR divergences of the effective po-
tential. We would like to comment on these two results,
from the perspective of this paper. We expect that if one
would calculate the full three loop effective potential in
the CW model, one would find that there are divergent
contributions which the resummation procedure is not
capable of dealing with. To remove them one would have
to perform a consistent ħh power counting as in [1]. How-
ever, we suggest that it is possible to calculate the ħh3 term
without resorting to resummation. The procedure would
be to use the mass G = 0 in the scalar propagators, and
then also include λ insertions up to the proper order. This
is equivalent to picking out the hard contribution to Vmin,
and ignoring the soft contributions.
We find that the ħh-expansion yields a finite result up
to as many orders as we are able to check—we show
explicitly that they cancel up to three loops, and that the
leading singularities cancel to all loops. We expect that
the ħh-expansion is finite to all orders.
That said, it is not clearwhy the ħh-expansion would iso-
late the finite parts of Vmin. It is clear that the ħh-expansion
gives a gauge invariant result of Vmin, hence gauge depen-
dent singularities cancel. A tentative explanation would
be that such IR divergences are absent in the Rξ-gauges
for finite ξ, and are also spurious. However, note that our
proof of the finiteness of Vmin to three loops does not uti-
lize the fact that we are dealing with a gauge theory. In
fact, the proof would carry over to a global O (2) model
(by taking the e→ 0 limit), in which the Goldstone bosons
are not “eaten.” Perhaps this theory is protected because
it is possible to gauge it. This would pose interesting ques-
tions for the role of the Goldstone boson in models with
spontaneously broken global symmetries.
There are a number of directions in which future re-
search could go. One could try to systematically answer
the question posed above, regarding why the ħh-expansion
is finite. One possible venue of attack is to construct an
explicit hard (or soft) EFT for Fermi gauge Abelian Higgs,
in which the finiteness of Vmin might be evident. Another
direction is to try and extend the combinatorial machin-
ery we developed, in order to show (or disprove) that Vmin
is finite to all orders. A complementary approach would
be to calculate the 3-loop effective potential in the CW
model, in order to test our expectation that there are non-
resummable IR divergences, and that the correct physical
contribution to Vmin is only due to hard modes. Finally, it
would be interesting to try and apply the hard/soft split
in order to calculate other observables from the effective
potential, such as the critical temperatures of phase tran-
sitions. By isolating the physical parts of V as coming
from hard contributions, such calculations might be made
simpler.
Recently, Martin and Patel calculated the 2-loop effec-
tive potential for a generalized gauge fixing, in which
Rξ-gauges as well as Fermi gauges can be obtained by
taking limits [16]. The authors calculate Vmin by minimiz-
ing the effective potential numerically in Abelian Higgs as
well as in the standard model. They find a ξ-dependent
result that diverges in the limit ξ → ∞, and suggest
that this might be remedied through a resummation. It
may well be that such a resummation exists, but as we
have shown in this paper, the established resummation
procedure for dealing with Goldstone IR divergences is
not consistent in these models. Nevertheless, it is possible
to isolate the hard contributions to Vmin, such that the
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ξ→∞ limit is safe (though we advocate that one should
really use the ħh-expansion to calculate Vmin). With these
caveats in mind, it could be interesting to explore the
question whether it is possible to extend or modify the
resummation procedure to also work for Fermi gauges.
Acknowledgments: We thank Rikard Enberg and Gun-
nar Ingelman for helpful comments on the manuscript.
The Feynman diagrams where drawn using TikZ-
Feynman [17].
A Conventions and Feynman rules
A.1 General conventions
• We have rescaledħhwith 16pi2 in order to simplify the
formulas while still retaining ħh as the loop-counting
parameter.
• The metric is mostly minus: (+,−,−,−).
• The shorthand for momentum integration is∫
(dq) =Q2ε
∫
ddq
(2pi)d
,
withQ the renormalization scale. We use µ to denote
the MS scale.
• The field-dependent masses squared are denoted by
capital letters signifying the particle it corresponds
to (e.g. the Higgs mass squared would be denoted
H).
• We use the shorthand LX ≡ log
 
X/µ2

.
• Derivatives with respect to the background field φ
are denoted ∂ . Spacetime derivatives are denoted
as usual, with a Lorentz index ∂µ. Any other deriva-
tives are denoted with a subscript, e.g. ∂ξ ≡ ∂/∂ξ,
except for renormalization scale derivatives which
we explicitly spell out as ∂
∂µ .
•
∫
d(k, l,q) =
∫
(dk)(dl)(dq)δd (kµ + qµ + lµ) de-
notes the momentum integration of the setting sun
diagrams.
• We use ' to denote equivalence up to subleading
singularities.
A.2 Abelian Higgs Feynman rules
Feynman rules in the presence of spontaneous symmetry
breaking involve insertions of the background fieldφ; it is
possible to have arbitrary many φ insertions in a diagram.
We follow the approach in [1], where the effective poten-
tial is computed through Feynman diagrams with dressed
propagators, propagators with all φ insertions included.
The dressed propagators are found by diagonalizing the
kinetic terms in the presence of the background field φ.
In Abelian Higgs the dressed propagators are
= DG(k) = i
k2 − ξA
(k2 − G+) (k2 − G−) ,
= DH(k) = i
1
k2 −H ,
µ ν
= Dµν(k) = −i

1
k2 − AP
µν
+ ξ
k2 − G
(k2 − G+) (k2 − G−)
kµkν
k2

,
µ
= Fµ(k) = ξ
p
A
−kµ
(k2 − G+) (k2 − G−) ,
= Dcc(k) = i
1
k2
,
where the momentum flows from left to right. The final
propagator is the ghost propagator. The vertices in the
presence of φ are
k1
k2
µ = e (k1 − k2)µ , = −iλφ,
= −iλ
3
φ, = −iλ,
= −iλ, = −iλ
3
,
µ
ν
= 2ie2gµν,
µ
ν
= 2ie2gµν,
µ
ν
= 2ie2φgµν.
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B Ward identity of the mixed propagator
In our analysis of the Nielsen coefficient we utilized gener-
alized Ward identities in order to parametrize the mixed
(G,Aµ) propagator in a useful way. The propagator Ward
identity for Abelian higgs is well known and the deriva-
tion is given in appendix A.2 of [6]. We find the approach
in [6] very convenient, and we follow along their deriva-
tion, except that we retain some extra terms that vanish
when one takes the limit φ→ φM.
With a slight abuse of notation the Ward identity for
the matrix (G,Aµ) matrix propagator D(k) is given by
D(k)−1
ikµp
A
+
 k2kνξ
−ie∂φV
= 0, (B.1)
D(k)−1 ≡
 DµνA −1 (k)  DνAG−1 (k) 
DµGA
−1
(k) D−1G (k)
 .
It is useful to decompose the propagator into a transverse
and a longitudional part
D(k) =
Pµν 0
0 0
GT (k)
+
i kνpk2 0
0 1
GL(k)
−i kµpk2 0
0 1
 ,
where GT (k) is a scalar function that gives the self-energy
of the transverse modes, and GL(k) is a 2× 2 matrix that
does the same for the mixed longitudinal modes. Inserting
this decomposition into the Ward identity (B.1), one finds
G−1L (k) = i
k2/ξ 0
0 ∂φV
− iΠL(k)
 A −pAk2
−pAk2 k2
 ,
where ΠL(k) = 1 + O(ħh) is a scalar function that
parametrizes the self energy of the longitudinal mixed
modes. The propagator can now be written
D(k) =
Pµν 0
0 0
GT (k)
+i
−ξ  k2 − G/ΠL(k) 1e∆(k) kµkνk2 −iξpAkν/e∆(k)
iξ
p
Akµ/e∆(k) k2−ΠL(k)Aξ
ΠL(k)e∆(k)
 ,
where we introduced some shorthands. They are:
G =
1
φ
∂V,
eG± = G±
ΠL(k)
,
e∆(k) =  k2 − eG+  k2 − eG+ .
In particular, this tells us that the exact mixed (G,Aµ)
propagator F
µ
(k) can be written as
F
µ
(k) = ξ
p
A
−kµ 
k2 − eG+  k2 − eG− ,
which is the form we utilized in subsubsection 3.2.2.
C 2-loop eective potential
In this appendix we collect all the Feynman diagrams
required for calculating the 2-loop effective potential of
Fermi gauge Abelian Higgs. We do not write their explicit
values because these are often not very illuminating. We
do however write them in terms of symmetry factors,
coupling constants, and integrals over propagators. There
are two classes of integrals, the double bubbles and the
setting suns. Because we use the same metric as in [1],
we can use their master integrals for computing these
diagrams. Note that certain diagrams require reduction
before the master integrals are applicable. This can be
performed by hand, using tricks such as partial fraction
decomposition, or it can be automated by using tools such
as FIRE [18].
C.1 Double bubbles
The double bubbles can be thought of as a 1-loop vacuum
integral squared, times an appropriate coupling constant
and symmetry factor. The diagrams in this class are
MA = , MB = ,
MC = , MD = ,
ME = , MF = .
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In terms of symmetry factors, coupling constants, and
momentum integrals, these diagrams are given by
MA = = 2i2e2
1
22
×
×
∫
(dk)DH(k)
∫
(dq)Dµµ(q),
MB = = −i2λ 123
∫
(dq)DG(q)
2
,
MC = = i
−iλ
3
1
22
×
×
∫
(dk)DH(k)
∫
(dq)DG(q),
MD = = 2i2e2
1
22
×
×
∫
(dk)DG(k)
∫
(dq)Dµµ(q),
ME = = i
−iλ
23
∫
(dk)DH(k)
2
,
MF = = 0.
The diagramMF vanishes by symmetric integration.
C.2 Setting suns
The setting suns are slightly more complicated because
the two momentum integrals cannot be separated. We
use the shorthand
∫
d(k, l,q) to represent the momen-
tum integration
∫
(dk)(dl)(dq)δd (kµ + qµ + lµ). In the
following table of setting sun diagrams, we have included
a diagram with two ghost propagators, even though in
Fermi gauges this diagram is not present (ghosts are free).
MG = , MH = , MI = ,
MJ = , MK = , ML = ,
MM = , MN = , MO = .
In terms of symmetry factors, coupling constants, and
momentum integrals, the individual diagrams are
MG = = i
1
4
(2ie2φ)2×
×
∫
d(k, l,q)DH(k)Dµν(q)Dµν(l),
MH = = i
1
2× 3! (−iλφ)
2×
×
∫
d(k, l,q)DH(k)DH(k)DH(k),
MI = =
i
4
−iλφ
3
2
i3×
×
∫
d(k, l,q)DH(k)DG(l)DG(q),
MJ = = 0,
MK = = ie(2ie2φ)×
×
∫
d(k, l,q)DH(k)(k− l)µDµν(q)Fν(l),
ML = =
i
2
e2(−1)×
×
∫
d(k, l,q)(k− l)µDµν(q)(k− l)νDH(k)DG(l),
MM = = i(−iλφ3 )e×
×
∫
d(k, l,q)DH(k)DG(l)(l − k)µFµ(q),
MN = =
i
2
(2ie2φ)(−iλφ
3
)×
×
∫
d(k, l,q)DH(k)F
µ(l)Fµ(q),
MO = =
i
2
e2×
×
∫
d(k, l,q)DH(k)((l − k)µFµ(q)(q− k)νFν(l).
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D Cancellation of certain subleading sin-
gularities
In subsubsection 3.2.3 we have showed that the leading
singularities of VSmin cancel to all loop orders. Because the
3-loop potential only has leading singularities, this means
that the 3-loop potential is finite. We demonstrated this
fact explicitly. We are not able to show that all singularities
cancel, but in this appendix we show that certain classes
of subdivergences cancel to all orders. This involves non-
trivial combinatorics, andwe see this as furthermotivation
that Vmin is finite in the ħh-expansion.
We will only consider singularities coming from dia-
grams of the type
Π
Π
Π
Π
Π
,
where the self-energy Π(k2)∼ ħh Π1(k2)+ħh2 Π2(k2)+ . . .
only contains hard contributions. The momentum depen-
dence ofΠ(k2)will soften the divergence, because for soft
momenta Π(k2) = Π(0) + GΠ(1)(0) + . . . The most diver-
gent terms correspond to just usingΠ(0) in the self-energy
insertions. We showed that leading singularities associ-
ated with such insertions cancel in subsubsection 3.2.3.
That the singularities with the momentum dependent
self-energy Π(k2) cancel in the ħh-expansion is not clear a
priori, because Π(1)(0) and higher derivatives correspond
to contributions with non-zero external momentum —
which cannot be obtained from the effective potential.
In subsection D.1 we show that given a specific inser-
tion in a Daisy diagram, the leading divergences with
respect to this insertion cancel. In subsection D.2 we show
that a certain class of subleading divergences cancel.
D.1 Leading singularities and momentum depen-
dent insertions
In this subsection we will prove that given a choice of
insertions in a daisy diagram, the leading singularities
cancel. We will do this in multiple steps: cancellation of
singularities with Π1(0) and Π
(1)
1 (0) insertions, cancella-
tion of singularities with Π1(k2) insertions, and finally
cancellation of singularities with Π(k2) insertions.
D.1.1 Π(1)1 insertions
We now consider leading daisy diagrams of loop level l
of which i of the petals are k2Π(1)1 (0) insertions. These
diagrams are less and less divergent with increasing i,
which means that we can consider them separate from
each other. In this subappendix we will consider such an
insertion as given, and then count the leading singularities
for this insertion. Denoting such a diagram by V il , we have
that
V il '

l − 1
i

1
l − 1 (−1)
l−1(Π1(0))l−1−i(Π(1)1 (0))i×
×
∫
(dk)
(k2)i
(k2 + G)l−1 .
We now use the relation
x i
(x + y)n
=
i∑
k=0

i
k

(−1)k yk
(x + y)n+k−i
and equation 3.11 to rewrite V il as
V il '

l − 1
i

(−1)i
l − 1 (Π1(0))
l−1−i(Π(1)1 (0))i×
×
i∑
k=0

i
k

Gk
∂ l+k−i−1G VS1
(l + k− i − 2)! .
In the ħh-expansion a generic V il diagram will contribute
through ∂ nV il . With this in mind the goal is to convert
the G-derivatives to φ-derivatives; we note that at the
singularity order we are considering, ∂ n =
 
∂2V0/φ0
n
∂ nG .
We also need the identity
∂ nx(x
kV (x)) =
k∑
j=0

k
j

n
j

j! x k− j∂ n− jx V (x), (D.1)
where V (x) is a generic function. Using equation D.1, and
suppressing factors independent of n and l, we can then
write ∂ nV il as
∂ nV il '

l − 1
i

1
l − 1×
×
i∑
k=0
k∑
j=0

i
k

k
j

n
j

j!Gk− j
∂ l+k+n−i− j−1VS1
(l + k− i − 2)! .
Each instance of ∂ nV il will contribute in the sum over
n, as in equation (3.12). With this in mind, let us try to
find a more tractable expression for the double sum. By
changing the summation variables, the sum takes the form
i∑
m=0
i−m∑
j=0

i
j +m

j +m
j

n
j

j!Gm
∂ l+m+n−i−1V1
(l + j +m− i − 2)! .
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Fixing m we can perform the inner sum,
i−m∑
j=0

i
j +m

j +m
j

n
j

j!
1
(l + j +m− i − 2)! =
1
(l − 2)!

i
i −m

(l + n− 2)!
(l + n+m− i − 2)! .
We now have all ingredients we need to perform the sum
in equation (3.12). Following the same steps as in sub-
subsection 3.2.3, we find that the contribution of leading
singularities to the ħhL term from daisy diagrams with i
insertions of k2Π(1)1 (0) is
L−i−1∑
n=0
φn∂ nV iL−n
n!
'
i∑
m=0
(overall factor)
L−i−1∑
n=0
(−1)n
n!(L − 1− i − n)! .
(D.2)
This sum vanishes for all m and i because of equation
3.14.
D.1.2 Cancellation of full Π1(k2) insertions
In light of the previous subsubsection, we are ready to
show the cancellation of leading singularities given full
Π1(k2) insertions.
Consider a daisy diagram with a1 insertions of
Π
(1)
1 (0)k
2, a2 insertions of Π
(2)
1 (0)(k
2)2, ..., aα insertions
of Π(α)1 (0)(k
2)α. All such diagrams have a common factor
from the Taylor expansion of Π1(k2), the only difference
is the combinatorial factor from the insertions. A general
diagram is given by
V i¯l ' (l − 2)!a1! . . . aα!(l − 1− i¯)! (Π1(0))
l−1−i¯×
×
α∏
q
(Π1(0)
(q))aq
∫
(dk)
(k2)i¯
(k2 + G)l−1 ,
where i¯ ≡∑αq aq. Up to a factor common for all diagrams
the result is the same as in the previous section with i→ i¯,
and the singularities vanish by the same arguments.
We have now shown that all leading singularities with
Π1(k2) insertions vanish to all orders in ħh. Note that the
explicit form of Π1(k2) was not important for the proof;
the only relevant fact was that Π1(k2) is finite and can be
expanded in powers of k2.
D.1.3 Cancellation of Π(k2) insertions
For the final step we have to deal with insertions of higher
order self-energies such as Π2(0). There is a slight com-
plication with these insertions because there are different
families of terms in the ħh-expansion that are of the same
singularity order. At four loops, including only terms that
contain Π2(0), this is reflected in the ħh-expansion as
V (φM) = . . .+ħh4
 
V4 +φ1∂V3 +φ
2
1∂
2V2/2
+φ2∂V2 +φ1φ2∂V2) + . . .
The first family corresponds to terms with the maximal
number of φ1 factors, here φ
2
1∂
2V2/2. However, note that
for the φ2∂V2 term to be of the same singularity order
as V4 we need ∂V2 to be leading order divergent. We can
generalize this statement to terms with arbitrary many
factors of φq, q > 1.
First, note that at loop order L all terms with a factor
φ i2 will factorize as
L−2i−1∑
n=0
φ i2
i!

φn1∂
i+nVL−2i−n
n!

.
This sum is of the same type as in equation D.2, with
L → L − 2i, and the sum thus vanishes by the same
arguments. The second andfinal step in the generalization
is that the same statement is true for arbitrary insertions
of φq. The result factorizes as
L−1−q¯∑
n=0
α∏
q=0
φ
aq
q
aq!

φn1∂
n+i¯VL−n−q¯
n!

,
where we have defined q¯ =
∑α
i=2 qaq, i¯ =
∑α
i=2 aq. As
long as we are considering leading singularities for a
given insertion, the object in the parenthesis must be
leading order. Again, the sum over n vanishes by the
same arguments as in equation D.2.
The only remaining leading daisy diagrams in the ħh
expansion come from the first family of terms of the form∑
n
1
n!φ
n
1∂
nV . Let us first focus on the leading singularities
for diagrams V il with i insertions of Π2(0),
V il '

l − 1− i
i

(−1)l−1−i
l − 1− i (Π2(0))
i(Π1(0))
l−1−2i×
×
∫
(dk)
1
(k2 + G)l−1−i .
Using the by now familiar bag of tricks we find
L−2i−1∑
n=0
∂ nVL−n
n!
∝
L−2i−1∑
n=0
(−1)n
n!(L − 2i − 1− n)! = 0,
by equation 3.14.
Insertions of an arbitrary number of (Πα(0)) will not
change the combinatorics pertinent to the sum in the
ħh-expansion, just as in the previous subsubsection. This
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again leads to the same sum,which vanishes. Note that by
the same argument, taking into account the subleading
k2 dependence of the self-energies will end up with the
same sum in the end (modulo overall factor), and we have
thus proved that given insertions of Π(k2), the leading
singularities cancel to all orders in pertubation theory.
D.2 Subleading singularities
In this subsection we discuss a particular class of sub-
leading singularities. Even though we cannot prove that
all subleading divergences cancel, we argue that the non-
trivial combinatorics needed for this cancellation is further
support for the finiteness of Vmin.
We will focus on subleading singularities arising from
daisy diagrams with Π1(0) insertions, and no derivatives
acting on ∂VH1 . In the ħh-expansion this corresponds to
the terms with φ1 and φ2 factors. We refer to these as
two families: the terms with only φ1 factors, and the
terms with both φ1 and φ2 factors. To translate the daisy
diagrams to these kinds of terms we follow the procedure
laid out in the previous subsection, but now we need to
retain subleading divergences.⁵ With this in mind, we
rewrite the l-loop level daisy VSl in terms of φ-derivatives
acting on VS1 ; we need the following two relations:
(∂G)
l−1 =

3
λ
l−1 l−2∑
k=0
(l + k− 2)!
2k(l − k− 2)!k!φ l+k−1 (−1)
k∂ l−k−1,
∂ n(
1
x k
V (x)) =
n∑
j=0
1
x k+ j
(−1) j

k+ j − 1
j

n
j

j!∂ n− jV (x).
A general term in the ħh-expansion is of the form ∂ nVSl . To
find an expression for this quantity, note that because we
focus on daisy diagrams with Π1(0) = ∂VH1 /φ insertions,
every Π1(0) insertion contributes a factor φ−1.
This fact, together with the two formulas above, yields
the expression
∂ nVSl ' (φ1)l−1
l−2∑
k=0
n∑
j=0
(−1)l+k+ j−1 (l + k− 2)!
2k(l − k− 2)!k!(l − 1)!
×

k+ j + 2l − 3
j

n
j

j!∂ l+n−k− j−1VS1 .
According to the standard procedure, we will sum over
n in the ħh-expansion, and could use a more tractable
expression for ∂ nVl . To achieve this we want to isolate
specific values of ∂ xV1; we rewrite the sum above as
5 In this subsection we hence let ' represent equivalence up to subsub-
leading divergences.
∂nVSl ' (φ1)l−1
L−1∑
m=0
m∑
j=0
(−1)L+m+n21+ j−m (L +m− n− j − 3)!
(m− j − 1)!(L − n− 1)!
×

n
j

j!

2L +m− 2n− 4
j

1
( j + L −m− n− 1)! ∂
L−mVS1 ,
(D.3)
where we have used l = L − n, anticipating the sum over
n.
We cannot perform the sum in equation D.3, but it
turns out that we do not have to. Let anm denote the coeffi-
cient of ∂ L−mVS1 in ∂ nVSl , and P(n,q) denote a polynomial
in n of degree q. Then, fixing m and performing the sum
over j, we find
an1 ∼ (−1)n 1(L − n− 1)! , (D.4)
anm≥2 ∼ (−1)n P(n, 2m− 3)(L − n− 2)! . (D.5)
Even though we cannot calculate the coefficients of the
polynomial in anm≥2, it is still possible to show that the
subleading divergences cancel. The ħhL term in the ħh-
expansion now takes the form
L−2∑
n=0
φn1
∂ nVSL−n
n!
' (coeff.)
L−2∑
n=0
φn1
L−1∑
m=1
anm
1
n!
∂ L−mVS1 ,
The m= 1 terms are just the leading singularities ∂ L−1VS1 ,
which we have already shown to cancel.
All that remains are them≥ 2 terms. We can eliminate
some of them with the help of the relation⁶
c∑
n=0
(−1)n

c
n

nq =
(
0 if q < c
c!(−1)c if q = c . (D.6)
Using the form of anm≥2 given in equation (D.5), together
with the relation (D.6), we can eliminate all terms with
m< L+12 .
What about the remaining terms? First, terms with
m> L+12 are beyond the scope of this paper. What remains
is the edge case m = L+12 , which is only possible for odd
loop levels. As it turns out, it is possible to determine the
coefficient of the leading term in the polynomial P(n,q)
present in equation (D.5), that is
P(n, 2m− 3)∼

3
2
m−1 1
(m− 1)!n
2m−3 (D.7)
6 This and similar formulas can be proved by taking derivatives of (1− x)c .
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We then have that
L−2∑
n=0
φn1
∂ nVSL−n
n!
' (coeff.)φL1 ∂ L−12 VS1

3
2
 L−1
2
(−1)L−2.
With the first family of terms taken care of, the remaining
family consists of terms with φ2 factors. The contribution
of subleading divergences from both of these families to
the ħhL term can be written in a compact form as
L−3
2∑
j=0
φ
j
2
j!
L−1∑
n=0
φn1∂
n+ jVL−n−2 j
n!
+
φ
L−1
2
2
( L−22 )!
∂
L−2
2 VS1
Performing the sum over n analogously to in equa-
tion (D.7) and neglecting an overall pre-factor ∂
L−1
2 V1,
we find
'
L−3
2∑
j=0
φ
j
2φ
L−1−2 j
1
j!
3
L−1
2 − j
( L−12 − j)!2 L−12 − j
+
φ
L−1
2
2
( L−12 )!
=


3+ 2φ2φ0
φ21

2

L−1
2
1
( L−12 )!
.
Finally, by solving the minimization condition we can
translate φ2 into powers of φ1, in order to isolate the
singularities we are interested in. We have that
φ2∂
2V0 + ∂V2 + ∂
2V1φ1 + ∂
3V0
φ21
2
= 0 =⇒ φ2 ∼ −32
φ21
φ0
,
and thus the sum vanishes.
A corollary to the cancellation of this class of sublead-
ing divergences is that ϕ is finite up to ϕ3. This supports
the observation made in [3], which is that φM is finite up
to three loops in the standard model.
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