Abstract| In this paper, a random, con ict-free slot assignment policy is adopted for the allocation of a common channel between two (non-communicating) stations. Although this policy is inferior to the optimal periodic, xed slot assignment policy, it is shown than it achieves the performance of that optimal policy as the variance of the packet arrival process increases. The main advantage of the random, con ict-free slot assignment policy is that it is simple and always feasible unlike the optimal, periodic, xed slot assignment policy. Furthermore, the proposed policy is easily implemented in a dynamically changing environment; the optimal such policy is derived and a simple strategy based on a threshold test is developed for the identi cation of the optimal such policy, when estimates of the tra c parameters are available. No such strategy is known for the adaptation of the parameters of the optimal periodic, xed slot assignment policy. The developed analysis approach can be applied, to a great extent, to a system with more than two stations.
I. Introduction
The allocation of a common resource among a number of users is the central problem in a multi-user communication network. Depending on a number of factors, such as the user tra c characteristics, the packet delivery requirements and the topology, certain resource allocation schemes perform better than others. Random access schemes, such as those in ALOHA and Ethernet networks, generate packet collisions whose intensity increases as the number of users decreases and the per user tra c increases. As a result, random access schemes are e cient under light or moderate tra c generated by a large number of bursty users. On the other hand, when the number of users is small and the per user tra c signi cant and regular (as opposed to bursty), con ict-free resource allocation schemes, such as polling and time division multiplexing, have been shown to be superior. The literature regarding the previously mentioned schemes is large 1].
In this paper a common channel is shared by two distributed stations on a time slot assignment basis. The stations are assumed to have no knowledge of the other station's state. Information regarding the common channel activity is assumed to be available to the stations, if an adaptive channel allocation scheme is to be implemented.
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In this case, the channel activity information is utilized for the estimation of the tra c in each station.
The stations are assumed to be synchronized and are allowed to transmit only at the slot boundaries. A random number x (0 x 1) generated at every slot boundary is used for the determination of the channel allocation. If x , for some 0 1, then the slot is assigned to station 2; otherwise, it is assigned to station 1. According to this policy, a slot is assigned to station 1 with probability 1? and it is assigned to station 2 with probability . The previously described random, con ict-free slot assignment policy will be denoted by R( ) for station 1 and by R(1? ) for station 2. The standard TDM policy which assigns every other slot to a station will be de ned as the xed slot assignment policy F 2], 3].
The implementation of the random, con ict-free slot assignment policy requires that the random number x be available to all the stations in every slot. This can be implemented in a number of ways, without establishing a special communication link between the stations. For instance, all stations could be equipped with identical and synchronized random number generators. The slot boundaries may serve as the clocking times for the number generation process. Maintaining the synchronization of the slot boundaries (and thus the random number generators) is required for the implementation of any distributed time division multiplexing scheme. Thus, provided that the number generators are simultaneously initialized, maintaining their synchronization is easily achieved. When the allocation parameter is updated based on tra c estimates, all stations must determine the same value of in every slot. This is possible if all stations can obtain the channel activity information, which is necessary for the determination of , and the same algorithm is utilized. The random, con ict-free slot assignment policy can also be implemented by using one random number generator and one mechanism to update located at the entity (one of the stations or a third party) that provides for the slot synchronization. This entity would generate x, update and take a decision as to which station should be permitted to access the current slot. This permission could then be communicated to the stations by setting certain ag(s) at the beginning of each slot.
The random, con ict-free slot assignment policy has been brie y considered in 4] for the purpose of demonstrating the merit of the xed slot assignment policy. It has been shown in 4] that the optimal periodic, xed slot assignment policy is superior to the random, con ict-free one, under independent packet arrival processes; the optimal policy is de ned to be the policy which induces the minimum mean packet delay. Then e ort was concentrated on the derivation of a feasible periodic, xed slot assignment policy which would achieve the optimal capacity allocation. The golden ratio policy was proposed in 4] as a policy which could achieve the optimal channel allocation, at least under certain tra c conditions. The di culty in achieving the theoretical optimal allocation is discussed in 4]. In addition to the latter problem, it is not clear how a feasible periodic, xed slot assignment policy would become adaptive to a dynamically changing packet tra c environment and what the resulting performance would be.
In view of the above comments, the superiority of a feasible periodic, xed slot assignment policy over the random, con ict-free one becomes questionable, particularly when a simple policy which is adaptive to packet tra c changes is desirable. Furthermore, it is shown in the next section (Corollary 1) that the (easily and accurately implemented) random, con ict-free slot assignment policy achieves the performance of the optimal periodic, xed slot assignment policy asymptotically, as the variance of the tra c approaches in nity! As a consequence, when the variance of the tra c is large, the deviation of the random, con ictfree slot assignment policy from the optimal periodic, xed one could be smaller than that of a feasible near-optimal periodic, xed slot assignment policy! Under identical packet tra c conditions at both stations, policy F (de ned above) is the optimal periodic, xed slot assignment policy for the system of two stations. Before policies F and R( ) are applied to the system of two stations (section III), their performance in terms of the induced mean packet delay to a single station is investigated in section II. Although the expressions for the mean packet delay induced by policies F and R( ) may be found in 4] or elsewhere for policy F, 2], 3], they are derived in this paper (Theorems 1 and 2) by following a new, simple and uni ed approach for both policies. This approach is directly applicable to the case when the system consists of an arbitrary number of users, as well. Furthermore, although the closed form expression for the induced mean packet delay is obtained for an independent packet arrival process in each station, the derivation approach is also applicable under Markov modulated packet arrival processes.
The resulting queueing models under policies F and R( ) have not been analyzed in the past under Markov modulated packet arrival processes. The optimal policy for a single station in P = fF; R( ) for 0 1g is derived and the excess capacity 1=2 ? required for policy R( ) to achieve the optimal performance of policy F is established. Numerical results (Figs. 4 and 5) show that the excess capacity is insigni cant for large variance, which is a manifestation of the result (Corollary 1) that policy R( ) becomes optimal as the variance of the packet arrival process approaches in nity.
Notice that, unlike policy F, policy R( ) assigns a variable portion of the channel capacity to a station, according to the value of 1? . In the system of two stations, a larger capacity assignment to one station will result in smaller available capacity to the other station and, thus, the intensity of the queueing problems in the latter station will be increased. The performance of the system of two stations under policyR( ) is investigated in section III; policỹ R( ) is de ned as the system policy which applies policy R( ) to station 1 and policy R(1? ) to station 2. The optimal policyR( 0 ) (de ned as the one which minimizes the induced mean delay of a random packet) is derived and it is compared with the xed policyF; under policyF, policy F is applied to each of the two stations. From this comparison, the optimal policy inP = fF;R( ) for 0 1g is established.
Although policyF is optimal under completely symmetric tra c conditions, the performance of the optimal policyR( 0 ) is practically the same for large variance of the packet arrival process. Thus, when the variance of the packet arrival process is signi cant, both (easily implemented) policies perform similarly. It is under asymmetric tra c load that policyF looses its optimality and the optimal periodic, xed slot assignment policy is, in general, only approximately and non-easily implemented. Such a near-optimal policy becomes more complicated if, in addition to the tra c asymmetry, the parameters of the tra c vary in time. In this case, the slot assignment policy needs to become adaptive. While an adaptive policyR( ) is easily implemented through the adaptation of the probability (and a strategy is developed for this purpose, Corollary 4), an adaptive optimal or near-optimal feasible, periodic, xed slot assignment policy would be very complicated and such a policy, to our knowledge, has not been proposed anywhere. For this reason, only the easily implemented policỹ F is consider here for comparison to the optimal policỹ R( 0 ); under asymmetric and/or time varying tra c conditions the optimal policyR( 0 ) is shown to outperform policyF in most cases. It should be pointed out that the objective in this paper is not to show that the random, con ict-free slot assignment policy is better than the periodic, xed one, but to study a simple, feasible and potentially adaptive slot assignment policy which is also comparable in performance to the theoretically optimal xed slot assignment policy whose practical implementation is not always possible (especially under time varying tra c conditions), or which may be only approximately implemented at the expense of increased complexity and a possibly large deviation from the optimal (theoretical) performance.
In section IV numerical results are presented and useful conclusions regarding the relative performance of the policies are drawn. The e ect of the asymmetry of the tra c with respect to both the rate and the structure is also illustrated. Finally, the conclusions of this work and some extensions are presented in section V.
II. Optimal policy in P for a single station In this section, the performance of the policies in P = fF; R( ) for 0 1g is investigated and the optimal policy in P is determined. No constraint on the available capacity 1 ? under policy R( ) is imposed; note that under policy F the available capacity is always equal to .5. This way, the capabilities of policy R( ), 0 1, are fully investigated. An optimal policy in P determines the best slot allocation policy for a particular station without taking into consideration its possible negative e ect on the resulting policy which is applied to the other station of the system. The policy inP = fF;R( ) for 0 1g, under which optimality is achieved for the 2-station system, is investigated in section III.
Each station is assumed to be equipped with a bu er of in nite capacity. The performance of a policy is evaluated in terms of the behavior of the bu er associated with a station operating under that policy. The packet arrival process, fa j i g i 0 , associated with station j, j = 1; 2, is assumed to be an idependent and identically distributed discrete-time process, de ned at the slot boundaries. This process may deliver k packets at any discrete-time instant with some probability g j (k), 0 k K for K 1 (generalized Bernoulli process). Let j , 2 j denote the mean and the variance of this probability distribution. When the bu er is non-empty, a packet leaves the bu er (is transmitted) at the end of a slot assigned to the station by the policy. Thus, the bu er behavior can be studied by considering a discrete-time queueing system with interruptions. 
Proof: The queueing system formulated in the bu er of station j operating under policy F is depicted in Fig. 1 .
The server (which is capable of serving one packet per slot) is assumed to be unavailable every other slot, giving rise to a discrete time queueing system with periodic service interruptions. This queueing system can be studied by considering the equivalent statistical multiplexer shown in Fig. 2 and applying the analysis presented in 5]. Let fã A simple proof of (2) 
Proof: The queueing system formulated in the bu er of station j operating under policy R( ) is depicted in Fig. 1 , where the service interruptions are now random. By following the approach used in the proof of Theorem 1, the equivalent queueing system shown in Fig. 2 can be derived.
Under policy R( ), the packet arrival process fã j i g i 0 , describing the service interruption policy, is a Bernoulli process with rate . The server is absent in a slot with probability ( Fig. 1) or a priority packet is delivered by fã j i g i 0 with probability (Fig. 2 ). Assuming that fa j i g i 0 is an independent process, both input processes to the queueing system in Fig. 2 are independent processes. The mean bu er occupancy, Q FIFO , is easily found to be equal to, 5],
where and s are the rst and the second moments at the cumulative packet arrival process given by = j +~ j = j + , s = (1 ? ) + 2 j + ( j + ) 2 . Finally, (8) can be obtained by applying Little's theorem to (9) .
It is of interest to see how policy F compares with a policy R( ) for 0 1. Let P( ) = fF; R( )g. The following theorem provides for the optimal policy in P(1=2). Theorem 3: Policy F is optimal in P(1=2) for j < 1=2. That is, it is the optimal among those policies in P which assign half of the available capacity to the station under consideration.
Proof: By setting = 1=2 in (8) , it is easy to show that Proof: The above statement is easily justi ed by inspection (Theorem 2). Note that as increases, the capacity 1 ? assigned to the station decreases and, thus, an increase in the induced mean packet delay is expected.
Theorem 1 implies that policy F is optimal in P(1=2). The latter, in view of Corollary 2, implies that F is optimal in P + (1=2), where P + (1=2) = fF; R( ) for 1=2g . The following Theorem provides for the set of policies P ? ( 0 ) = fF; R( ) for 0 0 g in which policy R( ) is optimal. Theorem 4: Policy R( ) is optimal in P ? ( 0 ). Policy F is optimal in P + ( 0 ) where 0 is the optimality threshold given by
Proof: The existence of a threshold 0 as above is guaranteed in view of the monotonicity of D R ( ) (Corollary 2) and the fact that R(0) is optimal in P(0). The latter is true since a policy which never makes the server unavailable ( = 0) induces smaller delay than that under a policy which makes the server unavailable every other slot. Let 0 be the value of which makes both policies in P ( 0 ) optimal, that is D R ( 0 ) = D F . By using (1) and (8) and solving the previous equation with respect to 0 we obtain the result.
From (10) it can be seen that 0 ! 1=2 as 2 j ! 1. That is, both policies become optimal in P(1=2) as 2 j ! 1, which was shown before (Corollary 1). The following corollary is evident in view of the previous theorem.
Corollary 3: The minimum excess capacity c required in order for policy R( ) to become optimal in P is given by c = 1 2 ? 0 ; j < 1 2 :
Notice The developments of the previous section imply that the random, con ict-free slot assignment policy R( ) can be optimal in P at the expense of an additional capacity c compared to that under policy F (Corollary 3). In a 2-station communication system, the latter implies that an optimal policy R( ) for one station could cause increased queueing problems to the other station or even instability if its packet arrival rate is larger than the assigned capacity.
In the case of an asymmetric system, the reduction in the mean packet delay due to the adoption of an optimal policy R( ) by one station may compensate for the increased mean packet delay of the other station. Policy F cannot be adjusted to asymmetric packet load conditions. Under such conditions, the optimal periodic, xed slot assignment policy is not policy F and it can be, in general, only approximately implemented, 4]. Even if the tra c parameters were such that an implementation as suggested in 4] is possible and well performing, its complexity is signi cantly larger than that of policies R( ) and F and its adaptation to a dynamically changing tra c environment probably more so. For these reasons only policies R( ) and F are considered as candidate policies which are easily implemented. Furthermore, policy R( ) can easily become adaptive through the appropriate selection of the parameter . A strategy for the identi cation of the optimal capacity allocation under policy R( ) is developed. By properly adjusting , policy R( ) is capable of handling temporary severe queueing problems or temporary queueing instabilities and outperforming the (easily implemented) policy F.
These issues are investigated in this section. LetP = fF,R( ) for 0 1g, whereF andR( ) are as de ned in section I. An optimal policy inP is de ned to be the policy which minimizes the mean delay of a random packet. The next theorem identi es the optimal policy in fR( ) for 0 1g. The following lemma is useful for the proof of that theorem. 1g by identifying the optimal value 0 . In a real, dynamically changing environment, it is of interest to develop a simple mechanism capable of testing whether a certain current policyR( ) is optimal or not and, more important, to develop a strategy which brings the system close to the currently optimal point of operation. The following theorem sets the ground for the development of such a strategy. The above strategy generates a sequence of policies fR( j )g j which converges to the optimal policy in fR( ) for 0 1g,R( 0 ). Strategy S can be used for the adaptation of policyR( ) to the varying optimal policỹ R( 0 ), in a dynamically changing environment. For instance, if the rates 1 and 2 change, strategy S is capable of adjusting the operation of the system so that optimality can be achieved, provided that some estimates of 1 and 2 be available. The mechanism for the generation of such estimates, its goodness and the detailed implementation of strategy S are beyond the scope of this paper. The common channel is assumed to be capable of providing the information necessary for the derivation of the estimates and the identical update of the random number generators ( ). The following Corollary provides for some intuitively expected results. The case for 2 > 1 can be studied in a similar way.
(b) If 1 = 2 then = 0 and the result follows by applying part (a). This result can also be derived by noting that = 1=2 satis es the second order equation in (13), or by observing that, under these conditions, the convex function G( ) in (12) is symmetric about 1=2 since G( ) = G(1 ? ) for 1 < < 1 ? 1 .
Corollary 5-(b) implies that under symmetric load ( 1 = 2 , 2 1 = 2 2 ) the optimal policyR( 0 ) assigns the same amount of channel capacity to each of the stations, which is intuitively expected. Corollary 5-(a) implies that for 1 = 2 the optimal policyR( 0 ) assigns more channel capacity to the station with the largest variance. This is also intuitively expected since a larger variance results in more intense queueing problems (see (8) ). Under equal packet arrival rates, the optimal policy will try to equate the intensity of the queueing problems (mean packet delay) in the two stations by assigning more capacity to the station with the largest variance. 2 (strict inequality). That is, even if the arrival processes have similar structure as far as the mean queueing delay is concerned ( 2 1 = 2 2 ) and the stability of the associated queueing systems has been guaranteed, the remaining capacity is not equally assigned since the latter would result in unequal o ered load to each queue, as determined by Given the identical structure of the two packet processes, 1 > 2 implies that most of the packets (since 1 > 2 ) will undergo larger mean delay (since 1 > 2 ) and clearly an optimal policy should assign more capacity to station 1. The more intense queueing problems associated with station 1 under equal allocation of the remaining capacity 1 ? 1 ? 2 (since 1 > 2 ) can be reduced by a better behaving structure of the packet arrival process of station 1, regarding the induced mean packet delay, compared to that of station 2 ( 2 1 < 2 2 ). Under the latter conditions, the di erence between the intensity of the queueing problems in the two stations will be decreased. When 2 1 = 2 2 ? , the structure of the packet arrival process of station 1 has become su ciently better than that of station 2 to be possible to balance the increase in the intensity of the queueing problems of station 1 due to the larger o ered load ( 2 ). Under the latter conditions the structure of the packet arrival processes, rather than their intensities, is the dominating factor for the optimal allocation of the remaining capacity.
So far the optimal policy in fR( ) for 0 1g has been studied and the optimal value 0 has been derived.
The optimal policy inP = fF;R( ) for 0 1g is given by the next theorem. 
IV. Numerical results
In this section, the theory developed before is applied and some numerical results are obtained. These results illustrate the relative performance of the xed and the random slot assignment policies and their dependence on the tra c characteristics. In Fig. 4 the mean packet delay induced under policies R( ); 0 1 and F is plotted for mean packet arrival rate = :25 packets/slot and variance 2 = 2 and 2 = 10 . Notice that D R (1=2) is always greater than D F , as shown in Theorem 3. Notice also that a small increase in the allocated capacity is su cient for policy R( ) to become optimal (.056 for 2 = 2 ). As 2 increases both D R ( ) and D F increase as expected (see (1) and (8)). Notice that as 2 increases the additional capacity required for policy R( ) to become optimal decreases, as implied by Corollary 1 ( .013 for 2 = 10 ). Also, notice that the optimality threshold 0 is as computed by (10) and it is always less than .5, which illustrates the op- under policy F) can be allocated to the station, then the induced mean packet delay under R(:45) is about half the one induced under policy F (52 versus 100 slots). The latter observation implies that the theoretical advantage (optimality) of policy F over policy R(1=2) may disappear in practical cases, if some additional capacity is o ered to the station. The performance improvement may be tremendous at the cost of utilizing slightly larger capacity. This cost may be insigni cant when the rest of the capacity is under-utilized (for instance, under asymmetric tra c situation). The latter issue is discussed later (Fig. 7 and 8) .
In Fig. 6 , the mean packet delay in a 2-station communication system under policiesR( ); 0 1 andF is plotted, for the case of symmetric tra c load. Notice that the optimal policy in fR( ); 0 1g is policyR(1=2), as implied by Corollary 5-(b) . The optimal policy inP is ( 0 ) has clearly become the optimal policy. This is due mostly to the structure (variance) of the packet arrival processes rather than the di erence in the rates. The favoring e ect of the structure on policyR( 0 ) is due, rst, to the larger variance of the tra cs, which under symmetry would bring policyR( 0 ) very close to the optimal policy F (Corol- 2 ) asymmetry in their structure (variance). As a result, the two packet arrival processes behave as being almost symmetric, with respect to the intensity of the resulting queueing problems, and policyF becomes optimal. For 2 1 = 10 and 2 2 = :1, the non-coherent asymmetry in the structure of the processes is strong and dominates the asymmetry in the packet arrival rates. Thus, the packet arrival processes behave as being asymmetric in a direction opposite to that implied by the packet arrival rates. As a result policyR( 0 ) becomes optimal again due to this strong asymmetry. Notice that is capable of rendering policyR( 0 ) optimal even if the structure of the two processes is symmetric ( 2 1 = 2 2 = 1). When the asymmetry in the structure is non-coherent (i.e., if 1 < 2 then 2 1 > 2 2 ) and su ciently large then its counter-e ect will have a balancing e ect on the two queues which will show a symmetric behavior and render policyF optimal ( 2 1 = 12; 2 2 = :45).
The following discussion 1 (along with the results shown in Table I ) is presented to illustrate the complexity in the implementation of the periodic, xed slot assignment policy, its dependence on the implementation horizon and its potential ine ciency when tra c conditions change. The optimal capacity allocation determined by the random, con ict-free slot assignment policy can be implemented within a horizon of one slot, by simply setting properly the value of . This is not the case with the optimal periodic, xed slot assignment policy, except from special cases as 1 Recommended during the reviewing process such as whenF is the optimal policy. Suppose that r 1 (0 r 1 1) of the total available capacity needs to be allocated to station 1, as determined by the optimal periodic, xed slot assignment policy, 4]. One simple way to implement (approximately, in general) this allocation is by selecting a desired implementation horizon H (in slots) and allocate n 1 = Intfr 1 Hg slots to station 1 and n 2 = Intf(1 ? r 1 )Hg slots to station 2, where Intfxg denotes the largest integer which is smaller than x. After H 0 = n 1 + n 2 slots the implementation of the next horizon is initiated. Thus, the actual implementation horizon H 0 is in general smaller than the desired one (H). The n 1 and n 2 slots are provided in an alternating fashion. In general, r 0 1 = n 1 =H 0 6 = r 1 and r 0 2 = n 2 =H 0 6 = r 2 . That is, the actual allocated capacity within a nite actual implementation horizon H 0 is di erent from the optimal. In general, it is impossible to achieve the theoretical allocations under the periodic, xed slot assignment policy 4]. Table I -(a) illustrates the impact of the desired implementation horizon H on the induced mean delay. The results are based on simulations run for 100,000 slots; results remained unchanged for larger simulation time. The packet arrival processes to the stations are assumed to be Bernoulli with rates 1 = :3 and 2 = :6. Notice that when H is su ciently small, the large deviation of the actual capacity allocated to a station from the optimal, may result in an allocation which is below that required for the queue stability. In such cases, the mean delay results will become unbounded (H = 2 and H = 8 in Table I -(a)). For su ciently large H, the allocated capacity approaches the optimal one. The average delay increases, though, due to the fact that after the slot alternation period is over, the remaining of the actual implementation horizon is allocated to the heaviest station. As a result, packets of the lightest station may have to wait for an increasingly (as H 0 increases) large sequence of slots, before the slot alternation period is initiated in the horizon that follows and these packets be given a chance. The induced mean delay under the random slot assignment policy is equal to 9.9 slots. Notice that it is higher than the lowest ones shown in Table I -(a) (for H = 20 and H = 4), obtained under the periodic, xed slot assignment policy. This di erence decreases as the variance of the arrival process increases, as it has been proven. In Table I -(b), similar results are presented when the rate of the arrival processes changes in the next slot with probability p = :8. When it changes, it takes the value .8 with probability q and the value .1 with probability 1-q; q is selected so that the long term packet arrival rate for stations 1 and 2 be equal to 1 = :3 and 2 = :6, same with those considered for the results shown in Table I -(a). To avoid introducing the rate estimation error, it is assumed that the new rates are known to both stations under both policies. Notice that the random slot assignment policy can implement the optimal capacity allocation in the next slot based on the current rates. This is not the case with the periodic, xed slot assignment policy which requires an actual implementation horizon H 0 . As a result, the latter policy does not seem to be capable of responding as e ciently to fast rate changes. According to the results shown in Table I -(b), the random slot assignment policy induces the lowest mean packet delay, which is equal to 8.2 slots. Furthermore, notice that for the desired implementation horizon H which induces the lowest mean delay under constant packet arrival rates (H = 20 and H = 4 in Table I -(a)), the resulting mean delay is far from the minimum under tra c changing conditions (H = 8 in Table I-(b)).
V. Conclusions
In this paper, a random, con ict-free slot assignment policy,R( ), has been considered for the allocation of a common resource (channel) between two distributed entities. This policy has been analyzed and its performance under both symmetric and asymmetric tra c conditions has been investigated. The e ect of both the rate and structure (variance) of the packet arrival process on the performance of policyR( ) has been fully investigated. Although the standard TDM policy,F, which would assign the slots to the stations in a deterministic and periodic fashion, performs better under symmetric tra c load, it is inferior to policyR( ) in most practical cases. The latter has been shown to be usually the case under asymmetric (regarding the rate or the structure) packet tra c load. Furthermore, even if the tra c load is considered to be symmetric, policỹ F fails to adjust the capacity assignment to temporary trafc uctuations which are present in most practical cases. PolicyR( ) can easily adjust the capacity allocation to the current tra c conditions. A very simple strategy has been developed for this purpose which achieves the optimal capacity allocation under policyR( ). When more than two stations share the common channel the performance of the corresponding policiesF andR( ) can be evaluated by following the same approach. The mean packet delay for a single station under the corresponding policyR( ) is given by Theorem 2, where the capacity 1 ? assigned to the station is properly adjusted. Under policyF the mean packet delay can be obtained by following the approach shown in the proof of Theorem 1 (or can be found in 4]). Notice also that the proof of Theorems 1 and 2 provide for a method for the derivation of the mean packet delay under both policies when packets arrive to the stations according to a Markov modulated process.
To summarize, the major contributions of this paper are the following: (a) A simple uni ed method for the calculation of the mean packet delay induced by the xed (TDMA) and the random, con ict-free slot assignment policies has been developed which, unlike other methodologies, is applicable to similar system under dependent packet arrival processes described by a Markov Modulated model (see proofs of Theorems 1 and 2).
(b) Although policy F outperforms policy R( ) under symmetric tra c conditions, it has been shown that the di erence in performance is insigni cant in most practical cases when the variance of the tra c is signicant; the two policies are asymptotically the same as the variance of the tra c approaches in nity. Thus, the superiority of the periodic, xed slot assignment policy over the random, con ict-free slot assignment policy, shown in 4], could be only of theoretical interest, in view of the asymptotic optimality of the random, con ict-free slot assignment policy shown here and the fact that the optimal random, con ict-free slot assignment policy is always feasible (as opposed to the optimal periodic, xed slot assignment one 4]), and it is easily become an adaptive one. (c) A simple strategy, based on a threshold test, has been developed for the adjustment of the optimal random, con ict-free slot assignment policy to dynamically changing tra c conditions. Under such conditions, it has been illustrated that the random slot assignment policy may outperform the periodic, xed slot assignment policy, due to its fast adaptability to the changing trafc conditions. (d) The impact of the structure (variance) of the arrival processes on the performance of both policies has been investigated in detail. Numerical results have illustrated that the structure of the arrival process can be the major factor for the determination of the optimal capacity allocation, which may turn out to be against expectations based on the rates.
Appendix
A very simple proof of equation (2) can be obtained based on the observation that the packet service time (or the work associated with one packet) is deterministic and equal to 1 slot. Since the queueing system is work-conserving EfL s g = EfL s FIFO g where EfL s g denotes the expected value of the work in the system and EfL s FIFO g denotes the corresponding quantity associated with the equivalent system operating under the FIFO service discipline. Since each unit of work in the system corresponds to one customer, the previous equation implies that EfQ s g = EfQ s FIFO g where EfQ s g denotes the average number of customers in the system and Q s FIFO denotes the corresponding quantity associated with the equivalent system operating under the FIFO service discipline. From Little's theorem it is obtained that EfQ s g =~ j 1 + j D F j , EfQ s FIFO g = (~ j + j )D FIFO . Equation (2) is easily obtained from the above.
