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ABSTRACT
After a pedagogical introduction to the main concepts of synthetic photometry, colours and
bolometric corrections in the Johnson-Cousins, 2MASS, and HST-ACS/WFC3 photometric
systems are generated from MARCS synthetic fluxes for various [Fe/H] and [α/Fe] combina-
tions, and virtually any value of E(B−V) . 0.7. The successes and failures of model fluxes in
reproducing the observed magnitudes are highlighted. Overall, extant synthetic fluxes predict
quite realistic broad-band colours and bolometric corrections, especially at optical and longer
wavelengths: further improvements of the predictions for the blue and ultraviolet spectral re-
gions await the use of hydrodynamic models where the microturbulent velocity is not treated
as a free parameter. We show how the morphology of the colour-magnitude diagram (CMD)
changes for different values of [Fe/H] and [α/Fe]; in particular,how suitable colour combina-
tions can easily discriminate between red giant branch and lower main sequence populations
with different [α/Fe], due to the concomitant loops and swings in the CMD. We also provide
computer programs to produce tables of synthetic bolometric corrections as well as routines to
interpolate in them. These colour–Teff–metallicity relations may be used to convert isochrones
for different chemical compositions to various bandpasses assuming observed reddening val-
ues, thus bypassing the standard assumption of a constant colour excess for stars of different
spectral type. We also show how such an assumption can lead to significant systematic errors.
The MARCS transformations presented in this study promise to provide important constraints
on our understanding of the multiple stellar populations found in globular clusters (e.g., the
colours of lower main sequence stars are predicted to depend strongly on [α/Fe]) and of those
located towards/in the Galactic bulge.
Key words: techniques: photometric — stars: atmospheres — stars: fundamental parameters
— Hertzsprung-Russell and colour-magnitude diagrams — globular clusters: general
1 INTRODUCTION
Photometric systems and filters are designed to be sensitive temper-
ature, gravity, or metal abundance indicators and thereby to com-
plement spectroscopic determinations of the fundamental proper-
ties of stars. Moreover, when studying more complex systems such
as star clusters and galaxies, the integrated magnitudes and colours
of stars can be used to infer the ages, metallicities, and other prop-
erties of the underlying stellar populations. To accomplish this, fil-
ter systems are tailored to select regions in stellar spectra where
the variations of the atmospheric parameters leave their character-
istic traces with enough prominence to be detected in photomet-
ric data. Beginning with the influential papers by Johnson (1966)
and Stro¨mgren (1966), which describe the basis of broad- and
? Stromlo Fellow
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intermediate-band photometry, a large number of systems exists
nowadays, and more are being developed with the advent of ex-
tensive photometric surveys (see e.g., Bessell 2005, for a review).
Broad-band colours are usually tightly correlated with the stel-
lar effective temperature (Teff), although metallicity ([Fe/H]) and
(to a lesser extent) surface gravity (log g) also play a role, espe-
cially towards the near ultraviolet (UV) and the Balmer discontinu-
ity (e.g., Eggen et al. 1962; Ridgway et al. 1980; Bell & Gustafs-
son 1989; Alonso et al. 1996; Ivezic´ et al. 2008; Casagrande et al.
2010). On the other hand, intermediate- and/or narrow-band filters
centred on specific spectral features can have a much higher sen-
sitivity to stellar parameters other than Teff (e.g., Stro¨mgren 1966;
Wing 1967; McClure & van den Bergh 1968; Golay 1972; Mould
& Siegel 1982; Worthey et al. 1994). While broad-band photom-
etry can be easily used to map and study extended stellar popu-
lations and/or large fractions of the sky, also at faint magnitudes
(e.g., Stetson et al. 1998; Bedin et al. 2004; Ivezic´ et al. 2007; Saito
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et al. 2012), intermediate- and narrow-band photometry is more
limited in this respect, although still very informative (e.g., Mould
& Bessell 1982; Bonnell & Bell 1982; Yong et al. 2008; A´rnado´ttir
et al. 2010; Casagrande et al. 2014a).
In principle, determining stellar parameters from photometric
data is a basic task, yet empirical calibrations connecting them are
generally limited to certain spectral types and/or involve substantial
observational work. In recent years, we have made a considerable
effort to derive empirical relations that link photometric indices to
the effective temperatures and metallicities of dwarf and subgiant
stars (Casagrande et al. 2010, 2011). In particular, our studies of so-
lar twins have enabled us to accurately set the zero-points of both
the [Fe/H] and Teff scales for the first time (Mele´ndez et al. 2010;
Ramı´rez et al. 2012; Casagrande et al. 2012) (Similar work is cur-
rently underway for giants, see also Casagrande et al. 2014b). The
zero-point of photometrically derived Teffs is also intimately con-
nected to the absolute calibration of photometric systems; i.e., it is
crucial to convert magnitudes into fluxes and vice versa, be they
synthetic or observed.
Parallel to this empirical approach, in the spirit of VandenBerg
& Clem (2003) and Clem et al. (2004), we have also tested the per-
formance of synthetic colours against field and cluster stars of dif-
ferent evolutionary stages (VandenBerg et al. 2010; Brasseur et al.
2010). Such comparisons, which have been carried out using the
Victoria-Regina models (VandenBerg et al. 2012) and an initial set
of colour transformations based on one-dimensional MARCS syn-
thetic stellar fluxes (Gustafsson et al. 2008), have validated the ac-
curacy of the adopted library in predicting broad-band colours for a
wide range of Teff and [Fe/H] relevant to dwarf stars and subgiants.
Some discrepancies between the predicted and observed colours
of giants were found, but they could be telling us that the model
temperatures are not realistic because of deficiencies in, e.g., the
treatment of convection or the atmospheric boundary condition. It
is also possible that these differences stem from abundance anoma-
lies in some of the globular clusters that were used in these studies.
In this paper, we continue our efforts to provide reliable
MARCS synthetic colours for different [Fe/H] and [α/Fe] combi-
nations in the most commonly used optical and infrared (IR) pho-
tometric systems (Figure 1). In particular, we take full advantage of
the accuracy we have established concerning the absolute calibra-
tion of photometric systems to compute synthetic colours with well
defined zero-points. Also, for the first time, we generate synthetic
colours accounting for different values of the reddening, E(B − V),
thus bypassing the usual assumption that the colour excess is in-
dependent of spectral type. Our purpose here is thus twofold: to-
gether with assessing the performance of the latest MARCS grids
of synthetic fluxes in different bands, we provide several computer
programs (in Fortran) to produce, and interpolate in, tables of bolo-
metric corrections (BCs, see Appendix A). The resultant colour–
Teff–metallicity relations are given for the most commonly used
broad-band systems.
2 SYNTHETIC PHOTOMETRY
The basic idea of synthetic photometry is to reproduce observed
colours (be they stars, planets, or galaxies) based simply on input
(usually theoretical) spectra fx, and a characterization of the instru-
mental system response function Tζ under which the photometric
observations are performed (i.e., the total throughput of the optics,
detector, filter, . . . over a spectral range xA to xB. If observations are
ground-based, then the atmospheric transmission must also be in-
cluded in the throughput: this is often done at a nominal airmass
of 1.3). Thus, in its most general and simplest form, a synthetic
magnitude can be written as proportional (via a logarithmic factor,
see Section 2.1) to
∫ xB
xA
fx Tζ dx, where the integration over x is car-
ried out either in wavelength or frequency space. This relation also
highlights the fact that a magnitude can be simply thought of as an
heterochromatic measurement, where the information encoded in
the spectrum is weighted by Tζ1. Depending on the spectral cover-
age and the transmissivity of Tζ , the result will depend more or less
strongly upon (some of) the physical parameters of the underly-
ing spectrum. By employing different filter combinations, it is then
possible to highlight certain spectral features. If we are interested in
stellar colours, these could be, for instance, the slope of the contin-
uum, the depression owing to metal lines, the Balmer discontinuity,
etc., which in turn tell us about the basic stellar parameters.
The advantage of using synthetic libraries is that they cover
uniformly and homogeneously a range of stellar parameters — a
feature which is appealing for a number of reasons including, in
particular, the transposition of theoretical stellar models from the
Teff-luminosity plane onto the observational colour-magnitude di-
agram (CMD). Several papers deal with this topic, and excellent
discussions on synthetic photometry can be found in e.g., Bessell
et al. (1998), Girardi et al. (2002) and Bessell & Murphy (2012).
2.1 From fluxes to magnitudes
Even though the physical quantities that we work with are fluxes,
in astronomy it is customary to deal with magnitudes, a concept
that is thought to have originated with Hipparchus. In his system,
the brightest stars in the sky, first magnitude, were considered to be
about twice as bright as those of second magnitude, and so forth
until the faintest stars visible with the naked eye, which are about
one hundred times fainter, were classified as sixth magnitude. This
concept was formalized by Pogson (1856), who conveniently pro-
posed that a first magnitude star be 1001/5 ' 2.5 times as bright as a
second magnitude star. This underpins the definition of magnitudes
as proportional to −2.5 log of the flux, i.e.,
m1 − m2 = −2.5 log
∫ xB
xA
fx,1 Tζ dx∫ xB
xA
fx,2 Tζ dx
(1)
where in the case of Pogson Tζ was the transmission of the eye, and
using m2 and fx,2 as standard star (or the Hipparchus “first magni-
tude stars”), the heterochromatic definition of a photometric system
is readily obtained (see e.g., Eq. 8). The fact that a non-linear trans-
formation relates magnitudes to fluxes, is a potential source of bias,
which we deal with in Appendix B. Here it suffices to mention that
this bias arises when using poor quality data, and assuming that
Gaussian random errors in fluxes are mapped into Gaussian ran-
dom errors in magnitudes, and vice versa.
2.2 Photon counting versus Energy integration
Before dealing with specific magnitude systems one further con-
cept must be introduced. The system response function Tζ repre-
sents the total throughput in reaching the observer, which is af-
fected by everything lying between a photon as it arrives at the
1 Because synthetic magnitudes are essentially a weighted average of
the flux, the correct formalism requires a normalization over Tζ , thus∫ xB
xA
fx Tζ dx∫ xB
xA
Tζ dx
.
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top of the Earth’s atmosphere and its final detection (e.g., Golay
1974). A proper characterization of Tζ is therefore non-trivial, al-
though nowadays it is accurately known for most photometric sys-
tems. Among the different stages and components which define the
total throughput, the most important ones are arguably the filter
itself and the response function of the detector. The latter must be
taken into account in the response function of the overall system be-
cause, in all instances, the flux is evaluated after entering the detec-
tor. Because of this, one must distinguish between photon-counting
(e.g., CCD) and energy-integration (e.g., photo-multiplier) detec-
tors (e.g., Bessell 2000; Maı´z Apella´niz 2006; Bessell & Murphy
2012).
For a CCD system, the rate of arrival of photons (number
per unit time per detector area) from a source having a flux fλ
is
∫
fλ
hν Tζ dλ, while the energy measured in the same window of
time over the same detector area is simply
∫
fλ Tζ dλ. Since a CCD
counts photons (or actually converts photons into electrons with a
given efficiency), it follows that
∫
fλ
hν Tζ dλ =
1
hc
∫
fλ λTζ dλ ; i.e.,
the energy formalism can also be used for a CCD, if Tζ is replaced
by λTζ (or equivalently, Tζ by
Tζ
ν
if working in frequency space). A
common source of confusion when using published response func-
tions for different photometric systems is whether or not Tζ has
already been multiplied by λ. Throughout this paper, the formal-
ism that we introduce for heterochromatic measurements always
assumes that Tζ is provided in energy integration form and that all
synthetic colours are generated for photon-counting systems; i.e.,
we explicitly introduce the λTζ (or
Tζ
ν
) term in the equations of syn-
thetic photometry. (Note that the hc constant disappears because of
the normalization over Tζ). Since energy integration response func-
tions are the correct ones to use in the photon-counting formalism,
they are sometimes also called photonic response functions (e.g.,
Bessell & Murphy 2012). Among the existing photometric pack-
ages, the most commonly used one is Synphot (Laidler et al. 2008),
which comply with the photon-counting formalism (and photonic
response functions) described here2. Needless to say, in a number
of cases where the published values of Tζ already include the λ
dependence (see Table 1), the photon-counting synthetic quantities
have been calculated using the energy-integration formalism.
2.3 ST mag system
ST monochromatic magnitudes (i.e. per unit wavelength) are de-
fined as
mST = −2.5 log fλ + ZPλ (2)
where, by construction, a constant flux density per unit wavelength
f 0λ = 3.631 × 10−9 erg s−1 cm−2 Å−1 is defined to have mST = 0.0,
thus implying ZPλ = −21.10. Since in reality all measurements
are heterochromatic, it follows that ST magnitudes are in fact de-
fined over the wavelength range λi to λ f which characterizes a given
bandpass ζ that has a system response function Tζ
mST = −2.5 log
∫ λ f
λi
λ fλTζdλ∫ λ f
λi
λTζdλ
− 21.10 = −2.5 log
∫ λ f
λi
λ fλTζdλ
f 0λ
∫ λ f
λi
λTζdλ
.
(3)
2 http://www.stsci.edu/institute/software hardware/stsdas/synphot and its
python version http://stsdas.stsci.edu/pysynphot
To express the above λ-formalism in terms of a constant flux den-
sity per unit frequency, the only change that needs to be made to
Eq. (3) is to replace f 0λ by f
0
ν
c
λ2
.
2.4 AB mag system
Conceptually identical to the ST magnitudes, the AB system is de-
fined as
mAB = −2.5 log fν + ZPν (4)
where, in this case, mAB = 0.0 corresponds to a constant flux den-
sity per unit frequency f 0ν = 3.631 × 10−20erg s−1 cm−2 Hz−1, thus
implying ZPν = −48.60. Integrating over frequencies (heterochro-
matic measurement)
mAB = −2.5 log
∫ ν f
νi
fν
Tζ
ν
dν∫ ν f
νi
Tζ
ν
dν
−48.60 = −2.5 log
∫ ν f
νi
fνTζd ln ν
f 0ν
∫ ν f
νi
Tζd ln ν
(5)
which is identical to, e.g., the photon-counting definition given by
Fukugita et al. (1996). Recasting Eq. (5) in terms of wavelength
results in
mAB = −2.5 log
∫ λ f
λi
λ fλTζdλ
f 0ν c
∫ λ f
λi
Tζ
λ
dλ
=
−2.5 log
∫ λ f
λi
λ fλTζdλ
f 0λ
∫ λ f
λi
λTζdλ
− 2.5 log f
0
λ
f 0ν c
− 2.5 log
∫ λ f
λi
λTζdλ∫ λ f
λi
Tζ
λ
dλ
(6)
where the dimensionless quantity −2.5 log f 0λ
f 0ν c
= 18.6921. With
λPIVOT,ζ =
( ∫
λTζdλ∫ Tζ
λ dλ
) 1
2
, we obtain
mAB = mST − 5 log λPIVOT,ζ + 18.6921. (7)
From Eq. (7) it follows that AB and ST magnitudes are identical at
a wavelength ' 5475 Å. As Oke & Gunn (1983) chose to use the
absolute flux of αLyr (Vega) at 5480 Å to define the wavelength3 at
which mAB = mVEGA, the flux values f 0ν and f
0
λ are chosen so that, for
convenience, αLyr has very similar magnitudes in all systems, ST,
AB, and VEGA. Note that a revision of the actual flux scale of αLyr
(or any network of spectrophotometric standards) affects only the
way that photometric observations are standardized to those sys-
tems, not their definitions. (That is, when standardizing observa-
tions, zero-point shifts can be applied in order to exactly match the
original definitions).
2.5 VEGA mag system
This system, which is the most well known one, uses αLyr (Vega)
as the primary calibrating star, as in the case of the most famous
and still widely used Johnson-Cousins system (and many others).
Historically, the zero-points of the Johnson system were defined “in
terms of unreddened main-sequence (MS) stars of class A0 . . . with
3 Note that Oke & Gunn (1983) adopted V = 0.03 for αLyr, from which
mAB ∼ V once the absolute flux at 5556 Å measured by Hayes & Latham
(1975) 3.50 × 10−20erg s−1 cm−2 Hz−1 was adopted. For an object with a
relatively flat spectrum, this implied that mAB = 0 at f 0ν i.e. close to the
value of 3.65 × 10−20erg s−1 cm−2 Hz−1 measured by Oke & Schild (1970)
at 5480 Å for a star of V = 0.0.
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an accuracy sufficient to permit the placement of the zero-point to
about 0.01 mag” (Johnson & Morgan 1953). While observationally
this zero-point is often defined by a network of standard stars, for-
mally it can be anchored to just one object, the usual choice being
αLyr. The definition of the VEGA system is given only for hete-
rochromatic measurements
mVEGA = −2.5 log
∫ λ f
λi
λ fλTζdλ∫ λ f
λi
λTζdλ
+ ZPζ (8)
where ZPζ is derived for each bandpass ζ using a star of known
absolute flux fλ = f? and observed magnitude mVEGA = m?,ζ (e.g.,
Bessell et al. 1998; Girardi et al. 2002; Casagrande et al. 2006,
where our adopted magnitudes for Vega are reported in the third
column of Table 1). Thus
ZPζ = m?,ζ + 2.5 log
∫ λ f
λi
λ f?Tζdλ∫ λ f
λi
λTζdλ
= m?,ζ + 2.5 log f¯?,ζ (9)
where f¯?,ζ is the absolute calibration of the photometric system in
the ζ band. ZPζ is thus of crucial importance for the synthetic pho-
tometry that we want to generate. To achieve the correct standard-
ization, it is possible to modify either the adopted absolute cali-
bration or the standard magnitude observed in the ζ band (or both).
When generating synthetic magnitudes, an evaluation of both quan-
tities must be provided (see Table 1).
As already noted, αLyr is commonly used as the zero-point
standard. Should its theoretical spectrum Fλ (see next Section) be
modelled with sufficient precision, and its angular diameter θ ac-
curately measured, its absolute flux would be straightforward to
obtain. In practice, its pole-on and rapidly rotating nature, as well
as its suspected variability (although longward of 12µm, Aumann
et al. 1984, and thus of no impact on the colours investigated here)
complicate things (also see the discussion in Casagrande et al.
2006). In practice, the best approach resorts to the use of a com-
posite absolutely calibrated spectrum for different wavelength re-
gions. Arguably, the best absolute flux f? for αLyr is currently
available from the CALSPEC library4, which intermingles Hubble
Space Telescope (HST) absolute spectrophotometry in the range
1675 − 5350 Å, with an especially tailored model flux longward
of this wavelength. The overall accuracy of this absolute flux is
∼ 1% (Bohlin 2007), which translates to about 0.01 mag in ZPζ . If
not otherwise specified, this is the absolute flux that we have used
when generating synthetic magnitudes in the VEGA system.
2.6 Reality Check
It follows from the previous sections that the formalism to define
a photometric system is sound, independently of whether the ST,
AB, or VEGA system is used. However, its actual realization at the
telescope is far from being simple (see also Bessell 2005). Factor-
ing in all possible sources of uncertainty in terms of the quantities
we are discussing here means that the absolute flux, as well as the
magnitudes, of the standard star might not be accurate (nor pre-
cise) enough (as is probably the case for αLyr), and/or the actual
system transmission curves might not be in exact agreement with
4 Regularly updated absolute spectrophotometry can be found at
http://www.stsci.edu/hst/observatory/cdbs/calspec.html. If not otherwise
specified, we have used the STIS005 spectrum in this investigation.
Figure 1. System response functions from which synthetic colours have
been computed. All curves are normalized to one, and shown in arbi-
trary units as function of wavelength (in Å). For the HST system, differ-
ent colours correspond to the names on the right hand side of each panel
(WFC3, unless the subscript indicates the ACS camera). Sloan (second),
Johnson-Cousins (third) and 2MASS (fourth panel) system response func-
tions are plotted with dotted lines and the name of each filter is indicated
next to its curve. Some of the HST filters are designed to broadly match the
Sloan and Johnson-Cousins systems: compare dotted and continuous lines
in the second and third panel.
those tabulated. In fact, more often than not, (small) zero-point cor-
rections are still needed to replicate the definition of a given pho-
tometric system as closely as possible (and more generally, linear
terms rather than zero-points might even be more appropriate, even
though they are rarely, if ever, considered). That is, for certain fil-
ters, a correction term ζ might be added to the right-hand sides
of Eq. (3), (5) and (8). Table 1 reports when such corrections are
necessary. It is worth mentioning that these corrections depend on
the definitions adopted for each photometric system; consequently,
different authors might use opposite signs. The values listed here
comply with the definitions adopted in the present paper.
2.7 Bolometric corrections
Libraries of synthetic stellar spectra provide the flux on a surface
element Fλ (usually in erg s−1 cm−2 Å−1) for a given set of stellar
parameters (see Section 3) from which it is straightforward to com-
pute the theoretical absolute flux
fλ = 10−0.4Aλ
(R
d
)2
Fλ, (10)
for a star of radius R, at a distance d, and (if present) suffering from
interstellar extinction of magnitude Aλ at wavelength λ. Such the-
c© 0000 RAS, MNRAS 000, 000–000
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Table 1. Characteristic parameters defining the photometric systems studied here. The absolute calibration f¯?,ζ (obtained using a spectrum of Vega as defined
in Section 2.5) is given in erg s−1 cm−2 Å−1.
VEGA system AB system ST system
Filter Tζ
m?,ζ f¯?,ζ ζ ζ ζ
UX 1∗ +0.020 4.0275E-9 0 − −
BX 1∗ +0.020 6.2712E-9 0 − −
B 1∗ +0.020 6.3170E-9 0 − −
V 1∗ +0.030 3.6186E-9 0 − −
RC 1∗ +0.039 2.1652E-9 0 − −
IC 1∗ +0.035 1.1327E-9 0 − −
U 2 − − − −0.761 −
B 2 − − − +0.130 −
V 2 − − − +0.020 −
RC 2 − − − −0.163 −
IC 2 − − − −0.404 −
J 3∗ −0.001 3.129E-10 −0.017 − −
H 3∗ +0.019 1.133E-10 +0.016 − −
KS 3∗ −0.017 4.283e-11 +0.003 − −
u 4 − − − +0.037 −
g 4 − − − −0.010 −
r 4 − − − +0.003 −
i 4 − − − −0.006 −
z 4 − − − −0.016 −
F435WACS 5 0 6.4530E-9 0 0 0
F475WACS 5 0 5.3128E-9 0 0 0
F555WACS 5 0 3.8191E-9 0 0 0
F606WACS 5 0 2.8705E-9 0 0 0
F814WACS 5 0 1.1353E-9 0 0 0
F218W 6 0 4.6170E-9 0 0 0
F225W 6 0 4.1887E-9 0 0 0
F275W 6 0 3.7273E-9 0 0 0
F336W 6 0 3.2449E-9 0 0 0
F350LP 6 0 2.7464E-9 0 0 0
F390M 6 0 6.5403E-9 0 0 0
F390W 6 0 5.7932E-9 0 0 0
F438W 6 0 6.6896E-9 0 0 0
F475W 6 0 5.2240E-9 0 0 0
F547M 6 0 3.6694E-9 0 0 0
F555W 6 0 3.9511E-9 0 0 0
F606W 6 0 2.9094E-9 0 0 0
F625W 6 0 2.4383E-9 0 0 0
F775W 6 0 1.3104E-9 0 0 0
F814W 6 0 1.1486E-9 0 0 0
F850LP 6 0 8.0146E-10 0 0 0
F098M 6 0 6.6687E-10 0 0 0
F110W 6 0 4.0648E-10 0 0 0
F125W 6 0 3.0448E-10 0 0 0
F140W 6 0 2.0837E-10 0 0 0
F160W 6 0 1.4553E-10 0 0 0
An asterisk in the second column indicates that Tζ given in the reference is already multiplied by λ and renormalized. –1: Bessell (1990). –2: Bessell &
Murphy (2012): notice that the formalism introduced in that paper for the UBV(RI)C system is in terms of AB magnitudes, although the system is actually
VEGA based; ζ values are obtained from their tables 3 and 5 (but with the opposite sign, following our definition of ζ ). –3: Cohen et al. (2003); ζ values from
Casagrande et al. (2010). –4: SDSS website; ζ values are obtained comparing the observed magnitudes of a number of HST CALSPEC standards with the
magnitudes generated in the AB system using the adopted Tζ with the HST absolute spectrophotometry. –5: http://www.stsci.edu/hst/acs/analysis/zeropoints.
–6: http://www-int.stsci.edu/∼WFC3/UVIS/SystemThroughput.
oretical determinations of fλ can then be inserted into the formal-
ism outlined in the previous sections in order to compute synthetic
magnitudes. Often only synthetic colours (i.e., the difference in the
magnitudes measured through two filters) are computed, since do-
ing so cancels out the dependence on the dilution factor Rd =
θ
2 .
Similarly, if one wishes to compute the BC in a given band BCζ
BCζ = mBol − mζ = MBol − Mζ (11)
where the lower and upper cases refer to apparent and absolute
magnitudes, respectively. For simplicity, when dealing with syn-
thetic fluxes, we use the same dilution factor R/d10 for all models,
where d10 = 10pc, i.e. for the solar spectrum we also compute its
c© 0000 RAS, MNRAS 000, 000–000
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absolute magnitudes. For any models it follows that
Mζ = −2.5 log
( Rd10
)2
Kζ
 + zpζ (12)
where the exact form of zpζ (which now includes ζ , if necessary)
and Kζ (i.e., the integration of fλ over the system response func-
tion) depends whether synthetic magnitudes are computed accord-
ing to Eq. (3), (5) or (8). Also, from the definition of the absolute
bolometric magnitude
MBol = −2.5 log
R2T 4eff
R2T 2eff,
+ MBol,, (13)
because of the above choice on the dilution factor, the BC then
becomes
BCζ = −2.5 log
(
Teff
Teff,
)4
+ MBol, + 2.5 log
( Rd10
)2
K
− zpζ . (14)
In this paper we have adopted MBol, = 4.75, but it should
be appreciated that this value is simply a definition, not a measure-
ment. In fact, BCs were originally defined in the visual only, in such
a way as to be negative for all stars (Kuiper 1938). From the spec-
tral energy distribution, we expect BCs in the visual to be largest
for very hot and for very cool stars. The minimum would then oc-
cur around spectral type F, which then would set the zero-point
of the bolometric magnitudes. For the Sun, this implied a value
BCV, between −0.11 (Aller 1963) and −0.07 (Morton & Adams
1968). However, with the publication of a larger grid of model at-
mospheres, e.g., the smallest BC in the Kurucz’s grid (1979) im-
plied BCV, = −0.194. These difficulties can instead be avoided by
adopting a fixed zero-point, which is currently the preferred choice.
Therefore, any value of MBol, is equally legitimate, on the condi-
tion that once chosen, all BCs are rescaled accordingly (e.g., Tor-
res 2010). As a matter of fact, whenever bolometric magnitudes are
published, be they apparent or absolute, the adopted MBol, should
always be specified5. We also note that using the solar values re-
ported in Table 2, our choice implies −0.07 . BCV, . −0.06.
2.8 Caveats with extinction
Before dealing with extinction, it is useful to clarify the wave-
length with which heterochromatic measurements (magnitudes in
this case) are associated. Any heterochromatic measurement can
always be reduced to a monochromatic flux f¯ (also called effective
flux) via
f¯ =
∫ λ f
λi
λ fλTζdλ∫ λ f
λi
λTζdλ
. (15)
Assuming that the function fλ is continuous and that Tζ does not
change sign in the interval (λi, λ f ), the generalization of the mean
value theorem states that there is at least one value of λ in the above
interval such that
fλ˜
∫ λ f
λi
λTζdλ =
∫ λf
λi
λfλTζdλ. (16)
5 It follows from Eq. (13) that adopting MBol, = 4.75 with the GONG
collaboration solar luminosity value 3.846 × 1026 W, a star with MBol = 0
has a radiative luminosity of 3.055 × 1028 W, which is the flux zero-point
of the BC scale according to the definitions adopted by IAU Commissions
25 and 36 at the IAU 1997 General Assembly.
Rearranging this, we obtain
f¯ = fλ˜ =
∫ λ f
λi
λ fλTζdλ∫ λ f
λi
λTζdλ
(17)
where λ˜ is the isophotal wavelength. The latter is thus the wave-
length which must be attached to the monochromatic quantity f¯
that is obtained from a heterochromatic measurement. Stellar spec-
tra do not necessarily satisfy the requirement of the mean value
theorem for integration, as they exhibit discontinuities. Although
the mean value of the intrinsic flux is well defined, the determi-
nation of the isophotal wavelength becomes problematic because
spectra contain absorption lines, and hence the definition of λ˜ can
yield multiple solutions (e.g., Tokunaga & Vacca 2005; Rieke et al.
2008). It is possible to avoid these complications by introducing the
effective wavelength (here in photon-counting formalism)
λe f f =
∫ λ f
λi
λ2 fλTζdλ∫ λ f
λi
λ fλTζdλ
(18)
i.e., the mean wavelength of the passband weighted by the en-
ergy distribution of the source over that band, which is a good
approximation for λ˜ (Golay 1974). The effective wavelength thus
shifts with fλ, depending on the source under investigation since
it depends on both the extinction and the intrinsic stellar spectrum
(Eq. 10). If present, extinction is usually parameterized as follows
Aλ = RV E(B − V)
[
a(λ−1) + b(λ−1)/RV
]
, where E(B − V) is the
colour excess (or reddening) and RV ≡ AVE(B−V) is the ratio of to-
tal to selective extinction in the optical, assumed to be constant
' 3.1 for most line of sights (e.g., Cardelli et al. 1989). The above
parametrization is known as the extinction law. Note that the extinc-
tion law is derived primarily using early O- and B-type stars, i.e. it
is expressed in terms of an AV = RV E(B − V) relation that is valid
for these spectral types. Also, despite being given in a monochro-
matic form (i.e. with a λ dependence), it is actually derived us-
ing photometric (i.e. heterochromatic) quantities, which are valid
at the effective wavelengths appropriate for the stars plus filters
used to derive the extinction law. While the implications of these
facts are discussed in the literature (e.g., Fitzpatrick 1999; McCall
2004; Maı´z Apella´niz 2013), their importance is often overlooked.
We call the RV and E(B − V) values which enter the extinction
law “nominal”. The amount of attenuation in a given bandpass ζ
(i.e. the magnitude difference, where the subscript 0 indicates an
unreddened source) is then
mζ − mζ,0 = −2.5 log
∫ λ f
λi
λ10−0.4AλFλTζdλ∫ λ f
λi
λFλTζdλ
= Aζ (19)
and a given nominal E(B−V) and RV will produce a different effec-
tive flux associated with a different effective wavelength, depend-
ing on the intrinsic spectral energy distribution Fλ of the source
under investigation. In other words, the colour excess between two
bands E(ζ − η) = Aζ − Aη will vary with spectral class as well as
with E(B − V) and RV . For example, assuming RV = 3.1, the ratio
E(u − z)/E(B − V) in a metal-poor subgiant star ([Fe/H] = −3.0,
log g = 3.5,Teff = 6500 K) will vary from 3.333 to 3.319 assum-
ing a nominal E(B − V) = 0.01 or 0.70, respectively. The same
ratio will be 3.283 or 3.275 in a solar metallicity giant (log g =
2.0,Teff = 4000 K), and 3.375 or 3.362 in a solar metallicity M
dwarf (log g = 5.0,Teff = 2500 K). If RV = 2.5, which seems to
be representative of selected directions towards the bulge (Nataf
et al. 2013), the aforementioned numbers would change to 3.188
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Figure 2. Left panels: difference between the ubvri90 and ubvri12 magnitudes. Each point is a model flux of different Teff , log g and [Fe/H], according to
the values available from the MARCS library (α-standard composition). Right panels: same difference for selected colour indices.
and 3.164 (metal-poor subgiant), 3.123 and 3.108 (solar metallicity
giant), and 3.211 and 3.187 (solar metallicity M dwarf).
Based on the above considerations, it is also important to
stress that the nominal RV and E(B − V) values entering the ex-
tinction law — as derived from early type stars — change when
moving towards later spectral types as a result of the change in ef-
fective wavelength. As an example, in the case of a late type star,
the effective wavelengths of the B and V filters shift to longer wave-
lengths, where the extinction decreases, lowering both AB and AV
for a given amount of dust. As a result, RV =
AV
E(B−V) =
AV
AB−AV in-
creases (even if the amount and physical properties of the dust are
the same!) because the decrease in the denominator of this ratio
overwhelms the decrease of the numerator. Thus, it is important to
take this effect into account to distinguish whether a variation in RV
stems from shifts in the effective wavelengths or from changes in
the nature of the dust (see e.g., the excellent discussion in McCall
2004). For reference, a nominal RV = 3.1 and E(B−V) = 0.60 in the
aforementioned extinction law return RV = 3.4 and E(B−V) = 0.55
for a moderately metal-poor turn-off star. (We will elaborate on our
discussion of this practical example in Section 5 and Appendix A.)
These subtleties are usually neglected when, e.g., isochrones
are fitted to the CMDs of halo globular clusters that have low val-
ues of the reddening, but they might not be negligible if the object
under consideration is in a heavily obscured region of the Galactic
disc or bulge. Furthermore, when using an E(B − V) value from
the literature, it should be kept in mind how this value was ob-
tained; i.e., whether it is based on stars (and if so, which spectral
types, e.g, Schlafly & Finkbeiner 2011), or even background galax-
ies (e.g., Schlegel et al. 1998). Indeed, because of the above issues,
it should not come as a surprise to find that small adjustments to
literature values of E(B − V) are needed to obtain a satisfactory
fit an isochrone to a given CMD (though this is just one of many
possible causes of discrepancies between predicted and observed
colours). In addition, as we already pointed out, the use of a con-
stant colour excess across the entire CMD is not optimal in the
presence of high extinction. We discuss in Section 5 how the set
of reddened colours provided in this investigation enables one to
address these subtleties.
2.9 Johnson-Cousins UBV(RI)C and 2MASS JHKS
Synthetic colours in the Johnson-Cousins and 2MASS filter sets
have been computed in the VEGA system only, and they have already
been used in the investigations by VandenBerg et al. (2010) and
Brasseur et al. (2010), where further details can be found. Briefly,
the absolute calibration of the Johnson-Cousins system is obtained
using the updated CALSPEC absolute spectrophotometry6 of αLyr
(Bohlin 2007) and the filter transmission curves of Bessell (1990b):
the results are forced to match the observed magnitudes of Vega
(Bessell 1990a). Because of problems standardizing the U magni-
tudes, Bessell (1990b) provides two transmission curves for the B
system: one dubbed “BX” to be used in conjunction with “UX” for
the computation of the U − B colour index, and the other labeled
“B” for use with any of the redder bandpasses V(RI)C to calculate,
6 At the time of generating those magnitudes, the most updated spectrum
available was the STIS003, which underpins the absolute calibration of the
Johnson-Cousins system reported in Table 1. Should e.g., the STIS005 spec-
trum be used, the Johnson-Cousins absolute fluxes in Table 1 would change
into UX = 4.0027E-9, BX = 6.2313E-9, B = 6.2763E-9, and V = 3.6112E-9
erg s−1 cm−2 Å−1, thus implying magnitude differences of 0.007 in UX, BX,
and B and 0.002 in V band. The fluxes in RC and IC would remain identical.
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e.g., B − V or V − IC colours. We have chosen to use the name
ubvri90 to identify these magnitudes.
An additional set of synthetic Johnson-Cousins colours has
also been computed following the prescriptions of Bessell & Mur-
phy (2012), i.e., using improved filter transmission curves for the
U and B bands (thereby removing the need to distinguish between,
e.g., “BX” and “B”) and newly derived zero-points. The novel ap-
proach of Bessell & Murphy (2012) is that the Johnson-Cousins
system is formulated in terms of AB magnitudes, despite being on
the VEGA system. We have named these magnitudes ubvri12. It
is very comforting to find that the differences between the two
sets of Johnson-Cousins magnitudes are relatively minor and essen-
tially constant, never exceeding 0.02 mag (0.05 mag) above (below)
4000 K. The same is also true when colour indices are compared
instead of magnitudes; with regard to BVRC , in particular, the con-
stant offsets found in magnitudes conspire to give nearly the same
colours above 4000 K (see Figure 2).
For the 2MASS JHKS system, the α Lyr magnitudes, ab-
solute calibration, and system response functions of Cohen et al.
(2003) are used, including the small zero-point corrections found in
Casagrande et al. (2010). The difference with respect to the CAL-
SPEC absolute flux in the near-infrared is minor (see discussion in
Casagrande et al. 2010), and our choice is motivated by the fact
that the 2MASS absolute calibration adopted here has been thor-
oughly tested (Rieke et al. 2008; Casagrande et al. 2012). Note that
both Bessell (1990b) and Cohen et al. (2003) system response func-
tions are photon-counting, i.e., they are already multiplied by λ and
renormalized. Thus, Tζ (not λTζ) must be used in the equations of
synthetic photometry (Section 2). With these choices, the absolute
calibration in these filters is essentially identical to that underlying
the Teff scale of Casagrande et al. (2010) and verified via analyses
of solar twins7.
2.10 Sloan Digital Sky Survey ugriz
SDSS photometry is defined to be on the AB system, although small
post-facto zero-point corrections are necessary (Eisenstein et al.
2006; Holberg & Bergeron 2006). We have generated AB magni-
tudes using the SDSS filter transmission curves8 and determined
the necessary zero-point corrections ζ using stars with absolute
flux measurements from the CALSPEC library and having SDSS
ugriz measurements (Casagrande et al., in prep.).
Two remarks must be made: first, the exact definition of SDSS
magnitudes is on the asinh system, where the classical Pogson log-
arithmic scale (Section 2.1) is replaced by the inverse hyperbolic
sine function (“asinh magnitudes”, see Lupton et al. 1999). Conve-
niently, this definition is virtually identical to the standard Pogson
magnitudes at high signal–to–noise, but it behaves better at magni-
tudes fainter than the detection repeatability limit (i.e. much fainter
than 20th mag for SDSS). Brighter than this threshold the differ-
ence between the asinh and Pogson magnitudes is negligible and
rapidly goes to zero. This makes the Pogson formulation outlined
7 The only difference is the BV(RI)C absolute calibration in Casagrande
et al. (2010), which is based on earlier HST spectrophotometry of αLyr (as
reported in Table A2 of Casagrande et al. 2006), producing Teff values that
differ by only a few Kelvin. However, this difference essentially cancels out
when the solar twins are used in the calibrating process; i.e., the absolute
calibration derived from Bohlin (2007) agrees with that based on the solar
twins.
8 http://www.sdss3.org/instruments/camera.php#Filters
so far fully appropriate for generating synthetic magnitudes, be-
sides being more convenient given the dependence of the asinh
magnitudes9 on a softening parameter (survey dependent) and the
difficulty of defining quantities such as bolometric corrections and
absolute magnitudes in the asinh formulation (see e.g., Girardi et al.
2004).
The second remark concerns the potential confusion between
the primed u′g′r′i′z′ and unprimed ugriz magnitudes. The basis of
the photometric calibration of the SDSS is defined by the 158 pri-
mary standards measured by the USNO 40-inches telescope (Smith
et al. 2002), which however has filters with different effective wave-
lengths than those of the SDSS 2.5m survey telescope10. The lat-
ter defines the unprimed ugriz system for which photometry has
been published from SDSS DR1 onward, and for which we pro-
vide synthetic colours in this work. Primed magnitudes should thus
be transformed into the unprimed system before comparing and/or
using them with the synthetic photometry published here (see e.g.,
Tucker et al. 2006).
2.11 HST
The distinctive feature of Hubble Space Telescope (HST) photom-
etry is the use of the AB and ST systems, in addition to the VEGA
system. We have generated BCs and colours for a number of fil-
ters commonly used in two instruments: the Advanced Camera for
Surveys (ACS) is a third generation HST instrument which has pro-
vided some of the deepest photometric optical images ever obtained
(Sarajedini et al. 2007), while the Wide Field Camera 3 (WFC3) is
a fourth generation instrument (replacing the Wide Field Planetary
Camera 2, WFPC2) that covers the electromagnetic spectrum from
UV to the IR. For both cameras, a large number of filters is avail-
able, covering long-pass (LP), broad (W), intermediate (M) and
narrow (N) bands. Some of them closely match such commonly
used filters as those in the Johnson-Cousins, SDSS, Stro¨mgren,
and Washington systems (e.g., Bessell 2005). To provide continu-
ity with previous observations, several of the WFC3 filters are very
similar to those used in the WFPC2 and ACS instruments (e.g.,
Rajan et al. 2011). We have produced transformations in the AB,
ST and VEGA systems for the following filters: F435W, F475W,
F555W, F606W and F814W (ACS camera); F218W, F225W,
F275W, F336W, F350LP, F390M, F390W, F438W, F475W,
F547M, F555W, F606W, F625W, F775W, F814W, F850LP
(WFC3 optical) and F098M, F110W, F125W, F140W, F160W
(WFC3 infrared).
Updated values for the system response functions as well as
regular improvements to the absolute flux of αLyr are provided
by the HST team. We list in Table 1 our adopted values. The ab-
solute calibration of αLyr that we derived for the ACS system
differs slightly from the values currently listed in the website11.
These differences in absolute flux correspond to zero-point shifts
of ' 0.01 mag in F435W and < 0.005 mag in the other ACS fil-
ters considered here. At any given time, users can readily compute
the difference in magnitude implied by the f¯? that we adopted, and
they may use any updated/preferred value, shifting if necessary our
computed colours by this amount.
We conclude this section with a cautionary note: particular
9 https://www.sdss3.org/dr10/algorithms/magnitudes.php#asinh
10 see http://www.sdss.org/dr7/algorithms/fluxcal.html for an extensive ex-
planation
11 http://www.stsci.edu/hst/acs/analysis/zeropoints/#vega
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Figure 3. Difference in synthetic magnitudes and BCζ as function of model Teff when using a microturbulence of 1 km s−1 (blue) or 5 km s−1 (red) with respect
to standard value of ξ = 2 km s−1. The filter used is indicated in each panel. In all instances models with α-standard composition have been used. A fixed value
of log g = 4.0 and 2.5 has been used when comparing between 1 and 2 km s−1 and 5 and 2 km s−1, respectively.
care should be taken when working with stars that have cool effec-
tive temperatures and/or high value of reddening (the exact values
of these quantities depend on the filter being used). Some of the UV
filters are known to have red leaks towards longer wavelengths. Al-
though these leaks are usually confined to much less than 1%, they
may not be negligible in some cases (see table 6.5 in Rajan et al.
2011), which could cause the synthetic colours to be anomalous
and the effective wavelengths to be considerably redder than the
values expected from the nominal filter bandpasses.
3 MARCS SYNTHETIC LIBRARY
Magnitudes and colours have been computed using the MARCS
grid of synthetic stellar spectra12, which is available for 2500 6
Teff(K) 6 8000 (in steps of 100 K below 4000 K, and 250 K above
this limit), −0.5 6 log g 6 5.5 (in steps of 0.5 dex) and different
chemical compositions (Gustafsson et al. 2008). In all instances, a
microturbulence ξ = 2 km s−1 has been adopted: we discuss later
the effect of changing this parameter.
The reference solar abundance mixture is that of Grevesse
et al. (2007). All radiative transfer is treated assuming local ther-
modynamic equilibrium. The bulk of the synthetic colours has
been computed using MARCS model fluxes assuming the so-
12 http://marcs.astro.uu.se
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Figure 4. Same as Figure 3, but as function of [Fe/H].
called “standard chemical composition” (α-standard); i.e., a met-
als mixture that reflects the values of [α/Fe] typically observed
in solar neighbourhood stars. To be specific, [α/Fe] = 0.4 for
[Fe/H] 6 −1.0, [α/Fe] = 0.0 for [Fe/H] > 0.0, and [α/Fe] de-
creasing linearly from 0.4 to 0.0 for −1.0 6 [Fe/H] 6 0.0. While
this α-enrichment is broadly representative of field stars in the
Galactic disc and halo (e.g., Edvardsson et al. 1993; Nissen et al.
1994; Fuhrmann 2008), different abundance ratios can be more ap-
propriate for other stellar populations, where the trend of [α/Fe]
versus metallicity depends primarily on the initial mass function
and the star-formation rate (e.g., Tinsley 1979; McWilliam 1997;
Tolstoy et al. 2009). Models with different [α/Fe] are available
from the MARCS website and we have generated additional syn-
thetic colours for the following cases: i) α-enhanced (i.e. [α/Fe] =
0.4 above [Fe/H] = −1.0), ii) α-poor (i.e [α/Fe] = 0.0 be-
low [Fe/H] = 0.0) and iii) α-negative (i.e [α/Fe] = −0.4 from
super-solar to metal-poor). The MARCS library covers the range
−5.0 6 [Fe/H] 6 1.0, although for certain combinations of stellar
parameters the grid contains relatively few models. As discussed in
Appendix A, computer programs have been provided to generate
BCs (and hence colour indices) for nearly the entire MARCS grid
as it presently exists.
When computing synthetic magnitudes, we assume one solar
radius at a 10 pc distance for all models, i.e. fλ = 10−0.4Aλ
(
R
d10
)2
Fλ.
While this choice is arbitrary (and actually irrelevant), it has the
practical advantage that BCs can be computed very easily from syn-
thetic magnitudes (see Eq. 14). To determine the effect of varying
the E(B − V) from 0.0 to 0.72 on the BCs, we reddened each the-
oretical flux using the extinction law of O’Donnell (1994) in the
range 3030 − 9090 Å and the one by Cardelli et al. (1989) every-
where else. In all instances, we adopted RV = 3.1: an extension of
our computations to other values of RV is currently in progress.
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3.1 The role of microturbulence
In one-dimensional model atmospheres, the microturbulence ξ is a
free parameter which is introduced to broaden spectral lines when
synthesizing a spectrum. It conserves the width of weak lines, and
it can reduce the saturation of strong lines, thus increasing their
total absorption. Its physical interpretation is that of a non-thermal
small-scale motion (compared to unit optical depth, or the mean
free path of a photon), stemming from the convective velocity field
in a stellar atmosphere. Insofar as our investigation is concerned,
the effect of microturbulence is to partly redistribute the flux in
spectral regions that are crowded with lines, and thus its effects are
expected to be more evident towards the blue and the ultraviolet,
and in filters with smaller wavelength coverages.
There is no unique, nor clear-cut, relation between the micro-
turbulence and stellar parameters, although the available evidence
points towards ξ increasing at higher luminosities. For reference,
a typical value for dwarfs and subgiants is around 1 − 1.5 km s−1,
going up to 2 − 2.5 km s−1 for stars on the red-giant branch (RGB),
and possibly as high as 5 km s−1 in supergiants (e.g., Nissen 1981;
Gray et al. 2001; Allende Prieto et al. 2004; Roederer & Sneden
2011).
A constant value of ξ = 2 km s−1 is usually assumed in large
grids of synthetic stellar spectra (e.g., Castelli & Kurucz 2004;
Brott & Hauschildt 2005) and the same is true for the MARCS li-
brary as well. Fortunately, subsets of MARCS models that assume
ξ = 1 km s−1 and 5 km s−1 are also available, which enables us to
investigate how a change in the microturbulence affects synthetic
magnitudes13.
Figures 3–4 compare the magnitudes which are obtained us-
ing ξ = 1 or 5 km s−1 instead of ξ = 2 km s−1. Notice that it follows
from Eq. (11) that these figures also illustrate the differences of BCζ
as a function of Teff and [Fe/H]. We opted to use the WFC3 optical
filters for this demonstration, as they are representative of most of
the colours computed in this work, and they provide a rich diversity
in terms of wavelength coverage and filter widths. For the blue and
ultraviolet filters, the effects of microturbulence are significant at
all Teff values and they increase with increasing [Fe/H]: in certain
cases, the differences are as much as 0.1 mag if ξ is reduced from
2 to 1 km s−1, or up to 0.5 mag if the microturbulence is increased
to ξ = 5 km s−1. While such a high value of ξ might not be repre-
sentative of the values commonly encountered in stars, it provides
a very instructive example of how a fudge factor such as the micro-
turbulence can impact synthetic colours. The only filter essentially
unaffected by a change of ξ is F350LP, for which any flux redistri-
bution occurs essentially within its very large bandpass (' 476nm).
At wavelengths longer than about 5000 Å and for Teff & 4000 K, a
change of ξ has less pronounced effects, typically of the order of, or
less than, a hundredth of a magnitude. Although not shown in the
plots, we have verified that this is true also for near-infrared colours
(2MASS). In fact, these variations are at about the same level of the
accuracy at which synthetic colours can be generated when taking
into account zero-point and absolute calibration uncertainties.
The impact of microturbulence in cool stars must therefore be
kept in mind when comparing models with observations at wave-
lengths roughly bluer than V , especially for objects which are
known to have microturbulent velocities that depart considerably
13 It is for this reason that the colours which are obtained by interpolating
in our transformation tables for the solar values of log g, Teff and metallic-
ity are somewhat different from those derived from the MARCS synthetic
spectrum for the Sun, which assumes ξ = 1 km s−1.
Table 2. Solar absolute magnitudes, obtained using the MARCS synthetic
solar spectrum (ξ = 1 km s−1, Teff = 5777 K, log g = 4.44 and [Fe/H] =
0.0) and by interpolating in the ξ = 2 km s−1 grid on the assumption of the
same physical parameters. The filters are the same as in Table 1.
Mζ Solar grid
UX 5.569 5.615
BX 5.427 5.438
B 5.444 5.455
V 4.823 4.818
RC 4.469 4.459
IC 4.129 4.120
U 5.584 5.631
B 5.435 5.446
V 4.814 4.808
RC 4.453 4.444
IC 4.126 4.118
J 3.650 3.643
H 3.362 3.359
KS 3.277 3.274
u 6.430 6.479
g 5.075 5.079
r 4.649 4.640
i 4.535 4.526
z 4.508 4.500
F435WACS 5.442 5.454
F475WACS 5.169 5.172
F555WACS 4.832 4.827
F606WACS 4.631 4.623
F814WACS 4.109 4.100
F218W 9.220 9.263
F225W 8.446 8.517
F275W 6.986 7.063
F336W 5.465 5.523
F350LP 4.751 4.748
F390M 5.987 6.018
F390W 5.611 5.638
F438W 5.447 5.460
F475W 5.146 5.149
F547M 4.800 4.794
F555W 4.868 4.864
F606W 4.639 4.632
F625W 4.493 4.484
F775W 4.156 4.147
F814W 4.115 4.106
F850LP 4.001 3.993
F098M 3.956 3.949
F110W 3.787 3.780
F125W 3.662 3.656
F140W 3.520 3.515
F160W 3.393 3.390
HST magnitudes are all in the VEGA system.
from the standard assumption of 2 km s−1. This dependence on ξ
clearly introduces an additional degree of freedom which can be
avoided only by hydrodynamic simulations that treat the velocity
field in a consistent manner (e.g., Steffen et al. 2013). At the present
time, the impact of three-dimensional model atmospheres on syn-
thetic colours is still largely unexplored (Kucˇinskas et al. 2005,
2009; Casagrande 2009), but hopefully the recent advent of hy-
drodynamic grids of model atmosphere (Beeck et al. 2013; Magic
et al. 2013; Tremblay et al. 2013; Tanner et al. 2013) will soon
make such studies possible.
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Figure 5. Solar synthetic colours compared to empirical determinations
from Ramı´rez et al. (2012) and Casagrande et al. (2012). Squares are ob-
tained using the MARCS solar flux (which has ξ = 1 km s−1), while circles
(slightly shifted on the abscissa for clarity) are from interpolations in the
ξ = 2 km s−1 MARCS grid at the solar values of Teff , log g, and [Fe/H].
Only the error bars from the above empirical determinations have been at-
tached to the synthetic magnitudes. For the optical filters, filled and open
symbols refer to the ubvri90 and ubvri12 transformations, respectively.
4 COMPARISONS WITH OBSERVATIONS
The testing of synthetic fluxes is normally done by comparing the
observed and modelled spectral energy distributions for a range
of wavelengths and spectral types (e.g., Edvardsson 2008; Bohlin
2010; Bessell 2011) or by comparing synthetic and observed
colours in different bands and for different values of Teff , log g
and [Fe/H] (e.g., Bessell et al. 1998; O¨nehag et al. 2009). Here
we follow the latter approach. First, we compare synthetic colours
in different filters with observations of field stars that have well
determined physical parameters and magnitudes, as well as with
empirical relations that link colours to stellar parameters. Then, we
turn our attention to star clusters, which enable us to test the con-
sistency of the fits of isochrones to the observed photometry on
several different colour-magnitude planes.
Readers should bear in mind the caveats of generating syn-
thetic photometry that have been discussed in Section 2, as well as
the difficulty of standardizing photometric observations (ground-
based, in particular) to better than about 0.01 mag (e.g., Stetson
2005). Therefore, when comparing synthetic and observed colours,
agreement to within 0.01− 0.02 mag should usually be regarded as
excellent.
4.1 The Sun and other field stars
Arguably, the Sun is the star with the best-known parameters, and it
is the most important benchmark in stellar astrophysics. However,
for obvious reasons, it cannot be observed with the same instru-
ments and under the same conditions as more distant stars, thus
making it virtually impossible to tie its colours to other photomet-
ric observations (e.g., Stebbins & Kron 1957). Recently, the use of
solar analogs and twins has overcome this limitation, and reliable
colours are now available in the Johnson-Cousins and 2MASS sys-
tem (Ramı´rez et al. 2012; Casagrande et al. 2012). Figure 5 com-
pares these measurements with the colour indices obtained using
the MARCS solar synthetic flux (open circles). Differences are usu-
ally well within 0.02 mag, which is approximately the conjugated
uncertainty of the observed and synthetic colours, and hence the
accuracy at which our colours are testable. Also shown in Figure
5 is a similar comparison, but of colours which are obtained by
interpolating in the ξ = 2 km s−1 grid at the solar Teff , log g, and
[Fe/H]. The differences with respect to those based on the solar
synthetic spectrum are negligible longward of the V band, whereas
at wavelengths bluer than the B band they are more substantial (in
accordance with the effects of microturbulance discussed in Section
3.1).
Figure 6 shows the comparison between the observed and syn-
thetic ugriz colours for a sample of about 13500 stars in the SEGUE
DR8 catalogue (Yanny et al. 2009), flagged to have good photomet-
ric quality in all bands, and to cover a broad range of stellar param-
eters as determined from the SSPP pipeline (Lee et al. 2011, and
references therein). MARCS synthetic colours are clearly quite suc-
cessful in reproducing the observed trends on the different colour
planes as function of both [Fe/H] and log g, especially given that
the SSPP values have their own measurement uncertainties. Also
worth pointing out is the decreasing sensitivity of ugriz broad-band
colours to [Fe/H] in the direction of reduced metallicities: note the
reduced separations of the loci between −1 > [Fe/H] > −3, and
even more so between −3 > [Fe/H] > −5.
For all of the stars in Figure 6, we also determine Teff and fBol
using the Infrared Flux Method (IRFM) described in Casagrande
et al. (2010). Briefly, multi-band optical ugriz and infrared JHKS
photometry is used to recover the bolometric flux of each star, from
which its effective temperature can then be readily obtained. The
method is to a large extent empirical: it depends very mildly on the
input [Fe/H] and log g of each star (adopted from SSPP in our case)
and it uses so many photometric bands that it relies very little on
synthetic flux libraries — a claim that has been extensively tested
in the literature (e.g., Blackwell et al. 1980; Alonso et al. 1995;
Casagrande et al. 2006). In Figure 7, we compare, for each star,
the empirical BCs derived in the ugriz and JHKS systems when
using fBol from the IRFM, or as obtained instead by interpolating
in our grids of MARCS synthetic photometry at the [Fe/H], log
(from SSPP) and Teff (from the IRFM) of each star.
This comparison allows us to easily quantify the performance
of the MARCS synthetic fluxes in predicting broad-band colours on
a star-by-star basis. In fact, it follows from Eq. (11) that a difference
of ∆ζ mag in a bolometric correction corresponds to a fractional un-
certainty of 10−0.4∆ζ in the derived bolometric flux. The BCs calcu-
lated from MARCS models usually agree to within 0.02±0.07 mag
with the values determined empirically from the IRFM for large
ranges of Teff , [Fe/H], and log. Only in the u band is the uncer-
tainty larger, and it shows systematic deviations towards the lowest
surface gravities. The above numbers translate into a typical un-
certainty of about 2 ± 7 per cent in the bolometric fluxes that are
obtained from the MARCS tables. It should also be kept in mind
that fBol values from the IRFM typically have errors of a few per-
cent. Overall, this implies that the grid of MARCS synthetic broad-
band colours reported here can be used to reconstruct the bolo-
metric flux of a star of known Teff , log g, and [Fe/H] to within
an accuracy of a few per cent, and with a precision comparable to
what can be achieved with empirical approaches. Also, the compar-
isons presented in Fig. 7 for a wide range of physical parameters in
the ugrizJHKS system is representative of the wavelength domain
explored in this work, and of the parameter space covered by the
MARCS library as a whole.
4.2 Colour–Teff–metallicity relations
Empirical colour–Teff–metallicity relations offer another way to test
how well the interplay among these quantities is reproduced by syn-
thetic flux models — before we “attach” them to stellar isochrones
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Figure 6. Comparison between observed and synthetic ugriz colours (α-standard, continuous lines) for a sample of about 13500 stars in SEGUE DR8. Stars
are dereddened using E(B−V) values provided by SEGUE, sorted into panels according to surface gravity, and colour coded by metallicity (log g and [Fe/H]
from the SSPP pipeline). MARCS (α-standard) colours are shown for fixed [Fe/H] from −5.0 to +0.5 (as indicated) and log g = 2 (left), 3.5 (centre) and 4.5
(right-panel), for Teff > 4000 K.
(the subject of Section 4.3.) Using the routines described in Ap-
pendix A, we generated BCs in the BVIC JKS system (from which
colour indices in any combination of the above filters can be de-
rived) for two metallicities, [Fe/H] = 0.0 and −2.5, and Teff values
from 4500 K to 6500 K, in steps of 100 K, at two fixed values of
log g = 4.0 and 4.5. These choices broadly encompass the proper-
ties of most of the subgiants and dwarf stars in the Galaxy.
For a fixed log g we can then produce synthetic colour–Teff–
metallicity relations to be compared with the polynomials given
by Casagrande et al. (2010): such comparisons are presented in
Figure 8. The empirical relations have a “built-in”surface grav-
ity dependence as they are valid for MS and subgiant stars. As a
consequence, we chose to generate synthetic colours for values of
Teff , [Fe/H], and log g that are representative of the majority of the
stars on which the empirical polynomials are based to do a better
sampling of the parameter space which contains the observed stars.
Figure 8 shows the effect of using two different gravities mainly
to demonstrate that the exact choice of log g is not the dominant
factor in this comparison.
It is also worth noticing that the absolute calibration, zero-
points, and filter transmission curves used in Casagrande et al.
(2010) to derive the empirical relations closely match those used
to produce synthetic MARCS BCs in this study (see Section 2.9).
The comparisons performed here are thus largely free from any
systematic biases that the above choices could introduce, and thus
allows us to directly assess the degree to which the synthetic fluxes
are able to match empirical relations. Overall, synthetic colours re-
produce the main trends that are seen in empirical relations, as well
as the crossing-over of the fiducial sequences for different values
of [Fe/H] in certain colour indices. The agreement is particularly
good around 5500 K in all of the colour indices which are examined
in Figure 8. The largest offsets are found for the B−V colour index
at lower temperatures and higher metallicities — which is not too
surprising, considering the increased crowding of molecular lines
in metal-rich dwarfs. Similarly, the predicted J − KS colours that
we have derived from hot metal-rich (Teff & 6000 K) and cool
metal-poor (Teff . 5200 K) models increasingly depart from the
empirical relations. In this case, however, it should be kept in mind
that the scatter around the empirical J − KS relation is quite large,
partly stemming from its limited colour baseline, and that it seems
to underestimate Teff above 6000 K (Pinsonneault et al. 2012). Nev-
ertheless, all things considered, the comparisons given in Figure 8
validate the MARCS effective temperature scale (for dwarfs and
subgiants, in particular) when using indices such as V−IC or V−KS ,
which have been shown to agree with the empirical Casagrande
et al. (2010) scale, typically to much better than 100 K.
4.3 Open and Globular Clusters
Comparisons of computed isochrones with the observed colour-
magnitude diagrams (CMDs) of star clusters provide valuable tests
of the consistency of synthetic colour–Teff relations because the
same interpretation of the data should be obtained on all CMDs.
This is not to say that the models must provide perfect repro-
ductions of the observed morphologies, but rather that whatever
discrepancies exist between theory and observations in one CMD
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Figure 7. Comparison between empirical and MARCS (α-standard) BCs for stars in the previous Figure. For each band, the mean difference and the standard
deviation are reported in the central panel.
should be consistent with those that are apparent on other colour-
magnitude planes. When that is not the case, this information can
be used to pinpoint where inaccuracies occur in synthetic fluxes.
To illustrate this, we have opted to consider the extensively studied
globular cluster M 5, which has [Fe/H] = −1.33 according to Car-
retta et al. (2009), the old, super-metal-rich open cluster NGC 6791
([Fe/H] ≈ +0.3; see Brogaard et al. 2012), and the near solar-
metallicity open cluster M 67. (It should be appreciated that some
discrepancies between predicted and observed CMDs in an abso-
lute sense will generally be present due to the uncertainties asso-
ciated with, e.g., the treatment of convection and the atmospheric
boundary conditions in stellar models, as well as those connected
with the photometric data and such basic cluster properties as the
distance, reddening, and chemical abundances.)
In what follows, observations of these three systems are com-
pared with the latest Victoria-Regina isochrones (VandenBerg et al.
2014) on several different CMDs. Rather than correcting the pho-
tometry for the effects of reddening and distance to obtain the in-
trinsic colours and absolute magnitudes, the model luminosities and
temperatures have been converted to the observed magnitudes and
colours using the reddening-adjusted transformations presented in
this investigation. To accomplish this, values of (m − M)0 (true
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Figure 8. Comparison between the empirical colour–Teff–metallicity rela-
tions of Casagrande et al. 2010 ([Fe/H] = 0.0 red, [Fe/H] = −2.5 blue),
and those obtained from the MARCS (α-standard) fluxes at the same metal-
licity ([Fe/H] = 0.0 black, [Fe/H] = −2.5 grey) for two different gravities,
log g = 4.0 (dotted line) and 4.5 (continuous line).
distance moduli) that agree well with published estimates have
been assumed. In all instances, well-supported determinations of
the metallicity have been adopted, along with E(B−V) values from
Schlafly & Finkbeiner (2011, hereafter SF11), except in the case of
NGC 6791. For this cluster, a slightly higher reddening, by ≈ 0.02
mag, appears to result in improved consistency over most of the
colour planes that have been considered (see also discussion in Sec-
tion 5, though it may instead be the assumed [Fe/H] value that is
not quite right). Such issues are not of particular importance for the
present analysis, however, as our primary goal is to study how the
differences between the isochrones and the cluster CMDs vary with
the particular colour index that has been plotted.
4.3.1 M 5 (NGC 5904)
Thanks to the efforts of P. B. Stetson, very high-quality, homoge-
neous Johnson-Cousins BV(RI)C photometry is available for rel-
atively large samples of stars in many open and globular clusters
(Stetson 2005). For a few of them, including M 5, U-band data may
also be obtained from his “Photometric Standard Fields” archive
at the Canadian Astronomy Data Centre.14 Indeed, his observa-
tions yield exceedingly tight, well-defined CMDs for M 5 from
the tip of the RGB to ∼ 2 mag below the turn-off (TO). A fur-
ther reason for choosing to use this system to examine the colour
transformations for metal-poor stars is that it is nearly unreddened
[E(B − V) = 0.032 according to SF11].
Figure 9 plots the measured V magnitudes of the stars in the
observed fields of M 5 as a function of their U − B, B − V , and
B−RC colours. The solid curve in each panel is an 11.75 Gyr (Van-
denBerg et al. 2013) isochrone for [Fe/H] = −1.33, [α/Fe] = 0.4,
and a helium abundance Y = 0.25. To place it on the observed
planes, the so-called ubvri12 transformations for E(B−V) = 0.032
were used, together with (m − M)0 = 14.35. Dashed loci represent
the same isochrone, except that the ubvri90 transformations have
been employed: differences between them and the solid curves are
apparent only in the left-hand panel. Historically, synthetic U − B
colours have not been very reliable, but those based on the latest
MARCS model atmospheres appear to be quite good (if the metal-
licity and distance that we have assumed for M 5 are accurate). In-
deed, if the predicted U − B colours were adjusted to the blue by
only 0.02–0.03 mag, the isochrone would provide reasonably con-
sistent fits to the observations on all three of the CMDs that are
shown in Fig. 9. That is, independently of the colour that is consid-
ered, the isochrone would match the TO photometry satisfactorily
and be somewhat too red along the RGB — except at V <∼ 15 on the
(U −B, V)-diagram, which suggests that the U −B colours become
less trustworthy at low gravities and/or cool temperatures. This is
also in agreement to what was shown in Figure 7 for the u filter.
The left-hand panel of Figure 10 shows that the same consis-
tency is found on the (V − IC , V)-plane. Interestingly, this plot indi-
cates a slight preference for the ubvri12 transformations to V − IC
over those that we have labelled ubvri90, though this result will
depend on the model Teff scale, which is subject to many uncertain-
ties. On the other hand, one would not expect to find such good
agreement between the predicted and observed RGB morpholo-
gies unless the temperatures along the isochrones are quite close to
those implied by the MARCS colour–Teff relations. As illustrated
in the right-hand panel, very similar results are obtained when the
same isochrone is compared with the HST ACS observations of
14 See www1.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/community/STETSON/
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Figure 9. Overlay of an 11.75 Gyr isochrone for [Fe/H] = −1.33, [α/Fe] = 0.4, and Y = 0.25 onto three CMDs of M 5 (see the text for the sources of the
stellar models and the photometry). The solid and dashed curves assume the reddening-adjusted ubvri12 and ubvri90 colour transformations, respectively,
for E(B − V) = 0.032 (from SF11). The true distance modulus of M 5 has been assumed to be (m − M)0 = 14.35.
M 5 that were obtained by Sarajedini et al. (2007). However, in this
case, the isochrone does not match the observations quite as well
as in the left-hand panel: to achieve a fully consistent fit, the mod-
els would need to be adjusted to the blue by 0.01–0.015 mag. It
is not clear whether this zero-point correction should be made to
the colour transformations or to the photometric data (from either
source).
The availability of Sloan (ugriz) observations of M 5 by An
et al. (2008) gives us the opportunity to extend our comparisons
to this photometric system. Four of the many possible CMDs that
could be constructed from their observations are shown in Fig-
ure 11, along with the same isochrone that has been plotted in the
two previous figures, on the assumption of the same reddening and
true distance modulus, etc. The fits to the data on the g− i and g− z
colour planes closely resemble the fits to the BV(RI)C observations
discussed above, which implies satisfactory consistency between
them. However, as in the case of the ACS photometry of M 5, the
isochrone lies ∼ 0.02 to the red of the cluster MS and TO on the
(g − r, r)-diagram, while it reproduces the observed u − g colours
(in the mean) for both the MS and and RGB nearly perfectly. To
try to identify whether the g or r magnitudes are primarily respon-
sible for the offset in the g − r colours, we produced a plot on the
(r − i, r)-plane (not shown). It revealed that the isochrone is too
blue relative to the observed TO by about 0.02 mag, from which
we conclude that the difficulty with the g − r colours is mainly due
to a small problem with the r magnitudes. Whether this should be
attributed to our transformations or to the observations, or both, is
not known.
To improve our understanding of star clusters and of the pho-
tometric systems that are used, it is clearly advantageous to ob-
tain observations through as many filters as possible. Encourag-
ingly, most of the plots that we have produced for M 5 contain ba-
sically the same fit of the selected isochrone to the observations. In
other words, the models generally provide a consistent interpreta-
tion of the data, regardless of the particular CMD that is consid-
ered. However, we did find a few “exceptions to the rule”, which is
to be expected given the difficulty of establishing the zero-points of
synthetic or observed photometry to within ∼ 0.01–0.02 mag and
the uncertainties associated with current model atmospheres and
synthetic spectra. In fact, the small colour offsets that we found
on some colour-magnitude planes may also be a reflection of the
assumed metal abundances; i.e., perhaps improved overall consis-
tency would have been obtained had our analysis used stellar mod-
els that assumed a different mixture of the heavy elements. Al-
though it is beyond the scope of the present investigation to do so,
this possibility should be fully explored.
4.3.2 NGC 6791
Brogaard et al. (2011, 2012) have carried out the most exhaus-
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Figure 10. The left-hand panel extends the plots in the previous figure to
the (V − IC , V)-diagram. In the right-hand panel, HST ACS data for M 5
from Sarajedini et al. (2007) have been plotted, and the isochrone has been
converted to the observed plane using the relevant transformations in the
VEGA-MAG system (see Appendix A).
Figure 11. As in Fig. 9, except that the isochrone has been overlaid onto
four CMDs derived from the Sloan (ugriz) photometry of M 5 obtained by
An et al. (2008).
tive studies of NGC 6791 to date, finding an age of 8–8.5 Gyr
if Y ≈ 0.30 and [Fe/H] = 0.30–0.35, when fits of stellar mod-
els to the mass-radius diagrams of the binaries known as V18 and
V20 are taken into account. Their results are based predominately
on isochrones that assume the solar mix of the heavy elements
as reported by Grevesse & Sauval (1998), suitably scaled to the
[Fe/H] values of interest. For the present work, which uses the latest
Victoria-Regina isochrones (VandenBerg et al. 2014), the updated
solar abundances by Asplund et al. (2009) provide the reference
metals mixture. According to VandenBerg et al., their models re-
quire Y ≈ 0.28 to satisfy the same binary constraints if NGC 6791
has [Fe/H] = 0.30 — and we have therefore adopted these estimates
of the helium and metallicity.
Unfortunately, the reddening of NGC 6791 has been particu-
larly hard to pin down. The value of E(B−V) = 0.155 from the orig-
inal Schlegel et al. (1998) dust maps has been revised downwards
to 0.133 mag by SF11. Moreover, as discussed by Brogaard et al.
(2012), who concluded that the current best estimate of the redden-
ing is 0.14±0.02, it appears to be difficult to obtain consistent fits to
Figure 12. Overlay of an 8.5 Gyr isochrone for [Fe/H] = +0.30, [α/Fe]
= 0.0, and Y = 0.28 onto four CMDs of NGC 6791 (see the text for the
sources of the stellar models and the observations). The solid curves assume
the reddening-adjusted ubvri12 and the SDSS J transformations for E(B −
V) = 0.16. The true distance modulus of NGC 6791 has been assumed to
be (m − M)0 = 13.05.
the (B− V, V)- and (V − IC , V)-diagrams unless a small systematic
shift is applied to one of the predicted colours. Part of the difficulty,
as noted by them, is that the value of E(V − IC)/E(B − V) appears
to be uncertain (e.g., Hendricks et al. 2012, their Tables 11–13). As
it turns out, it is possible to obtain nearly indistinguishable fits of
isochrones to observations of NGC 6791 on many different CMDs
(using our predictions for the effects of reddening on the synthetic
magnitudes and colours) if the cluster has E(B − V) = 0.16.
This is shown in Figures 12 and 13 where, in turn, an 8.5
Gyr isochrone for the aforementioned chemical abundances has
been overlaid onto a number of CMDs derived from BVIC J and
ugriz photometry of NGC 6791. All fits assume (m − M)0 =
13.05. The BVIC photometry that we have used is contained in
the NGC6791.KFB and NGC6791.COR files that can be downloaded
from the “Homogeneous Photometry” link at the same CADC web-
site address (see footnote 14) that was used to obtain the M 5 data.
Although U-band observations are not available, we have been able
to extend our comparisons to the near-infrared by adding a panel
that plots the Johnson V , 2MASS J photometry from Brasseur et al.
(2010). For whatever reason, the isochrone lies along the red edge
of the distribution of MS stars on the (V − J, V)-diagram, while it
coincides closely with the blue edge in the other panels, as well as
in at least three of the four CMDs shown in Fig. 13. [The isochrone
appears to match the mean MS fiducial on the (u − g, r)-plane, but
the TO is close to the limit of the u photometry.] As in the case
of M 5, the Sloan photometry of NGC 6791 that we have used has
been taken from An et al. (2008).
Even in an absolute sense, the isochrone clearly reproduces the
observed CMDs of NGC 6791 rather well from 3–4 mag below the
TO to approximately the luminosity of the horizontal branch clump.
At higher luminosities, the predicted colours tend to be too blue, in-
dicating a problem with either the MARCS transformations or the
model temperatures or both. (For quite a thorough discussion of
this issue, reference may be made to VandenBerg et al. 2014.) Al-
though Figs. 12 and 13 appear to provide compelling support for the
derived (or adopted) properties of NGC 6791, we have not explored
whether equally good fits of the isochrones to the observed CMDs
(and the cluster binaries) can be obtained for different combina-
tions of [Fe/H], the mix of heavy elements, Y , E(B− V), (m−M)0,
and age. This would be well worth investigating. Note that the un-
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Figure 13. As in the previous figure, except that the isochrone has been
overlaid onto four CMDs derived from the Sloan (ugriz) photometry of
NGC 6791 obtained by An et al. (2008).
usual morphology of the upper RGB portion of the isochrone in
the (B − V, V)-, (u − g, r)-, and (g − r, r)-diagrams is consistent
with the predicted behaviour of the synthetic magnitudes in the re-
spective filters, and are not a consequence of, say, extrapolations in
the colour transformation tables. On the other hand, that morphol-
ogy will be a sensitive function of the model Teff scale; i.e., if the
predicted RGB were appreciably cooler or hotter, the blueward ex-
cursion of upper RGB in the left-hand panel of Fig. 13 and the loop
in the adjacent panel would be accentuated or minimized.
4.3.3 M 67 (NGC 2682)
Our emphasis thusfar has been on upper MS and more evolved
stars because several recent papers have already shown that the
slope of the MS down to MV ∼ 7–8 in open and globular clusters
and as defined by local subdwarfs, over a wide range in [Fe/H],
can be reproduced quite well by stellar models that employ the
MARCS colour transformations (see VandenBerg et al. 2014, 2013,
2010; Brasseur et al. 2010). Hence, for our final comparisons of
isochrones with cluster observations, we decided to focus on the
lower-MS extension of M 67, given that ugriz (An et al. 2008) and
BVIC JKS photometry is available for low-mass stars belonging to
this system. [The 2MASS observations (Skrutskie et al. 2006) were
kindly provided to us by A. Dotter (see Sarajedini et al. 2009),
while the Johnson-Cousins photometry is from the same CADC
website mentioned previously (see footnote 14).]
In Figures 14 and 15, eight of the possible CMDs that can
be produced from these data have been superimposed by the MS
segment of the same 4.3 Gyr, [Fe/H] = 0.0 (e.g., Randich et al.
2006, O¨nehag et al. 2011), Y = 0.255 isochrone that was compared
with observations for the upper MS and RGB stars of M 67 by Van-
denBerg et al. (2014). In all cases, E(B − V) = 0.030 (SF11) and
(m−M)0 = 9.60 has been assumed. Except for the J−KS and u−g
colour planes, the isochrone matches the MS stars that have V (or
r) <∼ 17 very well. As expected, the observed B− V colours of cool,
faint stars are more problematic than their V − KS colours. Indeed,
the close agreement of the isochrone with the observations on the
(V − KS , V)-diagram suggests that the temperatures of the models
are quite good (for additional discussion of this issue see Vanden-
Berg et al. 2014). If this is correct, then the deviations which are
apparent at faint magnitudes in the other CMDs must be telling
us something about the MARCS transformations, or the photomet-
ric data, or perhaps that the assumed metallicity or metals mixture
Figure 14. Overlay of the lower-MS portion of a 4.3 Gyr isochrone for
[Fe/H] = 0.0, [α/Fe] = 0.0, and Y = 0.255 onto four CMDs for MS stars
in M 67 (see the text for the sources of the stellar models and the obser-
vations). The solid curves assume the reddening-adjusted ubvri12 and the
SDSS JKS transformations for E(B−V) = 0.030. The true distance modulus
of M 67 has been assumed to be (m − M)0 = 9.60.
Figure 15. As in the previous figure, except that the isochrone has been
overlaid onto four CMDs derived from the Sloan (ugriz) photometry of
M 67 obtained by An et al. (2008).
is wrong. As discussed in the next section, colours for metal-rich,
lower MS stars are especially dependent on [Fe/H] and [α/Fe] (and
presumably on any metal with a high abundance). (We note, in clos-
ing this section, that fits of completely independent isochrones to
the Sloan data for M 67 were obtained by An et al. 2009.)
5 MORPHOLOGY OF THE CMD IN VARIOUS COLOUR
PLANES AND AS FUNCTION OF REDDENING
With our set of stellar isochrones and colours, it is of some interest
to study how variations in chemical composition — [α/Fe], to be
specific — affect the morphology of the CMD when using differ-
ent filter combinations. For this purpose, we consider two differ-
ent cases. In Figure 16, we examine the effects of changing the α-
element abundances on the location and shape of an [Fe/H] = −0.8,
12 Gyr isochrone, which is roughly representative of moderately
metal-rich globular clusters in the Milky Way. The upper left-hand
panel shows three isochrones in the theoretical log Teff − MBol dia-
gram, all for the same iron content, but different values of [α/Fe].
Because of this difference, the total mass-fraction abundance of the
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metals (Z) is somewhat different in the three isochrones, which ex-
plains why they are slightly offset from each other. However, apart
from this, there are no morphological changes.
The other panels of Figure 16 show the same three isochrones,
but as transformed to various CMDs that involve the magnitudes
predicted for various optical and infrared filters. In nearly all cases,
the only part of the CMD that is substantially affected by vari-
ations in the abundances of the α-elements is the lower-MS (at
Teff . 4000 K). A detailed explanation of the cause(s) of this sen-
sitivity is beyond the scope of this paper, but it stems essentially
from the onset of various molecules (e.g., H2O and TiO, which
form more easily with increasing [α/Fe]) as important sources of
blanketing. Interestingly, recent F110W and F160W photometry
of two globular clusters (namely, NGC 2808 and M 4, which both
have [Fe/H] ' −1.2, e.g., Carretta et al. 2009, making them about
0.4 dex more metal-poor than the isochrones considered here) has
revealed that they have split lower main sequences (Milone et al.
2012, 2014). Indeed, the observed morphologies are qualitatively
quite similar to the results shown in the bottom right-hand panel,
which suggests that star-to-star variations in the abundances of one
or more of the α-elements is responsible for this phenomenon. It
may be the case, for instance, that a split main sequence is one
of the consequences of the presence of O-rich and O-poor popula-
tions within a given globular cluster. Further work is clearly needed
to check out this speculation, but the main point of this example is
that chemical abundance anomalies can be expected to leave de-
tectable photometric signatures.
Figure 17 is identical to the previous one (in particular, the
same variations of [α/Fe] are considered), except that somewhat
younger isochrones (10 Gyr) for [Fe/H] = 0.0 have been plotted.
The split in the lower-MS is even more dramatic, and certain filter
combinations reveal interesting features for the upper CMD (above
the TO) as well. As the abundances of the α-elements increase,
the RGB swings to blue and red colours and even makes loops in
the CMD in some cases. Again, a detailed discussion of the causes
of such effects is beyond our purposes, but a visual inspection of
synthetic RGB optical spectra provides a clue as to what is go-
ing on. At low α-element abundances ([α/Fe] = −0.4), the overall
shapes of spectra essentially scale with decreasing Teff (implying
that, e.g., the g − r index gets monotonically redder). However, in
the α-enhanced models, there is a dramatic dampening of the flux
with decreasing Teff , likely driven by the strengthening TiO band-
heads. We suspect that this prevents some colour indices from get-
ting monotonically redder with decreasing Teff .
While we defer a more detailed explanation of these effects
to a subsequent investigation, optical spectrophotometry of cool
metal-rich giants (e.g., the Next Generation Spectral Library –
NGSL– Heap & Lindler 2010 and the Medium Resolution INT
Library of Empirical Spectra –MILES– Sa´nchez-Bla´zquez et al.
2006) can be used to assess the reliability of synthetic spectra in
this regime. Nevertheless, the apparent high sensitivity of many
colours to the temperatures and chemical abundances of metal-rich
stars (both of giants and dwarfs, depending on the filters used) has
considerable potential in advancing our understanding of, in partic-
ular, the Galactic bulge given that it may be possible to distinguish
between α-rich and -poor populations.
Our final topic of discussion concerns the effects of extinction
on the CMD. In most investigations, the extinction coefficient in
a given band Rζ is assumed to be constant for stars of different
spectral types. That is, once a value of E(B − V) is known, the
colour excess in any colour other than B − V is determined from
E(ζ−η) = Aζ−Aη = (Rζ−Rη)E(B−V), from which the unreddened
colour index is
(ζ − η)0 = (ζ − η) − E(ζ − η). (20)
Similarly, for magnitudes
mζ,0 = mζ − Aζ = mζ − RζE(B − V), (21)
and the distance modulus in a given band ζ (affected by extinc-
tion Aζ) is related to the true distance modulus via (m − M)0 =
(m−M)ζ −Aζ . In Figure 18, we show in red a metal-poor isochrone
on different colour-magnitude planes that has been reddened at
each point with an input RV = 3.1 extinction law, assuming a nom-
inal E(B − V) = 0.6. As discussed in Section 2.8, our nominal ex-
tinction coefficient and colour excess are valid for early type stars.
In panel a) we show in green the same isochrone, but in this case
the reddening has been calculated assuming the same colour excess
(0.6) and RV = 3.1 in the relations (20) - (21) above. Likewise, in
panel b) we show the effect of using the constant SDSS extinction
coefficients provided by An et al. (2009, in blue) and McCall (2004,
in cyan). The extinction coefficients of An et al. (2009) closely
match the absolute position of our reddened isochrone, simply be-
cause those coefficients were derived using a synthetic spectrum for
log g = 4.5, [Fe/H] = 0.0 and Teff = 5750 K, which is similar to
those that are appropriate for our reference isochrone. In contrast,
the extinction coefficients given by McCall (2004) were derived us-
ing the αLyr reference spectrum, which is responsible for the rela-
tively large offset between the cyan and red isochrones. These two
panels thus illustrate the risk involved in trying to fit isochrones to
photometric data on the assumption of a literature value of E(B−V)
when a slightly different value may actually be more correct for the
stars under investigation.
In the lower panels c) and d), we re-register all of the
isochrones to match our reference isochrone at the TO point, apply-
ing whatever colour shifts δ are required (as noted). Alternatively,
it would be possible to obtain the same result using in the rela-
tions (20) - (21) the extinction and reddening coefficient appropri-
ate for a moderately metal-poor turn-off star (i.e., E(B − V) = 0.55
and RV = 3.40 for the case of panel c) and E(B − V) = 0.55,
E(g − r) = 0.62 and Rr = 2.95 for the case of panel d), see Section
2.8 and Appendix A). Nevertheless, it is clear from these panels
that, despite this renormalization, the morphologies of the CMDs
for the different cases are not identical along the lower-MS or the
RGB. While these subtleties are usually negligible in the presence
of low reddening, this is not the case for high values of the ex-
tinction. We emphasize that our reddened colours account for the
effects of extinction in a fully self-consistent way. We also reiterate
our comment that, when using literature values of E(B − V), atten-
tion should be paid to how they were derived in order to minimize
the inconsistencies highlighted above. More often than not, small
adjustments to literature values of E(B−V) might be applied. How-
ever, this should not be regarded as an excuse to use reddening as a
free parameter, since an error in the reddening is only one of many
possible reasons why an isochrone may not reproduce the observed
TO colour of a cluster CMD even when well-supported estimates
of the distance, metallicity, and E(B − V) are adopted.
6 CONCLUSIONS
The large grids of MARCS model atmospheres, now available for
different chemical compositions, together with the fluxes calculated
at ∼ 105 wavelength points, represent an especially valuable re-
source for the study of stars and stellar populations (Gustafsson
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Figure 16. Morphology of the CMD in different combinations of filters for a 12 Gyr isochrone having Y = 0.25, [Fe/H] = −0.8 and three different values of
[α/Fe] = −0.4, 0 and +0.4.
et al. 2008). To facilitate their application to photometric data,
we have provided the means to generate, and to interpolate in,
tables of synthetic BCs (and thus colours) applicable to several
broad-band systems, for a wide range of physical and chemical
abundance parameters (see Appendix A for detailed information
on the parameter space covered). The photometric systems for
which such transformations are provided include Johnson-Cousins-
2MASS (UBVRC IC JHKS ), Sloan (ugriz), and HST-ACS/WFC3
(26 different filters, each in the ST, AB, and VEGA mag systems).
The differences between the latter have been fully described, and
the most updated photometric zero-points and absolute calibrations
used. A novel feature of our transformations is that they can be
corrected for the effects of reddening (for any E(B − V) value be-
tween 0.0 and 0.72, inclusive) in a fully consistent way; i.e., the
variation in the colour excess with the spectral type of a star is cor-
rectly taken into account. So far, our results assume the standard
RV = 3.1 for the extinction law, although the inclusion of other val-
ues (as e.g. more appropriate towards certain Galactic sightlines)
is currently underway. The impact of varying the assumed micro-
turbulent velocity on synthetic magnitudes in UV, optical, and IR
bandpasses has also been examined in some detail: all of our re-
sults assume ξ = 2 km/s. While this value is generally appropriate
for stars across most of the CMD, its variation can seriously impact
colours for Teff . 4000 K, and increasing metallicities, in particular
towards the UV.
Encouragingly, we have found that the MARCS colour–Teff–
metallicity relations and BCs in most of the broad-band filters agree
with those derived empirically above ' 4500 K using the IRFM
(Casagrande et al. 2010) to within a couple/few percent. This is
easily within the uncertainties associated with the zero-points of
the photometric systems and of the temperature scale. Moreover,
the predicted metallicity dependence of such relations appears to
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Figure 17. Same as previous Figure, but using instead a 10 Gyr isochrone having Y = 0.25 and [Fe/H] = 0.0.
reproduce observed trends quite well according to our analyses of
a large sample of solar neighbourhood stars that have ugriz photom-
etry. In general, the fits of isochrones to globular and open cluster
CMDs (specifically, those of M 5, NGC 6791, and M 67) yielded
consistent interpretations of the data on different colour planes,
though small (0.01-0.02 mag) colour offsets were sometimes found
in some CMDs relative to others for the same cluster. Even the syn-
thetic U magnitudes did not appear to be seriously discrepant, at
least for metal-poor TO stars. Larger deficiencies might affect syn-
thetic colours of late M-stars, although this regime has only been
partly explored in this work (and certainly not at the coolest Teff of
the MARCS grid).
Our brief consideration of Victoria-Regina isochrones on
many different CMDs revealed the strong sensitivity of the colours
of lower-MS stars to [α/Fe], which undoubtedly has relevance for
the bifurcated CMDs of M 4 and NGC 2808. Not surprisingly, the
colours of cool stars, are very dependent on the chemical compo-
sition. As such, changing [α/Fe] can modify quite dramatically the
morphology of the CMD at its coolest extremities, both along the
lower-MS and upper-RGB.
We defer to a future investigation a more detailed exploration
of the effects of chemical abundances on colours, in particular ac-
counting for the anti-correlations observed in many globular clus-
ters (e.g., Sbordone et al. 2011). In this respect, it will also be in-
teresting to extend our grid of synthetic BCs to intermediate and
narrow-band systems, where synthetic models seem to perform less
satisfactorily in comparison with observations (e.g., O¨nehag et al.
2009; Mele´ndez et al. 2010). The Stro¨mgren system will also be
of particular interest, because of its capability to help distinguish
between multiple populations in globular clusters (e.g., Grundahl
et al. 1998; Yong et al. 2008; Carretta et al. 2011).
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Figure 18. Effect of reddening E(B − V) = 0.6 on a 12 Gyr, Y = 0.25, [Fe/H] = −0.8, [α/Fe] = +0.4 isochrone when using our published colours (in red), or
assuming constant extinction coefficients (green, blue and cyan). See text for discussion.
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APPENDIX A: INTERPOLATION ROUTINES
The transformations described in this paper and the codes (in FOR-
TRAN) that are needed to tabulate, and interpolate in the BCs for
the filters and reddenings of interest are contained in the two files
BCtables.tar.gz and BCcodes.tar.gz, repectively. A detailed
explanation of their content (and use) is provided in a README file,
an excerpt of which is shown in Figure A1. All these files may be
obtained from CDS.
Before describing their contents, a few general remarks are
in order. Although the MARCS model atmospheres and synthetic
spectra were computed for −5.0 6 [Fe/H] 6 +1.0, −0.5 6 log g 6
Figure A1. Excerpt of the README file provided with our package.
5.5, 2500 6 Teff 6 8000 K, and −0.4 6 [α/Fe] 6 +0.4, the cover-
age of parameter space is not complete. For instance, there are no
model atmospheres at low gravities and high temperatures (which
would be of limited usefulness, anyway), and relatively few com-
putations at the lowest temperatures, gravities, and metallicities,
or at log g = 5.5. Moreover, the number of Teff values for which
model atmospheres were generated varies with log g, [Fe/H], and
[α/Fe]. To deal with this nonuniformity, which obviously presents
some challenges for the setting up of interpolation tables, cubic
splines were used whenever possible to determine the transforma-
tions, which consist of BCs for each filter bandpass that we have
considered, when model atmospheres were lacking at gravities and
temperatures in the middle of their respective ranges. Linear or 3-
point extrapolations were also made, as needed, to “fill in” missing
BC entries located near the upper and lower limits of the dependent
variables.
In order to minimize the number of extrapolations, while max-
imizing the size of the transformation tables, the decision was made
to restrict the latter to the ranges in gravity and temperature shown
in Figure A2 (the region enclosed by the dashed lines). Victoria-
Regina isochrones (VandenBerg et al. 2014) for [Fe/H] = −2.4 and
+0.4, which include masses as low as 0.12M and extend to the
RGB tip, have been included in this plot simply to illustrate where
such models are located in this diagram. In this figure, the grid val-
ues of log g and Teff are indicated by the intersection of the dotted
grey lines, and it is for these values that BCs are provided. (Ta-
bles of exactly the same dimensions have been created for all of
the grid values of [Fe/H] and [α/Fe].) Thus, no data are provided
for Teff < 2600 K, while BCs for log g = 5.5 are given only for
5000 6 Teff 6 2600 K, etc. Perhaps the most important limita-
tion of the transformation tables is that they can be used only for
Teff 6 8000 K, which is a consequence of the fact that MARCS
model atmospheres were not computed for higher temperatures. As
a result, they cannot be used for, e.g., hot MS or blue horizontal-
branch stars — but hopefully an extension of the tables to higher
temperatures will be made at some future date.
Once BCtables.tar.gz has been retrieved from CDS, it
would be prudent to open it in a separate directory as it contains
a fairly extensive set of sub-directories (each containing the BCs
for a specific photometric system). BCcodes.tar.gz, which con-
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Figure A2. BCs are given for Teff and log g values within the region en-
closed by the dashed lines. (Tables of the same dimensions are provided for
each of the grid values of [Fe/H] and [α/Fe], which vary from −4.0 to +1.0
and −0.4 to +0.4 (for a subset of the [Fe/H] values), respectively (see the
text). Isochrones (from VandenBerg et al. 2014) have been plotted to show
that the transformations provide sufficient temperature and gravity coverage
for stellar models over a wide range in mass (>∼ 0.12M) and evolutionary
state.
tains the software that manipulates the transformation data, should
be opened in the same ”home” directory because the computer
programs assume a particular directory structure for the data files
and they will not execute properly unless that structure is in place.
Their execution is controlled by the included selectbc.data file,
a sample of which is shown in Figure A3. It essentially provides a
menu (the information given below the dashed line) that enables the
user to select up to 5 filters for which a table of BCs will be created
for subsequent interpolations (so as to, e.g., transform stellar mod-
els from the theoretical plane to various CMDs of interest). The
main advantage of tabulating BCs, instead of colours, is that the
former is a much more compact way of presenting the transforma-
tions. For instance, from 5 BCs for the Johnson-Cousins UBV(RI)C
system, 10 different colour indices (U − B, U − V , . . . B − V , . . .
RC − IC) can be derived. (Synthetic absolute magnitudes can be cal-
culated from Mζ = Mbol − BCζ for the ζ th filter, and colours may
be evaluated from either ζ − η = Mζ − Mη or ζ − η = BCη − BCζ ,
where ζ represents a bluer bandpass than η.)
The integer on the first line of selectbc.data chooses
among the four possible variations of [α/Fe] with [Fe/H] for which
BC transformations are available. If ialf = 1, the so-called “stan-
dard” variation is selected: this assumes [α/Fe] = +0.4 for −4.0 6
[Fe/H] 6 −1.0, [α/Fe] = 0.0 for 0.0 6 [Fe/H] 6 +1.0, and [α/Fe]
= −0.4 for −1.0 < [Fe/H] < 0.0. (Note that BCs are not provided
for [Fe/H] < −4.0, even though some MARCS model atmospheres
were computed for [Fe/H] = −5.0. There were simply too few of
the latter cases to cover the adopted ranges in log g and Teff without
having to carry out excessive numbers of extrapolations.) Setting
ialf = 2, 3, or 4 will result in the retrieval of the BCs for, in turn,
[α/Fe] = +0.4 for −2.5 6 [Fe/H] 6 +0.5, [α/Fe] = 0.0 for −2.50 6
[Fe/H] 6 +1.0, or [α/Fe] = −0.4 for −2.0 6 [Fe/H] 6 +1.0.
The second line of selectbc.data defines nfil, which can
have a maximum value of 5. In many applications, the magnitude
on the y-axis of a CMD is also used to compute the colour on the
Figure A3. A sample selectbc.data file: it is used to choose among four
possible variations of [α/Fe] with [Fe/H] (via the parameter ialf), to select
the number of filters for which BC transformations are sought (nfil), and
to identify the particular photometric system(s) and filter(s) of interest (us-
ing lines 4–7). The possible options are listed below the horizontal dashed
line.
x-axis, as in the case of a (B − V, V)-diagram; in which case, ialf
would be set to a value of 2. However, nfil = 5 would be the
natural choice for observations obtained in, e.g., the ugriz system.
The next 4–7 lines specify the photometric system(s) and filters
of choice. In the example given in Fig. A3, the 1990 calibration
(named ubvri90, see Section 2.9) of the B, V , and IC filters, along
with the 2MASS KS filter, have been selected. (The 7th line, which
specifies the integers 1 and 3, will not be read in this case because
nfil = 4.) The photometric systems and filters can be identified in
any order.
Once the parameters in selectbc.data have been set, two
programs must be executed in order to obtain the desired BC
transformation tables. The first one that needs to be compiled
and executed is getinputbcs.for. Because reddening-corrected
BC values have been derived for E(B − V) = 0.00 to 0.72, in
steps of 0.02, the user can request transformations for any redden-
ing within this range. However, rather than storing such a large
dataset, only the tables for E(B − V) = 0.00, 0.12, 0.24, . . . 0.72
have been retained. We found that spline interpolations in ta-
bles for these 7 reddenings were able to reproduce the reddening-
adjusted transformations in the full set of tables to within 0.001
mag, independently of the selected filter. Consequently, the pur-
pose of getinputbcs.for is to retrieve from the appropriate sub-
directories the BCs for 0.0 6 E(B − V) 6 0.72, in steps of 0.12
mag. These data are placed in the seven files that have been given
the names inputbc_r00.data, inputbc_r12.data, etc. (These
files are rewritten each time getinputbcs is executed.)
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The next step is to compile and execute getbctable.for,
which prompts the user for a value of E(B − V) and then interpo-
lates in the inputbc_*.data files to produce the requested BC
transformations for that choice of the reddening. Since the ranges
in [Fe/H] are different for the cases that are specified by the param-
eter ialf (see above), the output file generated by getbctable is
given the name bc_std.data if ialf = 1, bc_p04.data if ialf
= 2, bc_p00.data if ialf = 3, or bc_m04.data if ialf = 4.
Perhaps the main reason for doing this is to facilitate interpola-
tions in the resultant transformations for arbitrary values of [α/Fe]
within the range −0.4 6 [α/Fe] 6 +0.4. (To perform such interpo-
lations, it is clearly necessary to cycle through the above procedure
in order to create the respective bc_*.data files corresponding to
ialf = 2, 3, and 4.) Note that getinputbcs and getbctable
are completely self-contained; i.e., all file assignments are done
internally. In summary, to obtain reddening-adjusted BC transfor-
mations for up to 5 different filters, one simply sets the parame-
ters in selectbc.data to the desired values, and then executes
getinputbcs and getbctable.
The output data files so obtained have been organized in a
straightforward way. Figure A4 reproduces the beginning of the
bc_p04.data file that would be created using the example of
selectbc.data given in the previous figure. The first (title) line
is included primarily to reinforce the fact that the quantities in the
tables are BCs (not colours). The second line specifies the number
of Teffs, gravities, [Fe/H] values, and BCs, as well as the reddening
value that was entered when prompted for it by getbctable. The
next four lines list the grid values of Teff and log g, while the fol-
lowing (7th) line specifies how many BC values, beginning with the
first entry at 2600 K, are included in the table at each log g value.
For example, the minimum gravity in this table is log g = 0.0,
and according to the first entry on the seventh line, BC transforma-
tions are provided for the first 19 values of Teff (i.e., up to 5000 K),
which is consistent with what is shown in Fig. A2. The seventh line
thus helps to describe the irregular shape of the region in Teff , log g
space where interpolations are permitted.
The rest of the sample bc_p04.data file lists, in the form of
mini-tables, BCs in the order of increasing [Fe/H], and within each
table, they are organized in rows for the grid values of log g, with
a maximum of 10 numbers per row. Hence the 19 BC values at
log g = 0.0, in the order of increasing Teff , are contained in the
two rows immediately after the header line that gives the values of
[Fe/H] and [α/Fe] which are applicable to the BC data that follow.
All of the transformations for a given filter, which is also identified
in the mini-table header lines are grouped together. Thus, all of
the transformations for the ubvri90 B filter are listed before all of
those for the V filter (which are likewise organized in the direction
of increasing [Fe/H]), etc.
In addition to subroutines (such as getbcs_p04.for) that
perform interpolations in the BC tables, BCcodes.tar.gz contains
programs that can be used to verify that everything is working cor-
rectly. To be more specific, gettestbcs.for retrieves from the
appropriate sub-directories, the original MARCS transformations
that were used in the construction of the interpolation tables (for
one of six possible values of E(B − V); namely, 0.0, 0.08, 0.14,
0.28, 0.44, or 0.56). These data are stored in files with names like
sph00.data or ppl40.data, where the prefixes sph and ppl indi-
cate that the data are based on “spherical” or “plane-parallel” model
atmospheres, respectively, and the two digits indicate the log g
value (e.g., 00 implies 0.0 whereas 40 implies 4.0; log g = −0.5
is coded as m05). These values of E(B−V) were chosen so as to be
Figure A4. The first ∼ 25 lines of the output file that is produced if
getinputbcs and getbctable are executed when the values of the ini-
tializing parameters in selectbc.data are set to the values shown in the
previous figure. As indicated in the second line, these transformations as-
sume E(B − V) = 0.125, which is the reddening value that was entered in
response to a prompt that is issued by getbctable.
offset by different amounts from the values (0.0, 0.12, 0.24, 0.36,
. . .) used in the spline fits.
The second of three steps in the verification process is to run
getbctable for the same value of the reddening. In the final step,
which requires the execution of chkbctable.for, the [Fe/H], Teff ,
and log g values listed in the sph*.data and ppl*.data files
are used to obtain BC values, by interpolating in the output file
from getbctable: these are then compared with the values in the
original MARCS tables (i.e., sph*.data, etc.). In our experience,
the differences between the interpolated and tabulated BCs are al-
ways < 0.001 mag: they tend to be the largest for blue and UV
bandpasses. Differences will be exactly 0.0 only when the BCs for
E(B − V) = 0.0 are selected by gettestbcs given that exactly
the same data are employed in the construction of the splines. A
short program, with results, is also included in the package to il-
lustrate how to perform interpolations in the tables produced by
getbctable. As already pointed out, a detailed explanation of
these auxiliary codes is contained in a README file that is also pro-
vided.
Finally, it is worth mentioning that the extinction coefficients
(and reddening values) that apply to reddened stars of different
spectral types may be easily calculated using our interpolation
routines. Consider, for instance, an old, moderately metal-poor
([Fe/H] = −0.8, [α/Fe] = +0.4), turnoff star (Teff = 5950 K,
log g = 4.2) that is affected by a nominal reddening E(B−V) = 0.6.
On the assumption of the canonical extinction law, RV = 3.1, the
following BCs are obtained in a number of selected bands: BCB =
−3.03, BCV = −1.97, BCg = −2.54, BCr = −1.58. If that star were
unreddened, the values of the same BCs would be: BCB = −0.61,
BCV = −0.10, BCg = −0.30, and BCr = 0.04. It thus follows that,
at the turnoff, E(B − V) = (−1.97 + 3.03) − (−0.10 + 0.61) = 0.55
and E(g − r) = (−1.58 + 2.54) − (0.04 + 0.30) = 0.62, with ex-
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tinction coefficients RB = 3.03−0.610.55 = 4.40, RV =
1.97−0.10
0.55 = 3.40,
Rg = 2.54−0.300.55 = 4.07, and Rr =
1.58+0.04
0.55 = 2.95. Note, in particular,
that the difference RB − RV is exactly 1.0 because the extinction
coefficients were calculated assuming the value of E(B − V) that
applies to the star in question.
This difference would be < 1 if the E(B − V) value appro-
priate to early-type stars is adopted — which is the usual conven-
tion for reddening determinations that are reported in the literature.
Returning to the example considered in the previous paragraph,
RB = 3.03−0.610.6 = 4.03 and RV =
1.97−0.10
0.6 = 3.12, with the result that
RB − RV = 0.91 and E(B − V) = (0.91)(0.6) = 0.55. Reinforcing
the point already made in Section 5 (also see Bessell et al. 1998),
these calculations show that the E(B−V) value produced by a given
amount of dust will be significantly less for a 5950 K (late F-type)
turnoff star than for early O- and B-type stars. Similarly, colour ex-
cess ratios will scale according to spectral type since, for filters ζ
and η, the difference Rζ − Rη is equal to E(ζ − η)/E(B − V), where
the denominator of this term is the nominal reddening. Clearly, to
correct colours (Eq. 20) and magnitudes (Eq. 21) for the effects of
interstellar extinction, one should use either 0.55 and (3.4)(0.55)
or (0.60)(0.91) and (3.12)(0.60), respectively, in the case of the
present example.
In comparisons of isochrones with observed CMDs, it is tradi-
tional to apply constant offsets to the observed magnitudes and/or
colours (depending on whether an apparent or true distance mod-
ulus is assumed) to account for the effects of foreground gas and
dust. This is much simpler than correcting the observations (or,
more likely, the isochrones) on a point-by-point basis prior to fit-
ting the models to the data, and indeed, there is no reason to aban-
don this practice if, e.g., the main goal of the work is to derive
the turnoff age(s). (Recall the discussion in Section 5 concerning
Fig. 18, which showed that, even when the reddening is high, the
two approaches lead to no more than minor differences along the
RGB and the lower MS.) Since published Rζ values are generally
based on hot stars (e.g., Vega, in the case of McCall 2004), we
have calculated the extinction coefficients relevant to turnoff stars
(log g = 4.1), 5250 6 Teff 6 7000 K (in 250 K increments), and
−2.0 6 [Fe/H] 6 +0.25 (at the specific values adopted in the
MARCS library). (This involves nothing more than evaluating Aζ
from the difference in the BCs assuming two nominal reddening
values, which we choose to be E(B − V) = 0.0 on the one hand,
and E(B − V) = 0.10, on the other, and then dividing by 0.10.)
Variations in [α/Fe] were also considered, but the dependence of
Rζ on this abundance parameter was found to be sufficiently weak
that it could be ignored: the results for [α/Fe] = −0.4, 0.0, and +0.4
were simply taken to be alternative determinations for the associ-
ated [Fe/H] value.
Table A1 lists, for the majority of the filters considered in this
study, the mean extinction coefficients so obtained < Rζ >, along
with a least-squares fit to the data assuming a functional depen-
dence15 Rζ = a0 + T4(a1 + a2T4 + a3[Fe/H] , where T4 = 10−4Teff .
With relatively few exceptions, < Rζ > reproduces the values of the
extinction coefficients that were computed for the aforementioned
values of log g,Teff , [Fe/H], and [α/Fe] to within 1%. The largest
residuals, amounting to ∼ 1.6%, were found for the B, g, and ap-
proximately equivalent HST filters. Both the maximum residuals
15 Users are warned not to extrapolate these relations outside of the range
of their applicability. Such caution is advisable even though the dependence
of the extinction coefficients on Teff is usually less dramatic above 10, 000 K
— as we have found using ATLAS9 models.
and the rms deviations, which are typically one-third as large, are
reduced by about a factor of 5 if the least-squares fit to Rζ is adopted
instead of the mean value. Only in the case of the F218W, F225W,
F275W, and F350LP filters it was not possible to obtain a good
fit to the actual values of Rζ ; consequently, they have been omit-
ted from this table. (The mean values were likewise very poor ap-
proximations, undoubtedly due to the strong Teff dependence of the
BCs in these four filters.) In any case, Table A1 provides two ways
of determining approximate (but still quite accurate) values of Rζ
that can be used to evaluate the colour excess ratio for any of the
filters that are listed. Importantly, such ratios involve the nominal
reddening given that all of our Rζ results are based on the standard
extinction law, RV = 3.1.
APPENDIX B: BIAS IN A NON-LINEAR
TRANSFORMATION
Every time a non-linear transformation is applied to a variable
that is subject to random errors (in this context e.g., an observed
quantity with a Gaussian Probability Distribution Function; PDF)
a skewed PDF arises as a consequence of the transformation. In
this case the expectation value differs from the mode and the differ-
ence between the two introduces a bias. This traces directly back
to a better known example, such as the bias between parallaxes and
distances (e.g. Lutz & Kelker 1973; Casagrande et al. 2007)
Let us consider the case of transforming a magnitude m into a
heterochromatic flux F , which (from Eq. 1) involves the following
non-linear relation
F = α 10−0.4 m (B1)
where α is a constant that incorporates all of the details concerning
the absolute calibration and zero-point of the photometric system
under consideration.
Assuming a Gaussian distribution for the errors around m (as
obtained e.g., by averaging different independent measurements)
f (m˜) =
1√
2piσ
e−
(m˜−m)2
2σ2 , (B2)
the expectation value for the flux F is
E [F |m] =
∫ +∞
−∞
F (m˜) f (m˜) dm˜
=
α√
2piσ
10−0.4 m
∫ +∞
−∞
10−0.4 ue−
u2
2σ2 du
= α 10−0.4 m e0.08σ
2 ln2(10) (B3)
where u = m˜−m. The amplitude of the bias can be immediately es-
timated by comparing Eq. (B3) and Eq. (B1), or in fractional terms
E [F |m] − F
F = e
0.08σ2 ln2(10) − 1. (B4)
Fortunately, this difference is negligible in most investigations,
when uncertainties are of the order of few hundredths of a mag-
nitude, although it quickly rises from 1 percent at σ ' 0.2 mag to
10 percent at σ ' 0.7 mag.
Notice that the opposite bias is also present. In fact, in the
above example we have assumed that the errors arise as a conse-
quence of averaging a number of independent measurements. In
reality, when measuring magnitudes, several steps are involved,
which essentially consist of transforming number counts into fluxes
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Table A1. Values of Rζ relevant to turnoff stars with Teff . 7000 Ka. Notice that for a nominal E(B − V), the excess in any given ζ − η colour is E(ζ − η) =
(Rζ − Rη)E(B − V), and the attenuation for a magnitude mζ is RζE(B − V). See also discussion in the text.
Rζ = a0 + T4 (a1 + a2 T4) + a3 [Fe/H] Rζ = a0 + T4 (a1 + a2 T4) + a3 [Fe/H]
Filter < Rζ > Filter < Rζ >
a0 a1 a2 a3 a0 a1 a2 a3
2MASS
J 0.899 0.9095 −0.0526 0.0583 — H 0.567 0.5611 0.0176 −0.0115 —
KS 0.366 0.3667 −0.0026 0.0021 —
ACS
F435W 4.106 3.4929 1.7330 −1.2071 −0.0135 F475W 3.720 3.1735 1.4136 −0.8569 −0.0078
F555W 3.217 3.0197 0.4900 −0.2738 −0.0018 F606W 2.876 2.5200 0.8308 −0.4074 −0.0018
F814W 1.884 1.7763 0.2522 −0.1227 —
WFC3b
F336W 5.148 4.9002 0.6329 −0.3806 −0.0062 F390M 4.503 4.3391 0.5133 −0.4007 −0.0015
F390W 4.432 3.6722 2.3798 −1.8697 −0.0165 F438W 4.135 3.8431 0.8230 −0.5695 −0.0055
F475W 3.698 3.1588 1.4014 −0.8529 −0.0071 F547M 3.140 3.0439 0.2472 −0.1483 −0.0015
F555W 3.274 2.8862 0.9399 −0.5000 −0.0023 F606W 2.894 2.5345 0.8514 −0.4306 −0.0020
F625W 2.678 2.5954 0.1656 −0.0481 — F775W 2.049 2.0174 0.0527 −0.0003 —
F814W 1.897 1.8027 0.2058 −0.0818 — F850LP 1.457 1.3997 0.1673 −0.1192 —
F098M 1.290 1.2709 0.0432 −0.0193 — F110W 1.047 0.9272 0.2848 −0.1428 —
F125W 0.891 0.8675 0.0394 −0.0027 — F140W 0.753 0.7180 0.0754 −0.0290 —
F160W 0.634 0.6196 0.0301 −0.0100 —
SDSS
u 4.862 4.5725 0.9248 −0.7397 −0.0051 g 3.762 3.2679 1.2843 −0.7840 −0.0076
r 2.704 2.6623 0.0691 −0.0017 — i 2.120 2.0927 0.0464 −0.0019 —
z 1.528 1.4713 0.1576 −0.1052 —
ubvri12
U 4.801 4.3796 1.3861 −1.1400 −0.0065 B 4.046 3.3504 1.8900 −1.2437 −0.0143
V 3.122 2.9364 0.4604 −0.2568 −0.0022 RC 2.552 2.4248 0.2672 −0.0932 —
IC 1.902 1.8662 0.0657 −0.0098 —
ubvri90
UX 4.814 4.3241 1.6005 −1.3063 −0.0073 BX 4.032 3.2999 2.0123 −1.3425 −0.0140
B 4.049 3.3155 2.0119 −1.3400 −0.0145 V 3.129 2.9256 0.5205 −0.3078 −0.0022
RC 2.558 2.4203 0.3009 −0.1220 — IC 1.885 1.8459 0.0741 −0.0151 —
a Based on the differences in the bolometric corrections for E(B − V) = 0.0 and 0.10, assuming log g = 4.1, 5250 6 Teff 6 7000 K, −2.0 6 [Fe/H] 6 +0.25,
and −0.4 6 [α/Fe] 6 +0.4. In the fitting equation for Rζ , T4 = 10−4 Teff .
b Results are not provided for the F218W, F225W, F275W, and F350LP filters because of their strong dependence on Teff .
(for CCD detectors), and fluxes into magnitudes, which then are
corrected for atmospheric extinction (in case of ground-based ob-
servations) and standardized using photometric equations (e.g.,
Harris et al. 1981). Assuming that the uncertainty of the photomet-
ric equations is small, which is usually the case if a sufficient num-
ber of standards has been observed spanning different colours and
airmasses, with decreasing signal–to–noise the main uncertainty of
a magnitude stems from its flux measurement. We also assume that
the uncertainty in flux measurements is Gaussian, which is appro-
priate since a Poisson distribution is well approximated by a Gaus-
sian after relatively few counts (e.g., Taylor 1982).
For objects with high signal–to–noise, the flux uncertainty has
a narrow Gaussian peak, which transforms to negligible uncertainty
in magnitude. However, as the signal–to–noise decreases, the un-
certainty in the flux broadens (and other sources of random errors
can also become important e.g., Howell 1989). As before, if we
know the flux F , we can compute the expectation value for a mag-
nitude using the full PDF
E[m|F ] =
∫ +∞
−∞
m(F˜ ) f (F˜ )dF˜
= − 2.5√
2piσ
∫ +∞
−∞
log
( F˜
α
)
e−
(F˜ −F )2
2σ2 dF˜
= 2.5 log(α) − 2.5√
2piσ
∫ +∞
−∞
log(F˜ ) e− u
2
2σ2 du (B5)
where u = F˜ − F , and expanding log(F˜ ) around the maximum of
−u2, we obtain
E[m|F ] = 2.5 log(α) − 2.5√
2piσ
∫ +∞
−∞
[
log(F )
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+5 log(e)
∞∑
n=1
(−1)n+1
n
( u
F
)n ]
e−
u2
2σ2 du
= −2.5 log
(F
α
)
− 2.5 5 log(e)√
2piσ
∫ +∞
−∞
[ ∞∑
n=1
(−1)n+1
n
( u
F
)n ]
e−
u2
2σ2 du
(B6)
whose solution is not trivial, especially when large errors will for-
mally return negative fluxes. Nevertheless, for errors up to ' 30%
in flux (i.e. the limit where no negative flux is found within 3σ), the
above expression can be conveniently approximated using the first
term of the expansion, thus leading to an estimate of the bias
E[m|F ] + 2.5 log
(F
α
)
' 0.6
(
σ
F
)2
. (B7)
Notice that the two biases discussed here, E[F |m] and E[m|F ]
do not cancel each other, but are representative of two approaches
typically used for estimating errors. In the first case, the bias in the
flux arises if the error in magnitude is obtained by averaging differ-
ent measurements. In the second, the bias follows from the fact that
symmetric errors in the fluxes are asymmetric once transformed
into magnitudes. In either case, when publishing photometry, the
procedure used to determine the errors should always be described,
in particular for the object with the lowest precision (although for-
mally the bias is always present). If this is not done, users should
refrain from (or be very cautious in) analysing statistically large
samples of poor quality data, in the hope that average quantities
(with formally small uncertainties) will still be useful: severe bi-
ases could undermine the mean results so obtained.
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