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SIMPLE PROOF OF THE COMPLETE METRIC APPROXIMATION
PROPERTY FOR q-GAUSSIAN ALGEBRAS
MATEUSZ WASILEWSKI
Abstract. The aim of this note is to give a simpler proof of a result of Avsec, which states
that q-Gaussian algebras have the complete metric approximation property.
1. Introduction
Boz˙ejko and Speicher introduced q-Gaussian algebras in [BS91] (see also [BKS97]). These
von Neumann algebras are built from operators satisfying a deformation of canonical com-
mutation relations. But they can also be viewed as q-deformations of the free group factors.
It turns out that q-Gaussian algebras share many properties with the free group factors:
they are factors (see [Ric05]), they are non-injective (see [Nou04]), they have the Haagerup
approximation property (folklore; see [Was17] for a proof in a more general setting of q-Araki-
Woods algebras), etc. One of more important properties of von Neumann algebras studied
recently is the notion of strong solidity, first introduced by Ozawa and Popa in [OP10]; in
the same paper they prove that free group factors are strongly solid.
In an unpublished manuscript [Avs11] Avsec proved that q-Gaussian algebras possess the
complete metric approximation property (see Theorem A therein). When combined with
deformation/rigidity techniques, namely using a malleable deformation, it allowed him to
also prove that q-Gaussian algebras are strongly solid (see Theorem B therein). We will
reprove the first result, namely we will show the following.
Theorem 1.1. Let HR be a real Hilbert space and let ΓqpHRq be the associated q-Gaussian
algebra. Let Pn : ΓqpHRq Ñ ΓqpHRq be the projection onto Wick words of length n. Then
}Pn}cb ď Cpqqn
2, where Cpqq is a positive constant depending only on q.
Corollary 1.2. For any real Hilbert space HR the q-Gaussian algebra ΓqpHRq has the w
˚-
complete metric approximation property.
The proof splits into two parts – in the first one we analyse the operator space structure
induced on the image of Pn by inclusion into ΓqpHRq and define some completely bounded
maps; we will follow closely the original approach of Avsec. The second part of the proof
will consist of showing that a certain linear combination of these maps is equal to the map,
whose complete boundedness we want to prove (cf. [Avs11, Proposition 3.18]). Presenting
a different (and much simpler) proof of this combinatorial statement is the main aim of this
note.
Acknowledgements. I would like to thank Adam Skalski for careful reading of the prelim-
inary version of this note and useful remarks.
The author was supported in part by European Research Council Consolidator Grant
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2. Notation and preliminaries
The proof will naturally split into two parts. In the first one we will use some operator
space techniques and the second one will be combinatorial in nature. This will be reflected
in the material presented in this section. All inner products will be linear in the second
variable. We will denote the set t1, . . . , nu by rns. For simplicity we assume that the Hilbert
spaces are finite dimensional – there is a standard approximation procedure that allows us
to do it.
2.1. Operator spaces. An operator space is a Banach space X equipped with a sequence
of norms on the matrix spaces MnpXq that satisfy natural compatibility conditions, the
so-called Ruan’s axioms; any such sequence comes from an embedding X Ă BpHq. For
information on operator spaces we refer to the monographs [ER00] and [Pis03]. For a linear
map T : X Ñ Y between operator spaces we define its cb norm as
}T }cb :“ sup
nPN
} IdnbT : MnpXq Ñ MnpY q}.
We say that T is completely bounded if }T }cb ă 8.
In this paper we will encounter two special operator space structures on a Hilbert space.
Definition 2.1. Let H be a complex Hilbert space.
(i) The column Hilbert space structure Hc is given by the identification H » BpC,Hq;
(ii) The row Hilbert space structure Hr is given by the identification H » BpH,Cq.
Remark 2.2. In particular, we have H˚c » Hr and H
˚
r » Hc.
These Hilbert spaces are homogeneous, i.e. bounded maps on the underlying Hilbert
spaces are automatically completely bounded, with cb norm equal to the norm (see [ER00,
Theorem 3.4.1 and Proposition 3.4.2]).
We are going to need the notion of a tensor product of operator spaces. The simplest one is
obtained by the following procedure: we have two operator spaces X Ă BpHq and Y Ă BpKq
and we get an operator space structure on XbY via embedding XbY Ă BpHbKq. It turns
out that it does not depend on the embeddings and the completion of X b Y is denoted by
X bmin Y ; it coincides with the minimal tensor product of C
˚-algebras, in case X and Y are
C˚-algebras.
There is also a special tensor product of operator spaces, called the Haagerup tensor
product, which does not have a counterpart for Banach spaces; the Haagerup tensor product
of two operator spaces X and Y will be denoted by X bh Y . One of its key properties is
self-duality, i.e. pX bh Y q
˚ » X˚ bh Y
˚ for finite dimensional operator spaces X and Y .
For the definition and more information, see [ER00, Section 9]. We just collect here the
properties that will be useful for us in the sequel.
Proposition 2.3. [Proposition 9.3.4 and Proposition 9.3.5 in [ER00]] Let H and K be Hilbert
spaces. Then we have the following identifications:
(i) Hc bh Kr » KpK,Hq (the compact operators);
(ii) Kr bh Hc » S
1pK,Hq (the trace class operators);
(iii) Hr bh Kr » pHb Kqr and Hc bh Kc » pHb Kqc.
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2.2. q-Gaussian algebras. We will now define q-Gaussian algebras, introduced by Boz˙ejko
and Speicher (see [BS91]).
Let HR be a real Hilbert space and let H be its complexification; we will denote the
complex conjugation by I. We would like to define the q-Fock space, which will be a
certain completion of the tensor algebra
À
ně0 H
bn (both the direct sum and the tensor
products are algebraic here, also Hb0 “ CΩ).
Definition 2.4. Let H be a complex Hilbert space. Fix q P p´1, 1q. For each n P N we
define an operator P nq : H
bn Ñ Hbn by
(2.1) P nq pv1 b ¨ ¨ ¨ b vnq :“
ÿ
piPSn
qippiqvpip1q b ¨ ¨ ¨ b vpipnq,
where ipπq :“ |tpi, jq : i ă j, πpiq ą πpjqu| is the number of inversions of the permutation
π. This operator is injective and positive definite (see [BS91, Proposition 1]) and therefore
defines an inner product on Hbn. The P nq ’s combine to give an inner product on
À
ně0 H
bn
and the completion of this space with respect to this inner product is called the q-Fock
space and is denoted by FqpHq.
In order to define q-Gaussian algebras, we have to present an important class of operators
on the q-Fock space.
Definition 2.5. Let ξ P H. We define the creation operator a˚q pξq : FqpHq Ñ FqpHq by
the formula
a˚q pξqpv1 b ¨ ¨ ¨ b vnq :“ ξ b v1 b ¨ ¨ ¨ b vn
a˚q pξqpΩq :“ ξ.
We define also the annihilation operators by aqpξq :“ pa
˚
q pξqq
˚. Their action on simple
tensors is given by
aqpξqpΩq “ 0
aqpξqpv1 b ¨ ¨ ¨ b vnq “
nÿ
i“1
qi´1xξ, viyv1 b . . . pvi ¨ ¨ ¨ b vn,
where the hat over vi means that this vector is omitted.
These operators extend to bounded operators on FqpHq and satisfy the q-commutation
relations aqpξqa
˚
q pηq ´ qa
˚
q pηqaqpξq “ xξ, ηy Id.
Definition 2.6. Let HR be a real Hilbert space with complexification H. We define the
q-Gaussian algebra ΓqpHRq to be the von Neumann subalgebra of BpFqpHqq generated by
the set ta˚q pξq ` aqpξq : ξ P HRu.
The vector Ω is a cyclic and separating vector for ΓqpHRq, moreover the corresponding
vector state is a faithful trace. In particular, the L2-space L2pΓqpHRqq can be identified with
the Fock space FqpHq. On can show that for any simple tensor v1 b ¨ ¨ ¨ b vn P H
bn there
exists a (unique!) operator W pv1 b ¨ ¨ ¨ b vnq such that W pv1 b ¨ ¨ ¨ b vnqΩ “ v1 b ¨ ¨ ¨ b vn;
these operators will be called the Wick words. Actually, there is an explicit formula for
them (see [BKS97, Proposition 2.7]).
3
Lemma 2.7. We have
(2.2) W pv1 b . . . vnq “
ÿ
AĂrns
qipAqa˚q pvAqaqpIvrnszAq,
where for A “ ti1 ă ¨ ¨ ¨ ă iku and rnszA “ tjk`1 ă ¨ ¨ ¨ ă jnu we have ipAq :“
řk
l“1pil ´ lq,
a˚q pvAq :“ a
˚
q pvi1q . . . a
˚
q pvikq, and aqpIvrnszAq :“ aqpIvjk`1q . . . aqpIvjnq.
Remark 2.8. The notations ipAq and ipπq are consistent, if we identify A with a permutation
πA of rns given by πAplq :“ il for l ď k and πAplq :“ jl for l ą k. Some authors identify
these permutations with representatives of cosets Sn{pSk ˆ Sn´kq with the minimal number
of inversions. It is useful to think of ipAq as the cost of moving the set A to the left of rns.
First, you move i1 to the first spot, so you need to make i1 ´ 1 moves. Then the first spot
is taken, so you move i2 to the second one and the cost is i2 ´ 2; proceed like that for other
elements of A.
We will need more information about the operators P nq . It was noted by Nou (see [Nou04,
Lemma 1]) that they are invertible. Therefore, whenever we have a partition n “ n1 ` ¨ ¨ ¨ `
nk, we may consider R
˚
n1,...,nk
– the unique operator on Hbn such that P nq “ pP
n1
q b ¨ ¨ ¨ b
P nkq qR
˚
n1,...,nk
. One can easily check that R˚n1,...,nk is really the adjoint of the identity map
Rn1,...,nk : H
bn1
q b ¨ ¨ ¨ b H
bnk
q Ñ H
bn
q . In the case of R
˚
n´k,k we have an explicit formula (see
[Kro´00, Lemma 5]):
(2.3) R˚n´k,kpv1 b ¨ ¨ ¨ b vn`kq “
ÿ
AĂrns,|A|“n´k
qipAqvA b vrnszA,
with the same notation as in (2.2).
For future use, we record here some equalities pertaining to operators R˚n,k,l.
Lemma 2.9. We have R˚n,k,l “ pIdn bR
˚
k,lqR
˚
n,k`l “ pR
˚
n,k b IdlqR
˚
n`k,l.
Proof. It follows from equalities Rn,k`lpIdn bRk,lq “ Rn`k,lpRn,k b Idlq “ Rn,k,l. 
We also introduce two complex conjugations on Hbn: In given by the formula Inpv1 b
¨ ¨ ¨ b vnq “ Iv1 b . . . Ivn and J
n given by Jnpv1 b ¨ ¨ ¨ b vnq :“ Ivn b ¨ ¨ ¨ b Iv1 (this is the
modular conjugation); they are both antiunitaries on Hbnq . They are related by J
n “ Inσn,
where σnpv1 b ¨ ¨ ¨ b vnq :“ vn b ¨ ¨ ¨ b v1 is a self-adjoint unitary; usually we will just write I
and J without the superscripts. With these two conjugations we can associate two different
pairings:
(1) mn : H
bn b Hbn Ñ C given by mnpξ b ηq :“ xJ
nξ,ηyq;
(2) rmn : Hbn b Hbn Ñ C given by rmnpξ b ηq :“ xInξ,ηyq.
We will continue to use the same notation for pairings that involve only part of the tensor
product, i.e. mj might also mean Idn´j bmj b Idn´j : H
bn b Hbn Ñ Hbn´j b Hbn´j.
We can now write a nice formula for the product of two Wick words (cf. [EP03, Theorem
3.3]).
Proposition 2.10. Let ξ P Hbn and η P Hbk. Then we have
(2.4) W pξqW pηqΩ “
minpn,kqÿ
j“0
mjpR
˚
n´j,jpξq bR
˚
j,k´jpηqq.
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Proof. We have W pηqΩ “ η. By linearity of the formula we can assume that both ξ and η
are simple tensors, i.e. ξ “ ξ1b ¨ ¨ ¨b ξn and η “ η1b ¨ ¨ ¨b ηk. We can use the Wick formula
(2.2) to write W pξ1b ¨ ¨ ¨ b ξnq “
ř
AĂrns q
ipAqa˚q pξAqaqpIξrnszAq. The action of a
˚
q pξAq is very
simple, so we just need to understand aqpIξrnszAqpη1b ¨ ¨ ¨ b ηkq. Say that |A| “ n´ j. Then
aqpIξrnszAqpη1 b ¨ ¨ ¨ b ηkq will belong to H
bk´j; let µ P Hbk´j. We will compute the inner
product xµ, aqpIξrnszAqpη1 b ¨ ¨ ¨ b ηkqyq. Because aqpIξrnszAq
˚ “ aqpJξrnszAq (adjoint reverses
the order), we get that this is equal to xJξrnszA bµ,ηyq. It would be easier to compute this
inner product in Hbjq bH
bk´j
q instead of H
bk
q . Because of the formula P
k
q “ pP
j
q bP
k´j
q qR
˚
j,k´j,
it is possible to switch between the two, at the expense of applying R˚j,k´j to η. This gives
us
xJξrnszA b µ,ηyq “ rmk´jmjpIµb ξrnszAq bR˚j,k´jpηq.
It follows that aqpIξrnszAqη “ mjpξrnszAbR
˚
j,k´jpηqq. We can finish the proof by invoking the
formula R˚n´j,j “
ř
AĂrns,|A|“n´j q
ipAqξA b ξrnszA, combined with the formula for a
˚
q pξAq. 
We will need one more ingredient, crucial for constructing approximating maps on the
q-Gaussian algebras.
Proposition 2.11 ([BKS97, Theorem 2.11]). Let T : HR Ñ HR be a contraction on a real
Hilbert space. Then there exists a unique map on ΓqpHRq, called the second quantisation
of T and denoted by ΓqpT q, which satisfies ΓqpT qpW pξ1 b ¨ ¨ ¨ b ξnqq “ W pTξ1 b ¨ ¨ ¨ b Tξnq.
Moreover, this map is unital, completely positive and trace-preserving.
3. CMAP and Haagerup’s argument
In this short section we discuss why Theorem 1.1 implies Corollary 1.2, basing on a clas-
sical argument of Haagerup. We first need to define the w˚-complete metric approximation
property.
Definition 3.1. Let M be a von Neumann algebra. We say that it has the w˚-complete
metric approximation property if there exists a net of maps tTi : M Ñ MuiPI that are
finite rank and completely contractive, and limiPI Tipxq “ x in the w
˚-topology for any x P M.
We denote by Pn : ΓqpHRq Ñ ΓqpHRq the projection onto Wick words of length n, i.e. the
operator PnpW pξ1b ¨ ¨ ¨ b ξmq “ δnmW pξ1b ¨ ¨ ¨ b ξmq; as we will discuss in the next section,
it extends to a continuous map on ΓqpHRq.
Proof of Corollary 1.2. We assume that Theorem 1.1 holds, i.e. }Pn}cb ď Cpqqn
2. We need
to define the net of approximating maps. We consider Tn,t :“ Γqpe
´tqQn, where Qn :“ř
kďn Pk is the projection onto words of length at most n. These maps are finite rank (recall
that we assume dimHR ă 8) and we would like to check that they are (almost) completely
contractive, if we let n depend on t. We have
}Tn,t}cb ď }Γqpe
´tq}cb ` }Γqpe
´tqpId´Qnq}cb
by the triangle inequality. Clearly }Γqpe
´tq}cb ď 1 and Γqpe
´tqpId ´ Qnq “
ř8
k“n`1 e
´ktPk,
so }Γqpe
´tqpId´Qnq}cb ď Cpqq
ř
k“n`1 e
´ktk2. This is a tail of a convergent series, so we can
make it arbitrarily small if we let n be large enough. It will give a bound }Tn,t}cb ď 1` ε, so
the maps Sn,t :“
Tn,t
}Tn,t}cb
are completely contractive and for appropriate choice of n and t they
do not differ much from Tn,t. In order to check convergence limSn,tx “ x it suffices to check
5
it for Tn,t. Note that the operators Tn,t induce contractions on the level of the L
2-space, i.e.
on the Fock space FqpHq. Since Tn,tx sits inside the unit ball, if it converges in L
2-norm,
it also converges strongly, hence ultraweakly; it suffices to prove convergence in L2-norm.
But the operators Tn,t are uniformly bounded, so it is enough to check this convergence on
a dense subset, and we can choose tensors of finite rank as such a subspace; it is very simple
to check the convergence there. 
4. Proof of the main result
We would like to show now that the projection Pn : ΓqpHRq Ñ ΓqpHRq is completely
bounded, and the bound on the cb norm is polynomial in n. In order to proceed, we need a
notation for the image of Pn – we will denote the space of Wick words of length n by Xn.
We will first deal with the operator space theoretic considerations and then go on straight
to the proof of the combinatorial formula presented in Proposition 4.6. The consistent use
of properties of the operators R˚n,k (cf. (2.3)) instead of combinatorics of pair partitions will
be key to obtaining a simple proof.
4.1. Operator space of Wick words of length n. We start with non-commutative Khint-
chine inequality obtained by Nou (see [Nou04, Theorem 1]), which provides the operator
space structure of Xn.
Theorem 4.1. Let ξ P BpKq b Hbn. Then we have
max
0ďkďn
}pIdbR˚n´k,kqpξq} ď }pId bW qpξq}(4.1)
ď Cpqqpn` 1q max
0ďkďn
}pIdbR˚n´k,kqpξq},
where the norm }pIdbR˚n´k,kqpξq} is computed in BpKq bmin pH
bn´k
q qc bh pH
bk
q qr.
It means that the map ιn : Xn Ñ Yn :“
Àn
k“0pH
bn´k
q qc bh pH
bk
q qr given by W pξq ÞÑ
pR˚n´k,kpξqq0ďkďn is a completely isomorphic embedding, with distortion at most Cpqqpn`1q.
Therefore it suffices to prove that the map ιn ˝ Pn is completely bounded. It will actually
be easier to prove that the predual of this map is completely bounded; in principle, it is not
entirely clear that it admits a predual but we will write it down explicitly and then checking
that it is a predual is a simple exercise. So we will work with the map (we use the completely
isometric complex conjugation to forget about the identification of Hblq with H
bl
q )
Φn : ℓ
1 ´
nà
k“0
pHbn´kq qr bh pH
bk
q qc Ñ L
1pΓqpHRqq
given by Φnpξ0, . . . , ξnq :“
řn
k“0Φn´k,kpξkq with Φn´k,kpξq :“W pRn´k,kpξqq. Recall that
Rn´k,kpξ1 b ¨ ¨ ¨ b ξn´k bh ξn´k`1 b ¨ ¨ ¨ b ξnq “ ξ1 b ¨ ¨ ¨ b ξn.
Remark 4.2. In order to prove Theorem 1.1, it is enough to prove that }Φn´k,k}cb ď Cpqq
for any n and k.
Since it will simplify the notation, we will work with the maps Φn,k. We will write it down
in terms of some other maps, whose complete boundedness is easy to check.
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Lemma 4.3. Let vn,k : pH
bn
q qr bh pH
bk
q qc Ñ L
1pΓqpHRqq be given by
vn,kpξ1 b ¨ ¨ ¨ b ξn bh ξn`1 b ¨ ¨ ¨ b ξn`kq :“ W pξ1 b ¨ ¨ ¨ b ξnqW pξn`1 b ¨ ¨ ¨ b . . . ξn`kq.
Then }vn,k}cb ď 1.
Proof. We can view vn,k as a restriction of the multiplication map on FqpHqr bh FqpHqc. By
Proposition 2.3 this space can be identified with the trace class operators S1pFqpHqq (up
to identification FqpHq » FqpHq). The map from S
1pFqpHqq to L
1pΓqpHRqq is precisely the
predual of the inclusion ΓqpHRq ãÑ BpFqpHqq. 
As mentioned in the introduction, the important combinatorial input will be a formula
presenting a Wick word in terms of products of shorter Wick words. This aim will be achieved
using the following maps.
Lemma 4.4. Let wjn,k : pH
bn
q qr bh pH
bk
q qc Ñ L
1pΓqpHRqq be given by
w
j
n,k “ vn´j,k´j ˝ prmjpR˚n´j,j bR˚j,k´jqq.
Then }wjn,k}cb ď Dpqq.
Proof. By Proposition 2.3 we know that
`
H
bn´j
q
˘
r
bh
`
H
bj
q
˘
r
»
`
H
bn´j
q b H
bj
q
˘
r
(analogously
for the column spaces). It follows that the maps R˚n´j,j :
`
H
bn
q
˘
r
Ñ
`
H
bn´j
q
˘
r
bh
`
H
bj
q
˘
r
and
R˚j,k´j :
`
H
bk
q
˘
c
Ñ
`
H
bj
q
˘
c
bh
`
H
bk´j
q
˘
c
are completely bounded with cb norms bounded by
Cpqq. The map rmj : `Hbjq ˘rbh `Hbjq ˘c Ñ C is the duality pairing. Since `Hbjq ˘rbh `Hbjq ˘c »
S1pHbjq q and the pairing is then equal to the trace, it is completely contractive. The map
vn´j,k´j is completely contractive by the previous lemma, so we get }w
j
n,k}cb ď Dpqq :“
Cpqq2. 
In the next subsection we will show that Φn,k “
ř
minpn,kq
j“0 αjw
j
n,k for an appropriate choice
of scalars αj.
4.2. The combinatorial formula. This subsection is devoted to the study of maps wjn,k.
Previously we had to be careful with certain operator space theoretic identifications, because
we had to ensure complete boundedness of certain maps. Now our only concern is an algebraic
equality, so we will drop most of the decorations. So now wjn,k will be treated as a map from
H
bn`k to FqpHq, where W pξq P L
1pΓqpHRqq is identified with the corresponding tensor ξ.
Since wjn,k gives as an output a product of two Wick words, we fill use the formula (2.4) to
make the result of applying wjn,k to a tensor more explicit:
w
j
n,kpξ b ηq “
ÿ
s
mspR
˚
n´j´s,s b rmj bR˚s,k´j´sqpR˚n´j,jpξq bR˚j,k´jpηqq.
Now we can move the rmj to the left, so that each summand in our formula is of the form
pR˚n´j´s,s b Idj b Idj bR
˚
s,k´j´sqpR
˚
n´j,jpξq bR
˚
j,k´jpξq
followed by the pairing rmj and then ms. By Lemma 2.9 we can therefore write the end result
as
w
j
n,kpξ b ηq “
ÿ
s
ms rmjpR˚n´j´s,s,jpξq bR˚j,s,k´j´spηqq.
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This is already nice, but we can make it even nicer by introducing a new variable p “ j ` s.
Our next aim is to transform the two pairings ms and rmj into a single pairing ms`j . In
order to do that, we recall the formula rmj “ mjpId b σjq, so we can write
w
j
n,kpξ b ηq “
ÿ
s
msmjpR
˚
n´j´s,s,jpξq b pσj b Idk´jqR
˚
j,s,k´j´spηqq.
Now we want to compare the pairings msmj and ms`j . The former is actually computing
the inner product in Hbsq bH
bj
q and the latter in H
bs`j
q . We know that the two are related
by the operator R˚s,j. We have to be slightly careful, because the pairings involve not only
the inner product, but also the complex conjugation J , which reverses the order. Taking
that into account, we obtain a formula
ms`j “ msmjpR
˚
s,j b Ids`jq.
We can now use Lemma 2.9 to write R˚n´j´s,s,j “ pIdn´p b R
˚
s,jqR
˚
n´p,p. Similarly, we get
R˚j,s,k´j´s “ pR
˚
j,s b Idk´pqR
˚
p,k´p. Therefore
w
j
n,kpξ b ηq “
ÿ
p
mppR
˚
n´p,ppξq b ppσj b Idp´jqR
˚
j,p´j b Idk´pqR
˚
p,k´ppηqq.
Now the variable j only appears in a few places. Our goal was to obtain a formula Idn`k “ř
j αjw
j
n,k; we can write the right hand side as
(4.2)
ÿ
j
ajw
j
n,k “
ÿ
p
mppIdn b
˜ÿ
jďp
αjpσj b Idp´jqR
˚
j,p´j
¸
b Idk´pqpR
˚
n´p,p bR
˚
p,k´pq.
Note that for different p’s we get tensors of different length, so it is necessary and sufficient
to check that
ř
jďp αjpσj b Idp´jqR
˚
j,p´j is equal to Idn`k for p “ 0 (which is easy, just take
α0 “ 1) and equal to 0 for p ě 1. This is what we plan to do.
Recall that the operator R˚j,p´j is a weighted sum of certain permutations, where the
weights are of the form qippiq. Let us be more specific. If A “ ti1 ă ¨ ¨ ¨ ă iju then the
permutation is given by πplq “ il for l ď j and it is increasing for l ą j. The number
of inversions is then ipπq “
řj
l“1pil ´ lq. If we then apply σj b Idp´j, the permutation isrπplq “ ij´l`1 for l ď j and at stays the same for l ą j. So we get permutations, whose
restrictions to t1, . . . , ju are decreasing and restrictions to tj ` 1, . . . , pu are increasing.
It turns out that a permutation of this form can arise only in two ways.
Lemma 4.5. Let Sjn be the set of permutations of rns such that the restriction to t1, . . . , ju
is decreasing and the restriction to tj ` 1, . . . , nu is increasing. Let π P Sjn. Suppose that
σ P Skn (for k ‰ j) satisfies σ “ π. Then k “ j ´ 1 or k “ j ` 1 and only one of these
situations occurs.
Proof. Suppose that σ P Skn for k ě j`2. Then σ restricted to tj`1, . . . , nu is not increasing.
We argue similarly that k ď j ´ 2.
Now let π be given by a subset A “ ti1 ă ¨ ¨ ¨ ă iju. If i1 “ 1 then there cannot be a
σ P Sj`1n such that σ “ π. Indeed, we have σpjq “ 1, so σpj ` 1q ą σpjq, even though σ was
supposed to decrease on t1, . . . , j ` 1u. On the other hand, there is a permutation σ P Sj´1n
such that σ “ π; simply let σpjq “ 1 and it will be increasing on tj, . . . , nu. In case i1 ą 1
there is a unique permutation σ P Sj`1n such that σ “ π; the proof is similar. 
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What remains to be done is the appropriate choice of coefficients αj. We need cancellations,
so the signs must alternate and we will work with powers of q, so it will be easier to work with
a coefficient βj such that αj “ p´1q
jqβj . Suppose that we have a set A “ ti1 ă ¨ ¨ ¨ ă iju with
ipAq “
řj
l“1pil´ lq. In case i1 “ 1 the corresponding permutation arises also from the subset
A1 :“ ti2 ă ¨ ¨ ¨ ă iju with ipA
1q “
řj
l“2pil ´ pl ´ 1qq “
řj
l“1pil ´ lq ` pj ´ 1q “ ipAq ` j ´ 1.
If we want the cancellation, it follows that βj´1 ` pj ´ 1q “ βj. Since we know that β0 “ 0,
it follows that βj “
`
j
2
˘
. We just have to check that these coefficients also work in the
case 1 R A. Then the set rA :“ t1 ă i1 ă ¨ ¨ ¨ ă iju yields the same permutation and
ip rAq “ řjl“1pil´pl`1qq “ ipAq´j. So the compatibility condition in this case is βj`1´j “ βj ,
i.e. βj`1 “ βj ` j, which is satisfied by our choice. Thus we have proved the following
proposition.
Proposition 4.6. We have Φn,k “
ř
minpn,kq
j“0 p´1q
jqp
j
2qwjn,k.
Proof of Theorem 1.1. By Remark 4.2, it suffices to prove that }Φn,k} is bounded by a con-
stant depending only on q. By the previous proposition we have
}Φn,k}cb ď
minpn,kqÿ
j“0
|q|p
j
2q}wjn,k}cb ď
˜
8ÿ
j“0
|q|p
j
2q
¸
loooooomoooooon
“C1pqq
Dpqq,
where the bound for }wjn,k}cb comes from Lemma 4.4. 
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