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A spatially flat Robertson-Walker spacetime driven by a cosmological constant is non-conformally
coupled to a massless scalar field. The equations of semiclassical gravity are explicitly solved for this
case, and a self-consistent de Sitter solution associated with the Bunch-Davies vacuum state is found
(the effect of the quantum field is to shift slightly the effective cosmological constant). Furthermore,
it is shown that the corrected de Sitter spacetime is stable under spatially-isotropic perturbations
of the metric and the quantum state. These results are independent of the free renormalization
parameters.
I. INTRODUCTION
Our present understanding of cosmology assumes that the universe underwent a short period of accelerated ex-
pansion known as inflation [1, 2, 3, 4, 5]. The inflationary scenario has been remarkably successful in explaining the
observed anisotropies of the cosmic microwave background [6, 7, 8, 9]. In most inflationary models the accelerated
expansion phase is close to but never exactly de Sitter and this phase eventually ends when the kinetic energy of
the inflaton field driving inflation starts to dominate over the potential term. On the other hand, observations of
distant supernovae indicate that the universe is presently undergoing a period of accelerated expansion [10, 11] that
may be driven by a small non-vanishing cosmological constant [12, 13, 14, 15]. If that is the case, the geometry of
our universe would tend to that of de Sitter spacetime at sufficiently late times. Thus, a detailed knowledge of the
physics associated with de Sitter space may play a key role in understanding both the very early universe as well as its
ultimate fate. Furthermore, it is conceivable that studying a possible screening of the cosmological constant driving
de Sitter space, due to quantum effects, could shed some light on the huge fine-tuning problem that the current value
of the cosmological constant seems to pose.
An open question which has recently received increasing attention is whether the quantum fluctuations of the metric
and the matter fields in de Sitter space can give rise to large back-reaction effects on the mean background geometry.
It has been argued that in pure gravity with a cosmological constant the infrared effects due to two graviton loops
and higher-order radiative corrections could lead to a secular screening of the cosmological constant [16, 17]. There
have also been proposals that a significant screening of the cosmological constant could appear in chaotic inflationary
models at one loop when both the metric and inflaton field fluctuations are considered [18, 19, 20, 21]. In all these
cases the quantum fluctuations of the metric play an essential role. However, whenever the metric perturbations are
quantized, one needs to confront the problem of defining proper diffeomorphism-invariant observables in quantum
gravity [22], even when treated as a low-energy effective field theory. In particular one needs to make sure that
the secular screening found in the analysis mentioned above is not simply a gauge artifact. As a matter of fact,
it was shown in Refs. [23, 24] that when a suitable gauge-invariant measure of the expansion rate was considered
the screening effect previously found in chaotic inflationary models was not actually present (at least for single field
models). Similarly, a recent reanalysis of the pure gravity case which made use of a diffeomorphism-invariant measure
of the change of the expansion rate revealed the absence of secular effects to all orders in perturbation theory [25].
In recent work it was also found that the back reaction due to one-loop effects of massless non-conformal fields
can give rise to substantial deviations from de Sitter spacetime [26, 27]. This would be the case even if the quantum
fluctuations of the metric are not considered (provided that there is some other massless non-conformal field in
addition to gravitons). Not quantizing the metric perturbations means that the ambiguity associated with the gauge-
fixing term for the metric perturbations is no longer present, and the mean geometry is a perfectly well-defined (and
gauge-independent) object. Hence, the subtleties mentioned in the previous paragraph do not apply. The heuristic
argument provided in Refs. [26, 27] is that one-loop contributions from massless non-conformal fields correspond to
logarithmic non-local terms (conformal fields only produce local terms for Robertson-Walker geometries), and by
analogy with the situation in pion physics, one expects that they become important in the infrared limit. However,
it is not clear that pion physics constitutes a good analogy because the derivative coupling of the matter fields to the
2metric generates higher powers of the momentum. This point can be illustrated with the simple example of small
metric perturbations around flat space. In that case the Fourier transform of the inverse propagator behaves like
k2[1 + b (k2/m2p) ln(k
2/µ20)], where b is a dimensionless number roughly of order one, mp is the Planck mass and µ0
is some fixed mass scale. One can see that although the logarithm grows in the infrared, the whole term actually
decreases because it is suppressed by the factor (k2/m2p). Indeed, a detailed calculation of the quantum radiative
corrections to the Newtonian potential shows that the contribution from that term is suppressed by the square of the
ratio of the Planck length over the radial distance [28, 29, 30]. Of course the case of a Robertson-Walker (RW) metric,
which involves a time-dependent scale factor, is not so simple and deserves a careful analysis in order to compare with
the detailed calculation in Refs. [26, 27].
In this paper we approach this problem by explicitly solving the back reaction on the mean gravitational field
due to the quantum effects of a massless non-conformally coupled scalar field when the quantum fluctuations of the
metric are not considered. This kind of one-loop calculation is entirely equivalent to studying the corresponding
back-reaction problem in the semiclassical gravity framework [31, 32, 33] by solving self-consistently the semiclassical
Einstein equation, which includes the suitably renormalized quantum expectation value of the stress tensor operator
acting as a source. Specifically, in our calculation we assume the presence of a cosmological constant, which would
lead to a de Sitter solution in the absence of quantum effects, and simplify the problem by focusing on RW geometries,
corresponding to spatially homogenous and isotropic states of the quantum field.
There exist relevant antecedents to our analysis in the context of quantum field theory in a fixed curved spacetime,
i.e., when the back reaction of the quantum fields on the spacetime geometry is not taken into account. The so-
called Bunch-Davies vacuum [31, 34] for fields in de Sitter is a state invariant under all the isometries of de Sitter
space, which is maximally symmetric. The renormalized expectation value of the stress tensor operator for that state
is proportional (with a constant factor) to the metric and therefore its contribution to the semiclassical Einstein
equation has the same form as a cosmological constant term. More importantly, it was shown in Ref. [35] that for
fields with a wide range of mass and curvature-coupling parameters evolving in a given de Sitter spacetime, the
expectation value of the stress tensor for any reasonable initial state tended at late times to the expectation value
for the Bunch-Davies vacuum, where by reasonable states one means states with the same ultraviolet behavior as the
Minkowski vacuum, i.e., with essentially no excitations at arbitrarily high frequencies (technically they are known
as Hadamard states [31, 32]). This result can be intuitively understood as follows: the exponential expansion will
redshift any finite frequency excitations of the Bunch-Davies vacuum so that their contribution to the stress tensor
will tend to zero at late times.
The result described in the previous paragraph suggests that even when taking into account back-reaction effects,
perturbations around de Sitter will be redshifted away and at late times the spacetime geometry will approach de Sitter
space with an effective cosmological constant which includes the contribution from the expectation value of the stress
tensor for the Bunch-Davies vacuum. However, in order to prove this expectation without any room for doubt, one
needs to solve both the semiclassical Einstein equation and Klein-Gordon equation for the scalar field self-consistently.
This is the main goal of this paper. We will consider a fairly general family of Gaussian initial states for the quantum
field which are spatially homogenous and isotropic, and discuss under what conditions the trace of the stress-tensor
expectation value exhibits unphysical divergences at the initial time after the standard renormalization procedure.
We will also explain how to select appropriate states with regular initial behavior, and then solve the back-reaction
equation explicitly. The standard renormalization procedure for the ultraviolet divergencies of the expectation value
of the stress tensor requires the renormalization of the gravitational and cosmological constants as well as two new
dimensionless parameters which are related to local geometric terms in the gravitational action which are quadratic
in the curvature tensor. These new parameters should in principle be determined experimentally in order to eliminate
the two-parameter ambiguity otherwise exhibited by the back-reaction equation. Nevertheless, for the particular case
that we are considering (and at the order in the Planck length at which we are working) the results turn out to be
independent of the particular value of these renormalization parameters.
The plan of the paper is the following. In Sec. II we introduce the particular model that we will be considering and
describe the procedure that we will employ to generate the initial state of the quantum field. In Sec. III we use the
Closed Time Path (CTP) formalism, whose application to semiclassical gravity is briefly summarized in the Appendix,
to derive the effective action which encodes the effect of the quantum fields on a spatially flat RW spacetime. We
also derive the relation between the time-time component of the stress tensor and its trace, which will be later used
to derive the back-reaction equation. In Sec. IV the CTP effective action is used to obtain the quantum expectation
value of the stress tensor operator, and the suitable initial conditions for the quantum state of the field and for the
cosmological scale factor are discussed in detail. Finally, in Sec. V the semiclassical Friedmann equation that describes
the back reaction of the quantum field on the scale factor, driven by a cosmological constant, is derived and solved
perturbatively in powers of the Planck length over the Hubble radius. We find an explicit result valid for all times.
It shows that there exists a self-consistent de Sitter solution with a slightly shifted cosmological constant due to the
one-loop effects and that all the other solutions tend to this one at late times.
3II. A QUANTUM FIELD IN A RW BACKGROUND AND ITS INITIAL STATE
In this section we describe our model for the back reaction of quantum fields on a cosmological background. We
assume a spatially homogeneous and isotropic cosmological model with flat spatial sections, described by the metric
gµν = a
2(η)ηµν , (1)
where ηµν is the n-dimensional Minkowski metric (we use arbitrary dimensions for the moment in order to perform
dimensional regularization later on), which takes the form ηµν = diag(−1, 1, . . . , 1) when considering the usual inertial
coordinates, and a(η) is the cosmological scale factor in terms of the conformal time η, which is related to the physical
time t by a dη = dt. The classical action for a real massless scalar field Φ(x) coupled to gravity is
Sm[gµν ,Φ] = −1
2
∫
dnx
√−g [gµν∂µΦ∂νΦ+ (ξc + ν)RΦ2] , (2)
where the dimensionless parameters ξc ≡ (n− 2)/[4(n− 1)] (equal to 1/6 in four dimensions) and ν give the coupling
to the Ricci curvature scalar R, given in this case by
R = 2(n− 1)
(
a¨
a3
+
n− 4
2
a˙2
a4
)
. (3)
where here and throughout the rest of the paper overdots denote derivatives with respect to the conformal time, i.e.,
˙≡ d/dη. The minimal coupling case (no direct coupling to the curvature) corresponds to ν = −ξc; a massless scalar
field with minimal coupling mimics the behavior of gravitons in the cosmological background, except for a factor of two
corresponding to the graviton polarizations. When ν = 0 the classical action Sm[gµν ,Φ] is invariant under conformal
transformations with gµν → Ω2(x) gµν and Φ(x) → Ω(2−n)/2(x)Φ(x); this is known as the conformal coupling case
and it can be used to mimic the behavior of photons.
Since the RW metric given by Eq. (1) is conformally flat, it is convenient to introduce the rescaled scalar field
φ(x) = a(n−2)/2(η)Φ(x). The action in Eq. (2) then simplifies to
Sm[a, φ] = −1
2
∫
dnx
(
ηµν∂µφ∂νφ+ νa
2Rφ2
)
, (4)
which is the action for a free scalar field φ(x) in Minkowski spacetime with a time-dependent quadratic coupling
νa2Rφ2. Identifying the matter Lagrangian Lm from Sm =
∫
dηLm and the momentum π(x) = δLm/δφ˙(x) = φ˙(x),
one obtains the following Hamiltonian for the rescaled scalar field:
Hm[π, φ] =
1
2
∫
dn−1x
[
π2 +
(
~∇φ
)2
+ νa2Rφ2
]
≡ H(0)m +Hint, (5)
where in the second equality we have separated the Hamiltonian into that of a free massless field, H
(0)
m , and an
interaction Hamiltonian Hint, which is proportional to ν.
Let us now discuss the kind of initial quantum states of the field that we will be considering. We are interested in
the evolution of the scale factor driven by a cosmological constant Λ plus the back-reaction effect due to the quantum
scalar field, given some initial conditions for the scale factor and its derivative at some initial time ηi as well as the
initial state of the quantum field at that time. On the other hand, we will use the evolution from η = −∞ to η = ηi
as an auxiliary way to prepare the initial quantum state of the field. More precisely, the initial state of the field will
be given by
|Ψi〉 = Uˆ(ηi,−∞) |0,−∞〉, (6)
where |0,−∞〉 is the usual Minkowski vacuum at η → −∞ and Uˆ is the time evolution operator associated with the
Hamiltonian given by Eq. (5). Uˆ(ηi,−∞) only depends on the scale factor before the initial time ηi, which will be
denoted from now on by aΨ(η) and can be a fairly arbitrary regular function, subject only to condition
lim
η→−∞
a2Ψ(η)RΨ(η) = 0, (7)
where RΨ(η) is the Ricci scalar corresponding to aΨ(η), and to the requirement of a sufficiently smooth transition at
ηi to the scale factor at later times (the reason for this latter condition will be explained in detail in Sec. IV). Thus,
4our initial state is a squeezed state1 that evolves (in the Schro¨dinger picture) from the Minkowski vacuum state. A
particular case is the Bunch-Davies vacuum [34] for zero mass and curvature coupling (ξc + ν), which would follow
from considering a scale factor aΨ(η) that corresponds to a given de Sitter spacetime all the way from η = −∞ to
η = ηi, [note that such a scale factor does satisfy condition (7)]. Note that the state obtained from the construction
described above and defined by Eq. (6) is the state of the rescaled field φ(x). However, the state of the original field
Φ(x) can be derived straightforwardly from it if one takes into account the simple relation between φ(x) and Φ(x)
involving the scale factor a(η).
Finally, the gravitational action for the scale factor can be written as
Sg[a] =
V
2κ
∫
ηi
dη an(R− 2Λ) + Scg[a], (8)
where the first term is just the Einstein-Hilbert term with κ = 8πG = 8π/m2p (G is the gravitational coupling
constant, mp is the Planck mass and we are using natural units with ~ = c = 1), V =
∫
dn−1x is a spatial comoving
volume factor that will drop in the final expressions, and Scg[a] accounts for the gravitational counterterms that will be
specified later. At this point the parameters κ and Λ should in principle be considered as bare parameters. However,
for a massless field these parameters do not need to be renormalized when using dimensional regularization since the
divergencies in that case only require counterterms which are quadratic in the curvature, as we will see below.
III. THE EFFECTIVE ACTION FOR THE COSMOLOGICAL SCALE FACTOR
A. The expectation value of the energy density and the trace of the stress tensor
We can now follow the procedure outlined in the appendix to derive the semiclassical Einstein equation describing
the back reaction of the scalar field on the spacetime geometry. The expectation value of the stress tensor for a given
state of the field plays a key role in that equation. As long as one considers spatially homogenous and isotropic states
of the quantum fields, it is consistent to assume that the metric in the semiclassical equation (A.1) takes the restricted
form (1) throughout, so that there is only one dynamical variable a(η) to be determined.
Hence, we can concentrate on just one of the equations for the different components of Eq. (A.1), and in particular on
the 00 component, which in this semiclassical cosmological context may be called the semiclassical Friedmann equation.
The expectation value 〈Tˆ00〉ren will be taken in the state |Ψi〉 defined by Eq. (6). Both the classical stress tensor and
its quantum expectation value can be obtained by functionally differentiating, respectively, the classical action Sm
and the influence action SIF with respect to the metric, according to Eqs. (A.7) and (A.8). The influence action
describes the effect of the quantum matter fields on the gravitational field and results from functionally integrating
the quantum matter fields. Note, however, that since our metric has been assumed to have the from gµν = a
2(η)ηµν ,
with the scale factor as the only independent kinematical degree of freedom, we can only functionally differentiate
with respect to a(η) and will just be able to obtain trace of the stress tensor, T µµ . This can be seen as follows. Since
δgµν = 2aηµνδa = 2a
−1gµνδa, from Eq. (A.7) we can write
δSm ≡
∫
dnx
δSm
δgµν
δgµν =
∫
dnx
√−g T µνgµν δa
a
=
∫
dη
∫
dn−1xan−1T µµ δa, (9)
so that δSm/δa = Van−1T µµ , where the spatial comoving volume V appears as a consequence of the spatial homogeneity
of the stress tensor. This also means that by functional derivation with respect to the scale factor we obtain, from the
renormalized influence action SrenIF in Eq. (A.8), the renormalized expectation value of the trace of the stress tensor
operator:
〈Tˆ µµ 〉 =
1
Van−1
δSrenIF [a
+, a−]
δa+
∣∣∣∣
a+=a−=a
, (10)
where from now on we will drop the subscript “ren” in the expectation value to simplify the notation.
In principle one could use either the 00 component of the semiclassical Einstein equation (the Friedmann equation)
or the equation for the trace. There is, however, a subtle difference. For the sake of the argument let us consider the
1 This means that we restrict our attention to a family of Gaussian pure states.
5classical limit only; whereas the classical Friedmann equation is a first-order differential equation in time for the scale
factor the equation for the trace is of second order in time. The solutions of the Friedmann equation automatically
satisfy the trace equation, but the Friedmann equation also constrains the initial conditions for the scale factor and
its time derivative. If one works only with the trace equation, this additional information is missed. (When quantum
corrections are added, higher-order derivatives appear in both equations, but we will explain how to deal with them
in Sec. V.)
In this paper we will work with the semiclassical Friedmann equation. Therefore, we need to calculate 〈Tˆ00〉. One
possibility is to start with a metric of the form ds2 = −N2(η˜)dη˜2+ a2(η˜)δijdxidxj with N(η˜) and a(η˜) independent,2
functionally differentiate with respect to N and a, and finally take N = a only after that. The functional derivative
with respect to N gives 〈Tˆ00〉 and the Friedmann equation. Alternatively, one can make use of a useful relation
between 〈Tˆ00〉 and 〈Tˆ µµ 〉 in a RW spacetime which is a consequence of the stress-tensor conservation law ∇µ〈Tˆ µν〉 = 0,
and the fact that ~ξ = ∂/∂η is a conformal Killing field, i.e., 2∇(aξb) = λgµν with λ = 2a˙/a in our case [31, 36]. These
two equations lead to
∇µ
(
〈Tˆ µν〉ξν
)
=
a˙
a
〈Tˆ µµ 〉, (11)
which can be integrated over the spacetime volume bounded by the space-like hypersurfaces corresponding to η′ = −∞
and η′ = η (for the construction introduced in Sec. II to generate the initial quantum state of the field the stress
tensor is also conserved from η′ = −∞ till our initial time η′ = ηi). Using Gauss’s theorem we get a relationship
between the integration of 〈Tˆ00〉 on the two hypersurfaces and the spacetime integral of 〈Tˆ µµ 〉 which reads
〈Tˆ00(η)〉an−2(η) = C −
∫ η
−∞
dη′an−1(η′)a˙(η′)〈Tˆ µµ (η′)〉, (12)
where C = 〈Tˆ00(−∞)〉an−2(−∞) and we have divided by the spatial volume V , which appears due to the spatial
homogeneity of the stress-tensor expectation value. Since the constant C is proportional to the expectation value of
the energy density of a Minkowski vacuum, as follows from Eq. (6), it should vanish. Hence, from now on, we will
take C = 0.
B. The effective action
In this subsection we compute the influence action needed to derive the expectation value of the trace of the stress
tensor according to Eq. (10). Using the so-called closed time path (CTP) formalism, the influence action SIF[g
+, g−]
for an arbitrary metric is defined in the appendix by Eqs. (A.4) or (A.10) for a general initial state of the field.
Specializing Eq. (A.10) to the conformally flat metric gµν = a
2ηµν with the definition of our initial state as given in
Eq. (6), we get
eiSIF[a
+,a−] =
∫
Dϕ 〈0,−∞|Uˆ−(−∞, ηf)|ϕ〉〈ϕ|Uˆ+(ηf ,−∞)|0,−∞〉, (13)
where |ϕ〉 are the properly normalized field eigenstates, such that ϕˆ(~x)|ϕ(~x′)〉 = ϕ(~x)|ϕ(~x′)〉, and the time evolution
operator is
Uˆ±(ηf ,−∞) = T exp
(
−i
∫ ηf
−∞
dηHˆm[a±, πˆ, φˆ]
)
. (14)
Using the path integral representation for the time evolution operator in terms of the action (4) for the scalar field
we have
eiSIF[a
+,a−] =
∫
Dφ+Dφ−ei(Sm[a+,φ+]−S∗m[a−,φ−]), (15)
2 Provided that N(η˜) is non-vanishing and differentiable, such a metric can always be rewritten as ds2 = a2(η)(−dη2+δijdx
idxj) through
a coordinate transformation involving a redefinition of the time η˜.
6where φ+(ηf) = φ
−(ηf). This expression corresponds to Eq. (A.4) for an initial Minkowski vacuum state. To enforce
this state we must take the usual −iǫ prescription. Integrating by parts and taking into account that the action Sm
is quadratic in the field, we can write
eiSIF[a
+,a−] =
∫
Dφ+Dφ−e i2
R
dnx(φ+A++φ++φ−A−−φ−) = (detA)−1/2, (16)
where the matrix A is defined by A++ = η
µν∂µ∂ν − ν(a+)2R+ + iǫ, A−− = −
(
ηµν∂µ∂ν − ν(a−)2R− − iǫ
)
, and
A+− = A−+ = 0, and a Gaussian integration has been performed in the last equality. Introducing the inverse matrix
G = A−1 we thus have
SIF[a
+, a−] = − i
2
tr lnG. (17)
The matrix G can be computed perturbatively. Following Refs. [37, 38, 39] we define A = A0+V , where the matrix
V includes the time-dependent interaction with V++ = −ν(a+)2R+, V−− = ν(a−)2R−. Then up to second order in ν,
G = G0(1−V G0+V G0V G0+ . . . ) where G0 is the Minkowski 2×2 CTP propagator with G0++ = ∆F , G0−− = −∆D,
G0+− = −∆+ and G0−+ = ∆−, and where ∆F and ∆D are, respectively, the Feynman and Dyson propagators and
∆± are the Wightman functions:
∆F/D(x) = −
∫
dnp
(2π)n
eip·x
p2 ∓ iǫ ,
∆±(x) = ±2πi
∫
dnp
(2π)n
eip·xδ(p2)θ(∓p0). (18)
Substituting into Eq. (17) we have (up to second order in ν)
SIF[a
+, a−] = − i
2
tr lnG0 +
i
2
tr(V++∆F )− i
2
tr(V−−∆D)
− i
4
tr(V++∆FV++∆F )− i
4
tr(V−−∆DV−−∆D)
+
i
2
tr(V++∆
+V−−∆
−). (19)
The first three terms do not contribute to the dynamical equations for a(η), the first term is independent of a, and
the second and third terms are tadpoles which are identically zero in dimensional regularization [40], so that there
is no linear term in ν in the effective action. The fourth and fifth terms involve the product of Feynman and Dyson
propagators and need regularization, whereas the last term is finite. Following closely Refs. [37, 38] we get, after
expanding in powers of (n− 4), that the real part of SIF in n dimensions is
ReSIF[a
+, a−] = −9ν
2V
8π2
{
1
n− 4
∫
dη∆
((
a¨
a
)2)
+
1
3
∫
dη∆
(
a¨
a
[
3
(
a˙
a
)2
+ 2
a¨
a
])
+2
∫ ∫
dηdη′∆
(
a¨
a
(η)
)
H˜(η − η′)Σ
(
a¨
a
(η′)
)}
+O(n− 4), (20)
where we have used the difference and semisum notations ∆(f) ≡ f+ − f− and Σ(f) ≡ (f+ + f−)/2, respectively,
and the kernel H˜(η − η′) is given by
H˜(η − η′) =
∫
dω
2π
e−iω(η−η
′)
(
ln |ω|+ iπ
2
sign(−ω)− 1
2
(2 + ln 4π − γ)
)
, (21)
where γ is the Euler-Mascheroni constant. Note that although the argument of the logarithm is not dimensionless,
when combining the influence action with the counterterms in the bare gravitational action, the contribution involving
the renormalization scale µ will finally render the argument of the logarithm dimensionless, as we will see below. There
is also an imaginary part in SIF, but it does not contribute to the expectation value (10), and thus to the semiclassical
equation for a, because it depends quadratically on the difference variable ∆(a¨/a). This means that when functionally
deriving with respect to a+ and then taking a+ = a− = a to get the expectation value, the imaginary contribution
vanishes, as it should. The role of the imaginary part of SIF is related to the so-called noise kernel, which accounts
for the fluctuations of the stress tensor and allows to go beyond the semiclassical equations, which capture only the
7averaged value of the stress tensor. The noise kernel plays a key role in stochastic gravity, see Refs. [41, 42, 43, 44]
for the general theory and Refs. [39, 45, 46, 47, 48] for cosmological applications.
As explained in the appendix, the dynamical equations for the gravitational field can be derived from the so-called
CTP effective action, Γ[a+, a−], the two ingredients of which are the gravitational action Sg[a], given by Eq. (8), and
the influence action SIF[a
+, a−]. Specializing Eq. (A.5) to the conformally flat metric in Eq. (1), the regularized CTP
effective action becomes
Γ[a+, a−] = Sg[a
+]− Sg[a−] + SIF[a+, a−]. (22)
The real part of the regularized influence action is given by Eq. (20) and diverges for n = 4. Thus, we need to add
appropriate local covariant counterterms, which we denoted by Scg[a], to the bare gravitational action. For a massless
field only counterterms quadratic in the curvature, as explicitly given by Eq. (A.12), are needed. The integrand of the
first term on the right-hand side of Eq. (A.12), which is independent of ν2, is proportional to the square of the Weyl
tensor in n = 4 dimensions. For a conformally flat metric like the metric (1) that we are considering here, the Weyl
tensor vanishes and thus this term vanishes in four dimensions. However, it plays a crucial role in the trace anomaly
[31]. In fact, expanding in powers of (n− 4) we have
µn−4
∫
dnx
√−g (RµνρσRµνρσ −RµνRµν) = −V(n− 4)
∫
dη
[
3
(
a¨
a
)2
−
(
a˙
a
)4]
+O
(
(n− 4)2) , (23)
which is of order O(n− 4) and therefore gives a finite contribution when multiplied by the divergent (n− 4)−1 factor.
On the other hand, due to the O(n − 4) dependence there will be no contribution proportional to the parameter α
from Eq. (A.12), as expected since the tensor Aµν in Eq. (A.1) vanishes for a conformally flat metric. As for the
second term on the right-hand side of Eq. (A.12), we have
µn−4
∫
dnx
√−gR2 = V
∫
dη
{
36
(
a¨
a
)2
+ 12(n− 4)
{
3
(
a¨
a
)2
ln(a µ) +
a¨
a
[
3
(
a˙
a
)2
+ 2
a¨
a
]}}
+O
(
(n− 4)2) . (24)
When multiplied by (n− 4)−1, the first term of this expansion cancels out the (n− 4)−1 divergence of Eq. (20).
Finally, we can add the regularized counterterms of Eq. (A.12) with the particular values in Eqs. (23) and (24) to
the Einstein-Hilbert action (including the cosmological constant) to obtain the total bare gravitational action Sg[a].
Together with the regularized influence action, whose real part is given by Eq. (20), it gives the regularized CTP
effective action Γ[a+, a−]. We can then take the limit n→ 4 to obtain the four-dimensional effective action in terms
of the renormalized gravitational action and influence action:
Γ[a+, a−] = Sreng [a
+]− Sreng [a−] + SrenIF [a+, a−]. (25)
The result for the renormalized real part of the influence action in four dimensions is:
ReSrenIF [a
+, a−] = V
∫
dη
{
− 1
2880π2
∆
(
3
(
a¨
a
)2
−
(
a˙
a
)4)
+
9ν2
8π2
[
∆
((
a¨
a
)2
ln a
)
− 2
∫
dη′∆
(
a¨
a
(η)
)
H(η − η′; µ¯)Σ
(
a¨
a
(η′)
)]}
, (26)
where we have incorporated the renormalization scale µ¯ = µ exp[(2 + ln 4π − γ)/2] in the new kernel
H(η − η′; µ¯) =
∫
dω
2π
e−iω(η−η
′)
(
ln
|ω|
µ¯
+
iπ
2
sign(−ω)
)
. (27)
From the action in Eq. (26) one can obtain the renormalized expectation value of the trace of the stress tensor
(remember that the imaginary part of the influence action plays no role in that). Similarly, by taking the functional
derivative of the CTP effective action Γ[a+, a−] with respect to a+ and then equating a+ = a− = a we obtain the
trace of the semiclassical Einstein equation. Note that the CTP effective action, given by Eq. (22) or equivalently by
Eq. (25), is renormalization-group invariant, i.e., it is independent of the renormalization group scale µ, and so are the
physical predictions that one can derive from it. The dependence on µ in ReSrenIF [a
+, a−], which gives rise to a local
term of the form (9ν2/8π2) lnµ∆
(
(a¨/a)2
)
, is exactly compensated by the the dependence on µ of the renormalized
parameter β multiplying the R2 term in the renormalized gravitational action. This can be traced back to the fact
that the bare parameter βB is independent of µ, as explained in the appendix.
8We close this section by mentioning an alternative (but entirely equivalent) method of calculating the influence
action provided in Ref. [49]. The approach, which is based on decomposing the field in spatial Fourier modes,
computing the unitary evolution operator for each mode perturbatively in the interaction picture, and summing over
all the modes at the end, can be useful when considering more general initial states at a finite initial time ηi which
are not necessarily of the form given by Eq. (6).
IV. THE EXPECTATION VALUE OF THE STRESS TENSOR
A. The trace
Functionally differentiating with respect to a+ the expression for the influence action given by Eq. (26) and using
Eq. (10), we obtain the expectation value of the trace of the stress tensor:
〈Tˆ µµ 〉 =
1
a3
{
− 6
2880π2
[
d2
dη2
(
a¨
a2
)
− a¨
2
a3
]
− 4
2880π2
[
d
dη
(
a˙3
a4
)
+
a˙4
a5
]
+
9ν2
4π2
[
d2
dη2
(
a¨
a2
ln a
)
− a¨
2
a3
(
ln a− 1
2
)
− d
2
dη2
(
1
a
κ
[
a¨
a
; η
))
+
a¨
a2
κ
[
a¨
a
; η
)]}
, (28)
where κ[f ; η) =
∫∞
−∞
dη′H(η−η′; µ¯)f(η′). One can easily check that the usual result for the trace anomaly is obtained
in the conformal limit ν → 0. Indeed, taking into account that in four dimensions
R = − 6
a3
[
d2
dη2
(
a¨
a2
)
− a¨
2
a3
]
(29)
and
RµνρσR
µνρσ −RµνRµν = − 4
a3
[
d
dη
(
a˙3
a4
)
+
a˙4
a5
]
, (30)
Eq. (28) can be rewritten as
〈Tˆ µµ 〉 =
1
2880π2
R+
1
2880π2
(RµνρσR
µνρσ −RµνRµν) +O(ν2), (31)
which coincides with the trace anomaly [31] for a massless conformal scalar field when ν = 0. Note that the counterterm
in Eq. (23), when multiplied by the divergent factor (n− 4)−1, plays a key role for this result.
Eq. (28) has a non-local term which includes the functional κ[a¨/a; η) and its first and second derivatives. Let us
examine this non-local part in some detail. The Fourier transform in Eq. (27) can be computed [see Eq. (VII.7.18) in
Ref. [52]] to yield
H(η − η′; µ¯) = −Pf θ(η − η
′)
η − η′ − (γ + ln µ¯) δ(η − η
′), (32)
where Pf stands for Hadamard’s finite part prescription, and γ is the Euler-Mascheroni constant. This prescription
means that
κ[f ; η) = − lim
ǫ→0+
{∫ η−ǫ
−∞
dη′
η − η′ f(η
′) + (ln ǫ+ ln µ¯+ γ)f(η)
}
. (33)
Since the evolution from η = −∞ to ηi can be regarded as an auxiliary way to generate the initial state of the quantum
field, which is determined by the scale factor a(η) for times η ≤ ηi and denoted earlier by aΨ(η), it is convenient to
define v(η) ≡ (a¨Ψ/aΨ)(η). Therefore, for η ≤ ηi we have κ[a¨Ψ/aΨ; η) = κ[v; η), whereas for η > ηi the integral in
Eq. (33) can be separated into two parts:
κ
[
a¨
a
; η
)
= κ1
[
a¨
a
; η
)
+ κ2 [v; η) , (34)
where
κ1
[
a¨
a
; η
)
= − lim
ǫ→0+
{∫ η−ǫ
ηi
dη′
η − η′
a¨
a
(η′) + (ln ǫ+ ln µ¯+ γ)
a¨
a
(η)
}
, (35)
9which involves a time integration only after ηi, and
κ2[v; η) = −
∫ ηi
−∞
dη′
η − η′ v(η
′), (36)
which involves a time integration only before ηi. Following this notation one can also separate the trace in Eq. (28)
for η > ηi into two parts: 〈Tˆ µµ 〉 = 〈Tˆ µµ 〉1 + 〈Tˆ µµ 〉2, where the first term involves κ1[a¨/a; η) and the second one
involves κ2[v; η). From Eqs. (5) and (6), and taking into account that in four dimensions a
2R = 6a¨/a, we see that
v(η) completely determines the initial state of the quantum field. Thus, 〈Tˆ µµ 〉1 is state-independent, whereas 〈Tˆ µµ 〉2
contains all the dependence on the initial state. In fact, the former will appear in the trace even if the initial state
does not have the form given by Eq. (6).
B. The initial conditions
We can now see that the state-independent part of the trace of the stress tensor, namely 〈Tˆ µµ 〉1, diverges in the
limit η → η+i , corresponding to the initial time. Let us consider the definition of κ1[a¨/a; η) in Eq. (35) and Taylor
expand a¨/a around η′ = η so that (a¨/a)(η′) = (a¨/a)(η) +O(η − η′); we then have
∫ η−ǫ
ηi
dη′
η − η′
a¨
a
(η′) = − a¨
a
(η) ln ǫ +
a¨
a
(η) ln(η − ηi) +O(η − ηi), (37)
which implies that
κ1
[
a¨
a
; η
)
= − a¨
a
(η) [ln(η − ηi) + ln µ¯+ γ] +O(η − ηi), (38)
so that κ1[a¨/a; η) is finite for all η > ηi, but diverges when η → η+i . Moreover, in addition to κ1[a¨/a; η), 〈Tˆ µµ 〉1 also
contains the first and second time derivatives of κ1. Obviously upon derivation Eq. (38) becomes more singular at
η → η+i , and in general the divergencies of the three singular terms will not cancel out. Therefore, 〈Tˆ µµ 〉1 →∞ in the
limit η → η+i .
Thus, 〈Tˆ µµ 〉 will diverge at the initial time unless we choose an initial state that cancels the previous divergencies.
This partly motivates the class of initial states we consider in this paper. Taylor expanding v around η′ = ηi, and
following a procedure analogous to the one that led to Eq. (37) [notice that condition (7) ensures that κ2[v; η) is well
behaved in its lower limit], one can check that
κ2[v; η) = v(ηi) ln(η − ηi) + finite terms, (39)
where by “finite terms” we mean terms which are finite in the limit η → ηi. Therefore, κ[a¨/a; η) = κ1[a¨/a; η)+κ2[v; η)
is finite at ηi provided that v(ηi) = limη→η+
i
(a¨/a). If this condition is satisfied, it is easy to see from Eqs. (35) and
(36) that ddηκ[a¨/a; η) = κ[
d
dη (a¨/a); η). Thus, by iterating the same argument we find that the conditions that an
initial state of the class (6) must satisfy in order to avoid initial time divergencies of 〈Tˆ µµ 〉 are
v(ηi) = lim
η→η+
i
(
a¨
a
)
, v˙(ηi) = lim
η→η+
i
d
dη
(
a¨
a
)
, v¨(ηi) = lim
η→η+
i
d2
dη2
(
a¨
a
)
. (40)
In other words, the cosmological scale factors before and after the initial time must be matched with continuity up to
the fourth derivative. Eqs. (40) have been presented as conditions on the preparation of the initial state given a scale
factor a(η) for η ≥ ηi. Alternatively, one can regard these equations as initial conditions on the scale factor given
some initial state defined by Eq. (6). Henceforth we will assume that these conditions are satisfied.
C. The energy density
Once the expectation value of the trace of the stress tensor is known, the 00 component of the stress tensor may
be obtained from Eq. (12). The local part of a˙a3〈Tˆ µµ 〉 is a derivative, so it gives rise to local terms in a2〈Tˆ00〉. The
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result, for η > ηi, is
a2〈Tˆ00〉 = 6
2880π2
[
a˙
d
dη
(
a¨
a2
)
− 1
2
(
a¨
a
)2]
+
3
2880π2
(
a˙
a
)4
− 9ν
2
4π2
{
ln a
[
a˙
d
dη
(
a¨
a2
)
− 1
2
(
a¨
a
)2]
+
a˙2a¨
a3
+ T [a, v]
}
, (41)
where T , which includes the non-local part of this expectation value and comes from integrating the last two terms
in Eq. (28), is defined by
T [a, v; η) =
∫ η
−∞
dη′ a˙
[
− d
2
dη′ 2
(
1
a
κ
[
a¨
a
; η′
))
+
a¨
a2
κ
[
a¨
a
; η′
)]
. (42)
Making use of the “smoothness” of the scale factor at ηi assumed above, and following the previous notation for the
separation of the non-local terms, we can again write
T [a, v] = T1[a] + T2[a, v], (43)
where we split T [a, v] into two parts: one independent of v and a second one which contains the entire dependence
on v. This is achieved by splitting the integral in Eq. (42) as well as the functional κ. The first part is given by
T1[a; η) =
∫ η
ηi
dη′
(
a˙
a
)
(η′)
{
2
d
dη′
(
a˙
a
)
κ1
[
a¨
a
; η′
)
+ 2
(
a˙
a
)
(η′) κ1
[
d
dη′′
(
a¨
a
)
; η′
)
− κ1
[
d2
dη′′ 2
(
a¨
a
)
; η′
)}
. (44)
This is obtained from Eq. (42) by explicitly applying the second-order derivative d2/dη′ 2 and taking into account that
when the conditions in Eqs. (40) hold, the derivatives acting on the functional κ can be taken inside and applied to
the argument. All this is done before splitting the integral and the functional κ. Similarly, the second part in Eq. (43)
can be written as
T2[a, v; η) =
∫ η
ηi
dη′
(
a˙
a
)
(η′)
{
2
d
dη′
(
a˙
a
)
κ2[v; η
′) + 2
(
a˙
a
)
(η′) κ2[v˙; η
′)− κ2[v¨; η′)
}
+
(
a˙
a
)2
(ηi) κ[v; ηi)−
(
a˙
a
)
(ηi) κ[v˙; ηi) +
∫ ηi
−∞
dη′v(η′)κ[v˙; η′). (45)
The different form of the last three terms, which correspond to the integral from −∞ to ηi, is because we made use
of the following equivalent expression for the last two terms in Eq. (28) times (−a˙a3):
− a˙ d
2
dη′ 2
(
1
a
κ
[
a¨
a
; η′
))
+ a˙
a¨
a2
κ
[
a¨
a
; η′
)
= − d
dη′
(
a˙
d
dη′
(
1
a
κ
[
a¨
a
; η′
)))
+
a¨
a
d
dη′
κ
[
a¨
a
; η′
)
. (46)
In addition to being convenient later on, we did this so that it became manifest that T2[a, v] depends on aΨ only
through v. From Eqs. (44)-(45) it is clear that all the dependence of the energy density on the initial state of the
quantum field is included in T2[a, v]. We should, however, remember that conditions (40) have been used so that
the divergencies from the evolution after ηi and those from the initial state would cancel out. Consequently, the
integrand on the right-hand side of Eq. (44) and the integrand of the first integral in Eq. (45) only exhibit logarithmic
divergences when η′ → ηi which would cancel out when adding T1 and T2. In fact, they give a finite contribution even
separately since, being logarithmic, they are finite upon integration.
The energy density that we have just computed is valid for any scale factor at η ≥ ηi and an initial state corre-
sponding to any regular function v(η) which satisfies conditions (7) and (40). It can be included in the semiclassical
Friedmann equation in the presence of any other classical source. In this paper we concentrate on the case where the
classical source is a cosmological constant.
V. THE SEMICLASSICAL FRIEDMANN EQUATION
A. The equation
Next, we proceed to analyze the evolution of the scale factor after the initial time ηi, when it is driven by a
cosmological constant and a free massless scalar field non-conformally coupled to the curvature. We will use the 00
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component of the semiclassical Einstein equation (A.1), namely, G00 = −Λg00− βB00+ κ〈Tˆ00〉ren. Note that we have
already taken into account that Aµν = 0 in our conformally flat spacetime. On the other hand, evaluating Bµν , as
given by Eq. (A.3), for the RW metric (1), we get
B00 = −72
a2
[
a˙
d
dη
(
a¨
a2
)
− 1
2
(
a¨
a
)2]
, (47)
which can also be obtained by using Eq. (24) for n = 4 and noticing that the term proportional to ∆(a¨/a) gives rise
to the first term on the right-hand side of Eq. (41). Taking into account that G00 = 3(a˙/a)
2 for the metric (1) and
using Eq. (41) we obtain the following expression for the semiclassical Friedmann equation:
a˙2 = H2a4 +
l2p
3
{
−β˜
[
a˙
d
dη
(
a¨
a2
)
− 1
2
(
a¨
a
)2]
+
3
360π
(
a˙
a
)4
−18ν
2
π
{
ln a
[
a˙
d
dη
(
a¨
a2
)
− 1
2
(
a¨
a
)2]
+
a˙2a¨
a3
+ T [a, v]
}}
, (48)
where β˜ = 576πβ − 1/(60π), and we have introduced the Hubble constant H ≡ (Λ/3)1/2 and the Planck length
lp =
√
G = (κ/8π)1/2. These two constants introduce two different time-scales into the problem, the Hubble time
H−1 and the Planck time tp = lp, which we will assume to be well separated, namely, H
−1 ≫ lp. It should also
be emphasized that the semiclassical Friedmann equation (48) is invariant under conformal-time translations in the
following sense. We already know that v(η), with domain (−∞, ηi], characterizes the initial state of the quantum
field, |Ψ(ηi)〉, when it is of the form given by Eq. (6). The time translation of v(η), given by v∆(η) = v(η + ∆), is
defined in the domain (−∞, ηi −∆] and corresponds to an initial state |Ψ∆(ηi −∆)〉 = |Ψ(ηi)〉. It is then easy to see
from Eq. (48) that if a(η) is a solution for some initial state |Ψ(ηi)〉 characterized by v(η), then a(η+∆) is a solution
for the initial state |Ψ∆(ηi −∆)〉, characterized by v∆(η).
Our semiclassical Friedmann equation (48), which is a non-linear third-order integro-differential equation, looks
like a typical back-reaction equation. Because of the higher-order time derivatives, those equations exhibit extra
degrees of freedom which usually translate into unphysical runaway-type solutions [50]. [Indeed, if we had proceeded
analogously to what was done in Ref. [53] for QED, the Friedmann equation and the equation for the trace would fix
the third and fourth derivatives of the scale factor at the initial time, given some freely specified initial values for a, a˙
and a¨. This is in contrast to the classical case, where only a (or alternatively a˙) can be specified independently at the
initial time.] To get rid of the unphysical solutions several methods have been proposed. In some methods one looks
only for analytic solutions, in a suitable perturbative parameter, in order to select physical solutions only [54, 55, 56].
In some other methods the equation itself is changed in order to get rid of the higher-order derivatives; this is the
case of the so-called order reduction method [57]. See Ref. [33] for a review of the advantages and the shortcomings
of the different methods in the context of semiclassical gravity.
Given how we have proceeded in this paper, it is more natural in our case to interpret the point discussed in the
previous paragraph as follows. The solutions of our semiclassical Friedmann equation (48) must satisfy the the three
initial conditions in Eqs. (40). This means that given some initial state, completely characterized by the function v(η),
the semiclassical Friedmann equation together with the equation for the trace fix a(ηi) and a˙(ηi) since the second,
third and fourth derivatives at the initial time are fixed by Eqs. (40). Thus, there is in general a unique solution
compatible with a given initial state. Certain initial states, however, give rise to solutions with characteristic time-
scales of the order of the Planck time (corresponding to exponential growth or oscillatory behavior), which lie beyond
the regime of validity of the low-energy effective field theory approach that we have implicitly been using. In those
circumstances the higher-order corrections involving terms with positive powers of the curvature and suppressed by
the corresponding powers of the Planck mass can no longer be neglected and the low-energy expansion breaks down
(since there are in principle an infinite number of such terms). We will consider only situations with no Planckian
features where higher-order corrections are negligible. Hence, in the spirit of the effective field theory approach (valid
for lpH ≪ 1), we will look for perturbative solutions3 in powers of (lpH)2 as
a(η) = a0(η) + (lpH)
2a1(η) +O
(
(lpH)
4
)
, (49)
3 A perturbative expansion may sometimes miss the right long-time behavior of the semiclassical solution. This can happen when the
effect of the quantum corrections, although locally small, builds up over long times giving rise to substantial deviations from the
classical solution. An example of such a situation is the evolution of a black hole spacetime when the back reaction of the emitted
Hawking radiation is taken into account. One possibility in those cases is to modify the back-reaction equation using an order-reduction
procedure and then solve the resulting equation non-perturbatively [58]. In the cosmological case considered here one can argue that such
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where a0(η) satisfies the classical Friedmann equation. From now on we will use the subscript 0 to indicate the classical
unperturbed values. Without loss of generality we can focus on the solutions a(η) with a0(η) = −1/Hη defined for
ηi < η < 0 since any other well-behaved solution not involving Planckian scales is connected to one of these by a time
translation. The function characterizing the initial state is given by v(η) = v0(η) +O
(
(lpH)
2
)
, and the conditions in
Eqs. (40) imply
v0(ηi) =
2
η2i
, v˙0(ηi) = − 4
η3i
, v¨0(ηi) =
12
η4i
. (50)
Substituting the expression (49) into the semiclassical Friedmann equation (48), we obtain an equation for the first
order perturbation a1(η):
a˙1 = −2
η
a1 +
1
H
{
1
720π
1
η2
− 3ν
2
π
[
2
η2
+ η2T [a0, v0]
]}
, (51)
which is a first-order differential equation. Notice that there is no dependence on the free parameter β˜. This is not
surprising if one takes into account that β˜ is the coefficient of a term proportional to R in the trace [see Eqs. (28)
and (29)] and that for the classical background R0 = 4Λ is a constant (where R0 is the Ricci scalar for the classical
background).
Let us now compute the non-local term T [a0, v0] in the previous equation. After substitution of a0 into Eq. (44),
the state-independent contribution of this term reads
T1[a0; η) = − 3
2η4
+
1
η2i η
2
+
4
η3i η
− 7
2η4i
, (52)
which is independent of the arbitrary renormalization scale µ. The latter is again because when substituting the local
part of κ1[f ; η
′) into Eq. (44), one obtains an integrand proportional to R0 = 0; this point could also have been
anticipated from the fact that the term proportional to lnµ should have the same form as the term proportional to
β˜, which has been found to vanish above.4
Substituting a0 and v0 into Eq. (45), we get the following result for the state-dependent part of T [a0, v0; η):
T2[a0, v0; η) =
∫ η
ηi
dη′
∫ ηi
−∞
dη′′
η′ − η′′
{
2
η′3
v0(η
′′)− 2
η′2
v˙0(η
′′)− 1
η′
v¨0(η
′′)
}
+
1
η2i
κ[v0; ηi) +
1
ηi
κ[v˙0; ηi) +
∫ ηi
−∞
dη′v0(η
′)κ[v˙0; η
′). (53)
The conditions (50) guarantee that the dependence on µ of the last three terms cancels out. The integral over η′ in
the first term can be easily computed. Finally, adding up the two contributions T1 and T2 we get
T [a0, v0; η) = − 3
2η4
+
AΨ
η2
+ BΨ +
∫ ηi
−∞
dη′ ln
[
ηi(η − η′)
η(ηi − η′)
] [
2
η′3
v0(η
′)− 2
η′2
v˙0(η
′)− 1
η′
v¨0(η
′)
]
, (54)
where
AΨ =
1
η2i
+
∫ ηi
−∞
dη′
v0(η
′)
η′
(55)
and
BΨ =
1
2η4i
− 1
η2i
∫ ηi
−∞
dη′
v0(η
′)
η′
+
1
η2i
κ[v0; ηi) +
1
ηi
κ[v˙0; ηi) +
∫ ηi
−∞
dη′v0(η
′)κ[v˙0; η
′). (56)
We have already pointed out that the first order equation (51) includes neither the free parameter β˜ nor the
arbitrary renormalization mass scale µ. Moreover, it does not depend on α either since Aµν = 0 for a conformally
flat spacetime. This means that the semiclassical Friedmann equation (48) is fully predictive to this first perturbative
order for the particular case of a de Sitter background that we are considering.
an accumulation effect will not be present. That is because the classical cosmological constant implies a monotonous growing behavior
for the unperturbed solution and the locally small effect due to the vacuum polarization of the quantum fields (much smaller than the
classical cosmological constant) generates a perturbation which is always small compared to the unperturbed solution. Moreover, one
can explicitly check a posteriori that the deviation from the classical solution does not become significant at late times.
4 Note that the results obtained in Refs. [26, 27] in a similar context exhibit a non-vanishing dependence on µ. This should not be the
case for the reasons given here.
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B. The solution
The equation (51) for the function a1(η) is a first order, linear differential equation, which can be easily solved
in an explicit form. The general solution of a differential equation of the type y′(x) = −(2/x)y + f(x) is y(x) =
k/x2 + (1/x2)
∫
dxx2f(x), where k is an arbitrary integration constant. Therefore, the solution of Eq. (51) is:
a1(η) =
k
H2η2
+
(
1
720π
− 3ν
2
2π
)
1
Hη
− 3ν
2
πH
[
AΨ
3
η +
BΨ
5
η3 + ΓΨ(η)
]
, (57)
where
ΓΨ(η) =
∫ ηi
−∞
dη′γ(η, η′)
[
2
η′3
v0(η
′)− 2
η′2
v˙0(η
′)− 1
η′
v¨0(η
′)
]
, (58)
with
γ(η, η′) =
1
5η2
{
η5 ln
[
ηi(η − η′)
η(ηi − η′)
]
− η′5
[
1
4
(
η
η′
)4
+
1
3
(
η
η′
)3
+
1
2
(
η
η′
)2
+
η
η′
+ ln
(
1− η
η′
)]}
. (59)
The condition (7), which v0(η) must also satisfy, ensures that the integral in Eq. (58) is finite in its lower limit. As
for the upper limit, all the possible divergencies in the integrand cancel out (moreover, even if they did not cancel
out, they would give a finite contribution when integrated since they are logarithmic). Thus, ΓΨ(η) is finite and,
furthermore, it vanishes at future infinity, i.e., when η → 0−.
The solutions associated with the different possible values of the arbitrary integration constant k are related to
each other by time translations: a
(
η+(lpH)
2∆
)
= −1/Hη+(lpH)2[a1(η)+∆/Hη2]+O
(
(lpH)
4
)
. For the particular
case k = 0, and provided that H−1 ≫ lp, the first-order term in the expansion (49) is much smaller than the
zeroth-order term for all times ηi < η < 0, and one expects that the higher-order corrections can be neglected [since
they are suppressed by an additional power of (lpH)
2] and the solution a(η) can be approximated by the first-order
perturbative expansion. This approximation is no longer suitable for solutions (initial states) associated with other
values of k, but we already know that they are just time translations of the solutions with k = 0. Therefore, we can
conclude that for reasonable states, namely, those which do not involve Planckian scales (and up to time translations)
the scale factor after the initial time ηi is given by
a(η) = − 1
H˜η
− (lpH)2 3ν
2
πH
[
AΨ
3
η +
BΨ
5
η3 + ΓΨ(η)
]
+O
(
(lpH)
4
)
, (60)
where the modified Hubble constant is
H˜ = H
[
1 + (lpH)
2
(
1
720π
− 3ν
2
2π
)]
. (61)
The result in Eq. (60) is valid for all times (after the initial time). It is the sum of a corrected de Sitter solution
plus terms that vanish at future infinity η → 0−. The corrected de Sitter term dominates at late times, regardless of
the initial state. Therefore, we conclude that de Sitter spacetime is stable under spatially-isotropic perturbations in
semiclassical gravity.
The semiclassical shift of the Hubble constant does not have a definite sign, it depends on the coupling between
the quantum field and the curvature. For instance, while the shift is positive for the conformal coupling case (ν = 0),
when ν = −1/6, which is expected to mimic the effect of gravitons, this shift is negative, implying a small time-
independent screening of the cosmological constant. The deviation from the conformal coupling, ν, is what makes
the Hamiltonian (5) time dependent through the term involving the scale factor. This is what allows us to prepare
a wide range of initial states by evolution of the in-vacuum with different scale factors aΨ(η). In fact, the effect of
this time dependence of the Hamiltonian can be interpreted as particle creation. Since the term proportional to ν2
in Eq. (61) is negative, one can say that at late times the effect of the created particles is to slow down the de Sitter
expansion by a small amount, whereas the other vacuum polarization term, already present in the conformal case,
has the opposite effect.
A particularly interesting initial state is the Bunch-Davies vacuum |ΨBD(ηi)〉, which is obtained by evolution of the
in-vacuum from −∞ to ηi according to the scale factor of de Sitter spacetime or, in other words, with v0(η) = 2/η2.
In this case, one can check that AΨ = BΨ = ΓΨ(η) = 0, so the solution (60) is just the de Sitter solution with a
semiclassically modified Hubble parameter. Therefore, the Bunch-Davies vacuum together with de Sitter spacetime
with the semiclassically modified Hubble constant constitute a self-consistent solution of the semiclassical Friedmann
equation, to which other perturbed solutions tend at late times.
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VI. DISCUSSION
In this paper we have computed the one-loop vacuum polarization for massless non-conformal fields in a general
spatially-flat RW background. This has then been applied to studying the evolution of spatially-isotropic perturbations
around de Sitter spacetime when the back reaction due to a massless non-conformal field is self-consistently included,
which corresponds to solving the equations of semiclassical gravity for this case. There is a self-consistent solution,
associated to the Bunch-Davies vacuum for the quantum fields, with an effective cosmological constant slightly shifted
from its classical value due to the vacuum polarization effects. Furthermore, we have found that this solution is stable
under spatially-isotropic perturbations since the perturbed solutions tend to it at late times. It should be stressed
that our results are independent of the particular value of the renormalization parameters α and β, and therefore fully
predictive (at the first order in l2p at which we are working). It should also be pointed out that our results seem to be
at variance with those of Refs. [26, 27]. In this respect, it is important to keep in mind that one should consider the
stability of the self-consistent solution with the shifted effective cosmological constant rather than that of the classical
solution obtained in the absence of vacuum polarization effects. Furthermore, when comparing the perturbed solution
to the self-consistent de Sitter “attractor” it is important to take properly into account any relative conformal time
translation since that can give rise to a spurious growth in time of their ratio. This can be clearly illustrated by
comparing two copies of the same self-consistent de Sitter solution with a relative conformal time translation.
We were able to obtain explicit analytic results by using two approximations. First, we considered a perturba-
tive expansion in the parameter ν, which characterizes the deviation of the curvature coupling parameter from the
conformal case, and truncated the expansion to quadratic order. Hence, our effective action is exact through order
ν2. Second, we introduced a perturbative expansion in powers of (lpH)
2. Its purpose was to obtain a fairly accu-
rate description for phenomena involving length-scales much larger than the Planck length while discarding spurious
solutions involving Planckian scales, where the effective field theory approach that we have been using breaks down.
Truncating such a perturbative expansion for the solutions (rather than doing so at the level of the equation of motion
and then solving it exactly) can sometimes miss the right long-time behavior. However, as we discussed in Sec. V,
this should not be the case for the situation considered here.
There are a number of natural extensions or generalizations of our work in this paper. First, one could consider the
other possibility for having weakly non-conformal fields, namely, the case of fields with conformal coupling but with
a small non-vanishing mass such that m2 ≪ H2. In that case one should be able to proceed analogously to what we
did here by computing the effective action perturbatively in m2 through order m4 and then solving the equation of
motion through order (lpH)
2. Second, the case of strongly non-conformal fields with a large mass M2 ≫ H2 could be
explicitly calculated using an adiabatic (or WKB) expansion [59]. The effective action in that case could be written
as a local expansion of positive powers of curvature invariants suppressed by the corresponding power of M2, a form
which can be anticipated from local effective field theory arguments based on power counting and taking into account
the relevant symmetries (diffeomorphism invariance in this case). On the other hand, the case of strong non-conformal
coupling to the curvature could be treated by introducing a field-dependent conformal transformation relating the
original Jordan frame to the Einstein frame,5 where the curvature scalar does not couple to the scalar field [61].
Third, even though the construction based on Eq. (6) can generate a fairly wide family of squeezed Gaussian states
by considering a sufficiently general form of the auxiliary scale factor aΨ(η), other approaches are needed in order
to deal with all possible Gaussian states or even non-Gaussian ones. One possibility is to make use of the method
developed in Ref. [62] for a fixed background spacetime, which is based on the construction of fourth-order adiabatic
vacuum states (one can show that the class of states that we have considered here are compatible with their approach
and encompassed by the general class of states it can deal with). However, even if we restrict ourselves to the subclass
of initial states generated by Eq. (6), the procedure can be straightforwardly generalized to states with non-vanishing
expectation values of the field or its canonically conjugate momentum. Since we are considering Gaussian states, this
can be done by decomposing the field as a sum of a classical part which characterizes the evolution of the expectation
value and satisfies the classical equation of motion plus a field with vanishing expectation value whose initial state
can be generated by Eq. (6). This implies that when solving the back-reaction equation in powers of (lpH)
2 one first
needs to find the self-consistent solution for the background scale factor and the classical configuration of the field
(corresponding to the evolution of its expectation value), and then solve for the perturbation of the scale factor due
to the vacuum polarization effect of the quantum fluctuations evolving on that background geometry.
5 Any physical predictions derived in the Jordan and Einstein frames should be equivalent, at least at the classical level. In the quantum
mechanical case one still expects such an equivalence for small perturbations of the metric and the scalar field around their mean values
[60]. In that case, however, it may be necessary to treat the perturbations of the metric and the scalar field on an equal footing, and
the metric perturbations may need to be quantized.
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Throughout the paper we have considered spatially-isotropic perturbations, i.e., RW geometries and quantum states
compatible with their symmetries (spatial homogeneity and isotropy). It would be interesting to study the stability
of de Sitter spacetime with respect to general inhomogeneous and anisotropic perturbations. In that case one has
non-trivial results even for a massless and conformally-coupled field. The underlying reason is that when considering
inhomogeneous and anisotropic metric perturbations, the perturbed geometry is no longer conformally flat. Whereas
the stability of Minkowski spacetime with respect to general linear perturbations has been studied for arbitrary masses
and curvature couplings (see Refs. [33, 63] and references therein), such results do not exist for RW backgrounds. In
order to analyze the dynamics of inhomogeneous and anisotropic perturbations around a spatially-flat RW background
one can make use of the effective action and the semiclassical Einstein equation for general linear perturbations around
a spatially-flat RW background obtained in Ref. [37] for a massless and conformally coupled field (see also Ref. [48]
for a more compact form). Unfortunately this linearized semiclassical equation is a complicated integro-differential
equation and its solutions have not been studied in detail so far6; see, however, Ref. [64] for recent work in this
direction.
We have studied the back reaction of the quantum fields on the dynamics of the spacetime geometry within
the framework of semiclassical gravity, which can be understood as a mean field approximation where the mean
gravitational field is described by a classical metric whereas its quantum fluctuations are not considered. In order
to study the quantum fluctuations of the gravitational field one can consider the metric perturbations around a
background geometry corresponding to the semiclassical gravity solution and quantize them within a low-energy
effective field theory approach to quantum gravity [28, 29, 65, 66]. So far this approach has been mostly applied
to weak-field problems [30], but it seems particularly interesting to extend its application to strong-field situations
involving black holes and cosmological spacetimes [67, 68]. The stochastic gravity formalism [43, 44] can be a useful
tool in this respect since one can prove its equivalence to a quantum treatment of the metric perturbations if graviton
loops are neglected, which can be formally justified in a large N expansion for a large number of matter fields [69].
A central object in this formalism is the symmetrized connected two-point function of the stress tensor operator
for the quantum matter fields, which determines the metric fluctuations induced by the quantum fluctuations of
the matter fields. Such an object has been computed for a massless minimally coupled field evolving in a de Sitter
background spacetime and the fluctuations of the stress tensor were found to be comparable to its expectation value
[70]. Therefore, studying in detail the quantum fluctuations of the metric in this context constitutes a natural
extension of our work worth pursuing. The results obtained here would still be relevant in that case because they
provide the right background around which the metric should be perturbed and quantized.
We close this section with a brief discussion of the relationship between our results and the linearization instability
for metric perturbations around de Sitter spacetime coupled to a scalar field found in Ref. [71], where it was concluded
that it is only consistent to consider de Sitter invariant states for the quantum field. This conclusion does not
directly affect our analysis because we did not consider fluctuations of the metric and studied only the dynamics
of the mean geometry, which couples to the expectation value of the stress tensor operator of the matter field.
The expectation value of the stress tensor for the class of states that we have considered in this paper, which are
spatially homogenous and isotropic, automatically satisfies the linearization stability constraint given by Eq. (44) in
Ref. [71]. It is when considering the quantum fluctuations of the metric that the linearization stability condition
imposes additional restrictions on the state of the matter field because in that case the condition must be imposed on
the n-point correlation functions of the stress tensor as well, and this implies that the state of the field must be de
Sitter invariant.
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APPENDIX: SEMICLASSICAL EINSTEIN EQUATION
In this appendix we briefly review the semiclassical Einstein equation and its derivation by functional techniques.
When neglecting the effects of graviton loops, the back reaction of quantum matter fields on the mean gravitational
field is described by the semiclassical Einstein equation, which can be written as
Gab [g] + Λgab + αAab [g] + βBab [g] = κ〈Tˆab [g]〉ren, (A.1)
where Gab is the Einstein tensor associated with some globally hyperbolic spacetime with metric gab, 〈Tˆab [g]〉ren is
the suitably renormalized expectation value of the stress-tensor operator corresponding to the scalar field operator
φˆ [g], and α, β, Λ and κ are renormalized parameters evaluated at the same renormalization scale as 〈Tˆab[g]〉ren. The
tensors Aab and Bab are obtained by functionally differentiating with respect to the metric terms corresponding to
the Lagrangian densities CabcdCabcd and R
2 in the gravitational action,
Aab =
1√−g
δ
δgab
∫
d4x
√−g CcdefCcdef , (A.2)
Bab =
1√−g
δ
δgab
∫
d4x
√−g R2, (A.3)
where Cabcd is the Weyl tensor and R the Ricci curvature scalar. These Lagrangian densities CabcdC
abcd and R2
are related to the counterterms introduced in the bare gravitational action needed to renormalize the ultraviolet
divergencies arising in the expectation value of the stress tensor. Note that from their definitions the tensors (A.2)-
(A.3) are divergenceless: ∇aAab = 0 = ∇aBab.
Let us see how the semiclassical Einstein equation can be derived by functional methods. To compute the expectation
value on the right-hand side of Eq. (A.1) we can use the closed time path (CTP) or “in-in” functional formalism
[37, 67, 72, 73, 74, 75, 76]. Let us foliate the assumed globally hyperbolic spacetime with t = const. spacelike
hypersurfaces Σt, and denote the initial and final times by ti and tf , respectively. In the CTP formalism we introduce
two copies of the metric and the field, (g+ab, g
−
ab) and (φ
+, φ−), which will coincide at the final time: g+ab(tf) = g
−
ab(tf)
and φ+(tf) = φ
−(tf). Let ρi[φ
+(ti), φ
−(ti)] be the matrix element of the density operator describing the initial state
of the scalar field. The Feynman-Vernon influence action [77, 78], SIF[g
+, g−], which describes the effect of the matter
field on the gravitational field, is defined as the following path integral over two copies of the scalar field:
eiSIF[g
+,g−] =
∫
Dφ+Dφ−ρi[φ+(ti), φ−(ti)]δ[φ+(tf)− φ−(tf)]ei(Sm[g
+,φ+]−Sm[g
−,φ−]), (A.4)
where Sm[g, φ] is the action for the scalar field in the spacetime described by the metric gab. Neglecting graviton
loops, the CTP effective action for the gravitational field is then
Γ[g+, g−] = Sg[g
+]− Sg[g−] + SIF[g+, g−], (A.5)
where Sg[g
±] is the bare gravitational action. Γ[g+, g−] is the effective action for the mean gravitational field coupled
to the quantum scalar field. SIF[g
+, g−] has ultraviolet divergencies which can be renormalized by using a suitable
regularization procedure and by adding the aforementioned counterterms to the bare gravitational action Sg[g
±].
More specifically, one starts with a regularized gravitational action in Eq. (A.5) which includes the bare parameters
κB,ΛB, αB, βB; at the end of the calculation one takes the regularization parameter to its physical value and the
divergencies are absorbed into the bare parameters which acquire their dressed physical values. The renormalized
effective action can then be written as
Γ[g+, g−] = Sreng [g
+]− Sreng [g−] + SrenIF [g+, g−], (A.6)
where the superscript means that these terms have been already renormalized and are finite.
Since the classical stress tensor of the matter field is defined as
T ab =
2√−g
δSm
δgab
, (A.7)
one can see from the definition of the influence action in Eq. (A.4) that the expectation value of the stress tensor in
the given quantum state of the field is given by
〈Tˆ ab[g]〉ren = 2√−g
δSrenIF [g
+, g−]
δg+ab
∣∣∣∣
g+=g−=g
, (A.8)
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where the renormalized value of the influence action has been used. Finally, the semiclassical Einstein equations (A.1)
can be derived by functional derivation of the effective gravitational action, Γ[g+, g−], with respect to g+ab and then
taking g+ab = g
−
ab = gab:
δΓ[g+, g−]
δg+ab
∣∣∣∣
g+=g−=g
= 0. (A.9)
Notice that doubling the number of fields, the “plus” field, which evolves forward in time, and “minus” field, which
evolve backwards in time, is what allows us to obtain an expectation value from the above functional derivative in
the CTP formalism, rather than a transition element as in the ordinary “in-out” effective action method. This can
be clearly seen from the following alternative representation of the influence action:
eiSIF[g
+,g−] = Tr
[
Uˆg+(tf , ti)ρˆiUˆ
†
g−(tf , ti)
]
= 〈Ψi|Uˆg−(ti, tf)Uˆg+(tf , ti)|Ψi〉, (A.10)
where the last equality holds for a pure initial state of the field ρˆi = |Ψi〉〈Ψi| and Uˆg± is the unitary time evolution
operator for a field φˆ propagating in a spacetime with metric g±ab:
Uˆg±(tf , ti) = T exp
(
−i
∫ tf
ti
dtHˆm[g
±, φˆ, πˆ]
)
, (A.11)
where T denotes time ordering and Hˆm[g, φˆ, πˆ] is the Hamiltonian of the scalar field obtained by considering the
spacetime foliation {Σt} and introducing the corresponding 3 + 1 decomposition.
In this paper we use dimensional regularization, this means that the regularization parameter is n− 4, where n is
the number of spacetime dimensions. In that case the square of the Weyl tensor in the Lagrangian density of Eq. (A.2)
must be substituted by 23
(
RabcdR
µνρσ −RabRab
)
, where Rabcd and Rab are the Riemann and Ricci tensors. Such a
Lagrangian density reduces to the square of the Weyl tensor in n = 4 when the Gauss-Bonnet theorem is taken into
account.
We also consider a massless scalar field throughout. Using dimensional regularization the counterterms for a
massless scalar field can be read from the divergent parts in the effective action computed using the DeWitt-Schwinger
expansion of the Feynman propagator in the coincidence limit; see Eq. (6.44) in Ref. [31]. It should be remarked
that the DeWitt-Schwinger expansion is defined for massive fields and it is ill defined in the massless limit. However,
it can still be used to extract the divergent terms. There are three divergent terms in this expansion, the first and
second terms have coefficients related to a constant and to the Ricci scalar, respectively. These two terms vanish
in the massless limit. The third term has a coefficient which is quadratic in the curvature, and in this case it is
convenient to keep the mass as an infrared regulator which can be removed at the end of the calculation by redefining
the renormalization scale. This term leads to the following counterterm for the gravitational action:
Scg[g;µ] =
(
α(µ) +
µn−4
2880π2(n− 4)
)∫
dnx
√−g (RabcdRabcd −RabRab)
+
(
β(µ) +
ν2µn−4
32π2(n− 4)
)∫
dnx
√−gR2, (A.12)
where α(µ) and β(µ) are the renormalized dimensionless parameters which appear in Eq. (A.1), and µ is a parameter
with dimensions of mass which ensures that the action has the correct dimensions even when n 6= 4 and plays the
role of the renormalization scale in dimensional regularization. The bare parameters αB and βB, which correspond to
the whole factor multiplying the first and second integrals respectively, should be independent of the renormalization
scale µ. Therefore, under a change of the renormalization scale µ→ µ′ [and neglecting terms with positive powers of
(n−4), which vanish when n→ 4] the renormalized parameters change as follows: α(µ′) = α(µ)−(2880π2)−1 ln(µ′/µ)
and β(µ′) = β(µ) − (ν2/32π2) ln(µ′/µ).
Note that as seen from Eq. (23), the R2 counterterm in the action can be easily inferred from the (n−4)−1 divergence
in Eq. (20), but it is not so obvious how to come up with the other counterterm (with the Riemann square) because
no other divergence is present. That is because the first term in Eq. (19), which would be the entire contribution
for a conformal field, is finite in the particular case of a conformally flat metric. However, a slight departure from
conformal flatness (e.g. by considering inhomogeneous perturbations around the flat space geometry) renders the first
term in Eq. (19) divergent and such a divergence is accounted for by the above general DeWitt-Schwinger expansion
[79, 80]. Hence, even though the first term in Eq. (19) would still be independent of a when regulated with dimensional
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regularization, the counterterms that cancel the divergencies in the limit n → 4 would bring the a dependence into
the problem.
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