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Özetçe —Beyin Bilgisayar Arayüzü (BBA) sistemlerinde kul-
lanılan elektroensefalografi (EEG) sinyallerinin durag˘an olmayan
yapısı bu tip sistemlerin günlük hayatta uzun süreli kullanım-
larında problemlere neden olmaktadır. Kars¸ılas¸tıg˘ımız bir dig˘er
problem ise etiketli verinin az miktarda oldug˘u durumlardan
kaynaklanmaktadır. Bu çalıs¸mada, bahsedilen iki problemi yarı
güdümlü ög˘renme bakıs¸ açısıyla, BBA sistemini kullandıg˘ımız
sınıflandırıcının çıktısı olan etiketlerle güncelleyerek çözmeyi
öneriyoruz. Hayali motor hareketleri tabanlı BBA sistemi için
toplanan EEG sinyallerinden çıkarılan öznitelikler, Dog˘rusal
Ayırtaç Analizi (DAA) ve Destek Vektör Makinesi (DVM) ile
sınıflandırılmıs¸tır. Yarı güdümlü ög˘renme ile yapılan uyarlamada,
uyarlama yapılmayan sınıflandırıcılara göre yaklas¸ık %4 iyiles¸me
görülmüs¸tür. Etiketli veri kümesinin büyümesi ile iyiles¸me mik-
tarında azalma tespit edilmis¸tir. Zaman içinde deg˘is¸en sinyaller
için yapılan uyarlamada da %4 oranında iyiles¸me görülmüs¸tür.
Anahtar Kelimeler—BBA, EEG, uyarlama, hayali motor hareket
Abstract—One of the main problems in Brain Computer
Interface (BCI) systems is the non-stationary behavior of the
electroencephalography (EEG) signals causing problems in real
time applications. Another common problem in BCI systems is
the situation where the labeled data are scarce. In this study, we
take a semi-supervised learning perspective and propose solving
both types of problems by updating the BCI system with labels
obtained from the outputs of the classifier. To test the approach,
data from motor imagery BCI system are used. Attributes
extracted from EEG signals are classified with Linear Discrim-
inant Analysis (LDA) and Support Vector Machines (SVM).
With respect to the static classifiers, accuracy was improved
approximately 4% using the proposed adaptation approach in the
case of a training dataset. Even though the difference between
the performance of static and adaptive classifiers decreases as
the size of training data increases, the accuracy of our proposed
adaptive classifier remains higher. The proposed approach has
also improved the performance of a BCI system around 4% in
the case of non-stationary signals as well.
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Bu çalıs¸ma TÜBI˙TAK tarafından 111E056 sayılı aras¸tırma projesi ve bir
yurt içi doktora sonrası aras¸tırma bursu ile desteklenmis¸tir.
I. GI˙RI˙S¸
Merkezi sinir sistemi ve omurilik gibi bölgelerdeki mo-
tor sinir hücrelerinin zarar görmesiyle, felç gibi bireylerin
çevreleriyle iletis¸im kurmalarını kısıtlayacak ya da tama-
men ortadan kaldıracak rahatsızlıklar olus¸maktadır. Beyin-
Bilgisayar Arayüzü (BBA) çalıs¸maları, bu tip motor nöron
bozuklukları olan hastalara beyin ile bilgisayar arasında
kas hareketi kullanmadan iletis¸im kanalı olus¸turma fikrini
tas¸ır. BBA sistemlerinin temelini olus¸turan elektroensefalografi
(EEG) sinyalleri, kafa derisi üzerinden ölçülerek is¸lenir ve kul-
lanıcının ihtiyaç duydug˘u is¸levi açıg˘a çıkarmak için yorumlanır
[1].
BBA çalıs¸malarında önemli yaklas¸ımlardan biri de hayali
hareket sinyallerinin kullanımıdır. Yüzeysel ölçüm yöntem-
leriyle toplanan hayali motor hareket sinyallerine sag˘ ve sol kol
hareketleri örnek olarak gösterilebilir. Toplanan bu sinyaller-
den çıkarılan öznitelikler kullanılarak kis¸inin hareket isteg˘i
sag˘ ya da sol kol olarak sınıflandırılır. Daha sonra çevrim-
içi çalıs¸malarda sınıflandırıcı sonuçları yardımıyla ekranda
imleç hareket ettirme gibi deneyler tasarlanmıs¸tır. Ancak
sinyaller; kayıt sırasındaki kalibrasyon ölçümü ve çevrim-
içi çalıs¸malar arasındaki farklılık, elektrotların deney sırasın-
daki hareketi, jel kuruması, kullanıcının odaklanamama ve
yorgunluk durumları gibi sebeplerden durag˘an olamazlar [2].
EEG’ deki durag˘an olmama hali sınıflandırma çalıs¸malarını
zorlas¸tırmaktadır [3]. Bu problemi çözmek için literatürde
BBA sistemini sinyallerdeki deg˘is¸imlere uyarlayacak farklı
metotlar önerilmis¸tir. Hasan ve arkadas¸ları [4], çalıs¸malarında
Gauss karıs¸ım modelini ilgili DAA sınıflandırıcısını uyarla-
mak için kullandı. Buradaki Gauss karıs¸ım modeli içindeki
ortalama ve ortak deg˘is¸inti deg˘erleri üzerinde güncelleme
yaparak DAA sınıflandırıcısını olus¸turup sınıflandırıcının para-
matrelerini belirlemis¸lerdir. Blumberg ve arkadas¸ları da [2]
DAA sınıflandırıcısının ortalama ve ortak deg˘is¸inti deg˘erlerini
güncelleyerek hayali motor hareketleri üzerinde çalıs¸mıs¸lardır.
Vidaurre ve arkadas¸ları ise bilgi matrislerinin tahmini uyarlama
yöntemi (ADIM) ile çevrimiçi güncellenen sınıflandırıcılar
üzerinde çalıs¸tılar [5], [6]. Chavarriaga ve Falkenstein de
çalıs¸malarında kullanıcının sistemdeki hatayı algılaması ile
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beyinde olus¸an potansiyelleri (error-related potentials, ErrP)
kullanarak uyarlama üzerinde çalıs¸mıs¸lardır [7], [8].
Uyarlama, sınıflandırıcının gelen veriye göre kendini,
parametrelerini güncellemesini temel alır. Uyarlama ile bir-
likte sınıflandırıcı performansı gelis¸tirilir. Uyarlama yöntemleri
güdümlü ög˘renme, güdümsüz ög˘renme, yarı güdümlü ög˘renme
olmak üzere sınıflandırılabilir. Güdümlü ög˘renme ile uyarlanan
sınıflandırmalarda sınıf etiketlerinin bilinmesi gerekir, ancak
bu yaklas¸ım gerçek hayatta sınıf etiketleri olmayan veri ile
kars¸ılas¸ıldıg˘ında yetersiz kalacaktır. Güdümsüz ög˘renme kul-
lanan uyarlamalarda ise veri etiketleri kullanılmamaktadırlar,
bu da sınıflandırma yanlıs¸ sonuç verdig˘inde sistemin yanlıs¸
yapmasına neden olabilir [9]. Buna kars¸ılık küçük bir miktar
etiketli veri ile büyük bir miktar etiketsiz verinin kullanıldıg˘ı
yarı güdümlü ög˘renme uyarlama için etkili bir alternatif ola-
bilir [10].
Biz bu bildiride, iki sınıflı hayali motor hareketleri bulu-
nan veri kümesinde, kullanıcının hayali motor hareketlerinin
frekans bantlarındaki güç yog˘unlug˘unu öznitelik olarak seçtik.
Farklı zamanlama pencerelerindeki verileri ve sınıflandırıcının
çıktısı olan etiketleri kullanarak uyarladıg˘ımız iki farklı
sınıflandırıcı ile EEG sinyallerinin durag˘an olmama durum-
larında kayda deg˘er iyiles¸meler elde ettik.
Bildirinin 2. bölümünde kullandıg˘ımız veriler ve yöntemler
açıklanırken, 3. bölümde deneysel sonuçlara yer verilmektedir.
Son olarak, 4. bölümde bu çalıs¸mada ulas¸tıg˘ımız vargılar ve
devam etmekte olan çalıs¸malarımız anlatılmaktadır.
II. VERI˙LER VE YÖNTEMLER
A. VERI˙ KÜMESI˙ 1
Bu çalıs¸mada kullanılan 1. veri Graz Teknik Üniver-
sitesi’nin Biyomedikal Mühendislig˘i Enstütüsü Tıp Bilis¸im
Bölümü tarafından BCI Competition 2003 yarıs¸ması için
toplanmıs¸tır. Bu veri, 25 yas¸ındaki sag˘lıklı bir kadın denekten
kol dayama yeri olan rahat bir sandalyede otururken alın-
mıs¸tır. Deneg˘in görevi ekranda gördüg˘ü geri bildirim çubug˘unu
hayali sol ve sag˘ el hareketleri aracılıg˘ıyla kontrol etmektir.
Deneyde 140 eg˘itim, 140 test olmak üzere 280 sınama grubu
vardır. Her sınama grubunun uzunlug˘u 9 saniyedir. Sınama
gruplarının ilk 3 saniyelik hazırlık periyodundan sonra sol ya
da sag˘ gösteren bir ok is¸areti ekranda belirir. Bundan sonraki
6 saniyede hayal etme gerçekles¸tirilir. EEG sinyali, 10-20
elektrot yerles¸im düzenindeki C3, Cz, C4 kanallarından 128
Hz ile örneklenmis¸tir. Kanal dizilimi S¸ekil 1’den incelenebilir.
Detaylar için [11] bakılabilir.
B. VERI˙ KÜMESI˙ 2
Bu çalıs¸mada kullanılan 2. veri ise Graz Teknik Üniver-
sitesi’ nin Beyin Bilgisayar Arayüzleri Laboratuvarı çalıs¸an-
ları tarafından BCI Competition 2005 yarıs¸ması için toplan-
mıs¸tır. Bu EEG veri, 3 kullanıcının her birinden farklı
zamanlarda gerçekles¸tirilen 3 oturumda toplanmıs¸tır. Çalıs¸-
malarımızda, aynı deney düzeneg˘inde toplanan “s4” ve “x11”
kullanıcılarının durag˘an olmayan veri kullandık. Bu deneklerin
görevi ekranda gördükleri topu, hayali sol ve sag˘ el hareketleri
aracılıg˘ıyla hedef bölgeye yönlendirmektir. “s4” ve “x11”
kullanıcılarının her birinin sınama grup sayısı 1080’dir. Her sı-
nama grubunun uzunlug˘u 9 saniyedir. 4 ile 7 saniyeler arasında
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S¸ekil 1: EEG Kanal Dizilimi
geri bildirim gözlemlenir. 10-20 elektrot yerles¸im düzenindeki
C3 ve C4 kanallarından 125 Hz ile örneklenen EEG sinyalinin
kanal dizilimine S¸ekil 1’den bakılabilir. Detaylar için [12]
bakılabilir.
C. ÖZNI˙TELI˙K BULMA
Bu çalıs¸mada öznitelik çıkarımı için alfa (8Hz-13Hz),
beta (14Hz-18Hz), sigma (18Hz-30Hz ) frekans bantlarındaki
güç deg˘is¸imlerinden yararlandık. Bu deg˘is¸imleri duyumotor
ritimleri analiz etmek için kullandık. Bu frekans bantlarındaki
spektral güç yog˘unlukları kullanıcının hayali motor hareket
isteg˘ini gösterdiklerinden [13] bu çalıs¸mada öznitelik olarak
kullanıldılar.
D. UYARLAMA METODU
Bu as¸amada, yarı güdümlü ög˘renme uygulaması olarak,
BBA sistemini, kullandıg˘ımız sınıflandırıcının çıktısı olan
etiketlerle güncelleyerek EEG sinyalini topladıkça uyarlıyoruz.
Burada, eg˘itim verilerinin az olması ve EEG sinyallerinin
durag˘an olmaması durumlarında 2 farklı uyarlama yaklas¸ımı
izledik.
Eg˘itim verilerinin az oldug˘u problem ile ilgili uyarla-
mamızda Blumberg’in önerdig˘i uyarlama yönteminden yola
çıkarak [2] S¸ekil 2’de gösterilen güncelleme yaklas¸ımını kul-
landık. S¸ekil 2’de görüldüg˘ü gibi öncelikle eg˘itim verileri ile
sınıflandırıcı ög˘renilir. Daha sonra test verisinden bir grup
veri alınıp olus¸turulan sınıflandırıcı ile test edilerek tahmini
etiketler olus¸turulur. Tahmini etiket olus¸turma is¸lemi için her
döngüde sıradaki test grup verisi kullanılır. Tahmini etiketler
olus¸turulduktan sonra sınıflandırılan test verisi grubu, tahmini
etiketlerle eg˘itim verisine eklenir. Test verisindeki tüm gruplar
bitene kadar bu döngü devam eder. Burada anlatılan yöntem
matematiksel olarak as¸ag˘ıdaki gibi ifade edilebilir:






i _ T (t), T r_Li _M i(T (t))) (1)
Burada “M” sınıflandırıcının olus¸turdug˘u etiketlere,
“Tr_L” ise eg˘itim verisinin etiketlerine kars¸ılık gelmektedir.
Sınıflandırıcı fonksiyonu olarak kullanılan "fclassifier" ’ın
giris¸ deg˘erlerinden “Tr” eg˘itim verisini, “T(t)” ise test
verisini göstermektedir. Denklemdeki sütun bazlı ekleme
is¸lemini ifade etmek için kullanılan “_” is¸leci as¸ag˘ıdaki gibi
örneklendirilebilir:
a = [a1 a2 ... an]
T ve b = [b1 b2 ... bn]
T s¸eklinde tanım-
lanan matematiksel ifadelerde ekleme is¸leci kullanıldıg˘ında
a _ b = [a1 a2 ... b1 b2 ... ]
T sonucu elde edilir.
EEG sinyallerinin durag˘an olmaması durumuyla ilgili
uyarlamamızda ise Blumberg’ in çalıs¸masına benzer bir gün-
celleme yaklas¸ımında bulunduk. Burada, kullanıcıların farklı
test verileri ile yaptıg˘ımız deneylerde, S¸ekil 2’den farklı olarak
sınıflandırıcının buldug˘u etiketlerle eg˘itim veri kümesinin so-
nuna ekleme yaparken, eg˘itim veri kümesinin bas¸ından da ek-




















S¸ekil 2: Uyarlama Metodu S¸eması
III. DENEYSEL SONUÇLAR
Bu bildirideki çalıs¸mamızın, ilk deneyinde birinci veri
kümesini kullanarak eg˘itim verisinin az oldug˘u durumda
yarı güdümlü ög˘renme ile uyarlama yaptık; sınıflandırıcı
sonuçlarında dikkate deg˘er iyiles¸meler gördük. I˙lk olarak
toplamda sınama grup sayısı 140 olan eg˘itim verisinin
15 tanesini, bas¸langıç eg˘itim verisi olarak kullandık. Daha
sonra sınıflandırıcının buldug˘u etiketlerle eg˘itim veri kümesini
büyüterek sınıflandırıcının zaman içinde eklenen veriye
uyarlanmasını inceledik. Bas¸langıç eg˘itim verisindeki sınama
grubu sayısını 15 yerine 20 alarak deneyi tekrarladık ve bu
is¸lemi eg˘itim veri sınama grubu sayısı 70 olana kadar arttırarak
sonuçları inceledik.
S¸ekil 3 ve S¸ekil 4’te giderek büyüyen eg˘itim veri-
lerinde Dog˘rusal Ayırtaç Analizi (DAA) ve Destek Vek-
tör Makinesi (DVM) sınıflandırıcılarının sonuçlarını görmek-
teyiz. Bu grafiklerde yatay eksen eg˘itim verisinin deneyin
bas¸ındaki boyutunu sınama grup sayısı cinsinden gösterirken,
dikey eksen sınıflandırıcının ortalama dog˘ruluk deg˘erini yüzde
olarak vermektedir. Burada uyarlama kullanmadan yapılan
sınıflandırma is¸leminin sonuçları ile, uyarlama kullanıldıg˘ın-
daki sonuçlar kıyaslanmıs¸tır. Uyarlama metodunda tahmini
etiketlerle ya da test verisinin gerçek etiketleri ile model-
lerimizi güncelledig˘imiz iki farklı durumu inceledik. Elde
ettig˘imiz sonuçlardan yola çıkarak eg˘itim verisi ne kadar az ise
sınıflandırıcı sonuçlarındaki iyiles¸me oranının o kadar yüksek
oldug˘unu söyleyebiliriz. Ayrıca gerçek etiket kullanımındaki
iyiles¸menin tahmini etiket kullanımındaki iyiles¸meye göre
daha iyi oldug˘u görülebilir. Tahmini etiketler yerine gerçek
etiket kullanımı ile uyarlama yaparak elde edeceg˘imiz en
yüksek iyiles¸me oranını da göstermis¸ oluyoruz. Elbette gerçek
etiket normal s¸artlar altında ulas¸ılabilir bir bilgi olmayabilir.




















S¸ekil 3: Etiketli verinin az miktarda oldug˘u durum (DAA)






















S¸ekil 4: Etiketli verinin az miktarda oldug˘u durum (DVM)
I˙kinci deneyde, sistemin yarı güdümlü ög˘renme ile za-
man içinde deg˘is¸en sinyallere uyarlanmasında veri kümesi
2 bölümünde anlattıg˘ımız durag˘an olmayan veri kullandık.
Burada her kullanıcıdan 3 farklı zamanda veri alındıg˘ı için veri
her kullanıcı için 3 bölümden olus¸maktadır. Bir kullanıcıdan
alınan ilk verinin yarısı 1. seans (s1), ondan sonra alınan veri
2. seans (s2) ve en son alınan veri de 3. seans (s3) diye
isimlendirdik. Burada s1 kümesini ("s4" kullanıcısı için 155
sınama grubu, "x11" kullanıcısı için 180 sınama grubu) eg˘itim
verisi olarak, s2 ("s4" kullanıcısı için 355 sınama grubu, "x11"
kullanıcısı için 358 sınama grubu) ile s3 ("s4" kullanıcısı için
305 sınama grubu, "x11" kullanıcısı için 355 sınama grubu)
veri kümelerini ise ayrı ayrı test verileri olarak kullandık. Bu
deneyde amaç; ilk gün veri kaydedildikten sonra takip eden
günlerde eg˘itim ve kalibrasyona zaman ayırmadan, eldeki veri
ile sistemi çalıs¸tırıp zaman içinde gelen veriye sınıflandırıcının
adapte olmasını sag˘lamaktır.
Tablo I ve Tablo II’de uyarlamanın durag˘an olmayan
sinyaller üzerindeki etkisini, Dog˘rusal Ayırtaç Analizi (DAA)
ve Destek Vektör Makinesi (DVM) sınıflandırıcısı ile her
kullanıcı için gözlemledik. Tablo I’de s4, Tablo II’de x11
kullanıcı verilerinin deneysel sonuçları yer almaktadır. Bu-
rada da uyarlama kullanmadan yapılan sınıflandırma is¸leminin
sonuçları ile, uyarlama kullanıldıg˘ındaki sonuçlar kıyaslanmıs¸
ve beklendig˘i üzere gerçek etiket kullanımındaki iyiles¸menin
tahmini etiket kullanımındaki iyiles¸meye göre daha iyi oldug˘u
gözlemlenmis¸tir.
Eg˘itim-Test Sınıflandırıcı Uyarlamasız Tahmini Etiket Orijinal Etiket
s1-s2 DAA 67.10 69.85 71.86
s1-s3 DAA 66.75 68.78 70.50
s1-s2 DVM 67.49 69.91 71.58
s1-s3 DVM 67.18 69.01 73.91
Tablo I: Zaman içinde deg˘is¸en sinyaller için uyarlama sonuçları
(s4)
Eg˘itim-Test Sınıflandırıcı Uyarlamasız Tahmini Etiket Orijinal Etiket
s1-s2 DAA 70.39 72.09 77.18
s1-s3 DAA 83.35 84.53 85.63
s1-s2 DVM 70.87 73.57 76.84
s1-s3 DVM 83.86 85.24 86.06
Tablo II: Zaman içinde deg˘is¸en sinyaller için uyarlama
sonuçları (x11)
IV. VARGILAR
Bu çalıs¸mada tasarlanan hayali motor hareket deneyinde,
etiketli verinin az oldug˘u veya zamana göre deg˘is¸iklik gösteren
EEG sinyallerinin oldug˘u durumlarda sınıflandırıcıların elde
ettig˘i etiketleri kullanması ile yapılan yarı güdümlü uyarlama
yönteminin bas¸arımı incelenmis¸tir. Etiketli verinin oldukça
küçük olması halinde, uyarlanan sınıflandırıcının uyarlama
yapılmayan statik sınıflandırıcıya göre %5 oranında daha dog˘ru
sonuçlar elde ettig˘i görülmüs¸tür. Etiketli verinin büyümesi ile
aradaki fark azalmıs¸, fakat uyarlanan sınıflandırıcı daha iyi bir
performans göstermeye devam etmis¸tir. Bu deneylerde uyarla-
manın verinin gerçek etiketi ile yapılması halinde gözlemlenen
iyiles¸meye de yer verilmis¸tir. Gerçek etiketler kullanılarak
yapılan güncelleme ile en bas¸arılı uyarlamaya ulas¸ılacag˘ı
düs¸ünülmektedir. Bu da bize uyarlama ile ulas¸abileceg˘imiz
nihai noktayı is¸aretlemesi açısından önemlidir. Deneyler BBA
deneylerinde sıkça kullanılan DAA sınıflandırıcısı ve daha
karmas¸ık bir sınıflandırıcı olan DVM sınıflandırıcısı ile gerçek-
les¸tirilmis¸ ve her iki durumda da yapılan uyarlamanın perfor-
mans artıs¸ına neden oldug˘u gözlemlenmis¸tir. BBA deneyinin
farklı günlerde kaydedilmesi nedeniyle EEG sinyalinin zaman
içinde deg˘is¸mesinin beklendig˘i veri kümesinde yapılan uyarla-
malarda %4 civarında iyiles¸me görülmüs¸tür.
Bundan sonraki çalıs¸malarımızda, gerçek zamanlı bir BBA
sisteminde kullanıcının sistemdeki hatayı algılaması ile EEG
sinyalinde olus¸an potansiyelleri (ErrP) kullanarak uyarlama
yapmayı planlıyoruz. Bu aras¸tırmalarda, bu makalede sundug˘u-
muz tahmini etiket ile güncellenen sınıflandırıcı sonuçlarının
üzerine çıkarak gerçek etiket kullanımındaki sonuçlara biraz
daha yaklas¸mayı bekliyoruz.
KAYNAKÇA
[1] J. R. Wolpaw, N. Birbaumer, D. J. McFarland, G. Pfurtscheller, and
T. M. Vaughan, “Brain–computer interfaces for communication and
control,” Clinical neurophysiology, vol. 113, no. 6, pp. 767–791, 2002.
[2] J. Blumberg, J. Rickert, S. Waldert, A. Schulze-Bonhage, A. Aertsen,
and C. Mehring, “Adaptive classification for brain computer interfaces,”
in Engineering in Medicine and Biology Society, 2007. EMBS 2007.
29th Annual International Conference of the IEEE. IEEE, 2007, pp.
2536–2539.
[3] S. D. Power, A. Kushki, and T. Chau, “Intersession consistency of
single-trial classification of the prefrontal response to mental arithmetic
and the no-control state by nirs,” PloS one, vol. 7, no. 7, p. e37791,
2012.
[4] B. A. S. Hasan and J. Q. Gan, “Hangman BCI: An unsupervised adap-
tive self-paced brain–computer interface for playing games,” Computers
in biology and medicine, vol. 42, no. 5, pp. 598–606, 2012.
[5] C. Vidaurre, A. Schlogl, R. Cabeza, R. Scherer, and G. Pfurtscheller,
“A fully on-line adaptive BCI,” Biomedical Engineering, IEEE Trans-
actions on, vol. 53, no. 6, pp. 1214–1219, 2006.
[6] ——, “Study of on-line adaptive discriminant analysis for EEG-based
brain computer interfaces,” Biomedical Engineering, IEEE Transactions
on, vol. 54, no. 3, pp. 550–556, 2007.
[7] R. Chavarriaga and J. del Millán, “Learning from EEG error-related
potentials in noninvasive brain-computer interfaces,” Neural Systems
and Rehabilitation Engineering, IEEE Transactions on, vol. 18, no. 4,
pp. 381–388, 2010.
[8] M. Falkenstein, J. Hoormann, S. Christ, and J. Hohnsbein, “Erp com-
ponents on reaction errors and their functional significance: a tutorial,”
Biological psychology, vol. 51, no. 2, pp. 87–107, 2000.
[9] T. J. Zeyl and T. Chau, “A case study of linear classifiers adapted using
imperfect labels derived from human event-related potentials,” Pattern
Recognition Letters, vol. 37, pp. 54–62, 2014.
[10] Y. Li, C. Guan, H. Li, and Z. Chin, “A self-training semi-supervised
SVM algorithm and its application in an EEG-based brain computer
interface speller system,” Pattern Recognition Letters, vol. 29, no. 9,
pp. 1285–1294, 2008.
[11] B. Blankertz, K. Muller, G. Curio, T. M. Vaughan, G. Schalk, J. R.
Wolpaw, A. Schlogl, C. Neuper, G. Pfurtscheller, T. Hinterberger et al.,
“The BCI competition 2003: progress and perspectives in detection
and discrimination of eeg single trials,” Biomedical Engineering, IEEE
Transactions on, vol. 51, no. 6, pp. 1044–1051, 2004.
[12] A. Schlögl, F. Lee, H. Bischof, and G. Pfurtscheller, “Characterization
of four-class motor imagery EEG data for the BCI-competition 2005,”
Journal of neural engineering, vol. 2, no. 4, p. L14, 2005.
[13] E. Koyas¸, M. Saraç, A. Erdog˘an, M. Çetin, and V. Patog˘lu, “Control
of a BCI-based upper limb rehabilitation system utilizing posterior
probabilities (BBA tabanlı üst uzuv rehabilitasyon sisteminin sonsal
olasılık deg˘erleri kullanılarak kontrolü),” 2013.
