Abstract-Displacement maps from multitemporal InSAR (MTI) are usually noisy and fragmented. Thresholding on ensemble coherence is a common practice for identifying radar scatterers that are less affected by decorrelation noise. Thresholding on coherence might, however, cause loss of information over the areas undergoing more complex deformation scenarios. If the discrepancies in the areas of moderate coherence share similar behavior, it appears important to take into account their spatial correlation for correct inference. The information over low-coherent areas might then be used in a similar way the coherence is used in thematic mapping applications such as change detection. We propose an approach based on data mining and statistical procedures for mitigating the impact of outliers in MTI results. Our approach allows for minimization of outliers in final results while preserving spatial and statistical dependence among observations. Tests from monitoring slope failures and undermined areas performed in this work have shown that this is beneficial: 1) for better evaluation of lowcoherent scatterers that are commonly discarded by the standard thresholding procedure, 2) for tackling outlying observations with extremes in any variable, 3) for improving spatial densities of standard persistent scatterers, 4) for the evaluation of areas undergoing more complex deformation scenarios, and 5) for the visualization purposes.
tions of both natural and man-made objects. The parameters of velocity, height, and others, sought as the ultimate MTI estimates, are commonly considered reliable when their ensemble coherence ∈ [0, 1] exceeds a certain threshold of, e.g., 0.7 (see Fig. 1 ) and reaches the value of 1 [2] , [4] . Loss of temporal coherence is commonly associated with the temporal and geometrical decorrelation. Noise from the signal delays caused by the atmospheric disturbances also prevents interferometric phase from being readable. Besides other reasons of inaccuracies such as subpixel positions, sidelobe observations, and orbit errors, there are difficulties in resolving nonuniform deformations. Possible scenarios include nonlinear movements such as high-phase gradients (like in the case of landslide activation process or earthquakes), seasonal patterns (e.g., thermal expansion due to temperature changes, dam oscillations related to the water level change) and other displacement-inducing effects, or a combination of more of them. Usually, only the eyes of InSAR experts are searching for the groups of scatterers that exhibit similar behavior, while evaluating their spatial relations and agreement of the estimated parameters within certain surroundings. New era of operational SAR satellites with frequent observations and enhanced swath coverage (Sentinel-1A), foreseen data boost from constellation missions (Sentinel-1B, TerraSAR Next Generation, Radarsat Constellation Mission, etc.), and nation-wide monitoring initiatives make this task more and more complicated. It is, therefore, of interest to reconsider, more closely, the practice of imposing simple threshold on ensemble coherence value and assess its full informative character, recognized in a range of thematic mapping applications. Although many advances have been achieved in exploiting low or partially coherent targets [8] , [9] , all efforts to evaluate higher order products often remain in the hands of end users, causing common concerns about the reliability of InSAR results by simply observing the locations of extreme velocities. To limit those concerns and possible misinterpretations, we would like to address the topic of a missing concept for finding statistically significant observations by removing those which appear outlying.
II. METHODOLOGY
Given a set of persistent scatterers (PSs) that have undergone standard MTI processing, we dispose of spatial data with multiple variables declared in every location. These variables define the velocity [see Fig. 1(a) ], height or residual height, 1939-1404 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. their standard deviations, coherence [see Fig. 1(b) ], and other parameters.
In our approach, spatial relations are analyzed among all variables employing multivariate analysis. It has to be noted that, for the current state of its development, we are neglecting the postprocessing of deformation time series, thoroughly studied, for example, in [10] and [11] . Since a long history of equally sampled acquisitions is often required for the time-series analysis (which is usually not the case of former SAR missions like ERS, ENVISAT, etc.), our aim is to design a set of procedures that will, at the first level, eliminate multivariate outliers exploiting PSs' pointwise variables only.
Relatively little space has been given to the utilization of data mining techniques for InSAR measurements [11] - [20] . Moreover, none of these techniques have dealt with our primary focus of multivariate outlier detection and removal, and most of them:
1) are based on the assessment of a single variable, i.e., velocity; 2) rely only on displacement time-series analysis, producing less reliable outputs for smaller or nonequally sampled datasets while avoiding spatial relations among the points; 3) lack robustness for performing analysis solely on a set of highly coherent points; 4) require manual handling of the data in different software and geographic information systems; 5) incorporate distortion to the spatial composition of point networks by involving interpolation or gridding; 6) are designed as a single-shot activity with exploitation of one of the data mining techniques (e.g., clustering); 7) do not support the analysis of more complex deformation scenarios over low-coherent areas. Building upon six respective techniques, namely densitybased spatial clustering of applications with noise (DBSCAN) [21] , [22] , principal component analysis (PCA) [23] , graph theory grouping [24] , Voronoi diagrams [25] , median absolute deviation (MAD) [26] , and Jaccard index [27] , our implementation is applicable regardless of the specifics linked with every location in the world or purpose of its monitoring or could serve as a base for doing so. Selected mathematical tools are intentionally kept as simple as possible in order to emphasize the interconnectivity among three main steps [see Fig. 2(a) ] for extraction of location-, data-, and application-driven outliers. The tool is able to process comma-separated value files generated by SARPROZ software [28] ; however, it is platform/application independent once the input is created following the simple structure of SARPROZ's output files. A description of the proposed methodology is accompanied by the results from monitoring of one of the biggest Europe's waterworks, Gabčíkovo-Nagymaros (part Cunovo) in Slovakia, through 52 TerraSAR-X images spanning years 2011-2013.
A. Location-Driven Outliers: Clustering Analysis
The estimation of PS parameters, such as velocities [see Fig. 1(a) ], is performed within the system of equations utilizing several types of connection networks [29] . The connections (i.e., arcs), formed by all the scatterers in a study area, are often intentionally kept adjacent in order to decrease the impact of systematic errors [30] . In other words, systematic errors are causing the groups of PSs separated by a large distance to behave in a different manner from that of being anticipated in mathematical models amongst majority of points. One of many possible approaches to search for location-driven outliers is a clustering analysis.
For demonstration purposes, we adhere to a DBSCAN [21] , [22] algorithm, mainly because of its mathematical simplicity and the ability to find clusters of arbitrary sizes and shapes together with detection of noise. As the whole process operates in 2-D space, image coordinates are used to define the location of points. Selection of the radius (Eps) for which the points are considered reachable is based on Euclidean distances computed between the pairs of PSs in the connection network. By plotting Euclidean distances in ascending order, it is possible to detect the knee of such a graph, expose deviating distances, and select the Eps parameter automatically [31] [see Fig. 3(a) ]. The second input parameter required for a DBSCAN is a minimum number of neighboring points (MinP ts) needed to form a cluster. The selection of the MinP ts parameter depends on the investigation strategy [31] , [32] and preselection of the points for MTI processing. By DBSCAN, we can retrieve clusters of points classified as [see Fig. 3 (b)]: GROUP, the core points of the dataset; ISLANDS, to be evaluated in the next steps; and NOISE, points to be discarded immediately when confirmed as outliers by PCA in the next step or kept when their coherence is greater than a selected minimum. Finally, we get a set of points with a clustered structure [see Fig. 3(b) ], an advantageous one, provided that points allocated within the same cluster exhibit similar behavior, which will be analyzed further.
B. Data-Driven Outliers: PCA
One of the statistical tools capable of exposing multivariate outliers is PCA [23] . By mapping a high-dimensional space into a low-dimensional space, while retaining the maximum variability in terms of the variance-covariance structure, test limits could be applied in order to determine failing observations. The PCA technique has already been applied in a number of SAR/InSAR methodologies [11] , [33] - [37] . However, the ambition here is different.
The goal is to detect outlying observations and, upon points classified in the previous DBSCAN step, track the behavior of all the points allocated within the same cluster in order to investigate why the points have become outliers. This could be the case of, for example, significant variance of residual height in comparison to the residual heights of majority of the points within the same cluster (ISLAND). Or the velocity could be extremely different from the core points (GROUP) of the dataset. The objective is to reveal multivariate outliers while keeping the statistical consistency of each cluster in any variable.
To distinguish between the regular observations and outliers for multivariate data, we construct a diagnostic plot [see Fig. 4 (a)] according to [38] . For each observation, there are score distances and orthogonal distances to the PCA subspace.
To classify the observations, two cutoff lines are drawn, representing statistical confidence level (CL) of, e.g., 90%, for the points being OCs (see Fig. 5 ) when they exceed those limits. 
C. Application-Driven Outliers: Decision-Making Process Using Descriptors for Quality Control and Local Similarity Analysis
Prior to the final analysis, the graph theory [24] is applied to find the connected components of undirected graph and separate the OC detected by PCA (only). Those outliers that have not been excluded as noise in the first round of DBSCAN and PCA are separated in the following way: 1) outliers without any outlier in the neighborhood are considered isolated; and 2) outliers with the presence of other outliers in the neighborhood form an outlier group (see Fig. 6 ).
Only the points that share Voronoi adjacency cells [25] and are within Eps radius are taken as neighboring. This way, tough unfortunately computationally less efficient, the points could have different amount of "natural" neighbors in close surrounding to the limit of the distance (Eps) that implies boundary of noise. 
The abbreviations (Vel., Coher., etc.) stands for variables defined in each point (Velocity, Coherence, etc.).
The outlier structure created upon such principles (see Fig. 6 ) is then passed to the algorithm, and its performance is tested within allocated DBSCAN clusters. The variables for isolated outliers and grouped outliers are then flagged 0 or 1 (see Table I ), according to MAD [26] :
where x i is a value of the variable in the inspected point, x j is the j = 1, 2..., n observation of a nonoutlying neighbor or nonoutlying point remaining from the whole cluster, respectively. M is the median of the series and b = 1.4826 is a constant linked to the assumption of normality of the data [39] . For isolated outliers, if discrepancy in terms of exceeding the rejection criterion of 3 (very conservative), 2.5 (moderately conservative), or 2 (poorly conservative) [26] :
in any variable has not been found and the coherence of the inspected point is greater than a selected minimum, the point is kept in the dataset. Otherwise, it is recognized as the default outlier (see Fig. 8 ).
For OCs in groups, the Jaccard similarity coefficient [27] for each pair inside the group is computed (see Fig. 7) as
evaluating final sample sets-the vectors A and B of zeros and ones for each variable in every point (see Table I ), 1 as a flag for variable exceeding rejection criterion again, meaning that the point is breaking the rules of the allocated DBSCAN cluster in a given variable. Point pairs with the Jaccard index (see Fig. 7 ) lower than a certain threshold (e.g., 0.6, where 0 stands for complete dissimilarity and 1 for complete similarity) are seized for the key step of the whole procedure: the minimum coherence value having a final word in deciding whether the point has an insufficient amount of coherence (lower than a chosen minimum, e.g., points no. 176, 249, and 262) and would be given away from the dataset, or the coherence is sufficient enough (higher than a minimum, e.g., point no. 371) for the point to be excluded-such point will be kept in a dataset as prone to be problematic and/or ambiguously integrated to the corresponding outlier group (see Fig. 8 ).
One could easily grasp the whole concept by following the behavior of the labeled points in Figs. 4-8 and Table I. Points that have been identified as default outliers (176, 249, and 262) show an uplifting motion unlike the majority of subsiding points within the same outliers group.
There are extreme cases when whole ISLANDS are indicated as outliers. Then, the points classified as GROUP are used for the computation of MAD and Jaccard index statistics for each inspected point. Likewise, a minimum coherence rule is applied in order to confirm the statistical consistency of parameters within the cluster in comparison to the majority of the points inside the dataset. Except for those extreme cases (e.g., when there are more outliers in the cluster than nonoutlying points and MAD statistics is biased, or the number of points to keep is lower than a minimum number of neighboring points needed to form a cluster MinP ts, etc.), when whole clusters are indicated as default outliers, this key process is responsible for preserving the group of scatterers with similar statistical nature (see Fig. 9 ), even though their coherence is weakened and by the rules of standard thresholding procedure they would be discarded.
Observing the original deformation map [see Fig. 1(a) ] and the results obtained by thresholding on coherence [see Fig. 9(a) ], there are 1119 out of 1236 points retrieved by the standard thresholding procedure. By applying the procedures described in this research, we have identified 1193 points [see Fig. 9 (b)] with 74 new points belonging also to the problematic part of the dam. These points undergo a strong subsiding motion at the rates of −10 mm/year to −15 mm/year and have much larger deformation velocity, and their ensemble coherence is around 0.5. However, now they preserve consistent information in comparison to the results obtained by the thresholding procedure, where the total loss of information over this area occurs. The problematic part of the dam corresponds to the original riverbed of the Danube river, and it is under investigation due to persistent seasonal movements that are difficult to observe by using standard linear mathematical model assumption for persistent scatterer InSAR (PSInSAR) deformation estimates.
III. EXPERIMENTAL RESULTS
Relying on the C-band observations of Sentinel-1A, we would like to present the performance of our algorithm by the results obtained over the area of active slope failures in Prievidza, Slovakia. Performing PSInSAR processing (see Fig. 10 ) on 32 images from interferometric wide swath mode acquired along ascending track 175, we have identified 9247 scatterers. By imposing the standard threshold of 0.7 on ensemble coherence value, this amount decreased dramatically to 5514 PS points. However, by applying postprocessing analysis following the procedures proposed within this research, we have got 8318 scatterers, more than half of the total amount of standard PS points (see Fig. 10 ), that exhibit spatial and statistical dependence among themselves, as described in Section II. Thanks to this, the problematic areas could be assessed in more detail, as the deformation phenomena of these localities tend to be diminished by the standard thresholding procedure (see Fig. 10 ).
Let us now consider the performance of our algorithm over small areas showing deformation time series as well. The problematic areas of Velka Lehotka, Hradec, and Kos municipality processed by 38 images along Sentinel-1A's descending track 51 are depicted in detailed views (see Fig. 11 ).
Velka Lehotka and Hradec, the suburbs of Prievidza, rest exclusively upon active landslides [see Fig. 11(a) ]. The area of Kos municipality [see Fig. 11(b) ] is heavily undermined. The 2012-2013 reactivation of slope deformations in Hradec and Velka Lehotka caused serious damage to the local infrastructure and buildings. The assessment of the physical activity in these locations has become crucial since the emergency conditions in June 2013. Current monitoring techniques focus on observation of the groundwater level and precise inclinometer measurements. While the method of precise inclinometer provides information on the deformation evolution directly on the shear zone, the InSAR observations enable to assess the deformation phenomena fully across the sliding areas. In the area of 4.6 km 2 , 636 radar scattering targets [see Fig. 11(a) ] have been identified. Standard threshold of 0.7 on ensemble coherence has decreased this amount to 460 PS points. The approach introduced in this study enables us to identify 499 scatterers [see Fig. 11(a) ]. This has increased point densities in low-coherent areas for better evaluation of the complex deformation scenario.
The reliability of scatterers that have been preserved by the algorithm is proven by the inclinometer measurements (see Fig. 12 ). As the data from PSInSAR technique and inclinometer measurements are of different nature and the direct comparison is not possible, the separated graphs have been used instead. The graphs in Fig. 12 are showing the stage of the deformation for respective acquisition dates. Although the deformation time series for low-coherent point ID 13684, 13887 [see Fig. 12(a) ] and 15866, 15936 [see Fig. 12(b) ] are notably more unstable (red), they show a deformation trend similar to the points that overpass the standard threshold of 0.7 (blue) [see Fig. 12(a) ]. The inclinometer measurements prove that the areas are affected by movements. For the point 13887, the closest to the location of borehole inclinometer IGH-5i in Fig. 12(a) , a more disruptive deformation signal is observed after the last inclinometer measurements. Several structures around it would have been left without any information if the standard thresholding procedure had been used, similarly to other 38 newly preserved points that might be crucial for identification of damaged structures. This is exactly the case of the point ID 13684 with time series shown in Fig. 12(a) and damage evidenced on nearby structures [see Fig. 14(a) ].
The unfavorable conditions of slope stability in Kos municipality [see Fig. 11(b) ] have been impaired by underground mining of brown coal. Mining has caused acceleration of mass movements and subsidence of the territory above mined-out underground spaces. Although the coal mining has been gradually ceasing out, the subsidence still represents an ongoing process. The area is regularly monitored by leveling measurements that have been used for the comparison with InSAR deformation time series in this study. As observable in Fig. 11(b) , 513 radar scattering targets have been identified in the area, from which only 399 points can be regarded as PS points, thanks to their ensemble coherence higher than 0.7. Again, the outlier removal procedure has been applied preserving 461 out of 513 targets. As a result, there are 62 low-coherent targets that would be discarded by the standard thresholding procedure. The vast majority of these points is of extreme subsiding motion [see Fig. 11(b) ].
Observing the deformation time series of these points as compared to the leveling measurements, the areas undergo rapid deformation changes that have been identified successfully again. Deformation rates of leveling point ID K-5 [see Fig. 13(a) ] close to the end of monitoring period are undetectable by C-band observations using standard PSInSAR methodology with a linear model assumption as they exceed the interferometric phase detectable in one pixel (half of the radar wavelength per revisit period, i.e., 28 mm/12 days). Damages to structures and local infrastructure caused by sudden changes are documented by photos from the respective area [see Fig. 14(b) ]. These changes are presumably the reason for noise incorporated in the deformation time series of point ID 23967 and 24050 [see Fig. 13(a) ]. Another evidence of structures affected by strong subsiding motion is shown in Fig. 13(b) . Not only the time series of points 23735 and 23698 correspond to the disrupted structures [see Fig. 14(c) ], they began to be monitored by leveling measurements (VBK18, VBK20, and VBK21) only recently, in April 2016, due to persistent problems. In summary, low-coherent points that are preserved by our algorithm are valuable for detecting deformation changes.
IV. CONCLUSION AND FUTURE WORK
This paper presents a novel workflow for detecting outliers in postprocessing of MTI results. Tested upon Sentinel-1 data, this approach has shown its potential in increasing point densities of standard PS point networks. While preserving spatial dependence among low-coherent areas, the main benefits of this methodology include enhanced details visible in deformation maps, highlighted zones of scatterers that would require deeper investigation in terms of systematic errors mitigation, replacement of the frequency band, correction of the processing procedures, and others. The platform will help to interpret higher order MTI products by removing statistically insignificant observations, conserving the full informative character of the whole range of an ensemble coherence value. The multidisciplinary character of the proposed approach allows for modifying the procedures in order to operate with any heterogeneous 2-D point clouds of arbitrary high-dimensional variables. Along with the statistical analysis of time-series data, the state of the art of this approach will focus on making these procedures fully automatic and capable of predictions in order to assist the mitigation of inaccuracies and support the interpretation of higher order products such as displacement maps. Thanks to the availability of both sensing geometries over the studied area of Prievidza, the possibilities of joint postprocessing of ascending and descending geometries with decomposition of line-of-sight vectors will be investigated in future work.
