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DISTANCE MATRICES OF SUBSETS OF THE HAMMING CUBE
IAN DOUST, GAVIN ROBERTSON, ALAN STONEHAM, AND ANTHONY WESTON
Abstract. Graham and Winkler derived a formula for the determinant of
the distance matrix of a full-dimensional set of n + 1 points {x0, x1, . . . , xn}
in the Hamming cube Hn = ({0, 1}n, ℓ1). In this article we derive a formula
for the determinant of the distance matrix D of an arbitrary set of m + 1
points {x0, x1, . . . , xm} in Hn. It follows from this more general formula that
det(D) 6= 0 if and only if the vectors x0, x1, . . . , xm are affinely independent.
Specializing to the case m = n provides new insights into the original formula
of Graham and Winkler. A significant difference that arises between the cases
m < n and m = n is noted. We also show that if D is the distance matrix
of an unweighted tree on n+ 1 vertices, then 〈D−11,1〉 = 2/n where 1 is the
column vector all of whose coordinates are 1. Finally, we derive a new proof of
Murugan’s classification of the subsets of Hn that have strict 1-negative type.
1. Introduction: Distance and Gram matrices
The global geometry of a finite metric space ({x0, x1, . . . , xm}, d) is completely
encoded within its distance matrix D = (d(xi, xj))
m
i,j=0. The distance matrices
we focus on in this article correspond to metric subspaces of the Hamming cube
Hn = ({0, 1}
n, ℓ1). In this context, the metric distance d between two vectors
x, y ∈ {0, 1}n is given by d(x, y) = ‖x − y‖1. Associated with such a distance
matrix D is a Gram matrix G = G(D) that will be described in Section 2. It is,
however, helpful at this point to recall some general properties of Gram matrices.
The Gram matrix of a set of vectors {x1, . . . , xm} ⊂ R
n is the m×m matrix
G(x1, . . . , xm) = (xi · xj)
m
i,j=1
= BBT ,
where B is them×nmatrix whose ith row is given by the vector xi, 1 ≤ i ≤ m. One
may use the Gram matrix G(x1, . . . , xm) to test for linear dependence. Indeed, the
set of vectors {x1, . . . , xm} is linearly dependent if and only if detG(x1, . . . , xm) = 0.
This result is known as Gram’s criterion for linear dependence. All Gram matrices
are positive semi-definite. Moreover, G(x1, . . . , xm) is positive definite if and only
if the set of vectors {x1, . . . , xm} is linearly independent. For a classical treatment
of these results, see Gantmacher [2].
Grammatrices also arise naturally when calculating the volumes ofm-dimensional
parallelepipeds in Rn. Given linearly independent vectors x1, x2, . . . , xm ∈ R
n, the
m-dimensional parallelepiped with sides x1, x2, . . . , xm is, by definition, the set
P = {t1x1 + t2x2 + · · ·+ tmxm | tk ∈ [0, 1], 1 ≤ k ≤ m}.
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For any given set of vectors {x1, . . . , xm} ⊂ R
n, the m-dimensional volume V of
the parallelepiped P with sides x1, . . . , xm satisfies V
2 = detG(x1, . . . , xm). See
Courant and John [1] for a comprehensive treatment of volumes of parallelepideds.
A set of points S in the Hamming cube Hn is said to be full-dimensional if the
convex hull of S has positive n-dimensional volume. Notably, a set S of n+1 points
in Hn is full-dimensional if and only if S is an affinely independent subset of R
n.
As an example, it is well-known that every n + 1 point metric tree T endowed
with the usual graph metric ρ embeds isometrically into Hn. So it follows from
results of Hjorth et al. [7] and Murugan [9] that the embedded vertices of T form
a full-dimensional subset of Hn. The determinant of the distance matrix D of
any such metric tree (T, ρ) is given by det(D) = (−1)nn2n−1 and hence does not
depend upon the geometry of the particular tree T . This remarkable formula is due
to Graham and Pollak [4]. Graham and Winkler [5, 6] generalized this tree result
by calculating the determinant of the distance matrix D of any full-dimensional set
of n+ 1 points {x0, x1, . . . , xn} in Hn. They showed that
det(D) = (−1)nn2n−1 detG(x1 − x0, . . . , xn − x0)
= (−1)nn2n−1V 2,(1)
where V is the volume of the parallelepiped with sides x1 − x0, . . . , xn − x0.
In this article we calculate the determinant of the distance matrix D of an ar-
bitrary set {x0, x1, . . . , xm} ⊆ Hn, m ≥ 1. These calculations are implemented in
Section 2. The resulting formulas are stated in Lemma 2.1, Theorem 2.2 and Theo-
rem 2.4. It follows that det(D) 6= 0 if and only if the set of vectors {x0, x1, . . . , xm}
is affinely independent. In the case m = n we show how to reduce to the aforemen-
tioned result (1) of Graham and Winkler [5, 6]. In Remark 2.7, we point out that
there is a significant difference between the cases m < n and m = n.
In Section 3 we use the formulas from Section 2 and a theorem of Sa´nchez [10] to
provide a new proof of Murugan’s [9] classification of the subsets of Hn that have
strict 1-negative type. Given the distance matrix D of an affinely independent set
{x0, x1, . . . , xm} ⊂ Hn, it becomes necessary to calculate a formula for the inner
product 〈D−11,1〉, where 1 is the column (m+ 1)-vector all of whose coordinates
are 1. This is done in Corollary 3.4.
In Section 4 we consider the case of an embedded n+1 point unweighted metric
tree in Hn and show that 〈D
−11,1〉 = 2/n. We conjecture that this quantity is,
in fact, minimal over all affinely independent subsets {x0, x1, . . . , xm} of Hn and
provide some numerical evidence.
Throughout we assume that n ≥ 2 is a fixed integer and let Hn denote the
n-dimensional hypercube {0, 1}n endowed with the ℓ1-metric.
2. Distance matrices of subsets of the Hamming cube
The hypercube {0, 1}n has a natural additive group structure given by elemen-
twise addition modulo 2. It is easy to check that the ℓ1 metric is invariant un-
der translation in this group. In particular, if X = {x0, x1, . . . , xm} is a given
subset of Hn, then the map Φ(x) = x − x0 is an isometric isomorphism from
X to the set X ′ = {0, x1 − x0, . . . , xm − x0} (where 0 denotes the zero vec-
tor in {0, 1}n). Note that if we set x′i = xi − x0, 0 ≤ i ≤ m, then obviously
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G(x1 − x0, . . . , xm − x0) = G(x
′
1 − x
′
0, . . . , x
′
m − x
′
0) and consequently the m-
dimensional parallelepided with edges x1−x0, . . . , xm−x0 has the same volume as
the m-dimensional parallelepided with edges x′1, . . . , x
′
m.
Consequently, when considering a set {x0, x1, . . . , xm} ⊆ Hn we may assume that
x0 = 0 without altering the distance matrix D and without altering the volume of
the m-dimensional parallelepided with edges x1 − x0, . . . , xm − x0.
Henceforth, given a set {x0, x1, . . . , xm} ⊆ Hn, we will assume that x0 = 0
unless stated otherwise. Throughout the distance matrix of {x0, x1, . . . , xm} will be
denoted by D = (d(xi, xj))
m
i,j=0 = (‖xi−xj‖1)
m
i,j=0. We associate with D the m×n
matrix B whose ith row is given by xi, 1 ≤ i ≤ m. So if xi = (xi,1, xi,2, . . . , xi,n),
then B = (xi,j)
m,n
i=1,j=1. The matrix product BB
T is the m × m Gram matrix
G = G(x1, . . . , xm) = (xi · xj)
m
i,j=1. It it also useful to let u ∈ R
m denote the
column vector u = (x1 · x1, x2 · x2, . . . , xm · xm)
T . Finally, we will use 〈·, ·〉 to
denote the standard inner product on Rn when dealing with quadratic forms such
as (G−1u) · u = uTG−1u = 〈G−1u, u〉. With these notational preliminaries in mind
it is instructive to compare det(D) to det(G).
Lemma 2.1. Let {x0, x1, . . . , xm}, m ≥ 1, be a subset of the Hamming cube Hn.
Then
det(D) = (−1)m−12m−1 det
(
0 uT
u G
)
.
Proof. The following simple identity will be used. For x, y ∈ Hn,
d(x, y) = (x − y) · (x− y) = (x · x) + (y · y)− 2(x · y).(2)
Let Ri and Cj denote the i-th row and j-th column of D respectively. Consider the
matrix D′ that is obtained by applying the following elementary row and column
operations to D. For 2 ≤ i, j ≤ m+ 1 replace Ri by Ri − R1 and then replace Cj
by Cj − C1. Using (2) we see that
D′ =
(
0 uT
u −2G
)
and so
det(D) = det
(
0 uT
u −2G
)
.
The result now follows by factorizing −2 from each of the entries of D′ and replacing
such a factor for the first row and the first column. 
Theorem 2.2. Let {x0, x1, . . . , xm}, m ≥ 1, be a subset of the Hamming cube
Hn. If the set of vectors {x1, x2, . . . , xm} is linearly dependent then det(D) = 0.
Consequently,
det
(
0 uT
u G
)
= 0.
Proof. Suppose that {x1, x2, . . . , xm} is linearly dependent subset of Hn. Then
there exist scalars c1, . . . , cm ∈ R, not all zero, such that
∑m
j=1 cjxj = 0. Now set
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c0 = −
∑m
j=1 cj and c = (c0, c1, . . . , cm)
T . Then for each i = 0, . . . , n,
(Dc)i =
m∑
j=0
d(xi, xj)cj
= d(xi, x0)c0 +
m∑
j=1
(
n∑
k=1
|xi,k − xj,k|
)
cj.
Note that since xi,k, xj,k and |xi,k − xj,k| are all either 0 or 1, we have that
|xi,k − xj,k| = (xi,k − xj,k)
2 = xi,k − 2xi,kxj,k + xj,k.
Recalling that
∑m
j=1 cjxj = 0 and swapping the order of summation yields
(Dc)i = c0
n∑
k=1
xi,k +
n∑
k=1

 m∑
j=1
(xi,k − 2xi,kxj,k + xj,k) cj


= c0
n∑
k=1
xi,k +
n∑
k=1
m∑
j=1
xi,kcj +
n∑
k=1
(1 − 2xi,k)
( m∑
j=1
cjxj
)
k
= c0
n∑
k=1
xi,k +

 m∑
j=1
cj

 n∑
k=1
xi,k
= (c0 − c0)
n∑
k=1
xi,k
= 0.
Hence c is a nonzero element of the kernel ofD, and so we conclude that det(D) = 0.
The fact that
det
(
0 uT
u G
)
= 0
now follows immediately from this and Lemma 2.1. 
Lemma 2.3. Suppose that W , X, Y and Z are matrices of sizes j× j, j×k, k× j
and k × k (respectively) and that Z is invertible. Then
det
(
W X
Y Z
)
= det(Z) det(W −XZ−1Y ).
Proof. Simply note the factorization(
W X
Y Z
)
=
(
I X
0 Z
)(
W −XZ−1Y 0
Z−1Y I
)
,
and take the determinant of both sides. 
Theorem 2.4. Let {x0, x1, . . . , xm}, m ≥ 1, be a subset of the Hamming cube Hn.
If the set of vectors {x1, x2, . . . , xm} is linearly independent, then
det(D) = (−1)m2m−1 det(G)〈G−1u, u〉
= (−1)m2m−1V 2〈G−1u, u〉,
where V is the volume of the m-dimensional parallepiped with sides x1, x2, . . . , xm.
In particular, det(D) 6= 0.
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Proof. The Gram matrix G is invertible (and thus has a non-zero determinant)
because the vectors x1, x2, . . . , xm are linearly independent. Hence the formulas for
det(D) follow immediately from Lemmas 2.1 and 2.3. Moreover, because the Gram
matrix G is positive definite, 〈G−1u, u〉 6= 0. Consequently, det(D) 6= 0. 
The following corollary holds for any set of vectors {x0, x1, . . . , xm} ⊆ Hn. In
particular, it may be the case that x0 6= 0.
Corollary 2.5. Let {x0, x1, . . . , xm}, m ≥ 1, be a subset of the Hamming cube
Hn. Then det(D) 6= 0 if and only if the set of vectors {x0, x1, . . . , xm} is affinely
independent.
Proof. This is an immediate consequence of Theorems 2.2 and 2.4. 
We now reduce to the result (1) of Graham and Winkler [5, 6] stated in Section
1 by calculating 〈G−1u, u〉 in the case m = n.
Theorem 2.6. Let {x0, x1, . . . , xn} be a subset of the Hamming cube Hn. If the
set of vectors {x1, x2, . . . , xn} is linearly independent, then 〈G
−1u, u〉 = n.
Proof. Let 1 denote the vector in Rn all of whose coordinates are 1. It is easy to
verify that B1 = u. In this setting (m = n) we have the advantage that the matrix
B is invertible and hence B−1u = 1. Then we simply calculate that
〈G−1u, u〉 = 〈(BBT )−1u, u〉
= 〈(B−1)TB−1u, u〉
= 〈B−1u,B−1u〉
= 〈1,1〉
= n.

Remark 2.7. Let {x0, x1, . . . , xm}, m ≥ 1, be a subset of the Hamming cube Hn.
It is worth noting that if the set of vectors {x1, x2, . . . , xm} is linearly independent
and m < n, then it need not be the case that 〈G−1u, u〉 = m. If, for instance, we
consider two linearly independent vectors x1, x2 ∈ {0, 1}
n, then direct calculations
show that
〈G−1u, u〉 =
(x1 · x1)(x2 · x2)(x1 − x2) · (x1 − x2)
det(G)
.(3)
If n = 2 the quantity on the right side of (3) is easily seen to be equal to 2 and this
is consistent with Theorem 2.6. But, in general, if n > 2 the quantity on the right
side of (3) is not even constant. To see that this is so it suffices to consider the case
n = 3. If x1 = (1, 1, 1) and x2 = (1, 1, 0), then 〈G
−1u, u〉 = 3. On the other hand,
if x1 = (1, 0, 1) and x2 = (1, 1, 0), then 〈G
−1u, u〉 = 8/3. In general, the calculation
of 〈G−1u, u〉 is more nuanced in the case m < n because B is no longer invertible.
The following corollary holds for any set of vectors {x0, x1, . . . , xn} ⊆ Hn. In
particular, it may be the case that x0 6= 0.
Corollary 2.8. Let {x0, x1, . . . , xn} be a subset of the Hamming cube Hn. If the set
of vectors {x0, x1, . . . , xn} is affinely independent, then det(D) = (−1)
nn2n−1V 2,
where V is the volume of the n-dimensional parallepiped with sides xj − x0, 1 ≤
j ≤ n.
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Proof. Immediate from Theorems 2.4 and 2.6. 
In the event that an affinely independent set {x0, x1, . . . , xn} ⊂ Hn is an em-
bedded n + 1 point unweighted tree we have that det(D) = (−1)nn2n−1 by the
celebrated formula of Graham and Pollak [4]. It is worth noting that there ex-
ist affinely independent sets {x0, x1, . . . , xn} ⊂ Hn that satisfy this same formula
but which are not embedded trees. For instance, if we set x0 = 0, x1 = (1, 0, 0),
x2 = (0, 1, 0) and x3 = (1, 1, 1) in H3, then it is easy to verify that det(D) = −12.
However, {x0, x1, x2, x3} is certainly not an embedded tree in H3.
3. Applications to supremal negative type
The results of Section 2 afford a new analysis of negative type properties of sub-
sets of the Hamming cube Hn. In particular, we develop a new proof of Murugan’s
[9] classification of the subsets of Hn that have strict 1-negative type. In order to
proceed we need to recall some classical definitions and related theorems.
Definition 3.1. Let (X, d) be a metric space and suppose that p ≥ 0. Then:
(a) (X, d) has p-negative type iff for each finite subset {x0, . . . , xm} of X and
each choice of scalars ξ0, . . . , ξm such that ξ0 + · · ·+ ξm = 0, we have
m∑
i,j=0
d(xi, xj)
pξiξj ≤ 0.(4)
(b) (X, d) has strict p-negative type iff (X, d) has p-negative type and, moreover,
each inequality (4) is strict whenever (ξ1, . . . , ξn) 6= 0.
(c) The supremal negative type of (X, d), denoted by ℘(X,d) or simply ℘X when
the metric d is clear, is defined to be the supremum of all p ≥ 0 such that
(X, d) has p-negative type.
Considerations of negative type arose classically in relation to fundamental iso-
metric embedding problems. For instance, Schoenberg famously determined that
a metric space (X, d) embeds isometrically into a Hilbert space H iff (X, d) has 2-
negative type. Moreover, the range of the embedding will be an affinely independent
subset of H iff (X, d) has strict 2-negative type. Schoenberg further determined
that if a metric space (X, d) has p-negative type then it has q-negative type for all
q ≤ p and that ℘(X,d) is a maximum whenever it is finite. These results appear in
Schoenberg [11, 12, 13].
Subsets of ℓ1 are well-known to have to have 1-negative type. (See, for instance,
Wells and Williams [14, Theorem 4.10].) Explicitly determining subsets of ℓ1 that
have strict 1-negative type is a significantly more challenging (and largely open)
problem. A nice result in this direction is the following theorem of Murugan [9]: A
subset X = {x0, x1, . . . , xm} of the Hamming cube Hn has supremal negative type
℘X = 1 iff the set of vectors {x0, x1, . . . , xm} is affinely dependent. Equivalently,
since the supremal negative type of a finite metric space cannot be strict by Li and
Weston [8], it follows that ℘X > 1 iff the set of vectors {x0, x1, . . . , xm} is affinely
independent. Stated this way, we see that there is a strong correlation between
Murugan’s theorem and Corollary 2.5.
For any metric space (X, d) and any α ∈ (0, 1), the so-called metric transform
dα is also a metric on X and it is easy to verify that ℘(X,dα) = α
−1℘(X,d). Now, for
p ≥ 1, let dp denote the ℓp-metric on R
n. For any x, y ∈ {0, 1}n it is plain to see that
DISTANCE MATRICES OF SUBSETS OF THE HAMMING CUBE 7
dp(x, y) = d1(x, y)
1/p. So, for any X ⊆ {0, 1}n, it follows that ℘(X,dp) = p℘(X,d1).
As ℘(X,d1) ≥ 1, we deduce that ℘(X,dp) ≥ p for all p ≥ 1. It is also worth noting that
in the case p =∞, d∞ is necessarily the discrete metric on X , and so ℘(X,d∞) =∞.
In general, given a metric space (X, d), explicitly calculating or even estimating
℘(X,d) is a difficult exercise in combinatorial optimization. In the case of a finite
metric space (X, d) = ({x0, . . . xm}, d), Sa´nchez [10] gave an explicit formula for
℘(X,d) in terms of the underlying p-distance matrices Dp = (d(xi, xj)
p)mi,j=0, p ≥ 0.
Namely,
(5) ℘(X,d) = min{p : det(Dp) = 0 or 〈D
−1
p 1,1〉 = 0}
where 1 is the column vector all of whose coordinates are 1. In particular, this
shows that if det(Dp) = 0 then ℘(X,d) ≤ p.
Sa´nchez’ proof of (5) depends upon the following theorem.
Theorem 3.2 (Sa´nchez [10]). Let |X | > 1 and (X, d) be a finite metric space of
p-negative type. Then (X, d) has strict p-negative type iff
(1) det(Dp) 6= 0, and
(2) 〈D−1p 1,1〉 6= 0.
Now consider a set X = {x0, . . . xm} ⊆ {0, 1}
n. For p ≥ 1, let D(p) denote the
1-distance matrix for (X, dp). In other words, D
(p) = (‖xi − xj‖p)
m
i,j=0 where ‖ · ‖p
denotes the ℓp-norm on R
n. As per our observations above, we have
D(p)p = (dp(xi, xj)
p)mi,j=0 = (d1(xi, xj))
m
i,j=0 = D
(1)
1
for all p ≥ 1. Notice that D
(1)
1 is just D according to the notation of Section 2.
Hence, by applying Theorem 2.2, we see that if the set X is affinely dependent,
then det(D
(p)
p ) = det(D
(1)
1 ) = 0 for all p ≥ 1. So in this case we deduce that
℘(X,dp) = p for all p ≥ 1. In particular, by applying Theorem 3.2, it follows that
(X, dp) does not have strict p-negative type for any p ≥ 1. Specializing to the case
p = 1 provides a new proof of one implication of Murugan’s theorem. To establish
the converse implication we need to develop two additional results. The first is a
variant of Lemma 2.1.
Theorem 3.3. Let {x0, x1, . . . , xm}, m ≥ 1, be a subset of the Hamming cube Hn.
Then
det
(
0 1T
1 D
)
= (−1)m−12m det(G),
where D = D
(1)
1 = (d1(xi, xj))
m
i,j=0.
Proof. Recall that G denotes the Gram matrix G(x1, . . . , xm) = (xi · xj)
m
i,j=1. Let
u = (x1 · x1, . . . , xm · xm)
T and A = ((xi · xi) + (xj · xj)− 2(xi · xj))
m
i,j=1. Also, for
k ≥ 1, let 1k denote the column vector in R
k all of whose entries are 1. Using (2)
we have that (
0 1Tm+1
1m+1 D
)
=

 0 1 1Tm1 0 uT
1m u A

 .
We proceed by applying elementary row and column operations, as in the proof of
Lemma 2.1. To this end, let Ri and Cj denote the i-th row and j-th column of the
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above matrix, respectively. Then for 3 ≤ i, j ≤ m+ 2, replace Ri by Ri − R2 and
then replace Cj by Cj − C2. This gives that
det
(
0 1Tm+1
1m+1 D
)
= det

 0 1 1Tm1 0 uT
1m u A

 = det

 0 1 0Tm1 0 uT
0m u −2G


where here 0m denotes the zero vector in R
m. Now, factorizing −2 from all of the
entries and then replacing such a factor in the second row and the second column,
we see that
det
(
0 1Tm+1
1m+1 D
)
= (−2)m det

 0 1 0Tm1 0 uT
0m u G

 .
But now we just expand along the top row twice to obtain
det
(
0 1Tm+1
1m+1 D
)
= (−2)m det

 0 1 0Tm1 0 uT
0m u G


= −(−2)m det
(
1 uT
0m G
)
= −(−2)m det(G)
= (−1)m−12m det(G),
as required. 
Corollary 3.4. Let {x0, x1, . . . , xm}, m ≥ 1, be a subset of the Hamming cube Hn.
If the set of vectors {x0, x1, . . . , xm} is affinely independent, then
〈D−11,1〉 =
2
〈G−1u, u〉
> 0,
where D = D
(1)
1 = (d1(xi, xj))
m
i,j=0.
Proof. Recall that G denotes the Gram matrix G(x1, . . . , xm) = (xi ·xj)
m
i,j=1. Since
D is invertible, we may apply Lemma 2.3 with W = 0, X = 1T , Y = 1 and Z = D.
This gives that
det
(
0 1T
1 D
)
= − det(D)〈D−11,1〉.
So, by Theorems 2.4 and 3.3, we see that
〈D−11,1〉 = −
det
(
0 1T
1 D
)
det(D)
= −
(−1)m−12m det(G)
(−1)m2m−1 det(G)〈G−1u, u〉
=
2
〈G−1u, u〉
.
Moreover, the Gram matrix G is positive definite because the vectors x1, . . . , xm
are linearly independent. Hence G−1 is positive definite, and so 〈G−1u, u〉 > 0. 
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Now if the set of vectors X = {x0, . . . , xm} ⊆ Hn is affinely independent, then
det(D) 6= 0 by Theorem 2.4. Moreover, 〈D−11,1〉 > 0 by Corollary 3.4. So we
see that ℘(X,d1) > 1 by (5) and Theorem 3.2. In summary, we have obtained the
following version of Murugan’s theorem.
Theorem 3.5. Let X = {x0, x1, . . . , xm}, m ≥ 1, be a subset of {0, 1}
n. Then
℘(X,dp) ≥ p for all p ≥ 1. Furthermore, the following conditions are equivalent.
(1) X is affinely independent.
(2) (X, d1) has strict 1-negative type.
(3) ℘(X,dp) > p for some p ≥ 1.
(4) ℘(X,dp) > p for all p ≥ 1.
4. Affinely independent subsets of the Hamming cube
In the proof of Murugan’s result given in the previous section, it was shown that
if {x0, x1, . . . , xm} is an affinely independent subset of Hn, then 〈D
−11,1〉 > 0
(where D = D
(1)
1 = (d1(xi, xj))
m
i,j=0). However, there is actually more that can be
said in this setting. As stated earlier, results of Hjorth et al. [7] and Murugan [9]
imply that any unweighted metric tree T on n + 1 vertices embeds isometrically
into Hn as an affinely independent set. For such embedded trees we may compute
the precise value of 〈D−11,1〉. In fact, just as Graham and Pollak [4] showed that
det(D) does not depend upon the geometry of the particular tree, we now show
that this is also the case for the positive quantity 〈D−11,1〉.
Theorem 4.1. Let D be the distance matrix of an unweighted metric tree on n+1
vertices. Then
〈D−11,1〉 =
2
n
.
Proof. Denote the vertices of the tree by v0, . . . , vn and for each i, 0 ≤ i ≤ n, let δi
be the degree of the vertex vi. Let A = (aij)
n
i,j=0 be the adjacency matrix of the
tree and write D−1 = (d∗ij)
n
i,j=0. By Graham and Lova´sz [3, Lemma 1],
d∗ii =
(2 − δi)(2 − δi)
2n
−
δi
2
for all 0 ≤ i ≤ n, and
d∗ij =
(2− δi)(2 − δj)
2n
+
aij
2
for all 0 ≤ i, j ≤ n such that i 6= j. We then compute that
〈D−11 1,1〉 =
n∑
i,j=0
d∗ij
=
n∑
i,j=0
i6=j
d∗ij +
n∑
i=0
d∗ii
=
1
2n
n∑
i,j=0
(2− δi)(2 − δj) +
1
2
( n∑
i,j=0
aij −
n∑
i=0
δi
)
=
1
2n
n∑
i,j=0
(2− δi)(2 − δj).
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Now we use the fact that the sum of the degrees of the vertices of a tree on n+ 1
vertices is 2n. Consequently,
〈D−11 1,1〉 =
1
2n
n∑
i,j=0
(2− δi)(2− δj)
=
1
2n
( n∑
i=0
2− δi
)2
=
1
2n
(
2(n+ 1)− 2n
)2
=
2
n
,
as required. 
The condition 〈D−11,1〉 = 2/n in Theorem 4.1 is not unique to embedded n+1
point trees in Hn. If, for example, we set x0 = 0, x1 = (1, 0, 0), x2 = (0, 1, 0)
and x3 = (1, 1, 1) in H3, then it is easy to verify that 〈D
−11,1〉 = 2/3. However,
{x0, x1, x2, x3} is certainly not an embedded tree in H3.
As for what can be said about affinely independent subsets of Hn that may not
have the structure of an unweighted metric tree, we have the following conjecture.
Conjecture. Let {x0, x1, . . . , xm}, m ≥ 1, be a subset of the Hamming cube Hn.
If the set of vectors {x0, x1, . . . , xm} is affinely independent, then 〈D
−11,1〉 ≥ 2/n.
We have confirmed this conjecture using a computer algebra package for all inte-
gers m,n ≤ 5. In addition, tens of thousands of random tests in larger dimensions
has not provided any counterexamples to date. No clear arithmetic reason for the
conjectured lower bound has come to our attention. Notably, the denominators of
the entries of D−1 can be large compared to n. It is fascinating to ask what, if any,
geometric information is encoded by the quantity 〈D−11,1〉 in this context.
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