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 Executive Summary 3
The project examined coastal and physical oceanographic influences on the catch rates of coral trout 
(Plectropomus leopardus) and saucer scallops (Amusium balloti) in Queensland.  The research was 
undertaken to explain variation observed in the catches, and to improve quantitative assessment of the 
stocks and management advice.   
 
3.1 OBJECTIVES 
1. Review recent advances in the study of physical oceanographic influences on fisheries catch data, 
and describe the major physical oceanographic features that are likely to influence Queensland reef 
fish and saucer scallops. 
2. Collate Queensland’s physical oceanographic data and fisheries (i.e. reef fish and saucer scallops) 
data. 
3. Develop stochastic population models for reef fish and saucer scallops, which can link physical 
oceanographic features (e.g. sea surface temperature anomalies) to catch rates, biological 




Previous research has established a link between tropical cyclones and catch rates of reef fish.  Catch 
rates of coral trout (P. leopardus) fall after a major cyclone, while those of red throat emperor (RTE, 
Lethrinus miniatus) rise.  These changes endure for some years after the cyclone.  The causal 
mechanism underlying the effects is not known, but a number of hypotheses pertaining to factors 
affecting catchability of reef fish have been put forward. 
 
Like many scallop fisheries, catch rates and annual landings from the Queensland saucer scallop 
(A. balloti) fishery display considerable variation.  Recruitment failure in the fishery occurred in 1996 
causing considerable hardship and forcing management to implement spawning stock closures.  
Research shows such variation in scallop fisheries can often be explained by environmental drivers, 
particularly oceanographic properties such as water temperature anomalies, changes in current vectors 
and Chlorophyll-a (Chl-a) levels.  Often these properties are related to the El Niño Southern 
Oscillation (ENSO).    
 
In recent years the Integrated Marine Observing System (IMOS) has expanded, greatly enhancing its 
coverage of Australia’s coasts.  This has resulted in increased observational and modelled data on 
coastal and oceanic properties, and importantly, improved availability of these data for fisheries 
research and management.   
 
A significant physical oceanographic feature of the southeast Queensland coast is the Capricorn Eddy, 
which forms adjacent to the scallop fishing grounds.  The eddy is produced by the East Australian 
Current (EAC) and brings cool nutrient-rich water up from great depths onto the continental shelf.  
Despite the eddy’s close proximity, its influence on the scallop fishery has not been investigated.  
 
It is noteworthy that a severe marine heat wave event on the Western Australian (WA) coast in the 
summer of 2010/11 has had a sustained detrimental impact on the WA saucer scallop (the same species 
as in Queensland A. balloti) fishery in Shark Bay and the Abrolhos Islands.  
 
We propose to examine how physical oceanographic conditions along the Queensland coast, including 
the Capricorn Eddy, variations in SST and tropical cyclones, affect stocks of reef fish and scallops.  
We expect that this will lead to improved modelling, assessment and advice on these important stocks. 
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3.3 RESULTS AND RECOMMENDATIONS 
3.3.1 Cyclones and reef fish 
Cyclones and other low pressure systems that create large swells and wave heights offshore do not 
necessarily result in reduced coral trout catch rates.  This is because the outer barrier reef efficiently 
dissipates offshore swells and protects coral reef habitats.  However, systems that create large 
southeasterly swells in waters between the GBR and the coast can cause significant habitat damage.  
GBR waters between Rockhampton and Townsville act as a long southeast–northwest fetch over 
which such a swell can build.  Also Townsville has its own fetch which runs nearly east–west.  These 
swells bypass the GBR’s natural protection from its barrier reefs.  It is the inshore fetches that are most 
important for explaining the decline in coral trout catch rates after a cyclone.  Declines in coral trout 
catch rates are believed to stem mainly from reduced catchability rather than reduced abundance.  
From Cairns north, due to the lack of suitable fetches, cyclones have almost no discernible effect on 
catch rates.  
 
• We recommend recognition of the importance of inshore wave-height measurements, and the 
collation of available historical measurements.  These data could then be used in new fishery 
catch rate standardisations that can properly take account of the effects of tropical cyclones. 
• We also suggest that new oceanographic models for the GBR be developed to take account of 
the prime importance of the inshore-fetch mechanism in generating damaging swells. 
 
New catch rate standardisations should prove very valuable in fishery management as they may finally 
separate the effects of tropical cyclones from the effects of fishing, which to date has been impossible.  
The process of setting quota in the fishery could then be based on the effects of fishing alone and made 
largely independent of cyclones. 
 
3.3.2 Saucer scallops and coastal and oceanographic influences 
The project examined larval advection patterns for Queensland saucer scallops and relationships 
between commercial catch rates of scallops and coastal and oceanographic variables.  
 
Current strength and direction vectors from a 19-year hindcast dataset (i.e. BRAN 3.5) were used to 
model scallop larvae advection trajectories in the scallop fishing grounds.  Larvae were generally 
found to move in a northwest direction towards the coast.  Although larval connectivity between areas 
was highly variable, the three scallop replenishment areas (SRAs, Yeppoon, Bustard Head and Hervey 
Bay), which are opened and closed to trawling on a rotational basis, each showed relatively high rates 
of self-seeding.  This may explain why adult scallop densities in the areas are relatively high, and why 
the areas receive high levels of fishing effort.  No one single area is responsible for supplying larvae in 
the fishery and larval advection patterns differed significantly between years, over the 19-year time 
series. 
 
• Future larval advection modelling of the fishery should use oceanographic models that include 
tidal vectors.  This was not captured in the BRAN 3.5 hindcast dataset.   
• Studies that provide some understanding of scallop larval vertical migration behaviour, 
especially diel and tidal variation, would also improve the modelling.    
 
The study examined a large number of correlations between commercial catch rates in November 
(when the fishery has traditionally opened each year) and coastal and physical oceanographic 
variables, over 26 years (1988-2013).  The strongest correlation found was 0.85 for Chl-a 
concentration five months earlier in June.  Chl-a appears to have a significant influence on scallop 
catch rates, probably as an important food source to scallops and other fauna, although the relationship 
may not be a simple one.   
 
Physical oceanographic properties of the area where the Capricorn Eddy forms, adjacent to and east of 
the fishery, produced twice as many strong, statistically significant correlations with scallop catch rates 
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than any other area, suggesting that the eddy has a significant effect on the fishery.  November catch 
rates are negatively correlated with bottom water temperature anomalies (correlation = -0.74) and sea 
level (-0.60) at the eddy area three months earlier in August. 
 
November catch rates declined when surface water temperature anomalies were elevated 16-18 months 
prior (May-July, winter previous year) when the scallops were spawned.  Saucer scallop larvae have a 
relatively narrow range of water temperature tolerance and we speculate that elevated SST during the 
winter spawning reduces reproductive output and/or lowers survival of larvae.  This negative 
correlation was common to all five areas examined and is consistent with research from Western 
Australia’s Shark Bay and Abrolhos Is. saucer scallop fisheries where elevated SST during spawning 
results in reduced recruitment.  
 
Chl-a, freshwater flow from rivers adjacent to the scallop fishery, and temperature anomalies had the 
most statistically significant correlations with scallop catch rates.  Sea level and eddy kinetic energy 
generally had relatively few significant correlations with catch rates, while the SOI had no significant 
correlations.  This ranking helps identify the most influential environmental drivers in the scallop 
fishery and future areas for research.     
 
• We recommend that key environmental variables be monitored in conjunction with scallop catch 
rates, including Chl-a, SST and freshwater flows.  Key correlations suggest catch rates in 
November (when the fishery commences each year) may be predicted using environmental data. 
• Key relationships should be incorporated in the quantitative models used to assess the scallop 
fishery.  We examined how three such relationships, for water temperature anomalies, eddy 
kinetic energy and Chl-a, affected performance of the age-structured model used to assess the 
fishery.  Two of the relationships improved the model fit and the estimate of maximum 
sustainable yield (MSY).  Further work is required to determine which relationships result in the 
most improvement to the models.      
• Catch rates and annual landings in the Queensland saucer scallop fishery are highly variable.  In 
1996 the fishery experienced recruitment failure, resulting in the lowest catch rates on record, 
severe hardship to industry and emergency management measures which included spatial 
closures (SRAs).  These rotational closures remain today.  Given that the project identified a 
number of strong correlations with environmental variables (although no causal mechanisms 
were demonstrated), particularly relationships with Chl-a and water temperature, we recommend 
reviewing the need and function of the SRAs.  
 
KEYWORDS: coral trout, Plectropomus leopardus, saucer scallop, Amusium balloti, ocean data 
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 Introduction 4
4.1 BACKGROUND 
There is evidence to suggest that some of Queensland’s major commercial and recreational fisheries 
are affected by physical oceanographic conditions and that in order to improve our ability to assess, 
forecast and manage stocks, some understanding of these influences is required.  
 
In the past, emphasis has been placed on determining inshore and riverine influences, such as 
freshwater flow, on fish stocks.  In contrast, we have relatively little understanding of potentially 
important offshore influences, such as current systems and eddies, cyclone-induced mixing, sea surface 
temperature (SST) and Chl-a.  In recent years, the amount of data being collected on Australia’s 
physical oceanography has greatly increased, mainly due to the Australian Integrated Marine 
Observing Systems (IMOS), but also improved international satellite-based measures.  
 
Previous research has established a link between tropical cyclones and catch rates of reef fish (Leigh et 
al. 2006; Tobin et al. 2010).  Catch rates of coral trout (Plectropomus leopardus) fall after a major 
cyclone, while those of red throat emperor (RTE, Lethrinus miniatus) rise.  These changes endure for 
some years after the cyclone.  The exact causal mechanism is not known. 
 
Leigh et al. (2006) found that a cyclone appears to bring forward the recruitment of RTE to the fishery, 
and hypothesised that this takes place by transporting young fish upwards from deeper, colder water.  
The actual whereabouts of young RTE prior to recruitment are unknown. 
 
Tobin et al. (2010) point out that the effect of a cyclone on the fishery is much longer-lasting than the 
associated cool-water anomaly in sea surface temperature.  They state that the metabolism of coral 
trout may slow down in cooler water, thereby affecting feeding behaviour and catchability, but that it 
remains unexplained why the reduced catchability persists beyond the duration of the temperature 
anomaly. Tobin et al. (2010) also examined warm water anomalies, which are believed to be unrelated 
to cyclones.  There was some evidence that these anomalies produced higher catch rates of coral trout, 
but it was not conclusive. 
 
Previous research has shown that SST affects foraging success of sea birds on the Great Barrier Reef 
(GBR) (Peck et al. 2004; Erwin and Congdon 2007).  This is thought to be related to availability of 
prey (squid and bait fish), which can also be expected to affect reef fish. 
 
Recent modelling of SST allows accurate forecasts of SST on the GBR to be made several months in 
advance (Spillman and Alves 2009).  Such forecasts can also predict the spatial distribution of pelagic 
fish for use in fishery management (Hobday et al. 2011).  Reef fish on the GBR are thought to be 
relatively sedentary, and SST forecasts, instead of indicating spatial distribution of fish, may predict 
their behaviour, prey availability and willingness to take bait. 
 
Research undertaken by Weeks et al. (2010) used satellite and IMOS data to identify and describe the 
Capricorn Eddy, which forms seasonally in the Capricorn-Bunker region off the southeast Queensland 
coast.  This mesoscale cyclonic lee eddy forms by breaking off from the East Australian Current and 
moves westward, bringing cold nutrient-rich water up onto the continental shelf.  The Queensland 
saucer scallop (Amusium balloti) trawl fishery is located adjacent to, and west of, where the eddy 
typically forms.  Relationships between physical features of the eddy and the scallop fishery have not 
previously been investigated.   
 
It is noteworthy that a severe marine heat wave event on the Western Australian (WA) coast in 2011 
appears to have had a detrimental impact on the WA saucer scallop fishery in Shark Bay and the 
Abrolhos Islands (Pearce and Feng 2013; Caputi et al. 2015). 
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We propose to examine how physical oceanographic conditions along the Queensland coast, including 
properties of the Capricorn Eddy and tropical cyclones, affect stocks of reef fish and scallops.  We 
expect that this will lead to improved modelling and assessment of stocks, and improved forecasting. 
 
4.2 NEED 
There is a strong need for Queensland fishery stakeholders, managers and scientists to better-
understand key physical oceanographic influences on target species of commercial and recreational 
fisheries.  
 
Tropical cyclones have been associated with reef fish catch rates.  Coral trout (P. leopardus) catch 
rates typically fall after a major cyclone, while those of red throat emperor (L. miniatus) rise (see 
‘Background’ above).  The effects on catchability can last several years.  While the exact causal 
mechanism is not known, it is thought to be related to water temperature.  
 
A meso-scale nutrient-rich cold water eddy, which breaks from the East Australian Current and moves 
westward onto the Queensland continental shelf is likely to affect the spat settlement, growth, 
abundance and catch rates of saucer scallop (A. balloti).  Understanding these relationships may lead to 
improved management, assessment and forecasting of catch in these fisheries, and it may also lead to 
improved acceptance of quantitative stock assessment results by industry.   
 
This study differs from previous abiotic studies because it focuses more on offshore, oceanic 
influences, rather than coastal rainfall and flow data. 
 
 Objectives 5
1. Review recent advances in the study of physical oceanographic influences on fisheries catch data, 
and describe the major physical oceanographic features that are likely to influence Queensland reef 
fish and saucer scallops. 
2. Collate Queensland’s physical oceanographic data and fisheries (i.e. reef fish and saucer scallops) 
data. 
3. Develop stochastic population models for reef fish and saucer scallops, which can link physical 
oceanographic features (e.g. sea surface temperature anomalies) to catch rates, biological 
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 Methods 6
The methods were applied in discrete steps associated with each of the project’s objectives.  The 
following are brief descriptions of the general methodologies.  More detailed descriptions associated 
with each objective can be found in the relevant Appendices.  
 
6.1 COASTAL AND OCEANOGRAPHIC INFLUENCES ON THE QUEENSLAND SAUCER SCALLOP 
FISHERY 
Full details of the methods can be found in section 19 Appendix 5. Coastal and oceanographic 
influences on the Queensland (Australia) east coast saucer scallop (Amusium balloti) fishery. 
 
Scallop fisheries are often associated with large annual variation in catch and effort.  To help explain 
this variation, this part of the report examined relationships between environmental variables and catch 
rates in the Queensland saucer scallop fishery.  Coastal and oceanographic variables were examined 
from five areas associated with the fishery; three logbook grids where significant catches of scallops 
are reported annually (T30 Bustard Head, V32 Hervey Bay and W34 Fraser Island), an area where the 






























Figure 6-1.  Map of the study domain showing the location of the major rivers, the distribution of saucer scallop 
catches, logbook grids T30 Bustard Head, V32 Hervey Bay and W34 Fraser Island, the Capricorn Eddy and the 
Whole fishery (thick black dots). 
 
 
The environmental variables were monthly mean measures of: 
i. freshwater flow from each of four coastal river systems (Fitzroy, Calliope, Burnett and 
Mary Rivers) adjacent to the scallop fishery 
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ii. surface and bottom sea water temperature anomalies 
iii. sea level and sea level anomalies 
iv. surface and bottom eddy kinetic energy (EKE) 
v. Chlorophyll-a (Chl-a) in surface waters, and  
vi. The Southern Oscillation Index (SOI). 
 
Catch rates were adjusted using a restricted maximum likelihood (REML) approach, mainly to 
standardise monthly catch rates for changes in fishing power over the decades.  Physical 
oceanographic parameters were derived from a 19-year numerical hindcast Bluelink ReAnalysis 
(BRAN 3.5) dataset which is based on the Bluelink ocean model (Oke et al. 2013).  Lags were applied 
to the environmental data so that the influence of conditions 0-24 months prior to the November 
catches could be examined.   
 
Relationships between the environmental variables and scallop catch rates were examined using simple 
correlation.  In each case the response variable was the adjusted mean catch rate of scallops from the 
whole fishery in November.  November was chosen as it is considered to be the start of the fishing year 
and is likely to be when the scallop biomass is at its annual peak.  As the scallops have a minimum 
legal size of 90 mm shell height (SH), the commercial catches are largely composed of individuals that 
are at least one year old (i.e. 1+ age class) that were spawned during winter of the previous year (i.e. 
May-August 15-18 months prior). 
 
Most of the correlation analyses were based on 26 years (1988-2013) of environmental and catch rate 
data.  However, as some datasets are only available for shorter time series, such as the satellite-
measured Chl-a data that only commenced in 2002, fewer observations were available.  It is important 
to note that as the methods were based on correlation, no causal mechanism was demonstrated in the 
study. 
 
6.2 SAUCER SCALLOP LARVAL ADVECTION 
Full details of the methods used to model and analyse saucer scallop larval advection are provided in 
section 20 Appendix 6. Larval Advection Patterns in the Queensland Scallop Fishery. 
 
In order to uncover patterns in scallop larval dispersal off the Queensland East Coast (QEC), we 
generated a 19-cell grid of 0.5° resolution, as in Campbell et al. (2012), covering the QEC from 22.5°S 
to 27°S.  These large grid cells were then each subdivided into 25 smaller cells (0.1° resolution).  Cells 
with a significant portion of their area covered by the mainland or islands were excluded, leaving a 
total of 411 cells.  Utilising current velocity data for this region from the BRAN 3.5 global ocean 
model, we were able to simulate the advection of virtual larvae for 19 annual spawning seasons, from 
1993 to 2011.  Grid cells were seeded with larvae at random, at a rate of nine per week.  Their 
trajectories were simulated for three weeks corresponding to scallop planktonic larval duration.  This 
was done for twenty-four weeks, from June till October each year, corresponding to the Queensland 
scallop spawning season (Dredge 1981).  Seeding was performed at midnight of the first day of each 
week and the final locations of all particles were recorded.  In total, we modelled the fate of 9Larvae x 
411Cells = 3699 tracer larvae seeded per week across the QEC, over a total of 19years x 24weeks = 456 
weeks.  This was done for the surface depth layer of 1-5 metres, and also for the 15m depth layer, in 
accordance with where the Connie simulation suggested distinct current strata may exist.  For both 
depths, both a purely deterministic simulation and a simulation with a random walk were performed.  
The random walk component was implemented such that at each 15-minute time step in the simulation, 
the larvae receive an impulse in a random direction at 5% of the magnitude of the local instantaneous 
current velocity. 
 
From each weekly simulation of larval dispersion, a connectivity matrix was formed, recording the 
number of larvae from each origin cell that ended up in each destination cell, or was lost off the grid.  
An average connectivity matrix was then calculated by taking the element-wise average across all 
connectivity matrices recorded, allowing us to explore which zones lose the most larvae to the ocean, 
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which cells have had the widest spatial seeding range, which cells self-seed, and for the regions with 
the highest fishing effort (Figure 6-2), where their source larvae come from, and where they send their 
larvae to.  A matrix of element-wise variance over time was also calculated to capture variability in the 





















6.3 INFLUENCE OF TROPICAL CYCLONES AND OTHER LOW-PRESSURE SYSTEMS ON REEF FISH  
Full details of the methods used to investigate the effects of cyclones on the Queensland coral reef fin 
fish fishery are provided in section 21 Appendix 7. Impacts of low-pressure systems on the Great 
Barrier Reef: Confirmation of a causal mechanism using catch rates of the coral trout fishery.  The 
methods used comprised: 
• appreciation of a hitherto-overlooked mechanism for generating damaging swells, the inshore-
fetch mechanism of Callaghan (2011a) 
• correlation of data from an existing offshore-fetch model of cyclone-induced wave height (M. L. 




7.1 INFLUENCES ON SAUCER SCALLOP CATCH RATES 
A complete presentation of these results can be found in section 19 Appendix 5. Coastal and 
oceanographic influences on the Queensland (Australia) east coast saucer scallop (Amusium balloti) 
fishery. 
 
A total of 900 correlations were examined between adjusted mean November catch rates and coastal 
and oceanographic parameters (freshwater flows, sea water temperatures anomalies, sea level, EKE, 
Chl-a and SOI), including lagged relationships.  Because the number of correlations is quite large, it is 
important to be aware that about 5% (45 correlations) may be statistically significant simply by chance.  
Several strong, statistically significant correlations were found, as summarised below. Adjusted mean 
November catches were: 
 
1. Almost always positively correlated with freshwater flow from river systems adjacent to the 
fishery, regardless of the lag. 
2. Positively correlated (r ranged from 0.32 to 0.53) with flow for all rivers four months prior 
(July). 
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3. Negatively correlated (r ranged from -0.14 to -0.55) with flow from all rivers 12 months prior 
(November previous year). 
4. Negatively correlated (r=-0.74) with bottom water temperature anomalies at the Capricorn Eddy 
area three months prior (August). 
5. Negatively correlated (r ranged from -0.34 to -0.74) with bottom water temperature anomalies at 
the Eddy area 0-7 months prior.  This indicates that elevated bottom water temperatures anytime 
from April to November in the Eddy area are associated with reduced November catch rates. 
6. Negatively correlated (r ranged from -0.28 to -0.51) with surface water temperature anomalies 
16-18 months prior (May-July, winter spawning period previous year) at all locations. 
7. Positively correlated (r ranged from 0.47 to 0.65) with bottom temperature anomalies at the 
Whole fishery area 21-24 months prior. 
8. Negatively correlated (r=-0.60) with sea level for the Eddy area three months prior (in August). 
9. Negatively correlated (r=-0.64) with the Eddy area surface EKE one month earlier (in October). 
10. Positively correlated (r=0.71) with bottom EKE 22 months prior (January previous year) in the 
Eddy area. 
11. Positively correlated (r=0.85) with Chl-a in T30 Bustard Head five month prior (June). 
12. Negatively correlated (r=-0.80) with Chl-a in T30 Bustard Head 12 months prior (November 
previous year).  
 
The strongest correlation found during the study was 0.85 for Chl-a five months prior in June at T30 
Bustard Head (Figure 7-1).  Although we have not demonstrated any cause or effect, we suspect that 
increased Chl-a in June increases the survival rates of 1+ scallops over the following months from June 






















Figure 7-1.  The correlation between adjusted mean November catch rates and Chl-a concentration in T30 
Bustard Head five months earlier in June.  The upper graph shows logged catch rates from the REML while the 
lower graph shows the back-transformed catch rates.  Straight lines are simple linear regressions of best fit.  
Catch rates for selected years are labelled for clarity. 
 
 
A total of 125 correlations, based on physical oceanographic properties derived from BRAN 3.5 (water 
temperature anomalies, sea level and EKE) were examined for each of the five areas (T30 Bustard 
Head, V32 Hervey Bay, W34 Fraser Island, Capricorn Eddy and Whole fishery, Figure 6-1).  We 
found that the Capricorn Eddy area had the highest number of strong correlations (i.e. correlations ≥ an 
absolute value of 0.5) with November catch rates.  The Eddy area had 12 strong correlations, followed 
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by the Whole fishery area with five.  T30 Bustard Head had four strong correlations, while V32 
Hervey Bay and W34 Fraser Island each had two.  This suggests that the physical oceanographic 
conditions in the area where the Eddy forms have a relatively strong influence on the scallop’s 
population dynamics and fishery. 
 
The Queensland saucer scallop fishery has displayed significant interannual variation in catch rates and 
landings over the past four decades.  In 1996, the fishery is generally considered to have experienced 
recruitment failure.  This resulted in the lowest catch rates on record and caused significant hardship 
among fishers and processors.  At the time, there was no quantitative evidence to suggest that the 
collapse was due to environmental conditions and the response by the fishery managers was to 
implement three permanently closed areas, referred to as the scallop replenishment areas, as a means of 
reducing the risk of recruitment overfishing.  Although the closures have been modified over the past 
two decades and are now rotationally opened and closed to trawling, they are still used to manage the 
scallop fishery.  Results from the present study suggest that the 1996 collapse may not have been 
entirely attributed to fishing mortality.  Several correlations show that low catch rates, including that of 
November 1996, were associated with environmental conditions in the previous months.   
 
7.2 DOES INCLUSION OF OCEANOGRAPHIC COVARIATES IMPROVE SCALLOP STOCK 
ASSESSMENT? 
Three abiotic variables were selected for incorporation into the scallop fishery population model: 
1. ‘Whole fishery’ bottom (95 m) temperature in December, 23 months prior to the November catch 
rates (‘WFBT’). 
2. Capricorn Eddy area bottom (95 m) EKE, 22 months prior in January of the previous year 
(‘CEBEKE’). 
3. Chl-a concentration at T30 Bustard Head, 12 months prior in November of the previous year 
(‘Chl-a’).  
 
These variables were chosen based on a high correlation (or in the case of Chl-a, negative correlation), 
with standardised fishery catch rates in November the following ‘fish year’, defined to be November 
through to October.  Thus, WFBT is operating at a 23-month lag, CEBEKE is operating at a 22-month 
lag, and Chl-a is operating at a 12-month lag. 
  
The fishery population model is described in detail in Campbell et al. (2012), wherein Equation 2 
specifies the stock recruitment relationship, 
log  ,	/	∗ = log 1 − 
/ +  +  
where  , is recruitment (in numbers of scallop) into spatial cell  in year , 	 is the area of cell  
(in km2), 	∗ is the total area of the fishery, , , and  are the productivity, optimality and limitation 
parameters of the Deriso-Schnute stock-recruitment function (Schnute 1985),  is the egg production 
of the fishery in year ,  is the temporal recruitment anomaly in year  and  is the spatial 
recruitment anomaly in cell . These anomaly terms are modelled as ‘random effects’: they are 
estimated parameters that are unconstrained other than that they sum to unity, and are integrated out of 
the final results via Markov-chain Monte Carlo.   
 
To gauge the impact of an abiotic covariate on the model, we replaced the temporal anomaly with the 
abiotic covariate, and estimated the magnitude of this relationship.  Call the abiotic covariate in year   
 , and the magnitude parameter !.  The abiotic covariate is standardised so that it sums to zero and 
has a standard deviation of unity. The stock recruitment relationship becomes 
log  ,	/	∗ = log 1 − 
/ + !" +  . 
If  ! is estimated to be non-zero, the impact of the covariate is assessed through a comparison of the 
model fit (overall and to specific data sets) with a model run when ! is forced to zero (no abiotic 
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covariate).  If ! is estimated to be zero, this indicates the covariate does not improve the model fit, and 
is not in agreement with the fishery model.  
 
Chl-a produced an insignificant ! (< 1e-9), however both WFBT and CEBEKE produced non-zero 
values: 0.1056 and 0.1475.  
 
To give these values some meaningful reference point (and to verify that no error had been made in 
coding this modification) the following procedure was implemented: 
1. Parameters were estimated as in the original model, with a full 32 recruitment anomalies 
estimated. 
2. The last 13 years of these anomalies (i.e. fish year 1997-2009) were captured, and then 
standardised as above (zero sum, unity standard deviation). 
3. The full model parameters are re-estimated with the first 19 years of recruitment anomalies 
estimated freely (as in the original model), and the last 13 years fixed at the captured recruitment 
series multiplied by the estimated magnitude parameter. 
This produced a ! value of 0.414.  An analogy can be made here with ‘explained variation’ (i.e. WFBT 
and CEBEKE ‘explain’ 25% and 36% of the variation in the data respectively); however, given the 
complexity of the data, the model, and the estimation process, this lacks theoretical justification and 
should not be taken literally.  The overall model likelihood has eight components, corresponding to six 
(weighted) data sets and two penalty components, one for the spatial random effects and one for the 
temporal random effects.  It is instructive to compare each of these across four model runs: one where 
the last 13 years have no temporal anomaly (! is fixed at zero), one where the last 13 years are the 
WFBT series (! is estimated), one where the last 13 years are the CEBEKE series (! is estimated), and 
finally one where the temporal anomaly is allowed to float freely (as in the original model).  The 
results of this analysis are presented in Table 7-1. 
 
 
Table 7-1.  Scallop fishery population model likelihood components under different stock-recruitment anomaly 
scenarios.  
Anomaly scenario Lu1 Lu2 LC L L LEsCFISH LEvms LCsCFISH 
No anomalies (! = 0) -352.93 -344.73 -47.03 -44.87 5.88 208.10 77.34 72.07 
WFBT (! = 0.1056) -359.36 -362.35 -49.21 -40.75 6.69 209.09 77.06 71.49 
CEBEKE (! = 0.1475) -365.95 -384.88 -50.48 -37.35 6.59 209.91 78.11 71.46 
Anomalies estimated -409.4 -487.99 -55.38 -21.18 0.60 211.10 73.36 70.40 
 
where Lu1 is the likelihood component (calculated as twice the negative log-likelihood) for the ‘long-
term’ catch per unit effort series, Lu2 is the likelihood component for the ‘CFISH’ catch per unit effort 
series (CFISH is the mandatory commercial fishery logbook database managed by Fisheries 
Queensland), LC is the likelihood for the total annual catch series between 1978 and 1996, L is the 
penalty on the free floating temporal anomalies, L is the penalty on the free floating spatial 
anomalies, LEsCFISH is the likelihood for the CFISH monthly-six minute grid effort, LEvms is the 
likelihood for the fit to the fishing effort calculated from Vessel Monitoring System data, and 
LCsCFISH is the likelihood for the CFISH monthly-six minute grid catch.  For more details on these 
data sets and the likelihood equations see Campbell et al. (2012).  In the above table, row one (! fixed 
at zero) leads to a total (twice negative log) likelihood of -426, row two (WFBT) gives a likelihood of  
-447, row three (CEBEKE) produces -472, and row four (all anomalies estimated) produces -618. 
 
A more direct way to gauge the impact of including one or more abiotic relationships on the model is 
to evaluate various equilibrium quantities (such as maximum sustainable yield, MSY), with and 
without the data.  The following procedure was followed: 
1. Model parameters were estimated with ! at zero (row one of the above table). 
2. An MSY estimation procedure was run [see Campbell et al. (2012) for details]). 
3. Model parameters were estimated using CEBEKE (row three of the above table). 
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4. An MSY estimation procedure was run. 
The results of this analysis were: 526 tonnes (!=0) and 468 tonnes (CEBEKE).  (These values are not 
to be interpreted as actual MSY values for the stock – for that see SAFS 2014).  
 
It is clear from these analyses that i) CEBEKE and, to a lesser extent, WFBT, improve the fit of the 
model, and that ii) this impact is significant with respect to management-relevant quantities.  More 
research is needed to explore the causal mechanisms behind these effects.  
 
7.3 SIMULATING LARVAL ADVECTION  
At the level of a global average, the surface (1-5 m) and deep (15 m) layers did not produce widely 
different results, and so only the surface layer plots are presented in the discussion that follows.  The 
issue of which kind of connectivity best captures the most likely advection path of the larvae is 
explored in the section on fitting a statistical model.  Figure 7-2a plots the mean connectedness of each 
cell, where connectedness is defined simply as the number of other cells a particular cell sent larvae to 
over the 19 years.  Figure 7-2b plots the variance in the connectedness of each site.  It is clear from the 
plots that the mean and the variance in connectedness are strongly correlated.  This implies that the 

















Figure 7-2. a) The mean number of connections made by each cell, and b) variance in connectedness, for the 
QLD Scallop fishery.  Zero is represented by white, and black represents 339 connections. 
 
 
Next, in Figure 7-3 we considered which sites waste the most larvae, losing larvae to outside the 
general scallop fishery area.  Given the dominant current in the region is to the northwest, it is 
unsurprising that cells near to the top end of the region experience the highest wastage.  It is clear from 
the variance plot that the wastage dynamic is as variable as it is pronounced, however, and in a given 
season it is quite possible for these cells to both experience a completely wasted spawning, and a 
spawning with adequate retention.  
  
(a) Mean Connectedness    (b) Variance in Connectedness 
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The level of self-seeding by sites was also considered, as measured by the total number of larvae that 
settle in their initial spawning location.  Significantly, High Fishing Effort Regions 1, 2 and 3 (Figure 
6-2) experience reasonably high levels of self-seeding (Figure 7-4a) and a low variance over time in 
this pattern (Figure 7-4b).  This is a more significant result than the high self-seeding indicated along 
the coast because of its consistency, and because the coastal region’s apparent high self-seeding is in 
part an artefact of the simulation setup.  When the larvae encounter the coast they ‘stick’ there 
artificially as if they settled.  Some may indeed settle there in reality, but a significant portion would 




















Turning our attention specifically to the three regions of high fishing effort indicated in Figure 6-2 we 
are interested in determining 1) the sites whose larvae are responsible for seeding these three regions, 
and 2) where larvae from the three regions end up.  Figure 7-5 shows where the larvae that settle in 
Region 1 come from using a binary scale (a) and a relative grey-scale (b).  Region 1 is the region of 
highest fishing effort in the fishery.  It is quite apparent that self-seeding is very important for this 
region’s maintenance.  Moreover, we already know from Figure 7-4 that self-seeding here is relatively 
stable over time. 
 
 
(a) Mean Wastage of larvae   (b) Variance in wastage over time 
        (a) Level of self-seeding    (b) Variance in self-seeding over time 
Figure 7-3.  a) The mean number of larvae wasted by each cell, and b) variance in wastage, for the 
Queensland scallop fishery.  No wastage is represented by white, and black represents 100% 
wastage. 
Figure 7-4.  a) The level of self-seeding on a relative scale, b) the variance in that self-seeding behaviour. 
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Next we considered Regions 2 and 3.  Figure 7-6a and Figure 7-7a display all sites that contribute to 
Regions 2 and 3 respectively, while Figure 7-6b and Figure 7-7b show the relative contribution of 
those sites.  It is clear that almost any site north of Fraser Island can contribute to Regions 2 and 3 in a 
given spawning season.  However, the dominant sources are clustered in a horizontal band that begins 





















(a) All contributors to Region 1    (b) Relative contribution 
(a) All contributors to Region 2    (b) Relative contribution 
Figure 7-5.  a) All potential source cells for Region 1, and b) the relative contribution by these source cells 
to Region 1. 
Figure 7-6.  a) All potential source cells for Region 2, and b) the relative contribution by these source cells 
to Region 2. 
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In the final step of the analysis we also investigated the destinations of larvae spawned from each of 
the three regions of high fishing effort.  Results from Region 1 are plotted below (Figure 7-8).  It is not 
surprising that the destination cells differ from the source cells, but it does come as a surprise that 
Region 1 appears to send the majority of its larvae to the coast, potentially resulting in beaching of the 
larvae and subsequent loss.  This indicates that the self-seeding dynamic driving the productivity of 
this region is in fact not very common.  Instead it is more common for larvae to be swept coastward in 
a given spawning event.  Results for Regions 2 and 3 reflected a similar pattern, but for these regions, 





















7.4 INFLUENCE OF LOW-PRESSURE SYSTEMS ON THE REEF FIN-FISH FISHERY 
In the inshore-fetch mechanism, a tropical cyclone or other low-pressure system with a particular size 
and position can generate a large southeasterly swell in the waters between the GBR and the coast.  
The waters between Rockhampton and Townsville act as a long fetch over which such a swell can 
build.  At Townsville another, somewhat shorter, fetch runs east–west over which easterly swells can 
build.  These swells bypass the GBR’s natural protection from its barrier reefs which efficiently 
dissipate offshore swells but are much less effective at dealing with swells from inshore. 
(a) All contributors to Region 3    (b) Relative contribution 
(a) All destinations     (b) Relative volume to destinations 
Figure 7-7.  a) All potential source cells for Region 3, and b) the relative contribution by these source 
cells to Region 3. 
Figure 7-8.  a) All potential destination cells for larvae from Region 3, and b) the proportion of larvae from 
Region 1 that end up in each cell.  Note: it is evident that the majority of larvae are washed against the
coast. 
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The results bear out the inshore-fetch mechanism, in that the correlation of coral trout catch rates with 
data from the offshore-fetch model is poor, as was the correlation with cyclone energy in the analysis 
conducted by Leigh et al. (2014).  A few systems have big impacts across very large areas of the GBR, 
while most tropical cyclones, even very powerful ones, have no noticeable effect on the fishery.  The 
offshore-fetch model cannot explain these observations, whereas the inshore-fetch theory does.  The 
few cyclones that have big impacts affect a bigger area than the offshore-fetch model can explain.  
Conversely, the majority of cyclones with large wave-height contributions in the offshore-fetch model 
have no discernible effect on the fishery.  Moreover, the inshore-fetch theory also explains why catch 
rates from Cairns north are hardly ever noticeably affected by tropical cyclones whereas the 
Townsville and Mackay regions are the most affected. 
 
In addition to tropical cyclones, the fishery can be strongly affected by a monsoonal weather pattern 
whereby low pressure cells form from a trough over the Coral Sea while a high pressure cell remains 
fairly stationary over the Tasman Sea, causing a strong pressure gradient.  In extreme cases, such a 
system can generate easterly or southeasterly gales over the majority of the GBR for a week or more, 
as happened in April–May 2000. 
 
We recommend recognition of the importance of inshore wave-height measurements, and the collation 
of available historical measurements.  These data could then be used in new fishery catch rate 
standardisations that can properly take account of the effects of tropical cyclones.  We also suggest that 
new oceanographic models for the GBR should be developed to take account of the prime importance 
of the inshore-fetch mechanism in generating damaging swells. 
 
New catch rate standardisations should prove very valuable in fishery management as they may finally 
separate the effects of weather systems from the effects of fishing, which to date has been impossible.  
The process of setting quota in the fishery could then be based on the effects of fishing alone and made 
largely independent of cyclones. 
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 Discussion 8
8.1 COASTAL AND OCEANOGRAPHIC INFLUENCES ON SCALLOP CATCH RATES 
The study examined correlations between adjusted mean November catch rates and coastal and 
oceanographic variables (freshwater flow, surface and bottom sea water temperature anomalies, sea 
level, surface and bottom EKE, Chl-a and SOI).  Several strong correlations were identified.  In terms 
of ranking variables that are likely to have significant effects, Chl-a and water temperature anomalies 
had the strongest correlations with scallop catch rates.  Sea level and EKE could be deemed as 
intermediate in terms of the number and strength of their correlations, while surprisingly, no significant 
correlations were obtained for SOI.  Freshwater flows were generally positively correlated with catch 
rates, and may be correlated with Chl-a. 
 
Of the five areas where physical oceanographic properties were examined, the area associated with the 
Capricorn Eddy produced the highest number of strong correlations with November catch rates.  This 
suggests that the dynamics of the Eddy have a relatively strong influence on the scallop population 
dynamics.  As the Eddy area is located further offshore, in greater depths and further from the scallop 
fishing grounds compared to the other areas considered, the mechanisms underlying its influence may 
be indirect and more challenging to describe.   
 
Significant short-term (i.e. small lags of 3-6 months) and long-term (i.e. 12-24 month lags) correlations 
were identified, with the largest absolute correlation value of 0.85 obtained for Chl-a five months 
earlier in June at T30 Bustard Head.  As saucer scallops are filter feeders, we speculate that elevated 
June Chl-a levels increase the survival, and possibly growth rate, of adult scallops (i.e. 1+ year old 
scallops) from June to when they were caught in November, probably as a result of increased food 
supply in the coastal ecosystem.  This appears to be a short-term effect and unrelated to recruitment 
(i.e. it does not have a direct effect on reproductive output).   
 
Significant long-term influences, such as the negative correlations with SST anomalies 16-18 months 
prior to the November catch rates (Figure 19-6), are likely to be associated with reduced recruitment.  
These lag periods coincide with the previous year winter spawning which produced the 1+ year old 
individuals that make up the November catches.  This negative correlation with SST is similar to the 
negative effect of elevated water temperatures associated with strong La Niña conditions during the 
saucer scallop winter spawning in Shark Bay, Western Australia (Joll and Caputi 1995; Lenanton et al. 
2009; Caputi et al. 2015).  In brief, elevated SST during the winter spawning period (May-August) is 
associated with reduced catch rates in November the following year. 
 
Three high-correlation relationships were separately incorporated in the quantitative age-structured 
scallop fishery model developed by Campbell et al. (2012), to test whether they improve model 
performance and estimation of key management measures.  Two of these relationships, CEBEKE 
(bottom EKE at the Eddy area in January 22 months prior) and WFBT (bottom temperature anomalies 
in the Whole fishing area 23 months prior) improved model fit and estimation of MSY.  As the age-
structured model estimates recruitment from adult abundance from the previous year, it is the 
relationships with large lags (i.e. 12-24 months) that result in the model improvement. 
 
Incorporating the 12-month lagged Chl-a correlation did not improve the model.  This is probably 
because a 12-month lag is not long enough for the model to include in its estimate of recruitment, 
which is based on the previous year’s spawning stock.  If this Chl-a correlation is due to an increase in 
scallop catchability, then it could be incorporated by allowing the catchability parameter to vary.  This 
highlights that not all strong correlations are likely to improve the fitting of the population model.    
 
While the results are promising and show that assessment of the fishery can be improved, further 
research is required to understand the mechanisms underlying how key coastal and oceanographic 
variables affect the scallop’s population dynamics.  
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8.2 SCALLOP LARVAL ADVECTION 
A number of interesting dynamics of the Queensland Scallop Fishery’s connectivity were explored, 
including site connectedness, site wastage, and site self-seeding.  The sources of larvae responsible for 
seeding the main fishing areas, and destinations of larvae from those same regions were also explored.  
Connectedness was measured as the number of other sites a given site has sent larvae to at any point 
over the 19-season time period from 1993 to 2011.  It is clear from the plots that connectedness is 
strongest close to the coast within Hervey Bay.  Significantly however, connectedness was very 
variable over time, and no region could be identified which seeds many other regions with any reliable 
consistency.  
 
Wastage of larvae from each cell was defined as the number of larvae that exited the fishery within the 
three-week advection period.  Given the dominant regional current is north-westward, the results are 
somewhat intuitive; with the cells in the northern part of the fishery being most likely to have their 
larvae lost across the northern ‘border’.  The variance plots show that these cells are not guaranteed to 
lose larvae, however, as high variability indicates that it is possible for these cells to have a good 
spawning sometimes, and we thus cannot ignore their potential influence on the productivity of the 
fishery entirely. 
 
Next, self-seeding throughout the region was analysed and some very interesting results were 
observed.  The three regions of highest fishing effort were found to experience moderately high self-
seeding, and the variance plots indicated that this pattern was consistent.  We do not see this as a 
coincidence and instead propose that it is likely self-seeding is a driver of the high productivity of 
these high-effort areas.  Notably, there is also a region south of Fraser Island that experiences high 
self-seeding with low variance (see Figure 7-4).  This region is not regarded as a high fishing effort 
region, but is of interest due to its intermittent productivity. 
 
Focus was then directed specifically to the dynamics of the three regions of highest fishing effort.  It 
was found that each is potentially seeded by a very wide area, but a significantly smaller number of 
cells are responsible for the majority of seeding.  This subset of contributing regions is typically 
within, or adjacent to the high fishing effort region itself, reinforcing our conclusion that self-seeding 
plays an important role in the productivity of these regions.  When we looked at where larvae spawned 
in these three regions end up, however, it was found that Region 1 (Figure 6-2) sends a very large 
proportion of its larvae directly to the coast, potentially resulting in the beaching and loss of those 
larvae.  Regions 2 and 3 are also highly likely to lose the majority of larvae due to the dominant 
northward current carrying them off the grid.  This might suggest that while key to productivity, self-
seeding in these regions does not occur in the majority of spawning events, but rather, is the result of a 
less-frequent current pattern. 
 
Overall, this simulation has shown that the dynamics of regional connectivity are highly variable over 
time.  The implication of this is that a single average connectivity matrix cannot provide a sufficient 
description of all connective patterns and is a significant finding, as dominant literature to date has 
tended to rely on average connectivity to describe the regional dispersion patterns.  Crucially, we also 
found that self-seeding seems to be important to sustaining the scallop population in the regions of 
highest fishing effort.  This has implications for the management of the fishery as it suggests that 
rotational closure of portions of the region is more likely to sustain the scallop population than 
protecting a single sub-region, whose larvae are expected to seed the rest of the region. 
 
8.3 EFFECTS OF CYCLONES AND OTHER LOW-PRESSURE SYSTEMS ON REEF FISH 
The time series of fishery catch rates support the theory that the major impacts of low-pressure systems 
to the GBR come from the few systems that are able to use the waters inshore of the GBR as a fetch 
and generate large southeasterly swells behind the outer barrier of the GBR.  The correlations of catch 
rates with the wave-height model using offshore fetch are poor, as were the correlations of Leigh et al. 
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(2014) using cyclone wind energy.  The inshore-fetch mechanism is the only available hypothesis that 
can explain the observations. 
 
Apart from explaining why only a few systems have significant effects on the GBR fishery, while 
many powerful tropical cyclones do not, the inshore-fetch mechanism also explains 
• why the effects of the important systems cover such huge areas of the GBR which cannot be 
explained by other means, and 
• why tropical cyclones have little if any effect north of Cairns. 
 
The inferred large impact of Cyclones Dylan and Ita in 2014 is a new result from this project.  
Previously, it was known that coral trout catch rates fell in 2014, resulting in a decrease in quota 
allocations in 2015, but even the fishers as far as we know did not suggest that Dylan and Ita were 
responsible. 
 
This project has taken substantial steps towards finding a useful correlation between cyclone 
measurements and coral trout catch rates.  The cyclone measurements that are needed appear to be 
easy to collect and are already being collected as part of Queensland’s beach protection program.  
Models based on offshore fetch and northeasterly swells are not likely to be useful because the outer 
reefs of the GBR are very well adapted to dissipating swells from offshore of the GBR.  Models based 
on the SST effects of cyclones, the original aim of this project, will be even less useful. 
 
 Conclusion 9
All of the project objectives have been achieved.  The key findings are that stakeholders (i.e. fishers, 
fishery managers, the science community and others) will have a greater understanding of the 
influence of coastal and oceanographic conditions, including cyclone effects, on the Queensland 
fisheries for reef fish and saucer scallops.  These findings are now being incorporated in the stock 
assessment procedures for these important resources.  For scallops, the outcomes include improved 
management advice for the sustainability of the stocks, based on better understanding of their 
population dynamics and susceptibility, and better forecasting of catches to help fishers prepare for 
fishing seasons.  For reef fish, the major outcome is better estimation of abundance of coral trout due 
to the ability to standardise catch rates for the effects of weather systems; this may also increase the 
acceptance of quantitative stock assessment results by industry. 
 
Objective 1. Review recent advances in the study of physical oceanographic influences on fisheries 
catch data, and describe the major physical oceanographic features that are likely to influence 
Queensland reef fish and saucer scallops. 
 
This objective has been achieved.  Literature reviewed includes a description of the physical 
oceanographic conditions on the Queensland coast, examples of physical oceanographic influences on 
fisheries and reef systems, ocean modelling and larval advection.  The coastal and physical 
oceanographic variables considered include freshwater flow, Chl-a, sea level and wave height data, 
EKE, sea water temperature and temperature anomalies at the surface and bottom, current strength and 
direction, SOI and tropical cyclones. 
 
Objective 2. Collate Queensland’s physical oceanographic data and fisheries (i.e. reef fish and saucer 
scallops) data. 
 
This objective has been achieved.  The project collated physical oceanographic and fisheries data from 
several sources.  We used both raw observational data and model-derived predictions.  Freshwater 
flows were obtained from the Queensland Department of Natural Resources and Mines.  SOI data were 
obtained from the BOM.  Monthly Chl-a were downloaded from the BOM eReefs Data Access - 
Thredds data server (http://ereeftds.bom.gov.au/ereefs/tds/catalogs/ereefs_data.html).  Physical 
oceanographic data on temperature anomalies, sea level and EKE were obtained using the BRAN 3.5 
hindcast dataset with assistance from BOM and CSIRO.  Data on wave heights were obtained from the 
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Queensland Government’s environmental monitoring program 
(http://www.qld.gov.au/environment/coasts-waterways/beach/monitoring/) and from models of tropical 
cyclones by Marjietta L. Puotinen.  Fisheries catch rate data were obtained from the Queensland DAF 
CFISH logbook system and survey data, and standardised to take account of changes in fleet fishing 
power over the ~ 26 year time series (i.e. catch rates were adjusted for fishing effort creep).     
 
Objective 3. Develop stochastic population models for reef fish and saucer scallops, which can link 
physical oceanographic features (e.g. sea surface temperature anomalies) to catch rates, biological 
parameters (e.g. growth, reproduction, natural mortality) and ecological aspects (e.g. spatial 
distribution). 
 
For saucer scallops this objective has been achieved.  Several high-correlation relationships between 
scallop catch rates and coastal and oceanographic variables were demonstrated.  These provide an 
improved understanding of the likely biotic (i.e. Chl-a) and abiotic (i.e. the Capricorn Eddy) drivers 
affecting the scallop stock and the fishery.  Some of the relationships may at least partially explain why 
the fishery crashed in 1996.  The influence of three of these relationships was investigated using the 
age-structured model that is used to assess the fishery.  Two of the three were found to improve the 
model fit, and the estimate of MSY.   
 
For reef fish the objective was achieved by subjective analysis of weather systems, due to lack of 
predictive capability of available oceanographic models for the GBR.  The effect of a given weather 
system on catch rates was found to be highly dependent on the exact position and size of the weather 
system, which makes oceanographic modelling exceptionally difficult.  Objectivity of the analysis was 
improved, however, by the availability of physical measurements of wave height which were collated 
by the project. 
 
It was established that wave height, not sea surface temperature, was the important quantity in gauging 
the effect of tropical cyclones on catch rates, and moreover that the important fetches for generating 
waves on the Great Barrier Reef run between Yeppoon in the southeast and Townsville in the 
northwest, and between Darley Reef in the east and Townsville in the west.  Current oceanographic 
models derived from cyclone wind fields are not able to adequately predict wave height, due to the 
difficulty of modelling the wave-dissipation capability of coral reefs.  Also many low-pressure systems 
that markedly affect the GBR are not, in fact, tropical cyclones.  The oceanographic model that was 
used was, however, beneficial in indicating that the important variable was the presence or absence of 
exposure to large waves, and that the duration of exposure was much less important.  This supports the 
hypothesis that it is physical damage to coral reefs that affects fishery catch rates.   
 
For oceanographic models to be able to predict the effects of low-pressure systems on catch rates, new 
features are needed that emphasise inshore fetches and also consider systems that are not tropical 
cyclones.  The project has shown that the use of direct wave-height measurements is essential, even 
though these may be primarily shore-based.  
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 Implications 10
The commercial catch rate correlation analyses (Appendix 5. Coastal and oceanographic influences on 
the Queensland (Australia) east coast saucer scallop (Amusium balloti) fishery) provide insight and 
direction for further research into likely coastal and oceanographic influences on the scallop stock.  
While no causal mechanisms were demonstrated, it is likely that some of the strong correlations, such 
as the relationship between November catch rates and Chl-a concentration five months prior in June, 
do reflect cause and effect based on primary productivity and scallop food supply.  Hence, it is likely 
that at least some of the correlations can be used to explain variation in the Queensland saucer 
scallop’s population dynamics, catch rates and annual landings.   
 
This is important because the fishery’s landings are highly variable and recruitment has previously 
failed (e.g. 1996) resulting in the fishery’s collapse and subsequent emergency management 
intervention (i.e. scallop replenishment areas implemented since 1997 that persist today).  Prior to this 
project there has been no research to explain the collapse and other significant annual variation in 
landings.  Therefore, a significant outcome of the project is the ability to explain variation in the 
scallop fishery catch rates and landings.  This variation applies to both past catches, such as the 1996 
collapse, and forecasts.   
 
An outcome of the project is the knowledge that when the fishery opens annually in November, catch 
rates can be expected to be reduced if SST was elevated 16-18 months prior during the previous year 
winter spawning period (Figure 19-6).  Similarly, the correlation between Chl-a in June and catch rates 
the following November (Figure 19-16) can be used to help forecast the upcoming season.  Fishers and 
managers can readily access Chl-a data from the BOM eReefs Data Access - Thredds data server to 
help predict catch rates when the scallop fishing year commences in November. 
 
Another outcome of the project is improved quantitative assessment of the scallop stock (section 7.2 
Does inclusion of oceanographic covariates improve scallop stock assessment?).  The age–structured 
model fit and estimates of key management measures, including MSY, have been improved as a result 
of including key environmental relationships in the model.  
 
Outcomes of the larval advection modelling (Appendix 6. Larval Advection Patterns in the Queensland 
Scallop Fishery) include improved understanding of the likely advection of scallop larvae in the 
region.  The findings are relevant to the design and management of closures, including the currently–
deployed scallop replenishment areas (SRAs), which were implemented in 1997 following the collapse 
of the fishery in 1996.  The SRAs are now used both as reproductive refugia to reduce recruitment 
overfishing, and as rotationally targeted fished areas of high scallop density.  The larval advection 
modelling shows that the dominant movement of larvae in the region, based on prevailing currents, is 
north-westerly towards the coast.  It also indicates that the three scallop replenishment areas have 
relatively high rates of self-seeding, which may explain their relatively high densities and why they 
were chosen for closure. 
 
The project has taken substantial steps towards finding correlation between weather-system effects and 
coral trout catch rates (Appendix 7. Impacts of low-pressure systems on the Great Barrier Reef: 
Confirmation of a causal mechanism using catch rates of the coral trout fishery).  Many of the 
measurements that are needed are already being collected as part of Queensland’s beach protection 
program.  Models based on offshore fetch and northeasterly swells are not likely to be useful because 
the outer reefs of the GBR are very well adapted to dissipating swells from offshore of the GBR.  
Incorporating inshore wave height measurements in the standardisation of the coral trout catch rates 
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 Recommendations 11
 
For the scallop fishery we put forward the following recommendations: 
1. Key environmental variables, particularly Chl-a, SST and freshwater flows, should be routinely 
monitored in conjunction with scallop catch rates to help interpret catch rate trends and provide 
forecasts.  
2. Three SRAs are used to regulate much of the effort in the scallop fishery.  These closures were 
implemented in 1997 in high scallop density areas following what was considered to be 
recruitment failure in 1996.  Initially the areas were permanently closed, but were later 
rotationally opened for nine months and closed for 15 months (i.e. two-year cycle).  This 
rotational management regime continues to present day.  Given that the project identified several 
strong environmental drivers in the fishery, including variables that largely explain the record 
low catch rates of 1996, we recommend a review of the need and function of the SRAs, 
particularly in regard to their role in reducing the risk of recruitment overfishing. 
3. The influence of three environmental relationships was considered in the age-structured model 
used to assess the fishery.  Two of the three relationships improved model fit.  The influence of 
the other relationships (listed in 7.1 Influences on saucer scallop catch rates) should also be 
examined and where suitable, incorporated in the stock assessment process.  Influential 
relationships could be incorporated as: a) a modified stock-recruitment-environment relationship 
to improve recruitment prediction, or as b) additional explanatory term/s in the catch rate 
standardisation. 
4. Future larval advection modelling should use oceanographic models that include tidal vectors.  
Studies that provide some understanding of scallop larval vertical migration behaviour, 
especially diel and tidal variation, might also improve the larval modelling.    
 
For the coral trout reef fishery we recommend that: 
5. Inshore wave height measurements should be recognised for their importance in gauging the 
effects of east-coast weather systems on the GBR. 
6. New oceanographic models for the GBR should be developed which take account of the prime 
importance of the inshore-fetch mechanism in generating damaging swells. 
7. Historical inshore wave height measurements should be used in new fishery catch-rate 
standardisations that can properly take account of the effects of east-coast weather systems.   
 
New catch rate standardisations should prove very valuable in fishery management as they may finally 
separate the effects of low-pressure systems from the effects of fishing, which to date has been 
impossible.  The process of setting quota in the fishery could then be based on the effects of fishing 
alone and made largely independent of weather systems. 
 
 Further development 12
 
Although several strong correlations between catch rates and environmental variables were derived for 
the scallop fishery, no causal mechanism was demonstrated.  In fact, for most of the correlations, the 
mechanism underlying how scallop catch rates are affected is unclear.  For example, we don’t know 
whether the strong correlation with June Chl-a (Figure 19-16) is a result of scallop abundance 
increasing, or scallop catchability increasing with Chl-a.  The relatively short period between June and 
November (five months) could suggest the relationship is more likely attributed to increased 
catchability.  Depletion experiments on scallop fishing grounds in areas of high and low Chl-a could 
provide information on how catchability varies with Chl-a.   
 
Better understanding of the diet of scallops, and the role of Chl-a would be useful.  Although June  
Chl-a has a strong positive correlation with November catch rates (i.e. five month lag, Figure 19-16), 
we also note that Chl-a has a strong negative correlation at a lag of 12-13 months (Figure 19-15).  By 
studying bycatch in the scallop fishery, we know that sponges dominate the benthic faunal biomass on 
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the fishing grounds (Courtney et al. 2008).  Sponges are also filter feeders and probably compete with 
scallops for planktonic food, including Chl-a.   
 
We speculate that the strong negative correlations with Chl-a at 12-13 month lags are due to sponges 
outcompeting scallops for Chl-a, resulting in a decline in scallop catch rates.  In brief, the effect of 
Chl-a on scallop catch rates appears complex and may be summarised as follows: elevated June Chl-a 
(short lag of five months) increases November catches, while elevated Chl-a 12-13 months prior 
results in significant sponge population growth (i.e. explosion), which outcompetes the scallops, 
resulting in reduced November scallop catch rates 12-13 months later.  This hypothesis would explain 
the apparent anomaly of finding both strongly positive and strongly negative Chl-a correlations (Figure 
19-15).   
 
Reduced food availability is one of the possible causes that Caputi et al. (2015) put forward to explain 
the decline of 1+ age classes (i.e. residual stock) in the Shark Bay scallop fishery following strong 
La Niña conditions in 2011.  Better understanding of such a possibly-antagonistic relationship between 
scallops and sponges could be obtained via annual fishery-independent monitoring of both species 
groups, in conjunction with Chl-a and fishing effort.    
 
The Capricorn Eddy area was associated with the highest number of strong correlations with physical 
oceanographic variables (sea level, EKE and water temperature anomalies), suggesting that it has a 
significant influence on the scallop population and fishery.  However, the mechanisms underlying how 
these features of the Eddy affect catch rates are unknown.  We don’t know why elevated August 
bottom temperature (Figure 19-7) and sea level (Figure 19-10) in the Eddy area are associated with 
decreased catch rates in November.  Further research on the Eddy properties might help explain the 
mechanisms.  
 
Ready access to updated time series of the coastal and oceanographic variables would be helpful.  For 
the physical oceanographic variables of sea water temperature anomalies, EKE and sea level, the 
project was dependent on the BRAN 3.5 hindcast dataset, which ended in September 2012.  An 
updated times series of these data is currently unavailable, although an updated version of the BRAN 
dataset is planned (Peter Oke CSIRO pers. comm). 
 
Stock assessment of saucer scallops in Queensland is largely based upon commercial catch data, which 
are limited to 1+ scallops, due to the minimum legal size limit.  This contrasts with the WA assessment 
that is primarily based on a November survey catch rate of 0+ scallops which enables an assessment of 
spawning stock and environmental conditions in the previous year which may affect the recruitment, as 
well as providing a reliable predictor of catch in the following year which facilitates the management 
of the stock, which is very important for fishers.  The possibility of obtaining an index of 0+ 
abundance for the Queensland scallop fishery should be explored.  This could be obtained in 
collaboration with industry e.g. from observers on board the trawl fleet at different locations when the 
fishery opens in each November.   
 
Following recruitment failure in 1996, an annual fishery-independent survey of the Queensland scallop 
fishery was funded by the state government from 1997 to 2006 (Dichmont et al. 2000).  This survey 
provided valuable information on the relative abundance of 0+ and 1+ scallops from several hundred 
sites annually.  However, after 2006 support for the survey waned and it has not been undertaken since.       
 
The BRAN 3.5 hindcast dataset does not include tidal vectors and therefore is probably limited in 
regard to modelling scallop larval trajectories, especially in shallow water fisheries close to the coast.  
Coastal oceanographic models that incorporate tidal vectors could improve the modelling, although it 
may be unlikely that such a model encompasses the 19-year time series of BRAN 3.5.  Information on 
scallop larval vertical migration behaviour, especially information on diel and tidal patterns would be 
useful.  As this type of information was unknown, two behavioural scenarios were modelled, with 
similar results - larvae were assumed to remain at the surface (1-5 m) or at 15 m, before settling. 
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Long-term time series on wave height data within the GBR that reflect events associated with low-
pressure systems should be collated and used in the coral trout catch rate standardisation.  They would 
also be useful to development of new oceanographic models for the southern GBR which could 
emphasise inshore fetches and predict damaging swells which affect coral trout catch rates. 
 
 Extension and Adoption 13
• Results were presented and discussed three times during the project at dedicated project steering 
committee meetings (see section 1 Acknowledgements for list of committee members) on 13 
December 2013, 15 August 2014 and 18 September 2015.  Copies of the presentations and 
minutes of the meetings have been forwarded to FRDC with Milestone reports.  
• An article about the project was published in the IMOS newsletter Marine Matters issue 
16 December 2013. 
• Findings were presented at the AMSA 2015 conference.  Courtney, A. J. and C. M. Spillman 
(2015). Coastal and oceanographic influences on the Queensland (Australia) east coast saucer 
scallop (Amusium balloti) fishery.  Australian Marine Sciences Association Conference, Deakin 
University, Geelong, Australia July 5-9, 2015. 
• Project findings are now being incorporated in the stock assessment for Queensland coral trout 
and scallops.  High-correlation relationships are being incorporated in the age-structured model 
used to assess the scallop fishery and derive reference points (i.e. MSY).  The project has made 
significant progress understanding how tropical cyclones affect coral trout catch rates.  It was 
established that wave height, not sea surface temperature, was the important quantity in gauging 
the effect of tropical cyclones on catch rates, and moreover that the important fetches for 
generating waves on the Great Barrier Reef run between Yeppoon in the southeast and 
Townsville in the northwest, and between Darley Reef in the east and Townsville in the west.  
As a result of the project, the coral trout catch rate standardisation has improved, resulting in 
improved stock assessment advice on this high-value iconic species.    
 
 Project materials developed 14
 
The contents of section 19 “Appendix 5. Coastal and oceanographic influences on the Queensland 
(Australia) east coast saucer scallop (Amusium balloti) fishery” by A. J. Courtney and C. M. Spillman 
are intended to be published as a scientific paper in Fisheries Oceanography. 
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 Appendix 4. Review of relevant literature, data and physical 18
oceanographic features 
 
This section of the report addresses Objective 1) Review recent advances in the study of physical 
oceanographic influences on fisheries catch data, and describe the major physical oceanographic 
features that are likely to influence Queensland reef fish and saucer scallops. 
 
18.1 PHYSICAL OCEANOGRAPHIC FEATURES OF THE QUEENSLAND EAST COAST  
18.1.1 Geology 
The geological framework of the Queensland continental shelf was established during the Palaeozoic 
Era (541-252 million years ago).  In southeast Queensland two sedimentary basins have been 
identified.  The Capricorn Basin extends from approximately 21°S to 23°S and consists of more than 
2,600 m of Mesozoic (252-66 million years ago) and Tertiary (65-1.8 million years ago) deposits.  It 
lies between the Bunker and Swain 'highs' which are composed of sedimentary and metamorphic 
materials of greater age than the basin.  The highs provide the foundations on which the Capricorn, 
Bunker and Swain groups of reefs have developed (Figure 18-1).  The Maryborough Basin extends 
from 23°S to 27°S and was formed earlier than the Capricorn Basin from about 6,000 m of Palaeozoic 
and Mesozoic sediments.  In the central Queensland region (21°S) the continental shelf extends widely 
from the coast for approximately 290 km, while in southern Queensland and for most of the New South 
Wales coast (24°S-38°S) the shelf is steep and narrow, and averages 40 km in width.  The depth of the 
shelf edge increases southwards from about 72 m at 25°S to over 160 m 33°S.  Much of the shelf is 
terraced at well-defined depths (Bank of New South Wales 1979). 
 
 
An outstanding physical feature of the 
southeast Queensland coast is the large 
quartz sand barrier islands of North and 
South Stradbroke, Moreton, and Fraser; 
the latter being the largest in the world.  
During glacial and interglacial periods of 
the Quaternary Period the sea level rose 
and fell exposing large areas of the shelf 
that were covered in quartz sand (Hekel et 
al. 1979).  The sand is thought to be 
largely from materials eroded by rivers in 
the highlands of northern New South 
Wales and swept northwards by long-
shore currents (Maxwell 1970).  Strong 
south-easterly winds, likely to have been 
associated with the glacial climatic 
conditions of the period, heaped the sand 
into large dunes which now comprise the 





Figure 18-1.  Distribution of the Queensland 
scallop fishery and the Capricorn Eddy.  The 
blue, green and red are zones in the Great 
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18.1.2 East Australian Current 
Water movement on the Queensland coast is largely driven by the South Equatorial Current, which flows 
west across the Coral Sea.  Church (1987) described the dynamics of the current immediately adjacent to 
the Great Barrier Reef.  As it approaches Australia’s continental shelf, the South Equatorial Current 
bifurcates between 14°S and 18°S resulting in the north-flowing Hiri Current and the south-flowing East 
Australian Current (EAC).  The Hiri Current feeds the equatorial currents with some leakage through the 
Indonesian Archipelago to the Indian Ocean (Figure 18-1).  
 
The EAC is a complex and highly energetic western boundary system and is dominated by a series of 
mesoscale eddies (Ridgway and Hill 2009).  Flow is strongest in summer, often seen as a tongue of 
warm water extending as far south as Tasmania (Ridgway and Godfrey 1997).  Most of the early studies 
on the EAC focused on the higher latitudes (i.e. > 30°S) associated with the Tasman Sea (Boland and 
Hamon 1970; Boland 1973; Boland and Church 1981; Nilsson and Cresswell 1981).  It was not until after 
the 1980s that some key features of the EAC at lower latitudes were examined, in particular the southern 
Great Barrier Reef (Griffin and Middleton 1986; Church 1987; Griffin et al. 1987; Middleton et al. 1994).      
 
Hamon (1965) first described the EAC as being about 150 km wide and often U-shaped, with a southward 
current near the shelf and a northward counter current further offshore.  Boland (1973) supported the  
U-shape description, based on temperature-depth profiles at 33°S.  Current speeds of greater than 1.0 m s-1 
occur near surface waters of the shelf break, while the continental slope and mid-shelf currents are 
generally weaker at about 0.5 m s-1 (Huyer et al. 1988).  Maximum speeds (up to 2.5 m s-1) occur between 
25°S and 30°S (Wyrtki 1962).  The current decreases to half its surface speed at a depth of 250 m.  
Anticyclonic eddies of approximately 250 km in diameter are shed by the current about once every 170 
days near the continental shelf (Nilsson and Cresswell 1981) and move southward and away from the 
coast at approximately 0.05 m s-1 (Hamon 1965).  The eddies are important for nutrient cycling and affect 
gemfish and tuna populations (Ridgway and Hill 2009). 
 
Potter (1975) studied bottom currents in southeast Queensland coastal waters using seabed drifters 
which were released in depths from 9-147 m.  His results suggested that during autumn-winter (May-
June), there was clearly a predominant northward-flowing bottom current off Caloundra.  However, 
during the same period, there were both northward and southward flowing currents off Jumpinpin.  
Drifter recoveries indicated that during spring and summer there appeared to be both northward and 
southward flowing bottom currents at both locations. The Jumpinpin recoveries indicated some east-
west movement of drifters, while the Caloundra drifters tended to move either northeasterly or 
southeasterly. 
 
Harris (1993b; 1993a) obtained measures of near-bed currents, temperature and salinity on the southeast 
Queensland shelf by deploying self-recording current meters at depths ranging between 30 and 190 m in 
areas near Fraser Island and Mooloolaba.  Near-bed currents were found to flow southwards at all times 
near Fraser Island.  A maximum current speed of 1.35 m s-1 was observed in 72 m while the strongest 
mean current of 0.33 m s-1 was obtained in 33 m.  Currents were weaker and less directional at the 
Mooloolaba stations.  Currents were affected mostly by non-tidal forces and attained relatively high speeds 
for periods of 4-5 days, followed by periods of weaker currents at both areas.  Harris suggested the periods 
of high speed were due to eddies being shed by the EAC.  Tidal currents were of greatest importance for 
the inshore stations. 
 
The EAC undergoes changes on interannual timescales, but only a very weak ENSO signal is evident in 
observations (Ridgway and Hill 2009).  Long-term observations show that the EAC has strengthened and 
extended further southward over the past 60 years.  The south Tasman Sea region has become both 
warmer and saltier, with mean trends of 2.28oC/century and 0.34 psu/century over the 1944-2002 period, 
which corresponds to a poleward advance of the EAC Extension of about 350 km (Ridgway and Hill 
2009) .  
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18.1.3 The Capricorn Eddy 
A significant physical oceanographic feature which forms adjacent to the Queensland coast between 
22°S and 24°S is the Capricorn Eddy (Figure 18-1).  Properties of the eddy have been described by 
Church (1987), Griffin et al. (1987), Middleton et al. (1994) and Weeks et al. (2010; 2013).  The 
Queensland scallop fishery is mainly located between 21°S and 26°S in depths of 20-70 m, directly 
west of and adjacent to the Eddy.  Most of the fishery is located in the southern Great Barrier Reef 
(GBR) but it also extends south into Hervey Bay, near Fraser Island.   
 
Griffin et al. (1987) used data from current meters, drifter studies and satellite-tracked buoys to 
suggest that the south-eastward flowing EAC drives the large cyclonic (clockwise) Capricorn Eddy in 
the lee of the Swain Reefs.  Middleton et al. (1994) also described the slow clockwise circulation of 
water deeper than ~100 m over the Marion Plateau from research cruises in 1990.  The region south of 
the Plateau is dominated by Fraser Island and its associated reef called Breaksea Spit (at the tip of 
Sandy Cape at 25°S) which extends from the coast to the shelf break.  To the north, the continental 
shelf widens at about 23°S from about 80 km to more than 200 km, leaving a substantial gap in the 
reefs known as the Capricorn Channel.  The offshore Swain and Saumarez Reefs on the eastern extent 
of the shelf significantly impede the strong pole-flowing EAC resulting in the clockwise eddy.  
Middleton et al. (1994) reported nutrient uplift from the upper slope to the outer shelf proper in the 
Capricorn Channel.  Interestingly they also reported a cold nutrient-rich ‘blob’ of cold water near 
Double Island Point, just south of Fraser Island, which may also affect the infrequent occurrence of 
significant scallop catches in the area.   
 
Weeks et al. (2010) used observational measures and model data to validate satellite images of the 
Capricorn Eddy.  They showed the eddy raises cooler, nutrient-enriched oceanic subsurface water, 
transporting it to the reef zone and eventually into the GBR lagoon.  The influence of the eddy upon 
the scallop fishery has received scant attention, despite its close proximity to the fishery. 
  
18.2 EXAMPLES OF COASTAL AND OCEANOGRAPHIC INFLUENCES ON FISHERIES  
Tremblay and Sinclair (1992) examined the distribution of larval sea scallop (Placopecten 
magellanicus) on the Georges Bank region, near Nova Scotia.  Larval abundance peaks were 
associated with high sea water temperature stratification and tended to be positively related to the 
speed of the along-front current.  Tian et al. (2009) used the Finite Volume Coastal Ocean Model 
(FVCOM) to model transport of P. magellanicus egg, trochophore, veliger and pediveliger stages and 
quantify exchange rates across fishing grounds between Nova Scotia and Massachusetts.  
Mauna et al. (2008; 2011) examined relationships between the distribution and abundance of 
Patagonian scallop (Zygochlamys patagonica) and major current systems and Chl-a in the Argentine 
Sea (SW Atlantic).  They found variability in adult abundance and recruits was strongly related to 
spatial variability of the SW Atlantic Shelf Break Font (SBF) and Chl-a. 
Wolff (1987) and Wolff et al. (2007) examined the influence of El Niño events on the population 
dynamics of the Peruvian scallop Argopecten purpuratus in Independencia Bay, Peru (~14°S).  A. 
purpuratus is a relict of tropical/subtropical fauna inhabiting the Peruvian and Chilean waters which 
has maintained its warm water characteristics during evolution in the cold upwelling water because of 
periodic warm water El Niño events.  The population of Peruvian scallops greatly increases during El 
Niño periods.  Wolff et al. (2007) constructed a multiple regression model to predict catch for the year 
after recruitment, based on catch during the spawning period and temperature, which was used as an 
index of larval settlement.  The model explained 93% of the variation in catches.  Annual landings are 
largely a function of spawning stock size when temperatures are low, but the importance of spawning 
stock size decreases as temperature increases.        
 
The influence of coastal and oceanographic conditions on the population dynamics and fisheries for 
saucer scallops (A. balloti) and rock lobsters (Panulirus cygnus) in Western Australia has been 
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examined by Joll and Caputi (1995), Caputi et al. (1996; 2010; 2015) and Lenanton et al. (2009).  
Strong La Niña conditions (with strong Leeuwin Current flow and high SST) during the winter 
spawning months are always associated with poor scallop larval settlement.  While the strength of the 
Leeuwin Current is significantly affected by El Niño Southern Oscillation (ENSO), the EAC seems 
much less affected.  
 
Spatial distributions of southern bluefin tuna (SBT) along the east Australian coast have been modelled 
using a statistical habitat preference model, forced by ocean temperature, to assist management 
authorities in minimising unwanted SBT capture (Hobday et al. 2011).  The habitat preference model 
was constructed based on archival satellite tag data and combined with ocean temperature information 
(both observed and forecast), to describe three zones of expected SBT distribution (Hobday and 
Hartmann 2006).  The location of SBT habitat along the east coast of Australia is dominated by the 
EAC, with distributions further south in warmer-than-average years, when the EAC moves further 
south, and further north than usual in cooler years (Hobday et al. 2011).  Based on this habitat 
information, three corresponding management zones are then created by fishery managers in the 
region.  Access by fishers to these zones is regulated based on the level of observer coverage and on 
the amounts of SBT quota they are holding (Hobday et al. 2009), and enforced with observer coverage 
and vessel monitoring systems (Hobday et al. 2011).  
 
18.2.1 Coral bleaching 
Mass coral bleaching is caused primarily by anomalously warm ocean temperatures.  Bleaching results 
when corals under stress expel their zooxanthellae, giving rise to the typical white coloration.  Major 
bleaching events tend to occur during the summer months, with coral mortality determined by the 
duration and magnitude of high water temperatures.  Both the severity and frequency of such events 
are predicted to increase under global warming (Hoegh-Guldberg 1999; Baker et al. 2008).  The ability 
to forecast potential ocean conditions that could lead to coral bleaching is a great advancement in the 
management and conservation of such sensitive systems.  
 
The Australian Bureau of Meteorology currently produces two operational seasonal forecast products 
tailored for the Great Barrier Reef (GBR) daily in real-time 
(http://www.bom.gov.au/oceanography/oceantemp/GBR_SST.shtml).  The system used is the 
Predictive Ocean Atmosphere Model for Australia (POAMA) and is currently the only dynamical 
prediction system used for forecasting coral bleaching on a seasonal time-scale.  These forecasts have 
been demonstrated to have useful skill up to three months into the future during the summer months, 
and captured both the 1998 and 2002 GBR bleaching events (Spillman and Alves 2009; Spillman et al. 
2012).  
 
Seasonal forecasts are a valuable tool in marine management, allowing for proactive management 
responses and the early implementation of preventative measures.  POAMA forecasts for the GBR 
form an important component of the Early Warning System in the GBR Marine Park Authority Coral 
Bleaching Response Plan (Maynard et al. 2009).  The Coral Bleaching Response Plan is a strategic 
framework comprising an early warning system and an assessment and monitoring component.  The 
early warning system consists of three stages: climate monitoring, sea temperature monitoring and 
monitoring of bleaching by the general public and tourist operators.  POAMA seasonal forecasts for 
the GBR form an important part of the first stage, providing outlooks of potential bleaching conditions 
for the upcoming summer (Spillman et al. 2011).  Currently seasonal forecasts of bleaching risk are 
most valuable in directing resources and focusing monitoring to increase knowledge of the evolution, 
causes and consequences of bleaching (Spillman et al. 2011). 
 
18.2.2 Oceanography and aquaculture 
Atlantic salmon are grown in Tasmania in coastal sea cages for the final two years of production, 
where the fish are subject to the local environmental conditions (Spillman and Hobday 2014).  Fish 
health and growth are both strongly influenced by ocean temperatures, with salmon in Tasmania grown 
in waters approaching their upper thermal limit in summer (Battaglene et al. 2008).  A strong 
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relationship between monthly observed estuarine salmon farm temperatures and average ocean 
conditions around Tasmania was found for 1991-2010, indicating that despite farms generally being 
located within relatively sheltered coastal waters, temperatures were strongly influenced by the 
adjacent ocean and regional atmospheric processes.  In general terms, if ocean conditions around 
Tasmania are warmer than normal, salmon farm temperatures are also generally warmer  (Spillman 
and Hobday 2014).  Average temperatures in this region are projected to be 2.8oC higher than the 
1990–2000 average by 2050 (Hobday and Lough 2011), due in part to the strengthening of the EAC 
and increased southward flow (Ridgway 2009).  Dealing with impacts of a warmer climate is both a 
current (climate variability) and a long-term challenge (climate change) for salmon farmers in this 
region (Hobday et al. 2008; Spillman and Hobday 2014 ). 
 
18.3 OCEAN MODELLING 
18.3.1 A synopsis of data, numerical, and assimilation modelling 
Over the last 150 years, the oceanographic community has made increasing efforts to improve our 
understanding of the World Ocean, in terms of circulation, production, transformation and spread of 
water masses, and to identify the associated forcing mechanisms (Brasseur et al. 1996).  As a result of 
the numerous surveys achieved so far, vast amounts of in situ data have been collected, either for 
regional or basin-scale studies (Bograd et al. 1999; Chang and Chao 2000; Ganachaud 2003; Worley et 
al. 2005; Roemmich and Gilson 2009).  From the 1980s onward, satellite-borne instruments began to 
provide steady, massive influxes of concurrent data (McClain et al. 1985; Gordon 1997; Gregg and 
Casey 2004).  One of the most traditional ways to examine these collections of observations is the 
production of synthetic maps of hydrological properties, depicting the “mean” climatological state of 
the sea (Roemmich and Sutton 1998; Ridgway et al. 2002).  Maps of transient deviations, better known 
as anomalies, can be produced as well (Kaplan et al. 1998; Beggs et al. 2011). 
 
Even before the advent of computers, the oceanographic community also began to develop a number of 
simple ocean circulation models (Weaver and Hughes 1992; England and Oke 2002).  The first real 
progress towards a primitive equation ocean circulation model came with the work of Bryan and Cox 
(Bryan and Cox 1967; Bryan and Cox 1968), who developed a model of ocean circulation carrying 
variable temperature and salinity, based upon the conservation equations for mass, momentum, heat 
and moisture, and the equation of state (England and Oke 2002).  Since the early efforts of Bryan and 
Cox, a great number of ocean model developments have occurred (McWilliams 1996; Griffies et al. 
2000; Marsland et al. 2003; Shchepetkin and McWilliams 2005; Chassignet et al. 2007; Smith 2007). 
To a large extent, numerical models are driven by observations (in the form of climatological or 
anomaly fields), namely as boundary conditions.  Therefore, the quality of numerical ocean model 
predictions depends not only on the algorithms, but also on the input data (Large et al. 1997; Doney et 
al. 2004). 
 
The interplay between models and data has become more intricate with the development of data 
assimilation (Bennett 1992).  The relative paucity of measurements, especially below the surface, and 
the limitations of models provided the impetus for this line of research.  The outcome was a set of 
methods that produce estimates for the oceanic fields of temperature, salinity, pressure, and three-
dimensional velocity, which are maximally consistent with observations and numerical model 
dynamics, allowing for errors in both (Oke et al. 2002; Moore et al. 2004; Paduan and Shulman 2004).  
Several groups are currently involved in real-time ocean analysis, incorporating diverse forms of data 
(i.e. ARGO float profiles, XBT data, sea-surface temperature, etc.) into global and regional ocean 
models.  Global real-time analyses and forecasts are produced by the European Centre for Medium 
Range Forecasts (Vidard et al. 2009), CSIRO and the Australian Bureau of Meteorology (BOM) (Oke 
et al. 2008), the U.S. National Center for Environmental Prediction (Huang et al. 2008), and others. 
Retrospective hind-casts, also called reanalyses, are produced by several groups, including MIT-JPL 
(Wunsch et al. 2009), the University of Maryland (Carton and Giese 2008), and CSIRO-BOM (Oke et 
al. 2013). 
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18.3.2 Sharing data and knowledge 
Numerical ocean models produce large four-dimensional datasets that range from tens of megabytes to 
terabytes.  Often, this information is delivered to users via the World Wide Web, as graphical images 
or binary files.  As a special class of users, scientists typically want to obtain the actual data, or at least, 
be able to use their own analysis and visualisation tools.  They usually focus their interest on a few 
variables, a narrow temporal window, and a subregion of the numerical model.  Hence, they need an 
efficient way to slice and dice the data over the web.  Scientists also do not want to learn a new set of 
tools for each different model, and would prefer a consistent interface that can access any model 
output, irrespective of how the original model output was written, or what vertical or horizontal 
coordinate system was used (Signell et al. 2008).   
 
When scientists from distinct disciplines work together on related problems, they often face what 
Edwards and colleagues (Edwards et al. 2011) aptly called ‘science friction’.  This can be pictured as 
the time, energy and human attention needed to share data and knowledge.  As science becomes more 
data-driven, collaborative, and interdisciplinary, demand increases for interoperability among data, 
tools, and services.  Thus, a fundamental component for effective scientific collaboration is to save 
model results in a form that is machine-independent, binary (or easily translated), and self-describing.  
Within the Earth Sciences community, there are several formats that meet these criteria, namely 
NetCDF (Network Common Data Form), HDF (Hierarchical Data Format), and GRIB (Gridded 
Binary).  Use of NetCDF, in particular, has become widespread in the oceanographic community.  This 
format is freely available, is supported by Unidata, and has interfaces for many languages, including C, 
C++, FORTRAN, Java, Perl, Matlab, R, and IDL. NetCDF files can be placed in THREDDS 
(Thematic Real-time Environmental Distributed Data Services) catalogs, provided by THREDDS Data 
Servers (TDS), and accessed via the web e.g. with HTTP (Hyper Text Transfer Protocol) or OPeNDAP 
(Open-source Project for Network Data Access Protocol).  The latter, formerly known as DODS 
(Distributed Ocean Data System), makes slices of data accessible to remote locations, regardless of 
local storage format (Signell et al. 2008; Cornillon et al. 2009). 
 
18.3.3 Dominant patterns of ocean variability 
Even after trimming numerical ocean model output into a selected spatial and temporal slice, with just 
a few properties, the amount of information therein might be too complex to absorb.  For this reason, it 
might be useful to employ spatio-temporal statistics to summarise the data further, into dominant 
patterns of variability.  Over the last decade, several books and edited volumes have contributed to the 
subject of spatio-temporal statistics.  Von Storch and Zwiers provided a valuable primer on statistical 
methods for climate science (von Storch and Zwiers 2001).  Other books have chapters and discussions 
on the subject of spatio-temporal statistical modelling (Cressie 1993; Banerjee et al. 2004; 
Schabenberger and Gotway 2004). 
 
Complex spatio-temporal processes can often be decomposed into relatively simple conditional 
probability models (Brown et al. 1994; Handcock and Wallis 1994; Waller et al. 1997; Knorr-Held and 
Besag 1998; Wikle et al. 1998).  Over the last 20 years, several state-space environmental models have 
been developed (Guttorp et al. 1994; Berliner et al. 2000; Stroud et al. 2001; Lemos and Sanso 2009)  
The latter four references, in particular, present applications in ocean modelling. 
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 Appendix 5. Coastal and oceanographic influences on the Queensland 19
(Australia) east coast saucer scallop (Amusium balloti) fishery 
 
This section of the report addresses all three Objectives, but is mainly focused on scallops: 
1) Review recent advances in the study of physical oceanographic influences on fisheries catch 
data, and describe the major physical oceanographic features that are likely to influence 
Queensland reef fish and saucer scallops. 
2) Collate Queensland’s physical oceanographic data and fisheries (i.e. reef fish and saucer 
scallops) data. 
3) Develop stochastic population models for reef fish and saucer scallops, which can link physical 
oceanographic features (e.g. sea surface temperature anomalies) to catch rates, biological 
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19.1 ABSTRACT 
This study examined relationships between adjusted mean catch rates of saucer scallops (Amusium 
balloti) at the start of the fishing year in November in the Queensland trawl fishery and coastal and 
oceanographic properties (freshwater flow, water temperature, sea level, eddy kinetic energy; EKE, 
Chlorophyll-a; Chl-a and the Southern Oscillation Index; SOI).  The largest statistically significant 
correlation was 0.85 between catch rates and Chl-a concentration five months prior in June.  Physical 
oceanographic properties associated with the Capricorn Eddy area had more strong-correlations with 
catch rates than any other area.  November catch rates decline by about 50% as eddy bottom 
temperature anomalies increase from -0.2 to 0.15°C three months prior.  Positive surface water 
temperature anomalies during the scallop’s winter spawning (May-July) were also associated with 
reduced catch rates 16-18 months later.  This is very similar to the relationship between SST and 
recruitment of A. balloti  in Western Australia.  Management advice on the scallop stock could be 
improved by incorporating key relationships in the quantitative population models used to assess the 
stock and compare harvest strategies.           
 
Keywords: scallop catch rate, ocean data reanalysis, BRAN, Capricorn Eddy 
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19.2 INTRODUCTION 
Scallop fishery catch rates and landings are often characterised by large annual variation.  As a result, 
much research has focused on how coastal and physical oceanographic processes affect scallop 
population dynamics.  Examples include the relationship between ENSO and Peruvian scallop 
(Argopecten purpuratus) catch rates (Wolff 1987; Wolff et al. 2007), the influence of the Atlantic shelf 
break front on the distribution of Patagonian scallop (Zygochlamys patagonia) (Mauna et al. 2008; 
2011) and La Niña conditions on saucer scallop (Amusium balloti) recruitment in Western Australia 
(Joll and Caputi 1995; Lenanton et al. 2009; Caputi et al. 2015). 
 
The Queensland saucer scallop (A. balloti) fishery is a valuable sector within the larger Queensland 
east coast otter trawl fishery (QECOTF), which targets penaeid prawns, saucer scallops, scyllarid 
lobsters and squid (in decreasing order of catch value).  Fishers are also permitted to retain incidental 
catches of mantis shrimp, cuttlefish, portunid crabs and threadfin bream. 
 
Over the past two decades catch and effort in the QECOTF have declined.  A significant decline 
followed the introduction of an effort unitisation scheme in 2000 as part of the Fisheries (East Coast 
Trawl) Management Plan 1999.  Further reductions followed the implementation of the Great Barrier 
Marine Park Authority’s representative areas program in 2004, which increased the area closed to 
fishing in the park (Fernandes et al. 2005; Fletcher et al. 2015) and bought-out commercial fishing 
licenses.  Reduced profitability in the fishery, due to rising fuel and labour costs, combined with low or 
stagnant prawn prices, has also contributed to reduced effort and catches over this period.  Despite 
these declines, the QECOTF remains Australia’s largest trawl fishery, in terms of number of licensed 
vessels and annual fishing effort.  Logbook data indicate that in 2013 301 active licensed vessels 
expended 33,000 boat-days of effort for a total landed catch of 7,800 t valued at approximately 
AUD$93 million.  
 
The saucer scallop fishery is mainly located between 22°S and 27°S in shelf water depths of 20-60 m.  
While all vessels in the QECOTF are permitted to trawl for scallops, not all do so.  Annual catches 
have been relatively variable, peaking at 1930 t (meat weight) in 1993 and falling to a minimum of 
270 t in 2011.  The catch in 2013 was 420 t with a value of AUD$6-7 million.  The history of 
management in the scallop fishery is characterised by numerous interventions which have included 
three different minimum legal sizes, a daylight prohibition on trawling, and seasonal and rotational 
spatial closures.  Other measures include a maximum net size of 109 m (this is the combined head rope 
and foot rope length of all nets deployed) per vessel and a minimum codend mesh size of 75 mm.   
 
Although considerable research has been undertaken on the population dynamics of the Queensland 
saucer scallop fishery (Dredge 1981; Williams and Dredge 1981; 1985; Dichmont et al. 2000; 
Campbell et al. 2010b; 2012) the influence of coastal and physical oceanographic processes on the 
stock has received scant attention.  This is surprising given that scallop populations are notorious for 
their large fluctuations in recruitment due to environmental effects.  Therefore, the objective of this 
study is to investigate relationships between coastal and physical oceanographic conditions and the 
Queensland east coast saucer scallop fishery, so that variation in catch rates and landings might be 
better explained, predicted and managed.      
 
19.3 METHODS 
The study domain encompassed the scallop fishery, coastal catchments, and inshore and offshore 
waters between 22°S and 27°S (Figure 19-1).  Relationships were examined between scallop catch 
rates and the following coastal and physical oceanographic properties; freshwater flow, sea water 
temperature at the surface and at various depths in the water column, sea level height, eddy kinetic 
energy (EKE), Chlorophyll-a (Chl-a) and the Southern Oscillation Index (SOI). 
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Figure 19-1.  Map of the study domain showing the location of the major rivers, the distribution of saucer scallop 
catches, logbook grids T30 Bustard Head, V32 Hervey Bay and W34 Fraser Island, the Capricorn Eddy and the 
Whole fishery (thick black dots).   
 
 
19.3.1 Scallop catch rates  
Saucer scallop catch rate data were based on the mandatory commercial fishery logbook database 
program known as CFISH, which requires fishers to provide daily details of their catch and fishing 
effort and has been ongoing since it was implemented in January 1988. 
 
In order to simplify the analyses, logbook catch rates from a single month (November) were used, 
because they can be more readily associated with a prior coastal condition or event, rather than 
continuous catch rates, or from an extended period of several months.  November is an important 
month for the scallop fishery as about one-quarter of the annual catch and effort occur at this time.  
Furthermore, the scallop biomass is likely to be at its peak at this time, because management measures 
imposed from May to October are designed to minimise fishing effort during the winter spawning 
season (Dredge 1981) and dissuade fishers from harvesting scallops when their adductor muscle meat 
weight condition is low (Williams and Dredge 1981).  As a result, November is generally considered to 
be the start of the scallop fishing year.  
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A. balloti reach their maximum asymptotic length (L∞) of 105-111 mm shell height (SH) by about 12 
months (Williams and Dredge 1981) and an estimate of their instantaneous rate of natural mortality 
(M=0.025 week-1) indicates that fewer than 10% survive beyond two years of age (Dredge 1985).  
Sample length frequency distributions of saucer scallops from October fishery-independent surveys 
(Dichmont et al. 2000; Courtney et al. 2008) show the population is composed of two distinct year 
classes at this time, typically with modes at about 60 and 90 mm SH.  Juveniles are defined as <78 mm 
SH and because they are assumed to have been spawned in the winter (i.e. June to August) 
immediately preceding October, they are less than one year old (i.e. 0+ year class, hereafter referred to 
as the “0+”).  Adults are defined as ≥78 mm SH and are more than one year old (hereafter referred to 
as the “1+”) and as such, are spawned during the winter of the previous year.  These definitions are 
consistent with the growth rates and spawning patterns of A. balloti in Queensland (Dredge 1981; 
Williams and Dredge 1981; Campbell et al. 2010b).  Because fishers are not permitted to retain 
scallops smaller than 90 mm SH and because they only record their retained catch, the November 
CFISH catch rates are largely composed of 1+ scallops.  
 
19.3.2 SOI and freshwater flow 
SOI data were obtained from the Australian Bureau of Meteorology.  Freshwater influences on the 
scallop population dynamics were considered using Queensland Department of Natural Resources and 
Mines flow data for the four largest rivers in the region (Figure 19-1); Mary River (monitoring station 
138014A), Burnett River (stations 136007A and 136001B), Calliope River (station 132001A) and the 
Fitzroy River (station 130005A).  Daily flow (ML per day) data were obtained from each river from 
January 1986 to December 2013.   
 
Regional oceanographic data  
The region’s continental shelf and slope environment are oceanographically dynamic and governed by 
complex topography, tides and the East Australian Current (EAC) (Middleton et al. 1994).  At 22oS the 
shelf extends widely to about 300 km from the coast, encompassing the Swain Reefs.  At 25oS the shelf 
narrows to about 60 km and the region is dominated by Fraser Island, the world’s largest sand dune island.  
The extended shelf width at 22°S impedes the south-flowing EAC, creating a mesoscale cyclonic lee 
eddy west of the EAC, known as the Capricorn Eddy (Griffin et al. 1987) (Figure 19-1).   
 
The eddy creates upwelling, bringing cool, relatively nutrient-enriched water up from the depths of the 
Marion Plateau (i.e. ~500-2000 m) and depositing it on the shelf in the proximity of the Capricorn 
Bunker Islands (Weeks et al. 2010; Mao and Luick 2014).  As the eddy is a significant oceanographic 
feature of the region, occurring in close proximity to the fishing grounds, its influence on the scallop 
population dynamics is of particular interest. 
 
Physical oceanographic parameters were obtained from a 19-year numerical hindcast Bluelink 
ReAnalysis (BRAN 3.5) dataset which is based on the Bluelink ocean model (Oke et al. 2013).  BRAN 
3.5 consists of three-dimensional fields of ocean temperature, salinity and currents, as well as two-
dimensional fields of sea level height, with a horizontal resolution of approximately 10 km and a 
vertical resolution of 5 m in the top 200 m.  The parameters were monthly mean sea level height, and 
water temperature and eddy kinetic energy (EKE) at the surface and at selected depths.  Eddy kinetic 
energy was calculated as follows:  
 
EKE = 0.5(u2 x v2) 
 
where u is zonal velocity and v is meridional velocity in cm s-1 at each grid point.   
 
A significant attraction of the BRAN 3.5 dataset is that it covers the period 1 January 1993 to 
30 September 2012, which largely coincides with the period for which CFISH logbook data are 
available for the fishery. 
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Monthly anomalies were calculated using monthly climatologies based on the long-term average for 
each variable for each month over the 19-year period.  Areally averaged indices were derived for five 
areas within the study domain; 1) the Capricorn Eddy (23.0-24.0°S, 152.0-153.4°E, based on Weeks et 
al., (2013)), 2) three 0.5° logbook grids where major scallop catches occur T30 Bustard Head (23.5-
24.0°S, 153.5-152.0°E), V32 Hervey Bay (25.0-25.5°S, 152.5-153.0°E) and W34 Fraser Island (25.5-
26.0°S, 153.0-153.5°E), and 3) the Whole fishery area (22.5-26.0°S, 151.0-153.5°E) (Figure 19-1). 
 
Monthly Chl-a data for each of the five areas were downloaded from the Australian Government 
Bureau of Meteorology eReefs Data Access - Thredds data server  
(http://ereeftds.bom.gov.au/ereefs/tds/catalogs/ereefs_data.html) for the period July 2002 to February 
2015 in the form of netCDF files (King et al. 2014).  These data were obtained by NASA’s Moderate 
Resolution Imaging Spectroradiometer (MODIS) aboard the Aqua satellite which was launched in May 
2002.  As the global Ocean Colour algorithms are inaccurate in nearshore waters of the Great Barrier 
Reef (Qin et al. 2007) inversion algorithms developed by the CSIRO (Brando et al. 2012) were applied 
to the data significantly improving the estimation of Chl-a concentrations.  
 
19.3.3 Statistical analysis 
Catch rates were standardised by applying a linear mixed model with restricted maximum likelihood 
(REML), using the statistical software package GenStat (2011).  This was undertaken to adjust for 
changes in fleet fishing power over the logbook’s multi-decadal time series, mainly due to vessels 
adopting various technologies and also due to vessels of different fishing power entering and exiting 
the fishery.  The response variable was the vessel’s logarithm-transformed daily catch of scallops from 
1988 to 2013.  (Note that fishers report their daily unprocessed scallop catch in logbooks as ‘number of 
baskets’ and that monthly adductor muscle condition factors are used to later convert the catch to meat 
weight.)   
 
Individual vessels were treated as random terms.  Fixed terms were fitted for abundance (i.e. logbook 
grid, year, month and their two-way interactions), lunar phase, prawn catch, hours fished and vessel 
characteristics affecting fishing power (i.e. engine horse power, sonar, net type and size, net ground 
gear type, otter board type, propeller nozzle and bycatch reduction device).  Any influential 
correlations of parameter estimates were assessed and terms were dropped from the analysis if 
necessary.  Further details of the catch rate standardising methods can be found in O’Neill and Leigh 
(2007) and Campbell el al. (2010a).  From the model, standardised mean catch rates (i.e. log baskets 
per boat-day) were derived for November each year from 1989 to 2013. 
 
Relationships between coastal and oceanographic parameters and scallop catch rates were investigated 
using the Pearson Product-Moment Correlation Coefficient (r).  Lags were applied to the parameters 
ranging from 0 (i.e. concurrent) to 24 months.  Given that retained scallops caught in November are 
15-18 months old, a maximum lag of 24 months extends back to about six months prior to their birth 
and was considered long enough to encompass most conditions and events affecting their abundance.   
 
Catch rate data used in the correlations were the adjusted mean November catch rate for each year for 
the whole scallop fishery for the period 1988 to 2013 (i.e. 26 annual observations).  The precise 
number of catch rate observations used in each correlation varied due to lag size and availability of the 
abiotic data, e.g. flow data are available from 1986-2013, while BRAN data are available from 1993-
2012 and Chl-a data are limited to post-2001.  Significance levels were based on Porkess (1988) where 
10% is a possible correlation, 5% is a probable correlation, 1% is a very probable correlation and 0.1% 
almost certain correlation.  It is important to note that whenever a large number of correlations are 
generated, about 5% can be expected to be significant simply by chance.  
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19.4 RESULTS 
19.4.1 Scallop catch rates 
The general seasonal pattern in adjusted mean monthly logbook catch rates (Figure 19-2) is 
characterised by a peak in late spring or early summer (November–January) followed by a decline to a 
minimum in winter (June–August).  From November 1988 to November 2013 catch rates varied 
between 3.2 and 27.4 baskets per boat-day.  The high catch rates from November 1992 to November 
1993 resulted in an annual peak in total catch of 305,000 baskets in 1993.  November catch rates fell to 
a minimum in 1996 and generally increased from 2002 to 2009.  Gaps in the time series after 2000 





Figure 19-2. The adjusted mean monthly catch rates of scallops based on the mandatory CFISH logbook 
database, in baskets boat-day-1.  The means were derived from the REML model.  November catch rates (black 
stars) were used in the correlation analyses. 
 
 
19.4.2 Freshwater flow 
Of the four river systems examined, the Fitzroy River accounts for about 69% of freshwater flowing 
out to sea in the region, followed by the Mary (18%) and Burnett (11%) Rivers, while the Calliope 
River accounts for about 2%.  Flows generally peak in January or February (summer) and decline to a 
minimum in August (winter) (Figure 19-3).  Notable flood events occurred in the Fitzroy River in 
January 1991 as a result of tropical cyclone (TC) Joy, and across all four river systems in December 
2010 and January 2011 due to TC Yasi.  Severe flooding also occurred in the more southern rivers in 
January 2013 due to TC Oswald.  An extended period of relatively low flow rates occurred across the 
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Figure 19-3. Mean daily flow in the major coastal river systems adjacent to the Queensland saucer scallop fishery 
from January 1986 to December 2013. 
 
 
The correlations were based on monthly mean flow data from each river from November 1986 to 
November 2013, and adjusted mean November catch rates from 1988 to 2013.  Some trends in the 
correlation coefficients were common across all four rivers, as well as their combined flows (Figure 
19-4).   
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Figure 19-4. Correlations between adjusted mean catch rates of scallops in November (log number of baskets 
boat-day-1) and freshwater flow from four adjacent coastal river systems.  Logbook data are from 1988 to 2013, 
inclusive. 
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For example, there was no significant correlation with concurrent flow (i.e. zero lag - November catch 
rates correlated against November flow).  At a four-month lag (i.e. July flow) correlations were 
positive and ranged from 0.32 (d.f.=24, p<0.1 possible correlation, Burnett River) to 0.53 (d.f.=24, 
p<0.01 almost certain correlation, combined flow).  At a 12-month lag (i.e. flow in November of the 
previous year) correlations were negative and ranged from -0.14 (d.f.=24, p>0.1 not significant n.s., 
Mary River) to -0.55 (d.f.=24, p<0.01 almost certain correlation, Burnett River).  Consistent positive 
correlations, ranging from 0.28 (d.f.=24, p>0.1 n.s., Mary River) to 0.49 (d.f.=24, p<0.01 almost 
certain correlation, Fitzroy River) were obtained at a 16-month lag (i.e. flow in July the previous year).  
Positive correlations ranging from 0.31 (d.f.=24, p>0.1 n.s., Fitzroy River) to 0.57 (d.f.=24, p<0.01 
almost certain correlation, Calliope River) were obtained at a lag of 23 months (i.e. flow in December 
two years earlier).  Over 70% of the correlations for flow were positive.  The 0.57 correlation based on 
the Calliope River data was the largest absolute coefficient obtained for the flow analyses.  
 
19.4.3 Sea water temperature 
BRAN 3.5 estimates of mean monthly bottom and surface water temperatures and their anomalies, 
were examined for the period January 1993 to December 2011.  Because of the relatively shallow 
depths (<40 m) at T30 Bustard Head, V32 Hervey Bay and W34 Fraser Island, the water layers were 
well mixed, resulting in little differences in temperature between surface and bottom layers.  The 
general seasonal trend is a peak in mean monthly temperature of 26-27°C in February (summer) and a 
minimum of 19-20°C in August (winter).  While surface waters at the Capricorn Eddy area and Whole 
fishery also followed this pattern, their bottom temperatures were much colder and less variable; mean 
monthly bottom temperatures varied between 4.2°C and 4.8°C, and 2.9°C and 3.4°C, at the Eddy area 
and Whole fishery, respectively.  This is because bottom temperatures were derived from the deepest 
layer at each site and because the maximum depths at these sites are very deep (i.e. >1100 m). 
 
The monthly mean surface and bottom water temperature anomalies displayed similar trends for T30 
Bustard Head, V32 Hervey Bay and W34 Fraser Island (Figure 19-5).  A feature of the time series 
common across the three logbook grid locations, as well as at the surface of the Eddy area and the 
Whole fishery area, is the 1.5-2.0°C rise in temperature from February to May 1998, followed by a 
significant negative anomaly of 1.5-2.0°C from December 1999 to February 2000.  Bottom 
temperature anomalies at the Eddy area and Whole fishery differed markedly from the logbook grid 
sites and were generally negative at about -0.2°C in the early 1990s, rising to slightly positive from 
2000 to 2007 and falling to negative values of -0.1°C to -0.2°C from 2008 to 2012 (Figure 19-5).  Note 
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Figure 19-5.  Monthly surface and bottom water temperature anomalies at T30 Bustard Head, V32 Hervey Bay, 
W34 Fraser Island, the Capricorn Eddy area and the Whole fishery area. 
 
 
As expected, correlations between adjusted mean November catch rates and temperature anomalies 
(Figure 19-6) show little difference between the surface and bottom at the shallow locations T30 
Bustard Head, V32 Hervey Bay and W34 Fraser Island, due to the mixing of layers.  In contrast, there 
were marked differences between surface and bottom correlations at the Eddy area and Whole fishery 
area.  Surface correlations were positive and ranged from 0.13 (d.f.=17, p>0.1 n.s., W34 Fraser Island) 
to 0.33 (d.f.=17, p>0.1, n.s. T30 Bustard Head) at a lag of two months (i.e. September temperature 
anomalies).  Surface correlations then declined at a lag of seven months (i.e. April temperature 
anomalies) and ranged from -0.27 (d.f.=17, p>0.1 n.s., T30 Bustard Head) to -0.36 (d.f.=17, p>0.1 n.s., 
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W34 Fraser Island).  While none of these correlations were significant, the trends suggest that warmer 
surface waters in September are associated with increased catch rates two months later in November, 
while warmer waters in April are associated with reduced November catch rates.   
 
At lags of 16-18 months (May-July, winter of previous year) surface correlations were consistently 
negative (Figure 19-6) and ranged from -0.28 (d.f.=17, p>0.1 n.s., V32 Hervey Bay) to -0.51 (d.f.=17, 
p<0.05 probable correlation, Capricorn Eddy area).  This indicates that warmer surface water 
temperatures during the winter spawning period of the previous year are associated with reduced 
November catch rates.  This relationship is similar to that obtained in the WA scallop stocks where the 
November survey abundance of 0+ scallops was negatively related to the SST in the previous winter 
when spawning takes place. 
 
Bottom temperature anomaly correlations at the Capricorn Eddy area and Whole fishery area were 
negative at lags of 0-4 months (Figure 19-6) and generally increased with lag duration, peaking at 0.65 
(d.f.=16, p<0.01 almost certain correlation) in the Whole fishery area at 23 months.  The largest 
absolute correlation for water temperature anomalies was -0.74 (d.f.=17, p<0.01 almost certain 
correlation) for Eddy bottom temperature at a lag of three months (August).  This correlation indicates 
that catch rates declined by about 50%, from about 22 baskets boat-day-1 to 11 baskets boat-day-1, for 
bottom temperature anomalies at the Eddy area ranging from -0.20 to 0.15°C (Figure 19-7).  It is 
important to note that the bottom temperatures at this depth are relatively stable and hence, the range in 
anomalies is quite narrow.   
 
It is noteworthy that there was a continuum of strong negative correlations at lags of 0-7 months for 
bottom water temperature anomalies at the Eddy area (Figure 19-6).  These ranged from -0.34 to -0.74 
and suggest that elevated Eddy area bottom temperature any time from April (7 month lag) to 
November (zero lag) is likely to be associated with reduced November catch rates.  There was a similar 
continuum of large positive, statistically significant correlations, ranging from 0.47 to 0.65 for bottom 
temperature anomalies at the Whole fishery area at lags of 21 to 24 months.  This indicates that 
warmer bottom water temperatures at the Whole fishery two years earlier are associated with elevated 
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Figure 19-6.  Correlations between adjusted mean catch rates of scallops in November and water temperature 
anomalies at five locations.  The similarity between surface and bottom correlations at T30 Bustard Head, V32 
Hervey Bay and W34 Fraser Island is due to the mixing of water at different depth layers in these relatively 
shallow coastal areas.  
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Figure 19-7.  The correlation between adjusted mean catch rates of scallops in November and bottom water 
temperature anomalies at the Capricorn Eddy three months earlier in August (from BRAN 3.5).  The upper graph 
shows logged catch rates from the REML while the lower graph shows the back-transformed catch rates.  
Straight lines are simple linear regressions of best fit.  Catch rates for selected years are labelled for clarity.  Note 
the record low 1996 catch rate. 
 
 
19.4.4 Sea level 
Monthly mean sea levels and their anomalies were derived from BRAN 3.5 for each of the five 
locations for the period January 1993 to December 2011 (Figure 19-8).  Means varied between a 
minimum of 0.24 m at W34 Fraser Island in November 1994 to a maximum of 0.65 m at T30 Bustard 
Head in April 2001.  The general seasonal pattern across locations was characterised by a peak in April 
or May, followed by a decline to a minimum in November.  Sea level was consistently lower at W34 
Fraser Island, by about 0.1 m, and highest at T30 Bustard Head.  Sea level variation at the Eddy area 
was low compared to the other locations. 
 
The overall trends in correlations between adjusted mean November catch rates and monthly sea level 
anomalies were similar across locations (Figure 19-9).  At a lag of one month (sea level in October) 
correlations were positive and ranged from 0.19 (d.f.=17, p>0.1 n.s., Capricorn Eddy area) to 0.52 
(d.f.=17, p<0.05 probable correlation, V32 Hervey Bay).  At a three month lag (i.e. sea level in 
August) correlations were negative and ranged from -0.45 (d.f.=17, p<0.1 possible correlation, T30 
Bustard Head) to -0.60 (d.f.=17, p<0.01 almost certain correlation, Capricorn Eddy area).  Correlations 
changed from predominantly negative at a three month lag to predominantly positive at a lag of 24 
months (i.e. November sea level two years prior).  The largest absolute correlation was -0.60 at the 
Capricorn Eddy area at a lag of three months.  Based on this correlation, November catch rates 
declined by about 50% as August sea level anomalies increased from about -0.07 m to 0.04 m (Figure 
19-10). 
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Figure 19-8. Monthly mean sea level at T30 Bustard Head, V32 Hervey Bay, W34 Fraser Island, the Capricorn 
Eddy area and the Whole fishery area, from BRAN 3.5. 
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Figure 19-9.  Correlations between adjusted mean catch rates of scallops in November and monthly sea level 
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Figure 19-10.  The correlation between adjusted mean catch rate of scallops in November and monthly sea level 
anomalies at the Capricorn Eddy area three months earlier in August (from BRAN 3.5).  The upper graph shows 
logged catch rates from the REML while the lower graph shows the back-transformed catch rates.  Straight lines 
are simple linear regressions of best fit.  Catch rates for selected years are labelled for clarity. 
 
 
19.4.5 Eddy kinetic energy 
Monthly EKE was derived for each location at the surface and the bottom from January 1993 to July 
2012.  EKE was 2-10 times higher at the surface than at the bottom at all locations (Figure 19-11), and 
consistently higher at the Eddy area where a maximum of 0.152 m2s-2 occurred at the surface in March 
1997.  V32 Hervey Bay had the lowest monthly EKE, possibly due to Fraser Island buffering the Bay 
from offshore currents and the predominantly south-easterly winds.  The seasonal pattern in EKE at 
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Figure 19-11.  Monthly EKE at the surface and bottom at T30 Bustard Head, V32 Hervey Bay, W34 Fraser 
Island, the Capricorn Eddy area and the Whole fishery area, from BRAN 3.5.  Note the y-axis scale is not fixed. 
 
 
Correlations between adjusted mean November catch rates and lagged monthly EKE were highly 
variable, both within and between locations, while trends at the surface and bottom were similar 
(Figure 19-12).  A very high proportion of correlations were less than 0.389, which is the critical 
Pearson product moment correlation coefficient (d.f.=17, p<0.1) indicative of a possible correlation, 
and were therefore not significant.   
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Figure 19-12.  Correlations between adjusted mean catch rates of scallops in November and monthly EKE at the 
surface and bottom at the five locations. 
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The two largest absolute correlations were both observed at the Capricorn Eddy area; -0.64 at the 
surface (d.f.=17, p<0.01 almost certain correlation) at a one month lag (October EKE) and 0.71 at the 
bottom EKE (d.f.=17, p<0.01 almost certain correlation) at a lag of 22 months (January EKE two years 
prior) (Figure 19-12).  Based on this correlation, adjusted mean November catch rates doubled from 
about 12 baskets boat-day-1 to 24 baskets boat-day-1 as bottom EKE at the Eddy area increased from 


































Figure 19-13.  The correlation between adjusted mean catch rate of scallops in November and bottom EKE at the 
Capricorn Eddy area 22 months earlier in January (from BRAN 3.5).  The upper graph shows logged catch rates 
from the REML while the lower graph shows the back-transformed catch rates.  Straight lines are simple linear 




The time series for Chl-a data is shorter than the other parameters because the MODIS Aqua satellite 
was only launched in May 2002, with Chl-a data available from July 2002.  Trends in mean monthly 
Chl-a (mg m-3) at each of the five locations are provided in Figure 19-14 for the period July 2002 to 
February 2015.  V32 Hervey Bay had consistently higher Chl-a concentrations compared to the other 
areas, while the Eddy area had the lowest.  Chl-a concentration declined with distance from the coast.  
Monthly means were generally <1.0 mg m-3 at most locations, while a maximum of 5.0 mg m-3 
occurred in V32 Hervey in February 2013.  Peaks generally occurred about one month after flooding 
(Figure 19-3).  The seasonal pattern in Chl-a concentration was also similar to that of freshwater flow, 
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although slightly lagging flows by about one month, peaking in February (summer) and declining to a 


















































Figure 19-14.  Time series of mean monthly Chl-a concentrations from T30 Bustard Head, V32 Hervey Bay, 
W34 Fraser Island, the Capricorn Eddy area and the Whole fishery.  The data were acquired by the MODIS Aqua 
satellite and provided by the Australian Government Bureau of Meteorology. 
Appendices – Correlations with scallop catch rates 
  62 
Caution is required interpreting the correlations due to the short Chl-a time series.  Correlations were 
based on a maximum of 12 observations (i.e. adjusted November mean catch rates from 2002 to 2013) 
but fell to only 10 when lags of more than 15 months were considered.  The small sample size lowers 
the degrees of freedom and reduces the probability that the correlations are significant. 
 
 
There were some marked differences in the 
correlation trends between the logbook grid 
locations (T30 Bustard Head, V32 Hervey 
Bay and W34 Fraser Island) and the 
Capricorn Eddy area (Figure 19-15).  The 
grid correlations were all positive and ranged 
from 0.57 (d.f.=10, p<0.05 probable 
correlation, V32 Hervey Bay) to 0.85 
(d.f.=10, p<0.01 almost certain correlation 
T30 Bustard Head) at lags of 4-5 months (i.e. 
Chl-a in June and July, winter).  In contrast, 
the Eddy area correlations were negative at -
0.21 at these lags, although not significantly 
(d.f.=10, p>0.1 n.s.).  It is noteworthy that 
correlations were predominately negative at 
lags of 12-14 months (i.e. September to 
November, spring the previous year) and 
ranged from zero (W34 Fraser Island) to -
0.80 (d.f.=9, p<0.01 almost certain 
correlation, T30 Bustard Head).  A marked 
decline in correlations can be observed for 
the Whole fishery, from 0.67 (d.f.=9, p<0.05 
probable correlation) at a five month lag to -
0.64 (d.f.=9,p<0.05 probable correlation) at a 

















Figure 19-15.  Correlations between adjusted 
mean catch rate of scallops in November and 
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Based on the largest absolute correlation of 0.85 at T30 Bustard Head at a lag of five months, adjusted 
mean November catch rates approximately double from 13 baskets boat-day-1 to about 27 baskets boat-




























Figure 19-16.  The correlation between adjusted mean catch rate of scallops in November and Chl-a 
concentration in T30 Bustard Head five months earlier in June.  The upper graph shows logged catch rates from 
the REML while the lower graph shows the back-transformed catch rates.  Straight lines are simple linear 
regressions of best fit.  Catch rates for selected years are labelled for clarity.  The MODIS Aqua satellite dataset 




A time series of the SOI from January 1987 to February 2014 is provided in Figure 19-17.  A sustained 
positive SOI (La Niña) is associated with wetter than usual conditions in eastern and northern 
Australia, while a sustained negative index (El Niño) is associated with reduced rainfall.  The elevated 
indices from April 2010 to April 2011 were associated with extreme flood events in central and 
southern Queensland at this time (reflected in river flow Figure 19-3), while the predominantly low 
indices from 2002 to 2007 were associated with severe drought.  The period of low SOI from February 
1997 to June 1998 is noteworthy because of the rapid decline from February to June 1998, followed by 
an extended period of low indices for more than one year, and then by a rapid increase from March to 
June 1998.   
 
The correlations, which were based on 26 adjusted mean November catch rates (i.e. 1988-2013) and 
the SOI, were consistently low (Figure 19-17), with the largest absolute correlation of 0.26 at a lag of 
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Figure 19-17.  The Southern Oscillation Index (upper graph) and correlations between the SOI and adjusted mean 
catch rates of scallops in November (lower graph).  Lags ranging from 0 (no lag) to 24 months have been applied 




19.5.1 Suitability of BRAN 
A fundamental assumption of the study is that the oceanographic parameters, water temperature, sea 
level and EKE derived from BRAN 3.5, accurately reflect conditions at the five locations.  Chiswell 
and Rickard (2014) compared BRAN 3.5 estimates of current velocity and EKE against those obtained 
from Global Drifter Program drifters at the surface and Argo floats at 1000 m within a large domain of 
the Australian oceanographic region (i.e. 0°-50°S and 90°-180°E).  They found that BRAN’s velocities 
near the surface (12.5 m) compare well with drifter velocities, except in the Antarctic Circumpolar 
Current (ACC) (> 45oS) where drifter velocities were higher.  At approximately 1000 m the BRAN 
and observational velocities were similar in our study domain (i.e. 22°-27°S), but in the equatorial 
region BRAN velocities can be up to five times higher than Argo float observations, and weaker in the 
ACC. 
 
19.5.2 Influential coastal and oceanographic properties 
Of the 900 correlations examined between adjusted mean catch rates in November and the coastal and 
oceanographic parameters (freshwater flow, water temperature, sea level, EKE, Chl-a and SOI), the 
strongest correlation found was 0.85 for Chl-a at T30 Bustard Head five months prior in June (Figure 
19-16).  Strong positive correlations for Chl-a at a five-month lag were common across all locations, 
except the Eddy area (Figure 19-15) which is located further offshore and has lower Chl-a 
concentrations, compared to the other locations.   
 
While no cause or effect has been demonstrated for any of the correlations, it seems reasonable to 
speculate that elevated Chl-a concentrations in June result in higher survival, and/or increased 
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catchability of 1+ scallops in November.  As saucer scallops are filter feeders, increased Chl-a 
concentrations may result in increased food availability, increasing the survival and growth rates of the 
scallops.  However, it is difficult to explain the negative Chl-a correlations which were common across 
all locations at lags of 12-14 months (Figure 19-15).  These suggest that elevated Chl-a in September-
November are associated with reduced catch rates in November the following year. 
 
Correlations for freshwater flow (Figure 19-4) and Chl-a (Figure 19-15) showed similar trends.  Both 
showed strong positive correlations at lags of 4-5 months which then declined to negative correlations 
at 12-14 months, although the trend for Chl-a generally lagged flows by about one month.  A possible 
explanation for this is that flows provide nutrients to the inshore coastal habitats, including the scallop 
fishing grounds, which result in increased Chl-a concentrations a few weeks later.  While flows and 
Chl-a showed similar trends, the absolute correlation values were generally larger for Chl-a.  
 
Saucer scallops A. balloti have a relatively narrow temperature range which limits their distribution on 
Australia’s continental shelf and affects their survival.  Wang (2007) found the optimum water 
temperature for larval A. balloti survival was 18-20°C, and that these temperatures were similar to 
ambient water temperatures on the central Queensland coast in July and August during their winter 
spawning period.  Hence, understanding sea water temperature variation may be useful for explaining 
variation in scallop biomass, catch rates and annual landings in the Queensland fishery. 
 
In Shark Bay WA fishery-independent surveys of A. balloti have been conducted annually in 
November for more than 30 years and used to examine the influence of coastal and oceanic conditions 
on the scallop’s population dynamics and fishery.  WA researchers have shown that strong La Niña 
conditions during the scallop’s winter spawning (May-August), which result in a strong south-flowing 
Leeuwin Current and high SST, are always associated with poor recruitment of scallops (i.e. the 0+ age 
class) (Joll and Caputi 1995; Lenanton et al. 2009; Caputi et al. 2015).  The researchers use sea level 
as a proxy measure of the strength of the Leeuwin Current, which is why sea level was also examined 
in the present study.  
 
Following a severe marine heat wave event on the WA coast during the austral summer of 2010-11, 
where SST exceeded 5°C above average (Pearce and Feng 2013), the Shark Bay scallop population 
collapsed to an historically low level, resulting in the fishery’s closure since May 2011 (Caputi et al. 
2015).  The heat wave had wide-ranging ecological impacts on seagrass/algal habitat, coral 
communities, abalone (Haliotis roei) and blue swimmer crabs (Portunus armatus), and also resulted in 
fish kills and range extension of tropical species, but its impact on the saucer scallop population 
appears particularly severe and long-lasting.  The heat wave event was exacerbated by water 
temperature being above average for the two summers following the heat wave resulting in the 
spawning stock being the lowest in the 30 years that surveys have been operating (Caputi et al. 2015). 
 
In the present study, we examined both sea level and temperature, including bottom and surface water 
temperatures anomalies at five locations associated with the Queensland scallop fishery.  The largest 
absolute correlation for temperature was -0.74 for the bottom water temperature anomaly at the 
Capricorn Eddy area in August, three months prior to the November catch rates (Figure 19-6).  The 
largest absolute correlation for sea level anomalies (-0.60) also occurred at the Eddy area in August 
(Figure 19-9).  The results show that catch rates of 1+ scallops in November decline markedly when 
bottom water temperature (Figure 19-7) and/or sea level (Figure 19-10) at the Eddy area are elevated in 
August.  Importantly, there is a continuum of strongly negative correlations associated with bottom 
water temperature at the Eddy area at lags from 0-8 months (Figure 19-6), indicating that elevated 
bottom temperature at the Eddy area anytime from March to November will likely be associated with 
reduced November catch rates.  
 
As the Queensland saucer scallop fishery has maintained a minimum legal size limit of at least 90 mm 
SH in November since the logbook program commenced in 1988, it is important to note that it is the 
catch rate of adults (i.e. ≥78 mm SH) that declines in relation to these two three-month lag correlations.  
We cannot infer any such similar relationship for egg production, or the abundance of larvae or 
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juveniles (i.e. the 0+ age class which are <78 mm SH) as these age classes are not represented in the 
commercial catches. 
 
The relatively strong negative surface temperature anomaly correlations, which ranged from -0.28 to  
-0.51 (Figure 19-6) at lags of 16-18 months (May-July, winter of previous year), are more relevant to 
reproductive output and the survival of larvae and juveniles, as they reflect conditions at the time when 
those adult scallops making up the November catches were spawned in the winter of the previous year.  
These negative correlations were common across all locations.   
 
Collectively, the analyses indicate that elevated water temperatures (i.e. positive anomalies) are 
associated with reduced catches of 1+ scallops in November; this is reflected in the three-month lag 
(August) for bottom temperature at the Capricorn Eddy area, and in the 16-18 month lags (May-July, 
winter of previous year) for surface temperature at all locations.  While there were a few positive 
correlations for water temperature (Figure 19-6), there were many more negative correlations.  In 
addition, the negative correlations were generally stronger, with larger absolute values, and were 
statistically significant more often than the positive correlations, which were generally weak (i.e. <0.3).   
 
There are some similarities between WA Shark Bay and the Queensland east coast, in regards to water 
temperature effects on the population dynamics of A. balloti.  The relationships between adjusted mean 
November catch rates and SST 16-18 months earlier (May-July previous year) are consistent with the 
detrimental effect of elevated SST during the winter spawning (May-August) of scallops in Shark Bay.  
It seems that on Australia’s west and east coasts, elevated SST during the scallop’s winter spawning is 
associated with reduced recruitment and subsequently, reduced commercial landings about 18 months 
later.  These similarities across stocks in Australia makes this environmental correlation quite robust. 
 
Again we speculate, that elevated August bottom temperature at the Eddy area lowers the survival 
and/or catchability of 1+ year old scallops three months later in November.  Reduced survival could be 
attributed to increased predation and/or reduced food availability.  Reduced catchability could result if 
the warmer Eddy area water alters the behaviour of the scallops.  Elevated SST during the winter 
spawning (May-July, 16-18 month lag) may lower reproductive output and/or larval survival, resulting 
in reduced catch rates in November the following year.  Larval survival is affected by food availability, 
tides, currents, predation and the time exposed to these while the larvae are passively transported in the 
water column.  Joll and Caputi (1995) speculated that the stronger the Leeuwin Current, the more 
scallop larvae were flushed out of Shark Bay away from fishing grounds, lowering recruitment and 
commercial catches.  Following the severe WA marine heat wave, Caputi et al. (2015) suggested the 
high mortality experienced by adult scallops was due to thermal stress and possibly a change in food 
availability.   
 
19.5.3 Spatial comparison of coastal and oceanographic influences 
In the absence of knowledge about the location of influential environmental drivers, we put forward 
five areas associated with the fishery; three logbook grids where significant catches of scallops are 
reported annually, an area representing the location of the Capricorn Eddy, and an area encompassing 
the Whole fishery (Figure 19-1).  A total of 125 correlations were examined for each area based on 
their physical oceanographic properties (water temperature anomalies, sea level and EKE) derived 
from BRAN 3.5.  Using an absolute value ≥0.5 as indicative of strong correlation, we found that the 
Eddy area had the most strong correlations (i.e. 12 correlations ≥0.5), followed by the Whole fishery 
area with five.  T30 Bustard Head had four strong correlations, while V32 Hervey Bay and W34 Fraser 
Island each had two.  This tends to support our early hypothesis that the Capricorn Eddy is likely to 
have a relatively strong influence on the scallop’s population dynamics and fishery. 
 
The high correlation between November catch rates and Chl-a at T30 Bustard Head five months earlier 
(Figure 19-16) might suggest that this area also has a relatively strong influence on the scallop 
population dynamics, although strong positive correlations were common at a five-month lag across all 
locations, except the Eddy area. 
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In terms of ranking parameter influence, Chl-a and water temperature anomalies had the strongest 
correlation with November catch rate, while no significant correlations were obtained for SOI.  The 
lack of strong SOI correlations is surprising given the association between strong La Niña conditions 
and reduced scallop larval settlement in Shark Bay, WA (Caputi et al. 2015).  This is likely attributed 
to the ENSO having a much stronger influence on the Leeuwin Current in WA, compared to the EAC.  
The effect of the SOI on scallops in WA is due to the ENSO influence on the strength of the Leeuwin 
Current which affects the water temperature along the coast.  In comparison, the ENSO influence on 
the EAC is weak (Ridgway and Hill 2009).  This is because the main oceanic pathway of the ENSO 
influence is the Indonesian region and a waveguide around western and southern Australian coastal 
boundaries (Wijffels and Meyers 2004).   
 
The influence of the remaining parameters (freshwater flow, sea level and EKE) could be deemed as 
intermediate.  The lack of strong correlations for EKE and the relatively unstable trend across lags 
(Figure 19-12) could be attributed to a lack of directional vectors associated with this variable.  For 
example, equally strong south-flowing and north-flowing currents at a particular location would have 
resulted in the same EKE value, making interpretation of correlations difficult.  Directional vectors 
should therefore be included in future analyses involving EKE.  
 
19.5.4 Management implications 
The Queensland saucer scallop fishery has been operating for over 40 years, with mandatory daily 
logbook data available since 1988.  In 1996 the fishery was considered to have crashed, resulting in the 
lowest November catch rate on record (Figure 19-2) and considerable hardship upon fishers and 
processors, as well as concern by fishery managers and scientists.  The analyses presented here may 
help explain this decline, and may have potential to forewarn stakeholders of similar future events.  For 
example, the low catch rates of November 1996 were associated with elevated bottom temperature 
(Figure 19-7) and sea level (Figure 19-10) at the Capricorn Eddy area three months prior in August.  
Although Chl-a was associated with the strongest correlation found in the present study, we cannot 
comment on the significance of Chl-a in 1996 as satellite data have only been available since 2002.  
Nevertheless, daily Chl-a data for the region are now readily available from the Australian 
Government Bureau of Meteorology and could be used to explain future variation in scallop catch 
rates, including upcoming fishing seasons.  While Chl-a data are readily available, the physical 
oceanographic properties (water temperature, sea level and EKE) were all derived from BRAN 3.5, 
which is a hindcast dataset that ended in September 2012.  Hence, the availability of physical 
oceanographic data is generally more difficult, especially for the bottom water properties.  The 
analyses in this study highlight the importance of updating the BRAN data in the future. 
 
Assessment of the scallop stock and the evaluation of alternative harvest strategies have been based on 
quantitative modelling of the scallop population, including the effects of fishing mortality (Campbell et 
al. 2010a; 2012).  As these models have not previously incorporated environmental influences, it is 
likely that some model outputs, including estimates of biomass, recruitment and predicted catch rates, 
could be improved by incorporating one or more of the high-correlation relationships.  This would 
likely lead to more accurate estimates of key fishery management reference points, such as maximum 
sustainable yield (MSY), possibly reducing the risk of overfishing. 
 
19.6 CONCLUSIONS 
This study examined relationships between coastal and oceanographic properties (i.e. freshwater flow, 
sea water temperature anomalies, sea level, EKE, Chl-a and SOI) and adjusted mean November catch 
rates from the Queensland trawl fishery for saucer scallops.  The minimum legal size applied to saucer 
scallops in Queensland means that the catch is made up largely of 1+ year old individuals.  The 
strongest correlation found was 0.85 for Chl-a concentration five months earlier in T30 Bustard Head.  
Elevated bottom water temperature anomalies at the Capricorn Eddy area three months prior (in 
August) were associated with reduced catch rates.  Elevated surface water temperature anomalies at all 
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locations 16-18 months earlier (May-July previous year) were associated with reduced November 
catch rates.  Physical oceanographic properties associated with the Eddy area had more strong-
correlations with scallop catch rates than any other area.  The results help explain long-term variation 
in scallop catch rates, including what is widely regarded as recruitment failure in 1996.  Inclusion of 
one or more specific high-correlation relationships in the quantitative population models used to assess 
the stock will likely improve management advice, including estimates of MSY. 
 
19.7 ACKNOWLEDGEMENTS 
This study was funded by the Australian Fisheries Research and Development Corporation (FRDC): 
Project 2013/020.  We appreciate the assistance of Dr Andreas Schiller, Russ Fiedler and Griffith 




Appendices – Scallop larval advection 
  69 
 Appendix 6. Larval Advection Patterns in the Queensland Scallop 20
Fishery 
 
Jesse Thomas and Ricardo T. Lemos 
 
This section of the report addresses all three Objectives, but is mainly focused on scallops: 
1) Review recent advances in the study of physical oceanographic influences on fisheries catch 
data, and describe the major physical oceanographic features that are likely to influence 
Queensland reef fish and saucer scallops. 
2) Collate Queensland’s physical oceanographic data and fisheries (i.e. reef fish and saucer 
scallops) data. 
3) Develop stochastic population models for reef fish and saucer scallops, which can link physical 
oceanographic features (e.g. sea surface temperature anomalies) to catch rates, biological 




This section of the report uses simulation to investigate temporal and spatial variability in the 
distribution, source and settlement of larvae in the Queensland saucer scallop fishery.  The advection 
of ‘larvae’, seeded in 411 0.1 degree grid cells in the fishery during the scallop’s winter spawning 
season, was examined for 19 consecutive years (1993-2011, inclusive).  Connectivity, wastage and 
self-seeding within and between grid sites were examined.  Larvae are generally advected northward 
and towards the coast.  Three areas approximating the rotational scallop replenishment areas were 
found to experience moderately high self-seeding, which may partially explain the high productivity in 
these areas.  Corresponding time periods from different years did not necessarily experience the same 
patterns of connectivity, suggesting that a traditional climatology cannot be summarised for the 
connective dynamics.  Hence, regions identified as a source of larvae that are subsequently protected 
from fishing, may not act as sources in all years.  Finally, the modelled distribution of simulated larvae 
was fitted against the observed spatial distribution of 0+ recruits from the long-term fishery-
independent monitoring.  Despite an extremely flexible model specification, the achieved fit did not 
reach an acceptable level.  The difficulty in fitting suggests the stock-recruitment relationship is more 
complex than assumed and that the simulated advections need refinement.  In particular, the 
incorporation of tidal vectors, which are not considered in BRAN, and vertical behaviour of larvae in 
the water column, may improve the model fit.   
 
20.2 INTRODUCTION 
The scallop species Amusium balloti forms the backbone of the Queensland Scallop industry, and 
responsible management of their population level is crucial to the sustainable continuation of this 
industry.  Various population models have been employed for this species over time, with the most 
recent having been developed by Campbell et al. (2012).  The primary goal of this study is to 
complement Campbell’s model with spatial information gleaned from A. balloti advection patterns, 
which may eventually allow us to enhance stock assessment and fisheries management.   
In addition to this overriding goal, two research questions of particular interest will be addressed, 
having been identified as gaps in the literature on larval advection.  First, it is common in studies of 
larval advection to simulate advection in accordance with ocean current data for only one or two 
spawning seasons, and base conclusions on those observed patterns, without questioning whether the 
patterns are in fact common to other seasons.  It tends to be assumed that oceanic current patterns, and 
therefore advection patterns, are cyclical on an annual timescale, and that the same month displays 
roughly the same advection dynamics across years.  We are in the fortunate position of having 19 years 
of ocean reanalysis data on our hands, and therefore in a position to investigate the validity of this 
assumption. 
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The second novel angle of research we pursue involves exploring the role of larval advection in the 
stock-recruitment relationship, and whether our simulations match real data.  We do this by combining 
our simulated advection patterns with a stock-recruitment model, and fitting this model to real 
recruitment data.  To our knowledge, such a step is without precedent, but we see it as the only way 
assumptions about the recruitment process made in simulation setup can be tested and refined.  We 
take on this challenge in Chapter 4, and also attempt to assess which advection patterns are more 
favourable to successful recruitment than others.  The study is divided into four chapters, with relevant 
literature reviewed in Chapter 1.  Each of the three research objectives is then explored in turn in 
Chapter 2 Numerical Modelling, Chapter 3 Climatology Performance Assessment, and Chapter 4 
Statistical Modelling of Recruitment, before a final presentation of our major results and suggestions 
for further research in the concluding section. 
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20.3 CHAPTER 1 LITERATURE REVIEW 
20.3.1  Scallop Recruitment Modelling 
Campbell et al. (2012) have recently provided a population model for the Queensland scallop fishery, 
which extends from 22.5°S to 27°S along the Australian east coast.  This model utilises biological and 
fisheries-related parameters.  While these factors are expected to have the predominant effect on the 
regional scallop population, a need has been recognised to refine some aspects of the stock-recruitment 
relationship (SRR), so that it accounts for environmental variability and spatial connectivity.  The 
existing population model pools the spawners at various locations across the fishery into a total 
population, and calculates the expected larval production and spat retention from this gross population.  
This approach, which ignores both the spatial distribution of parental biomass, and regional 
connectivity, inherently assumes that larvae from each location
 
have an equal chance of successful 
retention, that each location has a constant chance of being reseeded with spat in a given year, and that 
each of the various locations are equally and collectively responsible for seeding the entire region. 
 
Ignoring population spatial distribution and connectivity is only reasonable if the region is well mixed.  
However, if consistent currents exist such that one scallop bed S1, upstream from another scallop bed 
S2, is primarily responsible for seeding S2, while the reverse is not true, then the larvae are not well 
mixed.  Under such a situation, the spawners at S1 could be a better predictor of the recruits of S2 for 
the following season than the total spawning population of S1 plus S2 as applied in the current model.  
It is easy to imagine that such relationships may exist, and if they do, they have important fisheries 
management implications.  Green Zones for example, are established by the GBRMPA to protect 
populations from fishing and preserve a breeding population to replenish the region.  For example, 
protected marine areas with the objective of preserving a breeding population are the most effective if 
they are chosen on their ability to seed a very wide region.  Also, if certain zones are identified to be 
solely self-seeding, deliberate monitoring must take place to ensure a minimum breeding population is 
maintained.  The current study has developed an advection model to inform such management 
decisions. 
 
20.3.2 Oceanography in the Queensland Fishery 
To form an initial impression of the advection patterns we expect to observe, it is necessary to conduct 
a landscape analysis, documenting the dynamics of meso-scale oceanic features within the Queensland 
Fishery.  Later, we will endeavour to determine to what extent each feature affects advection patterns.  
Beyond simply determining the exchange of larvae between sites, currents are essential for 
transporting nutrients, and determining temperature and sea surface height.  Oceanic fronts, found at 
the boundary of distinct current systems, also provide localised areas of high food abundance, 
improving reproduction and recruitment rates (Bakun 2006).  The EAC creates one such known front 
in the Queensland Fishery, and the Capricorn Eddy another.  On an inter-annual scale, El Niño and La 
Niña events influence the intensity of the EAC, and dramatically affect temperature and atmospheric 
activity.  As such, below we note the mechanics, variability, and impact of the EAC, the Capricorn 
Eddy, and the El Niño-Southern Oscillation (ENSO). 
 
The EAC results from a bifurcation of the South Equatorial Current at approximately 15˚S (Ridgway 
and Dunn 2003).  From there the current flows south along the Australian coastline until 33˚S where 
another bifurcation takes place, sending a large portion of the current east into the Tasman Sea, while 
the remainder continues toward to the South Pole.  Traversing this landscape, the current undergoes 
three distinct stages (Ridgway and Dunn 2003): formation, intensification, and separation.  Formation 
of the EAC takes place when the southern stream of the bifurcated South Equatorial Current moves 
onto the Australian Continental Shelf, and heads south at a depth of between 200 and 500 meters.  At 
this point the current has been known to flow at up to 15 cm/s.  Intensification of the current can be 
observed from approximately 22˚S, where the narrowing of the shelf forces acceleration up to speeds 
of 91cm/s.  However, at around 31˚S the current dramatically loses as much as 60% of its intensity, 
and begins separation into distinct southern and eastern directed streams. 
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The strength of the EAC varies seasonally, experiencing greatest intensity during the summer months 
(Roughan et al. 2011).  Inter-annual fluctuations in EAC strength have also been observed, and are 
correlated with anomalously high sea levels (Holbrook et al. 2010) conveniently enabling researchers 
to take sea surface height as a proxy for gauging EAC intensity.  Uncovering how the EAC affects 
advection, Condie et al. (2011) and Roughan et al. (2011) simulated larval transport patterns around 
the Australian continental coast and noted that the EAC acts as a barrier to particle transport between 
offshore and near shore environments. 
 
Another prominent meso-scale feature is the Capricorn Eddy.  This eddy is ‘spun up’ by the EAC as its 
inner (coastal) edge encounters the frictional forces of the shallowing sea floor and nearby land 
boundary (Weeks et al. 2010).  When the EAC is strong, this eddy is likewise intense, and its presence 
is most visible during the seasonal acceleration of the EAC between September and November.  A 
typical lee eddy (Bakun 2006; Weeks et al. 2010), the Capricorn Eddy is responsible for upwelling a 
large volume of relatively dense, nutrient-rich water into the Queensland Fishery, improving spawning 
conditions and larval food availability (Weeks et al. 2010). Weeks et al. (2013) proposed that the 
Capricorn Eddy has a significant effect on the distribution of fish, observing that increases in eddy 
intensity have a negative impact on seabird foraging success.  It was proposed that the ‘spinning up’ of 
the eddy causes stratification in the water column, with each stratum having a distinct temperature and 
current profile, and that fish preferred the cooler, nutrient-rich lower stratum, below seabird diving 
range.  If current stratification does indeed occur, it implies that larvae can be advected in at least two 
distinct patterns depending on the stratum they reside in (Kangas et al. 2012), and thus Capricorn Eddy 
intensity may dramatically impact the distribution of the scallop population.  Eddy flow fields have 
also been noted to sweep particles into packets, improving recruitment probability where suitable 
habitat is present (Siegel et al. 2008). 
 
Finally, the El Niño Southern Oscillation (ENSO), regarded as the most significant driver of inter-
annual variability in the Pacific Ocean, was first observed in Peru as a warm southward current 
occurring around Christmas.  Every few years, the El Niño current would be exceptionally strong, 
warm, and extend much further south than usual.  It was not until the 1960s that it was empirically 
shown that this fluctuation was part of a larger-scale phenomenon involving changes in sea surface 
temperature and atmospheric pressure across the tropical Pacific Ocean (Philander 1989).  This 
phenomenon was dubbed the El Niño Southern Oscillation, and has three phases on an inter-annual 
time scale: the neutral years, the El Niño years and the La Niña years.  The El Niño phase is associated 
with warmer sea surface temperatures in the eastern and central Pacific, weak trade winds, and small 
differences in atmospheric pressure across the tropical Pacific.  The La Niña is El Niño’s exact 
meteorological opposite, but lasts longer on average (Ray and Giese 2012).  The third state of the 
ENSO is the baseline state.   
 
Consecutive El Niños and consecutive La Niñas have been observed over the years, and it is evident 
that the ENSO does not cycle through these three states sequentially.  Predicting ENSO events far in 
advance is a difficult task, but since the extremely severe El Niño of 1982-83, continuous monitoring 
has been in place, allowing advance warning by detecting ENSO events in formation, and following 
their propagation from east to west across the Pacific (Philander 1989).  The effect of ENSO on 
weather patterns in Australia is well known and widely felt.  Australia’s three wettest years since 1900 
were 1974, 2010 and 2011, which were all La Niña years.  These years were also cold years, with 2011 
being the coldest year in a decade.   
 
The impact is not constrained to the Australian Pacific coast either, with the Murray-Darling Basin 
experiencing its wettest calendar year on record in 2010, and Western Australia experiencing its 
wettest year on record in 2011 (Bureau of Meteorology 2012).  Conversely, during El Niño events, 
rainfall is known to dramatically decrease in central and west Australia.  Sea surface temperature has a 
significant effect on the WA fishery for A. balloti; however, warmer SSTs are typically experienced in 
WA during La Niña events, which are associated with a strong Leeuwin Current.  ENSO events are 
also correlated with changes in sea surface height (Holbrook et al. 2010) suggesting a correlation 
between ENSO events and inter-annual EAC fluctuation.  
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20.3.3 Larval Transport 
The current benchmark study of scallop fisheries in Australia is by Kangas et al. (2012), who 
investigated the scallop fishery in Shark Bay, WA.  To uncover advection patterns in the region, the 
researchers chose two years for study, 2007 and 2009, which were high and low recruitment years 
respectively.  Using the 3D General Estuarine Model (GETM) they randomly seeded the entire region 
on a bi-weekly basis throughout the entire WA spawning season, April-July.  GETM only incorporates 
current data, and does not include tides.  However, this was concluded to be a positive feature as it 
allowed researchers to see overall dominant patterns more clearly.  Behaviourally, the particles were 
considered to be passive drifters, as larval swimming speed was considered negligible in the face of the 
speed of the currents in the region.  A random walk component was added to this passive advection to 
account for chaotic localised influences and induce a wider spread in larvae over time. Settlement time 
was taken to be two weeks.  In terms of vertical migration through the water column, Kangas et al. 
(2012) noted that unfortunately little is known about A. balloti’s vertical distribution during their pre-
settlement life.  As such, they simulated two distinct advection patterns, one based in the surface 
current stratum, and the other in the bottom stratum.  
 
While neither scenario was thought to be completely correct, the researchers believed that these two 
distinct advection patterns constitute the extremes of possible advection.  After each two-week 
simulation, the particles that ended up in the main scallop beds were traced back to their point of 
origin, allowing Kangas et al. to unveil all possible locations from which the main scallop beds were 
being seeded.  They also explored what percentage of larvae stayed in the scallop bed from whence it 
was spawned, resulting in self-seeding.  Finally, they explored which zones send larvae out of Shark 
Bay, resulting in loss from the fishery. 
 
Other studies of larval advection in Australia and globally contain several useful ideas which could 
extend and simplify the Kangas et al. (2012) study.  First among these is the application of a fisheries-
wide graph theoretic analysis to capture all patterns of connectivity simultaneously.  Consider that 
scallop populations within the region of interest can be viewed as vertices of a directed graph, with 
advection paths constituting edges between these vertices.  This is illustrated in the simple two-
population graph below, where population one (P1), sends particles to population two (P2), and also 




Stated formerly (Kolman and Hill 2004), a directed graph, or digraph, is a finite set of points P1, P2, …, 
Pn, called vertices or nodes, together with a finite set of directed edges, each of which joins an ordered 
pair of vertices.  Once we have a digraph G, with n vertices, we can define an n x n adjacency matrix 
A(G), whose i,jth element is 1 if there is a directed edge from Pi to Pj and 0 otherwise.  A connectivity 
matrix is a form of adjacency matrix where the non-zero entries can be counts of particles from Pi to 
Pj, or the percentage of the particles from Pi that ended up in Pj. 
 
The tools of graph theory can be extremely useful in gaining an understanding of things like the 
relatedness of populations, as was the interest of Treml et al. (2008) for example.  For populations to 
share genes they need not exchange larvae every spawning period.  Nor do the two populations need to 
exchange larvae directly, as they could also exchange genetic information through an intermediate 
population, which receives larvae from an initial population in one spawning season, and seeds the 
second population with second generation larvae in the next season.  Adjacency matrices are well 
equipped to reveal such higher-order patterns through the following theorem (Kolman and Hill 2004). 
 
 
Theorem 1: Let A(G) be the adjacency matrix of a digraph G and let the rth power of A(G) be Br: 
P2 P1 
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*	+,)-. = /. = *012+.)- 
Then the i, jth element in /., 012+.), is the number of ways in which Pi has access to Pj.  
 
 
Thus, for example, to find populations that are related by a maximum of a three-stage connection, we 
simply take	*	+,)-4, and any non-zero element represents a related population. Generalising this 
further, we can determine if all populations in the digraph share genetic information by investigating if 
it is strongly connected.  Such was the problem that Kininmonth et al. (2010) sought to explore.  They 
were interested in the connectedness of the coral reefs within the Great Barrier Reef, and in particular, 
if it, or any parts of it are self-sustaining independent ‘small worlds’.  A small world can be defined as 
a pattern of connectivity such that it is possible for every region in the small world to exchange 
particles with every other, perhaps over several seasons. 
 
 
Theorem 2: A Digraph is said to be strongly connected if for every two distinct vertices Pi and Pj there 
is a path from Pi to Pj and a path from Pi to Pj. In practice, a digraph with n vertices is determined to be 
strongly connected if its adjacency matrix A(G) has the property that  
*	+,)- + *	+,)-5 +⋯+ *	+,)-7 = 8 
has no zero entries. 
 
 
Another dynamic easily revealed by connectivity matrices is well-mixed patches of population in the 
region – where larval exchange takes place in a reciprocal manner between all points in all spawning 
seasons.  Such a dynamic is analogous to a clique in a digraph, which is a subset of the vertices S such 
that (Kolman and Hill 2004): a) S contains three or more vertices; b) If Pi  and Pj are in S, then there is 
a directed edge from Pi to Pj and a directed edge from Pi to Pj; and c) there is no larger subset T of the 
vertices that satisfies property (b) and contains S.  In practice, the procedure for determining if there is 
a clique in a digraph (a small world in a region) is as follows (Kolman and Hill 2004). 
 
 
Algorithm 1: To determine if a digraph G contains a clique, 
Compute 	 = *912-, the adjacency matrix of the digraph, and from this find the symmetric matrix 
: = *;12-, where 
;12 = ;21 = 1	<=	912 = 921 = 1	>?	@A?>	>BCA?D<;A 
Compute :4 = *;12+4)-. 
Pi belongs to a clique if and only if ;11+4) is positive. 
 
 
Note that this procedure does not recognise well-mixed subregions involving just two sites, but these 
are to be given by the elements of the symmetric matrix : = *;12- that are not in a clique.  Thus, after 
forming a connectivity matrix, simple linear algebra is all that is required to reveal well-mixed 
subregions.  Given the utility of connectivity matrices for revealing advection patterns, we will apply 
them in the present study also. 
 
Several studies also differed from Kangas et al. (2012) in the way they elected to treat behavioural 
aspects of the larvae.  The key behavioural factors that are particularly pertinent to modelling 
connectivity are whether larvae are simulated with or without random walk, whether or not they 
migrate vertically and how, and when they settle as recruits.  Siegel et al. (2003), Treml et al. (2008), 
Kininmonth et al. (2010) and Condie et al. (2011), do not utilise random walk, instead modelling their 
larvae as purely passive.  While all of these studies relate to very large scale regional connectivity, 
such as between island groups in the south-east Pacific, across the Great Barrier Reef, or within the 
Gulf of Mexico, there also exist examples of passive particle modelling applied to smaller scales.  
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Siegel et al. (2008) utilised passive particles to model advection along the southern California Coast, 
and Lacroix (2013) used them to model transport of flatfish in the English Channel and North Sea. 
 
Other authors (Roughan et al. 2011; Kangas et al. 2012) do apply a random walk technique to their 
advected particles, in order to capture the effect of localised weather conditions, and induce wider 
spread.  These studies considered very short time ranges of only one or two seasons, however, perhaps 
making this step more necessary as not all extreme values are expected to be observed in such a small 
time span.  Applying random walk produces a range of advection paths more likely to contain the 
naturally occurring range than a purely deterministic approach, simply by merit of the fact that the 
range is wider.  This method generally results in connective strength figures which are up to 40% less 
strong than their passive advection counterparts (Siegel et al. 2008).  This is not necessarily bad, 
however, and Williams and Hastings (2013) present an interesting virtual experiment explaining why. 
Consider two sites, whose larvae, under a deterministic simulation are seen to neither remain in the 
site, nor seed the other site.  Rather, they are lost to some other neighbourhood in the fishery.  Under 
such conditions these two sites are in constant decline.  Yet, with no change to the current data, when a 
random walk component is included in the simulated advection, it was shown that it is possible for the 
two sites to exchange some larvae, and that this exchange, though small, was sufficient to sustain both 
populations over time.  The implication is that while connective strength may be lower across the 
region, the number of connections that exist may be greater, helping to explain sustained populations 
and wide exchange of genetic information. 
 
There are also varied perspectives regarding whether periodic vertical migration through the water 
column ought to be considered in simulations.  Vertical migration only affects larval advection if the 
current vectors differ at various depths and, as already noted, this may occur in the Queensland scallop 
fishery in the late spring and early summer months due to the Capricorn Eddy.  However, the extent 
and pronouncement of this effect is unknown.  It is also reasonable to expect the presence of near-
shore stratification during the incoming and outgoing tides, but with little known about the vertical 
migration behaviours of Amusium balloti, most authors tend to simply model larval advection as if 
larvae remain in one homogeneous layer the entire time (Treml et al. 2008; Kininmonth et al. 2010; 
Condie et al. 2011).  Kangas et al. (2012), however, showed that stratification of the water column, 
with differing currents dominating different layers, can have a significant impact on the advection 
pattern.  Upon simulating advection in two distinct strata separately and noting the significant 
differences, they proposed that actual advection was probably somewhere in between.  Yet this 
proposition does not account for the possibility of larvae migrating deliberately between the flow fields 
and biasing their transport in a particular direction, achieving advection paths outside the bounds of 
either simulation - something prawn larvae are well known to do (Tamaki et al. 2010).  Results 
obtained from simulating various current strata must be discussed in this context.  
 
The timing of larval settlement has also been treated differently by different authors.  Settlement takes 
place near the end of the competency stage, when larvae actively seek an appropriate habitat, and in 
the case of scallops, descend to the sea floor as spat.  This happens two to four weeks after spawning 
(Dredge 1981; Julie Robins, unpublished), and Siegel et al. (2003) have noted that varying the timing 
of this settlement in simulations has significant impacts on the level of connectivity that results.  It is 
most common to use a set time instant for settlement somewhere in the middle of the expected 
settlement range.  However, Roughan et al. (2011) recorded not only the final location at the end of the 
simulation, but all sites the larvae passed through over the expected settlement timeframe, thus 
capturing a range of possible connections.  
 
Finally, a critical assumption made by the Kangas et al. (2012) study in Shark Bay, WA, is that 
advection patterns remain stable over time.  Only under that assumption is it justifiable to infer a 
general advection pattern from information extracted based on only two years of simulations.  If 
connectivity is unstable, however, and a connection is extremely strong in some periods and extremely 
weak in others, then it is possible to imagine periods where the population of the source site does not 
serve to adequately re-seed the receiving site.  In light of this, the utility of protecting a source site for 
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the purpose of maintaining the receiver site may be severely limited unless it is also shown that the 
connection is stable over time.  
 
20.4 CHAPTER 2 NUMERICAL MODELLING 
20.4.1 Introduction 
Having reviewed the state of the art in larval transport simulation, the present chapter implements a set 
of simulations for A. balloti in the Queensland Fishery in order to uncover spatial information useful in 
enhancing stock assessment and management practices.  In doing so we make the following simulation 
setup decisions which we believe reflect best practice or better, and are most appropriate given what is 
known about the meso-scale features of the Queensland Fishery.  First, rather than simulating larvae as 
purely passive or as having a random walk, we will do both, and compare the results in Chapter 4 
Statistical Modelling of Recruitment.  Second, the potential for current stratification to exist is 
explored through simulation in Simulation 1, and subsequent simulations adopt the approach of 
Kangas et al. (2012) by simulating an appropriate set of layers separately.  Finally, settlement timing is 
taken to be three weeks, but we also record the location of the larvae at other time intervals, giving us 
the option to explore these at a later date. 
 
20.4.2 Materials and resources 
This study will utilise data from BRAN3.5 to capture regional currents and the advection of simulated 
larvae.  The Bluelink Re-Analysis (BRAN) assimilates data from the Bluelink Ocean Data 
Assimilation System (BODAS) with the Ocean Forecasting Australia Model (OFAM), and can thus be 
thought of as interpolating data between disparate measured data points with a global oceanographic 
model to provide current estimates in unobserved areas.  The data set runs from 1993 to 2011.  
BRAN3.5 has significantly improved eddy resolution capability over its predecessors, and greater 
accuracy across key variables such as sea surface temperature and salinity (Oke et al. 2013).  
According to Oke et al. (2013), BRAN3.5 is able to predict sea level to within 7.7 ± 0.5 cm, upper 
ocean temperature to within 0.68 ± 0.08˚C, upper ocean salinity to within 0.16 ± 0.02psu, and near-
surface velocity to within 20.2 cm/s.  While it is noted that BRAN3 does produce abnormally salty and 
warm predictions between 500 m and 1000 m depth, this shortcoming will not affect our study as the 
Capricorn Bunker region does not contain such depths. 
 
The BRAN3.5 data of regional currents was fed into a simulation program called GNOME, which was 
developed by the National Oceanic and Atmospheric Administration (USA) for simulating oil spills 
(‘GNOME User’s Manual’, 2002).  This program was chosen for its convenient ability to run large 
repeated simulations without manual intervention, and also for the ease with which a random walk 
component to particle trajectory could be added and manipulated.  Its main shortcoming though, is that 
being designed for oil spill modelling, it is only capable of simulating on a two dimensional plane.  
This problem is easily circumvented by taking depth layers of the BRAN3.5 data separately and 
simulating advection at those depths one at a time.  Another simulation program, called Connie2, 
which was developed by the Commonwealth Scientific and Industrial Research Organisation (CSIRO), 
was also considered.  The current implementation of Connie2 requires each simulation to be set up 
manually, and as we intended to simulate a new spawning for every week in each spawning season 
across 19 years, this posed a serious limitation.  Connie also does not allow the user to implement their 
own current data set, and instead only gives the option of BRAN2, or two other local data sets, neither 
of which cover the date range of interest.  Thus, it was decided that GNOME running BRAN3.5 data 
provided the best simulation option.  Connie’s advantage, though, is its ability to simulate various 
depths without the need to upload different current data sets for each simulation, as GNOME does 
require.  We utilise this feature in our first simulation to get an impression for the level of stratification 
in the Queensland Scallop fishery. 
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 Simulation 1 20.4.2.1
Stratification is the phenomenon where ocean properties such as temperature, salinity, or currents 
rapidly change with depth.  If current stratification takes place then it is an essential consideration in 
the simulation of advection, as larvae sitting in different layers of the water column could experience 
quite different advection patterns.  One potential driver of stratification in the Queensland Fishery is 
the Capricorn Eddy, which begins to spin up in intensity as the summer months approach.  However, 
the extent of any stratification that this may cause is not well known.  Further, other unknown sources 
of stratification may exist.  It is therefore well worth developing an initial impression of the 
stratification that may exist in the Queensland Fishery.  Our goal in the present simulation is to glean 
sufficient information to be able to make an informed choice regarding whether or not we need to 
simulate for multiple strata in the water column, and if we do, what depth layers we should select to 
capture each stratum separately. 
 Setup 20.4.2.2
Using a freely available tool from the Commonwealth Scientific and Industrial Research Organisation 
(CSIRO), called Connie2, larval advection patterns were generated for five different depths across 
seven locations for the first week of November 2008.  Connie2 utilises a hydrodynamic model for the 
Queensland Scallop Fishery called SHOC, which unfortunately has a limited time span.  We were only 
able to simulate the one spawning event as the majority of the scallop spawning season is outside the 
date range of SHOC, but it has a good resolution of 4 km, and covers the region from Moreton Bay to 
mainland Papua New Guinea.  Offshore boundary conditions are provided by BRAN2.  In running the 
advection simulation, Connie2 automatically seeds 25 particles per grid cell per day for each specified 
source grid cell over three weeks. 
 Results 20.4.2.3
Figures showing simulation output are presented below (Figure 20-1).  The resulting plots clearly 
reveal that across all seven locations, the advection pattern shifts from tending toward the coast, to 
tending either away from the coast, or northward, suggesting that stratification within the water column 
indeed occurs.  Differences are particularly pronounced between the surface layers, and the layers 
below 13 m. This confirms the need, as in the Kangas et al. (2012) study, to conduct simulations for 
various depths across all 19 years.  
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Figure 20-1.  Each row of images in the figure represents a different spawning location, which is indicated by the 
black grid.  Each column corresponds to a different depth; 1 m, 5 m, 13 m, 24 m and 40 m respectively.  The blue 
grid indicates the location of larvae after advection. 
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 Simulation 2 20.4.2.4
 Setup 20.4.2.5
In order to uncover the patterns of scallop larval dispersion off the Queensland East Coast (QEC), we 
generated a 19-cell grid of 0.5° resolution, as in Campbell et al. (2012), covering the QEC from 22.5° 
S to 27° S.  These large grid cells were then each subdivided into 25 smaller cells (0.1° resolution), and 
those not in the ocean excluded, leaving a total of 411 cells.  Utilising current velocity data for this 
region from the BRAN 3.5 global ocean model, we were able to simulate the advection of virtual 
larvae for 19 spawning seasons, from 1993 to 2011.  Grid cells were seeded with larvae at random, at a 
rate of nine tracers per week.  Tracer trajectories were simulated for three weeks corresponding to 
scallop planktonic larval duration (Julie Robins, unpublished).  This was done for twenty-four weeks, 
from June till October each year, corresponding to the Queensland scallop spawning season (Julie 
Robins, unpublished).  Seeding was performed at midnight of the first day of each week.  The final 
locations of all particles were recorded for subsequent analysis.  In total, we modelled the fate of 9Larvae 
x 411Cells = 3699 tracer larvae seeded per week across the QEC, over a total of 19years x 24weeks = 456 
weeks.  This was done for the surface depth layer of 1-5 metres, and also for the 15 m depth layer, in 
accordance with where the Connie simulation suggested distinct current strata may exist.  For both 
depths, both a purely deterministic simulation and a simulation with a random walk were performed.  
The random walk component was implemented such that at each time step, the tracers receive an 
impulse in a random direction at up to 5% of the magnitude of the local instantaneous current velocity. 
 
From each weekly simulation of larval dispersion, a 
connectivity matrix was formed, recording the number 
of larvae from each origin cell that ended up in each 
destination cell, or was lost off the grid.  An average 
connectivity matrix was then calculated by taking the 
element-wise average across all connectivity matrices 
recorded, allowing us to explore which zones lose the 
most larvae to the ocean, which cells have had the 
widest seeding range, which cells self-seed, and, for 
the regions with the highest fishing effort (Figure 
20-2), where do their source larvae come from, and 
where do they send their larvae to.  A matrix of 
element-wise variance over time was also calculated to 
capture variability in the dynamics of each site.  
 
 
20.4.3 Results and discussion 
At the level of a global average, the surface and depth layers did not produce widely different results, 
and so only the surface layer plots are presented in the discussion that follows.  The issue of which 
kind of connectivity best captures the most likely advection path of the larvae is explored in depth in 
Chapter 4 Statistical Modelling of Recruitment.  Figure 20-3a below plots the mean connectedness of 
each cell, where connectedness is defined simply as the number of other cells a particular cell has sent 
larvae to over the 19 years.  Figure 20-3b plots the variance in the connectedness of each site.  It is 
clear from the plots that the mean and the variance in connectedness are strongly correlated.  This 
implies that the mean connectivity alone is an inadequate predictor of the connections a particular site 





Figure 20-2.  The three regions of highest fishing 
effort, from Campbell et al. (2012). 
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Next, in Figure 20-4 we considered which sites waste the most larvae, losing them to the open ocean.  
Given the dominant current in the region is northward and coastward, it is unsurprising that cells near 
the top end of the region experience the highest wastage.  It is clear from the variance plot that the 
wastage dynamic is as variable as it is pronounced, however, and in a given season it is quite possible 






















The level of self-seeding by sites was also considered, as measured by the total number of larvae that 
settle in their initial spawning location.  Significantly, High Fishing Effort Regions 1, 2 and 3 
experience high levels of self-seeding, as indicated in Figure 20-5a, and a low variance over time in 
this pattern (Figure 20-5b).  It should be noted here that the coastal region’s apparent high self-seeding 
is accentuated by the design of Simulation 2.  When GNOME advects particles to the coast they ‘stick’ 
there artificially as if they settled.  Some may indeed settle there in reality, but a significant portion 
could also become beached and die, or be flushed back out to sea. 
  
 (a) Mean Connectedness    b) Variance in Connectedness 
(a) Mean Wastage of larvae   (b) Variance in wastage over time 
Figure 20-3.  a) Mean number of connections made by each cell, and b) the variance in 
connectedness, for the Queensland scallop fishery.  Zero is represented by white, and black 
represents 339 connections. 
 Figure 20-4.  a) Mean number of larvae wasted by each cell, and b) the variance in wastage, for the 
Queensland scallop fishery.  No wastage is represented by white, and black represents 339 
connections. 
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Turning our attention specifically to the three regions of high fishing effort indicated in Figure 20-2, 
we are interested in 1) uncovering the sites whose larvae are responsible for seeding these three 
regions, and 2) finding out where larvae from the three regions end up.  Figure 20-6 below shows 
where the larvae that settle in Region 1 come from using a binary scale (a) and a relative grey-scale 
(b).  Region 1 is the region of highest fishing effort in the fishery.  It is quite apparent that self-seeding 
is very important for this region’s maintenance.  Moreover, we already know from Figure 20-5 that 




















Next we considered Regions 2 and 3.  Figure 20-7a and Figure 20-8a display all sites that contribute to 
Regions 2 and 3 respectively, while Figure 20-7b and Figure 20-8b show the relative contribution of 
those sites.  It is clear that almost any site north of Fraser Island can contribute to Regions 2 and 3 in a 
given spawning season.  However, the dominant sources are clustered in a horizontal band that begins 
in each region, and stretches eastward. 
 
  
(a) Level of self-seeding    (b) Variance in self-seeding over time 
(a) All contributors to Region 1    (b) Relative contribution 
Figure 20-5.  a) The level of self-seeding on a relative scale, and b) variance in that self-seeding 
behaviour. 
Figure 20-6.  a) All potential source cells for Region 1, and b) the relative contribution by these source 
cells to Region 1. 
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In the final step of the analysis we also investigated the destination of larvae spawned from each of the 
three regions of high fishing effort.  Results from Region 1 are plotted below (Figure 20-9).  It is not 
surprising that the destination cells differ from the source cells, but it does come as a surprise that 
Region 1 appears to send the majority of its larvae to the coast, potentially resulting in beaching of the 
larvae and subsequent loss.  This indicates that the self-seeding dynamic driving the productivity of 
this region is in fact not very common.  Instead it is more common for larvae to be swept coastward in 
a given spawning event.  Results for Regions 2 and 3 reflected a similar pattern, but for these regions, 
the larvae were not swept coastward, but out of the fishery to the north.  
  
(a) All contributors to Region 2   (b)   Relative contribution 
(a) All contributors to Region 3   (b) Relative contribution 
Figure 20-7.  a) All potential source cells for Region 2, and b) the relative contribution by these source 
cells to Region 2. 
Figure 20-8.  a) All potential source cells for Region 3, and b) the relative contribution by these source 
cells to Region 3. 
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A number of interesting dynamics of the Queensland Scallop Fishery’s connectivity have been 
explored, including site connectedness, site wastage, and site self-seeding.  The sources of larvae 
responsible for seeding the main fishing areas, and destinations of larvae from those same regions were 
also explored.  Connectedness was measured as the number of other sites a given site has sent larvae to 
at any point over the 19 seasons from 1993 till 2011.  It is clear from the plots that connectedness is 
strongest close to the coast within Hervey Bay.  Significantly, however, connectedness was very 
variable over time, and no region could be identified which seeds many other regions with any reliable 
consistency.  
 
Wastage of larvae from each cell was defined to be the number of larvae that exited the fishery within 
the three-week advection period.  Given the dominant regional current is northward, the result found is 
somewhat intuitive; with the cells to the north of the grid being most likely to have their larvae lost 
across the northern border.  The variance plots show that these cells are not guaranteed to lose larvae, 
however, as high variability indicates that it is possible for these cells to have a good spawning 
sometimes, and we thus cannot ignore their potential influence on the productivity of the fishery. 
 
Next, self-seeding throughout the region was analysed and some very interesting results were 
observed.  The three regions of highest fishing effort in the Queensland fishery were found to 
experience moderately high self-seeding, and the variance plots indicated that this pattern was 
consistent.  We do not see this as a coincidence and instead propose that it is likely self-seeding is a 
driver of the high productivity of these regions.  Notably, there is also a region south of Fraser Island 
that experiences high self-seeding with low variance.  This region is not regarded as a high fishing 
effort region, but is known to fishers as a place to find scallops when they are experiencing unusually 
low catch rates elsewhere.  
 
Focus was then directed specifically to the dynamics of the three regions of highest fishing effort.  It 
was found that each is potentially seeded by a very wide area, but a significantly smaller number of 
cells are responsible for the majority of seeding.  This subset of contribution regions is typically 
within, or adjacent to the high fishing effort region itself, reinforcing our conclusion that self-seeding 
plays an important role in the productivity of these regions.  When we looked at where larvae spawned 
in these three regions, however, it was found that Region 1 sends a very large proportion of its larvae 
(a) All destinations     (b) Relative volume to destinations 
Figure 20-9. a)  All potential destination cells for larvae from Region 3, and b) the proportion of larvae from 
Region 1 that end up in each cell.  It is quite clear that the majority of larvae are washed against the coast. 
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directly to the coast, potentially resulting in the beaching and loss of those larvae.  Regions 2 and 3 are 
also highly likely to lose the majority of larvae due to the dominant northward current carrying them 
off the grid.  This indicates that while key to productivity, self-seeding in these regions does not occur 
in the majority of spawning events, but is rather the result of a less-frequent current pattern.  When this 
pattern may occur is explored in Chapter 4. 
 
Overall, this simulation has shown that the dynamics of regional connectivity are highly variable over 
time.  The implication of this is that a single average connectivity matrix cannot provide a sufficient 
description of all connectivity patterns.  This is a significant finding, as the literature to date has tended 
to rely on average connectivity to describe regional dispersion patterns.  Crucially, we also found that 
self-seeding seems to be important to sustaining the scallop population in the regions of highest fishing 
effort.  This has implications for the management of these regions as it suggests that rotational closure 
of portions of these regions is more likely to successfully sustain the scallop population than protecting 
a single sub-region whose larvae are expected to seed the rest of the region. 
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20.5 CHAPTER 3 CLIMATOLOGY PERFORMANCE ASSESSMENT 
20.5.1 Introduction 
In the previous chapter we explored some of the key aspects of connectivity in the Queensland Fishery, 
and observed that they vary considerably over time.  It was clear that a single grand average of 
connectivity by itself did not tell the whole story due to hidden variance that was not constant across 
the fishery.  However, the question of over what time period this variation takes place was not 
addressed.  Indeed, it may well still be possible to form more descriptive summaries over some shorter 
timescale in which variance is low.  If changes in dynamics take place from month to month, and this 
cycle is repeated from year to year, then it may well be possible to generalise the results of one or two 
seasons, as other authors have done.  It is the goal of this chapter to explore whether such a cyclical 
pattern exists, and if so, over what time interval.  
 
It is common practice in oceanography to form monthly climatologies (i.e. long-term monthly means) 
as variables are expected to be consistent across this time frame.  These climatologies then form 
reference points going forward, allowing forecasters to form expectations about the future, and 
measure deviation from that expectation.  For example, it is such a climatology of temperature across 
the Pacific Ocean that allows the detection of an El Niño formation – anomalously high sea 
temperatures in the South American Pacific.  Climatologies can also allow predictions to be made 
without the need to re-measure, or measure as extensively, the variable of interest.  This would mean a 
huge cost saving when talking about a variable such as regional advection patterns, which, as we have 
seen, require the running of a deterministic oceanographic current model, interpolation of those results 
with buoy and drifter data, and subsequent simulation of larval dispersion. 
 
The key assumption behind the practice of using climatologies is that the variable concerned varies 
little within the climatological time interval – a month say – and that the variable behaves similarly in 
the same month from year to year.  If this is the case, then a climatology can be formed with minimal 
information lost.  However, if the variable varies more rapidly, a climatology over a shorter time 
period may be necessary.  Further, if the time period is not self-similar from year to year, then a 
climatology misses a significant amount of information and is inappropriate as a reference point.  We 
are interested to know if it is justifiable to form climatologies of connectivity for the Queensland 
Fishery, and if so, over what climatological time interval.  Such a question has not previously been 
asked of marine connectivity to our knowledge. 
 
20.5.2 Methods 
Our data for connectivity is a set of 19years x 24weeks = 465 connectivity matrices.  Each matrix has 411 
rows corresponding to the 411 cells in the fishery grid, and 412 columns corresponding to possible 
destinations, where the additional destination cell corresponds to ‘off the grid’.  Little guidance was 
found in the literature for analysing the variation within a given month, nor for comparing the 
similarity of a month in one year to the same month in another year when the data points are a set of 
411 x 412 connectivity matrices.  While of course various norms such as the Frobenius norm exist, and 
we considered techniques such as principle components analysis, none of these options were 
satisfactory in terms of having an interpretable physical meaning relating to connectivity pattern.   
Thus, we have developed the algorithm below, which is designed to test the below hypothesis: 
 
H0: There is no less variability in the connectivity experienced by corresponding weeks/months across 
years than what we expect between a random assortment of weeks/months. 
H1: There is less variability in the connectivity experienced by corresponding weeks/months. 
 
More specifically, to analyse the connectivity patterns occurring in week one of the spawning season, 
we take the element-wise variance of all connectivity matrices corresponding to the first week of each 
spawning season in our data set.  If the patterns are similar, then the values observed in the variance 
matrix should in general be lower than in a variance matrix resulting from a randomly selected set of 
20 weeks.  If this is found not to be the case, then we have no evidence that the first week has similar 
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connectivity across years.  These concepts form the basis of our test statistic and the criterion to 
reject/not reject the null hypothesis. 
 
The same idea is generalised to time intervals longer than a week by first taking the element-wise 
average of weeks in that interval, and then taking the variance across years for that interval.  So for the 
first month of the spawning seasons say, we would take the average across the first four weeks of the 
season in each year, and then compute the variance matrix for those averages.  Again, if the same 
month is similar across years, then we expect the values in the variance matrix to be lower in general 
than the variance matrix that results from a random assortment of months from across the years.  If this 
is found not to be the case, then we have no evidence that months are similar across years, and we 
should be hesitant to extrapolate conclusions relating to connectivity beyond the simulated timeframe. 
 
Clearly, to execute this analysis, we must also define precisely what we mean by ‘lower in general’ 
than the variance expected from a random assortment of connectivity matrices, and as such we define a 
relevant threshold as in the following paragraph.  Finding the variance matrix for many random 
assortments of connectivity matrices yields a set of variance matrices.  We can then treat the elements 
of these variance matrices collectively as a sample of variances that occur between cells across years.  
 
We define the threshold to be the 0.25 quantile of this data, and then go back through our set of 
variance matrices, counting the number of elements in each one that fall below this threshold.  The 
more elements below the threshold in a given variance matrix, the more similar the set of matrices are 
from which it was formed.  These counts across the set of variance matrices yield a sample of counts 
against which we can now benchmark our climatologies.  We then look at the connectivity matrices 
corresponding to the first week of each year say, take the element-wise variance between them, and 
count the number of cells below the threshold.  If this number is large and sits well above average in 
our distribution of counts, we have reason to believe the matrices are more similar than a random 
assortment.  If the count is around the average or below, then we have no reason to believe the 
connectivity matrices are more similar than a random assortment.  The assessment is described 
precisely in full in the following algorithm. 
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1 2 3 4 5 
Algorithm for Climatology Performance Assessment: 
For a climatological time interval of	E weeks with E	F	G1, 2, 4, 10I	 corresponding to weekly, 
fortnightly, monthly, and seasonal climatologies, test the performance of an E-week climatology in the 
following way: 
 
Select a year and a week at random from the selection of 20 weeks in each of 19 years. 
 
Compute an average using this week, and the E − 1 weeks following it. 
 
Repeat steps 1 and 2 until you have 20 such E-week averages.  
 
Calculate the element-wise variance among these 20 connectivity matrices. 
 
Repeat steps one to four 1000 times, recording all mean and variance matrices. 
 
Treating the entries of the 1000 variance matrices as a sample data set, identify a variance threshold by 
finding the 0.25 quantile of the sample. 
 
Count the number of entries in each of the 1000 variance matrices that fall below this threshold. 
Record these counts and plot them as a histogram. You now have an empirical distribution function 
whose mean can serve as a benchmark for the level of variance you expect a climatology to beat. 
 
Form E-week climatologies, and calculate the variance matrix for each. 
 
Count the number of entries in the variance matrices of the climatologies that fall below the threshold. 
If the count is not significantly greater than the expectation under a random assortment, then there is no 




This algorithm was applied to test the merits of 1-week, 2-week, monthly (4-week), and seasonal (10-
week) climatologies.  Here we discuss the results of the monthly and bi-weekly timescales, whose 
results are indicative of the performance of the other time scales also.  Figure 20-10 shows the results 



















Months are indicated with the labels 1-5 and correspond to June through October.  Their location on 
the histogram indicates the value of their respective counts.  Not a single one scores highly.  This 
Figure 20-10. Histogram of the number of cells below the threshold in each of the 1000 average 
connectivity matrices.  The numbers 1 through 5 represent where the counts for the variance 
matrix of each month June through October sit in the histogram. 
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indicates the similarity between each month connective pattern across years is low and we therefore 
find no support for relying on monthly climatologies.  It is interesting though that the latter months 
appear to achieve higher counts than earlier months, suggesting that later months are less variable 
across years than earlier months.  The process was then repeated for fortnightly climatologies.  As 
before, the histogram, and where each fortnightly climatology’s count sits within it, is recorded below 



















The results again suggest that the connectivity patterns observed in the same period across years are no 
more similar than the connectivity patterns observed in a random collection of time periods – giving 
the use of a climatology no credibility.  We also observe yet again that the stability of connectivity 
increases toward the latter part of the year in general.  These results are indicative of what we observed 
when analysing other climatological time intervals too, and no climatology over any interval was 
identified that scored particularly well for similarity across years. 
 
20.5.4 Conclusions 
The level of similarity in connectivity between corresponding weeks, fortnights, months and seasons 
was gauged relative to the similarity expected from a random assortment equivalent time intervals 
across the 20 years.  Unfortunately, the analysis suggests that corresponding time periods do not 
necessarily experience the same connective patterns at all from year to year.  As such, a traditional 
climatology cannot be formed to summarise connective dynamics adequately.  This finding has 
implications for all studies involving simulated marine currents as it does not support the assumption 
that observations made in one or two simulations may be generalised across time.  Specifically, to use 
the Kangas et al. (2012) study as an example, the sources, sinks, and areas of high wastage identified 
in the two spawning seasons simulated may not be constant across years and management initiatives 
based on these conclusions may have limited effectiveness.  Thus, regions identified as source regions 
and subsequently protected may not in fact act as sources at all in certain years, and thus seeding of the 
wider fishery by these regions in those years may fail. 
 
The findings of this chapter do not affect the reliability of our own results in Chapter 2 Numerical 
Modelling, however, as all connective dynamics were considered in the context of their variance across 
time.  For example, it is still valid to conclude that certain regions are more likely to experience self-
seeding at some time during the spawning season than others, even though currents favourable to self-
seeding cannot be expected to occur regularly in a particular week or month of the season.  The 
implication of this is that while periodic closures of the three regions of highest fishing effort are still 
the best strategy for maintaining stock in those regions, the optimal timing of these closures each year 
is difficult to determine. 
 
1 2 3 4 5 6 7 8 9 1
Figure 20-11.  Histogram of the number of cells below the threshold in each of the 1000 
average connectivity matrices.  The numbers 1 through 5 represent where the counts for 
the variance matrix of each month June through October sit in the histogram.  
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20.6 CHAPTER 4 STATISTICAL MODELLING OF RECRUITMENT 
20.6.1 Introduction 
A critical step in any study of natural phenomena must be to relate the simulated results back to 
observed data – marrying simulation and reality.  Taking such a step is imperative in confirming the 
reasonableness of any assumptions made, and in our case, refining beliefs about the stock-recruitment 
relationship in the Queensland scallop fishery.  As such, in this chapter, we wish to fit a statistical 
model involving our simulated results to actual recruitment data.  It is hoped that this will reveal how 
realistic the assumptions made in our advection simulation are, and which time periods or connectivity 
patterns are most important to recruitment.  Surprisingly, to our knowledge, no previous study of larval 
advection has undertaken these key steps in the analysis.  Instead, it is assumed in the literature that 
advection is largely dictated by currents, and the considerable scope for scallop behaviours to 
confound this deterministic view by migrating deliberately, is ignored.  Further, the favourability of 
certain time periods for spawning has been assessed considering biological parameters such as 
temperature, light level, sea surface height, and availability of nutrient (Williams and Dredge 1981), 
but has not been considered in the context of a supportive pattern of currents. 
 
The simple model that is assumed in the literature (Siegel et al. 2003) takes the population of scallops 
at time < + 1, J1K, as a function of the parent population that spawning season, J1, multiplied by some 
scale factor L, and rearranged spatially according to the currents, as captured in a connectivity matrix 
M1.  It is also generally assumed that the connectivity matrix M1 is not highly variable over time and so 
a climatology of connectivity M based on only a few simulations can be used.  Our earlier results in 
Chapter 3 suggest that this assumption is not reasonable, but we will also test it here again by 
comparing the fit between predictions and actual recruitment achieved by a model using climatological 
connectivity, and a model that uses connectivity simulated for the relevant year only - instantaneous 
connectivity.  We also have the opportunity to ascertain whether surface currents or 15-metre currents 
achieve a better fit to the data, and which of deterministic and stochastic advection is a closer reflection 
of reality.  Potentially, the relative goodness of fit achieved by the model as it uses each of the different 
types of connectivity mentioned will be able to shed light on probable larval behaviour including 
where in the water column they reside, and the extent to which they are truly passive or not.  However, 
it is also quite possible that the stock-recruitment relationship is more complex than is assumed, and 
that none of our models will fit particularly well in the absence of additional factors. 
 
20.6.2 Methods 
A model will be fitted to the data using 16 different types of connectivity.  From the simulations, we 
have four types of connectivity: 1) Surface currents with deterministic advection; 2) Surface currents 
with stochastic advection; 3) 15-m currents with deterministic advection; and 4) 15-m currents with 
stochastic advection.  For each of these categories of connectivity we will take both the instantaneous 
connectivity, and the climatological connectivity.  Further, we also wish to test whether the granularity 
of the timescale matters to the fit, and so will not only use the weekly connectivity matrices from our 
simulations, but will also compute monthly averages.  This yields 16 types of connectivity to be fitted 
in a model.  These are summarised in Table 20-1. 
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Table 20-1. Types of connectivity. 
Type Instantaneous/Climatological Timescale Depth Advection 
1 Climatological Monthly Surface Deterministic 
2 Climatological Monthly Surface Stochastic 
3 Climatological Monthly 15m Deterministic 
4 Climatological Monthly 15m Stochastic 
5 Climatological Weekly Surface Deterministic 
6 Climatological Weekly Surface Stochastic 
7 Climatological Weekly 15m Deterministic 
8 Climatological Weekly 15m Stochastic 
9 Instantaneous Weekly Surface Deterministic 
10 Instantaneous Weekly Surface Stochastic 
11 Instantaneous Weekly 15m Deterministic 
12 Instantaneous Weekly 15m Stochastic 
13 Instantaneous Monthly Surface Deterministic 
14 Instantaneous Monthly Surface Stochastic 
15 Instantaneous Monthly 15m Deterministic 
16 Instantaneous Monthly 15m Stochastic 
 
 
A spatially explicit, but temporally constant estimate of scallop parental abundance in the Queensland 
fishery is provided by Campbell et al. (2012), and we also have recruitment data for the years 1997 – 
2006 from the long-term monitoring surveys provided by the Department of Agriculture and Fisheries’ 
Long-Term Monitoring Program (LTMP).  Within this data set, the first five years have the most 
comprehensive coverage of the fishery.  With these data in hand, we can specify a simple Bayesian 
Hierarchical Model that treats recruitment as a function of parental abundance and connectivity.  
Connectivity is not constant over the spawning season and so is captured not in one matrix, but in a set 
of N connectivity matrices each pertaining to a specific week or month of the spawning season.  Each of 
these matrices M2 is weighted by a scalar D2, where the D2 individually represent the relative 
importance of that week or month’s currents to recruitment, and collectively constitute the scale factor 
between parents and recruits described earlier as L.  Note that these D2 are assumed to be equal across 
years in this model, implying that the same time periods are consistently either important or 
unimportant to spawning each year.  This may well not be reasonable given our earlier results 
suggesting the variability in connectivity between the same time period in different years is no lower 
than random, but we see this as an opportunity to ensure our earlier results are corroborated.  The 












D2 is the set of N weights for each of the N connectivity matrices. 
! is the rate parameter of the gamma distributed random variable J1K. X1 is the shape parameter of J1K as predicted by the parental abundance and weighted connectivity in 
year <. 
TRKW denotes the distribution of recruitment in year		< + 1, where each random variable corresponds to 
a different spatial cell in the fishery.  According to our model it follows the gamma distribution with 
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The quantities T, ^R_, and TRKW are given by the parental abundance estimates, simulated connectivity 
matrices, and LTMP-Survey data respectively.  With that information we wish to estimate the values 
of D2, 0 ` N	 ` a, and ! using Markov Chain Monte Carlo (MCMC) techniques.  The gamma 
distribution was chosen as the first distribution to fit for each J1K primarily because it is a distribution 
for positive variables.  Obviously, negative abundance in a given region is impossible in reality so it 
makes sense to have a distribution limited from below by zero.  Also, the gamma distribution has a 
heavy right tail above the mean, accommodating a slowly decreasing probability that the observed 
value is above the expected value – a feature that also seemed reasonable since one-off population 
spikes in a given region of the fishery are plausible under favourable advection, a short-term fishing 
closure, or other such factors.  The prior for ! was also chosen to be gamma because, by definition, the 
rate parameter of a gamma distribution is positive.  Lastly, for the weights, weighting a connectivity 
with a negative weight does not make physical sense, so this variable also had to be positive, and 
further, the heavy right tail of the gamma distribution accommodates well the expectation that some 
connectivity matrices can be more important than others. 
 
The MCMC runs for parameter estimation were conducted using an R package called R2OpenBUGS 
(available on CRAN), BUGS being an acronym for Bayesian Analysis Using Gibbs Sampling.  This 
name is somewhat deceptive as the simulator is actually an expert system that does not only apply the 
Gibbs sampler.  Instead, depending on the complexity of the joint posterior distribution it must sample 
from, R2OpenBUGS may elect to sample the distribution via its set of conditional probability density 
functions (pdfs) using Gibbs Sampling, or may apply the Metropolis-Hastings Algorithm to sample it 
directly using a Markov Chain whose limiting distribution is the joint posterior distribution.  Gibbs 
Sampling and the Metropolis Hastings Algorithm are summarised below. 
 
 
Gibbs Sampler (Kroese and Chan 2012):  Suppose we have a set of random variables ^ =
+M, M5, …	, M7) with a joint probability density function (pdf) =+c). Sampling directly from =+c) may 
be difficult, but it may be possible to sample from the conditional pdfs instead.  Then, starting from 
some initial state ^d, repeat the following steps from B = 1 to e. 
 
Given current state ^f = c, generate a T = +J, J5, …	 , J7) as below. 
Draw J	~	=+	|E5, . . . , E7). 
Draw J1	~	=1+1	|J, … , J1, E1K, . . . , E7). 
Draw J7	~	=7+7	|J, … , J7). 
Set ^fKW = T 
 
Note that the Gibbs sampler can take many iterations before the samples being drawn are indeed from 
the posterior distribution.  The period this takes is known as the burn in. R2OpenBUGS applies a burn 
in period of 5 B, where B is the desired number of iterations specified by the user.  
 
Metropolis Hastings Algorithm (Kroese & Chan 2014): Suppose we have a set of random variables 
^ = +M, M5, …	 , M7) with a joint probability density function (pdf) =+c).  If it is possible to construct a 
Markov Chain whose limiting distribution is =+c), then we may apply the Metropolis Hastings 
Algorithm to obtain samples.  First, specify a transition density h+	. |E) known to cover the domain and 
range of your target pdf =+c).  Then draw a proposal state J from h+	. |E), which is accepted or 
rejected based on the value of a probability function +E, J).  
More precisely, given a transition density h+i	|	c), and an initial state ^d, repeat the following from B = 1 to a. 
 
Generate T	~	h+i	|	^f). 
Generate j	~	j+0,1) and set    M1K = kJ, <=	j	 ` +Ml , J)	Ml 													mBCA?D<;A , 
where +Ml , J) = L<e n+)o+p	|)n+p)o+	|p) , 1 
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These samples are drawn iteratively, with each iteration using the sampled variable values from the 
previous iteration, and the LTMP data, to draw the next sample of the random variable.  In this way, 
the sample values for	! and q converge, after a burn in period, to a limiting distribution which reflects 
the true posterior distribution of the random variables.  With these draws from the posterior 
distribution we can determine the expectation of each random variable; this expected value is the 
parameter estimate we will use in our posterior predictions.  
 
Once the parameters have been estimated for several models, each using a different set of connectivity 
matrices, we compare the models based on the Deviance Information Criterion (DIC).  The DIC is a 
measure of how much information is lost when a given model is used in place of the real data, and is 
calculated as the expected deviance of the model, plus a penalty for the complexity of the model, 
which is a function of the number of parameters (Gelman et al. 2013): 
 
rst = 	ru + vw 
where 
ru = 8*r+x)- 
vw =	12 y9?*r+x)- 
 
ru is the expectation of the deviance calculated across the MCMC run, and is a measure of how well 
the model fits the data.  The higher it is the worse the fit. vw is the penalty for model complexity, 
defined here by Gelman et al. (2013) as half the variance of the deviance across the MCMC run.  A 
smaller DIC represents a better description of reality and based on comparing the DICs, a model can be 
chosen which will then be tested further for fit to the data.  
 
We assess fit to data in two ways.  First, for each spatial cell where we have LTMP data, we can 
calculate the probability of making a prediction less than or equal to the LTMP observation for that 
cell using the shape and rate parameters of the gamma distribution provided by the MCMC.  If the 
probability is very low it is likely that in that cell our model over predicts.  Conversely, if the 
probability is very high, then it is likely we are under predicting recruitment for that cell.  As such, 
mid-range probabilities are good.  Second, we can use these probabilities to implement a technique for 
analysing the residuals called Randomized Quantile Residuals (Dunn and Smyth 1996).  As our 
predictions follow the gamma distribution, the discrepancies between our predictions and the 
observations should be gamma distributed.  The method proposed by Dunn & Smyth ensures that if 
this is indeed the case, then the transformed residuals will be normally distributed and we can then 
simply analyse a quantile-quantile plot to verify whether this is the case.  Taking the probabilities we 
have already calculated, we use the inverse CDF of the standard normal distribution to determine 
residual values under the standard normal distribution, and then plot them on a quantile-quantile plot.  
If they are normally distributed, they will closely follow a line of intercept 0 and slope 1, and this will 
imply that the original observations are gamma distributed as expected.  If there is deviation from 
normality, then the model has either missed an important factor in the stock-recruitment relationship, 
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20.6.3 Results for Model 1 
Model 1 was fitted to recruitment data for the years 
1997, 1998, and 2000, which are known to be El 
Niño, La Niña, and neutral years respectively.  A 
plot of the DICs is presented in Figure 20-12, where 
the models are plotted from left to right in the same 
order they appear in Table 20-1. Disappointingly, 
no clear pattern among the DICs is evident.  If 15 m 
depth currents fitted the data better than surface data 
for instance, then we would see every second pair of 
points achieve a lower DIC than the pair preceding 
them.  Alternatively, if stochastic simulations 
consistently outperformed their deterministic 
counterparts, we would see every second point 
scoring a lower DIC than every first point.  This is 
not the case and so no such conclusions can yet be 
reached. 
 
Figure 20-13 presents the density plots from Model 1 under type 8 connectivity.  Inspecting this plot, 
we see that in several of the density plots, the three chains deployed in the MCMC run have not 
converged.  This phenomenon persisted even when we ran the MCMC for up to 20,000 iterations. 
When bad mixing persists independent of the number of iterations it may imply that the model 
inadequately characterises the variability in the data.  Interestingly, bad mixing was only observed for 
the instantaneous models while the climatological models mixed successfully, begging the question, is 
the fit achieved by the climatological models any good?  As such, we analyse the fit of Model 1 using 
type 2 connectivity, and the Model 1 using type 8 connectivity below. These are the best performing 




























Figure 20-12. The DIC achieved by Model 1 fitted to 
each type of connectivity.  They are plotted from left to 
right in the same order they appear in Table 20-1. 
 
Figure 20-13.  Density plots for the 
weights and deviance fitted using Model 
1 using type 8 connectivity.  It is clear 
for w[6], w[7], that the chains did not 
mix and convergence failed. 
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 Model 1 Using Type 2 Connectivity 20.6.3.1
Figure 20-14 shows the posterior estimates for the weights.  The black, red and green lines represent 
the lower, mean and upper bound of a 95% credibility interval for the weights respectively.  
Interestingly, it ranks the connectivity patterns that occur in September and October as the most 
important to recruitment.  This is not what we expected.  Considering that the LTMP survey data were 
collected in October, and that it is not likely that the larvae spawned in September or October would be 
large enough to be catchable at the time of the survey, this is a further sign the model is not operating 
as hoped.  
 
  
Figure 20-14. Estimates for the weights.  The x axis numbers the weights from 1-5 
corresponding to the months June through October.  The y axis displays the estimated scalar 
quantity assigned to each weight.  It is clear that the latter months have been weighted highly 
compared to the preceding three. 
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Figure 20-15.  Fit plots and quantile-quantile plots.  Each row of plots corresponds to a 
different year fitted, and rows 1-3 are the years 1997, 1998 and 2000 respectively.  The fit 
plots on the left indicate the probability of making a prediction less than or equal to the 
LTMP observation.  Green indicates that the probability of making a prediction less than 
the LTMP observation is greater than 97.5%, while red indicates the probability is less 
than 2.5%.  Thus they represent cells where we are under predicting, and over predicting 
respectively. 
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Given we are only working with 100 grid cells in each year, as this is the extent of the LTMP-survey 
data, we only expect around five green or red values.  However, apart from 1998, we have more 
anomalous predictions than we should if the model were reasonable.  The plots on the left are quantile-
quantile plots of the transformed residuals.  It is clear to see that the residuals are not normal in any of 
the plots.  Removal of extreme values was attempted, but this improved the lines only marginally.  It is 
the quantile-quantile plots that resulted from the trimmed data that are presented here. 
 
 Model Using type 8 Connectivity 20.6.3.2
Figure 20-16 presents the weights as estimated by the MCMC run. This time there are two peaks, one 
near the beginning of the spawning season, and one four weeks from the end.  Though this is more 
reasonable than the monthly weights structure, it is still not entirely what we expected as the late 
season peak is still a little close to the late October LTMP-survey date to be realistic.  
  
Figure 20-16.  The estimates for the weights.  The x axis numbers the weights from 1-
20 corresponding weeks 1-20 of the spawning season.  The y axis displays the 
estimated scalar quantity assigned to each weight.  It is clear that the latter months 
have been weighted highly compared to the preceding three.  
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Figure 20-17.  Fit plots and quantile-quantile plots.  Each row of plots corresponds to a 
different year fitted, and rows 1-3 are the years 1997, 1998 and 2000 respectively.  The fit 
plots on the left size of the figure indicate the probability of making a prediction less than 
or equal to the LTMP observation.  Green indicates that the probability of making a 
prediction less than the LTMP observation is greater than 97.5%, while red indicates the 
probability is less than 2.5%.  Thus they represent cells where we are under predicting, 
and over predicting respectively. 
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In addition, in Figure 20-17 we still have more green and red cells than we ought to for the year 2000.  
1997 is predicted much more closely under this weekly model than the previous monthly model 
however, and 1998 performs roughly the same as before. 
 
The quantile-quantile plots are marginally better under this model with 1997 and 1998 almost 
following the ideal line if not for their skewed tails at each ends.  These skewed ends remain even after 
the trimming of the maximum and minimum observations, so the issue is more complex than one or 
two anomalous outliers leveraging the model.  Something fundamentally different seems to occur in 
the group of cells whose observations cause these tails.  Given the lack of mixing under Model 1, and 
the poor fit to data of the models that did mix, it was clear we needed to specify a more flexible model. 
 
 Additional Methods 20.6.3.3
In Model 2, the first modification is the addition of an annual intercept parameter s1. This parameter 
serves to capture a baseline level recruitment that may take place across the fishery independent of the 
currents.  Our rationale behind adding such a parameter came from the fact that in several of the 
instances where observations exceeded our predictions under the Model 1, the model had predicted 
near zero recruitment due to currents.  Potentially larvae have more control over their trajectory than 
we currently assume, and deliberately recruit to the region from whence they were spawned in certain 
circumstances.  Next, we also allowed each year’s recruitment to have a different level of variation by 
estimating a new ! for each year.  The weights also were given the freedom to vary from year to year, 
and finally, the distribution of TRKW was changed to a generalised gamma distribution with a third 
parameter .  The new model is as below, and the rationale behind the switch to the generalised 




s1	~	P9LL9+1,1) D21 	~	P9LL9+1,1) 
!1 	~	P9LL9+1,1) 1 	~	P9LL9+1,1) 




TRKW	~	,P9LL9+QR, !, ) 
Where: 
s1 is the intercept parameter, serving as a baseline level of recruitment across the fishery in a given 
year. 
D21 is the set of N weights for each of the N connectivity matrices. 
!1 is the rate parameter of the gamma distributed random variable J1K. 1 is the second shape parameter of the Generalised Gamma distribution. X1 is the shape parameter of J1K as predicted by the parental abundance and weighted connectivity in 
year <. 
J1K denotes the distribution of recruitment in year		< + 1, where each random variable in the vector 
corresponds to a different spatial cell in the fishery.  According to our model it follows the Generalised 
Gamma Distribution with mean 8+J1K) being the predicted recruitment and \9?+J1K) the variance in 
recruitment. 
 
The pdf of the Generalised Gamma Distribution is implemented in R2OpenBUGS as 
=+E|9, 0, z) = z{+9) 0
|}E|}A+~p) 
Where { is the gamma function. The expectation of the Generalised Gamma Distribution (Khodabin & 
Ahmadabadi, 2010) is given by  
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8+M) = {+9 + 1)0{+9)  
The power of using the Generalised Gamma Distribution is that depending on its parameters, it can 
take the form of several sub-families, essentially giving the model complete flexibility even so far as 
deciding which positive distribution is most appropriate for the data.  When z = 1 the Generalised 
Gamma Distribution takes the shape of the Gamma Distribution.  This obviously implies that it can 
also take the form of the Exponential (when 9 = 1) and Chi-Squared Distributions (when 9 = 75 , 0 =
5,	where	e = 1, 2, 3…), which are subfamilies of the gamma.  The Weibull distribution is another sub-
family of the Generalised Gamma Distribution, as is the Rayleigh Distribution, the Maxwell-Boltzman 
Distribution, and the Half Normal Distribution – the distribution of the absolute value of a normal 
random variable.  All these distributions are limited from below by zero, and thus the Generalised 
Gamma is a very broad choice for modelling physical phenomena.  Once the model is fitted, the 
parameter values of the Generalised Gamma Distribution may be used to identify the best sub-family 
to fit the data to a third, more restrictive model.  Parameters were estimated as before using MCMC 
with the same 16 different connectivity models all refitted under the new model specification. 
 
20.6.4 Results for Model 2 
A plot of the DICs for Model 2 using each 
type of connectivity is shown in Figure 
20-18.  Being in a range of -2260 to -2200, 
the DICs achieved by this model are 
higher, and therefore worse than Model 1.  
At first this may seem strange, as greater 
flexibility should lead to better fit, and 
therefore less information lost about the 
data under the specified model.  However, 
DIC penalises a model for complexity, and 
this new model is certainly more complex 
than Model 1, so the result is not 
surprising.  This reasoning is also behind 
why under this model, the weekly 
connectivity models score so much worse 
than the monthly – they have 60 weight 
parameters as opposed to 15.  What we are 
more interested in is the quality of fit achieved 
by the models, and the parameters of the 
Generalised Gamma that were estimated, which 
might allow us to develop a third, simpler 
model with a new distribution from among the 
sub families of the Generalised Gamma to fit 
the data.  The fit of the best models across both 
the climatological and instantaneous models for 
each time granularity is described below. 
 
 Model 2 Using Type 3 Connectivity 20.6.4.1
Figure 20-19 shows the weights estimated by the MCMC run.  The green, red and black lines are 
respectively the upper bound, mean and lower bound of a 95% Bayesian credibility interval for the 
weight estimates.  The first 5 weights correspond to the first year, the second 5 to the second, and so 
on.  It is clear from this plot that the connective patterns experienced near the beginning of the 
spawning season are the most important to October recruitment as recorded in the LTMP data.  This is 
more realistic than the statements being made under Model 1.  As in Model 1, this climatological 
Figure 20-18. The DIC achieved by Model 1 fitted to 
each type of connectivity.  They are plotted from left to 
right in the same order they appear in Table 1. 
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model mixed well.  Interestingly, the fit for the parameter   suggests its value is close to 1 and that the 
generalised gamma distribution is thus taking a gamma-like shape after all, as opposed to any of its 
other sub-families.  It is also interesting to note that the intercept parameter estimates were almost 
identical from year to year, implying that a similar base level of recruitment unexplained by the 
currents takes place each year.  Further, ! is similar each year, suggesting it did not need to be allowed 
to vary from one year to the next.  Figure 20-20 shows the fit plots and quantile-quantile plots for the 
three years fitted, and indicates how well the model fits the data.  It is clear that there are less extreme 
values here than under the Model 1 but the quantile-quantile plots show fit is still poor, with residuals 




































Figure 20-19.  The estimates for the weights.  The x axis numbers the weights from 1-
15 corresponding to the months June through October for the years 1997, 1998 and 
2000.  The y axis displays the estimated scalar quantity assigned to each weight.  It is 
clear that the latter months have been weighted highly compared to the preceding 
three. 
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Figure 20-20.  Fit plots and quantile-quantile plots.  Each row of plots corresponds to a different 
year fitted, and rows 1-3 are the years 1997, 1998 and 2000 respectively.  The fit plots on the 
left size of the figure indicate the probability of making a prediction less than or equal to the 
LTMP observation.  Green indicates that the probability of making a prediction less than the 
LTMP observation is greater than 97.5%, while red indicates the probability is less than 2.5%.  
Thus they represent cells where we are under predicting, and over predicting respectively. 
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 Model 2 Using Type 8 Connectivity 20.6.4.2
In Figure 20-21 the same pattern as already observed in the monthly model above is repeated – 
Connectivity at the beginning of the spawning is a predictor of recruitment in October. 
 
This model mixed well and the density plots revealed that the mean of  for each year is close to 1, 
again suggesting that the Gamma distribution is the most appropriate sub family of the Generalised 
Gamma to use in modelling recruitment.  The intercepts and !′; are in the same range as the Monthly 










Figure 20-22 shows the fit and quantile-quantile plots for each year.  The number of extreme values in 
the fit plots are within the bounds of what you would expect across 100 grid cells.  The quantile-
quantile plots here follow the normal line far more closely than the monthly climatology model, with 
the residuals for the year 2000 following the line clearly.  The fit is certainly an improvement, but not 
as close as one might hope with skewed upper tails in 1997 and 1998 persisting. 
 
  
Figure 20-21. The estimates for the weights.  The x axis numbers the 
weights from 1-60 corresponding to weeks 1-20 of the spawning season for 
the years 1997, 1998 and 2000.  The y axis displays the estimated scalar 
quantity assigned to each weight.  It is clear that the latter months have 
been weighted highly compared to the preceding three. 
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Figure 20-22.  Fit plots and quantile-quantile plots.  Each row of plots corresponds to a different 
year fitted, and rows 1-3 are the years 1997, 1998 and 2000 respectively.  The fit plots on the left 
size of the figure indicate the probability of making a prediction less than or equal to the LTMP
observation.  Green indicates that the probability of making a prediction less than the LTMP 
observation is greater than 97.5%, while red indicates the probability is less than 2.5%.  Thus they 
represent cells where we are under predicting, and over predicting respectively. 
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 Model 2 Using Type 9 Connectivity 20.6.4.3
Figure 20-23 presents the weights estimated under the weekly non-climatological surface deterministic 
simulation.  The weights given to the first few weeks of 1997 are completely dominant that year, and 
their magnitudes dominate the entire plot.  The 1998 weights show two distinct moments of 
importance near the beginning and middle of the year, and in 2000, it is again the first few weeks that 

























Figure 20-24 shows the density plots of all model parameters except the weights.  Previously, this non-
climatological model refused to mix even after many iterations, but, as hoped, all parameters mix well 
under Model 2.  Once again, the expectation of  is close to one implying the gamma is the most 






















Figure 20-23.  The estimates for the weights.  The x axis numbers the weights from 1-60 
corresponding to weeks 1-20 of the spawning season for the years 1997, 1998 and 2000.  The y axis 
displays the estimated scalar quantity assigned to each weight.  It is clear that the latter months have 
been weighted highly compared to the preceding three. 
Figure 20-24.  Density plots 
for parameters fitted for Model 
2 using type 9 connectivity 
(excluding the 60 weights). 
Appendices – Scallop larval advection 
  105 
Figure 20-25 shows the fit and quantile-quantile plots for 1997, 1998 and 2000.  Again, the number of 
extreme values observed are within the bounds of acceptable.  The residual plots follow the normal 
line marginally more closely than the weekly climatological model and the quantiles for the year 2000 




















































Figure 20-25.  Fit plots and quantile-quantile plots.  Each row of plots corresponds to a different 
year fitted, and rows 1-3 are the years 1997, 1998 and 2000 respectively.  The fit plots on the left 
size of the figure indicate the probability of making a prediction less than or equal to the LTMP
observation.  Green indicates that the probability of making a prediction less than the LTMP 
observation is greater than 97.5%, while red indicates the probability is less than 2.5%.  Thus they 
represent cells where we are under predicting, and over predicting respectively. 
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 Model 2 Using Type 14 Connectivity  20.6.4.4
Figure 20-26 presents the estimates of the weights, and it appears the first month has been weighted as 
the most important each year.  Apart from the first month, the weights given to the remaining months 
are not dramatically different.  The density plots showed that that this model mixed well, unlike under 































Figure 20-27 shows fit plots and quantile-quantile plots for the model fit to 1997, 1998, and 2000. 
While the number of extreme values observed is low, the residuals certainly do not follow the normal 
line as well as in the weekly instantaneous model. 
 
  
Figure 20-26.  The estimates for the weights.  The x axis numbers the 
weights from 1-15 corresponding to June through October for the years 
1997, 1998 and 2000.  The y axis displays the estimated scalar quantity 
assigned to each weight.  It is clear that the latter months have been 
weighted highly compared to the preceding three. 
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Figure 20-27.  Fit plots and quantile-quantile plots.  Each row of plots corresponds to a different 
year fitted, and rows 1-3 are the years 1997, 1998 and 2000 respectively.  The fit plots on the left 
size of the figure indicate the probability of making a prediction less than or equal to the LTMP
observation.  Green indicates that the probability of making a prediction less than the LTMP 
observation is greater than 97.5%, while red indicates the probability is less than 2.5%.  Thus they 
represent cells where we are under predicting, and over predicting respectively. 
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20.6.5 Conclusion 
All models mixed well under the Model 2 specification.  The intercept and ! were free to vary from 
year to year, but estimates suggest this was not necessary, as their values remained relatively constant.  
Unfortunately however, the quantile-quantile plots remain skewed to varying degrees, indicating the fit 
of the model still requires improvement.  Parameter estimates for the generalised gamma distribution 
across all models fitted indicate that the gamma distribution is the most appropriate subfamily to fit the 
data.  Considering this was the distribution we tried up front in Model 1, which did not achieve good 
fit at all, it is clear that improvements must come from somewhere other than changing the prior 
distributions in our model.  The current model either ignores a key factor influencing recruitment, or is 
suffering from inputs that do not reflect reality.  As such, below we review the two best fitting models 
found, their implications and how they might be improved through further research, and we 
subsequently discuss how the inputs to the models can be improved to hopefully further improve 
agreement between our predictions and reality. 
 
Looking across the four connectivity models analysed under Model 2 it is clear that the two best fitting 
results, as far as the residuals are concerned, were obtained using type 8 connectivity and type 9 
connectivity.  Of the two, the Model 2 with type 9 connectivity has the better DIC and so is the 
preferred model overall.  However, having to use an instantaneous connectivity means prediction is a 
very difficult task.  Beside the need to simulate advection every year in order to predict the next, the 
weights applied to each connectivity matrix are different from year to year, and cannot be estimated in 
advance without greater knowledge of the causal mechanism that drives some weeks to have 
favourable advection patterns, and others not.  In this vein, a closer analysis is necessary in order to 
determine whether there is anything in common between the weeks that are ranked as important in the 
three years fitted.  Perhaps some kind of weather or oceanographic event, arriving at different times 
each year, triggers these favourable patterns.  This is an area for further research. 
 
Another feature worth discussing is the difference between the weight estimates in 1997 compared to 
other years.  The first half of the season in 1997 is extremely important to recruitment that year, while 
the remainder of the year is almost inconsequential, and these early 1997 weights dwarf the highest 
weightings from other years.  This is potentially due to the fact that late 1997 was the strongest El Niño 
period on record in Australia (Bureau of Meteorology, 2012).  El Niño’s may bring warm water to the 
Queensland Coast, and it is known that scallops prefer cooler waters for breeding (Julie Robins, 
unpublished), so it is quite possible that the arrival of the El Niño brought an early end to spawning 
that year, explaining why recruitment is primarily determined by advection patterns that took place 
early in the year.  
 
As we consider the credibility intervals for the weight estimates, it must be noted that the lower bound 
of virtually all estimates is zero.  In other words, it is still possible that recruitment is independent of 
advection pattern.  This is highly unlikely however, as larvae have a very weak swimming ability 
compared to the velocity of currents.  More likely, this is a further symptom of the model not doing a 
good job capturing the dynamics of the data, and it specifically points to the connectivity matrices as 
part of the problem.  Raising further suspicion, the right tails in 1997 and 1998 are skewed below the 
normal line as in all other models, indicating that the predictions generated by the model for those cells 
are above the LTMP observations.  Given the flexibility built into the model having used a Generalised 
Gamma distribution, and allowing the weights, intercept, and shape parameters to all vary from year to 
year, there is little more that can be done to accommodate these points.  Instead, a closer look at the 
connectivity matrices and other inputs of the model is necessary. 
 
In forming the connectivity matrices in the current setup, simulated advection includes no behavioural 
aspects of the larvae.  This choice was made because information on the behaviour of A. balloti larvae 
is largely unavailable.  However, deliberate vertical migration has been observed in other larval species 
where larvae move up and down depending on the light level, and to ride certain current streams to 
maximise transport in a particular direction (Tamaki et al. 2010).  Both vertical and lateral migration 
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have also been observed in response to food sources such as algae in some species (Tamaki et al. 
2010).  Any such deliberate behaviour could have a significant impact on the final recruitment pattern.  
 
Further, the current data from BRAN 3.5 does not include tidal information.  On a large scale and over 
longer periods it is generally assumed in the literature that dominant currents will drive advection 
overall, with tides just creating periodic noise (Kangas et al. 2012).  This may not necessarily hold true 
for the Queensland Fishery, however, as it is a relatively shallow fishery with an average depth of just 
31 metres.  The greater tidal fluctuations experienced in shallow regions may well induce a greater 
level of mixing and wider dispersion of larvae in the fishery overall, as well as accentuating 
differences between surface and current strata.  In addition, simulations suggest that one of the more 
dominant advection patterns is for the larvae to be swept northward and coastward.  This pattern may 
be disrupted as tides are likely to have a periodic flushing effect operating against the coastward 
current.  It should also be noted that the region is well populated with coral reefs, which would 
certainly funnel tidal streams between them creating local periodic fast-moving water jets.  The 
combination of these tidal effects may have a dramatic effect on the actual advection that takes place. 
 
Finally, it needs to be recognised that the estimates of parental population density we are applying 
from Campbell et al. (2012) do not vary with time.  The estimates are based on an analysis of fishery 
logbook data and the LTMP data, and are an average across the years for which data were available.  
How these densities change annually has not been explored, but it is clear that ignoring annual 
variation will always be a simplification, and as a result the predictions for some years based on these 
estimates will always be further from reality than other years.  In utilising these estimates we also took 
the parental population densities from a coarse grid provided by Campbell et al. (2012) and transferred 
those estimates to our finer grid assuming that this density was constant across the larger cells in 
Campbell’s coarse grid.  The extent to which this assumption deviates from reality is difficult to 
determine, but Campbell et al. do distinguish between total area and effective fishable area when 
discussing the grid cells, and these numbers are never equal.  
 
20.7 FINAL SUMMARY 
The initial objective of this research was to investigate advection patterns of A. balloti in the 
Queensland Fishery.  This was done in Chapter 2 Numerical Modelling, where simulations of 
advection were conducted.  A key point of innovation in our approach to the simulations was the 
inclusion of an analysis of the variability of connectivity.  Other studies typically have not had 
sufficient data to conduct such an analysis.  The presentation of larval loss, region connectedness, and 
self-seeding in the context of their variability has led us to two important findings.  The first is that 
connectivity dynamics are, in general, very variable, and as such, any expectation formed based solely 
on average behaviour, without considering its consistency, is likely to be quite wrong in many 
spawning events, so caution should be exercised.  The second major finding was that self-seeding 
seems to be a key driver of the productivity of the three regions of highest fishing effort.  This being 
the case, it was recommended that the most effective way to ensure sustained breeding stock is the 
implementation of a rotational closure scheme, as opposed to expecting any one protected region to 
reliably seed the wider region. 
 
In Chapter 3 Climatology Performance Assessment we considered whether larval advection patterns in 
a given month or week were similar across years, implying an annual cycle, or not.  It is typically 
assumed in the literature that advection is indeed annually cyclical, and as such, that it is justifiable to 
extrapolate patterns observed in one or two years, to all years.  This was found not to be the case.  
Instead, it was found that overall, the same weeks or months across years exhibit advection patterns as 
different as any other random set of weeks or months might.  For fisheries researchers this means that 
it is not justifiable to assume years are similar, and that similar advection patterns will be observed at 
similar times of the season each year. 
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Chapter 4 Statistical Modelling of Recruitment addressed the final objective – fitting a stock-
recruitment model incorporating connectivity pattern to a real data set.  The typical assumption made 
in the literature is that a certain multiple of the parent population is spawned as larvae, which are then 
redistributed according to the dominant currents, and settle as recruits between two and four weeks 
later.  Despite an extremely flexible model specification, which allowed for a baseline level of 
recruitment independent of the advection pattern and all parameters to be estimated uniquely for each 
year, the fit to data achieved by the model did not reach an acceptable level.  The difficulty in fitting a 
model suggests to us that the stock-recruitment relationship is more complex than assumed, and that 
our simulated advections need refinement.  In particular, the BRAN 3.5 data set does not include tidal 
information, potentially rendering it unrealistic in a shallow fishery like the Queensland Fishery.  
Additionally, behavioural parameters of the larvae such as vertical migration habits are largely 
unknown and were therefore not considered in our simulation.  Research into such behavioural aspects 
of the larvae is necessary to further refine the advection simulation and hopefully achieve better fits.  
Lastly, our model utilised an estimate of abundance that was not time varying, which is clearly 
unrealistic.  Although the intercept term in the model attempted to compensate for this, more accurate, 
temporally and spatially explicit parental abundance estimates are likely to improve the model’s ability 
to achieve a good fit also.  
 
In summary, there is considerable scope to improve the fit of the model through improved data inputs 
and further research into A. balloti larval behaviours.  Beside this, three major findings have been 
reached; that variability in advection dynamics cannot be ignored, that advection pattern is not cyclical 
on an annual scale, and that self-seeding is an important driver of productivity in the Queensland 
Fishery with significant implications for management. 
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 Appendix 7. Impacts of low-pressure systems on the Great Barrier 21
Reef: Confirmation of a causal mechanism using catch rates of the 
coral trout fishery 
 
George M. Leigh 
 
This section of the report addresses all three Objectives and is focused on coral-reef fish: 
1) Review recent advances in the study of physical oceanographic influences on fisheries catch 
data, and describe the major physical oceanographic features that are likely to influence 
Queensland reef fish and saucer scallops.  Current knowledge of the effect of tropical cyclones 
on coral-reef fish is described. 
2) Collate Queensland’s physical oceanographic data and fisheries (i.e. reef fish and saucer 
scallops) data.  Data on fishery catch rates, tropical cyclones and measured wave heights along 
the Queensland east coast are collated, along with available information on other weather 
systems such as Tropical Lows, East Coast Lows and high pressure cells over New Zealand and 
inland Australia. 
3) Develop stochastic population models for reef fish and saucer scallops, which can link physical 
oceanographic features (e.g. sea surface temperature anomalies) to catch rates, biological 
parameters (e.g. growth, reproduction, natural mortality) and ecological aspects (e.g. spatial 
distribution).  Fishery catch rates are standardised for the effect of weather systems in order to 
produce times series that are believed to more accurately reflect the underlying abundance of 
coral trout.  It is shown that, with current levels of information and oceanographic modelling, 
the standardisation has to be subjective because the effect of a weather system on catch rates 
depends critically on the weather system’s exact position and size.  Availability of physical 




This chapter describes tropical cyclones and other weather systems that affect the Great Barrier Reef 
(GBR) line fishery.  It describes a previously published causal mechanism by which some cyclones but 
not others generate large waves on the GBR, presents wave-height data from both a numerical 
oceanographic model and direct physical measurements, and finally presents a method of standardising 
coral trout catch rates for the effect of weather systems.  The causal mechanism for large waves 
involves inshore fetches running southeast to northwest parallel to the coastline, over which strong 
winds can build large waves.  Use of inshore fetches by cyclones overcomes the natural protection 
afforded by the GBR’s outer barrier reefs which efficiently dissipate waves that come from the ocean.  
No known oceanographic model accurately accounts for either this dissipation or the inshore fetch 
mechanism; therefore the wave heights predicted from the oceanographic model show only a moderate 
correlation with coral trout catch rates.  Direct measurements of wave height are collated from the 
Queensland Government’s beach monitoring program, data from which date back to 1975, making it a 
very valuable information source.  These measurements help to identify which weather systems are 
important to the fishery: many of these are in fact not tropical cyclones but systems such as tropical 
lows, east coast lows, Tasman Sea highs and, occasionally, central Australian highs.  Weather systems 
identified as important are put into a generalised linear model for coral trout catch rates: this model 
allows each weather event to cause a fall in catch rates over about six months, followed by a recovery 
over about another six months (months 7–12) back to the rate that prevailed prior to the weather event.  
Durations for the fall and especially the recovery can be substantially greater than six months for 
exceptionally powerful cyclones.  Notably, after the GBR was struck by three very severe cyclones in 
successive years (Hamish in 2009, Ului in 2010 and Yasi in 2011), it appears to have taken until 2013 
for coral trout catch rates to recover.  The end result of the standardisation is a time series of catch 
rates that we believe is a much more accurate reflection of coral trout abundance than has been 
available to date. 
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21.2 INTRODUCTION 
Tropical cyclones are known to have a large effect on line fishers’ catch rates of the important predator 
fish common coral trout (Plectropomus leopardus) on coral reefs of the Great Barrier Reef (Leigh et 
al. 2014).  Catch rates fall immediately after a major tropical cyclone, and remain low for up to several 
years afterwards.  Underwater visual surveys undertaken by divers indicate that the abundance of coral 
trout is not greatly affected by cyclones: a cyclone appears not to kill large numbers of fish outright, 
but rather to change their behaviour and make them unwilling to take bait. 
 
Although falls in catch rates following tropical cyclones are obvious in fishery data, correlation with 
quantitative measurements of cyclones has to date defied analysis.  Some cyclones that would be 
expected to have a major effect on the fishery have no discernible effect, while others expected to be 
minor have extremely large impacts.  Leigh et al. (2014) analysed wind energy of cyclones at the 
fishing location, as a possible explanatory variable for mixing of water from different depths in the sea.  
They found a statistically significant effect, but the catch rates adjusted for the effect of cyclones 
remained very close to the unadjusted ones.  Therefore the results were not useful as a means of 
predicting what the catch rates would have been in the absence of cyclones. 
 
This project considered various measurements of tropical cyclones.  It initially intended to use the 
cyclone-induced sea surface temperature (SST) cooling anomaly as a measure of the intensity and 
impact of tropical cyclones.  SST is typically measured by weather satellites and abundant data were 
available. 
 
The use of SST was made more attractive by the presence of a correlation between SST and seabird 
prey availability (Peck et al. 2004; Erwin and Congdon 2007; Weeks et al. 2013), and the ability to 
make forecasts of SST anomalies months in advance (Spillman and Alves 2009; Hobday et al. 2011).  
For tropical cyclones, however, there is no evidence that the magnitude of the SST cooling anomaly 
can be predicted more than a day or two in advance.  Individual tropical cyclones are not amenable to 
long-term forecasting. 
 
Oceanographic specialists on and outside the project’s steering committee recommended the use of 
more direct measures of the physical effects of tropical cyclones, such as those used for modelling 
storm surges (see, e.g., Burston et al. 2013).  We note that when assessing effects of cyclones on prawn 
stocks in Western Australia, fishery scientists there use rainfall as an index of seasonal cyclone activity 
(Nick Caputi, WA Department of Fisheries, personal communication). 
 
Available possible explanations for the depressed catch rates of coral trout that result from a tropical 
cyclone infer direct physical damage to coral reefs and consequent breakdown of ecosystem processes.  
We are aware of two potential explanations, neither of which has been experimentally verified: 
• Forage fish that form the major prey for coral trout may no longer be able to shelter from 
predators and hence may become easy prey, removing any need for predators to supplement 
their diet by taking bait. 
• Damaged coral may emit different chemosensory cues to those of healthy coral, which may act 
as a signal for widespread slowing down of metabolisms across the coral-reef ecosystem 
(suggested by Mr Chris Neill, reef line fisher and member of the project’s steering committee). 
 
We expected such explanations to be closely correlated to the height of swells generated by tropical 
cyclones.  Importantly, wave height increases with the fetch length over which cyclonic winds blow, 
which is an important factor not taken into account by Leigh et al. (2014). 
 
To this end, we acquired oceanographic data on wave heights generated by tropical cyclones (Marjietta 
L. Puotinen, 2014, unpublished data).  The model that generated these data had been used by the Great 
Barrier Reef Marine Park Authority (GBRMPA) to provide broad warning signals after a tropical 
cyclone as to the parts of the Great Barrier Reef that might be affected by the cyclone.  This article in 
part presents the correlation of these data with catch rates of coral trout. 
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The analysis uses the Reef Bioregions defined by expert committees assembled by GBRMPA; these 
are illustrated in Figure 21-1.  Some of the Bioregions were divided into two or more parts from north 
to south, called Sub-bioregions, as in Leigh et al. (2014).  The Subregions on which these divisions 
were based are shown in Figure 21-2. 
 
The project then took a turn that was unexpected at the outset: it focussed on a hitherto overlooked 
mechanism which not only explained the impact of tropical cyclones on the coral trout fishery, but also 
explained why some very powerful cyclones had no discernible effect and why correlations based on 
meteorological data offshore of the Great Barrier Reef were so poor.  The evidence for this mechanism 
became, in the end, a major output of the reef-fish related part of the project. 
 
The project also found that some of the biggest impacts of weather systems on the fishery stemmed not 
from tropical cyclones but from low-pressure cells that did not meet the criteria for tropical cyclones 
and hence were not recorded in the commonly-used cyclone databases. 
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Figure 21-1. Reef Bioregions defined by GBRMPA expert committees as part of the preparation for the 
Representative Areas Program implemented in 2004.  Source: GBRMPA (2009). 
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Figure 21-2.  Map showing the Regions and Subregions of the GBR used by Leigh et al. (2014), which were used 
to divide the northern Reef Bioregions from Figure 21-1 into Sub-bioregions.  Regions are based on the Reef 
Bioregions, and two of the northern Regions are split into Subregions by latitude to account for increases in 
fishing intensity from north to south: the Far Northern Region is divided into three Subregions, and the Cairns–
Townsville Region is divided into two Subregions.  The small squares on the map are six-nautical-mile fishery 
logbook grid squares.  Colours are chosen only to distinguish the Regions and Subregions, and have no other 
meaning.  Source: Leigh et al. (2014). 
 
 
21.3 OBSERVATIONS FROM PREVIOUS ANALYSIS 
It was already known which tropical cyclones were the most important to the Great Barrier Reef 
(GBR) fishery between the mid-1990s and 2013 (Leigh et al. 2014, p. 71, Fig. 22).  Both statistical 
catch-rate analysis and comments from commercial fishers indicated that cyclones Justin (1997), 
Hamish (2009) and Yasi (2011) had the biggest effects.  The major problem was to explain why these 
cyclones had such big impacts on the fishery but other equally powerful cyclones had very little 
impact. 
 
Although the sample of highly influential cyclones consists of only three members, they were very 
different in character, making the sample informative: 
• Justin was very large and long-lived, but not of exceptional strength, especially when it was near 
the GBR, and spent most of its life at least 340 km to the northeast of the GBR 
• Hamish was small but extremely powerful and long-lived, and moved parallel to and close to the 
GBR 
• Yasi was extremely large and also extremely powerful, but spent only a short time on or near the 
GBR. 
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In general there is an inverse correlation between the size of a cyclone and the strength of its winds: 
small cyclones usually produce stronger winds than large ones (Callaghan 2011b).  Yasi was an 
exception to this rule, being both large and powerful.  From these three cyclones, we were able to infer 
the following conclusions about cyclones that have major effects on the coral trout fishery: 
• Great strength is not necessary. 
• Long times spent on or near the GBR appear to produce larger effects. 
• Long times are not necessary if the cyclone is extremely large and powerful. 
• Cyclones spending time northeast of the GBR have the biggest effects on it. 
• The effect of a major cyclone is very wide-ranging, covering most of the central and southern 
parts of the GBR. 
We note that Yasi formed over the Pacific Ocean about 2300 km to the east, three days before it hit the 
GBR.  It could have had time to generate big seas even while it was a long way from the GBR. 
 
Because the cyclones kept moving throughout their lives, it was impossible to distinguish whether the 
time effect was due to time spent over a particular location or simply to the large area affected as the 
cyclone moved. 
 
A new analysis of the data used by Leigh et al. (2014) (section 21.4.2 below) showed that the effect of 
cyclones on fishery catch rates drops off markedly north of Townsville.  In the Cairns locality there is 
an effect substantially less than that in Townsville, but north of Cairns there were no noticeable effects 
of cyclones on coral trout catch rates. 
 
A list of significant tropical cyclones to hit the GBR since the commercial logbook system began is 
provided for reference in Table 21-1.  Many of these cyclones, although powerful, had no discernible 
effect on the fishery. 
  
Appendices – Cyclone influences on reef fish 
  117 
Table 21-1. Cyclones with winds of gale force (17 ms−1) or above to affect the GBR since 1988.  Location is 
roughly classified as North (Cape York to Cairns Subregions), Central (Townsville Subregion and Whitsunday 
Islands) or South (Mackay Region south of the Whitsundays, to Swains or Capricorn–Bunker); Pmin = minimum 
central pressure (hPa); Vmax = maximum wind speed (ms−1).  Note that Pmin and Vmax are taken over the life of a 
cyclone, including times when it is not impacting the Great Barrier Reef.  Cyclones with high numbers of four-
metre wave locations in Table 21-2 below are listed in boldface.  Source: Leigh et al. (2014), original data from 
Australian Bureau of Meteorology (BoM) and Joint Typhoon Warning Center (JTWC) Best Tracks databases. 
Name Dates Location Pmin Vmax 
Charlie 21–29 Feb 1988 Central 972 21 
Aivu 01–04 Apr 1989 Central 935 62 
Meena 05–10 May 1989 North 990 26 
Felicity 15–18 Dec 1989 North 975 31 
Hilda 04–08 Mar 1990 South 970 31 
Ivor 16–22 Mar 1990 North 965 39 
Joy 19–26 Dec 1990 Central 940 46 
Kelvin 25 Feb – 5 Mar 1991 North 980 28 
#18 20 Feb 1992 South NA 18 
Betsy 06–15 Jan 1992 South 949 49 
Mark 08–10 Jan 1992 North 980 28 
Fran 06–17 Mar 1992 South 898 72 
Nina 23 Dec 1992 – 04 Jan 1993 North 960 39 
Oliver 04–12 Feb 1993 South 950 59 
Roger 12–22 Mar 1993 South 980 28 
Rewa 28 Dec 1993 – 21 Jan 1994 South 920 64 
Celeste 26–29 Jan 1996 Central 965 33 
Dennis 13–17 Feb 1996 North 990 23 
Ethel 08–13 Mar 1996 North 980 23 
Gillian 10–12 Feb 1997 Central 995 23 
Ita 24 Feb 1997 Central 994 18 
Justin 06–25 Mar 1997 Central 974 55 
Katrina 02–24 Jan 1998 North 940 46 
Nathan 21–30 Mar 1998 North 990 33 
Rona 10–12 Feb 1999 North 970 28 
Steve 26 Feb – 01 Mar 2000 North 975 23 
Tessi 01–02 Apr 2000 Central 980 26 
Vaughan 03–06 Apr 2000 North 975 26 
Abigail 24–27 Feb 2001 North 970 33 
Fritz 10–12 Feb 2004 North 985 25 
Grace 21–22 Mar 2004 South 997 18 
Ingrid 06–12 Mar 2005 North 910 67 
Kate 22–23 Feb 2006 North 985 26 
Larry 18–20 Mar 2006 North 937 59 
Monica 17–24 Apr 2006 North 916 80 
Guba 13–19 Nov 2007 North 967 39 
Ellie 31 Jan – 01 Feb 2009 North 996 18 
Hamish 05–11 Mar 2009 South 922 69 
Olga 22–30 Jan 2010 North 989 23 
Ului 11–21 Mar 2010 Central 918 72 
Tasha 24–25 Dec 2010 North 993 21 
Anthony 23–30 Jan 2011 Central 989 28 
Yasi 30 Jan – 03 Feb 2011 Central 922 69 
Oswald 17–28 Jan 2013 North 988 18 
Tim 13–19 Mar 2013 South 984 26 
Zane 29 Apr – 01 May 2013 North 983 31 
Dylan 30 Jan 2014 Central 975 28 
Edna 31 Jan – 05 Feb 2014 South 992 21 
Ita 01–14 Apr 2014 North 930 59 
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21.4 THE CAUSAL MECHANISM 
21.4.1 Description 
A mechanism that explains the above observations is provided by Callaghan (2011a) in connection 
with Cyclone Justin.  We are not aware of any other published source that mentions it: 
 
“Large waves are rarely observed along the tropical east coast waters of Queensland due to the 
protection by the Great Barrier Reef and the limited lengths of open water.  During 9 March 
1997 and 10 March 1997 some very large wave heights were reported between Rockhampton 
and Townsville.  … 
 
“There is a large opening (Capricorn Channel) in the southeastern end of the reef through which 
wave energy can pass.  The wind observations [of Cyclone Justin] show a large area of gales of 
relatively constant direction extending from around Hayman Island to the Capricorn Channel, a 
distance of some 500 km.  Gales blowing over a body of deep open deep water 500 km long for 
18 hours can generate waves up to 6 metres in height.  The wind field was similar at 1100 UTC 
8 March 1997 and at 2300 UTC 9 March 1997 so that constant gales were blowing over the one 
body of water for more than 36 hours.  The wind direction was orientated along the longest fetch 
of water inside the reef.  This explains the occurrence of these waves which would even be 
considered large in the open ocean. 
 
“North of the Whitsunday Island Group the coastline changes orientation such that the large 
southeasterly swell remained offshore moving parallel to the coast.  This resulted in lower height 
readings at coastal wave recording stations.  Significant wave heights [average height of the 
highest one-third of waves in a record] reached only 1.5 metres at Abbot Point (near Bowen) and 
1.4 metres at Townsville during this period [as opposed to 3.09 m at Emu Park, 3.10 m at Hay 
Point, 4.81 m at Mackay Offshore and 3.85 m at Lindeman Island].” 
 
Considering the fishery, we note that, although the wave heights may be lower at the inshore stations at 
Townsville and Bowen, the waves generated along the southeast to northwest inshore fetch of the GBR 
will make a direct hit on the prime fishing grounds on the GBR between Bowen and Townsville (the 
southern half of Bioregion RG2 in Figure 21-1). 
 
21.4.2 Explanation 
The explanation for the major effect of some cyclones and the complete lack of effect of other 
powerful cyclones is therefore as follows: 
• The GBR is very well adapted to dissipate large swells coming from offshore, and generally 
does not suffer significant damage from such swells. 
• In special circumstances, cyclones generate large southeasterly swells along the inshore fetch of 
the GBR between Rockhampton and Townsville.  The mid-shelf reefs of the GBR, where the 
fishery is primarily situated, are extensively damaged by these swells. 
• The nature of this mechanism, which consumes the entire fetch from Yeppoon to Townsville, 
means that the affected area of the GBR is very large. 
• The fetch takes a slight left-hand bend heading from Bowen to Townsville (see Figure 21-1).  
The swell is directed straight at the fishing grounds in this locality, and has a big effect there, in 
addition to its effects further south. 
• The fetch then takes quite a sharp right-hand bend heading to Cairns, and also becomes much 
narrower.  Wave generation inshore of the GBR is much less effective north of Townsville, and 
cyclones have no significant effect on the fishery in the northern part of the GBR. 
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21.4.3 Predictions 
Following the scientific method, whereby a theory should include predictions that can be checked, on 
the basis of the above explanation we expect the following: 
• The magnitude of a cyclone’s impact on the fishery is essentially a random event, sensitive to 
the exact position and size of a cyclone, and is impossible to predict before the cyclone strikes.  
A small fraction of cyclones will have major impacts on the GBR.  Most cyclones will have only 
minor effects, even though they may appear very similar to the important cyclones. 
• Immediately after the event, the effect that a cyclone will have on the fishery can be fairly 
accurately predicted from the wave heights recorded inshore of the GBR, such as the recording 
stations maintained by the Queensland Government at various locations between Cairns and 
Brisbane and used by Callaghan (2011a).  Analysis of a cyclone’s generation of swells offshore 
of the GBR is usually not necessary. 
 
21.5 ANALYSIS OF WAVE HEIGHT DATA FROM AN OCEANOGRAPHIC MODEL 
21.5.1 Methods 
Data on wave heights (Puotinen, 2014, unpublished data) induced by tropical cyclones came from an 
oceanographic model.  Such models are quite complex and involve various types of approximations, 
which differ between models.  The important aspect to note, however, is that the model was not fetch-
limited: it assumed that the length of fetch in the ocean over which waves could be generated was 
always adequate, and hence that wave heights were limited only by wind speed and the length of time 
of exposure to cyclonic winds.  It is unclear to what extent an oceanographic model could consider the 
capability of coral reefs to dissipate waves, because reef tops are positioned at approximately sea level 
and the only mapping data available, even for the intensively-mapped GBR, provide outlines of “dry 
reef” which projects above sea level, and “wet reef” which is permanently submerged down to a depth 
of roughly 15 metres.  No comprehensive data set exists to provide reef depth as a function of location. 
 
The wave-height data set covered a fine (about two-nautical-mile) grid of locations, and comprised the 
estimated number of hours over which waves of a certain height were present at each location.  The 
data covered the period from February 1985 to April 2014. 
 
The tropical cyclone data consisted of two data files for each calendar month: one for a sea state of 
waves two metres or more in height, and one for a state of waves four metres or more.  The sea state 
measurement was the “significant wave height”, commonly denoted Hsig , which was the average 
height of the highest one-third of waves; the technical definition of the height of an individual wave is 
that it is measured from peak to trough between successive zero up-crossings.  The maximum wave 
height, commonly denoted Hmax , is usually about two and a half times Hsig .  Usually only one 
significant cyclone affected the GBR in any calendar month, but occasionally there were two in one 
month: notably, Tropical Cyclone Anthony in January 2011 was followed almost immediately by 
Severe Tropical Cyclone Yasi. 
 
Firstly it had to be decided which cyclone measurements to use.  Any of six obvious measures could 
turn out to be the most suitable, all of which were physically sensible.  These were two-metre and four-
metre versions of 
• Maximum number of hours for which any location was subject to waves of the specified height 
• Total hours of waves of the specified height, summed over all locations 
• Number of locations over which waves of the specified height were present, irrespective of the 
number of hours. 
 
The observations from section 21.3 above were used to inform the selection of which measurements to 
use for analysis. 
 
The selected cyclones’ measures were then condensed down to the six-nautical-mile grid cells used in 
the fishery for catch reporting, and plotted against standardised fishery catch rates.  In order to 
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concentrate on locations that were actually part of the fishery, each grid cell was weighted by the total 
logbook harvest that had been taken in it.  Separate totals were used for the period January 1988 to 
June 2004 and the period July 2004 onwards, in order to account for the Representative Area 
Protection (RAP) program implemented by GBRMPA in July 2004.  The RAP greatly increased the 
amount of area of the Great Barrier Reef that was closed to fishing. 
 
For the catch-rate standardisation, we repeated the analysis of Leigh et al. (2014) with updated fishery 
logbook data to provide standardised catch-rate time series to the end of 2014, and to derive such a 
time series for each Sub-bioregion.  The previous catch rate series ranged from mid-1991 to the end of 
2013.  The commercial catch logbook system began in January 1988, but in the early years most 
fishing locations were recorded only to 30-nautical-mile resolution, which was judged by Leigh et al. 
(2014) to be insufficient for statistical catch-rate analysis in a complex coral-reef system.  Substantial 
numbers of records at six-nautical-mile resolution were available from mid-1991 onwards. 
 
21.5.2 Results 
 Selection of cyclone measures 21.5.2.1
Cyclone data from 2013 and 2014 were particularly valuable in informing the selection of cyclone 
measures.  In the two-metre wave data, Cyclone Oswald in January 2013 had by far the largest value 
both of total hours of two-metre waves summed over all locations and of total number of locations 
affected, and it had the third greatest value of maximum number of hours in any location (see Table 
21-2).  Judging from logbook catch rates, Cyclone Oswald had very little effect on availability of coral 
trout to fishers.  Also Cyclone Yasi, which was known to have had a major effect on the fishery, scored 
low on two-metre wave measurements.  Therefore data on two-metre waves appeared not to be 
beneficial in analysis of the effects of tropical cyclones on the fishery. 
 
In the four-metre wave data, Cyclone Oswald did not register at all, which is in accord with 
observations of catch rates.  In the maximum number of hours of four-metre waves at any location, 
Hamish ranked only tenth and Yasi 17th: hence this measurement does not appear to be useful.  In total 
number of hours over all locations, Yasi ranked only 13th.  In number of locations affected for one 
hour or more, Yasi ranked sixth and Justin seventh.  This measurement appeared to be the most useful. 
In view of the above results, we decided to concentrate on analysis based on the presence or absence of 
four-metre waves, to downplay the two-metre wave data and to ignore the measurements that involved 
the length of time over which waves were present.  The presence–absence measure of four-metre 
waves is also in accord with the hypothesis that it is physical damage to coral reefs that affects catch 
rates of coral trout.  Coral reefs have evolved to withstand strong movements of water, and to damage 
them wave action must exceed a high threshold.  If the threshold is exceeded, we would expect the 
damage to occur quickly and not increase greatly if the wave action is sustained at the same level for a 
few days. 
 
From the immense size and power of Cyclone Yasi, we expect that it would have generated waves 
much larger than four metres, which would cause much more damage than waves of barely four 
metres.  Therefore the effect of Cyclone Yasi may be underestimated. 
 
 Correlation with fishery catch rates 21.5.2.2
Monthly time series of standardised fishery catch rates are plotted for the Sub-bioregions with 
substantial amounts of fishing activity in Figure 21-3.  The standardisation fitted a separate parameter 
for each primary fishing vessel, and parameters for the number of fishing dories and number of crew 
employed.  The standardised catch rates are scaled to roughly average to 1 within each Sub-bioregion. 
The correlations between cyclone events and standardised catch rates can be seen to be poor in most 
cases.  Many cyclones registered high in modelled wave-height but appeared to have no effect on the 
fishery, while a few cyclones had obvious big effects extending to Sub-bioregions in which their 
modelled wave-heights did not register.  Hence we did not consider it worthwhile to undertake any 
further quantitative statistical analysis.  The following features are notable, however: 
Appendices – Cyclone influences on reef fish 
  121 
Table 21-2. Some tropical cyclones to hit the GBR between 1985 and 2014, with their measurements based on 
wave-height.  The month is that in which the cyclone formed, not necessarily when its impact was greatest.  
Measurements listed are the maximum number of hours of large enough waves at any location, total number of 
hours summed over all locations (k = 1000), and number of locations subject to large enough waves for one hour 
or more.  Numbers in parentheses are ranks in the collection of all cyclones to hit the GBR in the period, and are 
shown when one or more cyclones not listed in the table have a higher rank. 
Name Month 2m wave-height measurements 4m wave-height measurements 
  Max. hours Tot. hours No. locs Max. hours Tot. hours No. locs 
Joy Dec 1990 83 (00) 225k (00) 07172 74 (00) 165k (00) 06200 (00) 
Fran Mar 1992 67 (00) 202k (00) 07551 58 (00) 138k (00) 06402 (00) 
Rewa Dec 1993 42 0(6) 144k (00) 08445 33 0(5) 079k (00) 06751 (00) 
Justin Mar 1997 48 (00) 121k (00) 09068 40 (00) 062k (00) 04019 (00) 
Hamish Mar 2009 30 (12) 240k (00) 14266 20 (10) 139k (00) 11492 (00) 
Yasi Jan 2011 15 (20) 062k (11) 06066 09 (17) 024k (13) 04414 (00) 
Oswald Jan 2013 52 (00) 569k (00) 23280 00 (00) 000k (00) 00000 (00) 
Dylan Jan 2014 34 (10) 178k (00) 10258 NA (00) NA (00) 00986 (22) 
Ita Apr 2014 35 0(9) 168k (00) 15788 26 0(8) 072k (00) 04845 (00) 
• Correlations are exceptionally poor in the northern GBR.  Cyclones very rarely affect catch rates 
there. 
• Cyclone Hamish (March 2009), however, appears to have a consistent effect in the northern 
Sub-bioregions, even though the wave-height data do not show even two-metre waves there.  
This may be a genuine effect caused by the combination of Hamish’s power and proximity to 
the GBR, but it is also possible that it is induced by fishers moving from the southern to the 
northern GBR because they were unable to catch fish in the south.  The far northern GBR 
requires specialised fishing skills, which these fishers may not have possessed. 
• Cyclones Hamish and Yasi (January 2011) both have big effects from Cairns south, including in 
Sub-bioregions where the wave-height data for Yasi did not show even two-metre waves. 
• Cyclone Ita (April 2014) also appears to have a big effect from Townsville south, and possibly 
also in the Cairns Subregion. 
• Cyclone Justin (March 1997) has a big effect from Mackay south, but is not so clear in the 
Cairns and Townsville Subregions. 
• The Swains Region is noticeably affected by cyclones but less than the Townsville Subregion 
and the Mackay Region. 
• Cyclone Rewa (December 1993) appears to have an effect in the Swains Region. 
• No cyclones other than Rewa, Justin, Hamish, Yasi and Ita showed consistent effects on catch 
rates. 
• The catch rate time series showed substantial rises and falls that could not be associated with 
any cyclones. 
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Figure 21-3.  Monthly time series (green dots) of standardised catch rates of coral trout in the commercial fishery 
on the GBR, for each Sub-bioregion.  The grey bars show standard errors.  The yellow diamonds show the 
proportions of Sub-bioregion area affected by 4 m or 2 m waves: the lower horizontal red dotted line represents 















































































































































































Appendices – Cyclone influences on reef fish 
  123 
 
 













































































































































































Appendices – Cyclone influences on reef fish 
  124 
 
 



































































































































































































Appendices – Cyclone influences on reef fish 
  125 
 
 









































































































































































































Appendices – Cyclone influences on reef fish 
  126 
 
 





























































































































































































Appendices – Cyclone influences on reef fish 
  127 
 
 





























































































































































































Appendices – Cyclone influences on reef fish 
  128 
 
 





























































































































































































Appendices – Cyclone influences on reef fish 
  129 
 
 













































































































































































Appendices – Cyclone influences on reef fish 
  130 
 
 





























































































































































































Appendices – Cyclone influences on reef fish 
  131 
 
 



















































































































































































Appendices – Cyclone influences on reef fish 
  132 
 
 

























































































































































































Appendices – Cyclone influences on reef fish 
  133 
 
 



















































































































































































Appendices – Cyclone influences on reef fish 
  134 
 
 

























































































































































































Appendices – Cyclone influences on reef fish 
  135 
 
 

















































































































































































Appendices – Cyclone influences on reef fish 
  136 
 
 

















































































































































































Appendices – Cyclone influences on reef fish 
  137 
 
 

























































































































































































Appendices – Cyclone influences on reef fish 
  138 
 
 























































































































































































Appendices – Cyclone influences on reef fish 
  139 
 
 























































































































































































Appendices – Cyclone influences on reef fish 
  140 
 
 











































































































































































Appendices – Cyclone influences on reef fish 
  141 
 
 


























































































































































































Appendices – Cyclone influences on reef fish 
  142 
21.6 DIRECT MEASUREMENTS OF WAVE HEIGHT 
Direct measurements of wave height were collated from the Queensland Government’s monitoring 
program (http://www.qld.gov.au/environment/coasts-waterways/beach/monitoring).  Nine stations had 
long time series of measurements: from north to south, these were Cairns, Townsville, Abbot Point, 
Mackay, Hay Point, Emu Park, Gladstone, Brisbane and Gold Coast.  The earliest measurements began 
in 1975, but some stations did not begin recording until much later and there were also some gaps in 
the data records.  Together, however, the different stations provide a long and continuous time series of 
wave heights near the Queensland east coast. 
 
The stations at Mackay and Brisbane were located well offshore, but the other stations were close 
inshore.  The Brisbane and Gold Coast stations, although well south of the GBR, were included in 
order to capture swells from offshore cyclones that might not have produced large waves at the close-
inshore coastal monitoring stations in GBR latitudes, but still may have affected the GBR. 
 
A major advantage of the wave-height data was that the exact date on which large waves were 
generated could be correlated to the weather system that caused them, thus providing certainty of cause 
and effect. 
 
Wave heights recorded for variance low-pressure systems are listed in Table 21-3. 
 
Table 21-3.  Highest recorded significant wave heights (Hsig) for low-pressure systems that affected the GBR.  
The list includes all tropical cyclones of Australian Tropical Cyclone Category (“Cat”) 3 or above, and all other 
low pressure systems that produced large wave heights and for which records were available.  Locations are (left 
to right) Cairns, Townsville, Abbot Point, Mackay, Hay Point, Emu Park, Gladstone, Brisbane and Gold Coast.  
Non-cyclonic weather system abbreviations are East Coast Low (ECL, single centre formed outside the tropics), 
East Coast Hybrid Low (ECHL, multiple centres formed outside the tropics), Tropical Hybrid Low (THL, 
multiple centres formed in the tropics), Tropical Low (TL, single centre formed in the tropics).  Sources: 
Queensland Government wave station data, cyclones records from the Australian Bureau of Meteorology (BoM); 
cyclone track summaries from www.australiasevereweather.com; case studies from www.hardenup.org (a project 
of Green Cross Australia); other reports where available, including many by J. Callaghan (BoM, retired). 
Date Cat Name Cai Tow Abb Mac Hay Emu Gla Bri Gol 
19/01/1976 3 David    2.90      
29/02/1976 4 Colin          
27/04/1976 3 Watorea  1.46        
31/01/1977 1 Keith 1.91 1.89        
01/02/1978 0 THL    2.66 2.59     
03/01/1979 1 Peter 1.80 2.36        
12/01/1979 1 Gordon 





01/03/1979 4 Kerry  2.76 2.22 4.02 2.15   2.93  
25/02/1980 3 Simon        3.20  
27/02/1981 2 Freda    2.73 2.07   2.44  
06/04/1982 4 Bernie    2.21    2.99  
26/02/1983 4 Elinor 
         
16/01/1984 3 Grace          
18/01/1985 4 Odette        2.96  
31/01/1986 3 Winifred  2.50        
01/03/1988 2 Charlie 
  
3.14 2.52 
     
11/04/1988 0 ECL        4.10 4.82 
05/06/1988 0 THL        4.48 4.45 
04/04/1989 4 Aivu   3.79 3.51      
25/04/1989 0 TL        6.11 5.60 
16/12/1989 1 Felicity   2.21 3.34    2.48  
09/03/1990 3 Hilda 
       
3.27 2.73 
23/03/1990 3 Ivor 1.92 1.78        
23/12/1990 4 Joy 2.24 2.96 3.43 3.88      
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Date Cat Name Cai Tow Abb Mac Hay Emu Gla Bri Gol 
13/01/1992 4 Betsy        4.89 2.89 
17/03/1992 4 Fran    2.56    5.08 3.42 
07/02/1993 4 Oliver  1.79  2.41    3.94 2.48 
17/03/1993 2 Roger    2.74 1.88   7.36 5.73 
19/01/1994 5 Rewa    2.87 1.53   3.23 2.63 
19/01/1976 3 David    2.90      
03/03/1994 5 Theodore        4.61 2.78 
06/03/1995 3 Violet        4.54 3.23 
20/04/1995 4 Agnes          
08/01/1996 4 Barry  2.13        
27/01/1996 3 Celeste   2.77       
24/02/1997 1 Ita  2.02 2.67       
09/03/1997 2 Justin   1.57 4.68 3.10 3.09  4.25 2.76 
24/03/1997 1 Justin 
 
3.58 2.54 
      
17/01/1998 4 Katrina          
11/02/1999 3 Rona 2.49 2.63 1.74 2.99 2.28 2.41  3.28 3.60 
27/02/2000 2 Steve 2.77 2.00 1.61 2.85 1.97 2.40   2.26 
02/04/2000 2 Tessi   2.44 2.30 1.72 1.76    
02/05/2000 0 TL 1.60 
 
1.68 3.13 2.42 3.01 
 
4.79 3.95 
03/03/2003 2 Erica    3.25 2.23 2.71  3.28  
05/03/2004 0 ECHL 1.26 1.99  3.29 2.34 2.89  6.98 5.89 
24/03/2004 2 Grace 1.58 2.15  2.67 1.82 2.35  4.82 4.18 
10/03/2005 4 Ingrid 1.34 1.92        
20/03/2006 4 Larry 1.37 2.91  3.22 2.04 2.40    
25/03/2006 4 Wati        4.76 3.07 
19/04/2006 3 Monica 1.53 1.87        
31/01/2009 1 Ellie  2.08  3.47 2.27 2.49    
08/03/2009 5 Hamish 1.31 1.48  3.41 2.24 3.01  4.70 3.27 
20/03/2010 4 Ului    5.67 3.34 3.05 2.32   
25/12/2010 1 Tasha  1.99        
16/01/2011 4 Zelia        4.88 3.27 
30/01/2011 1 Anthony    2.79 2.28 2.25 1.84 3.69 2.16 
03/02/2011 5 Yasi 2.39 5.46  2.35 2.25 1.62 1.27   
30/12/2012 5 Freda          
27/01/2013 0 Oswald 2.32 2.75  3.06 2.38 3.90 3.15 7.11 6.27 
05/03/2013 1 Sandra    2.71 2.18 2.40 1.97 3.63 2.46 
01/05/2013 3 Zane  1.59        
03/02/2011 5 Yasi 2.39 5.46  2.35 2.25 1.62 1.27   
30/01/2014 2 Dylan  1.91  5.02  3.46 2.78   
05/02/2014 1 Edna  1.95  3.24    4.82  
09/03/2014 1 Hadi    3.20  2.49    








21.7 SUBJECTIVE STANDARDISATION OF CATCH RATES FOR WEATHER SYSTEMS 
21.7.1 Methods 
In view of the specific causal mechanism for large waves on the Great Barrier Reef (see section 21.4) 
and the difficulty of accurately estimating wave heights from a numerical oceanographic model (see 
section 21.5), standardisation of catch rates for weather systems had to be subjective. 
 
For each major Sub-bioregion in the coral trout fishery, weather systems that appeared to have 
substantial effects on coral trout catch rates were chosen from the list in Table 21-3.  To reduce the 
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subjectivity involved, all the chosen weather systems had to produce large recorded wave heights at 
one or more of the wave-height recording stations in Table 21-3. 
 
Each weather system was assumed to produce a linear fall in the log of the coral trout catch rate over a 
period of roughly six months following the occurrence of a weather system (months 1–6), and then a 
linear recovery over a similar or somewhat longer period (months 7–12 or more) to the catch-rate level 
that prevailed prior to the weather system.  These linear effects were fitted by a Poisson generalised 
linear model (GLM) in which the response variable was the harvest weight and the explanatory 
variables were the special effects of weather systems and the standardised fishing effort from a 
previous GLM analysis of catch rates that did not take account of weather systems. 
 
The result of the analysis was, for each major Sub-bioregion, a time series of estimates of what the 
standardised catch rate would have been if the weather systems had not occurred.  
 
21.7.2 Results 
Four major Sub-bioregions were chosen for this analysis: RG2 South (Townsville Subregion), RK 
(Mackay), RHW (Mackay) and RSW-M (Swains).  These Sub-bioregions had enough fishery data to 
have relatively small standard errors on the monthly catch rates (see Figure 21-3). 
 
The final standardised catch rates are plotted in Figure 21-4 (bold black lines).  They are often 
substantially higher than the time series that do not include the effects of weather systems (red lines in 
Figure 21-4).  
Appendices – Cyclone influences on reef fish 
  145 
 
 
Figure 21-4.  Subjective standardised catch rates (bold black lines) of coral trout to account for effects of weather 
systems in the major Sub-bioregions of the reef line fishery.  Catch rates that don’t account for weather systems 
are also shown (red lines).  The green dots are the same as in Figure 21-3 and are monthly standardised catch 
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21.8 DISCUSSION AND RECOMMENDATIONS 
The subjective standardisation of coral trout catch rates for weather systems was necessitated by the 
poor correlation between the best available cyclone data and coral trout catch rates.  It was, however, 
rendered more objective by choosing only weather systems that produced large recorded waves on the 
Queensland east coast (see Table 21-3).  The goal of a fully objective standardisation for weather 
systems may be met in future by an advanced oceanographic model that takes account of the inshore 
fetch parallel to the coastline; to our knowledge such a model does not yet exist. 
 
The existing oceanographic model has, however, been beneficial in indicating that it is the presence or 
absence of exposure to particular wave heights that is important, and that the duration of such exposure 
is much less important.  This corroborates the hypothesis that it is physical damage to coral reefs that 
affects fishery catch rates. 
 
The time series of fishery catch rates support the theory from section 21.4 that the major impacts of 
cyclones to the GBR come from the few cyclones that are able to use the waters inshore of the GBR as 
a fetch and generate large southeasterly swells behind the outer barrier of the GBR.  The correlations 
of catch rates with the wave-height model using offshore fetch are poor, as were the correlations of 
Leigh et al. (2014) using cyclone wind energy.  The inshore-fetch mechanism is the only available 
hypothesis that can explain the observations. 
 
Apart from explaining why only a few cyclones have significant effects on the GBR fishery, while 
many powerful cyclones do not, the inshore-fetch mechanism also explains: 
• why the effects of the important cyclones cover such huge areas of the GBR which cannot be 
explained by other means, and 
• why cyclones have little if any effect north of Cairns. 
 
The potential big effect of Cyclone Ita (April 2014) is a new result from this project.  Previously it was 
known that coral trout catch rates fell in 2014, resulting in a decrease in quota allocations in 2015, but 
even the fishers as far as we know did not suggest that Cyclone Ita was responsible. 
 
It is also notable that some major effects on fishery catch rates come from systems that do not meet the 
criteria for tropical cyclones.  Records of these systems are much more difficult to find. 
 
This project has taken substantial steps towards finding a useful correlation between cyclone 
measurements and coral trout catch rates.  The cyclone measurements that are needed appear to be 
easy to collect and already are being collected as part of Queensland’s beach protection program.  
Models based on offshore fetch and northeasterly swells are not likely to be useful because the outer 
reefs of the GBR are very well adapted to dissipating swells from offshore of the GBR. 
 
Models based on the sea surface temperature effects of cyclones, the original aim of this project, will 
be even less useful. 
 
We put forward the following recommendations: 
• Inshore wave height measurements should be recognised for their critical importance in gauging 
the effects of tropical cyclones on the GBR. 
• New oceanographic models for the GBR should be developed which take account of the prime 
importance of the inshore-fetch mechanism in generating damaging swells. 
• Historical inshore wave height measurements should be collated and used in new fishery catch 
rate standardisations that can properly take account of the effects of tropical cyclones.   
 
New catch rate standardisations should prove very valuable in fishery management as they may finally 
separate the effects of tropical cyclones from the effects of fishing, which to date has been impossible 
to do.  The process of setting quota in the fishery could then be based on the effects of fishing alone 
and made largely independent of cyclones. 
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 Appendix 8. Local averaging optimisation and sea surface 22
temperatures 
 
James Thompson & Ricardo Lemos 
 
22.1 ABSTRACT 
This report aims to investigate sea surface temperatures using local averaging optimisation.  A 
previous paper on local averaging optimisation, McNames [4], was reviewed and the method improved 
upon.  Analysis of sea surface temperatures is an important consideration for climate change as well as 
fishing and agriculture industries.  The results obtained suggest sea surface temperatures have 
consistently increased but care needs to be taken in recognising the effects of other phenomena such as 
the ENSO cycle.  The model implemented works for both non-chaotic and chaotic isochronic time 
series and therefore, this model can be used to model various other types of data.  
 
Keywords: Time series analysis, local averaging models, sea surface temperatures 
  
22.2 INTRODUCTION 
Important to understanding climate change and its effects on natural phenomena, such as coral reefs, is 
forecasting models for sea surface temperatures and other oceanographic data (e.g. salinity).  BRAN 
(Bluelink Reanalysis) [3], provided by the CSIRO, has begun to collect and model oceanographic data 
across the globe.  Using this current dataset, future sea surface temperatures can be predicted using 
time series analysis.  The results gained from this sort of analysis are key to understanding the 
magnitude of climate change as well as better preparing for the effects of climate change, in particular 
its effects on coral reef ecosystems. 
 
A time series is a data set generated over time [1].  When the time between measurements is equal, 
analysis on the time series, or time series analysis, becomes much simpler. An example of time series 
analysis, is forecasting future values [1].  This paper uses local models to predict the future values of 
the sea surface temperature time series, downloaded from BRAN [3]. 
 
Local models use only a portion of the time series to predict future values [4].  Many methods exist to 
determine which portion of points are used for this prediction.  This paper uses local averaging models 
(equation 1) to forecast the future sea surface temperatures, in a similar way to McNames [4].  It is 
expected that using this forecasting model will only provide accurate forecasts for a small number of 




McNames [4] uses a generalised cyclic coordinate method to optimise model parameters for chaotic 
time series prediction.  To create the forecasting function (1), iterative prediction and local averaging 
models, based on Takens’ theorem [6], are used.  McNames [4] justifies the use of the biweight 
function (equation 2) as the weighting function with the weighted Euclidean distance (equation 3) as 
the distance measure between input vectors.  The generalised cyclic coordinate method [4] then 
minimises the multi-step cross-validation error (equation 4) to jointly optimise the number of 
neighbours (k), through an exhaustive search (up to ), and the metric weights, through a gradient-
based optimisation algorithm using an initial lambda ( ).  Previous local averaging models optimised 
the selection of the embedding dimension [2], instead of model parameters.  McNames’s approach [4] 
effectively optimises the embedding dimension ( ), if appropriate, by setting some of the metric 
weights to zero during the optimisation process.  As such, this approach outperforms previous local 
averaging models. 
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When calculating the multi-step cross-validation error (MSCVE) (equation 4), the forecasting function 
(equation 5) in McNames’s [4] method utilises all available data points except the omitted value 
.  However, when using the function to predict future data points, only previous data 
points can be used in forecasting.  This is an issue as the forecasting function used to calculate the 
MSCVE does not match the forecasting function used for data prediction.  To improve McNames’s [4] 
method, this paper uses an adjusted forecasting function (equation 6), alleviating this issue.  
 
  (1) 
  (2) 
  (3) 
  (4) 
  (5) 
  (6) 
 
22.4 RESULTS 
Figure 22-1 compares the forecasting results (red), calculated using local models, to actual data (blue), 
taken from BRAN [3].  The forecast results do not align perfectly but do, however, follow a similar 
shape to the actual data.  This is important as forecasting the shape of the curve correctly allows for 
more accurate long-range forecasts, especially important in climate change analysis. 
 
Comparing Figure 22-1, Figure 22-2 and Figure 22-3 suggests that one of the largest contributors to 
forecasting inaccuracy and imprecision is the data set length used for forecasting.  Figure 22-3 (data set 
length = 1000 time steps) and Figure 22-1 (data set length = 719 time steps) represent a more accurate 
forecasting model compared to Figure 22-2 (data set length = 66 time steps) with the forecast values 
(red dots) aligning closely with the shape of the curve depicted by the original data (blue dots).  The 
accuracy of the model does, however, decrease over time as the values forecast further in time use the 
values forecast previously, exponentially increasing the possible errors.  This result suggests that in 
order to accurately model sea surface temperatures and other data sets using BRAN datasets [3], a 
larger amount of data must be downloaded and used to forecast future values.  This is because local 
models rely on past data containing similar portions of data to the last “nd” (embedding dimension) 
points and the smaller the data set, the less similar portions are available.  
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Figure 22-1.  Sea surface temperatures (oC) varying with time (weeks after the 07/06/2006) taken from a depth of 
15 m at a latitude and longitude of -22.95 and 155.95 respectively were used to forecast the next 5 temperatures 
(through to the 25/10/2006).  The black points represent the original data used in the forecasting function, the red 
points the forecast values for the next 5 time steps and corresponding original data values are in blue.  The 
optimum forecasting parameters were determined to be  and = (0.896281607, 0.317031591, 
0.088095156, -0.010149950, -0.017388793, -0.008844277, -0.009258766, -0.006303262, -0.006683757, -




Comparing Figure 22-1 and Figure 22-3 directly suggests the time series which has been 
mathematically constructed, the Lorenz time series (Figure 22-3), is much more accurately modelled 
than the data set taken from the environment, the sea surface temperatures (Figure 22-1).  This 
comparison suggests real data, not mathematically constructed data, will be less accurately modelled 
using local averaging optimisation. 
 
The data depicted in Figure 22-4 shows a slight increase in consistent, warmer sea surface temperature 
patterns over the last 16 years.  This suggests climate change is affecting these sea surface 
temperatures.  This could be related to where the sea surface temperatures were taken, latitude and 
longitude of -22.95 and 155.95 respectively, corresponding to the Coral Sea between the Australian 
coast and New Caledonia.  To test the effects of location, other data sets (different latitude and 
longitude) should be investigated in future studies. 
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Figure 22-2.  Sea surface temperatures (oC) varying with time (weeks after the 02/03/2005) taken from a depth of 
15 m at a latitude and longitude of -22.95 and 155.95 respectively were used to forecast the next 5 temperatures 
(through to the 05/07/2006).  The black points represent the original data used in the forecasting function, the red 
points the forecast values for the next 5 time steps and corresponding original data values are in blue.  The 
optimum forecasting parameters were determined to be  and =(0.78096113, 0.21079572, -
0.08029546, -0.15665996, -0.15551428, -0.13221321, -0.11339021, -0.10469518, -0.10193321, -0.10076513, -





Table 22-1.  ENSO cycle timeline from 1991 to 2006 including strength of ENSO [5]. 
 Weak Moderate Strong 
El Nino 2004/05, 2006/07 1991/92, 1994/95, 2002/03 1997/98 
La Nina 1995/96, 2000/01, 2005/06 1998/99 1999/2000 
 
The Coral Sea is greatly affected by the ENSO cycle (La Niña and El Niño) which causes warmer waters to shift 
between the Eastern and Western Pacific.  As such, the ENSO cycle may have affected the sea surface 
temperatures, like climate change, on a much smaller scale.   
 
Table 22-1 details the years and intensities of the ENSO cycle.  Using these data and the results in 
Figure 22-4, it can be seen that the ENSO cycle does affect the sea surface temperatures.  For example, 
the 6th peak (1997/98), a strong El Niño year has much higher sea surface temperatures than the 8th 
peak (1999/2000), a strong El Niño year.  As such, the ENSO cycle may be affecting the observed 
climate change effect.  
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Figure 22-3.  Lorenz time series from t = 800 to t = 1010. The black dots represent the data used to forecast the 
future values (red), which have been overlayed with the original data (blue). The forecast values were obtained 




This local averaging optimisation model, similar to most time series prediction models, is limited to 
isochronic data sets.  The BRAN [3] data were available as weekly data and therefore, this model 
appropriately models these data.  However, the greatest strength of this local averaging model is its 
ability to model all isochronic data sets, either chaotic or non-chaotic.  Sea surface temperatures 
(Figure 22-2) may appear seasonal and therefore, periodic, but the Lorenz time series (Figure 22-3) is 
chaotic.  As such, the results show the ability of this model to forecast both chaotic and non-chaotic 
data sets. 
 
Future studies should focus on using this model for various other data sets and compare the results 
obtained with that of other numerical models.  With sufficient testing, this model may be able to be 
used to forecast further into the future and therefore, be used to predict the effects of phenomena such 
as the ENSO cycle and climate change. 
 
 
Figure 22-4.  Sea surface temperatures (oC) varying with time (weeks from 02/12/1992 to 13/09/2006) taken 
from a depth of 15 m at a latitude and longitude of -22.95 and 155.95 respectively. 
 
Appendices – Short-term forecasting of SST 
  153 
22.6 REFERENCES 
[1] Box, G, Jenkins, G & Reinsel, G 2008, Time Series Analysis, John Wiley & Sons, New Jersey. 
[2] Cao, L 1997, ‘Practical Method for Determining the Minimum Embedding Dimension of a 
Scalar Time Series’, Physica D, vol. 110, pp.43-50. 
[3] CSIRO 2014, Bluelink: Scientific and Technical Information, accessed 1 August 2014, 
http://wp.csiro.au/bluelink/global/bran/ . 
[4] McNames, J 2002, ‘Local Averaging Optimization for Chaotic Times Series Prediction’, 
Neurocomputing, vol. 48, no. 1-4, pp. 279-297. 
[5] Null, J 2014, El Nino and La Nina Years and Intensities, Golden Gate Weather Services, 
accessed 5 August 2014, http://ggweather.com/enso/oni.htm . 
[6] Takens, F 1981, ‘Detecting Strange Attractors in Turbulence’, Springer Lecture Notes in 
Mathematics, vol.898, pp. 366-381. 
 
Department of Agriculture and Fisheries
13 25 23
www.daf.qld.gov.au
