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Abstract
We prove maximal ergodic inequalities for a sequence of operators and for their averages in the noncom-
mutative Lp-space. We also obtain the corresponding individual ergodic theorems. Applying these results
to actions of a free group on a von Neumann algebra, we get noncommutative analogues of maximal ergodic
inequalities and pointwise ergodic theorems of Nevo–Stein.
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1. Introduction
It is well known that maximal ergodic inequalities play a very important role in the classical
ergodic theory. In particular, they yield the corresponding individual ergodic theorems. These
results often involve a single operator, several commuting operators or easy iterations of several
operators. On the other hand, Guivarc’h [6] extended von Neumann’s ergodic theorem to the
case of several noncommuting unitary operators on a Hilbert space. This result can be rephrased
as a mean ergodic theorem in L2 for a unitary representation of a free group on a finite number
generators. More recently, Nevo, Stein [15] considered free group actions on a probability space
and obtained pointwise and maximal ergodic theorems for them. We also refer to the survey
paper [14] for more information and more references.
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orchuk [4,5] with a different method. Continuing this line of investigation, Bufetov [2] consider-
ably improved these works of Grigorchuk and Nevo, Stein.
In this paper, we propose to study the noncommutative analogues of Nevo, Stein’s work.
Namely, we wish to consider free group actions on a noncommutative probability space (M, ϕ)
and obtain the corresponding individual and maximal ergodic theorems. Here,M denotes a von
Neumann algebra and ϕ a normal faithful state on M. Such a noncommutative extension was
already initiated by Walker [19], who obtained an individual ergodic theorem for operators inM.
In fact, Walker’s work deals with maps more general than those arising from free group actions.
It concerns a sequence (σn)n of completely positive maps on M preserving ϕ and satisfying
σ1σn = wσn+1 +(1−w)σn−1 for some constant w ∈ [ 12 ,1] (with σ0(x) = x). Walker then proved
that under some natural spectral assumptions on σ1, the average 1n+1
∑n
k=0 σk converges almost
uniformly (in Lance’s sense) for every x ∈M.
On the other hand, motivated by the recent development of noncommutative martingale
inequalities, Junge and Xu established in [11] the noncommutative analogue of the classical
Dunford–Schwartz maximal ergodic inequality in the noncommutative Lp-space Lp(M). They
also extended to the noncommutative setting Stein’s maximal inequality for the powers of a sym-
metric sub-Markovian operator.
In the light of this work of [11] Junge and Xu, we prove the maximal ergodic inequalities
in Lp(M) in Walker’s framework. In fact this paper is directly inspired by and largely based
on [11]. These inequalities concern the averages of the σn’s as well as the σn’s themselves (in
the latter case we assume that σ1 is selfadjoint when considered as an operator on L2(M)).
Consequently, we obtain the corresponding individual ergodic theorems. Our approach models
Nevo–Stein’s pattern, whose forerunner goes back to [17]. The main character of this approach is
the use of the Littlewood–Paley g-function and the complex interpolation. Specializing all these
to free group actions, we deduce the noncommutative analogues of Nevo–Stein’s results. These
noncommutative results for a free group were proved independently and almost at the same
time by Anantharaman [1]. Her arguments follow the approach set up by Bufetov and Grig-
orchuk mentioned previously, so they are completely different from ours. An interesting feature
of Anantharaman’s work is a noncommutative Rota dilation theorem for a certain class of maps.
After a preliminary section on noncommutative Lp-spaces, we prove in Section 3 our maximal
ergodic inequalities. The last section is devoted to the individual ergodic theorems.
2. Preliminaries
Let M be a von Neumann algebra equipped with a normal faithful state ϕ, and let
Lp(M, ϕ) be the associated noncommutative Haagerup Lp-space. Recall briefly the construc-
tion of Lp(M, ϕ), we refer to [7] and [18] for more information. Let N be the crossed product
M σϕt R, where (σ
ϕ
t )t∈R is the modular automorphism group of ϕ. Let (θs)s∈R be the dual
actions of (σϕt )t∈R on N . As usual, we identifyM as a von Neumann subalgebra of N . Then
M is the fixed point algebra of (θs)s∈R, i.e. M = {x ∈ N : θs(x) = x, ∀s ∈ R}. Note that the
von Neumann algebra N is independent of ϕ, up to isomorphism. Recall that N is semifinite
and there is a unique normal semifinite faithful trace τ on N satisfying θs ◦ τ = e−sτ . Denote
by L0(N , τ ) the algebra of all measurable operators with respect to (N , τ ). Then (θs)s∈R on N
extends to an automorphism group on L0(N , τ ). For 0 <p ∞, define
Lp(M, ϕ) =
{
x ∈ L0(N , τ ): θs(x) = e−
s
p x, ∀s ∈ R}.
1284 Y. Hu / Journal of Functional Analysis 254 (2008) 1282–1306The space L∞(M) coincides withM. On the other hand, L1(M) M∗. Namely, any normal
functional ψ on M corresponds to an element in L1(M) denoted by hψ . The distinguished
tracial functional tr on L1(M) is defined by
tr(hψ) = ψ(1), ∀ψ ∈M∗.
We denote by D the element in L1(M) corresponding to ϕ. Then for x ∈M,
ϕ(x) = tr(xD) = tr(Dx).
Let x ∈ L0(N , τ ) and x = u|x| be the polar decomposition of x, where |x| = (x∗x) 12 denotes
the absolute value of x. Then x ∈ Lp(M) if and only if x ∈M and |x|p ∈ L1(M). In this case,
we define
‖x‖p =
∥∥|x|p∥∥ 1p1 .
Equipped with ‖ · ‖p , Lp(M) becomes a Banach space. Note that ‖x‖p = ‖x∗‖p = ‖|x|‖p for
x ∈ Lp(M). The positive cone of Lp(M) is denoted by L+p (M).
The duality between Lp(M) and Lq(M) ( 1p + 1q = 1) can be realized as follows:
〈x, y〉 = tr(xy) = tr(yx), ∀x ∈ Lp(M), ∀y ∈ Lq(M).
The noncommutative Hölder inequality holds, too. Namely, if x ∈ Lp(M) and y ∈ Lq(M),
1
r
= 1
p
+ 1
q
, then xy ∈ Lr(M) and
‖xy‖r  ‖x‖p‖y‖q .
Note that the previous construction of Lp(M) is independent of ϕ, up to isomorphism.
This construction remains available if ϕ is a semifinite normal faithful weight. In particular,
in the case where M is semifinite and equipped with a semifinite normal faithful trace τ , the
Haagerup Lp(M) coincides isometrically with the usual noncommutative Lp-space associated
with (M, τ ). In the sequel, Lp(M) will be assumed to be the usual tracial Lp-space wherever
M is semifinite.
In this paper, we will consider the noncommutative spaces Lp(M;∞) which play a fun-
damental role in [9] and [11]. Given 1  p ∞, Lp(M;∞) is defined as the space of all
sequences x = (xn)n0 which admit a factorization of the following form:
∃a, b ∈ L2p(M) and y = (yn) ∈ ∞
(
L∞(M)
)
such that xn = aynb, ∀n 0.
Then, we define
‖x‖Lp(M;∞) = inf
{
‖a‖2p sup
n0
‖yn‖∞‖b‖2p
}
,
where the infimum runs over all factorizations as above. (Lp(M;∞),‖.‖Lp(M;∞)) is a Banach
space. We denote the positive cone of this space by L+p (M;∞). It is easy to see that a sequence
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and
‖x‖Lp(M;∞) = inf
{‖a‖p: a ∈ L+p (M) such that xn  a, ∀n > 0}.
The norm of x in Lp(M;∞) is conventionally denoted by ‖sup+n xn‖p . We should emphasize
that ‖sup+n xn‖p is just a notation without any sense in the noncommutative setting. We use this
notation only for convenience.
Given 1  p ∞, Lp(M;1) is defined as the space of all sequences x = (xn)n0 which
admit a factorization of the following form: ∃ukn, vkn ∈ L2p(M) such that
xn =
∑
k0
u∗knvkn, ∀n 0, and
∑
k,n0
u∗knukn ∈ Lp(M),
∑
k,n0
v∗knvkn ∈ Lp(M),
where the series are required to be convergent in Lp(M) (relative to the w∗-topology for p =
∞). We define the norm of Lp(M;1) as follows:
‖x‖Lp(M;1) = inf
{∥∥∥∥ ∑
k,n0
u∗knukn
∥∥∥∥
1
2
p
∥∥∥∥ ∑
k,n0
v∗knvkn
∥∥∥∥
1
2
p
}
,
where the infimum runs over all factorizations as above.
Lp(M;1) is a Banach space. Similarly, L+p (M;1) denotes the positive cone of Lp(M;1).
A sequence x = (xn) belongs to L+p (M;1) if and only if
∑
n xn ∈ Lp(M), and in this case,
‖x‖Lp(M;1) =
∥∥∥∥∑
n0
xn
∥∥∥∥
p
.
Let 1  p < ∞ and p′ be the conjugate index of p. Then the dual space of Lp(M;1) is
Lp′(M;∞), via the following anti-linear duality bracket:
〈x, y〉 =
∑
n0
tr
(
xny
∗
n
)
, x ∈ Lp(M;1), y ∈ Lp′(M;∞).
The spaces Lp(M;∞) and Lp(M;1) were introduced first in [16] for hyperfinite M, and
then [9] for generalM. We refer to [9] and [11].
Let T :M→M be a positive contractive linear map such that ϕ ◦T  ϕ and T ◦σϕt = σϕt ◦T
for any t ∈ R. For 1 p ∞ and 0 θ  1, define:
Tp,θ :D
θ
pMaD
1−θ
p → D θpMaD
1−θ
p ,
D
θ
p xD
1−θ
p → D θp T (x)D 1−θp ,
where Ma denotes the family of analytic elements of M. Namely, x ∈Ma if and only if the
function t → σϕt (x) extends to an analytic function from C to M. Recall that D
θ
pMaD
1−θ
p =
MaD
1
p is dense in Lp(M) (cf. [10]). It is easy to see that Tp,θ does not depend on θ . It is shown
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and their extensions to Lp(M) simply by T .
The following maximal ergodic inequality about a map T is proved in [11]. Usually, Cp,C′p
denote positive constants depending only on the subscript p.
Theorem 2.1. Let T be a completely positive contractive linear map onM such that ϕ ◦ T  ϕ
and T ◦ σϕt = σϕt ◦ T , ∀t ∈ R. Let (Mn)n denote the ergodic averages of T :
Mn = 1
n
n−1∑
k=0
T k.
Then for 1 <p ∞, ∥∥∥sup
n
+Mn(x)
∥∥∥
p
 Cp‖x‖p, ∀x ∈ Lp(M).
If in addition, ϕ[T (y)∗x] = ϕ[y∗T (x)] for all x, y ∈M, then∥∥∥sup
n
+T n(x)
∥∥∥
p
 C′p‖x‖p, ∀x ∈ Lp(M).
The following result is well known. The case 1 <p < ∞ follows from a general mean ergodic
theorem in reflexive Banach spaces (cf. [3]). The cases p = 1 and p = ∞ can be found in [13].
Proposition 2.2. Let 1 p ∞. We have Lp(M) = Fp ⊕ F⊥p where Fp = {x ∈ Lp(M): T x =
x}, F⊥p = (I − T )(Lp(M)) (relative to w∗-topology for p = ∞, I being the identity).
SinceMD 1p is dense in Lp(M), F⊥p = (I − T )(Lp(M)) for p < ∞. We will denote by P
the projection from Lp(M) onto Fp = {x ∈ Lp(M): T x = x}. Note that
P(x) = lim
n→∞Mn(x), ∀x ∈ Lp(M)
(relative to the w∗-topology for p = ∞). This means that T is mean ergodic in Lp(M) for every
p < ∞ and w∗-mean ergodic in L∞(M). The formula above for P shows that P is a completely
positive map onM such that ϕ ◦ P  ϕ and σϕt ◦ P = P ◦ σϕt . Moreover,
P
(
D
1−θ
p xD
θ
p
) = D 1−θp P (x)D θp
for 0 θ  1 and x ∈Ma.
Remark 2.3. In the semifinite tracial case, for p = ∞, the splitting in Proposition 2.2 fails and
T is not w∗-mean ergodic in L∞(M).
In this paper, we only consider a sequence of maps (σn)n on M satisfying the following
properties:
(H1) σ1 is completely positive, σ1(1) 1 and σn is positive;
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(H3) ϕ ◦ σn  ϕ and σ1 ◦ σϕt = σϕt ◦ σ1.
The following result comes from [15] and [19].
Lemma 2.4. If (σn)n0 satisfies (H1) and (H2), there exists a constant Cw such that for x ∈M+,
1
n+ 1
n∑
k=0
σk(x) Cw
1
3n+ 1
3n∑
k=0
σk1 (x).
Example 2.5. Let (ai)mi=1 be ∗-automorphisms of M which leave the state ϕ invariant. Let
L = {l1, . . . , lm} generate Fm, the free group on m generators. Assume that π :Fm → Aut(M) is
a group homomorphism defined by π : li → ai . L induces a length function on Fm, given by
|γ |L = min
{
n: γ = s1 . . . sn, si or s−1i ∈ L
}
.
Define:
(i) σ ′n = (
En)−1
∑
γ∈Enπ(γ ), where En = {γ ∈ Fm: |γ | = n} is the sphere of radius n, with
center e, e being the identity of Fm;
(ii) U ′n = 1n+1
∑n
k=0σ ′k , the average of the first n+ 1 spheres.
It is well known (and easy to check) that (σ ′n)n verifies (H1) and (H2) with w = 2m−12m . Since
ai, ∀i = 1, . . . ,m, is an automorphism, (σ ′n)n satisfies (H3) automatically.
3. Maximal ergodic inequalities
Throughout this section, (σn)n is a sequence of maps on M satisfying the assumptions
(H1)–(H3).
Theorem 3.1. Let Un = 1n+1
∑n
k=0 σk . Then for 1 < p ∞, we have
∥∥∥sup
n
+Un(x)
∥∥∥
p
Cp,w‖x‖p, ∀x ∈ Lp(M).
Proof. This inequality is an easy consequence of Lemma 2.4 and Theorem 2.1. Indeed, for any
x ∈ L+p (M), by Theorem 2.1, we can find a ∈ L+p (M) satisfying ‖a‖p  Cp‖x‖p and
Mn(x) = 1
n+ 1
n∑
k=0
σk1 (x) a, ∀n 0.
Therefore, by Lemma 2.4, we have Un(x) Cwa for n 0. Consequently,∥∥∥sup+Un(x)∥∥∥  Cp,w‖x‖p.
n p
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ments, we get ‖sup+n Un(x)‖p  Cp,w‖x‖p for any x ∈ Lp(M). 
In the semifinite case, we also have the following weak type (1,1) maximal ergodic inequality.
Theorem 3.2. Let M be equipped with a normal semifinite faithful trace τ and x ∈ L1(M).
Then for any λ > 0 there is a projection e ∈M such that
sup
n0
∥∥eUn(x)e∥∥∞  λ and τ(e⊥) Cw‖x‖1λ .
Proof. As in the proof of the preceding theorem, it suffices to consider x ∈ L+1 (M). By Yeadon
theorem [20], for any λ > 0 there is a projection e ∈M such that ‖eMn(x)e‖∞  λ for n  0
and τ(e⊥) ‖x‖1
λ
. By Lemma 2.4, we have for any n,
∥∥eUn(x)e∥∥∞  Cw∥∥eM3n(x)e∥∥∞ Cwλ.
So the theorem is proved. 
Theorem 3.3. Assume in addition that w ∈ ( 12 ,1] and
ϕ
(
σ1(y)
∗x
) = ϕ(y∗σ1(x)), ∀x, y ∈M. (3.1)
Then ‖sup+n σn(x)‖p Cp,w‖x‖p for x ∈ Lp(M) and 1 <p ∞.
The rest of this section is devoted to the proof of Theorem 3.3. All of the above hypotheses will
be assumed unless specially specified. We will follow the pattern set up by Nevo, Stein [15]. This
proof is quite long and technical. The main point is the use of the noncommutative Littlewood–
Paley g-function in L2(M) and complex interpolation. The same phenomenon appears for the
proof of Theorem 5.2 in [11], which is adaptation of Stein’s proof in [17] to the noncommutative
setting.
Given a sequence (νk)k0 and a complex number α, let Sαn denote the Cesaro sum of order α
of (νk)k0, i.e.
Sαn =
n∑
k=0
Aα−1n−k νk,
where Aαn = (α+1)···(α+n)n! (with Aα0 = 1). Note that for a negative integer −m,
A−m−1n =
{
(−1)n(m
n
)
0 nm,
0 otherwise.
In consequence, S−mn = mn (νk) is the mth difference of (νk).
The following lemma summarizes some well-known elementary properties of Aαn and Sαn (cf.
e.g. [15]).
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(i) Sα+δn =
∑n
k=0 A
δ−1
n−kSαk .
(ii) Aαn −Aαn−1 = Aα−1n , Sαn − Sαn−1 = Sα−1n .
(iii) For β ∈ R with β > −1, 0 < a−1β (n+ 1)β Aβn  aβ(n+ 1)β < ∞.
(iv) For α = β + iγ with β > −1, |Aβn | |Aαn | aβ exp(2γ 2)|Aβn |.
(v) For m ∈ N, |A−m+iγn | (n+ 1)−mam exp(3γ 2).
Here aβ denotes a positive constant depending only on β .
Let Uαn = S
α
n
(n+1)α . If we take νk = σk , then U1n = 1n+1
∑n
k=0 σk and U0n = σn. We will prove the
following more general result.
Theorem 3.5. Under the assumption of Theorem 3.3, we have for α ∈ C,
∥∥∥sup
n
+
U
α
n(x)
∥∥∥
p
Cα,p,w‖x‖p, ∀x ∈ Lp(M), 1 <p ∞.
First, we consider the case p = 2. If σ1 is viewed as an operator on L2(M), then it is self-
adjoint by virtue of (3.1). Moreover, since σ1 is a contraction, its spectrum σ(σ1) contained in
[−1,1]. In the following, we will use spectral theory. Let deλ denote the spectral measure of σ1.
As σn is a polynomial in σ1, there exists a function fn such that
σn = fn(σ1) =
∫
σ(σ1)
fn(λ) deλ.
Since σ1σn = wσn+1 + (1 −w)σn−1, we have
λfn(λ) = wfn+1(λ)+ (1 −w)fn−1(λ).
It is easy to find the explicit form of fn by solving the preceding second order difference equation
(see Appendix A). Let r = √4w − 4w2. If λ2 = r2, then
fn(λ) = 1
2
√
λ2 − r2
[(
(
√
λ+ r − √λ− r )2
4w
)n(
λ(1 − 2w)+
√
λ2 − r2 )
+
(
(
√
λ+ r + √λ− r )2
4w
)n(
λ(2w − 1)+
√
λ2 − r2 )].
If λ2 = r2, then
fn(λ) = ±
(√
1 − 1
)n(
1 + n(2w − 1)).
w
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√
λ+ r − √λ− r)2, h2(λ) = 14w (
√
λ+ r + √λ− r)2. We set
ω = 1 −w
w
and suppose that h1(λ) = ωz. Since h1(λ)h2(λ) = ω, then h2(λ) = ω1−z. A simple calculation
yields:
λ = w(h1(λ)+ h2(λ)) = w(ωz +ω1−z) = w1−z(1 −w)z +wz(1 −w)1−z.
Let λ(z) = w1−z(1 − w)z + wz(1 − w)1−z, i.e. λ = λ(z). Since λ ∈ σ(σ1) ⊂ [−1,1], then
|h1(λ)|  1 and |h2(λ)|  1. Therefore, we have z = 12 + it with t ∈ R or z = s − i jπlogω with
0 s  1 and j ∈ Z. If λ = r2, then z = 12 − ijπlogω . Using the variable z, we can present:
• if z = 12 − ijπlogω ,
fn(λ) = c(z)ωnz + c(1 − z)ωn(1−z) with c(z) = ω1 +ω
ω1−z −ωz−1
ω1−z −ωz ;
• if z = 12 − ijπlogω ,
fn(λ) =
(
1 + n1 −ω
1 +ω
)
(−1)jnω n2 .
Lemma 3.6. With the notations as above, we have for λ ∈ σ(σ1),
∞∑
n=m
(n+ 1)2m−1∣∣mn (f2k(λ))∣∣2 Cm,w, (3.2)
where Cm,w is a constant depending only on m and w.
Proof. By the discussion preceding this lemma, we need to estimate (3.2) for z = s − i jπlogω with
0 s  1 and j ∈ Z or z = 12 + it with t ∈ R. Note that λ(z) = λ(1 − z), so we can restrict to the
case 0 s  12 .
In the first case where z = s − i jπlogω , 0  s < 12 , j ∈ Z, we have h1(λ)2n = ω2nz = ω2ns .
Similarly, h2(λ)2n = ω2n(1−z) = ω2n(1−s). Therefore the value of f2n(λ) only depends on the
variable s (0 s < 12 ). Note that for s = 0, f2n(λ) = 1, so it is clear that (3.2) holds. We consider
separately the cases s ∈ (0, 14 ) and s ∈ [ 14 , 12 ).
(i) For s ∈ (0, 14 ), i.e. −1 λ−[w1/4(1 −w)3/4 +w3/4(1 −w)1/4], we have
∞∑
n=m
(n+ 1)2m−1∣∣mn (h1(λ)2k)∣∣2 = ∣∣h21(λ)− 1∣∣2m
∞∑
n=m
(n+ 1)2m−1∣∣h1(λ)∣∣4(n−m).
Substituting h1(λ)2n by ω2ns gives
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n=m
(n+ 1)2m−1ω4(n−m)s
 Cm +Cm
∣∣1 −ω2s∣∣2m ∞∑
n=2m−1
n(n− 1) · · · (n− 2m+ 2)ω4(n−2m+1)s
= Cm +Cm
∣∣1 −ω2s∣∣2m(2m− 1)! 1
(1 −ω4s)2m
 Cm.
The same argument applies to the second function h2(λ), too. However, since∣∣h2(λ)2n∣∣ = ω2n(1−s)  ωn,
we get more easily
∞∑
n=m
(n+ 1)2m−1∣∣mn (h2(λ)2k)∣∣2  Cm + Cm(2m− 1)! 1(1 −ω2)2m  Cm.
On the other hand, 12 ± λ(1−2w)2√λ2−r2 is bounded for s ∈ (0,
1
4 ). Therefore we have the esti-
mate (3.2).
(ii) For s ∈ [ 14 , 12 ), i.e.
−[w1/4(1 −w)3/4 +w3/4(1 −w)1/4] λ < −2(1 −w)1/2w1/2.
Let s = 12 − δ (0 < δ  14 ). If nm, by using sinhnδ/ sinh δ  n coshnδ for δ > 0, we have
∣∣fn(λ)∣∣ ω
n
2
ω + 1
∣∣∣∣
(
ω(n+1)δ −ω−(n+1)δ
ωδ −ω−δ −ω
ω(n−1)δ −ω−(n−1)δ
ωδ −ω−δ
)∣∣∣∣
 ω
n
2
ω + 1
[
(n+ 1) cosh((n+ 1)δ logω) +ω(n− 1) cosh((n− 1)δ logω)]
 ω
n
2
ω + 1
[
(n+ 1)ω−(n+1)δ +ω(n− 1)ω−(n−1)δ]
 Cωnω
n
4 .
Therefore,
∣∣mn (f2k(λ))∣∣ =
∣∣∣∣∣
m∑
k=0
(−1)k
(
m
k
)
f2(n−k)(λ)
∣∣∣∣∣ Cm,ωnω(n−m)/2.
Consequently,
∞∑
(n+ 1)2m−1∣∣mn (f2k(λ))∣∣2  Cm,ω
∞∑
(m+ n+ 1)2m−1n2ωn  Cm,w.n=m n=0
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−2(1 −w)1/2w1/2  λ 2(1 −w)1/2w1/2.
By using that |sinnt/ sin t | n for 0 < t < π , the inequality |fn(λ)| Cnωn/2 also holds. There-
fore, we have a similar estimate, we skip the details.
So the inequality (3.2) is completely proved. 
Remark 3.7. In fact, it is necessary to suppose w ∈ ( 12 ,1], i.e. ω ∈ [0,1) for pointwise estimates
in the proof of the preceding lemma.
Lemma 3.8. Let Sαn (x) =
∑n
k=0 A
α−1
n−kσ2k(x). For x ∈ L2(M), define
gm(x) =
( ∞∑
n=0
(n+ 1)2m−1∣∣S−mn (x)∣∣2
) 1
2
, m ∈ N.
Then we have ‖gm(x)‖2  Cm,w‖x‖2.
Proof. We have
∥∥gm(x)∥∥22 =
∞∑
n=0
(n+ 1)2m−1 tr[∣∣S−mn (x)∣∣2]
=
∞∑
n=0
(n+ 1)2m−1∥∥S−mn (x)∥∥22
=
m−1∑
n=0
(n+ 1)2m−1∥∥mn (νk(x))∥∥22
+
∞∑
n=m
(n+ 1)2m−1∥∥mn (νk(x))∥∥22
def= I + II.
Note that I is majorized by C2m‖x‖22. To estimate II, by spectral analysis, we have
II =
∞∑
n=m
(n+ 1)2m−1
∫
σ(σ1)
∣∣mn (f2k(λ))∣∣2〈deλx, x〉.
Therefore, by Lemma 3.6, we have the desired inequality. 
Remark 3.9. Lemma 3.8 also holds if we replace σ2k by σ2k+1.
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have ∥∥∥∥sup
n
+ ∑
k
zn,kxk
∥∥∥∥
p
 sup
n
( ∑
k
|zn,k|
)∥∥∥sup
k
+xk
∥∥
p
.
Lemma 3.11. Let 1 <p ∞. We have for x ∈ Lp(M),
∥∥∥∥sup
n
+ 1
n+ 1
n∑
k=0
σ2k(x)
∥∥∥∥
p
 Cp,w‖x‖p.
Proof. As in the proof of Theorem 3.1, it suffices to consider x ∈ L+p (M). By Theorem 3.1, we
have ∥∥∥∥∥supn +
1
n+ 1
n∑
k=0
σ2k(x)
∥∥∥∥∥
p

∥∥∥∥∥supn +
2n+ 1
n+ 1
1
2n+ 1
2n∑
k=0
σk(x)
∥∥∥∥∥
p
 2
∥∥∥sup
n
+Un(x)
∥∥∥
p
Cp,w‖x‖p. 
Remark 3.12. In the same way, we have for x ∈ Lp(M),∥∥∥∥∥supn +
1
n+ 1
n∑
k=0
σ2k+1(x)
∥∥∥∥∥
p
Cp,w‖x‖p.
Lemma 3.13. Let m ∈ Z+ = {0,1,2, . . .}. Then for x ∈ L2(M),∥∥∥sup
n
+
U
−m
n (x)
∥∥∥
2
Cm,w‖x‖2.
Proof. We only need to consider x ∈ L2(M) with x∗ = x. Assume
Sαn (x) =
n∑
k=0
Aα−1n−kσ2k(x).
We will use duality between L2(M;∞) and L2(M;1). Since any element in the unit ball of
L2(M;1) is a sum of eight positive elements in the same ball (see [11]), it suffices to consider
(yn) ∈ L+2 (M;1) with ‖
∑
n yn‖2  1. By Lemma 3.4, we have
2n∑
k=n
(k + 1)Sαk (x) =
2n∑
k=n
(k + 1)(Sα+1k (x)− Sα+1k−1 (x))
= (2n+ 1)Sα+12n (x)−
2n−1∑
Sα+1k (x)− (n+ 1)Sα+1n−1 (x)
k=n
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2n∑
k=n
Sαk (x)− Sα+22n−1(x)+ Sα+2n−1 (x).
Now, dividing the formula above by (2n+ 1)α+2:
tr
[
nSα+12n (x)
(2n+ 1)α+2 yn
]
= tr
[
1
(2n+ 1)α+2
2n∑
k=n
(k + 1)Sαk (x)yn
]
− tr
[
n+ 1
(2n+ 1)α+2
2n∑
k=n
Sαk (x)yn
]
+ tr
[
1
(2n+ 1)α+2 S
α+2
2n−1(x)yn
]
− tr
[
1
(2n+ 1)α+2 S
α+2
n−1 (x)yn
]
.
Take α = −m− 1 with m ∈ Z+. We start by the first term. Using |tr(xy)| tr(|x|y) for x∗ = x
and y  0 and the convexity inequality |αx1 + (1 − α)x2|2  α|x1|2 + (1 − α)|x2|2 for x1, x2 ∈
L2(M), we deduce
∣∣∣∣∣tr
[
1
(2n+ 1)−m+1
2n∑
k=n
(k + 1)S−m−1k (x)yn
]∣∣∣∣∣
 tr
[∣∣∣∣∣ 1(2n+ 1)
2n∑
k=n
(k + 1)S−m−1k (x)
(2n+ 1)−m
∣∣∣∣∣yn
]
 tr
[( 2n∑
k=n
1
k + 1
(
(k + 1)S−m−1k (x)
(2n+ 1)−m
)2)1/2
yn
]
= tr
[( 2n∑
k=n
(2n+ 1)2m(k + 1)2m+1
(k + 1)2m
∣∣S−m−1k (x)∣∣2
)1/2
yn
]
 22m+1 tr
[( 2n∑
k=n
(k + 1)2m+1∣∣S−m−1k (x)∣∣2
)1/2
yn
]
 22m+1 tr
[
gm+1(x)yn
]
.
In the same way, we can estimate the second term, that is
∣∣∣∣∣tr
[
n+ 1
(2n+ 1)−m+1
2n∑
k=n
S−m−1k (x)yn
]∣∣∣∣∣ 22m+1 tr[gm+1(x)yn].
Therefore we obtain
∣∣∣∣∑ tr
[
nS−m2n (x)
(2n+ 1)−m+1 yn
]∣∣∣∣
n
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∑
n
tr
[
gm+1(x)yn
] + ∣∣∣∣∑
n
tr
[
1
(2n+ 1)−m+1 S
−m+1
2n−1 (x)yn
]∣∣∣∣
+
∣∣∣∣∑
n
tr
[
1
(2n+ 1)−m+1 S
−m+1
n−1 (x)yn
]∣∣∣∣.
The inequalities above also hold for the odd indices in a similar way. Therefore by duality, we
have
1
2
∥∥∥∥sup
n
+ S−mn (x)
(n+ 1)−m
∥∥∥∥
2
 22m+2
∥∥gm+1(x)∥∥2 + 2m+1
∥∥∥∥sup
n
+ S−m+1n (x)
(n+ 1)−m+1
∥∥∥∥
2
. (3.3)
Consequently, by induction on m and using Lemmas 3.8, 3.11 for the case m = 0, we have
∥∥∥∥sup
n
+ S−mn (x)
(n+ 1)−m
∥∥∥∥
2
 Cm,w‖x‖2.
In a similar way, using Remarks 3.9 and 3.12 for the case m = 0 instead of Lemmas 3.8 and 3.11,
we have for x ∈ L2(M), ∥∥∥∥sup
n
+ S
′−m
n (x)
(n+ 1)−m
∥∥∥∥
2
 Cm,w‖x‖2, (3.4)
where S ′−mn (x) =
∑n
k=0 A
−m−1
n−k σ2k+1(x). In fact the inequalities (3.3) and (3.4) imply‖sup+n σ2n(x)‖2  Cw‖x‖2 and ‖sup+n σ2n+1(x)‖2  Cw‖x‖2 for x ∈ L2(M). Therefore, by
Lemma 3.10,
∥∥∥sup
n
+
U
−m
n (x)
∥∥
2  sup
n
(n+ 1)m
n∑
k=0
∣∣A−m−1n−k ∣∣∥∥∥sup
k
+σk(x)
∥∥∥
2
 am+1
(∥∥∥sup
n
+σ2n(x)
∥∥∥
2
+
∥∥∥sup
n
+σ2n+1(x)
∥∥∥
2
)
 Cm,w‖x‖2.
So the lemma is proved. 
Lemma 3.14. Let m ∈ Z, m−1 and γ ∈ R. Then for x ∈ L2(M),∥∥∥sup
n
+
U
−m+iγ
n (x)
∥∥∥
2
 Cm,w exp
(
3γ 2
)‖x‖2.
Proof. Assume Sαn (x) =
∑n
k=0 A
α−1
n−kσk(x) for α ∈ C and n > 2m. Take n1 = [n2 ],
S
−m+iγ
n (x) =
n1∑
k=0
A
iγ
n−kS
−m−1
k (x)+
n∑
k=n1+1
A
iγ
n−kS
−m−1
k (x).
Firstly, consider the second sum. By Lemmas 3.4 and 3.13 we have
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∥∥∥∥∥supn +
n∑
k=n1+1
A
iγ
n−kS
−m−1
k (x)
(n+ 1)−m+iγ
∥∥∥∥∥
2
 sup
n
(n+ 1)m
n∑
k=n1+1
|Aiγn−k|
(k + 1)m+1
∥∥∥∥sup
k
+ S
−m−1
k (x)
(k + 1)−m−1
∥∥∥∥
2
 a0 exp
(
2γ 2
) (n+ 1)m(n− n1)
(n1 + 1)m+1
∥∥∥sup
k
+
U
−m−1
k (x)
∥∥∥
2
 a0 exp
(
2γ 2
)
2m+1Cm,w‖x‖2.
We apply Abel’s transformation to the first sum, that is
n1∑
k=0
A
iγ
n−kS
−m−1
k (x) =
n1−1∑
k=0
A
−1+iγ
n−k S
−m
k (x)+Aiγn−n1−1S−mn1 (x).
The last term on the right-hand side can be treated by Lemmas 3.4, 3.10 and 3.13. We then have
∥∥∥∥sup
n
+A
iγ
n−n1−1S
−m
n1 (x)
(n+ 1)−m+iγ
∥∥∥∥
2
 sup
n
(n+ 1)m|Aiγn−n1−1|
(n1 + 1)m
∥∥∥∥sup
n1
+ S
−m
n1 (x)
(n1 + 1)−m
∥∥∥∥
2
 a0 exp
(
2γ 2
)
2m+1Cm,w‖x‖2.
Repeating Abel’s transformation on the other summation term yields that
n1∑
k=0
A
−1+iγ
n−k S
−m
k (x) =
n1−2∑
k=0
A
−2+iγ
n−k S
−m+1
k (x)+A−1+iγn−n1−1S−m+1n1 (x).
Using once again Lemmas 3.4 and 3.13, we can take care of A−1+iγn−n1−1S
−m+1
n1 (x):
∥∥∥∥sup
n
+A
−1+iγ
n−n1−1S
−m+1
n1 (x)
(n+ 1)−m+iγ
∥∥∥∥
2
 a1 exp
(
3γ 2
)
2m+1Cm,w‖x‖2.
Repeating the same procedure m+ 1 times, we only need to estimate
n1−m∑
k=0
A
−m−1+iγ
n−k S
0
k (x)+A−m+iγn−n1−1S0n1(x).
Similarly, with the help of Lemmas 3.4, 3.10 and 3.13, we have
∥∥∥∥∥supn +
n1−m∑
k=0
A
−m−1+iγ
n−k S0k (x)
(n+ 1)−m+iγ
∥∥∥∥∥
2
 sup
n
(n+ 1)m
n1−m∑
k=0
∣∣A−m−1+iγn−k ∣∣∥∥∥sup
k
+
U
0
k(x)
∥∥∥
2
 am+1 exp
(
3γ 2
)
2m+1Cw‖x‖2
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∥∥∥∥sup
n
+A
−m+iγ
n−n1−1S
0
n1(x)
(n+ 1)−m+iγ
∥∥∥∥
2
 am exp
(
3γ 2
)
2m+1Cw‖x‖2.
So the desired inequality holds. 
Lemma 3.15. Let α = β + iγ with β > 1. Then for 1 <p ∞ and x ∈ Lp(M),
∥∥∥sup
n
+
U
α
n(x)
∥∥∥
p
 Cp,w,β exp
(
2γ 2
)‖x‖p.
Proof. Assume (yn) ∈ L+p′(M;1) with ‖
∑
n yn‖Lp′ (M;1)  1 and x  0. Using Lemma 3.4,
we find
∣∣tr(Uβ+iγn (x) yn)∣∣ 1
(n+ 1)β
n∑
k=0
∣∣Aβ−1+iγn−k ∣∣ tr[σk(x)yn]
 1
(n+ 1)β
n∑
k=0
aβ−1 exp
(
2γ 2
)
(n− k + 1)β−1 tr[σk(x)yn]
 aβ−1 exp
(
2γ 2
)
tr
[
U
1
n(x)yn
]
.
Therefore,
∣∣∣∣∑
n
tr
[
U
β+iγ
n (x)yn
]∣∣∣∣ aβ−1 exp(2γ 2) ∑
n
tr
[
U
1
n(x)yn
]
.
By duality and Theorem 3.1, the lemma is proved. 
Proof of Theorem 3.5. Let x ∈ Lp(M) and y = (yn) be a finite sequence in Lp′(M) with
‖x‖p < 1 and ‖y‖Lp′ (M;1) < 1. For α = β + iγ with β,γ ∈ R and p ∈ (1,∞), choose
θ ∈ (0,1), q ∈ (1,∞), −1m ∈ Z and δ > max{β,1}
such that
1
p
= 1 − θ
2
+ θ
q
and β = (1 − θ)(−m)+ θδ.
Since (L2(M;1),Lq ′(M;1))θ = Lp′(M;1) (see [11]), there is a function sequence g =
(gn), which is continuous on the strip {z ∈ C: 0 Re(z) 1} and analytic in the interior, such
that y = g(θ) and
max
{
sup
∥∥g(it)∥∥
L2(M;1), sup
∥∥g(1 + it)∥∥
Lq′ (M;1)
}
< 1.t t
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f (z) = u|x| p(1−z)2 + pzq , z ∈ C,
where u|x| is the polar decomposition of x. The function
G(z) = exp(ρ(z2 − θ2)) ∑
n
tr
[
U
(1−z)(−m)+zδ+iγ
n
(
f (z)
)
gn(z)
]
is analytic in the interior of the strip {z ∈ C: 0 Re(z) 1} and continuous on its closure. For
z = it , by Lemma 3.14, we have
∣∣G(it)∣∣ expρ(−t2 − θ2)∥∥{U−m+i(t (m+δ)+γ )n (f (it))}∥∥L2(M;∞)∥∥{gn(it)}∥∥L2(M;1)
 Cα,w exp
(
(−ρ +Cβ,δ,γ )t2 − ρθ2
)∥∥f (it)∥∥2
 Cα,w exp
(
(−ρ +Cβ,δ,γ )t2 − ρθ2
)
.
Similarly, for z = 1 + it , using Lemma 3.15, we deduce
∣∣G(1 + it)∣∣ exp(ρ((1 + it)2 − θ2))∣∣∣∣∑
n
tr
[
U
δ+i(t (m+δ)+γ )
n
(
f (1 + it))gn(1 + it)]
∣∣∣∣
 exp
(
ρ
(
(1 + it)2 − θ2))∥∥{Uδ+i(t (m+δ)+γ )n (f (1 + it))}∥∥Lq(M;∞)
× ∥∥{gn(1 + it)}∥∥Lq′ (M;1)
 Cα,q,w exp
((−ρ +C′β,δ,γ )t2 + ρ(1 − θ2))∥∥f (1 + it)∥∥q
 Cα,q,w exp
((−ρ +C′β,δ,γ )t2 + ρ(1 − θ2)).
Taking ρ big enough, we have
sup
t
max
{∣∣G(it)∣∣, ∣∣G(1 + it)∣∣} Cα,p,w.
Consequently, by the maximal principle, |G(θ)|Cα,p,w , i.e.∣∣∣∣∑
n
tr
[
U
α
n(x)yn
]∣∣∣∣ Cα,p,w.
Thus the theorem is proved. 
Remark 3.16. The noncommutative maximal inequalities for free group actions in Example 2.5
are special cases of the preceding results. If we assume in addition that the state ϕ is tracial, we
have the noncommutative maximal inequalities from the noncommutative Orlicz space L log2 L
to the noncommutative L1 space for the sequences (Un)n and (σn)n, we refer to [8] for more
details.
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In this section, we still consider the same sequence (σn)n as the one in Section 2 and deal with
the mean and individual ergodic convergences on (σn)n. Let us firstly introduce noncommutative
substitutes for almost everywhere convergence in the classical case.
Definition 4.1. LetM be a von Neumann algebra with a normal faithful state ϕ.
(i) A sequence (xn) ⊂M is said to converge to x ∈M almost uniformly (in short a.u.) if for
every ε > 0 there is a projection e ∈M such that
ϕ
(
e⊥
)
< ε and lim
n→∞
∥∥(xn − x)e∥∥∞ = 0.
(ii) A sequence (xn) ⊂M is said to converge to x ∈M bilaterally almost uniformly (in short
b.a.u.) if for every ε > 0 there is a projection e ∈M such that
ϕ
(
e⊥
)
< ε and lim
n→∞
∥∥e(xn − x)e∥∥∞ = 0.
(iii) A sequence (xn) ⊂ Lp(M) with p < ∞ is said to converge to x ∈ Lp(M) almost surely
(in short a.s.) if for every ε > 0 there is a projection e ∈M and a family (an,k) inM such
that
ϕ
(
e⊥
)
< ε, xn − x =
∑
k
(
an,kD
1
p
)
and lim
n→∞
∥∥∥∥∑
k
(an,ke)
∥∥∥∥∞ = 0.
(iv) A sequence (xn) ⊂ Lp(M) with p < ∞ is said to converge to x ∈ Lp(M) bilaterally almost
surely (in short b.a.s.) if for every ε > 0 there is a projection e ∈M and a family (an,k) inM
such that
ϕ
(
e⊥
)
< ε, xn − x =
∑
k
(
D
1
2p an,kD
1
2p
)
and lim
n→∞
∥∥∥∥∑
k
(ean,ke)
∥∥∥∥∞ = 0.
Remark 4.2. If M is semifinite, equipped with a normal semifinite trace τ , the b.a.s. and a.s.
convergences can be replaced by the b.a.u. and a.u. convergences, respectively. For instance,
(xn) ⊂ Lp(M) is said to converge b.a.u. to x ∈ Lp(M) if for every ε > 0 there is a projection
e ∈M such that
ϕ
(
e⊥
)
< ε and lim
n→∞
∥∥e(xn − x)e∥∥∞ = 0.
It will be convenient to use the closed subspace Lp(M; c0) of Lp(M;∞) generated by finite
sequences. Lp(M; c0) also coincides with the space of all sequences (xn)n0 ⊂ Lp(M) which
admit a factorization of the following form:
∃a, b ∈ L2p(M) and y = (yn) ⊂ L∞(M)
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xn = aynb, ∀n 0 and lim
n→∞‖yn‖∞ = 0.
On the other hand, we define Lp(M;c∞) as the space of all sequences x = (xn)n0 which admit
a factorization of the following form:
∃a ∈ Lp(M) and y = (yn) ∈ ∞
(
L∞(M)
)
such that xn = yna, ∀n 0.
This space is equipped with the following norm:
‖x‖Lp(M;c∞) = inf
{
sup
n0
‖yn‖∞‖a‖p
}
,
where the infimum runs over all factorizations as above. Similarly, we define the closed subspace
Lp(M; cc0) of Lp(M;c∞) generated by finite sequences.
We need to introduce two sets in the complex plane, which are indexed by a real number w,
0w  1. Let r = √4w − 4w2. These sets are defined as follows:
Ew =
{
λ ∈ C: |√λ+ r + √λ− r | < 2√w and |√λ+ r − √λ− r | < 2√w },
Dw =
{
λ ∈ C: |√λ+ r + √λ− r | 2√w and |√λ+ r − √λ− r | 2√w }.
Remark 4.3. Note that if w < 12 , Ew is empty and Dw = {1} ∪ {−1}; if w = 12 , Ew is empty and
Dw = [−1,1]; if 12 <w  1, Dw is the closure of Ew .
We use the same notations as in the previous section. 1
n
∑n−1
k=0 fk(λ) converges to 0 for λ ∈
Dw/{1} and to 1 for λ = 1. Note that if λ = 1, fn(λ) = 1 for all n. For w > 12 , if λ2 = r2, then√
1
w
− 1 < 1 and therefore fn(λ) goes to zero. If λ2 = r2, we have |h1(λ)| < 1, |h2(λ)| < 1 for
λ ∈ Ew , therefore fn(λ) → 0 as n → ∞. For w = 12 , fn(λ) converges to 1 only for λ = 1. We
refer to [19].
Proposition 4.4. Assume in addition that σ1 is normal as an operator on L2(M) and
σ(σ1) ⊂ Dw . Then for 1 < p < ∞ and x ∈ Lp(M), Un(x) = 1n
∑n−1
k=0 σk(x) converges to P(x)
in Lp(M), where P is the projection from Lp(M) onto {x ∈ Lp(M): σ1(x) = x}.
Proof. From [19], we know that for x ∈M,
∥∥(Un(x)− P(x))ξ∥∥2 → 0, ∀ξ ∈ L2(M).
Therefore ‖(Un(x) − P(x))D 12 ‖2 → 0 for x ∈M. Since MD 12 is dense in L2(M), we then
have
∥∥(Un(x)− P(x))∥∥ → 0, ∀x ∈ L2(M).2
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elements inMD 1p . Then if 1 <p  2 and x ∈M,
∥∥Un(xD 1p ) − P (xD 1p )∥∥p  ∥∥Un(xD 12 ) − P (xD 12 )∥∥2 → 0.
If p > 2, by Kosaki’s interpolation theorem [12], we have for any x ∈M,
∥∥Un(xD 1p ) − P (xD 1p )∥∥p  ∥∥Un(x)− P(x)∥∥1− 2p∞ ∥∥Un(xD 12 ) − P (xD 12 )∥∥ 2p2
 2‖x‖1−
2
p∞
∥∥Un(xD 12 ) − P (xD 12 )∥∥ 2p2 → 0.
Therefore the proposition is proved. 
Theorem 4.5. With the assumptions (H1)–(H3), we suppose moreover that σ1 is normal as an op-
erator on L2(M) and σ(σ1) ⊂ Dw . Then for 1 <p < ∞ and x ∈ Lp(M), (Un(x)−P(x))n0 ∈
Lp(M; c0), where P is the projection from Lp(M) onto {x ∈ Lp(M): σ1(x) = x}. Moreover, if
p > 2, (Un(x)− P(x))n0 ∈ Lp(M; cc0).
Proof. Since D
1
2p (I −σ1)(M)D
1
2p is dense in (I − σ1)Lp(M), then for x ∈ Lp(M), by Propo-
sition 2.2, we can find xk ∈ D
1
2p (I − σ1)(M)D
1
2p such that
lim
k→∞
∥∥x − P(x)− xk∥∥p = 0.
By Theorem 3.1, we have
∥∥(Un(x)− P(x)−Un(xk))n∥∥Lp(M;∞) Cp,w∥∥x − P(x)− xk∥∥p → 0 as k → ∞.
That is limk→∞(Un(xk))n = (Un(x) − P(x))n in Lp(M;∞). Since Lp(M; c0) is closed in
Lp(M;∞), it suffices to show that (Un(xk))n ∈ Lp(M; c0) for every k. Take yk ∈M such that
xk = D
1
2p (I − σ1)(yk)D
1
2p
. Then
Un(xk) = 1
n+ 1
n∑
k=0
σk
[
D
1
2p (I − σ1)(yk)D
1
2p
]
= D 12p
[
w
n+ 1
(
yk − σn+1(yk)
) + (1 −w)
n+ 1 σn(yk)
]
D
1
2p .
Therefore (Un(xk))n ∈ Lp(M; c0). Thus the first part is proved.
If p > 2, for xk above, we can take yk ∈M such that xk = (I −σ1)(yk)D
1
p
. Then by the same
argument, (Un(x)− P(x))n0 ∈ Lp(M; cc0). 
Corollary 4.6. With the same hypothesis as in Theorem 4.5, for 1 < p < ∞ and x ∈ Lp(M),
Un(x) converges b.a.s. to P(x). Moreover, if p > 2, Un(x) converges a.s. to P(x).
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verges b.a.s. to 0 (see [11]). 
Corollary 4.7. With the same hypothesis as in Theorem 4.5, for x ∈M, Un(x) converges a.u.
to P(x).
Proof. Let x ∈M and 2 <p < ∞. Then xD 1p ∈ Lp(M). By Theorem 4.5,
((
Un(x)− P(x)
)
D
1
p
)
n0 ∈ Lp
(M; cc0).
From [11], the corollary is proved. 
In the semifinite case, we have the following.
Corollary 4.8. Let M be semifinite. Assume in addition that σ1 is normal as an operator
on L2(M) and σ(σ1) ⊂ Dw . Then for 1  p < ∞ and x ∈ Lp(M), Un(x) converges b.a.u.
to P(x). Moreover, if p > 2, Un(x) converges a.u. to P(x).
Proof. This proof in the case p > 1 is the same as in Theorem 4.5 and Corollary 4.6, just by
noting that (I − σ1)(L1(M)∩L∞(M)) is dense in (I − σ1)Lp(M). It remains to consider the
case p = 1. For x ∈ (I − σ1)(L1(M) ∩L∞(M)), there exists y ∈ L1(M) ∩L∞(M) such that
x = (I − σ1)(y). Then
Un(x) = 1
n+ 1
n∑
k=0
σk(I − σ1)(y) = w
n+ 1
(
y − σn+1(y)
) + 1 −w
n+ 1 σn(y).
We have for any projection f ∈M,
∥∥fUn(x)f ∥∥∞  wn+ 1
∥∥f (y − σn+1(y))f ∥∥∞ + 1 −wn+ 1
∥∥σn(y)∥∥∞
 1 +w
n+ 1 ‖y‖∞ → 0 as n → ∞.
On the other hand, since (I − σ1)(L1(M) ∩ L∞(M)) is dense in (I − σ1)L1(M), then for
x ∈ L1(M), by Proposition 2.2, we can find xk ∈ (I − σ1)(L1(M)∩L∞(M)) such that
lim
k→∞
∥∥x − P(x)− xk∥∥1 = 0.
Therefore, for any ε22k , k ∈ N, there exists mk such that
∥∥x − P(x)− xmk∥∥1 < ε22k .
By Theorem 3.2, for λ = 1k , k ∈ N, there is a projection ek ∈M such that2
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(
e⊥k
)
 2k
∥∥x − P(x)− xmk∥∥1 < ε2k ,
sup
n
∥∥ek(Un(x)− P(x)−Un(xmk ))ek∥∥∞  12k .
Taking e = ∧k∈N ek ∈M, then τ(e⊥)∑k∈N ε2k = ε and we have for any k ∈ N and any n 0,
∥∥e(Un(x)− P(x)−Un(xmk ))e∥∥∞  12k .
That is
lim
k→∞
∥∥e(Un(x)− P(x)−Un(xmk ))e∥∥∞ = 0.
Therefore, as n → ∞, k → ∞, we have
∥∥e(Un(x)− P(x))e∥∥∞

∥∥e(Un(x)− P(x)−Un(xmk ))e∥∥∞ + ∥∥eUn(xmk )e∥∥∞ −→ 0.
So the corollary is proved. 
Proposition 4.9. Assume in addition that σ1 is normal as an operator on L2(M) and σ(σ1) ⊂
Ew ∪ {±1},w > 12 . Then for 1 <p < ∞ and x ∈ Lp(M), σ2n(x) converges to F(x) in Lp(M),
where F is the projection onto {x ∈ Lp(M): σ 21 (x) = x}.
Proof. We begin this proof with the case L2(M). Fix x ∈ (I − σ 21 )L2(M). We have
∥∥σ2n(x)∥∥22 =
∫
λ∈σ(σ1)
∣∣f2n(λ)∣∣2 d〈e(λ)x, x〉.
f2n(λ) → 0 as n → ∞ for λ ∈ σ(σ1) ⊂ Ew,w > 12 . Therefore ‖σ2n(x)‖2 → 0 as n → ∞. By the
same discussion as in the proof of Proposition 4.4, for 1 < p < ∞, ‖σ2n(x)‖p → 0 as n → ∞.
Consequently, the result follows. 
Theorem 4.10. With the assumptions (H1)–(H3), we suppose in addition that w > 12 and
ϕ(σ1(y)∗x) = ϕ(y∗σ1(x)) for x, y ∈M. Then for 1 < p < ∞ and x ∈ Lp(M), (σ2n(x) −
F(x))n ∈ Lp(M; c0), where F is the projection onto {x ∈ Lp(M): σ 21 (x) = x}. Moreover, if
p > 2, (σ2n(x)− F(x))n ∈ Lp(M; cc0).
Proof. The assumption of the theorem implies that σ(σ1) ⊂ [−1,1] ⊂ Ew ∪ {±1}. From The-
orem 3.3 and the proof of Proposition 4.9, we know that for x ∈ Lp(M), (σ2n(x) − F(x))n ∈
Lp(M; c0). Similarly, we can show that if p > 2, (σ2n(x)− F(x))n ∈ Lp(M; cc0). 
The following corollary follows immediately from Theorem 4.10.
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σ2n(x) converges b.a.s. to F(x). Moreover, if p > 2, for x ∈ Lp(M), σ2n(x) converges a.s.
to F(x). For p = ∞ and x ∈M, σ2n(x) converges b.a.u. to F(x).
Remark 4.12. Replacing σ2n by 12 (σn + σn+1), we have the results similar to Proposition 4.9,
Theorem 4.10 and Corollary 4.11. The corresponding limit map is the projection onto {x ∈
Lp(M): σ1(x) = x}.
Remark 4.13. In the tracial case, the b.a.s. and a.s. convergences in Corollary 4.11 become the
b.a.u. and a.u. convergences.
Remark 4.14. Applying the results about the convergences as above to free group actions in
Example 2.5, we can get the noncommutative Nevo–Stein ergodic theorem, which was proved
by Anantharaman-Delaroche [1] independently at the same time. While we use some theories in
analysis (for example, spectral theory) through the Nevo–Stein method, her work is based on the
method of Bufetov [2], which uses Markov chains and some knowledge in probability.
Appendix A
For completeness, we give in this appendix the solutions of following second order difference
equation (recalling 0 <w  1):
λfn(λ) = wfn+1(λ)+ (1 −w)fn−1(λ) with f0(λ) = 1.
Dividing the two sides by w, we have to solve
fn(λ) = λ
w
fn−1(λ)− 1 −w
w
fn−2(λ), n 2. (A.1)
Fix λ and let an = fn(λ). Then rewrite (A.1):
an = λ
w
an−1 − 1 −w
w
an−2, n 2. (A.2)
Let
An =
(
an−1
an
)
and Q =
(
0 1
− 1−w
w
λ
w
)
.
Then
An = QAn−1 = · · · = Qn−1A1
and
det(s −Q) =
∣∣∣∣ s −11−w λ
∣∣∣∣ = s2 − λ s + 1 −w.
w
s −
w
w w
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w
)2 − 4 1−w
w
= 0 (i.e. λ2 = 4w − 4w2), the matrix Q has two different eigenvalues:
λ− √λ2 − 4(w −w2)
2w
and
λ+ √λ2 − 4(w −w2)
2w
.
Then Q is diagonalizable and so there is an invertible matrix R such that
Q = R
(
λ−
√
λ2−4(w−w2)
2w 0
0 λ+
√
λ2−4(w−w2)
2w
)
R−1.
It follows that
(
λ− √λ2 − 4(w −w2)
2w
)n
and
(
λ+ √λ2 − 4(w −w2)
2w
)n
are two independent solutions of (A.2). If an is a general solution of (A.2), then there are c1,
c2 ∈ C such that
an = c1
(
λ− √λ2 − 4(w −w2)
2w
)n
+ c2
(
λ+ √λ2 − 4(w −w2)
2w
)n
.
Recall that f0(λ) = 1 and f1(λ) = λ. Therefore, the two constants c1, c2 are determined by the
conditions 1 = a0 = c1 + c2 and
λ = a1 = c1 λ−
√
λ2 − 4(w −w2)
2w
+ c2 λ+
√
λ2 − 4(w −w2)
2w
.
Thus
c1 = λ(1 − 2w)
2
√
λ2 − 4(w −w2) +
1
2
, c2 = λ(2w − 1)
2
√
λ2 − 4(w −w2) +
1
2
.
Set r = √4w − 4w2. We then have
fn(λ) = 1
2
√
λ2 − r2
[(
(
√
λ+ r − √λ− r )2
4w
)n(
λ(1 − 2w)+
√
λ2 − r2 )
+
(
(
√
λ+ r + √λ− r )2
4w
)n(
λ(2w − 1)+
√
λ2 − r2 )].
If λ2 = r2, then the matrix Q has a double eigenvalue
√
1
w
− 1, so (A.2) has the following two
independent solutions: (
√
1
w
− 1)n and n(
√
1
w
− 1)n. As before, we then deduce that fn(λ) =
±(
√
1 − 1)n(1 + n(2w − 1)).
w
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