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STRONG PATHWISE SOLUTION AND LARGE DEVIATION
PRINCIPLE FOR THE STOCHASTIC BOUSSINESQ EQUATIONS
WITH PARTIAL DIFFUSION TERM
PARISA FATHEDDIN, ZHAOYANG QIU, YANBIN TANG, AND DEHUA WANG
Abstract. We establish the existence and uniqueness of local strong pathwise solutions
to the stochastic Boussinesq equations with partial diffusion term forced by multiplicative
noise on the torus in Rd, d = 2, 3. The solution is strong in both PDE and probabilistic
sense. In the two dimensional case, we prove the global existence of strong solutions to
the Boussinesq equations forced by additive noise using a suitable stochastic analogue
of a logarithmic Gronwall’s lemma. After the global existence and uniqueness of strong
solutions are established, the large deviation principle (LDP) is proved by the weak
convergence method. The weak convergence is shown by a tightness argument in the
appropriate functional space.
1. Introduction
The Boussinesq equations are widely considered as the fundamental model for the study
of large scale atmospheric and oceanic flows, built environment, dispersion of dense gases
and internal dynamical structure of stars, which also retain some features of Navier-Stokes
and Euler equations, see [14, 20, 46] for further background. The addition of noise to the
system is natural for both practical and theoretical applications, which is gaining more
and more interest in fluid mechanical research. The well-posedness of solutions in two
dimensions with noise driven by the cylindrical Wiener process was given in [40] for strong
solution, in [16] for global solutions that are weak in PDE sense and strong in probability
sense, in [9, 53] for martingale solutions, and in [1] for maximal strong solutions. For
examples of results on the well-posedness of solutions to the system driven by other types of
noise such as fractional Brownian motion or Le´vy noise we refer the reader to [5,31–33]. In
this paper we consider the following stochastic Boussinesq equations with partial diffusion
term driven by multiplicative noise:

du−∆udt+ (u · ∇)udt+∇πdt = θeddt+ f(u, θ)dW,
dθ + (u · ∇)θdt = 0,
∇ · u = 0,
(1.1)
where u = (u1, · · · , ud), d = 2, 3, π and θ denote the velocity, pressure and temperature,
respectively; e2 = (0, 1), e3 = (0, 0, 1), W is a Q-Wiener process that will be introduced in
Section 2. The initial conditions are random variables u(0, ·) = u0(ω, x), θ(0, ·) = θ0(ω, x)
with sufficient spatial regularity introduced later. We focus on the periodic boundary
Date: June 4, 2019.
2010 Mathematics Subject Classification. 35Q35, 76D05, 76A15, 60H15, 60F10.
Key words and phrases. Stochastic Boussinesq equations, strong pathwise solution, large deviation
principle, global existence, stochastic compactness.
1
2 P. FATHEDDIN, Z. QIU, Y. TANG, AND D. WANG
conditions, with the spatial domain being the torus Td = (−π, π)d, d = 2, 3. In short,
the Boussinesq equations model the interaction between the incompressible fluid flow and
thermal dynamics. We will refer to the first and second equations in system (1.1) as
equations of momentum and temperature, respectively. For the deterministic Boussinesq
equations, there have been some existence and regularity results in [54–56] for the full
viscous case and in [15] for the partial viscous case. If θ = 0, the system (1.1) reduces
to the stochastic Navier-Stokes equations, for which substantial developments have been
made in recent years, see for example, [2, 6, 8, 16, 20, 26, 29, 42, 44, 48, 50, 52]. Also for the
stochastic Euler equations, we refer the reader to [3,4,10,38,41]. Here we shall study the
existence and large deviation principle of strong solutions to the Boussinesq system (1.1)
with only partial diffusion, that is, only the equation of momentum has viscous diffusion
but the equation of temperature has no diffusion, which makes the analysis challenging.
We now give an overview of this paper, including the main difficulties and our new
ideas and results. For the first part, we mainly concentrate on proving the local existence
of strong solution to the system (1.1) forced by multiplicative noise in dimensions two
and three, where the solutions are strong in both PDE and probabilistic sense evolving
continuously in Hm for m > d2 +1. A key ingredient which allows us to obtain the strong
pathwise solution is to establish the compactness in suitable functional space. In the
stochastic setting, the embedding L2(Ω;X) →֒ L2(Ω;Y ) might not be compact, even if
X →֒→֒ Y . As a result, the usual compactness criteria, such as the Aubin or Arzela`-Ascoli
type theorems, can not be used directly. Thus, we rely on the Yamada-Watanabe type
argument to obtain the pathwise solution after we establish the existence of martingale
solution and pathwise uniqueness.
The first difficulty we meet in the proof of above mentioned local existence is how
to construct a suitable approximation scheme. Actually, the term ‖∇u,∇θ‖L∞ · ‖u, θ‖m
appears when we establish a priori estimates for approximation solutions, which prevents
us from closing the a priori L2(Ω;Hm) estimate. Inspired by [38], we add a cut-off function
to render the nonlinear term, which will allow us to obtain the uniform a priori estimates.
By calculation, we find that ‖∇θ‖L∞ can be controlled by the initial data and ‖∇u‖L∞ , so
this is enough for the cut-off function which depends only on ‖∇u‖L∞ . This would allow
us to adapt a mixed method proposed in [8] to construct the approximation solutions,
that is, the equation of temperature is solved directly by applying the standard method
of characteristics, while the momentum equation is approximated by a finite dimensional
Galerkin scheme. However, the cut-off function brings difficulty in the proof of uniqueness
which plays a crucial role in the process of passing martingale solution to strong pathwise
solution. In order to overcome this difficulty, we first show that there exists a martingale
solution of high regularity in Hm
′
for m′ = m+ 4 in the spirit of [28]. Keeping this goal
in mind and going back to the first step, we can obtain higher order uniform estimates
by differentiating with respect to the space variable in the Galerkin system, then the
stochastic compactness method and the Skorohod embedding theorem can be used to
obtain the existence of martingale solution. Next, to achieve the pathwise uniqueness, the
Gyo¨ngy-Krylov’s lemma [30] can be used for recovering the convergence almost surely of
the approximate solutions on the original probability space.
We will use the smooth pathwise solution obtained above as approximate solutions
to prove the existence of strong pathwise solution by applying a density and stability
argument as in the treatment of incompressible Euler equations by Kato and Lai [36] and
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the stochastic case by Glatt-Holtz and Vicol [28]. Here the main difficulty is that, the term
‖η‖2m−1(‖uj‖2m+1+‖θj‖2m+1) appears due to the coupled construction of system (1.1) with
η = θj − θk, and the existence of strong pathwise solution requires E‖η‖2m−1(‖uj‖2m+1 +
‖θj‖2m+1) ∼ o(1) for which we shall develop some new estimates.
In the second part of the paper, we turn to proving the global existence of strong
pathwise solution of the system (1.1) forced by additive noise in dimension two, extending
the global existence result [15] to the stochastic case. Unlike in [28], we use a stochastic
analogue of logarithmic Gronwall’s lemma, which will be re-proved for our case in Section
5, to show that supt∈[0,ξ∧T ] ‖∇w,∇θ‖L4 < ∞, where w = curlu and ξ is the maximal
existence time of the strong pathwise solution. However, this estimate is not sufficient for
our case to conclude that ξ =∞ a.s. since ξ might not be a blow-up time under this norm.
Thanks to the Sobolev embedding and the Biot-Savart law, the gradient of the solution in
L∞ can be controlled by ‖∇w‖L4 and ‖∇u‖L2 . Then, we establish a non-blowup criterion
for the solution in the stochastic case, which shows that once we control the gradient of
the solution in L∞, the global result will follow.
After achieving the global well-posedness of solutions to the system (1.1), in the third
part of this paper we devote our effects to proving the large deviation principle by the
weak convergence approach based on the variational representations of infinite-dimensional
Wiener processes introduced by [12, 13]. Authors in [16] and [21] also achieved large
deviations in space C([0, T ];H) ∩ L2(0, T ;V ) for the two dimensional stochastic Boussi-
nesq equations by weak convergence approach whereas we establish it in space X =
[C([0, T ];Xm−2) ∩ L2(0, T ;Xm)] × C([0, T ];Hm−2) for integer m > 2. Unlike the sys-
tem considered here, their equation of temperature has a diffusion term which proves to
be useful in their estimates. Actually, the space X is a “nonoptimal” space. This is due to
the fact that no diffusion term appears in the temperature equation, and hence the weak
convergence will be proved using the tightness argument by following ideas from [6]. Before
the tightness argument, the main task is to prove the global existence and uniqueness of
solution to stochastic controlled equations. For the controlled system, the global existence
and uniqueness can be obtained by the Girsanov transformation argument. However, the
Girsanov density, exp(1
ǫ
∫ t
0 ‖h‖20ds) is not uniformly bounded in L2 as ǫ→ 0, where ǫ is the
coefficient of noise. Therefore, the uniform a priori estimates in ǫ, which play a key role
in the proof of weak convergence result, cannot be deduced from the corresponding one
by the Girsanov transformation for the stochastic Boussinesq equations. To this end, we
shall prove the uniform bound in ǫ of the norm of the solution to the stochastic controlled
equations directly, using a similar approach as that for the estimates of global existence
in the previous section.
The paper is organized as follows. In Section 2, we recall some deterministic and sto-
chastic preliminaries associated with system (1.1) and then state our results. Section 3 is
divided into several steps. In the first step of Subsection 3.1, we construct the approximate
solutions by the hybrid method and obtain some uniform a priori estimates required by the
second step. In the second step of of Subsection 3.2, we prove the existence of martingale
solution by stochastic compactness method, and in the third step of of Subsection 3.3,
we establish the existence of pathwise solution evolving continuously in Hm
′−2 according
to Yamada-Watanabe theorem. Finally, the fourth step of of Subsection 3.4 involves ex-
tending the solution to maximal pathwise solution by maximality argument using ideas
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from [44]. We prove the existence of strong solution by using a density and stability argu-
ment in Section 4. Section 5 is devoted to applying the stochastic logarithmic Gronwall
lemma to establish the global existence of strong pathwise solution. The large deviation
principle is then proved in Section 6.
2. Preliminaries and main results
In this section, we begin by reviewing some deterministic and stochastic preliminaries
associated with system (1.1) and then give our main results.
For each integer m ≥ 0, let
Xm(Td) =
{
u ∈ (Hm(Td))d : ∇ · u = 0
}
, (2.1)
where
Hm(Td) :=
{
u ∈ L2(Td) : ‖u‖2Hm =
∑
k∈Z
(1 + k2)m|uˆ(k)|2 <∞
}
denotes the Sobolev spaces of functions having distributional derivatives up to order
m ∈ N+ integrable in L2(Td). The inner product of Xm will be denoted by (·, ·)Xm =∑
|α|≤m(∂
α·, ∂α·)L2 . We denote by P the Leray projector which is the orthogonal pro-
jection from L2(Td) into the closed subspace {u ∈ (L2(Td))d : ∇ · u = 0} and is also a
bounded linear operator from Hm(Td) into Xm(Td).
In order to estimate the nonlinear terms, we shall use the following commutator and
Moser estimates which were proved in [37,39].
Lemma 2.1. For u, v ∈ Hm(Td) if m > d2 + 1,∑
0≤|α|≤m
‖∂α(u · ∇)v − u · ∇∂αv‖L2 ≤ C(‖∇u‖L∞‖v‖m + ‖∇v‖L∞‖u‖m), (2.2)
and if m > d2 ,
‖uv‖m ≤ C(‖u‖L∞‖v‖m + ‖v‖L∞‖u‖m), (2.3)
for some positive constants C = C(m,Td) independent of u and v.
By Lemma 2.1, one can use the Ho¨lder inequality to obtain the following estimates
which will be applied throughout the rest of the paper.
Lemma 2.2. For m > d2 + 1, there exists a positive constant C = C(m,T
d) such that,
(i) if u ∈ Hm(Td) and v ∈ Hm+1(Td), then P (u · ∇v) ∈ Xm(Td) and
‖P (u · ∇)v‖m ≤ C(‖u‖L∞‖v‖m+1 + ‖∇v‖L∞‖u‖m),
(ii) if u ∈ Hm(Td) and v ∈ Hm+1(Td), then∣∣∣∣∣∣
∑
|α|≤m
(∂α(u · ∇)v, ∂αv)
∣∣∣∣∣∣ ≤ C(‖∇v‖L∞‖u‖m + ‖∇u‖L∞‖v‖m)‖v‖m.
STRONG PATHWISE SOLUTION AND LDP TO THE STOCHASTIC BOUSSINESQ EQUATIONS 5
The following are some spaces used for solutions involving fractional derivative in time.
These apace are useful since solutions of stochastic evolution system are Ho¨lder continuous
of order strictly less than 12 with respect to time.
For any fixed p > 1 and α ∈ (0, 1) we define,
Wα,p(0, T ;X) :=
{
v ∈ Lp(0, T ;X) :
∫ T
0
∫ T
0
‖v(t1)− v(t2)‖pX
|t1 − t2|1+αp dt1dt2 <∞
}
,
endowed with the norm,
‖v‖Wα,p(0,T ;X) :=
∫ T
0
‖v(t)‖pXdt+
∫ T
0
∫ T
0
‖v(t1)− v(t2)‖pX
|t1 − t2|1+αp dt1dt2,
where X is a separable Hilbert space. For the case α = 1, we take,
W 1,p(0, T ;X) :=
{
v ∈ Lp(0, T ;X) : dv
dt
∈ Lp(0, T ;X)
}
,
which is the classical Sobolev space with its usual norm,
‖v‖p
W 1,p(0,T ;X)
:=
∫ T
0
|v(t)|pX +
∣∣∣∣dvdt (t)
∣∣∣∣
p
X
dt.
Note that for α ∈ (0, 1), W 1,p(0, T ;X) ⊂Wα,p(0, T ;X).
We will use the following two compact embedding results given in [26] to achieve a
tightness argument.
Lemma 2.3. [26, Theorems 2.1, 2.2]
(i) Suppose that X1 ⊂ X0 ⊂ X2 are Banach spaces and X1 and X2 are reflexive and the
embedding of X1 into X0 is compact. Then for any 1 < p <∞, 0 < α < 1, the embedding,
Lp(0, T ;X1) ∩Wα,p(0, T ;X2) ⊂⊂ Lp(0, T ;X0)
is compact.
(ii) Suppose that Y ⊂ Y0 are Banach spaces with Y compactly embedded in Y0. Let
α ∈ (0, 1] and p ∈ (1,∞) be such that αp > 1, then the embedding,
Wα,p(0, T ;Y ) ⊂⊂ C([0, T ];Y0)
is compact.
We now describe the stochastic setting of the problem. Let S := (Ω,F , {Ft}t≥0,P,W)
be a fixed stochastic basis and (Ω,F ,P) a complete probability space. Denote Q as a
linear positive, trace class (hence compact) operator in Hilbert space H and let W be
a Wiener process defined on the Hilbert space H with covariance operator Q, which is
adapted to the complete, right continuous filtration {Ft}t≥0. If {ek}k≥1 is a complete
orthonormal basis of H such that Qei = λiei, then W can be written formally as the
expansion W(t, ω) = ∑
k≥1
√
λkekWk(t, ω) where {Wk}k≥1 is a sequence of independent
standard one-dimensional Brownian motions. We also have that W ∈ C([0,∞),H) almost
surely, see [47].
Let H0 = Q
1
2H, then H0 is a Hilbert space with the inner product
〈h, g〉H0 = 〈Q−
1
2h,Q−
1
2 g〉H , ∀ h, g ∈ H0,
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with the induced norm ‖ · ‖2H0 = 〈·, ·〉H0 . The imbedding map i : H0 → H is Hilbert-
Schmidt and hence compact operator with ii∗ = Q. Now consider another separable
Hilbert space X and let LQ(H0,X) be the space of linear operators S : H0 → X such
that SQ
1
2 is a linear Hilbert-Schmidt operator from H to X, endowed with the norm
‖S‖2LQ = tr(SQS∗) =
∑
k
|SQ 12 ek|2X . Set L2(H,X) = {SQ
1
2 : S ∈ LQ(H0,X)} with the
norm defined by ‖f‖2
L2(H,X)
=
∑
k
|fek|2X .
For a X-valued predictable process G ∈ L2(Ω;L2loc([0,∞), L2(H,X))) by taking Gk =
Gek, one can define the stochastic integral,
Mt :=
∫ t
0
GdW =
∑
k
∫ t
0
GekdWk =
∑
k
∫ t
0
GkdWk,
as an element in M2X which is the space of all X-valued square integrable martingales.
For more details see [47] . As in [26], we also have for any p ≥ 2 and any α ∈ [0, 12),
E
(∥∥∥∥
∫ t
0
GdW
∥∥∥∥
p
Wα,p(0,T ;X)
)
≤ CE
(∫ T
0
‖G‖p
L2(H,X)
dt
)
, (2.4)
for all X-valued predictable processG ∈ Lp(Ω;Lploc([0,∞), L2(H,X))) and C = C(α, p, T ).
For process {Mt}t≥0, the Burkholder-Davis-Gundy inequality holds, which in the present
context takes the form
E
(
sup
0≤t≤T
∣∣∣∣
∫ t
0
GdW
∣∣∣∣
p
X
)
≤ cpE
(∫ T
0
|G|2L2(H,X)ds
)p
2
, (2.5)
for any p ≥ 1. In the coordinate basis {ek}k≥1, (2.5) can be written in the following form
E
(
sup
0≤t≤T
∣∣∣∣∣
∑
k
∫ t
0
GkdWk
∣∣∣∣∣
p
X
)
≤ cpE
(∑
k
∫ T
0
|Gk|2Xds
) p
2
. (2.6)
We shall also use the stochastic integrals evolving on Wm,p(Td), and recall some details
of the construction given in [43]. Suppose that p ≥ 2,m ≥ 0 and define
W
m,p :=

f : Td → L2 such that fk(·) = f(·)ek ∈Wm,p,
∑
|α|≤m
∫
Td
|∂αf |pL2dx <∞

 ,
which is a Banach space with norm,
‖f‖p
Wm,p
:=
∑
|α|≤m
∫
Td
|∂αf |pL2dx.
We next introduce the conditions imposed on the noise intensity f . For Banach spaces
X and Y , let L˜(X,Y ) be the space of functions f ∈ C(X× [0,∞);Y ) that satisfy the linear
growth and Lipschitz conditions. Namely, there exist positive constants C1, C2 such that,
‖f(x, t)‖Y ≤ C1(1 + ‖x‖X), for all x ∈ X, t > 0,
‖f(x, t)− f(y, t)‖Y ≤ C2‖x− y‖X , for all x, y ∈ X, t > 0.
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Denote the space of functions f ∈ C(X × [0,∞);Y ) that only satisfy the linear growth
condition (2.7) as Lg(X,Y ). Then, we assume that
f ∈ L˜(L2, L2(H;L2)) ∩ L˜(Hm−1, L2(H;Hm−1)) ∩ L˜(Hm, L2(H;Hm)), (2.7)
for fixed integer m > d2 + 1. Condition (2.7) is used for the argument of uniqueness.
In the process of proving local existence of pathwise solution, we also impose additional
conditions as follows,
f ∈ Lg(Hm+1, L2(H;Hm+1)), (2.8)
f ∈ Lg(Hm′ , L2(H;Hm′)), (2.9)
where m′ is sufficiently large such that Hm
′−2 ⊂ Hm+1. Here we can choose m′ = m+ 4
by the Sobolev embedding. Condition (2.8) is used for the density and stability arguments
in Section 4, while condition (2.9) is used for obtaining the uniform a priori estimates of
the Galerkin approximation solutions. In the case of additive noise, we assume that
f ∈ L2(Ω, L2loc([0,∞);L2(H;Hm))) ∩ L4(Ω, L4loc([0,∞);W2,4)), (2.10)
and that f is predictable. Next, we introduce the definition of the local, maximal and
global solutions of the stochastic Boussinesq equations.
Definition 2.1. (Local pathwise solution) Let (Ω,F , {Ft}t≥0,P,W) be a fixed probability
space. Assume that (u0, θ0) is an X
m ×Hm-valued F0-measurable random variable and
f satisfies conditions (2.7)-(2.9).
(i) We say that the pair (u, θ, τ) is a local strong pathwise solution if τ is a strictly
positive stopping time such that (u(· ∧ τ), θ(· ∧ τ)) is a predictable process in Xm ×Hm
for m > d2 + 1, d = 2, 3, with,
u(· ∧ τ) ∈ C([0,∞),Xm) ∩ L2loc(0,∞;Xm+1), and θ(· ∧ τ) ∈ C([0,∞),Hm),
satisfying,{
u(t ∧ τ) + ∫ t∧τ0 Au+ P (u · ∇)uds = u0 + ∫ t∧τ0 Pθedds + ∫ t∧τ0 Pf(u, θ)dW,
θ(t ∧ τ) + ∫ t∧τ0 (u · ∇)θds = θ0, (2.11)
where A = −P△u is the Stokes operator, for every t ≥ 0.
(ii) The pathwise uniqueness of the solution holds in the following sense: if (u1, θ1, τ1)
and (u2, θ2, τ2) are local strong pathwise solutions of system (1.1), with P{(u1(0), θ1(0)) =
(u2(0), θ2(0))} = 1, then,
P{(u1(t, x), θ1(t, x)) = (u2(t, x), θ2(t, x));∀t ∈ [0, τ1 ∧ τ2]} = 1.
Definition 2.2. (Maximal and global solution) Let (Ω,F , {Ft}t≥0,P,W) be a fixed prob-
ability space. Assume that (u0, θ0) and f satisfy the same conditions as in Definition 2.1.
A maximal pathwise solution is a triple (u, θ, {τn}n≥1, ξ) such that each pair (u, θ, τn) is a
local pathwise solution and {τn} is an increasing sequence with limn→∞ τn = ξ and
sup
t∈[0,τn]
‖∇u(t)‖L∞ ≥ R on the set {ξ <∞}.
A maximal pathwise solution (u, θ, {τn}n≥1, ξ) is global if ξ =∞ almost surely.
We now state the existence results of this paper.
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Theorem 2.1. Let (Ω,F , {Ft}t≥0,P,W) be a fixed probability space. Assume that (u0, θ0)
is an Xm × Hm-valued F0-measurable random variable for integer m > d2 + 1, d = 2, 3
and f satisfies conditions (2.7)-(2.9). Then there exists a unique maximal strong pathwise
solution (u, θ, {τn}n≥1, ξ) of (1.1) in the sense of Definitions 2.1 and 2.2.
If the noise is additive, we can show that the solution is global in time in 2D.
Theorem 2.2. Let (Ω,F , {Ft}t≥0,P,W) be a fixed probability space. Assume that (u0, θ0)
is an Xm ×Hm-valued F0-measurable random variable for integer m > 2. Suppose that
f is independent of (u, θ) and satisfies (2.10). Then there exists a unique global strong
pathwise solution of (1.1) with d = 2 in the sense of Definition 2.2. Thus, ξ =∞ almost
surely.
For the following large deviation result, we consider the system below in 2D involving
additive noise,{
duǫ +Auǫdt+ P (uǫ · ∇)uǫdt = Pθǫe2dt+
√
ǫPfdW,
dθǫ + (uǫ · ∇)θǫdt = 0. (2.12)
For any fixed M > 0, set
SM =
{
h ∈ L2(0, T ;H0) :
∫ T
0
‖h‖20ds ≤M
}
,
and let G0 (∫ ·0 h(s)ds) be the solution to the controlled PDE, also referred to as the skeleton
equation.
Theorem 2.3. Suppose that the initial data (u0, θ0) is an X
m×Hm-valued F0-measurable
random variable with integer m > 2, and
f ∈ Lp(Ω, C([0, T ];LQ(H0;Hm))) ∩ L4(Ω, C([0, T ];W2,4)), for p > 2. (2.13)
Then, the solution (uǫ, θǫ), ǫ ∈ (0, 1] to system (2.12) satisfies the large deviation principle
in X with good rate function
I(U) = inf
{h∈L2(0,T ;H0):U=G0(
∫
·
0
h(s)ds)}
{
1
2
∫ T
0
‖h‖20ds
}
.
We have reserved the details on the notation used above for Section 6.
3. The Galerkin scheme and the existence of smooth pathwise solution
In this section, we shall establish the existence of smooth pathwise solution given in
four subsections. Due to the fact that only partial diffusion appears in system (1.1), to
obtain uniform a priori estimates, in the spirit of [38], we multiply the nonlinear terms by
a smooth cut-off function depending on the size of ‖∇u‖L∞ . Specifically, we first consider
the trunction system of the form:

du− P∆udt+ ϕR(‖∇u‖L∞)P (u · ∇)udt = Pθeddt+ Pf(u, θ)dW,
dθ + ϕR(‖∇u‖L∞)(u · ∇)θdt = 0,
u(0, x) = u0(x), θ(0, x) = θ0(x),
(3.1)
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where ϕR : [0,∞)→ [0, 1] is C∞-smooth function defined as follows:
ϕR(x) =
{
1, if 0 < x < R,
0, if x > 2R.
Applying the operator ∇ to both sides of the transport equation in (3.1), taking the inner
product with ∇θ|∇θ|p−2 and integrating from 0 to t, then passing p→∞, we obtain,
‖∇θ‖L∞ ≤ ‖∇θ0‖L∞exp
(∫ T
0
ϕR(‖∇u‖L∞)‖∇u‖L∞dt
)
,
for t ∈ [0, T ]. Assume that ‖∇θ0‖L∞ ≤ R almost surely, then we have
‖∇θ‖L∞ ≤ ‖∇θ0‖L∞exp(2RT ) ≤ Rexp(2RT ), (3.2)
where the constant R is the same as in ϕR. As mentioned in the introduction, the cut-off
function brings trouble in proving the uniqueness which needed for the process of passing
from martingale solution to pathwise solution. Therefore, we first establish the existence
of strong pathwise solution to (3.1) in Hm
′
in the spirit of [28] for some fixed m′ > m+ 3
where the initial data also lies in Hm
′
. For this larger m′, we can overcome this difficulty.
In the next section, we will apply the result obtained in this section to a sequence of
mollified initial data and then use a pairwise comparison technique to obtain the local
existence of pathwise solution for which the initial data lies in Hm for m > d2 + 1.
3.1. Construction of approximate system and a priori estimates. Suppose {φj}∞j=1
is the complete orthonormal basis of H of eigenfunctions of the Stokes operator A, then
let Pn be the orthogonal projection from H into span{φ1, · · ·φn}, given by
Pn : v → vn =
n∑
j=1
(v, φj)φj , for all v ∈ H.
To construct the approximate solutions, we apply the mixed method. This technique
consists of approximating the momentum equation by the Galerkin scheme and solving
the temperature equation directly relative to every approximation solution un, n ≥ 1. The
approximation scheme is as follows:

dun +Aundt+ ϕR(‖∇un‖L∞)PnP (un · ∇)undt
= PnPθneddt+ PnPf(un, θ(un))dW,
dθn + ϕR(‖∇un‖L∞)(un · ∇)θndt = 0,
un(0) = Pnu0, θn(0) = θ0.
(3.3)
At this stage, the approximate velocity field un is smooth in the space variable x, and
the equation of temperature admits a classical solution θ = θ(un) which shares the same
smoothness with the initial data θ0. By (3.2), we also have,
‖∇θn(t, ·)‖L∞ ≤ exp(RT )‖∇θ0‖L∞ ≤ R exp(2RT ), (3.4)
where the bound is uniform in n, and t ∈ [0, T ]. From the second equation of (3.3), we
immediately obtain ‖θn‖Lp ≤ ‖θ0‖Lp for t ∈ [0, T ] and p ∈ [1,∞]. With this a priori
estimate, the existence of approxiamtion solutions to system (3.3) is classical and relies on
a priori bounds that are established using the nice property (P (u · ∇)v, v)L2 = 0. See [25]
for further details.
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Lemma 3.1. Let m > d2 + 1, m
′ = m+ 4, r ≥ 2, α ∈ (0, 12 ) and suppose that f satisfies
conditions (2.7)-(2.9), u0 ∈ Lr(Ω;Xm′), θ0 ∈ Lr(Ω;Hm′) and for any fixed constant R,
‖∇θ0‖L∞ ≤ R almost surely. Then the sequence {un}n≥1 is uniformly bounded in
Lr(Ω;L∞(0, T,Xm
′
)) ∩ Lr(Ω;Wα,r(0, T ;Xm′−1)) ∩ L2(Ω× (0, T );Xm′+1),
and {θn}n≥1 is uniformly bounded in
Lr(Ω;L∞(0, T,Hm
′
)) ∩ Lr(Ω;Wα,r(0, T ;Hm′−1)),
for any T > 0. We also have
sup
n≥1
E
∥∥∥∥un −
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
2
W 1,2(0,T ;Xm′−1)
<∞, (3.5)
sup
n≥1
E‖θn‖rW 1,r(0,T ;Hm′−1) <∞, (3.6)
sup
n≥1
E
∥∥∥∥
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
r
Wα,r(0,T ;Xm′−1)
<∞. (3.7)
Proof. By applying the Itoˆ formula to ‖un‖2m′ and integrating by parts, we obtain,
d‖un‖2m′ + 2‖un‖2m′+1dt = −2ϕR(‖∇un‖L∞)(un, un · ∇un)m′dt+ 2(un, θned)m′dt
+‖PnPf(un, θn)‖2L2(H;Xm′ )dt+ 2(un, Pf(un, θn))m′dW,
and
d‖θn‖2m′ = −2ϕR(‖∇un‖L∞)(θn, un · ∇θn)m′dt.
In order to establish the desired compactness property in the probability distribution
associated to (un, θn), we need the uniform estimates on higher moments of ‖un‖2m′ and
‖θn‖2m′ . Therefore, for any r ≥ 2, applying the Itoˆ formula to d(‖un‖2m′)
r
2 yields,
d‖un‖rm′ + r‖un‖r−2m′ ‖un‖2m′+1dt = −rϕR(‖∇un‖L∞)‖un‖r−2m′ (un, (un · ∇)un)m′dt
+r‖un‖r−2m′ (un, θned)m′dt+
r
2
‖un‖r−2m′ ‖PnPf(un, θn)‖2L2(H;Xm′ )dt
+
r(r − 2)
2
‖un‖r−4m′ (un, Pf(un, θn))2m′dt+ r‖un‖r−2m′ (un, Pf(un, θn))m′dW
= (I1 + I2 + I3 + I4)dt+ I5dW,
and
d‖θn‖rm′ = d(‖θn‖2m′)
r
2 =
r
2
‖θn‖r−2m′ d(‖θn‖2m′)
= −rϕR(‖∇un‖L∞)‖θn‖r−2m′ (θn, un · ∇θn)m′dt = J1dt.
Define by τK the stopping time
τK := inf
{
t ≥ 0 : sup
s∈[0,t]
‖un, θn‖m′ ≥ K
}
, for any K > 0.
Hence, taking the supremum over s ∈ [0, t ∧ τK ] and then expectation, we have,
E
(
sup
s∈[0,t∧τK ]
‖un, θn‖rm′
)
+ rE
∫ t∧τK
0
‖un‖r−2m′ ‖un‖2m′+1dt
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≤ E
∫ t∧τK
0
(|I1|+ |I2|+ |I3|+ |I4|+ |J1|)dt+ E
(
sup
s∈[0,t∧τK ]
∣∣∣∣
∫ s
0
I5dW
∣∣∣∣
)
.
Next, we estimate Ii, i = 1, 2, 3, 4, 5 and J1 term by term. By Lemma 2.2, we have,
|I1|+ |J1| ≤ CϕR(‖∇un‖L∞)‖∇un‖L∞‖un‖rm′
+ CϕR(‖∇un‖L∞)((‖∇un‖L∞ + ‖∇θn‖L∞)‖θn‖rm′ + ‖∇θn‖L∞‖un‖rm′), (3.8)
where the constant C = C(m′, r,Td) is independent of n and R. For I2, I3 and I4, using
the Ho¨lder inequality and condition (2.9) yields,
|I2|+ |I3|+ |I4| ≤ C(1 + ‖un‖rm′ + ‖θn‖rHm′ ). (3.9)
We handle the stochastic term, using the Burkholder-Davis-Gundy inequality and condi-
tion (2.9), to obtain,
E
(
sup
s∈[0,t∧τK ]
∣∣∣∣
∫ s
0
I5dW
∣∣∣∣
)
≤ CE
(∫ t∧τK
0
‖un‖2r−4m′ (un, Pf(un, θn))2m′ds
) 1
2
≤ CE
(∫ t∧τK
0
‖un‖rm′(1 + ‖un, θn‖rm′)ds
) 1
2
≤ 1
2
E
(
sup
s∈[0,t∧τK ]
‖un‖rm′
)
+ CE
∫ t∧τK
0
1 + ‖un, θn‖rm′ds, (3.10)
where constant C = C(m′, r,Td) is independent of n and R. Combining estimates (3.4)
and (3.8)-(3.10) we have that,
E
(
sup
s∈[0,t∧τK ]
‖un, θn‖rm′
)
+ E
∫ t∧τK
0
‖un‖r−2m′ ‖un‖2m′+1dt
≤ E‖u0, θ0‖rm′ + C
∫ t
0
1 + E
(
sup
ξ∈[0,s∧τK ]
‖un, θn‖rm′
)
ds,
where C is a constant independent of n and K but depends on (Td,m′, r, R). Applying
the Gronwall inequality we arrive at,
E
(
sup
s∈[0,t∧τK ]
‖un, θn‖rm′
)
+ E
∫ t∧τK
0
‖un‖r−2m′ ‖un‖2m′+1ds ≤ C <∞,
for any T ≥ 0 and some positive finite constant C = C(Td, T,m′, r, R,E‖u0, θ0‖rm′) which
is independent of n and K. Since τK → ∞ as K → ∞, by the monotone convergence
theorem we have,
sup
n
E
(
sup
t∈[0,T ]
‖un, θn‖rm′
)
+ E
∫ T
0
‖un‖r−2m′ ‖un‖2m′+1dt ≤ C <∞. (3.11)
Taking r = 2 in (3.11), we obtain that,
E
∥∥∥∥un −
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
2
W 1,2(0,T ;Hm′−1)
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≤ E‖u0‖2m′ + E
∫ T
0
‖un‖2m′+1dt
+CE
∫ T
0
ϕR(‖∇un‖L∞)‖(un · ∇)un‖2m′−1dt+ CE
∫ T
0
‖PnPθed‖2m′−1dt
≤ CE
(
sup
t∈[0,T ]
‖un, θn‖2m′
)
≤ C.
Lemma 2.2 along with (3.4) implies,
E‖θn‖rW 1,r(0,T ;Hm′−1) ≤ E‖θ0‖rHm′ + E
∫ T
0
ϕR(‖∇un‖L∞)‖(un · ∇)θn‖2m′−1dt
≤ CE
(
sup
t∈[0,T ]
‖un, θn‖rm′
)
≤ C,
where constant C is independent of n but depends on (m′, T, r,R,E‖u0, θ0‖rm′). In order
to obtain (3.7), we use (3.11) again, which yields,
E
∥∥∥∥
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
r
Wα,r(0,T ;Hm′−1)
≤ CE
∫ T
0
‖PnPf(un, θn)‖rm′−1dt
≤ CE
∫ T
0
(1 + ‖un, θn‖rm′)dt ≤ CE
(
1 + sup
t∈[0,T ]
‖un, θn‖rm′
)
≤ C,
where the constant C is independent of n but depends on (m′, T, r,R,E‖u0, θ0‖rm′). 
3.2. Tightness and existence of martingale solution. Let {un, θn}n≥1 be the se-
quence of approximation solutions to system (3.3) relative to a fixed stochastic basis
(Ω,F , {Ft}t≥0,P,W) and F0-measurable random variable (u0, θ0) with initial distribution
(µ0, ν0). We define the path space
X = Xu × Xθ × XW ,
where Xu = C([0, T ];Xm′−2) ∩ L2(0, T ;Xm′ ), Xθ = C([0, T ];Xm′−2), XW = C([0, T ];H).
Define the probability measures,
µn = µnu ⊗ µnθ ⊗ µW , (3.12)
where µnu(·) = P{un ∈ ·}, µnθ = P{θn ∈ ·}, µW = P{W ∈ ·}. In the following lemma, we
show that the set {µn}n≥1 is in fact weakly compact.
Lemma 3.2. The sequence of measures {µn}n≥1 defined by (3.12) is tight.
Proof. By applying Lemma 2.3 (i), we deduce that,
L2(0, T ;Xm
′+1) ∩W 14 ,2(0, T ;Xm′−1) ⊂⊂ L2(0, T ;Xm′).
For any fixed K > 0, we define the set
B1K :=
{
u ∈ L2(0, T ;Xm′+1) ∩W 14 ,2(0, T ;Xm′−1) :
‖u‖2
L2(0,T ;Xm′+1)
+ ‖u‖2
W
1
4
,2(0,T ;Xm′−1)
≤ K
}
,
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which is thus compact in L2(0, T ;Xm
′
). Applying the Chebyshev inequality and the
estimates (3.5), (3.7) and (3.11) yield,
µnu((B
1
K)
C) = P
(
‖un‖2L2(0,T ;Xm′+1) + ‖un‖2W 14 ,2(0,T ;Xm′−1) > K
)
≤ P
(
‖un‖2L2(0,T ;Xm′+1) >
K
2
)
+ P
(
‖un‖2
W
1
4
,2(0,T ;Xm′−1)
>
K
2
)
≤ 2
K
(
E
∫ T
0
‖un‖2m′+1dt+ E‖un‖2
W
1
4
,2(0,T ;Xm′−1)
)
≤ C
K
, (3.13)
where the constant C is independent of n.
Fix any α ∈ (0, 12) such that αr > 1. By applying Lemma 2.3 (ii), we have{
W 1,2(0, T ;Xm
′−1) ⊂⊂ C([0, T ];Xm′−2),
Wα,r(0, T ;Xm
′−1) ⊂⊂ C([0, T ];Xm′−2).
Therefore, for any fixed K ≥ 0, the set,
B2K :=
{
u ∈W 1,2(0, T ;Xm′−1) : ‖u‖W 1,2(0,T ;Xm′−1) ≤ K
}
+
{
u ∈Wα,r(0, T ;Xm′−1) : ‖u‖Wα,r(0,T ;Xm′−1) ≤ K
}
is pre-compact in Xu. Note that,{∥∥∥∥un −
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
W 1,2(0,T ;Xm′−1)
}⋂{∥∥∥∥
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
Wα,r(0,T ;Xm′−1)
}
,
is a subset of {un ∈ B2K}. By the uniform estimates (3.5) and (3.7) and the Chebyshev
inequality again, we have,
µnu((B
2
K)
C) ≤ P
(∥∥∥∥un −
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
W 1,2(0,T ;Xm′−1)
> K
)
+P
(∥∥∥∥
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
Wα,r(0,T ;Xm′−1)
> K
)
≤ 1
K
E
(∥∥∥∥un −
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
W 1,2(0,T ;Xm′−1)
+
∥∥∥∥
∫ t
0
PnPf(un, θn)dW
∥∥∥∥
Wα,r(0,T ;Xm′−1)
)
≤ C
K
, (3.14)
where the constant C is independent of n. We have that B1K ∩ B2K is compact in
C([0, T ];Hm′−2) ∩ L2(0, T ;Hm′) for any fixed K > 0. Using (3.13) and (3.14), we ob-
tain,
µnu
(
(B1K ∩B2K)C
) ≤ µnu ((B1K)C)+ µnu ((B2K)C) ≤ CK .
By a similar argument, the sequence {µnθ }n≥1 is tight in C([0, T ];Hm
′−2). Finally, we
obtain that the sequence {µn}n≥1 is tight in X and is thus weakly compact. 
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Then, from the tightness property and the classical Skorokhod representation theorem,
we have the following proposition.
Proposition 3.1. There exist a subsequence {µnk}k≥1, a probability space (Ω˜, F˜ , P˜) with
X -valued measurable random variables (u˜nk , θ˜nk , W˜nk) and (u˜, θ˜, W˜) such that
(i) (u˜nk , θ˜nk , W˜nk)→ (u˜, θ˜, W˜) P˜-a.s. in the topology of X ,
(ii) the laws of (u˜nk , θ˜nk , W˜nk) and (u˜, θ˜, W˜) are given by {µnk}k≥1 and µ, respectively,
(iii) (W˜nk) is a Wiener process, relative to the filtration F˜nkt , given by the completion of
σ(u˜nk , θ˜nk , W˜nk),
(iv) each pair (u˜nk , θ˜nk , W˜nk) satisfies

du˜nk +Au˜nkdt+ ϕR(‖∇u˜nk‖L∞)PnkP (u˜nk · ∇)u˜nkdt
= PnkP θ˜nkeddt+ PnkPf(u˜nk , θ˜nk)dW˜nk ,
dθ˜nk + ϕR(‖∇u˜nk‖L∞)(u˜nk · ∇)θ˜nkdt = 0.
(3.15)
Proof. The three parts (i)-(iii) follow immediately the Skorokhod representation theorem,
and (iv) may be obtained using the same argument as in papers [8, 52]. 
We next give the existence of martingale solution. Before that, We improve the regu-
larity in the space variable of the solution. By (3.11) for u˜nk in the case r = 2, there exist
u˜1 ∈ L2(Ω˜;L∞(0, T ;Xm′)) and u˜2 ∈ L2(Ω˜;L2(0, T ;Xm′+1)) such that
u˜nk ⇀ u˜1 in L
2(Ω˜;L∞(0, T ;Xm
′
)), (3.16)
and
u˜nk ⇀
∗ u˜2 in L
2(Ω˜;L2(0, T ;Xm
′+1)). (3.17)
On the other hand, combining the inequality
sup
k
E˜
(
sup
t∈[0,T ]
‖u˜nk‖rm′−2
)
≤ c sup
k
E˜
(
sup
t∈[0,T ]
‖u˜nk‖rm′
)
<∞,
with Proposition 3.1 (i), we have the following result using the Vitali convergence theorem,
u˜nk → u˜ in L2(Ω˜;L∞(0, T ;Xm
′−2)). (3.18)
For any A ⊂ [0, T ]× Ω measurable and φ ∈ Hm′ , we have, from (3.16)-(3.18),
E˜
∫ T
0
1A〈u˜, φ〉ds = E˜
∫ T
0
1A〈u˜1, φ〉ds = E˜
∫ T
0
1A〈u˜2, φ〉ds,
which implies that u˜ = u˜1 = u˜2, P˜× L-a.e.. Therefore, we obtain,
u˜ ∈ L2(Ω˜;L∞(0, T ;Xm′ )) ∩ L2(Ω˜;L2(0, T ;Xm′+1)).
By a similar argument, we may infer that θ˜ ∈ L2(Ω˜;L∞(0, T ;Hm′ )).
With these properties established, we can pass the limit by the argument as in [8, 17,
28], where the analysis was implemented for the compressible Navier-Stokes equations,
primitive equations and Euler equations, respectively. Since the identification of the limit
for the case of Boussinesq equations can be proved in the same manner, we omit it. Up
to now, we have established the following proposition:
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Proposition 3.2. Fix any m > d2+1, r > 2 and m
′ = m+4. Suppose that µ0 ∈ Pr(Xm′)
and ν0 ∈ Pr(Hm′) are given such that
∫
Xm
′ ‖u‖rm′dµ0(u) < ∞,
∫
Hm
′ ‖θ‖rm′dν0(θ) < ∞.
Then there exist a stochastic basis S˜ = (Ω˜, F˜ , {F˜t}t≥0, P˜, W˜) and Xm′ ×Hm′-valued pre-
dictable process
θ˜(·) ∈ L2(Ω˜;L∞loc(0,∞;Hm
′
) ∩ C([0,∞);Hm′−2)),
u˜(·) ∈ L2(Ω˜;L∞loc(0,∞;Hm
′
) ∩ C([0,∞);Hm′−2)) ∩ L2(Ω˜;L2loc(0,∞;Hm
′+1)),
with P˜{(u˜0, θ˜0) ∈ ·} = P{(u0, θ0) ∈ ·} satisfying,{
u˜(t) +
∫ t
0 Au˜+ ϕR(‖∇u˜‖L∞)P (u˜ · ∇)u˜ds = u˜0 +
∫ t
0 P θ˜edds+
∫ t
0 Pf(u˜, θ˜)dW,
θ˜(t) +
∫ t
0 ϕR(‖∇u˜‖L∞)(u˜ · ∇)θ˜ds = θ˜0,
for any t ≥ 0.
Observe that Proposition 3.2 yields the existence of martingale solution to the system
(1.1). By introducing the stopping time
τ = inf{t ≥ 0; ‖u˜‖H1,∞ ≥ R},
then, the pair (u˜, θ˜, S˜ , τ) obtained in Proposition 3.2 is a local martingale solution. We
remark that only if ‖u˜0‖H1,∞ < R, we have P˜{τ > 0} = 1.
3.3. Existence of pathwise solution evolving continuously in Hm
′−2. Following the
Yamada-Watanabe type argument, we next establish the pathwise uniqueness and then use
the Gyo¨ngy-Krylov’s lemma to recover the convergence almost surely of the approximate
solutions on the original probability space.
Proposition 3.3. Fix any m′ = m + 4 and m > d2 + 1. Suppose that f satisfies condi-
tions (2.7) and (2.9), and ((S, u1, θ1), (S, u2, θ2)) are two martingale solutions of (3.1)
with the same stochastic basis S := (Ω,F , {Ft}t≥0,P,W). Then if P{(u1(0), θ1(0)) =
(u2(0), θ2(0))} = 1, then pathwise uniqueness of solutions holds in the sense of Definition
2.1.
Proof. The difference of two solutions, v = u1 − u2 and η = θ1 − θ2, satisfy,

dv +Avdt+ ϕR(‖∇u1‖L∞)P (u1 · ∇)u1dt− ϕR(‖∇u2‖L∞)P (u2 · ∇)u2dt
= Pηeddt+ P (f(u1, θ1)− f(u2, θ2))dW,
dη + ϕR(‖∇u1‖L∞)(u1 · ∇)θ1dt− ϕR(‖∇u2‖L∞)(u2 · ∇)θ2dt = 0.
Applying the operator ∂α, |α| ≤ m to both sides of the system for v and η and then
applying the Itoˆ formula to ‖∂αv‖2
L2
give,
d‖∂αv‖2L2 + 2‖∂α+1v‖2L2dt
= −2[ϕR(‖∇u1‖L∞)(∂αv, ∂αP (u1 · ∇)u1)− ϕR(‖∇u2‖L∞)(∂αv, ∂αP (u2 · ∇)u2)]dt
+2(∂αv, ∂αPηed)dt+ |∂αP (f(u1, θ1)− f(u2, θ2))|2 dt
+2(∂αv, ∂αP (f(u1, θ1)− f(u2, θ2)))dW
= (J1 + J2 + J3)dt+ J4dW,
and
d‖∂αη‖2L2 = −2(∂αη, ϕR(‖∇u1‖L∞)∂α(u1 · ∇)θ1 − ϕR(‖∇u2‖L∞)∂α(u2 · ∇)θ2)dt = I1.
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Using the mean value theorem for ϕR, the embedding H
m ⊂W 1,∞ and Lemma 2.2 yield
|J1| ≤ C|ϕR(‖∇u1‖L∞)− ϕR(‖∇u2‖L∞)| · |(∂αv, ∂αP (u1 · ∇)u1)|
+C|(∂αv, ∂αP (v · ∇)u1)|+ C|(∂αv, ∂αP (u2 · ∇)v)|
≤ C |‖∇u1‖L∞ − ‖∇u2‖L∞ | · ‖v‖m‖u1‖m‖u1‖m+1
+‖v‖m(‖v‖L∞‖u1‖m+1‖∇u1‖L∞‖v‖m)
+‖v‖m(‖u2‖m‖∇v‖L∞ + ‖∇u2‖L∞‖v‖m)
≤ ‖v‖2m[(1 + ‖u1‖m)‖u1‖m+1 + ‖u2‖m], (3.19)
and
|I1| ≤ C|ϕR(‖∇u1‖L∞)− ϕR(‖∇u2‖L∞)| · |(∂αη, ∂α(u1 · ∇)θ1)|
+C|(∂α(v · ∇)θ1, ∂αη)| + C|(∂α(u2 · ∇)η, ∂αη)|
≤ ‖η‖2m‖u1‖m‖θ1‖m+1 + ‖η‖m(‖v‖L∞‖θ1‖m+1 + ‖∇θ1‖L∞‖v‖L∞)
+‖η‖m(‖∇u2‖L∞‖η‖m + ‖∇η‖L∞‖u2‖m)
≤ ‖η‖2m(‖u1‖m‖θ1‖m+1 + ‖u2‖m) + (‖η‖2m + ‖v‖2m)(‖θ1‖m+1 + ‖θ1‖m). (3.20)
For J2 and J3, applications of the Ho¨lder inequality and condition (2.7) give,
|J2|+ |J3| ≤ C‖η, v‖2m.
For the term J4 we apply the Burkholder-Davis-Gundy inequality similar to (3.10) to
obtain,
E
(
sup
s∈[0,t]
∣∣∣∣
∫ s∧τK
0
J4dW
∣∣∣∣
)
≤ CE
(∫ t∧τK
0
|(∂αv, ∂αP (f(u1, θ1)− f(u2, θ2)))|2 ds
) 1
2
≤ CE
(∫ t∧τK
0
‖∂αv‖2L2‖f(u1, θ1)− f(u2, θ2)‖2L2(H;Hm)ds
) 1
2
≤ 1
2
E
(
sup
s∈[0,t∧τK ]
‖∂αv‖2L2
)
+ CE
∫ t∧τK
0
‖v, η‖2mds, (3.21)
where the collection of stopping times can be defined as
τK := inf
{
t ≥ 0 : ‖u1, u2‖2Xm+1 + ‖θ1, θ2‖2Hm+1 ≥ K
}
.
We have τK → ∞ almost surely as K → ∞ due to a priori estimate (3.11) and the
assumption on m′. Combining estimates (3.19)-(3.21) and summing over all α with |α| ≤
m, we have,
E
(
sup
s∈[0,t∧τK ]
‖v, η‖2m
)
+ E
∫ t∧τK
0
‖v‖2Xm+1ds
≤ E
∫ t∧τK
0
‖η, v‖2m [(1 + ‖u1‖m)(‖u1‖m+1 + ‖θ1‖m+1) + ‖u2‖m + ‖θ1‖m] ds
≤ C
∫ t
0
E
(
sup
s′∈[0,s∧τK ]
‖v, η‖2m
)
ds,
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where constant C depends on K via the definition of the stopping time τK . By the
Gronwall inequality and the monotone convergence theorem, we infer that,
E
(
sup
t∈[0,T ]
‖v, η‖2m
)
+ E
∫ T
0
‖v‖2Xm+1dt = 0,
for every T > 0. Since T is arbitrary, the result follows. 
The following proposition and its proof can be found in [30].
Proposition 3.4. Let X be a complete separable metric space and suppose that {Yn}n≥0 is
a sequence of X-valued random variables on a probability space (Ω,F ,P). Let {µm,n}m,n≥1
be the set of joint laws of {Yn}n≥1, that is
µm,n(E) := P{(Yn, Ym) ∈ E}, E ∈ B(X ×X).
Then {Yn}n≥1 converges in probability if and only if for every subsequence of the joint
probability laws {µmk ,nk}k≥1, there exists a further subsequence that converges weakly to a
probability measure µ such that
µ{(u, v) ∈ X ×X : u = v} = 1.
We denote by µn,m the joint law of
(un, θn;um, θm) on the path space X s = Xu × Xθ × Xu × Xθ,
where {un, θn;um, θm}n,m≥1 is a sequence of approximation solutions to system (3.3) rela-
tive to the given stochastic basis S, and denote by µW the law ofW on XW . We introduce
the extended phase space,
X˜ = Xu × Xθ × Xu × Xθ × XW ,
and denote by νn,m the joint law of (un, θn;um, θm,W) on X˜ . Using a similar argument
as in the proof of Lemma 3.2, we obtain the following result.
Lemma 3.3. The set {νn,m}n,m≥1 is tight on X˜ .
For any subsequence {νnk,mk}k≥1, by the Skorokhod representation theorem, there exists
another probability space (Ω˜, F˜ , P˜) and X˜ -valued random variables
(u˜nk , θ˜nk ; u˜mk , θ˜mk ; W˜k), and (u˜1, θ˜1; u˜2, θ˜2; W˜)
such that
P˜{(u˜nk , θ˜nk ; u˜mk , θ˜mk ; W˜k) ∈ ·} = νnk,mk(·),
and
(u˜nk , θ˜nk ; u˜mk , θ˜mk ; W˜k)→ (u˜1, θ˜1; u˜2, θ˜2; W˜), P˜− a.s.
in the topology of X˜ . Analogously, this theorem can be applied to both
(u˜nk , θ˜nk , W˜k), (u˜1, θ˜1, W˜), and (u˜mk , θ˜mk , W˜k), (u˜2, θ˜2, W˜)
to show that (u˜1, θ˜1, W˜) and (u˜2, θ˜2, W˜) are martingale solutions relative to the same
stochastic basis S := (Ω˜, F˜ , P˜, {F˜t}t≥0, W˜). Defining µ(·) = P˜{(u˜1, u˜2; θ˜1, θ˜2) ∈ ·}, due
to the convergence almost surely in X , we have µn,m ⇀ µ. Proposition 3.3 implies that
µ{(u1, θ1;u2, θ2) ∈ X s : (u1, θ1) = (u2, θ2)} = 1. Also since Hm′−2 ⊂ Hm, uniqueness in
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Hm implies uniqueness in Hm
′−2. Therefore, Proposition 3.4 can be used to deduce that
the sequence (un, θn) defined on the original probability space (Ω,F ,P) converges a.s. in
the topology of Xu × Xθ to random variable (u, θ). Again by the method from above, we
may show that (u, θ) is a pathwise solution of (3.1). Next, we define the stopping time,
τ = inf{t ≥ 0 : ‖u‖m′ ≥ R}.
Hence, relative to the initial fixed stochastic basis S, (u, θ, τ) is a local pathwise solution
to the system (1.1), for which u(·∧τ) ∈ L2(Ω;L∞loc(0,∞;Xm
′
)∩C([0,∞);Xm′−2)), u1t≤τ ∈
L2(Ω;L2loc(0,∞;Hm
′+1), θ(· ∧ τ) ∈ L2(Ω;L∞loc(0,∞;Hm
′
) ∩ C([0,∞);Hm′−2)), and (2.11)
holds for every t ≥ 0. In order to show that τ > 0 and to loosen the integrability in the
random element w, the initial data has to be truncated. Note that the initial condition is
only assumed to be in Xm
′ ×Hm′ almost surely and no integrability in w is assumed and
also ‖∇θ0‖L∞ is not assumed to be bounded. For further details, see [8, 29].
3.4. Extending to the maximal pathwise solution. To extend the pathwise solution
obtained in the previous step to a maximal pathwise solution with the maximal time of
existence, t˜, we follow the method used in [8, 11, 44]. First let T be the set of all a.s.
strictly positive stopping times, τ , associated with the solution having initial data (u0, θ0)
and define t˜ := ess supτ∈T τ . Then there exists a sequence of solutions [uN , θN ] associated
with [0, τN ] such that for all N ∈ N, τN ∈ T and limN→∞ τN = t˜ a.s. Observe that by
letting (u, θ) := (uN , θN ) on [0, τN ] this sequence defines a solution on ∪N [0, τN ]. Let
σℓ := t˜ ∧ inf{t ∈ [0, T ] : ‖∇u(t)‖L∞ ≥ ℓ}.
for every ℓ ∈ N. Then on [0, τN ∧ σℓ], (u, θ) is a solution and by letting N → ∞, (u, θ)
is a solution on [0, σℓ]. Note that since u is continuous on W
1,∞, σℓ is a well-defined
stopping time, however, it is not almost surely strictly positive unless ‖∇u0‖L∞ < ℓ for
each ℓ > 0. To ensure that σℓ is strictly positive let t˜ℓ := min{τℓ, σℓ}. Then (u, θ) is a local
strong pathwise solution with a.s. strictly positive stopping time, t˜ℓ. Next we confirm that
t˜ℓ < t˜ when t˜ < T . Suppose to the contrary, t˜ < T and P{t˜ℓ = t˜} is nonzero. Then it
follows that t˜ℓ + τ ∈ T making P{t˜ < t˜ℓ + τ} be nonzero, which cannot be the case since
t˜ := ess supτ∈T τ . Thus, (t˜ℓ)ℓ≥1 is increasing and it converges to t˜ as ℓ→∞ with,
sup
t∈[0,t˜ )
‖∇u(t)‖L∞ =∞, sup
t∈[0,σℓ]
‖∇u(t)‖L∞ = ℓ,
when t˜ < T and thus, we obtain a maximal smooth pathwise solution, which is strong in
both PDE and probability sense when initial data (u0, θ0) ∈ Xm′ ×Hm′ for m′ = m+ 4.
In the next section, we will use this solution to construct local pathwise solution which
lies in Hm for all integers m > d2 + 1.
4. The construction of pathwise solution
In this section, we establish the local existence of pathwise solution for initial data
(u0, θ0) ∈ Xm × Hm for m > d2 + 1, which is F0-measurable random variable. Inspired
by [36,42], we shall adapt a density and stability argument by using the smooth pathwise
solution obtained in Section 3 as approximate solutions. To extract a strongly convergent
subsequence and overcome the difficulty of compactness, a pairwise comparison technique
introduced in [29,44] will be used.
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First, we review some basic properties of a class of smoothing operators ρǫ which was
constructed in [7] in the whole space, while there is no additional difficulty to construct it
on the torus, see [51].
Lemma 4.1. Let m ≥ 0. For every ǫ > 0, the operator ρǫ maps Hm(Td) into Hm′(Td)
where m′ = m+ 4 and has the following properties,
(i) The collection {ρǫ}ǫ>0 is uniformly bounded in Hm(Td) independent of ǫ, i.e. there
exists a positive constant C=C(m) such that,
‖ρǫf‖m ≤ C‖f‖m, f ∈ Hm(Td).
(ii) For every ǫ > 0, if m ≥ 1 then for f ∈ Hm(Td),
‖ρǫf‖m ≤ C
ǫ
‖f‖m−1, and ‖ρǫf − f‖m−1 ≤ Cǫ‖f‖m.
(iii) Sequence ρǫf converges to f , for f ∈ Hm(Td), that is,
lim
ǫ→0
‖ρǫf − f‖m = 0, and lim
ǫ→0
1
ǫ
‖ρǫf − f‖m−1 = 0.
In particular, if {fk}k≥1 is a sequence of functions in Hm(Td) that converges in Hm(Td),
then for m ≥ 1,
lim
ǫ→0
sup
k≥1
‖ρǫfk − fk‖m = 0, and lim
ǫ→0
1
ǫ
sup
k≥1
‖ρǫfk − fk‖m−1 = 0.
Next, we define a sequence of regularized initial data
u
j
0 = ρj−1u0, θ
j
0 = ρj−1θ0,
where for j ≥ 1 the smooth operators ρj−1 were given in Lemma 4.1. After the mollifi-
cation, we have {uj0, θj0}j≥1 ⊂ Xm
′ ×Hm′ . As the argument given in Section 3, relative
to the initial data {uj0, θj0}j≥1, we may obtain a sequence of maximal, pathwise solutions
(uj , θj) which is continuous in X
m′−2×Hm′−2 and bounded in Xm′ ×Hm′ . In order to be
able to apply the Lemma 5.1 in [29] given below, we first assume ‖u0, θ0‖m ≤ M for any
fixed M and then as in Section 3 after the existence of local solution for each fixed M is
established, this condition can be generalized to that of (u0, θ0) ∈ Xm ×Hm by a cutting
argument. By Lemma 4.1 (i), the sequence of initial data {uj0, θj0}j≥1 is also bounded
uniformly in j, thus,
sup
j≥1
‖uj0, θj0‖m ≤ C‖u0, θ0‖m ≤ CM,
where C = C(m) is constant.
Lemma 4.2. [29, lemma 5.1] Fix any T ≥ 0 and define the collection of stopping times,
τTj = inf
{
t ≥ 0 : sup
s∈[0,t]
‖uj , θj‖2m +
∫ t
0
‖uj‖2m+1ds ≥ 1 + ‖uj0, θj0‖2m
}
∧ T, (4.1)
and take τTj,k := τ
T
j ∧ τTk . Suppose that,
lim
j→∞
sup
k≥j
E

 sup
t∈[0,τT
j,k
]
‖uk − uj , θk − θj‖2m +
∫ τT
j,k
0
‖uk − uj‖2m+1dt

 = 0, (4.2)
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and
lim
S→0
sup
j≥1
P

 sup
t∈[0,τTj ∧S]
‖uj , θj‖2m + 2
∫ τTj ∧S
0
‖uj‖2m+1dt > ‖uj0, θj0‖2m + 1

 = 0, (4.3)
then there exists a stopping time τ with P{0 < τ ≤ T} = 1, the predictable processes
u(· ∧ τ) ∈ C([0,∞);Xm) ∩ L2loc(0,∞;Xm+1) and θ(· ∧ τ) ∈ C([0,∞);Hm) satisfy,
sup
t∈[0,τ ]
‖uji − u, θji − θ‖2m +
∫ τ
0
‖uji − u‖2m+1dt→ 0 a.s. (4.4)
for some subsequence ji →∞. Moreover,
sup
t∈[0,τ ]
‖u, θ‖2m +
∫ τ
0
‖u‖2m+1dt ≤ 1 + sup
j
‖uj0, θj0‖2m a.s. (4.5)
In order to obtain the convergence almost surely needed for Theorem 2.1, we first show
that conditions (4.2) and (4.3) hold. The proof follows the idea of [29].
Proof of (4.2) and (4.3). The difference of the solutions, v = uj − uk and η = θj − θk,
satisfy,

dv +Avdt+ P (uj · ∇)ujdt− P (uk · ∇)ukdt
= Pηe2dt+ P (f(uj, θj)− f(uk, θk))dW,
dη + (uj · ∇)θjdt− (uk · ∇)θkdt = 0.
Applying the operator ∂α, |α| ≤ m to both sides of the system for v and η and then
applying the Itoˆ formula to ‖∂αv‖2
L2
, we have
d‖∂αv‖2L2 + 2‖∂α+1v‖2L2dt = −2[(∂αv, ∂αP (uj · ∇)uj)− (∂αv, ∂αP (uk · ∇)uk)]dt
+2(∂αv, ∂αPηed)dt+ |∂αP (f(uj , θj)− f(uk, θk))|2dt
+2(∂αv, ∂αP (f(uj , θj)− f(uk, θk)))dW
= (J1 + J2 + J3)dt+ J4dW,
and
d‖∂αη‖2L2 = −2(∂αη, ∂α(uj · ∇θj)− ∂α(uk · ∇θk))dt = I1.
For the nonlinear terms J1 and I1, we use Lemma 2.1 to obtain,
|J1| ≤ C|(∂αv, ∂αP (v · ∇)uj + ∂αP (uk · ∇)v)|
≤ C‖v‖m‖P (v · ∇)uj‖m + |(∂αv, ∂αP (uk · ∇)v)|
≤ C‖v‖m(‖v‖L∞‖uj‖m+1 + ‖∇uj‖L∞‖v‖m)
+C‖v‖m(‖∇uk‖L∞‖v‖m + ‖∇v‖L∞‖uk‖m)
≤ C‖v‖2m(‖uk‖m + ‖uj‖m + 1) + ‖v‖2m−1‖uj‖2m+1,
and
|I1| ≤ C|(∂αη, ∂α(v · ∇)θj + ∂α(uk · ∇)η)|
≤ C‖η‖m‖(v · ∇)θj‖m + C|(∂αη, ∂α(uk · ∇)η)|
≤ C‖η‖m(‖v‖L∞‖θj‖m+1 + ‖∇θj‖L∞‖v‖m)
+C‖η‖m(‖∇uk‖L∞‖η‖m + ‖∇η‖L∞‖uk‖m)
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≤ C‖v‖2m−1‖θj‖2m+1 + (‖η‖2m + ‖v‖2m)(1 + ‖θj‖m + ‖θk‖m),
where the constant C = C(m,Td) is independent of j and k. For J2 and J3, using the
Ho¨lder inequality and condition (2.7), we easily get
|J2|+ |J3| ≤ C‖v, η‖2m.
For the stochastic term J4, similar to the estimate in (3.21), we have for any stopping
time τ ,
E
(
sup
s∈[0,τ ]
∣∣∣∣
∫ s
0
J4dW
∣∣∣∣
)
≤ CE

∫ τ
0
∑
l≥1
|(∂αv, ∂αP (fl(uj , θj)− fl(uk, θk)))|2 ds


1
2
≤ 1
2
E
(
sup
s∈[0,τ ]
‖∂αv‖2L2
)
+ CE
∫ τ
0
‖v, η‖2mds.
Combining the above estimates and the definition of τTj,k, we have,
E

 sup
s∈[0,τT
j,k
∧t]
‖v, η‖2m

+ E ∫ τTj,k∧t
0
‖v‖2m+1ds
≤ E‖v0, η0‖2m + CE
∫ τT
j,k
∧t
0
(‖v‖2m−1‖uj‖m+1 + ‖v‖2m−1‖θj‖2m+1)ds
+CE
∫ τT
j,k
∧t
0
‖η, v‖2m(1 + ‖θj‖m + ‖θk‖m + ‖uj‖m + ‖uk‖m)ds
≤ CE‖v0, η0‖2m + C
∫ t
0
E

 sup
ξ∈[0,τT
j,k
∧s]
‖v, η‖2m


+E

 sup
ξ∈[0,τT
j,k
∧s]
(‖v‖2m−1‖uj‖2m+1 + ‖v‖2m−1‖θj‖2m+1)

 ds,
where C is a constant depending on M but is independent of j, k. By applying the
Gronwall lemma, we have
E

 sup
t∈[0,τT
j,k
]
‖v, η‖2m

 ≤ CE‖v0, η0‖2m+CE

 sup
t∈[0,τT
j,k
]
(‖v‖2m−1‖uj‖2m+1 + ‖v‖2m−1‖θj‖2m+1)

 ,
where C = C(m,T,M,Td) is a positive constant independent of j, k. Therefore, (4.2) will
follow once we show that
lim
j→∞
sup
k≥j
E

 sup
t∈[0,τT
j,k
]
(‖v‖2m−1‖uj‖2m+1 + ‖v‖2m−1‖θj‖2m+1)

 = 0. (4.6)
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Due to the coupled construction of the system, the term ‖η‖2m−1(‖uj‖2m+1+ ‖θj‖2m+1) will
appear once we establish equality (4.6). Therefore, we need to show that
lim
j→∞
sup
k≥j
E

 sup
t∈[0,τT
j,k
]
(‖v‖2m−1 + ‖η‖2m−1)(‖uj‖2m+1 + ‖θj‖2m+1)

 = 0. (4.7)
By the Itoˆ formula, we have,
d‖v‖2m−1‖uj‖2m+1 = ‖v‖2m−1d‖uj‖2m+1 + ‖uj‖2m+1d‖v‖2m−1 + d‖v‖2m−1d‖uj‖2m+1
= −2(‖v‖2m−1‖uj‖2m+2 + ‖uj‖2m+1‖v‖2m)dt
+2‖v‖2m−1
∑
|α|≤m+1
(
(∂αuj ,−∂αP (uj · ∇)uj) + (∂αuj , ∂αθjed)
+
1
2
‖∂αPf(uj, θj)‖2L2(H0;L2)
)
dt+ 2
∑
|α|≤m+1
‖v‖2m−1(∂αuj , ∂αPf(uj, θj))dW
+2‖uj‖2m+1
∑
|α|≤m−1
(
(∂αv,−∂αP (v · ∇)uj − ∂αP (uk · ∇)v) + (∂αηed, ∂αv)
+
1
2
‖∂αP (f(uj, θj)− f(uk, θk))‖2L2(H0;L2)
)
dt
+2
∑
|α|≤m−1
‖uj‖2m+1(∂αv, ∂αP (f(uj, θj)− f(uk, θk)))dW
+4

 ∑
|α|≤m−1
(∂αv, ∂αP (f(uj , θj)− f(uk, θk)))
∑
|α|≤m+1
(∂αuj , ∂
αPf(uj, θj))

 dt
= −2(‖v‖2m−1‖uj‖2m+2 + ‖uj‖2m+1‖v‖2m)dt
+(J˜1 + J˜2 + J˜3)dt+ J˜4dW + (J˜5 + J˜6 + J˜7)dt+ J˜8dW + J˜9dt, (4.8)
and
d‖η‖2m−1‖uj‖2m+1 = ‖η‖2m−1d‖uj‖2m+1 + ‖uj‖2m+1d‖η‖2m−1 + d‖η‖2m−1d‖uj‖2m+1
= −2‖η‖2m−1‖uj‖2m+2dt+ 2‖η‖2m−1
∑
|α|≤m+1
(
(∂αuj ,−∂αP (uj · ∇)uj) + (∂αuj, ∂αθjed)
+
1
2
‖∂αPf(uj, θj)‖2L2(H0;L2)
)
dt+ 2
∑
|α|≤m+1
‖η‖2m−1(∂αuj , ∂αPf(uj, θj))dW
−2‖uj‖2m+1
∑
|α|≤m−1
(∂αη, ∂α(v · ∇)θj + ∂α(uk · ∇)η)dt
= −2‖η‖2m−1‖uj‖2m+2dt+ (I˜1 + I˜2 + I˜3)dt+ I˜4dW + I˜5dt. (4.9)
For J˜1, J˜2 and J˜3, by Lemma 2.2, conditions (2.7), (2.8) and the Ho¨lder inequality, we
have,
|J˜1|+ |J˜2|+ |J˜3| ≤ C‖v‖2m−1 + C‖v‖2m−1(‖uj‖2m+1 + ‖θj‖2m+1).
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For term J˜5, by Lemma 2.2 and the Young inequality,
|J˜5| ≤ C‖uj‖2m+1
∑
|α|≤m−1
∣∣(∂αv,−∂αP (v · ∇)uj − ∂αP (uk · ∇)v)|
≤ C‖uj‖2m+1‖v‖m−1(‖v‖L∞‖uj‖m + ‖∇uj‖L∞‖v‖m−1)
+C‖uj‖2m+1‖v‖m−1(‖∇uk‖L∞‖v‖m−1 + ‖∇v‖L∞‖uk‖m−1)
≤ C‖uj‖2m+1‖v‖2m−1(‖uj‖m + ‖uk‖m + ‖uk‖2m−1) + ‖uj‖2m+1‖v‖2m.
Using conditions (2.7), (2.8) and the Ho¨lder inequality, we obtain,
|J˜6|+ |J˜7|+ |J˜9| ≤ C(‖v‖2m−1 + ‖η‖2m−1)(1 + ‖uj‖2m+1 + ‖θj‖2m+1).
By Lemma 2.2,
|I˜1| ≤ C‖η‖2m−1‖uj‖2m+1‖uj‖m,
and for term I˜5, we have,
|I˜5| ≤ C‖uj‖2m+1‖η‖m−1‖v · ∇θj‖m−1 + 2‖uj‖2m+1
∑
|α|≤m−1
|(∂αη, ∂α(uk · ∇η))|
≤ C‖uj‖2m+1(‖η‖2m−1 + ‖v‖2m−1)‖θj‖m + 2‖uj‖2m+1
∑
|α|≤m−1
|(∂αη, ∂α(uk · ∇η))|.
(4.10)
Note that the second term on the right-hand side of (4.10), cannot be estimated by Lemma
2.1 since the term ‖uj‖2m+1‖η‖m−1‖η‖m‖uk‖m−1 appears, which prevents us from closing
the estimates. Using the Leibniz rule, the Ho¨lder inequality and Gagliardo-Nirenberg
inequality, the term ‖∂αuk · ∇η‖ can be controlled as follows,∑
|α|≤m−1
‖∂αuk · ∇η‖L2 ≤
{
C‖uk‖Hm−1,6‖∇η‖L3 ≤ C‖uk‖m‖η‖m−1, d = 3,
C‖uk‖Hm−1,4‖∇v‖L4 ≤ C‖uk‖m‖η‖m−1, d = 2. (4.11)
Combining (4.10) and (4.11), we obtain,
|I˜5| ≤ C‖uj‖2m+1(‖η‖2m−1 + ‖v‖2m−1)(‖θj‖m + ‖uk‖m).
For terms I˜2 and I˜3, we easily get,
|I˜2|+ |I˜3| ≤ C‖η‖2m−1 + C‖η‖2m−1(‖θj‖2m+1 + ‖uj‖2m+1).
Using the similar argument to (3.21) to estimate the stochastic term, we have,
E
(
sup
s∈[0,τ ]
∣∣∣∣
∫ s
0
J˜8dW
∣∣∣∣
)
≤ CE

∫ τ
0
‖uj‖4m+1

 ∑
|α|≤m−1
(∂αv, ∂αP (f(uj , θj)− f(uk, θk)))


2
dt


1
2
≤ CE
(∫ τ
0
‖v‖2m−1‖uj‖2m+1(‖uj‖2m+1‖v‖2m−1 + ‖uj‖2m+1‖η‖2m−1)dt
) 1
2
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≤ 1
2
E
(
sup
s∈[0,τ ]
‖uj‖2m+1‖v‖2m−1
)
+ CE
∫ τ
0
(‖uj‖2m+1‖v‖2m−1 + ‖uj‖2m+1‖η‖2m−1)dt,
and
E
(
sup
s∈[0,τ ]
∣∣∣∣
∫ s
0
I˜4dW
∣∣∣∣
)
≤ CE

∫ τ
0
‖η‖4m−1

 ∑
|α|≤m+1
(∂αuj, ∂
αPf(uj , θj))


2
dt


1
2
≤ 1
2
E
(
sup
s∈[0,τ ]
‖uj‖2m+1‖η‖2m−1
)
+CE
∫ τ
0
(‖uj‖2m+1‖η‖2m−1 + ‖θj‖2m+1‖η‖2m−1 + ‖η‖2m−1)dt,
and also
E
(
sup
s∈[0,τ ]
∣∣∣∣
∫ s
0
J˜4dW
∣∣∣∣
)
≤ CE

∫ τ
0
‖v‖4m−1

 ∑
|α|≤m+1
(∂αuj, ∂
αPf(uj, θj))


2
dt


1
2
≤ 1
2
E
(
sup
s∈[0,τ ]
‖uj‖2m+1‖v‖2m−1
)
+CE
∫ τ
0
(‖uj‖2m+1‖v‖2m−1 + ‖θj‖2m+1‖v‖2m−1 + ‖v‖2m−1)dt.
Applying the Itoˆ formula to d‖v‖2m−1‖θj‖2m+1 and d‖η‖2m−1‖θj‖2m+1, we obtain,
d‖v‖2m−1‖θj‖2m+1 = ‖v‖2m−1d‖θj‖2m+1 + ‖θj‖2m+1d‖v‖2m−1 + d‖v‖2m−1d‖θj‖2m+1
= −2‖θj‖2m+1‖v‖2mdt− 2‖v‖2m−1
∑
|α|≤m+1
(∂αθj, ∂
α(uj · ∇)θj)dt
+2‖θj‖2m+1
∑
|α|≤m−1
(
(∂αv,−∂αP (v · ∇)uj − ∂αP (uk · ∇)v) + (∂αηed, ∂αv)
+
1
2
‖∂αP (f(uj, θj)− f(uk, θk))‖2L2(H0;L2)
)
dt
+2
∑
|α|≤m−1
‖θj‖2m+1(∂αv, ∂αP (f(uj , θj)− f(uk, θk)))dW
= −2‖θj‖2m+1‖v‖2mdt+ (J¯1 + J¯2 + J¯3 + J¯4)dt+ J¯5dW, (4.12)
and
d‖η‖2m−1‖θj‖2m+1 = ‖θj‖2m+1d‖η‖2m−1 + ‖η‖2m−1d‖θj‖2m+1
= −2‖θj‖2m+1
∑
|α|≤m−1
(∂αη, ∂α(v · ∇)θj + ∂α(uk · ∇)η)dt
+(−2)‖η‖2m−1
∑
|α|≤m+1
(∂αθj, ∂
α(uj · ∇)θj)dt = (I¯1 + I¯2)dt. (4.13)
STRONG PATHWISE SOLUTION AND LDP TO THE STOCHASTIC BOUSSINESQ EQUATIONS 25
We shall mainly estimate the nonlinear terms in (4.12) and (4.13), and the rest of the
terms are standard, so we omit them. For terms J¯1 and J¯2, by Lemma 2.2, we have,
|J¯1|+ |J¯2| ≤ C‖v‖2m−1(‖θj‖2m+1 + ‖uj‖2m+1)‖θj‖m
+C‖θj‖2m+1‖v‖m−1(‖v‖L∞‖uj‖m + ‖∇uj‖L∞‖v‖m−1)
+C‖θj‖2m+1‖v‖m−1(‖v‖m−1‖∇θk‖L∞ + ‖∇v‖L∞‖uk‖m−1)
≤ C‖v‖2m−1(‖θj‖2m+1 + ‖uj‖2m+1)(‖θj‖m + ‖uj‖m + ‖θk‖m + ‖uk‖2m−1)
+‖θj‖2m+1‖v‖2m.
For term I¯2,
|I¯2| ≤ C‖η‖2m−1(‖θj‖2m+1 + ‖uj‖2m+1)(‖θj‖m + ‖uj‖m),
and by estimates in (4.11), we have,
|I¯1| ≤ C(‖η‖2m−1 + ‖v‖2m−1)‖θj‖2m+1‖θj‖m + C‖θj‖2m+1‖η‖2m−1‖uk‖m.
Combining the estimates above and using the definition of τTj,k give,
E

 sup
s∈[0,τT
j,k
∧t]
(‖v‖2m−1 + ‖η‖2m−1)(‖uj‖2m+1 + ‖θj‖2m+1)


+E
∫ τT
j,k
∧t
0
‖v‖2m(‖θj‖2m+1 + ‖θj‖2m+1) + (‖v‖2m−1 + ‖η‖2m−1)‖uj‖2m+2ds
≤ E(‖v0‖2m−1 + ‖η0‖2m−1)(‖uj0‖2m+1 + ‖θj0‖2m+1) + CE
∫ t
0
sup
ξ∈[0,τT
j,k
∧s]
(‖v, η‖2m−1)ds
+CE
∫ t
0
sup
ξ∈[0,τT
j,k
∧s]
(‖v‖2m−1 + ‖η‖2m−1)(‖uj‖2m+1 + ‖θj‖2m+1)ds,
for any t > 0 where constant C = C(m,M,T ) is independent of j, k. Thus, by applying
the Gronwall inequality again, we conclude that,
E

 sup
s∈[0,τT
j,k
∧t]
(‖v‖2m−1 + ‖η‖2m−1)(‖uj‖2m+1 + ‖θj‖2m+1)


≤ CE(‖v0‖2m−1 + ‖η0‖2m−1)(‖uj0‖2m+1 + ‖θj0‖2m+1)
+CE

 sup
s∈[0,τT
j,k
∧t]
‖v, η‖2m−1

 , (4.14)
where constant C is independent of j, k. By the dominated convergence theorem and
Lemma 4.1 (ii) and (iii) we obtain,
lim
j→∞
sup
k≥j
E(‖v0‖2m−1 + ‖η0‖2m−1)(‖uj0‖2m+1 + ‖θj0‖2m+1)
≤ C lim
j→∞
sup
k≥j
E(j2(‖v0‖2m−1 + ‖η0‖2m−1))(‖u0‖2m + ‖θ0‖2m) = 0.
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For the second term on the right-hand side of (4.14), we refer back to the estimates above.
By these estimates, the Gronwall inequality and the properties of the smooth operators
ρε, we may infer that,
lim
j→∞
sup
k≥j
E

 sup
s∈[0,τT
j,k
∧t]
‖v, η‖2m−1

 = 0.
We have now established (4.7) and hence condition (4.2) follows.
Next, we focus on the second condition (4.3) required by Lemma 4.2. By the Itoˆ formula,
sup
t∈[0,τTj ∧S]
‖uj , θj‖2m + 2
∫ τTj ∧S
0
‖uj‖2m+1dt
≤ ‖uj0, θj0‖2m + 2
∑
|α|≤m
∫ τTj ∧S
0
|(∂αuj, ∂α(uj · ∇)uj) + (∂αθj, ∂α(uj · ∇)θj)|dt
+2
∑
|α|≤m
∫ τTj ∧S
0
(∂αuj , ∂
αθjed)dt+
∑
|α|≤m
∫ τTj ∧S
0
‖∂αPf(uj , θj)‖2dt
+2 sup
t∈[0,τTj ∧S]
∣∣∣∣∣∣
∫ t
0
∑
|α|≤m
(∂αuj, ∂
αPf(uj, θj))dW
∣∣∣∣∣∣
= ‖uj0, θj0‖2m +
∑
|α|≤m
∫ τTj ∧S
0
|I1 + I2 + I3|dt
+2 sup
t∈[0,τTj ∧S]
∣∣∣∣∣∣
∫ t
0
∑
|α|≤m
(∂αuj, ∂
αPf(uj, θj))dW
∣∣∣∣∣∣ ,
and hence,
P

 sup
t∈[0,τT
j
∧S]
‖uj , θj‖2m + 2
∫ τTj ∧S
0
‖uj‖2m+1dt > ‖uj0, θj0‖2m + 1


≤ P

 ∑
|α|≤m
∫ τTj ∧S
0
|I1 + I2 + I3|dt > 1
2


+P

 sup
t∈[0,τTj ∧S]
∣∣∣∣∣∣
∫ t
0
∑
|α|≤m
(∂αuj, ∂
αPf(uj , θj))dW
∣∣∣∣∣∣ >
1
2

 . (4.15)
For the first term on the right-hand side of (4.15), applying the Chebyshev inequality and
Lemma 2.2 give,
P

 ∑
|α|≤m
∫ τTj ∧S
0
|I1 + I2 + I3|dt > 1
2


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≤ E
∫ τTj ∧S
0
(‖θj‖2m + ‖uj‖2m)(1 + ‖θj‖m + ‖uj‖m)dt ≤ CS, (4.16)
where the constant C is independent of k and S. For second term on the right hand in
(4.15), by applying Doob’s inequality and the Itoˆ isometry formula, we obtain,
P

 sup
t∈[0,τTj ∧S]
∣∣∣∣∣∣
∫ t
0
∑
|α|≤m
(∂αuj, ∂
αPf(uj, θj))dW
∣∣∣∣∣∣ >
1
2


≤ CE

∫ τTj ∧S
0
∑
|α|≤m
(∂αuj, ∂
αPf(uj, θj))dW


2
≤ CE
∫ τTj ∧S
0
∑
|α|≤m
(∂αuj , ∂
αPf(uj, θj))
2dt
≤ CE
∫ τTj ∧S
0
‖uj‖2m(1 + ‖uj‖2m + ‖θj‖2m)dt ≤ CS, (4.17)
where the constant C is independent of k and S. Combining (4.16) and (4.17), the proof
of condition (4.3) is now complete. 
Both conditions (4.2) and (4.3) have been established, following Lemma 4.2, we thus
obtain the desired results of strong convergence a.s. and the uniform bound of the ap-
proximation solutions. Hence, we can show that (u, θ, τ) is a local pathwise solution in the
sense of Definition 2.1. We have imposed the bound on the initial data (u0, θ0) in order
to apply Lemma 4.2, which can be easily removed as mentioned in Section 3, and then
extend the local solution to the maximal pathwise solution as shown in subsection 3.4 via
maximality arguments. The proof of Theorem 2.1 is now complete.
5. The global existence of pathwise solution in R2 for additive noise
In this section, we shall establish the global existence of solutions to system (1.1) driven
by an additive noise with d = 2. We remark that the local existence of such a pathwise
solution can be obtained by a more direct approach given in [38] where the local existence
of pathwise solution was proved for the stochastic Euler equations with additive noise
using a change of variable to transform the stochastic PDE to a random PDE and then
showing that this transformed random system is measurable with respect to the stochastic
element.
We first give a proposition offering a criterion for the global existence of solution, the
proof of which is inspired by [18].
Proposition 5.1. Fix a stochastic basis S := (Ω,F , {Ft}t≥0,P,W). Assume that f sat-
isfies condition (2.10) and u0 ∈ L2(Ω;Xm), θ0 ∈ L2(Ω;Hm) are F0-measurable random
variables, then there exists a maximal pathwise solution (u, θ, ξ). For any fixed determin-
istic constant R, define the stopping time τR as follows,
τR := inf
{
T ≥ 0 : sup
t∈[0,ξ∧T ]
‖∇u,∇θ‖L∞ > R
}
.
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Then, for any deterministic time T and R > 0,
E
(
sup
t∈[0,T∧ξ∧τR]
‖u, θ‖2m
)
+ E
∫ T∧ξ∧τR
0
‖u‖2m+1dt <∞, (5.1)
and τR ≤ ξ almost surely. Furthermore, if limR→∞ τR =∞, then (u, θ) is a global solution
in the sense of Definition 2.2.
Proof. Applying the Itoˆ formula, we have,
d‖u, θ‖2m + ‖u‖2m+1dt = Xdt+ ZdW, (5.2)
for any m > 2, where X and Z are defined as follows,
X = 2[(u, u · ∇u)m + (θ, u · ∇θ)m] + 2(u, θe2)m + ‖Pf‖2L2(H;Xm),
Z = 2(u, Pf)m.
By Lemma 2.2 and the Ho¨lder inequality, we have,
|X| ≤ C(1 + ‖∇u‖L∞ + ‖∇θ‖L∞)‖u, θ‖2m + C‖f‖2L2(H;Hm), (5.3)
for some constant C = C(m,Td). For any fixed 0 ≤ τa ≤ τb < T ∧ ξ ∧ τR, integrating
in time, taking the supremum over interval [τa, τb], using (5.2), (5.3) and the Burkholder-
Davis-Gundy inequality, we obtain,
E
(
sup
t∈[τa,τb]
‖u, θ‖2m
)
+ E
∫ τb
τa
‖u‖2m+1dt ≤ E‖u(τa), θ(τa)‖2m
+E
∫ τb
τa
(1 + ‖∇u‖L∞ + ‖∇θ‖L∞)‖u, θ‖2mdt+ E
∫ τb
τa
‖f‖2L2(H;Hm)dt.
Then, (5.1) follows from the stochastic Gronwall lemma given in [29].
Next, we show that τR ≤ ξ by a contradiction argument. Suppose not, then there
exists a deterministic time T such that P{τR ∧ T > ξ} > 0 due to the fact {τR > ξ} =⋃
T≥0{τR ∧ T > ξ}. By the definition of ξ, we infer that,
sup
t∈[0,T∧τR∧ξ]
‖u, θ‖2m +
∫ T∧τR∧ξ
0
‖u‖2m+1dt ≥ sup
t∈[0,ξ]
‖u, θ‖2m =∞.
Since P{τR ∧ T > ξ} > 0, this leads to a contradiction with (5.1) and hence we obtain the
result. 
Before showing τR →∞ as R→∞, we state and reprove a condition for the nonblow-
up of solutions to stochastic ODEs via a logarithmic Gronwall-type argument, see [24,28]
for related results.
Lemma 5.1. Fix a stochastic basis S := (Ω,F , {Ft}t≥0,P,W). Suppose that on S we
have defined Y a real valued, predictable process defined up to a time ξ > 0, that is, for all
bounded stopping times τ < ξ, supt∈[0,τ ] Y < ∞ almost surely. Assume that Y ≥ 1 and it
satisfies the Itoˆ stochastic differential equaion
dY + νY1dt = Xdt+ ZdW, Y (0) = Y0, (5.4)
STRONG PATHWISE SOLUTION AND LDP TO THE STOCHASTIC BOUSSINESQ EQUATIONS 29
on [0, ξ), where Y1 > 0 and ν is a positive constant, X is real-valued and Z is an L2-valued
predictable processes. Suppose further that there exists a stochastic process,
σ ∈ L1(Ω;L1loc[0,∞)), (5.5)
with σ ≥ 1 for almost every (ω, t) and an increasing collection of stopping times ΓR with
ΓR ≤ ξ such that,
P
(⋂
R>0
{ΓR < ξ ∧ T}
)
= 0, (5.6)
and for every fixed R > 0, there exists a process g(t), a number r ∈ [0, 12 ], and a constant
C such that,
|X| ≤ ν
2
Y1 + C(g(t) · (1 + log Y )Y + σ), ‖Z‖L2 ≤ CY 1−rσr,
where the process g satisfies E
∫ t
0 g(s)ds < C(R,T ), for any t ∈ [0,ΓR]. Then we have
supt∈[0,ξ∧T ] Y <∞, a.s. for each T > 0.
Proof. As in [24], denote the functions
ζ(x) = (1 + lnx), G(x) =
∫ x
0
1
rζ(r) + 1
dr, F (x) = exp(G(x)).
Then, by the Itoˆ formula to function F (Y ),
dF (Y ) = F ′(Y )dY +
1
2
F ′′(Y )d〈Y, Y 〉 = −ν F (Y )
Y ζ(Y ) + 1
Y1dt+
F (Y )
Y ζ(Y ) + 1
Xdt
−1
2
F (Y )ζ(Y )
(Y ζ(Y ) + 1)2
‖Z‖2L2dt+
F (Y )
Y ζ(Y ) + 1
ZdW. (5.7)
Define the stopping times ̺K and ρK as follows,
̺K := inf{t ≥ 0 : Y (t) > K} ∧ ΓR, ρK := inf
{
t ≥ 0 :
∫ t
0
σ(s) + g(s)ds > K
}
.
By the definition of ξ, condition (5.5) and assumptions on g, we have that limK→∞ ̺K =
ΓR ∧ ξ and limK→∞ ρK = ∞. For any stopping times 0 ≤ τa ≤ τb ≤ ̺K1 ∧ ρK2 ∧ T , by
(5.4) we obtain,
E
(
sup
t∈[τa,τb]
F (Y )
)
≤ EF (Y (τa)) + E
∫ τb
τa
F (Y )
(
|X|
Y ζ(Y ) + 1
+
1
2
ζ(Y )‖Z‖2L2
(1 + ζ(Y )Y )2
)
dt
−νE
∫ τb
τa
F (Y )
Y ζ(Y ) + 1
Y1dt+ E
(
sup
t∈[τa,τb]
∣∣∣∣
∫ t
τa
F (Y )
Y ζ(Y ) + 1
ZdW
∣∣∣∣
)
≤ EF (Y (τa))− ν
2
E
∫ τb
τa
F (Y )
Y ζ(Y ) + 1
Y1dt+ CE
∫ τb
τa
F (Y )(g + σ)dt
+CE
(∫ τb
τa
F 2(Y )‖Z‖2L2
(Y ζ(Y ) + 1)2
dt
) 1
2
≤ EF (Y (τa))− ν
2
E
∫ τb
τa
F (Y )
Y ζ(Y ) + 1
Y1dt+ CE
∫ τb
τa
F (Y )(g + σ)dt
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+CE
(∫ τb
τa
F 2(Y )σdt
) 1
2
≤ EF (Y (τa))− ν
2
E
∫ τb
τa
F (Y )
Y ζ(Y ) + 1
Y1dt
+CE
∫ τb
τa
F (Y )(g + σ)dt+
1
2
E
(
sup
t∈[τa,τb]
F (Y )
)
,
where constant C is independent of (T,K1, ξ, τa, τb, R). By the stochastic Gronwall lemma
given in [29],
E
(
sup
t∈[0,̺K1∧ρK2∧T ]
F (Y (t))
)
≤ C,
where constant C depends on (R,T,K2) but is independent of K1, ξ. Let S1 → ∞, the
monotone convergence theorem implies
E
(
sup
t∈[0, ρK2∧ΓR∧T ]
F (Y (t))
)
≤ C.
By the definition of F we conclude that,
sup
t∈[0, ρK2∧ΓR∧T ]
Y (t) <∞, for each R,K2 > 0, a.s.
Since limK2→∞ ρK2 =∞, we may obtain that supt∈[0,ΓR∧T ] Y <∞ almost surely for each
R > 0. Then condition (5.6) imposed on the stopping times ΓR yields supt∈[0,ξ∧T ] Y <
∞. 
We next establish the condition which can be used to obtain τR → ∞ as R → ∞ by
the Lemma 5.1.
Proposition 5.2. Fix m > 2, and assume that f satisfies (2.10) and (u0, θ0) ∈ Xm×Hm
and let (u, θ, ξ) be the maximal pathwise solution relative to the function f and initial
condition (u0, θ0). Then,
sup
t∈[0,T∧ξ]
‖∇u,∇θ‖L∞ <∞, (5.8)
almost surely, for each T > 0.
Proof. In order to obtain the suitable estimates, let w = ∇⊥ · u and η = ∇⊥θ, where
∇⊥ = (−∂2, ∂1) and then take the operator ∇⊥ on both sides of the system, yields,{
dw −△w + u · ∇w = −θx1 +∇⊥ · fdW,
dη + u · ∇η = η · ∇u. (5.9)
Note that, comparing to the three dimensional case, there is no vortex stretching term
w · ∇u appearing in (5.9), which makes the global existence achievable. Multiplying the
second equation in (5.9) by η|η|p−2 and integrating over T2 we obtain
1
p
d
dt
‖∇θ‖pLp ≤ ‖∇u‖L∞‖∇θ‖pLp ,
where we have used the cancellation property (u · ∇v, v|v|p−2) = 0. Integrating with
respect to time and letting p go to ∞, the above estimates give,
‖∇θ‖L∞ ≤ ‖∇θ0‖L∞exp
∫ t
0
‖∇u‖L∞ds.
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Moreover, the Sobolev embedding theorem and the Biot-Savart law, yield,
‖∇u‖L∞ ≤ C‖∇u‖L2 + C‖∇w‖L4 ,
where C = C(T2) is a positive constant. Therefore, the proof will be completed once we
obtain the bound for ‖w‖Lp for p ≥ 2 and ‖∇w‖L4 . From the temperature equation, we
easily have,
‖θ‖Lp ≤ ‖θ0‖Lp , ∀t ∈ [0, T ], p ∈ [1,∞]. (5.10)
After applying the Itoˆ formula to the function ‖w‖pLp for p ≥ 2, and integrating by parts,
we arrive at
d‖w‖pLp + p(p− 1)
∫
T2
|∇w|2|w|p−2dxdt
= −p(u · ∇w,w|w|p−2)dt− p(θx1 , w|w|p−2)dt+
p
2
∫
T2
|w|p−2|∇⊥ · f |2dxdt
+
p(p− 2)
2
∫
T2
|w|p−4(w · (∇⊥ · f))2dxdt+ p(w|w|p−2,∇⊥ · f)dW
≤ p(p− 1)
2
∫
T2
|∇w|2|w|p−2dxdt+ p(p− 1)
2
∫
T2
θ2|w|p−2dxdt
+‖w‖p−2Lp ‖∇⊥ · f‖2W0,pdt+ p(w|w|p−2,∇⊥ · f)dW. (5.11)
Define the stopping time τR by
τR = inf{t ≥ 0 : ‖w‖Lp > R} ∧ ξ.
From the definition of ξ as the maximal time of existence of solution, it follows that
τR → ξ almost surely as R → ∞. In addition, for every T ≥ 0 and almost surely ω,
if R is sufficiently large we have τR ∧ T = ξ ∧ T . For the stochastic term, using the
Burkholder-Davis-Gundy inequality,
E
(
sup
s∈[0,τR∧T ]
∣∣∣∣
∫ s
0
(w|w|p−2,∇⊥ · f)dW
∣∣∣∣
)
≤ 1
2
E
(
sup
s∈[0,τR∧T ]
‖w‖pLp
)
+ CE
∫ τR∧T
0
‖w‖pLpdt+ CE
∫ τR∧T
0
‖∇⊥ · f‖p
W0,p
dt.
Taking the supremum in time then taking the expectation in (5.11), and using conditions
(2.10) and (5.10), the Ho¨lder inequality and the Gronwall inequality, we obtain,
E
(
sup
s∈[0,τR∧T ]
‖w‖pLp
)
+ E
∫ τR∧T
0
∫
T2
|∇w|2|w|p−2dxdt
≤ CE‖w0‖pLp + E
∫ τR∧T
0
(‖θ‖pLp + ‖∇⊥ · f‖pW0,p)dt ≤ C,
where constant C = C(T2, T,E‖w0, θ0‖pLp , p) is independent of R. We conclude that for all
R > 0, p ≥ 2, supt∈[0,τR∧T ] ‖w‖pLp +
∫ τR∧T
0
∫
T2
|∇w|2|w|p−2dxdt < ∞ almost surely. Then
we finally conclude that for almost every ω,
sup
t∈[0,ξ∧T ]
‖w‖pLp +
∫ ξ∧T
0
∫
T2
|∇w|2|w|p−2dxdt <∞. (5.12)
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Next, taking the operation ∇ on the first equation in (5.9), and applying the Itoˆ formula
to the function |∇w|4, then integrating by parts we obtain,
d‖∇w‖4L4 + 12
∫
T2
|∇2w|2|∇w|2dxdt
= −4(∇(u · ∇u),∇w|∇w|2)dt− 4(∇θx1 ,∇w|∇w|2)dt+ 2
∫
T2
|∇w|2|∇∇⊥ · f |2dxdt
+4
∫
T2
(∇w · (∇∇⊥ · f))2dxdt+ 4(∇∇⊥ · f,∇w|∇w|2)dW
= (I1 + I2 + I3 + I4)dt+ I5dW.
For I1 and I2, after integration by parts and applying the Young inequality, we have,
|I1| ≤ 3
∫
T2
|∇2w|2|∇w|2dx+ C
∫
T2
|u|2|∇w|4dx
≤ 3
∫
T2
|∇2w|2|∇w|2dx+ C‖u‖2L∞‖∇w‖4L4 , (5.13)
and
|I2| ≤ 3
∫
T2
|∇2w|2|∇w|2dx+ C
∫
T2
|∇θ|2|∇w|2dx
≤ 3
∫
T2
|∇2w|2|∇w|2dx+ C(‖∇w‖4L4 + ‖∇θ‖4L4). (5.14)
For I3 and I4, we can easily get,
|I3 + I4| ≤ 3(‖∇w‖4L4 + ‖∇∇⊥ · f‖4W0,4). (5.15)
In order to close the estimates, we also need a bound for ‖∇θ‖4
L4
. Taking the inner
product with η|η|2, we deduce,
d‖∇θ‖4L4 = 4(∇⊥θ|∇⊥θ|2,∇⊥θ · ∇u)dt ≤ 4‖∇u‖L∞‖∇θ‖4L4dt
≤ C(1 + ‖∇u‖L2 + ‖∇2u‖L2)(1 + log+ ‖∇2u‖L4)‖∇θ‖4L4dt
≤ C(1 + ‖w‖L2 + ‖∇w‖L2)(1 + log+(‖∇w‖4L4 + ‖∇θ‖4L4))‖∇θ‖4L4dt, (5.16)
where again we have used the cancellation property (u · ∇v, v|v|2) = 0 and applied the
following form of the Brezis-Wainger inequality [23],
‖h‖L∞ ≤ C(1 + ‖∇h‖L2)(1 + log+ ‖∇h‖Lp)
1
2 + C‖h‖L2 ,
for h ∈ L2(T2) ∩H1,p(T2), which holds for p > 2. Combining (5.13)-(5.16), we have,
X ≤ 6
∫
T2
|∇2w|2|∇w|2dx+ Cg(t)(1 + log Y )Y + σ, (5.17)
where Y = 1 + ‖∇w‖4
L4
+ ‖∇θ‖4
L4
, g(t) = 1 + ‖u‖2L∞ + ‖w‖L2 + ‖∇w‖L2 and σ = (1 +
‖∇∇⊥ · f‖W0,4)4. For Z = I5 = (∇∇⊥ · f,∇w|∇w|2), note that,
‖Z‖L2 ≤ |(∇∇⊥ · f,∇w|∇w|2)| ≤ ‖∇∇⊥ · f‖W0,4‖∇w‖3L4
≤ (1 + ‖∇∇⊥ · f‖W0,4)Y
3
4 . (5.18)
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Define the stopping time ΓR by,
ΓR = inf
{
t ≥ 0 : ‖w‖L2 + ‖w‖L4 +
∫ t
0
‖∇w‖L2ds > R
}
∧ ξ. (5.19)
Obviously, ΓR is increasing in R and P (
⋂
R{ΓR < ξ ∧ T}) = 0 due to estimate (5.12) for
p = 2, 4. With (5.17)-(5.19) established, supt∈[0,ξ∧T ](‖∇w‖4L4 +‖∇θ‖4L4) <∞ follows from
Lemma 5.1 for every T > 0. Then we have supt∈[0,ξ∧T ] ‖∇u,∇θ‖L∞ <∞, for each T > 0,
completing the proof. 
With Proposition 5.2, according to the definition of τR in Proposition 5.1, we have
limR→∞ τR =∞. Then ξ =∞, that is, (u, θ) is a global pathwise solution in the sense of
Definition 2.2. This completes the proof of Theorem 2.2.
6. Large deviation principle
With the global existence and uniqueness of solution achieved in the previous section,
we consider the large deviation principle via the weak convergence approach. Since there
is no diffusion term in the temperature equation, the weak convergence is proved by a
compactness argument, and we are only able to prove the large deviation principle in the
nonoptimal space X which will be introduced later.
Define the class A as the set of H0-valued predictable stochastic processes h such that∫ T
0 ‖h‖20ds <∞ a.s. For any fixed M > 0, recall the set
SM =
{
h ∈ L2(0, T ;H0) :
∫ T
0
‖h‖20ds ≤M
}
.
The set SM , endowed with the weak topology d(h, g) =
∑
k≥1
1
2k
| ∫ T0 〈h(s) − g(s), ek〉0ds|
with {ek}k≥1 being an orthonormal basis of L2(0, T ;H0), is a Polish space. For M > 0,
define AM = {h ∈ A : h(ω) ∈ SM , a.s.}. For a Polish space X , a function I: X → [0,∞]
is called a rate function if I is lower semicontinuous and is referred to as a good rate
function if for each M < ∞, the level set {x ∈ X : I(x) ≤ M} is compact. Then for
a family {Xǫ}ǫ>0 in X , we say that the large deviation principle (LDP) holds with rate
function I if the family obeys the following two conditions:
a. LDP lower bound: for every open set U ⊂ X ,
− inf
x∈U
I(x) ≤ lim inf
ǫ→0
ǫ logP(Xǫ ∈ U),
b. LDP upper bound: for every closed set C ⊂ X ,
lim sup
ǫ→0
ǫ log P(Xǫ ∈ C) ≤ − inf
x∈C
I(x).
Furthermore, {Xǫ}ǫ>0 satisfies the Laplace principle in X with rate function I if for each
real-valued, bounded and continuous function f , we have
lim
ǫ→0
ǫ logE
{
exp
[
−1
ǫ
f(Xǫ)
]}
= − inf
x∈X
{f(x) + I(x)}.
For more background in this area of study we recommend [19, 22]. Since {Xǫ}ǫ>0 is a
Polish space valued random process, the Laplace principle and the large deviation principle
are equivalent, see [22, Theorem 1.2.3]. To apply the weak convergence approach, we will
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use the following theorem given in [13]. For examples of results on large deviations for
stochastic PDEs by applying the theorem below see [6, 16,21,50].
Theorem 6.1. [13, Theorem 5] For Polish spaces X ,Y and each ǫ > 0, let Gǫ : Y → X
be a measurable map and define U ǫ := Gǫ(√ǫW) where W is a Q-Wiener process. If there
is a measurable map G0 : Y → X such that the following conditions hold,
(i) For M <∞, if hǫ converges in distribution to h as SM -valued random elements, then,
Gǫ
(√
ǫW +
∫ ·
0
hǫ(s)ds
)
→ G0
(∫ ·
0
hds
)
as ǫ→ 0 in distribution X .
(ii) For every M <∞, the set
KM =
{
G0
(∫ ·
0
hds
)
: h ∈ SM
}
is a compact subset of X . Then, family {U ǫ}ǫ>0 satisfies the large deviation principle with
the rate function
I(U) = inf
{h∈L2(0,T ;H0):U=G0(
∫
·
0
h(s)ds)}
{
1
2
∫ T
0
‖h‖20ds
}
.
We consider the Polish space,
X = [C([0, T ];Xm−2) ∩ L2(0, T ;Xm)]× C([0, T ];Hm−2),
and let B(X ) define the Borel σ-field of the Polish space X .
Recall the stochastic Boussinesq equations given by,{
duǫ +Auǫdt+ P (uǫ · ∇)uǫdt = Pθǫe2dt+
√
ǫPfdW,
dθǫ + (uǫ · ∇)θǫdt = 0, (6.1)
with initial data U0 = (u0, θ0). By the previous section, there exists a strong pathwise
solution U ǫ of system (6.1) with values in [C([0, T ];Xm)∩L2(0, T ;Xm+1)]×C([0, T ];Hm),
and it is pathwise unique. It follows that there exists a Borel-measurable function Gǫ :
C([0, T ];H) → X such that Gǫ(W(·)) = U ǫ(·), P-a.s.. We consider the large deviation
principle for {U ǫ}ǫ>0 as ǫ→ 0.
Lemma 6.1. For any h ∈ AM , let Gǫ
(√
ǫW + ∫ ·0 h(s)ds) be denoted by U ǫh. Then U ǫh is
the unique strong pathwise solution of{
duǫ +Auǫdt+ P (uǫ · ∇)uǫdt = Pθǫe2dt+
√
ǫPfdW + Pfhdt,
dθǫ + (uǫ · ∇)θǫdt = 0. (6.2)
with the initial data U0 = (u0, θ0).
Proof. The proof can be easily achieved using the Girsanov transformation argument. For
details see Theorem 10 of [13] or Lemma 4.1 of [50]. 
Although we obtain the well-posedness of the stochastic controlled equation note that
the Girsanov density, exp(1
ǫ
∫ t
0 ‖h‖20ds), is not uniformly bounded in L2 as ǫ→ 0. There-
fore, the uniform a priori estimates which play a key role in the proof of weak convergence
result, cannot be deduced from the corresponding ones for stochastic Boussinesq equations.
The following lemma shows that the solution U ǫh of system (6.2) is bounded uniformly in
ǫ.
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Lemma 6.2. Let U0 be F0-measurable random variable such that E‖U0‖2m <∞ for integer
m > 2, hǫ ∈ AM and f satisfies condition (2.13). Then, for any T > 0, the solution
U ǫh ∈ [C([0, T ];Xm)∩L2(0, T ;Xm+1)]×C([0, T ];Hm) of system (6.2) is bounded uniformly
in ǫ ∈ (0, 1].
Proof. The proof is quite similar to those of Propositions 5.1 and 5.2. To simplify the
notation, we replace U ǫh := (u
ǫ, θǫ) by (u, θ). First, we have,
E
(
sup
t∈[0,T ]
‖u, θ‖2m
)
+ E
∫ T
0
‖u‖2m+1dt ≤ E‖U0‖2m
+E
∫ T
0
(1 + ‖∇u‖L∞ + ‖∇θ‖L∞)‖u, θ‖2mdt
+CE
∫ T
0
‖f‖2L2(H;Hm)dt+ E
∫ T
0
(fh, u)mdt.
The Ho¨lder inequality yields,
|(fh, u)m| ≤ ‖u‖m‖f‖L2(H,Hm)‖h‖H0 ≤ C(‖u‖2m‖h‖H0 + ‖f‖2L2(H,Hm)‖h‖H0). (6.3)
By (6.3), we arrive at,
E
(
sup
t∈[0,T ]
‖u, θ‖2m
)
+ E
∫ T
0
‖u‖2m+1dt
≤ E‖U0‖2m + E
∫ T
0
(1 + ‖∇u‖L∞ + ‖∇θ‖L∞ + ‖h‖H0)‖u, θ‖2mdt
+CE
∫ T
0
‖f‖2L2(H;Hm)(1 + ‖h‖H0)dt.
Therefore, the result will follow if we obtain supǫ∈(0,1] supt∈[0,T ] ‖∇u,∇θ‖L∞ <∞ for any
T > 0. Like Proposition 5.2, we need to estimate supǫ∈(0,1] supt∈[0,T ] ‖w‖pLp <∞ for p > 2
and supǫ∈(0,1] supt∈[0,T ](‖∇w‖4L4 + ‖∇θ‖4L4) < ∞, where w := ∇⊥ · u. There is only one
additional term, (∇∇⊥ · fh,∇w|∇w|2), and is bounded as follows,
|(∇∇⊥ · fh,∇w|∇w|2)| ≤ ‖∇w‖3L4‖∇∇⊥ · f‖W0,4‖h‖H0
≤ C(‖∇w‖4L4‖h‖H0 + ‖∇∇⊥ · f‖4W0,4‖h‖H0).
We take Y = 1 + ‖∇w‖4
L4
+ ‖∇θ‖4
L4
, g(t) = 1 + ‖u‖2L∞ + ‖w‖L2 + ‖∇w‖L2 + ‖h‖H0 ,
σ = (1 + ‖∇∇⊥ · f‖W0,4 + ‖∇∇⊥ · f‖W0,4‖h‖
1
4
H0
)4 and
ΓR = inf
{
t ≥ 0; ‖w‖L2 + ‖w‖L4 +
∫ t
0
‖∇w‖L2ds+
∫ t
0
‖h‖H0ds > R
}
.
By one more application of Lemma 5.1, we have supǫ∈(0,1] supt∈[0,T ] ‖∇u,∇θ‖L∞ <∞ for
any T > 0. 
Lemma 6.3. Let the initial data (u0, θ0) ∈ Xm ×Hm with integer m > 2, h ∈ AM and
f ∈ C([0, T ];LQ(H0;Hm)) ∩ C([0, T ];W 2,4). Then, for any T > 0, U0h ∈ [C([0, T ];Xm) ∩
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L2(0, T ;Xm+1)]× C([0, T ];Hm) is the unique global solution of{
du+Audt+ P (u · ∇)udt = Pθe2dt+ Pfhdt,
dθ + (u · ∇)θdt = 0, (6.4)
with the initial data U0 = (u0, θ0).
Proof. First for uniqueness, let (u1, θ1) and (u2, θ2) be two solutions of system (6.4) with
the same initial data U0 and define v := u1 − u2, η := θ1 − θ2 satisfying,{
dv +Avdt+ P ((v · ∇)u1 + (u2 · ∇)v)dt = Pηe2dt,
dη + ((v · ∇)θ1 + (u2 · ∇)η)dt = 0. (6.5)
Taking the inner product with v, η on both sides of system (6.5) and applying the Ho¨lder
inequality, we have
‖v, η‖2L2 +
∫ T
0
‖∇v‖2dt ≤
∫ T
0
|(v · ∇u1, v)|+ |(v · ∇θ1, η)| + |(ηe2, v)|dt
≤
∫ T
0
(‖∇u1‖L∞ + ‖∇θ1‖L∞)‖v, η‖2L2dt.
By the Sobolev embedding, we have ‖∇u‖L∞ ≤ ‖u‖m for integer m > 2, and so we obtain
(u1, θ1) = (u2, θ2) by an application of Gronwall’s inequality.
As for the existence of solutions, similar to our results in Section 3, by Lemma 2.2 we
have that for some T > 0,
sup
t∈[0,T ]
‖un, θn‖2m +
∫ T
0
‖un‖2m+1dt ≤ C(m,T,T2, ‖u0, θ0‖2m,M, ‖f‖C([0,T ];LQ(H0;Hm))),
(6.6)
where the constant C is independent of n and using (6.6), we arrive at,
‖un‖2W 1,2(0,T ;Xm−1) ≤ C(T )
(∫ T
0
‖un‖2m+1dt+
∫ T
0
‖un‖2m−1‖un‖2mdt
+
∫ T
0
‖θn‖2m−1dt+
∫ T
0
‖fh‖2m−1dt
)
≤ C, and∥∥∥∥ ddtθn
∥∥∥∥
C([0,T ];Hm−1)
≤ ‖un · ∇θn‖C([0,T ];Hm−1) ≤ ‖un‖C([0,T ];Xm−1)‖θn‖C([0,T ];Hm) ≤ C,
where C = C(m,T,T2, ‖u0, θ0‖2m,M, ‖f‖C([0,T ];LQ(H0;Hm))) is a constant independent of n.
Applying the Aubin-Lions compactness lemma [49, Corollary 5], we have that the sequence
{un}n≥1 is relatively compact in C([0, T ];Xm−1) ∩ L2(0, T ;Xm) and {θn}n≥1 is relatively
compact in C([0, T ];Hm−1). Thus by passing to the limit, the limit function (u, θ) is a
local solution of system (6.4). Then according to Theorem 2.1 in [15], to extend the local
existence to global existence we need to prove
∫ T
0 ‖∇u,∇θ‖L∞dt < ∞. Therefore, the
global result will follow if we obtain supt∈[0,T ] ‖∇w‖L4 < ∞ as in Proposition 5.2, where
w = curlu. This proof is less difficult than the stochastic case by applying the classical
Gronwall inequality, so we omit it. 
Let D = {∫ ·0 h(s)ds : h ∈ L2(0, T ;H0)} ⊂ C([0, T ];H0) and define the measurable map
G0 : C([0, T ];H0) → X by G0(g) = U0h , where g =
∫ ·
0 h(s)ds ∈ D and U0h is the solution
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to system (6.4) and G0(g) = 0 otherwise. Let U ǫhǫ be the solution of system (6.2) with
hǫ in place of h. Since pathwise unique strong solution exists for the system, the Borel-
measurable function Gǫ satisfies Gǫ (√ǫW + ∫ ·0 hǫ(s)ds) = U ǫhǫ . Next we establish the weak
convergence of the family {U ǫhǫ}ǫ∈(0,1] as ǫ→ 0. Its proof uses similar ideas as in the proof
of Proposition 5.3 in [6].
Proposition 6.1. For every M <∞, let hǫ converge to h in distribution as random ele-
ments taking values in AM . Then, as ǫ→ 0, the process Gǫ
(√
ǫW + ∫ ·0 hǫ(s)ds) converges
in distribution to G0 (∫ ·0 hds) in X . That is, as ǫ → 0 the solution U ǫhǫ of system (6.2)
converges in distribution in X to the solution U0h of system (6.4).
Proof. From system (6.2), we have,

uǫ = u0 −
∫ t
0 Au
εds− ∫ t0 P (uǫ · ∇)uǫds+ ∫ t0 Pθǫe2ds+√ǫ ∫ t0 PfdW + ∫ t0 Pfhǫds
= u0 + J1 + J2 + J3 + J4 + J5,
θǫ = θ0 +
∫ t
0 (u
ǫ · ∇)θǫds = θ0 + I1.
To obtain the tightness of the probability measures, we show that for α ∈ (0, 12), αp > 1,
E‖θǫ‖W 1,2(0,T ;Hm−1) ≤ C, E
∥∥∥∥√ǫ
∫ t
0
fdW
∥∥∥∥
Wα,p(0,T ;Hm−1)
≤ C,
and E
∥∥∥∥uǫ −√ǫ
∫ t
0
fdW
∥∥∥∥
W 1,2(0,T ;Hm−1)
≤ C,
where C = C(p,M, T,m,T2) is a constant independent of ǫ. Terms J1 and J3 may be
estimated as
E‖J1‖2W 1,2(0,T ;Hm−1) + E‖J3‖2W 1,2(0,T ;Hm−1)
≤ C(T )E
(∫ T
0
‖uǫ‖2m+1dt+ sup
t∈[0,T ]
‖θǫ‖2m
)
≤ C(T,T2,m)E‖u0, θ0‖2m. (6.7)
Moreover, by Lemma 2.2 we obtain for C = C(T,T2,m),
E‖J2‖W 1,2(0,T ;Hm−1) ≤ CE
(∫ T
0
‖(uǫ · ∇)uǫ‖2m−1dt
) 1
2
≤ CE
(∫ T
0
‖uǫ‖2m‖uǫ‖2mdt
) 1
2
≤ CE
(
sup
t∈[0,T ]
‖uǫ‖2m +
∫ T
0
‖uǫ‖2m+1dt
)
≤ CE‖u0‖2m, (6.8)
and
E‖I1‖W 1,2(0,T ;Hm−1) ≤ CE
(∫ T
0
‖(uǫ · ∇)θǫ‖2m−1dt
) 1
2
≤ CE
(∫ T
0
‖uǫ‖2m‖θǫ‖2mdt
) 1
2
≤ CE
(
sup
t∈[0,T ]
‖uǫ, θǫ‖2m
)
≤ CE‖u0, θ0‖2m. (6.9)
Inequality (2.4) gives,
E‖J4‖pWα,p(0,T ;Hm−1) ≤ CE
∫ T
0
‖f‖p
LQ(H0;Hm−1)
dt
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≤ C(T )E
(
sup
t∈[0,T ]
‖f‖p
LQ(H0;Hm−1)
)
≤ C(T, p), (6.10)
and by the Cauchy-Schwarz inequality and condition (2.13) we obtain,
E‖J5‖W 1,2(0,T ;Hm−1) ≤ CE
(∫ T
0
‖f‖2LQ(H0;Hm−1)‖hǫ‖2H0dt
) 1
2
≤ C(T )
√
ME
(
sup
t∈[0,T ]
‖f‖2LQ(H0;Hm−1)
)
≤ C(T,M). (6.11)
Also note that H0 →֒→֒ H implies W 1,2(0, T ;H0) →֒→֒ C([0, T ];H) and hǫ → h in dis-
tribution in L2(0, T ;H0) with the weak topology implies
∫ ·
0 hǫds→
∫ ·
0 hds in distribution
in W 1,2(0, T ;H0) with the weak topology denoted by W
1,2(0, T ;H0)w. Furthermore, by
Lemma 2.3, we have the following compact embeddings,{
Wα,p(0, T ;Hm−1) →֒→֒ C([0, T ];Hm−2), for αp > 1,
Wα,2(0, T ;Hm−1) ∩ L2(0, T ;Hm+1) →֒→֒ L2(0, T ;Hm), for α ∈ (0, 1). (6.12)
Now using the estimates above and compact embeddings in (6.12), a similar argument as
in the proof of Lemma 3.2 may be implemented to show the tightness of the family of
distributions, {µǫ(∫ ·0 hǫds, uǫ, θǫ)}ǫ∈(0,1] in
X¯ = [W 1,2(0, T ;H0)w ∩ C([0, T ];H)]× [C([0, T ];Xm−2) ∩ L2(0, T ;Xm)]× C([0, T ];Hm−2).
Thus, if {ǫn}n≥1 is such that ǫn → 0 then for every sequence (
∫ ·
0 hǫnds, u
ǫn , θǫn), there is a
subsequence which we still denote as (
∫ ·
0 hǫnds, u
ǫn , θǫn) that converges in distribution to
(
∫ ·
0 hds, u, θ) in X¯ as n approaches infinity. It remains to confirm that (u, θ) is the solution
of system (6.4). For better presentation, we denote F ǫ(t) :=
∫ t
0 hǫds and F (t) :=
∫ t
0 hds.
Note that X¯ is not a Polish space and hence the Jakubowski-Skorohod representation
theorem may be used to obtain a stochastic basis (Ω˜, F˜ , P˜) and X¯ -valued random variables
(F˜ , u˜, θ˜), and (F˜ ǫn , u˜ǫn , θ˜ǫn) such that in X¯ , (F˜ , u˜, θ˜) has the same distribution as (F, u, θ)
and (F˜ ǫn , u˜ǫn , θ˜ǫn) has the same distribution as (F ǫn , uǫn , θǫn), and (F˜ ǫn , u˜ǫn , θ˜ǫn) →
(F˜ , u˜, θ˜) P˜-a.s.. Moreover, due to the fact that (u˜ǫn , θ˜ǫn) and (uǫn , θǫn) have same dis-
tribution, there exists constant C such that
E˜
(
sup
t∈[0,T ]
‖u˜ǫn , θ˜ǫn‖2m
)
≤ C, and E˜
∫ T
0
‖u˜ǫn‖2m+1 ≤ C. (6.13)
By the same argument as in subsection 3.2, we obtain
u˜ ∈ L2(Ω˜;L∞(0, T ;Xm) ∩ L2(0, T ;Xm+1)),
and
θ˜ ∈ L2(Ω˜;L∞(0, T ;Hm)).
We next prove that (u˜, θ˜) is a solution of the following system,{
du˜+Au˜dt+ P (u˜ · ∇)u˜dt = P θ˜e2dt+ Pfh˜dt,
dθ˜ + (u˜ · ∇)θ˜dt = 0. (6.14)
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Observe that for any φ ∈ L2(T2),
(u˜ǫn(t)− u˜(t), φ) = −
∫ t
0
(Au˜ǫn −Au˜, φ)ds −
∫ t
0
((u˜ǫn · ∇)u˜ǫn − (u˜ · ∇)u˜, φ)ds
+
∫ t
0
(θ˜ǫne2 − θ˜e2, φ)ds +
∫ t
0
(f(h˜ǫn − h˜), φ)ds +
√
ǫ
∫ t
0
(f, φ)dW
= J˜1 + J˜2 + J˜3 + J˜4 + J˜5
(θ˜ǫn(t)− θ˜(t), φ) =
∫ t
0
((u˜ǫn · ∇)θ˜ǫn − (u˜ · ∇)θ˜, φ)ds = I˜ .
For J˜1, observe that,
E˜|J˜1| ≤ E˜
∫ t
0
‖Au˜ǫn −Au˜‖L2‖φ‖L2ds ≤
√
T‖φ‖L2 E˜
(∫ t
0
‖u˜ǫn − u˜‖2mds
) 1
2
.
For both J˜2 and I˜, we apply the Sobolev embedding and the Cauchy-Schwarz inequality
as follows,
E˜|J˜2| ≤ E˜
∣∣∣∣
∫ t
0
(((u˜ǫn − u˜) · ∇)u˜ǫn + (u˜ · ∇)(u˜ǫn − u˜), φ)ds
∣∣∣∣
≤ ‖φ‖L2 E˜
∫ t
0
(‖u˜ǫn‖m + ‖u˜‖m)‖u˜ǫn − u˜‖mds
≤
√
T‖φ‖L2
(
E˜ sup
t∈[0,T ]
(‖u˜ǫn‖2m + ‖u˜‖2m)
) 1
2
(
E˜
∫ T
0
‖u˜ǫn − u˜‖2mdt
) 1
2
,
and
E˜|I˜ | ≤ E˜
∣∣∣∣
∫ t
0
(((u˜ǫn − u˜) · ∇)θ˜ǫn + (u˜ · ∇)(θ˜ǫn − θ˜), φ)ds
∣∣∣∣
≤ ‖φ‖L2 E˜
∫ t
0
‖θ˜ǫn‖m‖u˜ǫn − u˜‖m + ‖u˜‖L∞‖θ˜ǫn − θ˜‖m−2ds
≤ T‖φ‖L2
(
E˜ sup
t∈[0,T ]
‖(θ˜ǫn , u˜)‖2m
) 1
2
×

(E˜∫ T
0
‖u˜ǫn − u˜‖2mdt
) 1
2
+ E˜
(
sup
t∈[0,T ]
‖θ˜ǫn − θ˜‖2m−2
) 1
2

 .
By assumption, h˜ǫn → h˜ as n→∞ in L2(0, T ;H0)w P˜-a.s.. Hence,
∫ t
0 (h˜ǫn− h˜, f∗φ)ds→ 0
as n→∞ and the dominated convergence theorem implies E˜|J˜4| → 0 as n→∞. The Itoˆ
isometry, the Cauchy-Schwarz inequality, and condition (2.13) yield,
E˜|J˜5| ≤
√
ǫE˜
(∫ t
0
‖f‖2LQ(H0,H)‖φ‖2L2ds
) 1
2
≤ √ǫC(T )‖φ‖L2 .
Notice that by estimates in (6.13)
∫ T
0 ‖u˜ǫn−u˜‖2mdt and supt∈[0,T ] ‖θ˜ǫn− θ˜‖2m−2 are bounded
in L2(Ω˜), and hence are uniformly integrable. Therefore, by the dominated convergence
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theorem, we have E˜|J˜i| → 0 and E˜|I˜ | → 0 as n→∞ for i = 1, 2, 3. In addition, by (6.13)
and the dominated convergence theorem again, we have E˜‖u˜ǫn− u˜, θ˜ǫn− θ˜‖C(0,T :Hm−2) → 0
as n → ∞. Then, we infer that (u˜, θ˜) is a solution of system (6.14), P˜-a.s. and due to
the uniqueness of solutions, (u˜, θ˜) = U˜0h P˜-a.s.. Now (u˜, θ˜) and (u, θ) having the same
distribution in X¯ implies that (u, θ) is the solution of system (6.4). By Lemma 6.3, we
have (u, θ) ∈ [C([0, T ];Xm) ∩ L2(0, T ;Xm+1)] × C([0, T ];Hm). Thus, for any sequence
(uǫn , θǫn) we may extract a subsequence that converges to (u, θ) = U0h in distribution in
X . This implies that the family (uǫ, θǫ) converges to (u, θ) = U0h in distribution in X . 
The following compactness result is another important factor which allows us to estab-
lish the large deviation principle for U ǫ.
Proposition 6.2. For every M < ∞, let KM = {U0h : h ∈ SM} where U0h is the unique
solution in X of the system (6.4). Then, KM is a compact set of X .
Proof. By Lemma 6.3, we have KM ⊂ X . Let (un, θn) be a sequence of solutions of system
(6.4) in KM corresponding to controls {hn}n≥1 in SM given as follows,{
dun +Aundt+ P (un · ∇)undt = Pθne2dt+ Pfhndt,
dθn + (un · ∇)θndt = 0. (6.15)
Since SM is a closed and bounded subset of L
2(0, T ;H0), then {hn}n≥1 has a subsequence,
which we still denote as {hn}n≥1, that converges weakly to an element h ∈ SM . Similar
estimates as in (6.7)-(6.10) and∥∥∥∥
∫ t
0
Pfhnds
∥∥∥∥
2
W 1,2(0,T ;Hm−1)
≤ C(T )
∫ T
0
‖fhn‖2m−1dt
≤ C(T )
∫ T
0
‖f‖2LQ(H0;Hm−1)‖hn‖2H0dt ≤ C(T,M),
imply that (un, θn) is bounded in W 1,2(0, T ;Hm−1) and thus by the compact embeddings
in (6.12), there exists a subsequence still denoted by (un, θn), which converges in X to
some element (u, θ). By a similar reasoning as in the proof of Proposition 6.2, it can be
verified that (u, θ) is a solution to system (6.4). 
With Propositions 6.1 and 6.2 established, Theorem 2.3 follows.
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