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Abstract: Social media comprises interactive applications and platforms for creating, sharing and 
exchange of user-generated contents. The past ten years have brought huge growth in social media, 
especially online social networking services, and it is changing our ways to organize and communicate. 
It aggregates opinions and feelings of diverse groups of people at low cost. Mining the attributes and 
contents of social media gives us an opportunity to discover social structure characteristics, analyze 
action patterns qualitatively and quantitatively, and sometimes the ability to predict future human 
related events. In this paper, we firstly discuss the realms which can be predicted with current social 
media, then overview available predictors and techniques of prediction, and finally discuss challenges 
and possible future directions.  
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1. Introduction 
Social media are platforms that allow common persons to create and publish contents. Two 
worldwide popular social media websites, Twitter and Facebook, demonstrate its explosive growth and 
profound influence. Both Twitter and Facebook are in the top 10 most-visited websites in the world 
according to Alexa ranking [1]. Facebook has more than 800 million active users [2], and by March 
2011, on Twitter, there were about 140 million information pieces created and transferred daily [3]. 
There is other specialized social media that are focused on entertainment, sports, finance and politics.   
Since there are many users sharing their opinions and experiences via social media, there is 
aggregation of personal wisdom and different viewpoints. Such aggregation has limitations as 
viewpoints are subject to change with time. In a sense the social media prediction problem is paralleled 
by prediction of financial time series based on past history, which has its uses in trading. In general, if 
extracted and analyzed properly, the data on social media can lead to useful predictions of certain 
human related events. Such prediction has great benefits in many realms, such as finance, product 
marketing and politics, which has attracted increasing number of researchers to this subject. Study of 
social media also provides insights on social dynamics and public health. A survey provides us 
perspective and is helpful for carrying out further research. 
The rest of the paper is organized as follows: in section 2, some technical backgrounds and basic 
concepts are introduced. The problems areas where prediction with social media appears promising are 
described in section 3. Section 4 describes the metrics that are used in prediction. In section 5, we 
summarize some prediction methods and models. Trends and future work are discussed in section 6. 
The conclusions are presented in section 7. 
2. Technical background 
In this section, we will introduce basic concepts about social media, and discuss their important 
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characteristics. 
1) Social network 
A social network is a social structure comprising of persons or organizations, which usually are 
represented as nodes, together with social relations, which correspond to the links among nodes. The 
social relation could be both explicit, such as kinship and classmates, and implicit, for example 
friendship and common interest. For instance, fig. 1 is an example of undirected social network in a 
company, from open source software GUESS [4]. In fig. 1, each node represents an employee. The 
edge between two nodes means these two employees have some communications in work and the 
weight of each edge is the communication frequency. 
 
Fig. 1. An example of social network from GUESS 
A small social network may be modeled by regular graphs such as that of a small world network 
[5][6][7]. For a large well-connected network, most nodes can reach every other node through a small 
number of links. The idea of six degree of separation suggests that, on average, every two persons are 
linked by six hops [8]. The situation in online Social Networking Service (SNS) is not much different. 
The average distance on Facebook in 2008 was 5.28 hops, while in November 2011 it is 4.74 [9]. In the 
MSN messenger network, which contains 180 million users, the median and the 90th percent degree of 
separation are 6 and 7.8 respectively [10]. On Twitter, the median, average, and 90th percent distance 
between any two users are 4, 4.12 and 4.8, respectively [11]. In brief, the degree of separation varies on 
different SNS platforms and/or on different time but it is quite small. 
A social network is a scale free network [12][13] for which the degree distribution asymptotically 
follows a power law. On Twitter, up to 105 of the number of followings/followers fit the power-law 
distribution with the exponent of 2.276 [11]. The number of being re-tweeted and mentioned by users 
on Twitter also follows a power law [14]. 
2) Social media 
Social media comprise platforms to create and exchange user-generated content [15][16][17]. 
Sometimes social media are called consumer-generated media (CGM). Social media are different from 
traditional media, such as newspaper, books, and television, in that almost anyone can publish and 
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access information inexpensively using social media. In contrast, traditional media (which is also 
referred as old media or legacy media) requires significant resources to publish contents. But social 
media and traditional media are not absolutely distinct. For example, major news channels have official 
accounts on Twitter and Facebook. 
There are many forms of social media that include blogs, social networking sites, virtual social 
worlds, collaborative projects, content communities and virtual game worlds [18]. Some forms of 
social media lack a social network. Thus in blogspot.com, which is a famous blog platform, there is no 
social links among bloggers. 
Social media has some or all of these seven function blocks: identity, conversations, sharing, 
presence, relationships, reputation, and groups [19]. Different forms of social media have different 
points of focus. For example, collaborative projects such as Wikipedia mostly care about sharing and 
reputation, And in virtual game worlds, identity, presence, reputation, and groups are of the greatest 
concern. 
Recently, social media played important role in unfolding newsworthy events. For example, in the 
aftermath of the Tohoku Earthquake in Japan people used social media to contact friends, exchange 
crisis information, and find necessary resources.  
3) Social networking service 
Social networking service is a set of online sites and applications, which at least consist of three 
parts: users, social links, and interactive communications [20][21]. In fact, SNS is a subset of social 
media, which include the social network. 
On SNS, communication is interactive. For instance, for pure blogs, a non-SNS social media such as 
blogspot.com, the users’ major motivations could be recording one’s daily life, providing commentary 
and opinions, expressing feeling and emotion, demonstrating ideas via text, and keeping community 
[22]. The first four motivations are all information sharing. For microblogging, a typical SNS, the user 
intention could be roughly classified into three categories: information sharing, information seeking, 
and friendship maintenance [23]. 
All SNS providers have two core focuses: social relations and user-generated contents. In terms of 
social relations, they might reflect the social network of persons in real life, build new social 
connections based upon interests and activities, or both. For user-generated contents, they provide an 
easy way to create, share, rank and exchange information. 
4) Why we need to predict automatically 
Even though currently most predictions using social media can be done better by human agents, 
specifically experts, there are still good reasons for us to try to predict automatically. 
Firstly, compared with human labor, automatic prediction with machines has a much lower cost [24]. 
Secondly, persons tend to overvalue small probabilities and undervalue high probabilities. So events 
with small and high probabilities are poorly predicted by people [25]. Thirdly, intentionally or 
unintentionally, a person may make decision influenced by their desire, interests and benefit, not purely 
based upon objective probability [25][26]. Lastly, automatic prediction methods could process greater 
amounts of data and provide response quickly. 
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3. Prediction subjects 
In this section, we describe areas where prediction with social media may be made. Generally, a 
subject, that could be well predictable with social media, must meet the following requirements. 
Firstly, the prediction subject must be human related event. On social media, users publish their 
opinions and beliefs. Prediction methods analyze, extract and integrate the information, and then 
according to the influence of persons to the predicted subject, make the prediction. But if the subject is 
non-human-related event, such as eclipse, even though there may be tons of users discuss this topic on 
social media, the users’ thoughts have nothing to do with the development of that event. Consequently, 
the data on social media could not be used to predict natural events whose development is independent 
of human actions. 
Secondly, if masses of people are involved, the distribution of composition of involved persons on 
social media should be the same as or similar to that in real world [27]. Because not everyone in real 
world will use social media, the users on social media could be treated as samples of the involved 
masses in most cases. But the sampling process is uncontrollable, which may lead to samples with 
built-in bias. Even though we cannot exclude biased samples completely, we should make sure the 
proportion of the biased samples is in the acceptable and reasonable range. 
Lastly, the involved events should be easy to be talked in public. Otherwise, the contents on social 
media would be biased [27]. For example, three is social consensus that giving appropriate tips is good 
and excessively low tipping is impolite and unacceptable. Under such social pressure, almost nobody is 
willing to admit that he/she paid tips that were too low. The anonymous mode could be used in getting 
an answer to this issue but such an anonymous mode will have no information about relevant social 
network structures. 
1) Marketing 
There is some evidence that there is strong correlation between spikes in sale rank and the number of 
related blog posts. But at the same time, based on blog mentions, predicting whether tomorrow’s sales 
rank for a particular item will be higher or lower than today’s sales rank appears to be hard [28]. There 
are two possible reasons for these seemingly contradictory conclusions. On one hand, there may be a 
delay between the increase of blog mentions and the increase of sale. On the other hand, the number of 
blog mentions may predict the change of sale. But the change of sale about one product does not 
necessarily change the sale rank of other products. 
Even though there is correlation, few researchers work on the prediction of sales with social media. 
Since the daily sales data may involve commercial confidentiality, and there are so many ways to 
purchase products, it’s nearly impossible to get accurate daily sales data. Consequently, researchers 
prefer to work on a micro level, that is on the product adoption by customers. 
Using social media, customers with extremely positive or negative experiences are more likely to 
express their feelings and evaluation, compared with these with moderate experiences [29]. On Twitter, 
organization or product brands are referred in about 19% of all the tweets, more than 80% of which do 
not show any significant sentiment [30]. The mass electronic Word of Mouth (eWOM) gives us a 
chance to investigate how eWOM and social networking works on product adoption and predict its 
potential adoption. 
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The word-of-mouth (WOM) is greatly influential on the first purchase of product or service [31][32], 
especially when the WOM is from friends or peers [33]. Generally, the negative eWOM is more 
powerful than the positive ones [34][35][36]. In terms of online recommendations, we find conflicting 
research results. Some research points out that the more copies of the same message is received, the 
higher probability that one will adopt that innovation [37]. But in another research, excessive 
recommendation was seen to have a negative effect. Initially the probability of purchasing increases 
with more recommendation but after some threshold, the probability drops and stays on a relatively low 
level [38]. 
  Social networking also affects the production adoption greatly. The possibility of an individual’s 
purchase increases if the product has been strongly adopted by friends [39][40][41]. What is more, 
users with fewer friends are more easily influenced into adoption [40]. Compared with eWOM, which 
is one kind of explicit recommendation, social networking influences adoption as kind of implicit 
recommendation. 
The influence of eWOM and social networking on product adoption could be partly explained by 
Heider's balance theory [42]. In balance theory, friends tend to achieve and maintain consistency in 
liking and disliking of objects. The consistency will then lead to similar or same product adoption. 
The eWOM and social networking do have some impact on product adoption. However, demand 
comes first in adoption [40]. And individuals could influence just a few friends, rather than everybody 
they know [38]. So to predict product adoption, we should use social media as an auxiliary prediction 
tool rather than the decisive one. 
2) Movie box-office 
To predict movie box-office with social media is one of the most studied area. In addition to the 
traditional prediction factors, such as MPAA rating and number of screens [43][44], social media 
contents could also be effective to predict box-office [45]. There are many reasons that predicting 
movie box-office a good subject for research. 
Firstly, there are volumes of data about movies and related social media. According to IMDB.com, 
more than 200 feature films, which originate in the U.S.A and have U.S.A box-office record, were 
released every year. Besides, movies are widely talked on social media. For example, there are more 
than 100,000 tweets for each monitored movie [45]. Consequently, there is enough data to be analyzed. 
Secondly, the box-office is easy to be accessed and estimated. On one hand, the gross income and 
opening weekend income is easily obtained from Internet Movie Database (IMDB). On the other hand, 
the income on opening weekend typically accounts for about 25% of total sales [46]. So we could get 
the approximate box-office just after the opening weekend. In some cases, the prediction about the 
high-grossing movies is much accurate than that about low-grossing movies [44]. Even though most 
researchers treat the box-office as continuous variable, sometimes discretization is applied to divide the 
box-office into classes according to their amount [43]. 
Lastly, there is a clear logical correlation between social media contents and movie box-office. The 
users who post something before the movie release are surely interested in the movie and consequently 
they are likely to watch the movie. The 1-week pre-release data has the strongest correlation with gross 
than the data in any other pre-release time periods [44]. After the movie release, user posts, especially 
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the ones with the sentiment [47][48], turn to be kind of eWOM, which would influence other potential 
customers.  
Nevertheless, there are some unique obstacles in research on movie box-office. Usually, the names 
of movies are also used as other meanings in communications. For example, the very famous movie 
“The Godfather” by Francis Ford Coppola has a title which would be used in lots of other cases. 
Actually, it’s impossible to find out the really related tweets though search with “The Godfather” as 
keywords. What is more, some movies hold the same title. For instance, there are 4 movies with the 
same title of “Love”. In such cases, it is quite hard to distinguish the specific movie related social 
media data and other contents. 
Some researchers have tried to predict the Oscars winners using social media [24][48][49]. The 
voting on all categories of Oscars is restricted to active members of Academy of Motion Picture Arts 
and Sciences. Although this election process is a professional voting system, and has little to do with 
the wisdom of crowd, the members of the academy are themselves being influenced by social media. 
Thus, indirectly, social media is useful in predicting the winner of the Oscars. 
3) Information dissemination 
Information dissemination means how contents spread on the Internet. In other words, it refers to 
how users pay attention to different information. Since contents attract the users in an asymmetric way, 
the attention of most users is concentrated on a few contents [50]. Successful prediction could enhance 
the user experience by providing them with the most attractive information. Information dissemination 
could be researched on micro level and macro level. 
Micro level information dissemination focuses on the adoption of contents between pair of peers 
[16][51]. To some extent, this issue is similar to the recommendation problem [51]. In the 
recommendation problem, based upon the previous purchase, the seller tries to find out the possibility 
that the buyer is interested in buying other items. Paralleling this, in the information adoption problem, 
the system tries to compute the possibility that a specific user is willing to vote or forward a new post 
in light of the previous post adoption behavior. Using suitable users’ features and content features, we 
can map the question into recommendation issue and use any online recommendation system and 
method to predict the post adoption. 
Macro level information dissemination illuminates how contents distribute in large scale. The spread 
depends on both who start it, and how ready the social group is to accept it [16][37]. Compared with 
micro level prediction, the macro level is much more complicated and there is no universal model that 
could handle every case. Due to the large volume of diverse samples, the macro level prediction for one 
specific realm has statistical features and characteristics that are not much influenced by noise.  
Different kinds of information have different life cycles [11][52][53]. For example, on Digg.com, the 
pieces of news get their final popularities in about one day. On Twitter, most topics remain active for a 
week or less. On YouTube.com, the videos continue to get new views over a very long period. This 
difference in life cycle length owes to the difference in the posts’ inherent value to users [52], which 
also contributes to the difference in the distribution of posts’ adoptions [54]. Prediction on contents 
with short life cycle is more accurate than that with long life cycle [52]. 
Furthermore, the effect of social network differs at different stages [52]. At the very beginning of the 
item’s life cycle, when the item is visible to only a few users, the social network could help to promote 
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the post. But after some time, when the information faces lots of persons, the effect of social network is 
very limited. 
Measured by the number of views or votes, early and late popularity is correlated to some extent 
[52][55]. About half of the re-tweets were brought out within one hour, and 75% within one day from 
the birth of source tweet [11]. And after logarithmic transformation, there is a strong linear correlation 
between popularities at early and later, with the residual noise being normally distributed on 
transformed scale [52]. 
The macro level pattern varies at different times. In terms of the days in one week, the activities in 
weekdays are about 50% more than these in weekends [52]. Also in different periods of week, the users’ 
focus varies [23]. For example, the term “school” is used more during the weekdays, while “friends” is 
more frequent in the weekend. In terms of the hours in one day, users are more active in daytime than 
in night. On an average, in the first two hours, a post could get about 400 votes if it’s posted at 12 pm 
and only 200 votes if it’s posted at 12 am [52]. 
In sum, different stages in the information life cycle have different suitable predictors. Generally, 
semantic analysis of contents is more helpful at the very beginning, when no user voting data is 
available [56]. Then the social network and peer attitude plays an important role in information 
spreading. Finally with a large user base, prediction could be made based upon the early data. 
4) Elections 
Election prediction uses the survey of public opinion on political party or politician from a particular 
sample to predict the election result. Traditionally, the election polls could be done via telephone 
surveys. But thousands of calls easily lead to cost as high as tens of thousands of dollars. As a newly 
emerging method, web survey with social media provides an opportunity to do that with low cost.  
Simply, the number of related social media contents may be a valid predictor for successful election. 
In 2008 U.S.A Presidential Primaries, just the number of Facebook supporters could predict the result 
successfully [57]. In 2009 German federal election, even though 4% of all users are responsible for 
more than 40% of the contents, the number of messages on Twitter still could have predicted the 
election result, and it even came close to the tradition election poll’s accuracy [58]. The sentiment 
could also be helpful to do prediction, but not substantially [59].  
At the same time, there is an ongoing debate on whether currently social media are effective in 
collecting public opinions in an unbiased manner and predict the election result. For example, in British 
Columbia’s 2001 provincial election, the number of mentions on internet message boards did not 
indicate the relative strength of parties [60].  
In such research, when comparing the web survey with traditional polls, researchers did not provide 
the date when the traditional polls were made [61]. Prediction with social media was usually made very 
close to the election. If the traditional polling was made far from that event, the comparison is unfair 
and meaningless. This research also excluded small parties [61]. Adding the small parties could have 
changed the predictions.  
The researchers did not point out why a specific time period to collect social media contents was 
chosen [61]. The prediction result varies heavily depending on the time frame. Including only 
additional few days leads to a considerable increase in the mean absolute error. No research gives any 
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guideline to choose a reasonable and accurate time window. 
The baseline to justify the social media survey method should not always be the random choose [62]. 
In the U.S.A congressional elections, incumbents won 91.6% of the races in 2008 and 84.5% in 2010. 
If just indicating all the incumbents would win, the accuracy would be higher than 80%. Using similar 
methods on different data sets produces worse results than the ones in the original papers [62][63] with 
the mean average error of 17.1% for using mere Twitter volume, 7.6% for the sentiment analysis, and 
only 2-3% for traditional professional polling service. 
It should be noted that social media does not reflect the demographics of the society. In terms of age, 
in 2000, 36% of U.S.A citizens between 18 and 24, 50% of citizens between 25 and 34, and 68% of 
those over 35 voted [62], but on Twitter, more than 60% of users are under 24 [64]. Thus random 
sampling on social media is biased sampling. What is more, it is hard to know the age of social media 
users, because the user’s profile is confidential. Accordingly, it is near to completely impossible for 
statistically unbiased sampling on social media, in terms of age, and similarly other attributes, such as 
region and ethnicity. On the other hand, when applied to political content on social media in general 
and Twitter in particular, the accuracy of sentiment analysis methods, used in some prediction models, 
is better than a random classifier to indicate the political orientation of the users [62][63]. One possible 
explanation is that the vocabulary in most sentiment analysis system is designed for well-written and 
standard English, rather than the short posts on social media [30][59]. 
5) Macroeconomic 
The macroeconomic includes the regional, national or global economies. Some researchers are trying 
to use social media to deal with its trends, such as economic indices and stock markets. Generally the 
social media could not be used to accurately determine these trends alone, but could assist the 
researchers to capture or predict trends. 
In terms of economic indices, researchers have used social media to directly predict or assist in 
prediction. For Gallup Organization’s “Economic Confidence” index and Index of Consumer Sentiment 
(ICS) from Reuters/University of Michigan Surveys of Consumers, some ratios based upon sentiment 
information of social media is able to capture the broad trends in traditional economic polls [59]. But 
the coefficient between sentiment data and consumer confidence varies greatly at different time. 
In stock markets, research [66][67] based upon random walk theory and Efficient Market Hypothesis 
(EMH) suggests that stock prices are unpredictable. But recent research, from the perspective of 
Socioeconomic Theory of Finance and behavioral economics, suggest that stock prices could be 
predicted to some extent. 
The larger number of postings on finance message boards, such as Yahoo! Finance, predicts negative 
subsequent stock returns [65]. The correlation between them is statistically significant. But the effect is 
economically very small but the volume of postings is helpful to predict the stock volatility [65]. For 
posts that include specific emotive words such as hope, worry and fear, the total number of them is 
more predictive to stock indices than the number and proportion of their forwarding times and original 
authors’ followers [69]. Similarly, the total number of such words has a strong correlation with other 
financial market trends, such as gold price, oil price and currency exchange rate [70]. Even though it 
lacks solid evidence and justification, it appears that a non-linear relationship is likely to exist between 
social media and stock market. Non-linear models, such as Support Vector Machine (SVM), are able to 
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better utilize social media for prediction [72]. 
Sentiment information has predictive value. The disagreement of postings, a sentiments measure, can 
predict the number of trades [65]. Greater disagreement is accompanied with fewer trades on the next 
day. Additionally, even though general sentiments, such as positive vs. negative, is not helpful in the 
prediction of qualitative changes in closing values of the Dow Jones Industrial Average (DJIA) and 
S&P 500, some specific and more detailed sentiments, such as calm, happiness and Anxiety Index, 
have a predictive power to inform broad direction of stock market in near future [68][71]. 
Even though some progresses in prediction of macroeconomic with social media have been made, 
there remain limitations in current research. The prediction effect of social media on the 
macroeconomic domain in general and stock market in particular appears to be very small. For 
example, according to [65], a 100% increase in volume of related social media posts will only result in 
a 0.2% decrease in the stock price. Such a small effect is easily concealed by other factors. Also, 
existing models lack long term validation [59]. Also, current models do not provide any theory or 
hypothesis about why and how the social media is able to make macroeconomic predictions. Some 
researchers treat social media and stock markets as two seemingly unrelated systems [71].  
6) Miscellanea 
In addition to the topics mentioned above, social media is also used for prediction in other realms. 
Software projects are usually divided into pieces of tasks and finished by many teams simultaneously. 
Periodically, the works of all teams is aggregated and integrated into the whole project. Since 
communication influences coordination [73][74], some researchers use user generated comments on 
tasks during project to construct the communication social network for the whole project, and then 
combine the social network structure metrics to predict the project integration build failures [75].  
Similar to the previous research [75], on a micro level, some other researchers use comments on 
issues for each file to construct the comment network for every single file, and then integrate the social 
network analysis metrics to predict the defect of the corresponding file [76]. 
4. The predictors 
In this section, we will list the major metrics about social media used in prediction. Mostly these 
metrics alone do not have sufficient prediction power but their combinations work better. These 
predictors may be divided into two categories: message characteristics and social network 
characteristics. 
1) Message characteristics 
Message characteristics focus on the messages themselves, such as the sentiment and time series 
metrics. If the research focus on general objects, all the available posts are fetched with timestamps. 
Otherwise, the search result with man-crafted keywords is preferred. 
(a) Sentiment metrics 
The sentiment metrics are the static features of posts. In addition to the general sentiments discussed 
in the following, there are some specific sentiment categories, such as happiness and anxiety, on a 
case-by-case basis. Because they lack generality, we do not investigate them in detail. But the concept, 
extraction and usage of them are same as these of general ones. 
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With qualitative sentiment analysis system, the messages could be labeled as positive, negative, or 
neutral sentiments. Thus naturally the numbers of positive, negative, neutral, non-neutral, and total 
posts are five elementary content predictors. These metrics may have different prediction power at 
different stages. For a predicted event in general and movie box-office in particular, the number of 
positive references correlates with the event result better than total count in the pre-event period. But in 
the post- event period, the total count is better [47]. 
Additionally, we could compute the ratios among them, commonly including the ratio between the 
numbers of positive and total posts [44], the ratio between the numbers of negative and total posts  
[44], the ratio between the numbers of neutral and total posts, the ratio between the numbers of 
non-neutral and total posts [44], the ratio between the numbers of neutral and non-neutral posts [45], 
and the ratio between the numbers of positive and negative posts [45][59]. These ratios reflect the 
relative strength of these sentiments. More complexly, we can combine these basic elements to 
compute the sentiments difference [44] and sentiments index 𝐼𝑠𝑠𝑠𝑠 [48].  
𝑆𝑆𝑆𝑆_𝑑𝑆𝑑𝑑 = 𝑁𝑝𝑝𝑠𝑝𝑠𝑝𝑝𝑠 − 𝑁𝑠𝑠𝑛𝑛𝑠𝑝𝑝𝑠
𝑁𝑠𝑝𝑠𝑛𝑡
                                                      (1) 
𝐼𝑠𝑠𝑠𝑠 = 100 ∗ �𝑁𝑝𝑝𝑠𝑝𝑠𝑝𝑝𝑠 − 𝑁𝑠𝑠𝑛𝑛𝑠𝑝𝑝𝑠𝑁𝑠𝑝𝑠𝑛𝑡2 + 0.5�                                          (2) 
The 𝑁𝑝𝑝𝑠𝑝𝑠𝑝𝑝𝑠, 𝑁𝑠𝑠𝑛𝑛𝑠𝑝𝑝𝑠 and 𝑁𝑠𝑝𝑠𝑛𝑡 mean the number of positive post, negative posts and 
total posts respectively. The sentiments index is proved to have strong correlation with IMDB rating 
and be useful in prediction Oscar prizes when used for movies. 
(b) Time series metrics 
Time series metrics try to investigate the posts dynamically, including the speed and process of the 
message generation. The posts generating rate means how quickly the messages are produced. It’s 
easily computed as the following: 
𝑃𝑃𝑃𝑆_𝑟𝑟𝑆𝑆 = 𝑁𝑠𝑝𝑠𝑛𝑡
𝑇𝑇𝑇𝑆 𝑤𝑇𝑆𝑑𝑃𝑤 𝑃𝑇𝑠𝑆                                                            (3) 
According the time windows size, the generating rate could be estimated different, such as hourly, 
daily or weekly. With higher posts generating rate, more persons are concerning it, and the topic is 
more attractive. Some experiments showed that, the daily generating rate before release is a good 
predictor for movie box-office [45]. 
The source composition of messages in a time window is another time series metrics. Here the time 
could be real or virtual. For example, in voting on digg.com, we could treat each vote as a Digg second. 
So in the first ten Digg seconds, the votes are composed of fan votes and non-fan votes. If the fan votes 
occupy overwhelming proportion of the whole, these posts will finally accumulate fewer votes than 
others [54]. Because for each interval between two fan votes, the more non-fan votes are in the interval, 
which indicates the post’s attraction to public, the less fan votes’ proportion is, and the more the final 
votes will be. 
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2) Social network characteristics 
Social network characteristics measure structure features. We also call these characteristics as 
metrics/measures in social network analysis. Being long studied, these are so many characteristics that 
it’s impossible to list and investigate all of them here. So we just enumerate and briefly discuss the 
most used ones in predictions. 
(a) Terminology 
Here we introduce some special terms used in social media. Since different social networking sites 
have different functions and names for the social connections, we unify the namespace to simplify the 
discussions. In the following, we will focus on the directed network. And the undirected social network 
is similar. Unless specified, all the discussions are with directed networks. 
Group 2Group 1
N1 N2
N3 N4
N5
N8
N7
N6
 
Fig. 2. An example of a directed social network 
Node: every node represents one unique entity in the social networking. For example, on Twitter, the 
users could be expressed as nodes. While on an enterprise trading network, the companies are denoted 
as nodes. 
Follow: if node A indicates to have a relationship with node B, A follows B, which is represented as 
a directed line from A to B in graph. For example, in the Fig. 2, N1 follows N2. The relationship could 
means differently in different sites. On YouTube, it is subscription. While on Twitter, it is being fans. 
Additionally, the follow could be unidirectional or bidirectional. In unidirectional follow, such as 
Google+, node A could follow node B, without being followed by B. Oppositely in bidirectional mode, 
such as Facebook, the follow from node A to node B will accompany with the follow from B to A. 
Follower: if A follows B, A is B’s follower. For instance, in the Fig. 2, N5 has N2 being its follower. 
Followee: followees are the following entities. In Fig. 2, N5 and N3 are N2’s followees. And N1 is 
the follower and followee of N3 at the same time. 
(b) Degree 
Degree is the number of ties to/from other nodes in the network, including in-degree, out-degree and 
total-degree. The in-degree and out-degree are available only when the social network is directed. 
Sometimes, the degree of a node is also named as its degree centrality. 
In-degree: in-degree of a node is the number of directed lines to this node. That is, the in-degree is 
the count of followers. On average, each user has 85 followers on Twitter [77]. Treating the count of 
posts as the activity index, with the in-degree increasing, the activity firstly increases, and then after 
about 300 followers as threshold, become stable [77]. 
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Out-degree: out-degree of a node is the number of its tail endpoints. In other words, the out-degree 
is equal to the number of followees. Averagely, each Twitter user follows 80 other users [77]. Because 
the research [77] only samples a fraction of Twitter users rather than all of them, the average values of 
followers and followees are not the same. Both the in-degree and out-degree alone indicate litter about 
the user’s influence [14][40]. 
Total-degree: total-degree is the sum of the in-degree and out-degree. In the undirected network, this 
is the only one degree metric. 
(c) Density 
Density: density is the proportion of existing edges count relative to maximum possible edges count. 
In a directed social networking with n nodes and e edges, the density is computed as: 
𝐷𝑆𝑆𝑃𝑇𝑆𝐷 = 𝑆
𝑆(𝑆 − 1)                                                                 (4) 
And in an undirected social networking with same parameters, the density is estimated as: 
𝐷𝑆𝑆𝑃𝑇𝑆𝐷 = 𝑆
𝑆(𝑆 − 1)/2                                                                 (5) 
The network of followers/followees is very dense. But in 2009, 77.9% user pairs have one-way 
connection. That is, only 22.1% user pairs have reciprocal connections [11]. Thus the network of actual 
friends, who communicate reciprocally and directly, is much sparser and simpler [11][77]. 
(d) Centrality 
Centrality measures the relative importance of a node within a network. Betweenness centrality and 
closeness centrality are two centrality metrics, which are widely used. Furthermore, in addition to the 
degree centrality on the node level, which is discussed in section (b), the group degree centrality is 
introduced. 
Betweenness centrality [78]: the betweenness centrality quantitatively measures the control of a 
node on the communication between other nodes in the social networking. In a network with n nodes 
set V, the betweenness centrality of a node v is: 
𝐶𝐵(𝑣) = � 𝛿𝑠𝑠(𝑣)𝛿𝑠𝑠𝑠≠𝑝≠𝑠∈𝑉                                                              (6) 
where 𝛿𝑠𝑠 is the total number of shortest paths between node s and node t and 𝛿𝑠𝑠(𝑣) is the 
number of these paths passing through v. The betweenness centrality could be normalized by 
𝑆(𝑆 − 1) for directed network or 𝑆(𝑆 − 1)/2 for undirected network. 
Closeness centrality [79]: in a network, the distance of two nodes is the length of the shortest path 
between them. The farness of a node is the sum of its distances to all other nodes. And its closeness 
centrality is the inverse of the farness: 
𝐶𝐶(𝑣) = 1∑ 𝑙𝑆𝑆𝑙ℎ𝑆(𝑆𝑃𝑠𝑝)𝑠≠𝑝∈𝑉                                                              (7) 
where 𝑆𝑃𝑠𝑝 means the shortest path between node s and v. For node v, the closeness centrality 
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estimates how long it will take to transmit information from node v to all other nodes in the network. 
Group degree centrality [80]: extent the degree from the node level to group level, the degree 
centrality of a group G with n nodes is introduced as following: 
𝐶𝐷(𝐺) = ∑ (𝐶𝐷(𝑐∗)− 𝐶𝐷(𝑐𝑝))𝑐𝑖∈𝐺(𝑆 − 1)(𝑆 − 2)                                                      (8) 
where 𝐶𝐷(𝑐𝑝) is the degree of node ci and c* is the node with the highest degree in G. 
(e) Structural hole 
The structural hole theory measures the positional status of each node in its ego network. The ego 
network of node i is a sub-network of the whole, which consists of nodes i (ego) and all neighbors of 
node i [81]. In the following, we will introduce two numerical metrics in structural hole theory. 
Effective size: for node v with its n nodes ego network EN, the effective size is computed as: 
𝐸𝑆(𝑣) = 𝑆 − 1 − ∑ 𝐷𝑆𝑙𝑟𝑆𝑆(𝑐𝑝) − 𝐷𝑆𝑙𝑟𝑆𝑆(𝑣)𝑐𝑖≠𝑝∈𝐸𝐸
𝑆 − 1                                     (9) 
That is, the effective size of node v equals to the number of its neighbors minus the average degree 
of neighbors, not including their connections to node v. For example, in Fig. 2, N2’s ego network 
includes N1, N2, N3 and N5. And the effective size of N2 is 3-4/3 = 5/3. 
Efficiency: the effective size normalized by the number of neighbors: 
𝐸(𝑣) = 1 −∑ 𝐷𝑆𝑙𝑟𝑆𝑆(𝑐𝑝) −𝐷𝑆𝑙𝑟𝑆𝑆(𝑣)𝑐𝑖≠𝑝∈𝐸𝐸 (𝑆 − 1)2                                     (10) 
 
In addition to the metrics mentioned about, there are still lots of other social media characteristic, 
such as network diameter. But they are not widely used or proved to be powerful in prediction. So we 
do not list them in detailed here. Besides, our task is how to use these metrics to predict. Thus in the 
previous part of this section, we just list and briefly discuss them, without deeper insight into them. 
5. Prediction methods 
In this section, we discuss some methods used in prediction with social media.  
Regression method: Regression methods analyze relationship between the dependent variable, 
prediction result, and one or more independent variables, such as the social network characteristics. 
Regression model could be linear and non-linear. But the linear model seems to describe the relation 
best [48]. Thus most times, we use the linear regression models, rather than non-linear ones, such as 
exponential, logarithmic, and polynomial models. In linear regression model, the variables could be the 
raw or transformed data. For example, between the early and late popularities of posts on digg.com, the 
correlation is based upon the logarithmically transformed data [52]. Besides, sentiment data does not 
work well in the regression models for movies [44]. Currently, this is the simplest and most used 
method. 
Bayes classifier: Bayes classifier is a probabilistic classifier using Bayes' theorem. Based upon the 
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priori probability of the prediction event, Bayes classifier uses the Bayesian formula to calculate its 
posterior probability, that the object belongs to the result classes, and then select the class with the 
largest posterior probability, as the event is most likely to have that result. If the prediction result is 
discrete, the Bayes classifier can be applied directly. Otherwise, the prediction result must be 
discretized first [43]. This classifier has an assumption that the predictors must be conditionally 
independent. There is no solid evidence always that the discussed metrics satisfy this assumption. 
K-nearest neighbor classifier: K-nearest neighbor classifier, one of the simplest machine learning 
algorithms, tries to cluster the objects according to their distance to others. Commonly we use the 
Euclidean distance and Manhattan distance. For two entities p = {𝑝1, 𝑝2, … , 𝑝𝑠}  and q = {𝑞1, 𝑞2, … , 𝑞𝑠} with n-dimensional feature vector, the Euclidean distance is computed as: 
𝐸𝐷(𝑝,𝑞) = 𝐸𝐷(𝑞, 𝑝) = ��(𝑝𝑇 − 𝑞𝑇)2𝑠
𝑝=1
                                              (11) 
The Manhattan distance is calculated as: 
𝑀𝐷(𝑝,𝑞) = 𝑀𝐷(𝑞,𝑝) = � |𝑝𝑇 − 𝑞𝑇|𝑠
𝑝=1
                                              (12) 
Then, the entity, which is being predicted, is assigned to the cluster including most of its k-nearest 
neighbors. Finally, the entity is predicted to have the same output as the entities in its cluster. 
Artificial Neural network: Artificial neural network is a computational model [82]-[88] to simulate 
the human brain. An artificial neural network consists of lots of artificial neurons. And these neurons 
could belong to many interconnected group, including input layer, hidden layer and output layer. The 
input layer is responsible for receiving raw data and transmitting them to the next layer. The output 
layer will give us the final prediction result. Thus using artificial neural network to do prediction, our 
major task is choosing the network structure and designing the hidden layer. In addition to using them 
to predict directly, the Self Organizing Map (SOM), one kind of artificial neural network, could be used 
for features’ dimensionality reduction for further analysis. 
Decision tree: Decision tree is a visual technique in data mining and machine learning. Travelling 
from root node to leaf, one entity will get the prediction result. Classification tree and regression tree 
are two basic and major types of decision trees. Classification tree analysis is applied when the 
prediction output is discrete classes. And regression tree is used when predicted outcome is continuous 
value. Unlike the artificial neural network being a black box model, the decision tree is a white box 
model, which could be relatively easily explained. Besides, decision tree works well with dummy 
variables and empty variables. 
Model based prediction: This possibly is the hardest way to do prediction. We have to build a 
mathematical model on the object before prediction, which requires deep insight into the object. At this 
point we do not know enough about social media to develop effective models for them. Even though 
there is some progress in modeling [16][54], model-based prediction remains an open and challenging 
topic. 
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6. Future work 
As an emerging research topic, prediction with social media faces many challenges. Here we point 
out some urgent and important future works. 
Using sociological theory to interpret predictors: Currently, researchers choose predictors using 
the trial and error method. We know neither why these predictors are better than others, nor how these 
predictors could predict the result. Not knowing the background logic between these metrics and the 
final prediction result, we just use a collection of metrics to be trained on test data, find out which ones 
have the highest coefficients, and use them to compose the prediction model. Consequently, lacking a 
solid supporting theory, we cannot be sure that one model, which works well in one case, could be 
applied to other situations with the same accuracy. That’s why some models show good performance in 
one election prediction, but completely fail in another one [58][61]. To guarantee our model has good 
performance in all cases, we need to know the logic and theory behind the model.  
Trying more prediction methods: Most researchers use simple methods such as linear regression 
analysis. These methods are known to work well under some conditions. Social media is produced on a 
complex system and thus more likely than not the predictors and prediction outcomes have non-linear 
correlation. Furthermore, combination of methods might lead to breakthrough [82]. In such 
combination, a surface learning agent, such as instantaneously trained neural networks, quickly adapts 
to new modes and emerging trends on social media. And a deep learning agent focuses on long-term 
patterns. In a nutshell, we should try some non-linear methods and find out the suitable methods and/or 
combinations for each prediction realms. 
Modeling on predictions with social media: We are far from knowing everything about social 
media. For instance, there are different kinds of prediction objects which show different features. 
Taking recommendation adoption as an example, the recommendation on DVDs is more likely to be 
accepted than that on books [38]. But there is still no universal accepted conclusion about why these 
differences exist. This lack of understanding adds to the difficulties of modeling. Formal modeling 
could be necessary and helpful to understand and investigate the features and behaviors of prediction 
techniques.  
Semantic analysis system for social media: Although semantic analysis is not a necessary part of 
the prediction methods, it is frequently used. Thus the accuracy of semantic analysis is critical to the 
prediction performance. Semantic analysis could be based upon lexicon or previous statistics. In terms 
of lexicon, compared with natural and formal English language, social media content has similar 
structure, but many different words [30], such as “lol”, which short for “laughing out loud”. This 
Internet slang affect the semantic analysis system, because the lexicon in most existing systems is 
designed for well-written English [59]. Besides, Internet slang evolves quickly and chaotically. The 
SOM, which sometimes is used to construct thesaurus as an unsupervised or semi-supervised clustering 
method, could be helpful in this issue. These methods firstly label some posts manually and then use 
statistical model, such as naïve Bayes classifier, to mark other posts according to statistical features of 
labeled ones. In some forms of social media, such as microblogging, the length of post is so short that it 
shows no significant statistical characteristics.  
7. Conclusions 
In this paper, we presented a survey of prediction using social media. We also gave an overview of 
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prediction factors and methods and listed challenging problems and areas for further research. 
Although prediction using social media is only an emerging research topic and its results have 
relatively low accuracy, it has created a new way for us to collect, extract and utilize the wisdom of 
crowds in an objective manner with low cost and high efficiency.  
References: 
[1] Alexa Internet Inc, "Alexa Top 500 Global Sites". http://www.alexa.com/topsites. [Accessed Jan 4, 
2012]. 
[2] Facebook, "Statistics". http://www.facebook.com/press/info.php?statistics. [Accessed Jan 4, 2012] 
[3] Twitter, "#numbers". http://blog.twitter.com/2011/03/numbers.html. [Accessed Jan 4, 2012]. 
[4] Eytan Adar, "GUESS, the Graph Exploration System". http://graphexploration.cond.org/. 
[Accessed Jan 5, 2012]. 
[5] D. J. Watts and S. H. Strogatz, “Collective dynamics of ‘small-world’ networks,” Nature, vol. 393, 
no. 6684, pp. 440-442, Jun. 1998. 
[6] J. Kleinberg, “The small-world phenomenon: an algorithm perspective,” in Proceedings of the 
thirty-second annual ACM symposium on Theory of computing, 2000, pp. 163–170. 
[7] L. Adamic, “The small world web,” Research and Advanced Technology for Digital Libraries, 
1999, pp. 852–852. 
[8] D. J. Watts. “Six Degrees: The Science of a Connected Age.” New York : W.W.Norton & 
Company, 2004. 
[9] Facebook Data Team, "Anatomy of Facebook". 
https://www.facebook.com/notes/facebook-data-team/anatomy-of-facebook/10150388519243859. 
[Accessed Jan 6, 2012]. 
[10] J. Leskovec and E. Horvitz, “Planetary-scale views on a large instant-messaging network,” in 
Proceeding of the 17th international conference on World Wide Web – WWW ’08, 2008, vol. 393, 
no. 6684, p. 915. 
[11] H. Kwak, C. Lee, and H. Park, “What is Twitter, a social network or a news media? ,” 
Proceedings of the 19th international, p. 591, 2010. 
[12] H. Ebel, L.-I. Mielsch, and S. Bornholdt, “Scale-free topology of e-mail networks,” Physical 
Review E, vol. 66, no. 3, pp. 852–852, Sep. 2002. 
[13] D. J. Watts, “The ‘New’ Science of Networks,” Annual Review of Sociology, vol. 30, no. 1, pp. 
243-270, Aug. 2004. 
[14] M. Cha, H. Haddadi, F. Benevenuto, and K. P. Gummadi, “Measuring user influence in Twitter: 
The million follower fallacy,” in 4th International AAAI Conference on Weblogs and Social 
Media (ICWSM), 2010, vol. 14, no. 1, p. 8. 
[15] W. N. Reynolds, M. S. Weber, R. M. Farber, C. Corley, A. J. Cowell, and M. Gregory, “Social 
media and social reality,” in 2010 IEEE International Conference on Intelligence and Security 
Informatics, 2010, pp. 221-226. 
[16] D. M. Romero, W. Galuba, S. Asur, and B. A. Huberman, “Influence and Passivity in Social 
Media,” in Proceeding of the 22th international conference on World Wide Web - WWW '11, 2011, 
p. 113-114. 
[17] B. D. Loader, “Social Movements and New Media,” Sociology Compass, vol. 2, no. 6, pp. 
1920-1933, Nov. 2008. 
[18] A. M. Kaplan and M. Haenlein, “Users of the world, unite! The challenges and opportunities of 
 17 
Social Media,” Business Horizons, vol. 53, no. 1, pp. 59-68, Jan. 2010. 
[19] J. H. Kietzmann, K. Hermkens, I. P. McCarthy, and B. S. Silvestre, “Social media? Get serious! 
Understanding the functional building blocks of social media,” Business Horizons, vol. 54, no. 3, 
pp. 241-251, May 2011. 
[20] Y.-Y. Ahn, S. Han, H. Kwak, S. Moon, and H. Jeong, “Analysis of topological characteristics of 
huge online social networking services,” in Proceedings of the 16th international conference on 
World Wide Web - WWW  ’07, 2007, vol. 2, no. 6, p. 835. 
[21] M. Wilson and C. Nicholas, “Topological analysis of an online social network for older adults,” in 
Proceeding of the 2008 ACM workshop on Search in social media - SSM  ’08, 2008, vol. 2, no. 
6, p. 51. 
[22] B. A. Nardi, D. J. Schiano, M. Gumbrecht, and L. Swartz, “Why we blog,” Communications of 
the ACM, vol. 47, no. 12, p. 41, Dec. 2004. 
[23] A. Java, X. Song, T. Finin, and B. Tseng, “Why we twitter: understanding microblogging usage 
and communities,” in Proceedings of the 9th WebKDD and 1st SNA-KDD 2007 workshop on 
Web mining and social network analysis, 2007, pp. 56–65. 
[24] E. Bothos, D. Apostolou, and G. Mentzas, “Using Social Media to Predict Future Events with 
Agent-Based Markets,” IEEE Intelligent Systems, vol. 25, no. 6, pp. 50-58, Nov. 2010. 
[25] J. Wolfers and E. Zitzewitz, “Prediction Markets,” Journal of Economic Perspectives, vol. 18, no. 
2, pp. 107-126, Jun. 2004. 
[26] R. Hanson, “Foul play in information markets,” George Mason University, vol. 18, no. 2, pp. 
107-126, Jun. 2004. 
[27] D. Huff. How to Lie with Statistics. WW Norton & Company, 1993, pp. 13-28. 
[28] D. Gruhl, R. Guha, R. Kumar, J. Novak, and A. Tomkins, “The predictive power of online chatter,” 
in Proceeding of the eleventh ACM SIGKDD international conference on Knowledge discovery 
in data mining - KDD  ’05, 2005, vol. 18, no. 2, p. 78. 
[29] E. W. Anderson, “Customer Satisfaction and Word of Mouth,” Journal of Service Research, vol. 1, 
no. 1, pp. 5-17, Aug. 1998. 
[30] B. J. Jansen, M. Zhang, K. Sobel, and A. Chowdury, “Twitter power: Tweets as electronic word of 
mouth,” Journal of the American society for information science and technology, vol. 60, no. 11, 
pp. 2169–2188, 2009. 
[31] I. Roshwalb, E. Katz, and P. F. Lazarsfeld, “Personal Influence: The Part Played by People in the 
Flow of Mass Communications,” Journal of Marketing, vol. 21, no. 1, p. 129, Jul. 1956. 
[32] J. E. Engel, R. D. Blackwell, and R. J. Kegerreis, “How information is used to adopt an 
innovation,” Journal of Advertising Research, vol. 9, no. 4, pp. 3–8, 1969. 
[33] P. Domingos and M. Richardson, “Mining the network value of customers,” in Proceedings of the 
seventh ACM SIGKDD international conference on Knowledge discovery and data mining - 
KDD  ’01, 2001, vol. 9, no. 4, pp. 57-66. 
[34] J. J. Skowronski and D. E. Carlston, “Negativity and extremity biases in impression formation: A 
review of explanations.,” Psychological Bulletin, vol. 105, no. 1, pp. 131-142, Jan. 1989. 
[35] W. Duan, B. Gu, and A. Whinston, “Do online reviews matter? — An empirical investigation of 
panel data,” Decision Support Systems, vol. 45, no. 4, pp. 1007-1016, Nov. 2008. 
[36] C. Park and T. Lee, “Information direction, website reputation and eWOM effect: A moderating 
role of product type,” Journal of Business Research, vol. 62, no. 1, pp. 61-67, Jan. 2009. 
[37] D. Watts, “Challenging the influentials hypothesis,” WOMMA Measuring Word of Mouth, vol. 3, 
 18 
no. 4, pp. 201–211, Nov. 2007. 
[38] J. Leskovec and L. Adamic, “The dynamics of viral marketing,” ACM Transactions on the Web, 
vol. 1, no. 1, p. 5-es, May 2007. 
[39] M. Granovetter, “Threshold Models of Collective Behavior,” American Journal of Sociology, vol. 
83, no. 6, p. 1420, May 1978. 
[40] R. Bhatt, V. Chaoji, and R. Parekh, “Predicting product adoption in large-scale social networks,” 
in Proceedings of the 19th ACM international conference on Information and knowledge 
management - CIKM  ’10, 2010, vol. 83, no. 6, p. 1039. 
[41] L. Backstrom, D. Huttenlocher, J. Kleinberg, and X. Lan, “Group formation in large social 
networks,” in Proceedings of the 12th ACM SIGKDD international conference on Knowledge 
discovery and data mining - KDD  ’06, 2006, vol. 83, no. 6, p. 44. 
[42] F. Heider, The psychology of interpersonal relations. New York, NY, US: John Wiley & Sons, Inc, 
1958. 
[43] R. Sharda and D. Delen, “Predicting box-office success of motion pictures with neural networks,” 
Expert Systems with Applications, vol. 30, no. 2, pp. 243-254, Feb. 2006. 
[44] W. Zhang and S. Skiena, “Improving Movie Gross Prediction through News Analysis,” in 2009 
IEEE/WIC/ACM International Joint Conference on Web Intelligence and Intelligent Agent 
Technology, 2009, vol. 30, no. 2, pp. 301-304. 
[45] S. Asur and B. A. Huberman, “Predicting the future with social media,” in Web Intelligence and 
Intelligent Agent Technology (WI-IAT), 2010 IEEE/WIC/ACM International Conference on, 2010, 
vol. 1, no. 6, pp. 492–499. 
[46] J. S. Simonoff and I. R. Sparrow, “Predicting movie grosses: Winners and losers, blockbusters and 
sleepers,” Chance, vol. 13, no. 3, pp. 15–24, May 2000. 
[47] G. Mishne and N. Glance, “Predicting movie sales from blogger sentiment,” in AAAI 2006 
Spring Symposium on Computational Approaches to Analysing Weblogs (AAAI-CAAW 2006), 
2006, vol. 30, no. 2, pp. 301-304. 
[48] L. Liviu, “Predicting Product Performance with Social Media,” Informatics in education, vol. 15, 
no. 2, pp. 46-56, 2011. 
[49] Google, " Search trends: a clue to 2011 Oscar winners?" 
http://googleblog.blogspot.com/2011/02/search-trends-clue-to-2011-oscar.html. [Accessed Jan 20, 
2012] 
[50] F. Wu and B. A. Huberman, “Novelty and collective attention.,” Proceedings of the National 
Academy of Sciences of the United States of America, vol. 104, no. 45, pp. 17599-601, Nov. 
2007. 
[51] T. R. Zaman, R. Herbrich, J. Van Gael, and D. Stern, “Predicting information spreading in twitter,” 
in Workshop on Computational Social Science and the Wisdom of Crowds, NIPS, 2010, vol. 104, 
no. 45, pp. 17599-601. 
[52] G. Szabo and B. a. Huberman, “Predicting the popularity of online content,” Communications of 
the ACM, vol. 53, no. 8, p. 80, Aug. 2010. 
[53] K. Lerman and A. Galstyan, “Analysis of social voting patterns on digg,” in Proceedings of the 
first workshop on Online social networks, 2008, vol. 337, no. 1-2, pp. 7–12. 
[54] K. Lerman, “Using a model of social dynamics to predict popularity of news,” Proceedings of the 
19th international conference, pp. 621-630, 2010. 
[55] V. Gómez, A. Kaltenbrunner, and V. López, “Statistical analysis of the social network and 
 19 
discussion threads in slashdot,” in Proceeding of the 17th international conference on World Wide 
Web - WWW  ’08, 2008, p. 645. 
[56] M. Richardson, E. Dominowska, and R. Ragno, “Predicting clicks: estimating the click-through 
rate for new ads,” in Proceedings of the 16th international conference on World Wide Web, 2007, 
pp. 521–530. 
[57] C. Williams and G. Gulati, “What is a social network worth? Facebook and vote share in the 2008 
presidential primaries,” in Annual Meeting of the American Political Science Association, 2008, 
pp. 1–17. 
[58] A. Tumasjan, T. O. Sprenger, P. G. Sandner, and I. M. Welpe, “Predicting elections with Twitter: 
What 140 characters reveal about political sentiment,” in Proceedings of the Fourth International 
AAAI Conference on Weblogs and Social Media, 2010, pp. 178–185. 
[59] B., R. Balasubramanyan, B. R. Routledge, and N. A. Smith, “From tweets to polls: Linking text 
sentiment to public opinion time series,” in Proceedings of the International AAAI Conference on 
Weblogs and Social Media, 2010, pp. 122–129. 
[60] H. Jansen, “Pundits, Ideologues, and the Ranters: The British Columbia Election Online,” 
Canadian Journal of Communication, pp. 521–530, 2006. 
[61] A. Jungherr, P. Jurgens, and H. Schoen, “Why the Pirate Party Won the German Election of 2009 
or The Trouble With Predictions: A Response to Tumasjan, A., Sprenger, T. O., Sander, P. G., & 
Welpe, I. M. ‘Predicting Elections With Twitter: What 140 Characters Reveal About Political 
Sentiment’,” Social Science Computer Review, pp. 521–530, Apr. 2011. 
[62] P. T. Metaxas, E. Mustafaraj, and D. Gayo-Avello, “How (Not) To Predict Elections,” in Privacy, 
Security, Risk and Trust (PASSAT), 2011 IEEE Third International Conference on and 2011 IEEE 
Third International Confernece on Social Computing (SocialCom), 2011, pp. 165 - 171. 
[63] D. Gayo-Avello, P. T. Metaxas, and E. Mustafaraj, “Limits of electoral predictions using Twitter,” 
in Proceedings of the 5th International AAAI Conference on Weblogs and Social Media, 2011, pp. 
165 - 171. 
[64] Sysomos Inc, "An In-Depth Look Inside the Twitter World ". 
http://www.sysomos.com/insidetwitter/. [Accessed Feb 3, 2012]. 
[65] W. Antweiler and M. Z. Frank, “Is All That Talk Just Noise? The Information Content of Internet 
Stock Message Boards,” The Journal of Finance, vol. 59, no. 3, pp. 1259-1294, Jun. 2004. 
[66] E. F. Fama, “Efficient Capital Markets: II,” The Journal of Finance, vol. 46, no. 5, p. 1575, Dec. 
1991. 
[67] E. F. Fama, “The Behavior of Stock-Market Prices,” The Journal of Business, vol. 38, no. 1, p. 34, 
Jan. 1965. 
[68] J. Bollen, H. Mao, and X. Zeng, “Twitter mood predicts the stock market,” Journal of 
Computational Science, vol. 2, no. 1, pp. 1-8, Mar. 2011. 
[69] X. Zhang and H. Fuehres, “Predicting Stock Market Indicators through Twitter ‘I hope it is not as 
bad as I fear’,” in Proceedings of the 2nd Collaborative Innovation Networks Conference, 2011, 
vol. 26, no. 1, pp. 55–62. 
[70] X. Zhang, H. Fuehres and P. A. Gloor, “Predicting Asset Value through Twitter Buzz,” in 
Advances in Collective Intelligence 2011, New York: Springer, 2012, pp.23-34. 
[71] E. Gilbert and K. Karahalios, “Widespread worry and the stock market,” in Proceedings of the 
International Conference on Weblogs and Social Media, 2010, vol. 2, no. 1, pp. 229–247. 
[72] M. De Choudhury, H. Sundaram, A. John, and D. D. Seligmann, “Can blog communication 
 20 
dynamics be correlated with stock market activity?,” in Proceedings of the nineteenth ACM 
conference on Hypertext and hypermedia - HT  ’08, 2008, vol. 2, no. 1, p. 55. 
[73] L. Hossain, A. Wu, and K. K. S. Chung, “Actor centrality correlates to project based coordination,” 
in Proceedings of the 2006 20th anniversary conference on Computer supported cooperative work 
– CSCW ’06, 2006, p. 363. 
[74] P. Hinds and C. McGrath, “Structures that work: social structure, work structure and coordination 
ease in geographically distributed teams,” in Proceedings of the 2006 20th anniversary conference 
on Computer supported cooperative work, 2006, pp. 343–352. 
[75] T. Wolf, A. Schroter, D. Damian, and T. Nguyen, “Predicting build failures using social network 
analysis on developer communication,” in 2009 IEEE 31st International Conference on Software 
Engineering, 2009, pp. 1-11. 
[76] S. Biçer, A. B. Bener, and B. Çaglayan, “Defect Prediction Using Social Network Analysis on 
Issue Repositories,” in Proceedings of the 2011 International Conference on Software and 
Systems Process, 2011, pp. 63–71. 
[77] B. A. Huberman, D. M. Romero, and F. Wu, “Social networks that matter: Twitter under the 
microscope,” First Monday, vol. 14, no. 1, p. 8, 2009. 
[78] L. C. Freeman, “A Set of Measures of Centrality Based on Betweenness,” Sociometry, vol. 40, no. 
1, p. 35, Mar. 1977. 
[79] L. C. Freeman, “Centrality in social networks conceptual clarification,” Social Networks, vol. 1, 
no. 3, pp. 215-239, Mar. 1979. 
[80] P. Hinds and C. McGrath, “Structures that work: social structure, work structure and coordination 
ease in geographically distributed teams,” in Proceedings of the 2006 20th anniversary conference 
on Computer supported cooperative work, 2006, vol. 1, no. 3, pp. 343–352. 
[81] R. S. Burt, Structural holes: The social structure of competition, New York, USA: Harvard 
University Press, 1995. 
[82] S. Kak, Y. Chen, L. Wang, "Data Mining Using Surface and Deep Agents Based on Neural 
Networks," in Proceedings of the Sixteenth Annual Americas' Conference on Information Systems, 
2010. 
[83] S. Kak, “On training feedforward neural networks.” Pramana 40, 35-42, 1993. 
[84] S. Kak, “New algorithms for training feedforward neural networks.” Pattern Recognition Letters, 
15, 295-298, 1994.  
[85] S. Kak, “ Three languages of the brain: quantum, reorganizational, and associative.”  In Learning 
as Self-Organization, K. Pribram and J. King, eds., Lawrence Erlbaum, Mahwah, N.J., 185—219, 
1996. 
[86] S. Kak, “Faster web search and prediction using instantaneously trained neural networks.” IEEE 
Intelligent Systems. 14, 79-82, November/December, 1999. 
[87] S. Kak, “A class of instantaneously trained neural networks.” Information Sciences. 148, 97-102, 
2002. 
[88] Looney, C.G. (1997) Pattern Recognition Using Neural Networks. Oxford University Press, New 
York. 
