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Abstract-A one-step first-order non-linear method is proposed for initial value problems. The algorithms 
are based on a representation of the solution by the reciprocal of a polynomial. 
1. INTRODUCTION 
We will consider the initial value problem (IVP) 
Y’ =f(-% Y), y(a) = Y0, (1) 
y,f g R” and x E [a, b], a, b E R. Lambert and Shaw [l-3], Luke, Fair and Wimp [4] have developed 
non-linear algorithms to handle IVP with singularities while Gautschi [5] also developed non-linear 
multistep methods to cope with oscillatory systems. Fatunla [6] proposes an alternative approach 
to the above-mentioned methods by approximating the theoretical solution to IVP by 
r-1 
where A and the coefficients a, are real constants. Unfortunately the resultant algorithms of his 
method can only be applied if the initial value y, # 0. 
This fact has however another important drawback. If for any x E (a, b) the exact solution y 
would approach or become zero the numerical result will fail for any larger values of x. While in 
the case of an initial value y, = 0 at x = a we can have some control, what concerns us are the 
other values of y for x > a, of which we are not supposed to have u priori knowledge. 
In this paper we will develop a one-step method which can be applied to an IVP without any 
restrictions on the initial value. 
2. ONE-STEP SCHEME 
We discretize the interval [a, b] into N = b - u/Ax subintervals and let y. be the approximate 
value of y(nAx). The theoretical solution y(x) of equation (1) is then approximated by 
y, = a, + bn 1’ 
where a,, b, and c, are real constants and x, = n Ax. Expanding y (x, + , ) by Taylor’s theorem the 
following expression is obtained: 
(4) 
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where 
y(m) = dmy 
dxra  " 
However from equation (3) Y.+m is given by 
y.+l = a.+l + b.+ i [m~ (-1)"c."+ i(n + 1)m(Ax)m]. 
Since Y.+I ~y(x.+l), it follows from equations (4) and (5) that 
Y. = an+ 1 + b.+l, 
y '=  --(n + 1)b.+mC.+l 
and 
y" = 2(n + 1)2b.+mC.2+t. 
Solving for a.+~, b. + I and c. +j from equations (6)-(8) gives 
2(y;) 2 
a .+ l=y,  y~, , 
2(y;,) 2 
bn+ 1 = - -  y" 
and 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
-y~ 
c.+ 1 = 2(n + 1)y~," (11) 
By substituting these values in equation (3) we obtain the following one-step method: 
2(y'.) 2 2(y/,) 2 
y.+t =y .  y., F [ y".'Ax'~'=__ ! (12) 
Y" L 1 2y;, ,/ 
We will apply this algorithm to IVPs of which the solutions consist of the following two cases: 
(a) a solution near a singularity; 
(b) an oscillatory solution. 
3. NUMERICAL  RESULTS 
Firstly we consider the IVP 
y '= l+y 2, y (0 )=0,  
with the theoretical solution given by 
y (x) = tan x. 
From equations (12) and (13) the following explicit one-step method is obtained: 
1 + (yn) 2 1 + (yn) 2 
Yn+ l = Y,, t y. y.(1 -- Axy.)" 
The numerical results are shown in Table 1. 
Now we consider the same IVP of Fatunla [6], namely 
y '= l+y 2, 
y(0) = 1 
with the theoretical solution given by 
Y(X ) = tan(x + 4). 
(13) 
(14) 
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Table 1. y '=  I +y2,  y (0 )=0,  A.x =0.01 
x y (n Ax ) y, Error 
0.1 0.10033 0.10033 - -  
0.2 0.20271 0.20270 I E - 5 
0.3 0.30934 0.30933 1E - 5 
0.4 0.42279 0.42278 2E - 5 
0.5 0.54630 0.54628 2E - 5 
0.6 0.68414 0.68411 3E - 5 
0.7 0.84229 0.84225 4E - 5 
0.8 1.02964 1.02958 5E - 5 
0.9 1.26016 1.26008 8E - 5 
1.0 1.55741 1.55729 I. 1E - 4 
1.5 14.10142 14.09150 9.9E - 3 
1.55 48.07848 47.96007 1 .2E-  1 
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In Table 2 we compare the results of our method, which is of order 1, with those of Fatunla [6] 
of order 2. The same mesh size Ax = 0.05 was used. 
For the second case mentioned in Section 2 we consider the second-order IVP 
y" + w2y = 0 
y(0) =0 (15) 
y'(0) = w 
with the exact solution given by 
y = sin wx. 
We write equation (15) as the system: 
u~-  u2 = O, u~(O) = 0 (16) 
u~ + w2uj = 0, u2(0)  = w. (17)  
From equations (12), (16) and (17) we get two algorithms to solve for uz and u2, namely 
2(u2..)2 4(u2..)3 (18) 
Ul,n+l = Ul,n'~ W2Ul,n W2Ul,n(2U2.n + W2Ul,nAx) 
and 
2W2(Ul,n) 2 4W2(Ul,n) 3
u2,.+ l = u2,n + (19) 
U2, n U2, n(2Ul,n -- U2, nAZ )" 
The numerical results obtained from equations (18) and (19) are shown in Tables 3 and 4 for 
w = 5n and w = 10n, respectively. We like to stress the point that these results are obtained by a 
first-order one-step method. The relative errors ER1 and ER2 for ul and u2 respectively were 
defined by 
ER i -  ul(nAx) ui,. i= 1,2. 
1 + abs ut(nAx)' 
Table 2. y '=  I +y2, y (0 )= 1, Ax =0.05 
Fatunla, k = 2, 
x y (n. Ax ) y. Error error 
0.1 1.22305 1.22295 I E - 4 8E - 4 
0.2 1.50850 1.50809 4E - 4 1E - 3 
0.3 1,89577 1.89481 1E - 3 3E - 3 
0.4 2.46496 2.46290 2E - 3 6E - 3 
0.5 3,40822 3.40351 5E - 3 1E - 2 
0.6 5.33186 5.31842 IE -2  3E-2  
0.65 7.34044 7.31314 3E - 2 6E - 2 
0.7 I 1.68137 I 1.60750 7E - 2 2E - ! 
0.75 28.23825 27.78074 5E - I IE - 0 
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Table 3. y" + w2y = 0, y (0 )  = 0, y ' (0 )  = w = 5n, Ax  = 0 .0025 
x ul(nAx ) ul. . u2(nAx) u2. . ERI  ER2 
0.05 0.70711 0 .70620 11.10721 11.08293 5E - 4 2E  - 3 
0 .10 1.00000 0 .99925 0 .00002 -0 .01611 4E  - 4 2E  - 2 
0 .15 0.70711 0 .70604 - 11.10720 -11 .08459 6E-4  -2E -3  
0 .20 0 .00000 -0 .00032 - 15.70796 - 15.69540 3E  - 4 - 8E  - 4 
0.25 -0 .70711 -0 .70299 - I 1 .10722 - 11.12383 -2E  - 3 1E - 3 
0 .30 - 1 .00000 -0 .99879 -0 .00001 -0 .04883 -6E  - 4 5E - 2 
0.35 -0 .70711 -0 .70695 I 1.10720 I 1.05643 9E  - 5 4E  - 3 
0 .40 0 .00000 -0 .00159 15.70796 15.68528 2E  - 3 IE  --  3 
0 .90 1.00000 0 .99905 - 0 .00002 --  0 .04004 5E --  4 4E  - 2 
0 .95 0.70711 0 .70445 - I I. 10721 - I 1 .10989 2E  - 3 2E  - 4 
1.00 0 .0000 -0 .00256 - 15.70796 - 15.69608 3E  - 3 -7E  - 4 
We add one to the denominator  because the solut ion oscillates and consequently passes through 
zero. The relative error in such cases is then only the difference between the exact and numerical 
solutions. 
Furthermore, we define the relative errors RE1 and RE2 by 
and 
N 
[abs(ul (nAx)  - u l , , )  + abs(u2(nAx)  - u2,~)] 
RE1 = ,=l  
N 
~ [abs ul (nAx) + abs u2(nAx)] 
N 
~_, abs( (u l (nAx)  - u , , , ) . (u2(nAx  ) - u2,~) 
RE2 = n = l 
N 
abs(ul (nAx  ) 'u2(nAx  )) 
n=l  
For w = 57t and Ax = 0.0025, 
and 
while if w = 107t and Ax = 0.001 then 
and 
RE1 = 2.4E - 3 
RE2 = 2.5E - 3, 
RE1 --- 7.9E - 3 
RE2 = 9.3E - 3. 
Table 4. y"  + w2y z 0, y (0 )  z 0, y ' (O)  = w ~ 10n, ~¢ = 0.001 
x u l (n~ ) uLn u2(n~¢ ) u2. , ER I  ER2  
0 .025 0.70711 0 .70655 22.21442 22.18047 3E  - 4 IE  - 3 
0.05 1.00000 0 .99950 0 .00004 -0 .02612 2E  - 4 3E  - 2 
0 .075 0.70711 0 .70712 -22 .21439 -22 .15567 - IE -6  -3E -3  
0.1 0 .00000 0 .00105 -31 .41592 -31 .39584 - IE -3  -6E -4  
0.125 -0 .70711 -0 .70595 -22 .21445 -22 .19099 -7E-4  - IE -3  
0.15 - 1 .00000 -0 .99930 -0 .00006 0 .00610 -3E-4  -6E -3  
0.175 -0 .70711 -0 .71189 22 .21436 21.95161 3E-3  IE -2  
0 .20 0 .00000 -0 .00899 31 .41592 31.35576 9E  - 3 2E  - 3 
0.95 - 1 .00000 -0 .99255 -0 .00022 -0 .00348 -4E  - 3 -4E  - 3 
0 .975 -0 .70712 -0 .71705 22.21396 21.58159 6E  - 3 3E  - 2 
1.000 0 .00000 -0 .02100 31.41592 31.20688 2E  - 2 6E  - 3 
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Table 5. y’ = 1 +y2, y(O) = 1, Ax = 0.05 
First-order 
error Second-order Fatunla, k = 2, Fatunla, k = 4, 
x (Table2) error Crr0r error 
0.1 IE-4 2E-6 8E-4 - 
0.2 G-4 8E-6 IE-3 6E-5 
0.3 IE-3 2E-5 3E-3 5E-5 
0.4 2E-3 5E-5 6E-3 2E-4 
0.5 SE-3 lE-4 lE-2 ZE-4 
0.6 IE-2 5E-4 3E-2 7E-4 
0.65 3E-2 IE-3 6E-2 2E-3 
0.70 7E-2 3E-3 2E-1 3E-3 
0.75 5E-1 ZE-2 IE-0 2E-2 
4. GENERALIZATION OF THE METHOD 
We now consider the case where the algorithm (3) is generalized to a higher order. The first 
possibility that we consider is given by 
Y” = % + 
bn 
1 + c,,x, + d,x;’ 
By solving for the coefficients a,, , , b,,+ , , c, + , and d,, , we unfortunately get a quadratic equation 
fort,.,. The sign of the determinant depends on the values of YA , J(’ and Yr and may be negative 
at some interpolation points. 
Consequently, we consider the algorithm 
a,+b, 
‘,a = 1 + c,x, + d,x;: 
or more conveniently 
a,,+b,,Ax 
“= 1 + c,Ax + d,(Ax)2’ (21) 
The values of a,,,, b,,+l, c,,,, and d,,,, are given by 
b n+l =Y:,+YPI.c”+I, 
YIIY: - 3YLY:: 
“+’ = 6y;y; - 3y,y; 
and 
d --c,+IY:, Y:: n+1= --. 
Y” 2Yn 
The numerical results of this one-step method of order 2 are given in Tables 5. This method 
suffers form the same drawback as the algorithm of Fatunla [6] since the case where the initial value 
is zero cannot be computed. From Table 5 it is clear that our results for a second-order one-step 
method compare favourably to the results of Fatunla with a fourth-order multistep method. 
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