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Abstract. In this paper we present the notion of a von Neumann regular
C
∞
−ring, we prove some results about them and we describe some of
their properties. We prove, using two different methods, that the category
of von Neumann regular C∞−rings is a reflective subcategory of C∞Rng.
We prove that every homomorphism between Boolean algebras can be
represented by a C∞−ring homomorphism between von Neumann regular
C
∞
−rings.
Introduction
We assume that the reader is familiar with the notion of C∞−rings, with its
universal algebra (cf. [5]) and with “smooth commutative algebra” (cf. [6]).
Overview of the Paper:
In Section 1 we present a notion of von Neumann regular C∞−ring, which
is basically a C∞−ring whose underlying commutative unital ring is a von Neu-
mann regular ring and explore the main properties and characterizations of this
concept. In Section 2, we show, by two different methods, that every C∞−ring
has a “closest” von Neumann regular C∞−ring, and define their von Neumann
regular hull; moreover we describe some properties of the reflection functor as
to the preservation of finite limits. In Section 3, we present an application: we
prove that every homomorphism between boolean algebras can be represented
by a C∞−ring homomorphism of von Neumann regular C∞−rings.
1 On von Neumann regular C∞−rings
We register a fact which is valid for any C∞−ring as to idempotents and local-
izations:
Lemma 1. Let A be any C∞−ring and e ∈ A an idempotent element. There are
unique isomorphisms:
A{e−1} ∼= A
(1− e)
∼= A · e := {a · e|a ∈ A}
2 J. C. Berni and H. L. Mariano
Proof. Let
me : A։ A · e
a 7→ a · e
and
q A։
A
(1 − e)
a 7→ a+ (1− e)
Since (1 − e) · e = e − e2 = e − e = 0, given any a = x(1 − e) ∈ (1 − e),
me(a) = me(x(1 − e)) = x(1 − e)e = x · 0 = 0, so (1− e) ⊆ kerme.
Noting that (1 − e) ⊆ kerme and that me is a surjective map, by the The-
orem of the Isomorphism there is a unique isomorphism ψ :
A
(1− e) → A · e
such that the following triangle commutes:
A
me // //
q

A · e
A
(1− e)
∃!ψ
<<
so
A
(1 − e)
∼= A · e.
Finally we show that A{e−1} ∼= A
(1− e) . First we note that since ηe(e) ∈
(A{e−1})× and (ηe(e))2 = ηe(e2) = ηe(e) (that is, ηe(e) is an idempotent ele-
ment of A{e−1}), it follows that ηe(e) = 1.
We have ηe(1−e) = ηe(1)−ηe(e) = 1−1 = 0, so (1−e) ⊆ ker ηa, so applying
the Theorem of the Homomorphism we get a unique C∞−homomorphism ϕ :
A
(1− e) → A{e
−1} such that the following diagram commutes:
A
ηe //
q

A{e−1}
A
(1− e)
∃!ϕ
;;
We have also:
q(e)− q(1) = q(e − 1) ∈ (e− 1),
hence
q(e) = q(1) in
A
(1− e) .
Von Neumann Regular C∞−Rings and Applications 3
Since (q(e))2 = q(e2) = q(e), i.e., it is idempotent, it follows that q(e) =
1 + (e− 1) ∈
(
A
(1 − e)
)×
. By the universal property of ηe : A→ A{e−1}, there
is a unique C∞−homomorphism ψ : A{e−1} → A
(1− e) such that the following
diagram commutes:
A
ηe //
q

A{e−1}
∃!ψ{{
A
(1− e)
By the uniqueness of the arrows ϕ and ψ, we conclude that ϕ ◦ψ = idA{e−1}
and ψ ◦ ϕ = id A
(1−e)
, hence A{e−1} ∼= A
(1− e) .
We now give a definition of a von Neumann regular C∞−ring: it is a C∞−ring
(A,Φ) such that U˜(A,Φ) is a von Neumann regular commutative unital ring (here
U˜ : C∞Rng→ CRing is the forgetful functor). More precisely:
Definition 1. Let A = (A,Φ) be a C∞−ring. We say that A is a von Neu-
mann regular C∞−ring if one (and thus all) of the following equivalent3,
conditions is satisfied:
(i) (∀a ∈ A)(∃x ∈ A)(a = a2x);
(ii) Every principal ideal of A is generated by an idempotent element, i.e.,
(∀a ∈ A)(∃e ∈ A)(∃y ∈ A)(∃z ∈ A)((e2 = e)&(ey = a)&(az = e))
(iii) (∀a ∈ A)(∃!b ∈ A)((a = a2b)&(b = b2a))
We give a proof of the equivalences above in Proposition 1.
From now on we must write, when there is no danger of confusion, A instead
of A.
An homomorphism of von Neumann C∞−rings,A andB is simply a C∞−homo-
morphism between these C∞−rings. We have the following:
Definition 2. We denote by C∞vNRng the category whose objects are von
Neumann-regular C∞−rings and whose morphisms are the C∞−homomorphisms
between them. Thus, C∞vNRng is a full subcategory of C∞Rng.
3 See for instance [1] for a proof of these equivalences in the setting of commutative
rings.
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The following lemma tells us that, in C∞vNRng, taking localizations and
taking the ring of fractions with respect to a special element yield the same
object.
Lemma 2. If A is a von Neumann regular C∞−ring, then given any a ∈ A
there is some idempotent element e ∈ A such that A{a−1} ∼= A{e−1} ∼= A
(1 − e) .
Proof. Let a ∈ A be any element. Since A is a von Neumann regular C∞−ring,
there exists some idempotent element e ∈ A such that a ∈ (e) and e ∈ (a), so
(a) = (e).
We claim that:
A
(1− e)
∼= A{a−1}.
First notice that the quotient map q : A → A
(1 − e) inverts a, i.e., q(a) ∈(
A
(1− e)
)×
. Indeed, since (a) = (e), there must exist some y ∈ A such that
ay = e, so 1 − ay + (1 − e) is the multiplicative inverse of q(a) = a + (1 − e),
hence q(a) ∈
(
A
(1− e)
)×
.
Given f : A→ B a C∞−rings homomorphism such that f(a) ∈ B×, consider
the following diagram:
A
q //
f
!!❇
❇❇
❇❇
❇❇
❇❇
❇
A
(1− e)
B
Claim: 1− e ∈ ker f .
Since f(a) ∈ B×, f(a) = f(ae) = f(a) · f(e) ∈ B×, so there is some b ∈ B
such that f(e) · [f(a) · b] = [f(e)f(a)] · b = 1. Hence f(e)−1 = f(a) · b.
Note that f(e) ∈ B× and f(e) = f(e2) = f(e)2, that is, f(e) is an invertible
idempotent of A, hence f(e) = 1 and 1− e ∈ ker f .
By the Theorem of the Homomorphism, since (1− e) ⊆ ker f there is a
unique C∞−homomorphism f˜ : A
(1− e) → B such that
A
q //
f
!!❇
❇❇
❇❇
❇❇
❇❇
❇
A
(1− e)
f˜

B
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commutes.
Since
A
(1 − e) has the universal property of the ring of fractions A{a
−1}, it
follows that:
A
(1 − e)
∼= A{a−1}
Lemma 3. Let A be a von Neumann-regular C∞−ring, S ⊆ A and let U˜ :
C∞Rng→ CRing be the forgetful functor. Then:
U˜
(
A{S−1}) = U˜(A)[S−1]
Proof. We prove the result first in the case S = {a} for some a ∈ A.
Since A is a von Neumann-regular C∞−ring, by Lemma 2, given a ∈ A
there is some idempotent element such that:
A{a−1} ∼= A{e−1} ∼= A
(1 − e)
Now,
A
(1 − e)
∼= A[e−1], and A[e−1] ∼= U˜(A)[e−1], and since U˜(A)[e−1] ∼=
U˜(A)[a−1], the result follows.
Whenever S is finite, we have A{S−1} = A{a−1}, for a = ∏S, and we can
use the proof we have just made.
For a general S ⊆ A, we write:
S =
⋃
S′⊆finS
S′
and use the fact that U˜ : C∞Rng→ CRing preserves directed colimits.
As a corollary, we have the following:
Proposition 1. C∞vNRng ⊆ C∞Rng is closed under localizations.
The following result is an adaptation of Proposition 1 of [1] for the C∞−case.
Theorem 1. If A is a von Neumann regular C∞−ring then A is a reduced
C∞−ring.
Proof. By the Lemma 2,
∞
√
(0) =
{
a ∈ A|A{a−1} ∼= {0}
}
=
{
a ∈ A| A
(1− e)
∼= {0}
}
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Now
A
(1− e)
∼= {0} yields 1 ∈ (1 − e), so there must exist some z ∈ A such
that 1 = z · (1 − e), and (1− e) is an invertible idempotent of A, so:
1− e = 1
e = 0
Therefore a = 0, so ∞
√
(0) ⊆ {0}. The other inclusion is always true, so:
∞
√
(0) ∼= {0},
and A is reduced.
The following result shows us that whenever A is a von Neumann regular
C∞−ring, the notions of C∞−spectrum, Zariski spectrum, maximal spectrum
and thus, the structure sheaf of its affine scheme coincide.
Theorem 2. Let A be a von Neumann regular C∞−ring. Then:
1) ∞
√
(0) =
√
(0) = (0);
2) Spec∞ (A) = Specm (A) = Spec (A), as topological spaces;
3) The structure sheaf of A in the category C∞Rng is equal to the structure
sheaf of U(A) in the category CRing.
Proof. Ad 1): By Theorem 1, since A is a von Neumann regular C∞−ring,
∞
√
(0) ∼= (0). But U˜(A) is also a von Neumann regular ring, so given any a ∈ A
there exists some idempotent element e ∈ A such that (a) = (e), i.e.,
a ∈ (e)
and
e ∈ (a)
The former condition implies the existence of some x ∈ A such that a = ex
so
ae = e2x = ex = a
and latter condition implies the existence of some y ∈ A such that e = ay, so
ay = e = e2 = a2y2.
Now, given a ∈√(0), there is some n ∈ N such that an = 0, so
0 = an = (ae)n = anen = ane.
Since en = anyn = 0, then e = 0, so a = a · 0 = 0.
Hence,
√
(0) = (0) = ∞
√
(0).
Ad 2):
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Claim: In a von Neumann regular C∞−ring every prime ideal is a maximal
ideal.
Let p be a prime ideal in A. Given a+ p 6= p in A
p
, then a+ p ∈
(
A
p
)×
.
Since A is a von Neumann regular ring, there exists some b ∈ A such that
aba = a, so
a+ p = aba+ p
a+ p = (ab+ p) · (a+ p)
ab+ p = 1 + p
so
ab = 1.
Hence, every non-zero element of
A
p
is invertible, so
A
p
is a field. Under those
circumstances, it follows that p is a maximal ideal, so Spec (A) = Specm (A).
We always have Specm (A) ⊆ Spec∞ (A) and Spec∞ (A) ⊆ Spec (A), so:
Spec (A) ⊆ Specm (A) ⊆ Spec∞ (A) ⊆ Spec (A)
and
Spec∞ (A) = Spec (A).
We note, also, that both the topological spaces Spec (A) amd Spec∞ (A) have
the same basic open sets:
D∞(a) = {p ∈ Spec∞ (A)|a /∈ p} = {p ∈ Spec (A)|a /∈ p} = D(a),
hence
Spec∞ (A) = Spec (A)
as topological spaces.
Ad 3). Immediate.
Proposition 2. Let A be a C∞−ring. Then the following are equivalent:
(i) A is von Neumann-regular, i.e.,
(∀a ∈ A)(∃x ∈ A)(a = a2x)
(ii) Every principal ideal of A is generated by an idempotent element, i.e.,
(∀a ∈ A)(∃e ∈ A)(∃y ∈ A)(∃z ∈ A)((e2 = e) ∧ (ey = a) ∧ (az = e))
(iii) (∀a ∈ A)(∃!b ∈ A)((a = a2b) ∧ (b = b2a))
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Moreover, when A is von Neumann-regular, then A is reduced (i.e., ∞
√
(0) = (0))
and for each a ∈ A the idempotent element e satisfying (ii) and the element b
satisfying (iii) are uniquely determined.
Proof. The implication (iii) → (i) is obvious, so we omit the proof.
Ad (i) → (ii): Let I = (a) be a principal ideal of A. By (i), there is x ∈ A
such that a = a2x, so we define e := ax, which is idempotent since e2 = (ax)2 =
a2x2 = (a2x)x = ax = e. By definition, e = ax ∈ (a) = I, so (e) ⊆ I, and since
a = a2x = (ax)a = ea we also have a ∈ (e), so I = (a) ⊆ (e). Hence, I = (e).
Ad (ii) → (i): Let a ∈ A be any element. By (ii) there are e ∈ A, y ∈ A
and z ∈ A such that e2 = e, a = ey and e = az. Define x := z2y, and we have
a2x = a2z2y = e2y = ey = a.
Ad (i)→ (iii): Let a ∈ A be any element. By (i), there is some x ∈ A such that
a = a2x. There can be many x ∈ A satisfying this role, but there is a “minimal”
one: the element ax is idempotent and we can project any chosen x down with
this idempotent, obtaining b := ax2. Then aba = aab2a = (ax)(ax)a = axa = a
and bab = (ax2)a(ax2) = (ax)3x = (ax)x = b.
Now suppose that A is a von Neumann-regular C∞−ring, and let a ∈ A be
such that a ∈ ∞√(0). Then let e be an idempotent such that ey = a, az = e, for
some y, z ∈ A. Then a is such that A{a−1} ∼= {0}, and by Lemma 2 there is
some idempotent e ∈ A such that A{a−1} ∼= A
(1 − e) . Now, A{a
−1} ∼= {0} occurs
if and only if,
A
(1 − e)
∼= {0}, i.e., if and only if, (1− e) = A. Since (1− e) = A,
it follows that 1 − e ∈ A×, and since e · (1 − e) = 0, it follows by cancellation
that e = 0, hence a = ey = 0y = 0.
Let e, e′ ∈ A be idempotents in an arbitrary ring satisfying (e) = (e′). Select
r, r′ ∈ A such that er′ = e′ and e′r = e. Then e′ = er′ = er′e = e′e = e′re′ =
e′r = e. Thus, if an ideal is generated by an idempotent element, this element is
uniquely determined.
Finally, let A be a von Neumann-regular C∞−ring. Select a member a ∈ A
and consider b, b′ ∈ A such that a2b′ = a = a2b, b = b2a, b′ = b′2a. Then
(b− b′)a2 = (b− b′)a2 = (b− b′)(ba2− b′a2) = (b− b′)(a−a) = (b− b′) ·0 = 0 and
[(b−b′)·a]2 ∈ (0). Since A is C∞−reduced, [(b−b′)·a]2 ∈ (0) = ∞√(0). By item (1)
of Theorem 2, ∞
√
(0) =
√
(0), so [(b−b′)·a]2 ∈ ∞√(0) =√(0) and (b−b′)·a = 0.
Therefore b− b′ = b2a− b′2a = (b2 − b′2)a = (b+ b′)(b − b′)a = (b+ b′) · 0 = 0.
Remark 1. Let A be a von Neumann-regular C∞−ring and e ∈ A be any idem-
potent element. Then A · e is a von Neumann-regular C∞−ring. Indeed, we have
A·e ∼= A
(1 − e) and the latter is an homomorphic image of a von Neumann-regular
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C∞−ring, namely A
(1− e) = q[A]. Since
A
(1− e) is the homomorphic image of
a von Neumann-regular C∞−ring, A
(1− e) is a von Neumann-regular C
∞−ring.
Since A · e ∼= A
(1 − e) , it follows that A · e is a von Neumann-regular C
∞−ring.
Lemma 4. Let A be a local C∞−ring. The only idempotent elements of A are
0 and 1.
Proof. Since A is a local C∞−ring, we have:
(∀x ∈ A)(∀y ∈ A)((x + y ∈ A×)→ (x ∈ A×) ∨ (y ∈ A×)).
Let e ∈ A be an idempotent. We have (1 = e + (1 − e) ∈ A×) → ((e ∈
A×) ∨ (1 − e ∈ A×)). If e ∈ A× then e = 1 (since 1 is the only invertible
idempotent), and if 1 − e ∈ A× then, by the same reasons, 1 − e = 1, hence
e = 0.
Proposition 3. Let A be a von Neumann-regular C∞−ring whose only idem-
potent elements are 0 and 1. Then the following assertions are equivalent:
(i) A is a C∞−field;
(ii) A is a C∞−domain;
(iii) A is a local C∞−ring.
Proof. The implications (i) → (ii), (i) → (iii) are immediate, so we omit their
proofs.
Ad (iii) → (i): Suppose A is a local C∞−ring. Since A is a von Neumann-
regular C∞−ring, given any x ∈ A \ {0} there exists some idempotent element
e ∈ A such that (x) = (e). However, the only idempotent elements of A are, by
Lemma 4, 0 and 1. We claim that (x) = (1), otherwise we would have (x) = (0),
so x = 0.
Now, (x) = (1) implies 1 ∈ (x), so there is some y ∈ A such that 1 = x · y =
y · x, and x is invertible. Thus A is a C∞−field.
Ad (ii) → (i):Suppose A is a C∞−domain. Given any x ∈ A \ {0}, we have:
(∀y ∈ A \ {0})(x · y 6= 0),
so (x) 6= (0). Since A is a von Neumann-regular C∞−ring, (x) is generated by
some non-zero idempotent element, namely, 1. Hence (x) = (1) and x ∈ A×.
Proposition 4. The inclusion functor ı : C∞vNRng →֒ C∞Rng creates fil-
tered colimits, i.e., C∞vNRng ⊂ C∞Rng
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Proof. A filtered colimit of von Neumann-regular C∞−rings, taken in C∞Rng
is a von Neumann-regular C∞−ring again. Indeed, filtered colimits in C∞Rng
are formed by taking the colimit of the underlying sets and defining the n−ary
functional symbol f (n) of an n−tuple (a1, · · · , an) into a common C∞−ring oc-
curring in the diagram and taking the element f (n)(a1, · · · , an) there.
Let (I,≤) be a filtered poset and {Ai}i∈I be a filtered family of C∞−ring.
Given any element α ∈ lim−→Ai, there is some i ∈ I and ai ∈ Ai such that
α = [(ai, i)]. Since Ai is a von Neumann-regular C∞−ring, there must exist some
idempotent ei ∈ Ai such that (ai) = (ei). It suffices to take η = [(ei, i)] ∈ lim←−Ai,
which is an idempotent element of lim−→Ai such that (α) = ([(ai, i)]) = ([(ei, i)]) =
(η). Hence lim−→Ai is a von Neumann-regular C
∞−ring.
We have the following important result, which relates von Neumann-regular
C∞−rings to the topology of its smooth Zariski spectrum:
Theorem 3. Let A be a C∞−ring. The following assertions are equivalent:
(i) A is a von Neumann-regular C∞−ring;
(ii) A is a C∞−reduced C∞−ring (i.e., ∞√(0) = (0)) and Spec∞ (A) is a Boolean
space, i.e.,a compact, Hausdorff and totally disconnected space.
Proof. Ad (i) → (ii): Suppose A is a von Neumann regular C∞−ring. We are
going to show that ∞
√
(0) = (0).
Given a ∈ ∞√(0), since A is a von Neumann regular C∞−ring, there are some
e ∈ A such that e2 = e, some x ∈ A and some y ∈ A such that a = ex and e = ay.
Since a ∈ ∞√(0) and ∞√(0) is an ideal, we have e = ay ∈ ∞√(0). From
Theorem 18, p. 78 of [6], we conclude that:
(∀p ∈ Spec∞ (A))(e ∈ p).
Now, e2 = e implies that (1 − e) · e = 0, so either e = 0 or e = 1. The latter
does not occur, since p is a proper prime ideal, hence e = 0 and a = 0. Hence
∞
√
(0) ⊆ (0) and ∞√(0) = (0).
It remains to show that Spec∞ (A) is a Boolean space. Since Spec∞ (A) is a
spectral space, we only need to show that:
B = {D∞(a)|a ∈ A}
is a clopen basis for its topology.
Given any a ∈ A, since A is a von Neumann regular C∞−ring, there is some
idempotent element e ∈ A such that (a) = (e), so D∞(a) = D∞(e).
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We claim that Spec∞ (A) \D∞(e) = D∞(1− e), hence D∞(a) = D∞(e) is a
clopen set.
From item (iii) of Lemma 1.2 of [24],
D∞(e) ∩D∞(1− e) = D∞(e · (1 − e)) = D∞(0) = {p ∈ Spec∞ (A)|0 /∈ p} = ∅.
Also by item (iii) of Lemma 1.2 of [24],
D∞(e) ∪D∞(1 − e) = D∞(e+ (1− e)) = D∞(1) = Spec∞ (A)
so it follows that Spec∞ (A) is a Boolean space and A is a C∞−reduced C∞−ring.
Ad (ii)→ (i). Suppose that A is a C∞−reduced C∞−ring and that Spec∞ (A)
is a Boolean space.
Since Spec∞ (A) is a Boolean space, it is a Hausdorff space and for every
a ∈ A, D∞(a) is compact, hence it is closed. From that we conclude that for
every a ∈ A, D∞(a) is a clopen set.
We conclude that Spec∞ (A) \D∞(a) is a clopen subset of Spec∞ (A).
We claim that for every clopen C in Spec∞ (A) there is some b ∈ A such that
C = D∞(b).
Since C is clopen in Spec∞ (A), it is in particular an open set, and since
{D∞(a)|a ∈ A} is a basis for the topology of Spec∞ (A), there is a family
{bi}i∈I of elements of A such that:
C =
⋃
i∈I
D∞(bi)
Since C is compact, there is a finite subset I ′ ⊆ I such that:
C =
⋃
i∈I′
D∞(bi)
By item (iii) of Lemma 1.4 of [24],
⋃
i∈I′
D∞(bi) = D∞
(∑
i∈I′
bi
2
)
.
Hence, given a clopen set C, there is an element b =
∑
i∈I′ bi
2 such that
C = D∞(b).
Applying the above result to the clopen Spec∞ (A) \ D∞(a), we obtain an
element d ∈ A such that:
Spec∞ (A) \D∞(a) = D∞(d).
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We have:
∅ = D∞(a) ∩D∞(d) = D∞(a · d) = {p ∈ Spec∞ (A)|a · d /∈ p}
so
(∀p ∈ Spec∞ (A))(a · d ∈ p)
hence
a · d ∈
⋂
Spec∞ (A) = ∞
√
(0) = (0)
where the last equality is due to the fact that A is supposed to be a C∞−reduced
C∞−ring.
We have, then,
a · d = 0.
We have, also:
D∞(a2 + d2) = D∞(a) ∪D∞(b) = Spec∞ (A) = D∞(1).
By item (i) of Lemma 1.4 of [24], D∞(1) ⊆ D∞(a2 + d2) implies 1 ∈
{a2 + d2}∞−sat, which happens if, and only if, a2 + d2 ∈ ∞√(1).
Now, a2 + d2 ∈ ∞√(1) occurs if, and only if, (∃c ∈ {1}∞−sat) and (∃λ ∈ A)
such that:
λ · c · (a2 + d2) ∈ 〈1〉 = {1}
Let y = λ · c, and we get:
y · (a2 + d2) = 1
ya2 + yd2 = 1
Since a · d = 0, we get:
a(a2y) + a(b2y) = a · 1 = a
a2(a · y) = a
and considering the forgetful functor:
U˜ : C∞Rng→ CRing
Let a ∈ ∞√(0), i.e., a ∈ A is such that ( A
(0)
)
{(a + (0))−1} ∼= A{a−1} ∼= 0.
Since A{a−1} ∼= A{x}
(ax− 1) , A{a
−1} ∼= 0 implies
1 A{x}
(ax−1)
= 0 A{x}
(ax−1)
,
so
1A{x} ∈ (ax− 1),
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which occurs if and only if, there exists some h ∈ A{x} ∼= A ⊗∞ C∞(R) such
that 1 = h(x) · [Ψ((a)) ·Ψ(′(idR))−1] = h(x) ·(ax−1), where  : A→ A{x} and
′ : C∞(R)→ A{x} are the coproduct morphisms and Ψ : A⊗∞ C∞(R)→ A{x}
is the isomorphism between them, as we see in the following diagram:
C∞(R)
′
&&◆◆
◆◆
◆◆
◆◆
◆◆
A⊗∞ C∞(R) Ψ // A{x}
A

77♣♣♣♣♣♣♣♣♣♣♣♣
Under those circumstances we conclude that if A is a reduced C∞−ring, then
there is h ∈ A{x} such that 1 = h(x) · (ax− 1), so 1 ∈ (ax− 1) and
1 A{x}
(ax− 1)
= 0 A{x}
(ax− 1)
,
or
1A{a−1} = 0A{a−1}
so
a ∈ ∞
√
(0)
The following proposition will be useful to characterize the von Neumann-
regular C∞−rings by means of the ring of global sections of the structure sheaf
of its affine scheme.
Proposition 5. If a C∞−ring A is a von-Neumann-regular C∞−ring and p ∈
Spec∞ (A), then A{A \ p−1} is a C∞−field.
Proof. We are going to show that the only maximal ideal of A{A \ p−1}, mp is
such that mp ∼= {0}.
Let ηp : A→ A{A \ p−1} be the localization morphism of A with respect to
A\ p. We have mp = 〈ηp[A\ p]〉 =
{
ηp(a)
ηp(b)
|(a ∈ p) ∧ (b ∈ A \ p)
}
. We must show
that for every a ∈ p, ηp(a) = 0, which is equivalent, by Theorem 1.4 of [24],
to assert that for every a ∈ p there is some c ∈ (A \ p)∞−sat = A \ p such that
c · a = 0 in A.
Ab absurdo, suppose mp 6= {0}, so there is a ∈ p such that ηp(a) 6= 0, i.e.,
such that for every c ∈ A \ p, c · a 6= 0. Since A is a von Neumann-regular
C∞−ring, for this a there is some idempotent e ∈ p such that (a) = (e).
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Since a ∈ (e), there is some λ ∈ A such that a = λ · a, hence:
0 6= ηp(a) = ηp(λ · e) = ηp(λ) · ηp(e)
and ηp(e) 6= 0.
Since ηp(e) 6= 0,
(∀d ∈ A \ p)(d · e 6= 0). (1)
Since e is an idempotent element, 1− e /∈ p, for if 1− e ∈ p then e+(1− e) =
1 ∈ p and p would not be a proper prime ideal.
We have also:
e · (1− e) = 0, (2)
The equation (2) contradicts (1), so mp ∼= {0} and A{A \ p−1} is a C∞−field.
Corollary 1. Let A be a von Neumann-regular C∞−ring and p ∈ Spec∞ (A).
We have:
A
p
∼= A{A \ p−1}.
Proof. Since A is a von Neumann-regular C∞−ring, Spec∞ (A) = Specm∞ (A)
and for every p ∈ Spec∞ (A) = Specm∞ (A), A
p
is a C∞−field, so
(
A
p
){(
A
p
\ {0 + p}
)−1}
∼= A
p
Also, since A{A \ p−1} is a C∞−field (by Proposition 5), the quotient map
qmp : A{A \ p−1} →
A{A \ p−1}
mp
is an isomorphism, soA{A \ p−1} ∼= A{A \ p
−1}
mp
.
By Theorem 24 of p.96 of [6],
(
A
p
){(
A
p
\ {0 + p}
)−1}
∼= A{A \ p
−1}
mp
,
hence:
A{A \ p−1} ∼= A{A \ p
−1}
mp
∼=
(
A
p
){(
A
p
\ {0 + p}
)−1}
∼= A
p
.
As a consequence, we register another proof of (iii)→ (i) of Proposition 3.
Corollary 2. Let A = (A,Φ) be a local von Neumann-regular C∞−ring. Then
A is a C∞−field.
Proof. Since A is a local C∞−ring there is a unique maximal ideal, m ⊆ A. Since
A is a von Neumann-regular C∞−ring, by Corollary 1,
Am ∼= A
m
,
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and the latter is a C∞−field.
Also, Am = A{A \ m−1} = A{A×−1} ∼= A, and since Am is isomorphic to a
C∞−field, it follows that A is a C∞−field.
Summarizing, we have the following result:
Theorem 4. If A is a von Neumann-regular C∞−ring, then (Spec∞ (A),Zar∞)
(which we denote simply by Spec∞(A)) is a Boolean topological space, by The-
orem 3. Moreover, by Proposition 5, for every p ∈ Spec∞ (A),
Ap = lim−→
a/∈p
A{a−1} ∼= A{A \ p}
is a C∞−field.
The above theorem suggests us that von Neumann-regular C∞−rings behave
much like ordinary von Neumann-regular commutative unital rings. In the next
chapter we are going to explore this result using sheaf theoretic machinery.
Proposition 6. The limit in C∞Rng of a diagram of von Neumann-regular
C∞−rings is a von Neumann-regular C∞−ring. In particular, C∞vNRng is a
complete category and the inclusion functor ı : C∞vNRng →֒ C∞Rng preserves
all limits.
Proof. It is clear from the definition that the class C∞vNRng of von Neumann-
regular C∞−rings is closed under arbitrary products in the class C∞Rng of all
C∞−rings. Thus it suffices to show that it is closed under equalizers. So let A,B
be von Neumann-regular C∞−rings and f, g : A→ B C∞−ring homomorphisms.
Their equalizer in the category C∞Rng is given by the set E := {a ∈ A|f(a) =
g(a)}, endowed with the restricted ring operations from A.
To see that E is a von Neumann-regular C∞−ring, we need to show that for
a ∈ E, the unique element b ∈ A satisfying a2b = a and b2a = b also belongs to E.
First we show that the idempotent element ab belongs to E. Indeed, we have
f(ab) = f(a)f(b) = g(a)f(b) = g(a2b)f(b) = g(a)g(ab)f(b) = f(a)g(ab)f(b) =
f(ab)g(ab). Exchanging f and g in this chain of equations, we also get g(ab) =
f(ab)g(ab). Altogether we obtain g(ab) = f(ab), and hence ab ∈ E.
Now we use this, as well as the fact that we also have the equation b =
ab2, and conclude f(b) = f(ab2) = f(b)f(ab) = f(b)g(ab) = f(b)g(a)g(b) =
f(b)f(a)g(b) = f(ab)g(b) = g(ab)g(b) = g(ab2) = g(b).
Proposition 7. The category C∞vNRng is the smallest subcategory of C∞Rng
closed under limits containing all C∞−fields.
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Proof. Clearly all C∞−fields are von Neumann-regular C∞−rings, and byPropo-
sition 6 so are limits of C∞−fields. Thus C∞vNRng contains all limits of
C∞−fields. On the other hand the ring of global sections of a sheaf can be ex-
pressed as a limit of a diagram of products and ultraproducts of the stalks (by
Lemma 2.5 of [16]). All these occurring (ultra)products are von Neumann-
regular C∞−rings as well and hence so is their limit, by Proposition 6.
2 Sheaves and von Neumann Regular C∞−Rings
In this section we present applications of sheaf-theoretic notions to von Neumann
Regular C∞−Rings.
2.1 The von Neumann Regular Hull of a C∞−Ring
In this subsection we follow [1].
As defined, the affine scheme of a C∞−ring A is the C∞−locally ringed space
(Spec∞ (A), ΣA), where given any basic open set D∞ (a), for some a ∈ A, one
defines ΣA(D
∞(a)) := A{a−1}. The stalks of this sheaf are local C∞−rings. In
particular we have, for any C∞−ring A:
Γ (Spec∞ (A), ΣA) ∼= A,
as stated in Theorem 1.7 of [24]. This fact suggests us that if we get a sheaf
of C∞−rings over the booleanization of the spectral space Spec∞ (A), that is,
over Spec∞ (A) together with the constructible topology, whose stalk at each
prime C∞−radical ideal p is the residue field kp (A) of the local C∞−ring Ap,
then the ring of global sections of this sheaf should be the “closest” von Neu-
mann regular C∞−ring to A.
In the following, we are to see that if a C∞−ring A has a von Neumann
regular hull, that is, a pair (νA, vN (A)) where νA : A→ vN (A) is such that for
any von Neumann regular C∞−ring B and every C∞−homomorphism f : A→ B
there is a unique C∞−homomorphism f˜ : vN (A) → B such that the following
diagram commutes:
A
νA //
f
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑❑ vN (A)
∃!f˜
✤
✤
✤
B
then the spectral sheaf of vN (A) must be such that the topological space
Spec∞(vN (A)) is homeomorphic to the booleanization of Spec∞ (A) and the
stalks vN (A)p, for p ∈ Spec∞ (vN (A)), are isomorphic to the residue fields of
the local C∞−ring Ap, for p ∈ Spec∞ (A).
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In fact, every C∞−ring has a von Neumann-regular hull.
Given any C∞−ring A, there exists a von Neumann regular C∞−ring and
a C∞−homomorphism ν : A → V such that for every C∞−ring B and any
C∞−homomorphism g : A→ B there is a unique C∞−homomorphism f : V →
B such that the following diagram commutes:
A
ν //
g
##●
●●
●●
●●
●●
V
∃!f

B
It will follow that the inclusion functor i : C∞vNRng →֒ C∞Rng has a
left-adjoint ν, that is, C∞vNRng is a reflexive subcategory of C∞Rng (cf. p.
91 of [20]).
Given the C∞−ring (A,Φ), we first take the coproduct of A with the free
C∞−ring generated by A, ηA : A→ (L(A), Ω):
A{xa|a ∈ A}
A
ιA
88♣♣♣♣♣♣♣♣♣♣♣♣
L(A)
ιL(A)
gg❖❖❖❖❖❖❖❖❖❖❖❖
where:
ιA : A→ A{xa|a ∈ A}
a 7→ ιA(a)
and:
ιL(A) : L(A)→ A{xa|a ∈ A}
a˜ 7→ ιL(A)(a˜)
and then we divide it by the ideal generated by the set:
{(ιL(A)◦ηA)(a)·ιA(a)·(ιL(A)◦ηA)(a)−(ιL(A)◦ηA)(a), ιA(a)·(ιL(A)◦ηA)(a)·ιA(a)−ιA(a)|a ∈ A}
so we have:
A{xa|a ∈ A}
〈{(ιL(A) ◦ ηA)(a) · ιA(a) · (ιL(A) ◦ ηA)(a)− (ιL(A) ◦ ηA)(a), ιA(a) · (ιL(A) ◦ ηA)(a) · ιA(a)− ιA(a)|a ∈ A}〉
(3)
In order to simplify our exposition, within this context we are going to write
xa to denote (ιL(A) ◦ ηA)(a) ∈ A{xa|a ∈ A} for any a ∈ A, and a to denote
ιA(a) ∈ A{xa|a ∈ A}. Thus we write:
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A{xa|a ∈ A}
〈{xa · a · xa − xa, a · xa · a− a|a ∈ A}〉
instead of (3).
Given a von Neumann regular C∞−ring V and a C∞−homomorphism f :
A→ V , define the function:
F : A→ V
a 7→ f(a)∗
where f(a)∗ denotes the quasi-inverse of f(a) in V .
From the universal property of the free C∞−ring generated by A, L(A), there
is a unique C∞−homomorphism F˜ : L(A)→ V such that the following diagram
commutes:
U(A)
ηA //
F
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲
L(A)
∃!F˜
✤
✤
✤
V
By the universal property of the C∞−coproduct, given the C∞−homomorphisms
f : A→ V and F˜ : L(A)→ V (the latter is constructed from f), there is a unique
C∞−homomorphism f̂ : A{xa|a ∈ A} → V such that:
A
ιA
''PP
PPP
PPP
PPP
PP
f
!!
A{xa|a ∈ A} ∃!f̂ //❴❴❴❴ V
L(A)
ιL(A)
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F˜
>>
commutes.
Note that {xa · a · xa − xa, a · xa · a − a|a ∈ A} ⊆ ker(f̂), for given any
ιA(a) = a, (ιL(A) ◦ ηA)(a) = xa ∈ A{xa|a ∈ A}:
f̂(xa · a ·xa− xa) = f̂(xa) · f̂(a) · f̂(xa)− f̂(xa) = f(a)∗ · f(a) · f(a)∗− f(a)∗ = 0
and
f̂(a · xa · a− a) = f̂(a) · f̂(xa) · f̂(a)− f̂(a) = f(a) · f(a)∗ · f(a)− f(a) = 0.
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By theTheorem of Homomorphism, there is a unique C∞−homomorphism:
f :
A{xa|a ∈ A}
〈{xa · a · xa − xa, a · xa · a− a|a ∈ A}〉 → V
such that the following diagram commutes:
A{xa|a ∈ A} f̂ //
q

V
A{xa|a ∈ A}
〈{xa · a · xa − xa, a · xa · a− a|a ∈ A}〉
∃!f
55❥❥❥❥❥❥❥❥❥
,
where q : A{xa|a ∈ A} → A{xa|a ∈ A}〈{xa · a · xa − xa, a · xa · a− a|a ∈ A}〉 is the
canonical quotient map.
Thus we obtain a C∞−ring A{xa|a ∈ A}〈{xa · a · xa − xa, a · xa · a− a|a ∈ A}〉 together
with a C∞−homomorphism
ν0,1 = q ◦ ιA : A→ A{xa|a ∈ A}〈{xa · a · xa − xa, a · xa · a− a|a ∈ A}〉
that have the following universal property: given any von Neumann regular
C∞−ring V and any C∞−homomorphism f : A→ V , there is a unique C∞−homo-
morphism f :
A{xa|a ∈ A}
〈{xa · a · xa − xa, a · xa · a− a|a ∈ A}〉 → V such that the follow-
ing diagram commutes:
A
ν0,1 //
f
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
A{xa|a ∈ A}
〈{xa · a · xa − xa, a · xa · a− a|a ∈ A}〉
∃!f
✤
✤
✤
V
We have the following:
Lemma 5. Given a C∞−ring B, let:
B+ :=
B{xb|b ∈ B}
〈{xb · b · xb − xb, b · xb · b− b|b ∈ B}〉
and ν0,1 : B → B+ be the following C∞−homomorphism:
ν0,1 : B → B+
b 7→ q(ιB(b))
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where ιB : B → B{xb|b ∈ B} is the inclusion map in the coproduct of B
and L(B), and q : B{xb|b ∈ B} → B{xb|b ∈ B}〈{xb · b · xb − xb, b · xb · b− b|b ∈ B}〉 is the
canonical quotient map.
Given any von Neumann regular C∞−ring V and any C∞−homomorphism
f : B → V , there is a unique C∞−homomorphism f : B+ → V such that the
following diagram commutes:
B
ν0,1 //
f
$$■
■■
■■
■■
■■
■ B
+
∃!f
✤
✤
✤
V
Proof. The existence of such a C∞−homomorphism f has already been estab-
lished in the construction, so we need only to prove its uniqueness.
Let f ′ :
B{xb|b ∈ B}
〈{xb · b · xb − xb, b · xb · b− b|b ∈ B}〉 → V be a C
∞−homomorphism
such that f ′ ◦ ν0,1 = 0, that is, such that for every b ∈ A, f ′ ◦ (q ◦ ιB)(b) = f(b).
This implies ((f ′ ◦ q ◦ ιB)(b))∗ = f(b)∗.
Also, since f ′ is a C∞−homomorphism, it follows that:
f ′(q(ιB(b)) · q(ιL(B)(b)) · q(ιB(b))− q(ιB(b))) = f ′(0) = 0
so
f ′(q(ιB(b))) · f ′(q(ιL(B)(b))) · f ′(q(ιB(b)))− f ′(q(ιB(b))) = 0
and
f(b) · [f ′(q(ιB(b)))] · f(b)− f(b) = 0.
Analogously we prove that:
[f ′(q(ιB(b)))] · f(b) · [f ′(q(ιB(b)))]− [f ′(q(ιB(b)))] = 0,
so
(∀b ∈ B)(f ′(q(ιB(b))) = f(b)∗)
and the following diagram commutes:
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B
ιB
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
f
''
B{xb|b ∈ B} q // B{xb|b ∈ B}〈{xb · b · xb − xb, b · xb · b− b|b ∈ B}〉
f ′ // V
L(B)
ιL(B)
88rrrrrrrrrrrrr
F˜
88
where for every xb ∈ L(B), F˜ (xb) = f(b)∗.
Now, f is the unique C∞−homomorphism such that f ◦ q = f̂ , and f̂ is the
unique C∞−homomorphism such that both f̂ ◦ ιB = f and f̂ ◦ ιL(B) = F˜ . Thus,
since f ′ ◦ q ◦ ιB = f and f ′ ◦ q ◦ ιL(B) = F˜ , it follows that f = f ′.
Let A be any C∞−ring, so we define:{
A0 := A
An+1 := A
+
n
and for every n ∈ N we define νn,n+1 : An → A+n = An+1 as:
νn,n+1 : An → An{xa|a ∈ An}〈{a · xa · a− a, xa · a · xa − xa|a ∈ An}〉
a 7→ ιAn(a) + 〈{a · xa · a− a, xa · a · xa − xa|a ∈ An}〉
For every n,m ∈ N such that n < m, we define:
νn,m =©m−1i=n νi,i+1
An
νn,m
..
νn,n+1 // An+1
νn+1,n+2 // An+3
νn+3,n+4 // · · · νm−2,m−1// Am−1
νm−1,m

Am
so we have an inductive system, ({An}n∈N, {An νn,m→ Am|n ≤ m}n,m∈N).
Let Aω := lim−→n∈NAn be the colimit of the above inductive system, so the
following diagram commutes for every n,m ∈ N such that n < m:
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Aω
An
νn,m //
νn
::✉✉✉✉✉✉✉✉✉
Am
νm
dd■■■■■■■■■
We claim that Aω is a von Neumann regular C∞−ring.
Given [(a, n)] ∈ Aω, there is some a ∈ An such that νn(a) = [(a, n)]. By
construction, νn,n+1(a) ∈ An+1 has a unique quasi-inverse, νn,n+1(a)∗ ∈ An+1,
that is:
νn,n+1(a) · νn,n+1(a)∗ · νn,n+1(a) = νn,n+1(a)
and
νn,n+1(a)
∗ · νn,n+1(a) · νn,n+1(a)∗ = νn,n+1(a)∗.
Take νn+1(νn,n+1(a)
∗) = [(νn,n+1(a)∗, n+1)]. We have [(a, n)]∗ = [(νn,n+1(a)∗, n+
1)].
In fact, νn(a) = [(a, n)] = [(νn,n+1(a), n+ 1)] = νn ◦ νn,n+1(a), so:
[(νn,n+1(a)
∗, n+ 1)] · [(a, n)] · [(νn,n+1(a)∗, n+ 1)] =
= [(νn,n+1(a)
∗, n+ 1)] · [(νn,n+1(a), n+ 1)] · [(νn,n+1(a)∗, n+ 1)] =
= [(νn,n+1(a) · νn,n+1(a)∗ · νn,n+1(a), n+ 1)] = [(νn,n+1(a)∗, n+ 1)]
and
[(a, n)] · [(νn,n+1(a)∗, n+ 1)] · [(a, n)] =
= [(νn,n+1(a), n+ 1)] · [(νn,n+1(a)∗, n+ 1)] · [(νn,n+1(a), n+ 1)] =
= [(νn,n+1(a) · νn,n+1(a)∗ · νn,n+1(a), n+ 1)] = [(νn,n+1(a), n+ 1)] = [(a, n)]
We register the following:
Definition 3. Let A be a C∞−ring. The C∞−von Neumann-regular hull
of A, is a von Neumann-regular C∞−ring, denoted by vN (A), together with a
C∞−homomorphism νA : A→ vN(A) with the following universal property: for
every von Neumann-regular C∞−ring, B and any C∞−homomorphism µ : A→
B, there is a unique C∞−homomorphism ϕ : vN (A)→ B such that the following
triangle commutes:
A
νA //
µ
""❋
❋❋
❋❋
❋❋
❋❋
vN (A)
∃!ϕ

B
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Theorem 5. Let A be any C∞−ring. The pair (Aω , ν0 : A→ Aω) (where ν0 is
the colimit arrow) is the C∞−von Neumann regular hull of A, that is, for every
von Neumann-regular C∞−ring V and for every C∞−homomorphism f : A→ V
there is a unique C∞−homomorphism f˜ : Aω → V such that the following
diagram commutes:
A
ν0 //
f
$$❍
❍❍
❍❍
❍❍
❍❍
❍ Aω
∃!f˜
✤
✤
✤
V
Proof. Given f : A→ V , by Lemma 5 there is a unique f1 : A1 → V such that
f1 ◦ ν0,1 = f , that is, such that the diagram:
A
ν0,1 //
f
##❍
❍❍
❍❍
❍❍
❍❍
❍ A1
∃!f1
✤
✤
✤
V
commutes. By induction, one proves that for this fixed f : A→ V , for every
n ∈ N there is a unique fn : An → V such that
A
ν0,n //
f
##❍
❍❍
❍❍
❍❍
❍❍
❍ An
∃!fn
✤
✤
✤
V
commutes, that is, such that fn ◦ ν0,n = f , so the for every n,m ∈ N with
n < m, the following diagram commutes:
V
An
fn
::✈✈✈✈✈✈✈✈✈ νn,m // Am
fm
dd■■■■■■■■■
.
By the universal property of the colimitAω , there is a unique C∞−homomorphism:
f̂ : Aω → V
such that the following diagram commutes:
V
Aω
∃!f˜
OO✤
✤
✤
An
νn
::✉✉✉✉✉✉✉✉✉
fn
22
νn,m
// Am
νm
dd■■■■■■■■■
fm
ll
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for every n,m ∈ N such that n < m. In particular, for n = 0, we have the
following commutative diagram:
A
ν0 //
f
$$❍
❍❍
❍❍
❍❍
❍❍
❍ Aω
f˜

V
Remark 2. Whenever there is some n ∈ N such that An is a von Neumann
regular C∞−ring, we have vN (A) = An and ν = ν0,n : A→ An.
Theorem 6. The forgetful functor:
U : C∞vNRng→ Set
has a left-adjoint, L : Set→ C∞vNRng.
Proof. By Proposition 7, the inclusion functor:
ι : C∞vNRng→ C∞Rng
has a left adjoint, ν : C∞Rng→ C∞vNRng.
By Proposition 11, p.47 of [5], the forgetful functor U ′ : C∞Rng → Set
has a left adjoint, L′ : Set→ C∞Rng.
Since U is the composition of the forgetful functor U ′ : C∞vNRng →
C∞Rng with the inclusion ι : C∞Rng → Set, that is, U = U ′ ◦ ι, it suffices to
define L := ν ◦ L′ : Set→ C∞vNRng, so L ⊣ U .
C∞Rng
ν //
U ′ &&▼▼
▼▼
▼▼
▼▼
▼▼
C∞vNRngιoo
U
ww♦♦♦
♦♦♦
♦♦♦
♦♦♦
Set
L′
ff▼▼▼▼▼▼▼▼▼▼
L
77♦♦♦♦♦♦♦♦♦♦♦♦
Remark 3. Let A and B be two C∞−rings, f : A → B a C∞−homomorphism,
p ∈ Spec∞ (A) and q ∈ Spec∞ (B).
We write πAp : A։
A
p
for the quotient homomorphism and αAp : A→ kp(A)
for the composition A ։
A
p
֌ kp(A), where kp(A) is the residue field of the
local ring A{A \ p−1}.
Consider the quotient maps πf∗(q) : A ։
A
f∗(q) and πq : B ։
B
q
. Since
ker(πq ◦ f) = f⊣[π⊣q [{0 + q}]] = f⊣[q] = f∗(q), by the Theorem of the Iso-
morphism there exists a unique fq :
A
f∗(q) → Bq such that the following diagram
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commutes:
A
πf∗(q)

πq◦f // // B
q
A
f∗(q)
==
fq
==④④④④④④④④④④
Moreover, fq is a monomorphism, since ker fq = {0+ f∗(q)}. We call fq “the
quotient monomorphism between the associated C∞−domains”.
Consider the localization maps ηf∗(q) : A → A{A \ f∗(q)−1} and ηq : B →
B{B \ q−1}. Since ηq[f [A \ f⋆(q)]] ⊆ ηq[B \ q] ⊆ (B{B \ q}−1)×, by the uni-
versal property of the map ηf∗(q) : A → A{f∗(q)−1} there is a unique fˇq :
A{A \ f⋆(q)−1} → B{B \ q−1} such that the following square commutes:
A
ηf∗(q)//
f

A{A \ f∗(q)−1}
fˇq

B
ηq // B{B \ q−1}
We call fˇq “the canonical local C∞−homomorphism between the associated
local C∞−rings”.
Let kq(B) = Res
(
B{B \ q−1}
)
and kf∗(q)(A) = Res
(
A{A \ f∗(q)−1}
)
and consider the canonical C∞−homomorphisms B{B \ q−1} ։ kq(B) and
A{A \ f∗(q)−1} ։ kf∗(q)(A). We have already seen that both A{A \ f∗(q)−1}
and B{B \ q−1} are local C∞−rings, so let mf∗(q) and mq be the (unique) max-
imal ideals of A{A \ f∗(q)−1} and B{B \ q−1}, respectively. We have:
kq(B) = Res
(
B{B \ q−1}
)
=
B{B \ q−1}
mq
and
kf∗(q)(A) = Res
(
A{A \ f∗(q)−1}
)
=
A{A \ f∗(q)−1}
mf∗(q)
By the Theorem of the Homomorphism, since fˇq
⊣
[mq] = mf∗(q) (for
mf∗(q) is a local C∞−rings homomorphism), there is a unique C∞−homomorphism
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f̂q : kf∗(q)(A)→ kq(B) such that the following diagram commutes:
A{A \ f∗(q)−1}
qf∗(q)

qmq◦fˇq // B{B \ q
−1}
mq
A{A \ f∗(q)−1}
mf∗(q)
∃!f̂q
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Thus, given a C∞−homomorphism f : A→ B we have a “canonical monomor-
phism” between the associated fields, that will be denoted by:
f̂q : kf∗(q)(A)→ kq(B).
We will write:
f̂ :
∏
p∈Spec∞ (A)
kp(A)→
∏
q∈Spec∞ (B)
kq(B)
for the unique C∞−homomorphism such that for every q ∈ Spec∞ (B) the
following diagram commutes:
∏
p∈Spec∞ (A) kp(A)
f̂ //
projAf∗(q)

∏
q∈Spec∞ (B) kq(B)
projB
q

kf∗(q)(A)
f̂q // kq(B)
Theorem 7. Let A be a C∞−ring and (νA, vN (A)) be its von Neumann-regular
hull. Then:
(i) (νA)
∗ : Spec∞ (vN (A))→ Spec∞ (A) is a surjective spectral function;
(ii) For any q ∈ Spec∞ (vN (A)), ν̂A : k(νA)∗(q)(A) → kq(vN (A)) is a C∞-ring
isomorphims.
(iii) (νA)
∗ : Spec∞ (vN (A)) → Spec∞−const (A) is a homeomorphism, where
Spec∞−const (A) is the boolean topological space on the set of prime C∞−radical
ideals of A with the constructible topology.
(iv) ker(νA) =
∞
√
(0) =
⋂
Spec∞ (A). Thus νA is injective if and only if, A is
C∞−reduced.
Proof. Ad (i): Take p ∈ Spec∞ (A) and consider the canonical C∞−homomorphism
αp : A → kp(A), where kp(A) is a von Neumann-regular C∞−ring, for it is a
C∞−field. By the universal property of νA : A → vN (A) we have a unique
“extension” α˜Ap : vN (A)→ kp(A) such that:
A
νA //
αA
p ""❊
❊❊
❊❊
❊❊
❊❊
vN (A)
α˜A
p

kp(A)
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commutes, i.e., α˜Ap ◦ νA = αAp . Now take γA(p) := (α˜Ap
∗
)[{0}] ∈ Spec∞ (vN (A)).
In this way we have (νA)
∗(γA(p)) = (νA)∗((α˜p)∗)({0}) = (α˜p ◦ νA)∗({0}) = p,
thus (νA)
∗ ◦ γA = idSpec∞ (A) is surjective.
Ad (ii): Let q ∈ Spec∞ (vN (A)), by definition ν̂A we have:
α
vN (A)
q ◦ νA = (ν̂A)q ◦ αAν∗(q)
so we have the C∞−field monomorphism:
η̂A : kν∗
A
(q)(A)→ kq(vN (A)).
Let us prove that it is surjective: consider the extension of αAν∗A(q)
to vN (A):
α˜
vN (A)
ν∗A(q)
: vN (A) → kν∗
A
(q)(A), then ν̂Aq ◦ α˜Aν∗
A
(q) ◦ νA = ν̂Aq ◦ αAν∗
A
(q) = α
vN (A)
q ◦
νA, thus Âq ◦ α˜Aν∗
A
(q) = α
vN (A)
q , by the universal property of νA. But q ∈
Spec∞ (vN (A)) is a maximal ideal, so vN (A)
q
∼= kq(vN (A)) and αvN (A)q :
vN (A) ։
vN (A)
q
→ kq(vN (A)) is surjective, therefore ν̂Aq is surjective too,
since ν̂Aq ◦ α˜Aν⋆A(q) = α
vN (A)
q .
Ad (iii): Since (νA)
⋆ is a map between Boolean spaces and it is a spectral
map, in order to prove that (νA)
⋆ : Spec∞ (vN (A)) → Spec∞−const (A) is a
homeomorphism, it is necessary and sufficient to prove that the spectral map
(νA)
⋆ : Spec∞ (vN (A)) → Spec∞ (A) is a bijection from the Boolean space
Spec∞ (vN (A)) to the spectral space Spec∞ (A). Keeping the notation in the
proof of item (i), we will show that γA is the inverse map of ν
⋆
A. By the proof of
(i), it is enough to prove that γ◦(νA)⋆ = idSpec∞ (vN (A)). Let q ∈ Spec∞ (vN (A)),
then γA(ν
⋆
A(q)) = ker(α˜ν⋆A(q)) = ker(α
vN (A)
q ) = q, since ν˜Aq ◦ α˜Aν⋆
A
(q) = α
vN (A)
q
and ν̂Aq is injective.
Ad (iv): We will see that the result follows from the fact that Spec∞ (vN (A))
is homeomorphic to the booleanization of Spec∞ (A). Take any C∞−ring B and
consider the “diagonal” C∞−homomorphism:
δB := (α
B
p )p∈Spec∞ (B) : B →
∏
p∈Spec∞ (B)
kp(B).
From the equality of morphisms
(αBp )p∈Spec∞ (B) : B →
∏
p∈Spec∞ (B)
kp(B) =
= B
(πB
p
)p∈Spec∞ (B)−→
∏
p∈Spec∞ (B)
B
p
֌
∏
p∈Spec∞ (B)
kp(B)
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we have ker(δB) =
⋂
Spec∞ (B) = ∞
√
(0).
In particular, for B = vN (A), we have ker(δvN (A)) =
∞
√
(0) = (0) and there-
fore obtain that δvN (A) : vN (A)→
∏
q∈Spec∞ (vN (A)) kq(vN (A)) is injective.
As ν⋆A : Spec
∞ (vN (A)) → Spec∞ (A) is bijective we get that the arrow
ν̂A :
∏
p∈Spec∞ (A) kp(A) →
∏
q∈Spec∞ (vN (A)) kq(vN (A)) is isomorphic to the
C∞−homomorphism
(ν̂Aq)q∈Spec∞ (vN (A)) :
∏
q∈Spec∞ (vN (A))
kν⋆A(q)(A)→
∏
q∈Spec∞ (vN (A))
kq(vN (A))
. By the previous items, (ν̂Aq)q∈Spec∞ (vN (A)) is an isomorphism, thus ν̂A is an
isomorphism too. As ν̂A ◦ δA = δvN (A) ◦ νA and ν̂A, δvN (A) are injective, we have
ker(νA) = ker(νA ◦ δvN (A)) = ker(ν̂A ◦ δA) = ker(δA) = ∞
√
(0).
A
νA //
αA
p ""❊
❊❊
❊❊
❊❊
❊❊
vN (A)
αvN (A)
q
&&▲▲
▲▲
▲▲
▲▲
▲▲
α˜A
p

kp(A)
ν̂Aq
// kq(vN (A))
where p := ν⋆A(q).
Theorem 8. Suppose that we have a functor R : C∞Rng→ C∞vNRng and a
natural transformation (ηA)A∈Obj (C∞Rng) = (ηA : A→ R(A))A∈Obj (C∞Rng).
(i) Suppose that the following condition is satisfied:
“ (E) For each von Neumann-regular C∞−ring V the arrow ηV : V → R(V )
is a section (i.e., it has a left inverse).”
Then every C∞−homomorphism f : A → V to a von Neumann-regular
C∞−ring factors through ηA.
(ii) Suppose the following conditions are satisfied:
“(U) ηA
∗ : Spec∞ (R(A))→ Spec∞ (A) is a bijection, i.e., Spec∞ (R(A)) is
homeomorphic to the booleanization of Spec∞ (A).”
“(U’) The stalk of the spectral sheaf of R(A) at a prime ideal p “in A”
is isomorphic to kp(A), more precisely η̂Aq : kηA∗(q)(A) → kq(R(A)) is an
isomorphism, q ∈ Spec∞ (R(A)).”
Then a C∞−homomorphism f : A→ V to a von Neumann-regular C∞−ring
V admits at most one factorization through ηA.
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Thus, if all of (E), (U) and (U’) are satisfied, then the map ηA is initial
among maps to von Neumann-regular C∞−rings, i.e., a C∞−homomorphism
f : A→ V to a von Neumann-regular C∞−ring factors uniquely through ηA.
Proof. Ad (i): Let V be a von Neumann-regular C∞−ring and f : A → V
a C∞−homomorphism. As (ηA)A∈Obj (C∞Rng) is a natural tranformation, we
have R(f) ◦ ηA = ηV ◦ f . By hypothesis (E) there is a C∞−homomorphism
rV : R(V ) → V such that rV ◦ ηV = idV . Now define F : R(A) → V as the
composition F := rV ◦R(f), which makes the following diagram commute:
A
ηA

f // V
R(A)
F
;;✈✈✈✈✈✈✈✈✈
R(f)
// R(V )
rV
OO
Indeed,
F◦ηA := (rV ◦R(f))◦ηA = rV ◦(R(f)◦ηA) = rV ◦(ηV ◦f) = (rV ◦ηV )◦f = idV ◦f = f,
as we claimed.
Ad (ii): Let V be a von Neumann-regular C∞−ring and let F0, F1 : R(A)→
V be two factorizations of f through ηA, i.e., C∞−homomorphisms such that
F0 ◦ ηA = f = F1 ◦ ηA, or such that the following diagram commutes:
R(A)
F0 //
F1
// V
A
ηA
OO
f
==③③③③③③③③③
Then we get F̂0◦ η̂A = f̂ = F̂1◦ η̂A (to see that just compose these C∞−homo-
morphisms with projVs , s ∈ Spec∞ (V ) and note that both F̂0 ◦ η̂A and F̂1 ◦ η̂A
have the property which characterizes f̂).
∏
p∈Spec∞ (A) kp(A)
f̂
++
projA
p

η̂A // ∏
q∈Spec∞ (R(A)) kq(R(A))
projR(A)
q

F̂0 //
F̂1
//
∏
s∈Spec∞ (V ) ks(V )
projV
s

kf∗(q)(A)
f
44
ηA // kq(R(A))
F0 //
F1
// ks(V )
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From the hypotheses (U) and (U’) we obtain that the arrow:
η̂A :
∏
p∈Spec∞ (A)
kp(A)→
∏
q∈Spec∞ (R(A))
kq(R(A))
is an isomorphism and therefore F̂0 = F̂1. It follows that (α
V
p )p∈Spec∞ (V ) ◦F0 =
F̂0 ◦ (αR(A)q )q∈Spec∞ (R(A)) = F̂1 ◦ (αR(A)q )q∈Spec∞ (R(A)) = (αVp )p∈Spec∞ (V ) ◦ F1.
As V is∞-reduced, we get ker(αVp )p∈Spec∞ (V ) = ∞
√
(0) = (0), so (αVp )p∈Spec∞ (V )
is injective and, by the commutativity of the following diagram, we can conclude
that F0 = F1, proving the uniqueness of the extensions.
R(A)
F0

F1

(αR(A)
q
)q∈Spec∞ (R(A))//
∏
q∈Spec∞ (R(A))
kq(R(A))
F̂0

F̂1

V
(αV
p
)p∈Spec∞ (V ) //
∏
s∈Spec∞ (V )
ks(V )
2.2 Sheaves for the von Neumann regular hull of C∞−ring
In this subsection, we present another construction of the vN-hull of a C∞-ring
by a sheaf-theoretic method. In fact, this alternative construction is useful to ob-
tain a preservation result of the vN-hull functor (Proposition 10) and should
be useful to proceed with other calculations.
The major part of the work here (that we will do in details) is: for each
C∞−ring, A, we are going to build a presheaf PA on the basis of the topology
of (Spec∞−const (A),Zar∞) such that its stalks at each p ∈ Spec∞ (A) are the
C∞−fields kp(A).
Consider Spec∞ (A) together with the constructible topology, that we shall
denote by Spec∞−const (A). We are going to construct a sheaf over this space,
starting by the basic open sets of the constructible topology.
Given any basic open set V of Spec∞−const (A), there are a, b ∈ A such that
V = D∞(a) ∩ Z∞(b). Given p ∈ V = D∞(a) ∩ Z∞(b), b ∈ p and a /∈ p, so
∞
√
(b) =
⋂
{p′ ∈ Spec∞ (A)|b ∈ p′} ⊆ p = ∞√p.
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Let qb,p :
A
∞
√
(b)
։
A
p
be the only C∞−homomorphism such that:
A
q∞√(b)
{{✇✇
✇✇
✇✇
✇✇
✇
qp
!!❇
❇❇
❇❇
❇❇
❇❇
❇
A
∞
√
(b)
qb,p // A
p
commutes. Consider the following diagram:
(
A
∞
√
(b)
)
η
a+ ∞
√
(b)//
qb,p

(
A
∞
√
(b)
){
a+ ∞
√
(b)
−1}
A
q ∞√(b) ::✉✉✉✉✉✉✉✉✉✉
qp
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
(
A
p
)
ηa+p //
(
A
p
){
a+ p−1
}
Note that (ηa+p ◦ qb,p)(a+ ∞
√
(b)) = ηa+p(qb,p(a+
∞
√
(b))) = ηa+p(a+ p) ∈(
A
p
{a+ p−1}
)×
, and due to the universal property of η
a+ ∞
√
(b)
:
(
A
∞
√
(b)
)
→(
A
∞
√
(b)
){
a+ ∞
√
(b)
−1}
there is a unique C∞−homomorphism
ηb,p :
(
A
∞
√
(b)
){
a+ ∞
√
(b)
−1}→ (A
p
){
a+ p−1
}
such that the following diagram commutes:
(
A
∞
√
(b)
)
ηa+p◦qb,p
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
◗
η
a+ ∞
√
(b)//
(
A
∞
√
(b)
){
a+ ∞
√
(b)
−1}
ηb,p
(
A
p
){
a+ p−1
}
We now have the following commutative diagram:
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(
A
∞
√
(b)
)
η
a+ ∞
√
(b)//
qb,p

(
A
∞
√
(b)
){
a+ ∞
√
(b)
−1}
ηb,p

A
q ∞√(b) ::✉✉✉✉✉✉✉✉✉✉
qp
%%❏❏
❏❏
❏❏
❏❏
❏❏
❏
(
A
p
)
ηa+p //
(
A
p
){
a+ p−1
}
where ηb,p is surjective due to the following:
Since b ∈ p, ∞√(b) ⊆ p so qb,p : ( A∞√(b)
)
→
(
A
p
)
is surjective and 〈ηa[ ∞
√
(b)]〉 ⊆
〈ηa[p]〉. Also, by Corollary 4, p.62 of [6], rings of fractions commute with quo-
tients, so 
(
A
∞
√
(b)
)
{a+ ∞√(b)−1} µa,b∼= ( A{a−1}〈ηa[ ∞√(b)]〉
)
(
A
p
){
a+ p−1
} µa,p∼= (A{a−1}ηa[p] )
and we have the following commutative diagram:
(
A
∞
√
(b)
){
a+ ∞
√
(b)
−1}
ηb,p

µa,b
∼=
// A{a−1}
〈ηa[ ∞
√
(b)]〉
pib,p

A{a−1}
q
ηa[
∞
√
(b)]
ff▼▼▼▼▼▼▼▼▼▼
qηa[p]xxqqq
qq
qq
qq
qq
q
(
A
p
){
a+ p−1
} µa,p
∼=
// A{a−1}
〈ηa[p]〉
where µa,b and µa,p are the isomorphisms described in Corollary 4, p.62 of [6].
We have:
ηb,p = (µa,p)
−1 ◦ pib,p ◦ µa,b,
so ηb,p is a composition of surjective maps, hence it is a surjective map.
Considering the map:
ηA
p
\{0+p} :
A
p
{a+ p−1} → A
p
{A
p
\ {0 + p}
−1
} = kp(A)
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we define fa,bp := ηA
p
\{0+p} ◦ ηb,p :
A
∞
√
(b)
{a+ ∞√(b)−1} → kp(A), i.e., such
that the following diagram commutes:
A
∞
√
(b)
{a+ ∞√(b)−1}
ηb,p

fa,b
p
''◆◆
◆◆◆
◆◆◆
◆◆◆
◆◆
A
p
{a+ p−1}
ηA
p
\{0+p}
// kp(A)
Let ta,b := ηa+ ∞
√
(b)
◦ q ∞√(b) : A→
A
∞
√
(b)
{a+ ∞√(b)} and define:
tp := ηA
p
\{0+p} ◦ ηa+pA
p
◦ qp : A→ kp(A),
A
p
ηa+p// A
p
{a+ p−1}
ηA
p
\{0+p}

A
qp
OOOO
tp // kp(A)
where ηa+p :
A
p
→ A
p
{a+ p−1} is the ring of fractions of A
p
with respect to
a+ p.
We claim that fa,bp :
(
A
∞
√
(b)
)
→
(
A
p
)
{A
p
\{0 + p}−1} is the unique C∞−homo-
morphism such that the triangle:
A
ta,b//
tp
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑
A
∞
√
(b)
{a+ ∞√(b)−1}
fa,b
p
(
A
p
)
{A
p
\ {0 + p}}
commutes.
Let g : A
∞
√
(b)
→
(
A
p
){
A
p
\ {0 + p}−1
}
be a C∞−homomorphism such that
the following triangle commutes:
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A
ta,b//
tp
%%❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
❑❑
(
A
∞
√
(b)
)
{a+ ∞√(b)−1}
g

A
p
{A
p
\ {0 + p}}
that is, such that g ◦ ta,b = tp. We have:
g ◦ η A
∞
√
(b)
◦ qb = tp = ηA
p
\{0+p} ◦ qbp ◦ qb.
Since qb is an epimorphism, it follows that:
g ◦ η A
∞
√
(b)
= ηA
p
\{0+p} ◦ qb,p
and
ηA
p
\{0+p} ◦ qb,p = ηa+p,A
p
\{0+p} ◦ ηb,p ◦ η A∞√(b) ,
where:
ηa+p,A
p
\{0+p} :
A
p
{a+ p−1} → kp(A.)
By the universal property of η A
∞
√
(b)
, it follows that g = ηa+p,A
p
\{0+p}, hence
g = fa,bp and f
a,b
p is unique.
We have now the following commutative diagram:
(
A
∞
√
(b)
)
η
a+ ∞
√
(b)//
qb,p

(
A
∞
√
(b)
){
a+ ∞
√
(b)
−1}
ηb,p

fa,b
p
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
A
q∞√(b) ::✉✉✉✉✉✉✉✉✉✉
qp
%%❏
❏❏
❏❏
❏❏
❏❏
❏❏
(
A
p
)
ηa+p //
(
A
p
){
a+ p−1
} ηAp \{0+p} // colima/∈p (Ap ){a+ p−1}
Remark 4. Since ∞
√
(b) ⊆ p, it follows that qb,p is surjective and since
⋃
im a =
colima/∈p Ap {a+ p−1} (because it is a colimit and the right triangle of the above
diagram commutes), it will follow that
⋃
im fa,bp = colima/∈p Ap {a+ p−1}. Hence{
fa,bp :
(
A
∞
√
(b)
)
{a+ ∞
√
(b)
−1} → colim
a/∈p
A
p
{a+ p−1}|p ∈ D∞(a) ∩ Z∞(b)
}
is collectively surjective;
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Let a, a′, b, b′ ∈ A be such that D∞(a) ∩ Z∞(b) ⊆ D∞(a′) ∩ Z∞(b′). Then
D∞(a) ∩ Z∞(b) ⊆ Z∞(b′) (4)
and
D∞(a) ∩ Z∞(b) ⊆ D∞(a′) (5)
We claim that (4) implies that ∞
√
(b′) ⊆ ker(ta,b).
It suffices to show that:⋂
D∞(a) ∩ Z∞(b) ⊆ ker(ta,b),
for
∞
√
(b′) =
⋂
Z∞(b′) ⊆
⋂
D∞(a) ∩ Z∞(b).
We have:⋂
D∞(a) ∩ Z∞(b) = {x ∈ A|(∀p ∈ Spec∞ (A))(a /∈ p) ∧ (b ∈ p)→ (x ∈ p)}
ta,b(x) = η
a+ ∞
√
(b)
A
∞
√
(b)
(qb(x)) = 0 ⇐⇒ (∃θ ∈ {a+ ∞
√
(b)}∞−sat)(θ·qb(x) = 0 in A
∞
√
(b)
)
Claim: x ∈ ⋂D∞(a) ∩ Z∞(b)→ a · x ∈ ∞√(b).
Ab absurdo, suppose b ∈ p and a · x /∈ ∞√(b). Since ∞√(b) = ⋂Z∞(b), there
must exist some p ∈ Z∞(b) such that a ·x ∈ p. Since p is a prime ideal, it follows
that a /∈ p and x /∈ p.
Thus we have a contradiction between (x ∈ ⋂D∞(a) ∩ Z∞(b)) and (∃p ∈
Spec∞ (A))((a /∈ p) ∧ (b ∈ p) ∧ (x /∈ p)).
Now,
ta,b(x) = η A
∞
√
(b)
(qb(x))· η A
∞
√
(b)
(qb(a))︸ ︷︷ ︸
∈

 A
∞
√
(b)
{a+ ∞
√
(b)
−1}


×
= η
a+ ∞
√
(b)
A
∞
√
(b)
(qb(a·x)) = η A
∞
√
(b)
(0) = 0
so x ∈ ⋂D∞(a) ∩ Z∞(b) implies x ∈ ker(ta,b), i.e.,⋂
D∞(a) ∩ Z∞(b) ⊆ ker(ta,b),
hence
∞
√
(b′) ⊆
⋂
D∞(a) ∩ Z∞(b) ⊆ ker(ta,b)
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∞
√
(b′) ⊆ ker(ta,b).
By theTheorem of the C∞−Homomorphism, there is a unique C∞−homomorphism
rb
′
a,b :
A
∞
√
(b′)
→ A
∞
√
(b)
{a+ ∞√(b)−1} such that rb′a,b ◦q ∞√(b′) = ta,b, that is, such
that the following diagram commutes:
A
qb′

ta,b// A
∞
√
(b)
{a+ ∞√(b)−1}
A
∞
√
(b′)
rb
′
a,b
77♣♣♣♣♣♣♣♣♣♣♣♣♣
Nowwe claim that there is a unique C∞−homomorphism ta′,b′a,b :
A
∞
√
(b′)
{a′ + ∞√(b′)−1} →
A
∞
√
(b)
{a+ ∞√(b)−1} such that the following diagram commutes:
A
∞
√
(b)
η
a+ ∞
√
(b)// A
∞
√
(b)
{a+ ∞√(b)−1}
A
qb
;;✇✇✇✇✇✇✇✇✇✇
qb′ ##●
●●
●●
●●
●●
ta′,b′
99
ta,b
$$
A
∞
√
(b′) ηa′+ ∞
√
(b′)
//
rb
′
a,b
==④④④④④④④④④④④④④④④④④④④
A
∞
√
(b′)
{a′ + ∞√(b′)}
∃!ta′,b′
a,b
OO
We claim that (5) implies that rb
′
a,b(a
′ + ∞
√
(b′)) ∈
(
A
∞
√
(b)
{a+ ∞√(b)})×.
This is equivalent to assert that ta,b(a
′) ∈
(
A
∞
√
(b)
{a+ ∞√(b)})× or that
qb(a
′) ∈ {a+ ∞√(b)}∞−sat.
Ab absurdo, suppose that qb(a
′) /∈ {a + ∞√(b)}∞−sat ⊆ A
∞
√
(b)
. By Theo-
rem 21 of page 89 of [6], there is some P ∈ Spec∞
(
A
∞
√
(b)
)
( ∞
√
(b) ⊆ P) such
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that qb(a
′) ∈ P and a+ ∞√(b) /∈ P. Since Spec∞ ( A
∞
√
(b)
)
∼= Spec∞∞√(b) (A) =
{s ∈ Spec∞ (A)| ∞√(b) ⊆ s}, there is a unique p ∈ Spec∞∞√(b) (A) such that
P = p+ ∞
√
(b) and p ∈ Z∞(b) (because b ∈ ∞√(b) ⊆ P = p+ ∞√(b)).
Since qb(a
′) ∈ P = p+ ∞√(b) and a+ ∞√(b) /∈ P = p+ ∞√(b), it follows that
a′ ∈ p (p ∈ Z∞(a′)) and a /∈ p (p ∈ D∞(a)). Since b ∈ p (p ∈ Z∞(b)), it follows
that:
p ∈ D∞(a) ∩ Z∞(b) ∩ Z∞(a′),
hence
D∞(a) ∩ Z∞(b) ∩ Z∞(a′) 6= ∅
D∞(a) ∩ Z∞(b) * D∞(a′),
which contradicts (5).
Hence:
qb(a
′) ∈ {a+ ∞
√
(b)}∞−sat
and by the universal property of η
a′+ ∞
√
(b′)
:
A
∞
√
(b′)
→ A
∞
√
(b′)
{a′ + ∞√(b′)−1},
there exists a unique C∞−homomorphism ta′,b′a,b :
A
∞
√
(b′)
{a′ + ∞√(b′)−1} →
A
∞
√
(b)
{a+ ∞√(b)−1} such that the following triangle commutes:
A
∞
√
(b)
{a+ ∞√(b)−1}
A
∞
√
(b′)
rb
′
a,b
77♦♦♦♦♦♦♦♦♦♦♦♦♦ η
a′+ ∞
√
(b′)// A
∞
√
(b′)
{a′ + ∞√(b′)−1}
ta
′,b′
a,b
OO
Now we claim that the following diagram is a colimit:
(
A
p
){
A
p
\ {0 + p}−1
}
(
A
∞
√
(b′)
)
{a′ + ∞√(b′)−1}
fa,b
p
11
ta
′,b′
a,b //
(
A
∞
√
(b)
)
{a+ ∞√(b)−1}
fa,b
p
mm
In order to show that, three conditions must hold:
38 J. C. Berni and H. L. Mariano
1) For every a, b, a′, b′ such that p ∈ D∞(a) ∩Z∞(b) and p ∈ D∞(a′) ∩Z∞(b′)
the above diagram commutes;
2) The family {fa,bp :
(
A
∞
√
(b)
)
{a+ ∞√(b)−1} → (A
p
){
A
p
\ {0 + p}−1
}
} is col-
lectively surjective;
3) Given a1, b1, a2, b2 ∈ A such that D∞(a2) ∩ Z∞(b2) ⊆ D∞(a1) ∩ Z∞(b1),
θ1 ∈
(
A
∞
√
(b1)
)
{a1 + ∞
√
(b1)
−1} and θ2 ∈
(
A
∞
√
(b2)
)
{a2 + ∞
√
(b2)
−1} such
that ta1,b1p (θ1) = t
a2,b2
p (θ2), there are a, b ∈ A such that p ∈ D∞(a)∩Z∞(b) ⊆
D∞(a2)∩Z∞(b2) and ta1,b1a,b (θ1) = ta2,b2a,b (θ2), where ta1,b1a,b and ta2,b2a,b are given
in the following commutative diagram:
(
A
∞
√
(b1)
)
{a1 + ∞
√
(b1)
−1}
t
a1,b1
a2,b2

t
a1,b1
a,b
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
t
a1,b1
p
%%(
A
∞
√
(b)
)
{a+ ∞√(b)−1} ta,bp // (A
p
){
A
p
\ {0 + p}−1
}
(
A
∞
√
(b2)
)
{a2 + ∞
√
(b2)
−1}
t
a2,b2
a,b
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
t
a2,b2
p
99
By Remark 4, the condition 2) is already satisfied.
Note that for each basic open subset U of Spec∞−const (A), FA(U) has the
structure of an A−algebra. The universal property of
FA(U) = lim←−
U=D∞(a)∩Z∞(b)
(a,b)∈A×A
A
∞
√
(b)
{a+ ∞
√
(b)
−1}
induces a unique C∞−homomorphism u : A → FA(U) such that the following
diagram commutes:
A
ta,b

ta′,b′

∃!u

FA(U)
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
A
∞
√
(b)
{a+ ∞√(b)−1} ta′,b′a,b // A
∞
√
(b′)
{a′ + ∞√(b′)−1}
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for every a, a′, b, b′ ∈ A such that D∞(a) ∩ Z∞(b) = U = D∞(a′) ∩ Z∞(b′).
Now let U and V be any two basic open sets of Spec∞−const (A) such that
U ⊆ V , and let ιVU : U →֒ V be the inclusion map. Since U and V are basic
open subsets of the constructible topology, there are a, b, c, d ∈ A such that
U = D∞(a) ∩ Z∞(b) and V = D∞(c) ∩ Z∞(d). Let a′, b′, c′, d′ ∈ A be such
that U = D∞(a) ∩ Z∞(b) = D∞(a′) ∩ Z∞(b′) and V = D∞(c) ∩ Z∞(d) =
D∞(c′) ∩ Z∞(d′), so:
ta,ba′,b′ :
A
∞
√
(b)
{a+ ∞
√
(b)
−1} → A
∞
√
(b′)
{a′ + ∞
√
(b′)
−1}
and
tc,dc′,d′ :
A
∞
√
(d)
{c+ ∞
√
(d)
−1} → A
∞
√
(d′)
{c′ + ∞
√
(d′)
−1}
are C∞−isomorphisms. Consider the following commutative diagram:
FA(U)
A
∞
√
(b)
{a+ ∞√(b)−1} ta,ba′,b′∼= //
a,b
66♥♥♥♥♥♥♥♥♥♥♥♥♥
A
∞
√
(b′)
{a′ + ∞√(b′)−1}
a′,b′
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
A
ta,b 77♦♦♦♦♦♦♦♦♦♦♦♦
tc,d ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
A
∞
√
(d)
{c+ ∞√(d)} tc,dc′,d′∼= //
fc,d
a,b
OO
A
∞
√
(d′)
{c′ + ∞√(d′)−1}
fc
′,d′
a′,b′
OO
fc
′,d′
a,b
hh◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗◗
,
where f c,da,b is the unique C∞−homomorphism such that f c,da,b ◦tc,d = ta,b, f c
′,d′
a′,b′
is the unique C∞−homomorphism such that f c′,d′a′,b′ ◦ tc′,d′ = ta′,b′ and f c
′,d′
a,b is the
unique C∞−homomorphism such that f c′,d′a,b ◦ tc,dc′,d′ = f c,da,b
We have, then, the following cone:
FA(U)
A
∞
√
(d)
{c+ ∞√(d)−1}
a,b◦fc,da,b
11
tc,d
c′,d′ // A
∞
√
(d′)
{c′ + ∞√(d′)−1}
a,b◦fc
′,d′
a,b
mm
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that induces, by the universal property of FA(V ) as a colimit, a unique
C∞−homomorphism fUV : FA(V )→ FA(U) such that for every a, b, c, d, c′, d′ ∈ A
the following diagram commutes:
FA(V )
FA(U)
fUV
OO
A
∞
√
(d)
{c+ ∞√(d)−1}
c,d◦fc,da,b
22
kc,d
66♥♥♥♥♥♥♥♥♥♥♥♥♥
tc,d
c′,d′ // A
∞
√
(d′)
{c′ + ∞√(d′)−1}
kc′,d′
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
a,b◦tc
′,d′
a,b
ll
where kc,d and kc′,d′ are the canonical colimit C∞−homomorphisms.
Let fUc,d := 
U
a,b ◦ f c,da,b , fUc,d := Ua′,b′ ◦ f c
′,d′
a′,b′ , f
V
e,f := 
V
c,d ◦ e,fc,d and fVe′,f ′ :=
Vc′,d′ ◦ e
′,f ′
c′,d′ .
A
∞
√
(b)
{a+ ∞√(b)−1}Ua,b // FA(U) A
∞
√
(b′)
{a′ + ∞√(b′)−1}Ua′,b′oo
A
ta,b
88rrrrrrrrrrrrrr tc,d//
te,f
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
A
∞
√
(d)
{c+ ∞√(d)−1}
fUc,d
77♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
fc,d
a,b
OO
Vc,d // FA(V )
fUV
OO
A
∞
√
(d′)
{c′ + ∞√(d′)−1}
fc
′,d′
a′,b′
OO
V
c′,d′oo
fU
c′,d′
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖
A
∞
√
(f)
{e+ ∞√(f)}
e,f
c,d
OO
fVe,f
77♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
te,f
e′,f′
;;
We,f // FA(W )
fVW
OO
A
∞
√
(f ′)
{e′ + ∞√(f ′)}
fe
′,f′
c′,d′
OO
W
e′,f′oo
fW
e′,f′
gg❖❖❖❖❖❖❖❖❖❖❖❖❖❖❖
Denote fUe,f := 
U
a,b ◦ fe,fa,b and fUe′,f ′ := Ua′,b′ ◦ fe
′,f ′
a′,b′ . We have:
(fUV ◦ fVW ) ◦ We,f = (Ua,b) ◦ (tc,da,b ◦ te,fc,d) = (Ua,b) ◦ te,fa,b = fUe,f = fUW ◦ We,f ,
and the last equality holds because
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FA(W )
fUW // FA(U)
A
∞
√
(f)
{e+ ∞√(f)−1}
We,f
OO
te,f
a,b //
fUe,f
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
A
∞
√
(b)
{a+ ∞√(b)−1}
Ua,b
OO
commutes
By the universal property of FA(W ), since
fUe′,f ′ ◦ te,fe′,f ′ = fUe,f ,
there is a unique C∞−homomorphism fUW : FA(W ) → FA(U) such that the
following diagram commutes:
FA(U)
FA(W )
∃!fUW
OO
A
∞
√
(f)
{e+ ∞√(f)}
fUe,f
22
We,f
77♥♥♥♥♥♥♥♥♥♥♥♥
te,f
e′,f′ // A
∞
√
(f ′)
{e′ + ∞√(f ′)}
fU
e′,f′
ll
W
e′,f′
hhPPPPPPPPPPPPP
Hence, by the uniqueness of fUW , it follows that f
U
W = f
U
V ◦ fVW .
Given the inclusion ιUU = idU : U →֒ U , by the universal property of the
colimit, there is a unique C∞−homomorphism fUU : FA(U) → FA(U) such that
the following diagram commutes for every a, b, a′, b′ ∈ A such that D∞(a) ∩
Z∞(b) = U = D∞(a′) ∩ Z∞(b′):
FA(U)
FA(U)
∃!fUU
OO
A
∞
√
(b)
{a+ ∞√(b)}
Ua,b
22
Ua,b
77♦♦♦♦♦♦♦♦♦♦♦♦
ta,b
a′,b′ // A
∞
√
(b′)
{a′ + ∞√(b′)}
U
a′,b′
ll
U
a′,b′
hhPPPPPPPPPPPP
In particular, if we take a = a′ and b = b′, we will have ta,ba,b = ida,b :(
A
∞
√
(b)
)
{a+ ∞√(b)−1} → ( A
∞
√
(b)
)
{a+ ∞√(b)−1}, so there is a unique C∞−homo-
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morphism fUU : FA(U)→ FA(U) such that the following diagram commutes:
FA(U)
fUU // FA(U)
(
A
∞
√
(b)
)
{a+ ∞√(b)−1}
Ua,b
OO
fUa,b
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
ida,b //
(
A
∞
√
(b)
)
{a+ ∞√(b)−1}
Ua,b
OO
fUU ◦ Ua,b = fUa,b = Ua,b ◦ ida,b = idFA(U) ◦ Ua,b ⇒ fUU = idFA(U)
Thus, we have a functor from the category of the basic open subsets of
Spec∞−const (A), (B(Spec∞−const),⊆) to the category of C∞−rings:
FA : (B(Spec∞−const (A)),⊆)op → C∞Rng
Given any open set U of Spec∞−const (A) and any p ∈ U , there exists some
basic open subset V = D∞(a)∩Z∞(b), for some a, b ∈ A, such that p ∈ V ⊆ U ,
so B(Spec∞−const (A))op is a cofinal subset of Open (Spec∞−const (A))op.
In order to describe the stalk of this pre-sheaf at p, it suffices to calculate
the colimit over the system B(Spec∞−const (A)):
(FA)p = lim−→
U∈Spec∞−const (A)
p∈U
FA(U) = lim−→
V ∈B(Spec∞−const (A))
p∈V
FA(V )
We have the following cone:(
A
∞
√
(b)
)
{a+ ∞√(b)−1}
ta,b
p
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
(
A
p
)
{A
p
\ {0 + p}−1}
(
A
∞
√
(d)
)
{d+ ∞√(d)−1}
fc,d
a,b
OO
tc,d
p
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
(6)
We claim that:
lim←−
V ∈B(Spec∞−const (A))FA(V )
∼=
(
A
p
)
{A
p
\ {0 + p}
−1
}
In order to prove it, we must have:
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(i) The diagram (6) is a commutative cone;
(ii) The family of arrows {ta,bp }a,b∈U is collectively surjective;
(iii) For every xa,b ∈
(
A
∞
√
(b)
)
{a+ ∞√(b)−1} and xa′,b′ ∈ ( A∞√(b′)
)
{a′ + ∞√(b′)−1}
such that:
ta,bp (xa,b) = t
a′,b′
p (xa′,b′)
there are c, d ∈ A such that:
D∞(c) ∩ Z∞(d) ⊆ [D∞(a) ∩ Z∞(b)] ∩ [D∞(a′) ∩ Z∞(b′)],
i.e., there are arrows:
fa,bc,d :
(
A
∞
√
(b)
)
{a+ ∞
√
(b)
−1} →
(
A
∞
√
(d)
)
{c+ ∞
√
(d)
−1}
and
fa
′,b′
c,d :
(
A
∞
√
(b′)
)
{a′ + ∞
√
(b′)
−1} →
(
A
∞
√
(d)
)
{c+ ∞
√
(d)
−1}
such that:
fa,bc,d (xa,b) = f
a′,b′
c,d (xa′,b′)
that is, the following diagram commutes:
(
A
∞
√
(b)
)
{a+ ∞√(b)−1}
fa,b
c,d
))❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
ta,b
p
''(
A
∞
√
(d)
)
{c+ ∞√(d)−1} tc,dp // (A
p
)
{A
p
\ {0 + p}−1}
(
A
∞
√
(b′)
)
{a′ + ∞√(b′)−1} f
a′,b′
c,d
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
ta
′,b′
p
77
The latter condition is equivalent to saying that for every a, b ∈ A, the
morphism:
ta,bp :
(
A
∞
√
(b)
)
{a+ ∞√(b)−1} → (A
p
)
{A
p
\ {0 + p}−1}
γ 7→ ta,bp (γ)
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is injective, that is, ker ta,bp = {0}.
Since ta,bp = a ◦ ηb,p and a is injective, ker ta,bp = ker ηb,p and showing that
ta,bp is injective is equivalent to prove that ker ηb,p{0}.
Consider the following diagram:
(
A
∞
√
(b)
)
η
a+ ∞
√
(b)//
qb,p

(
A
∞
√
(b)
)
{a+ ∞√(b)−1}
ta,b
p
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
ηb,p

A
q∞√(b) ;;①①①①①①①①①①①
qp
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
(
A
p
)
{A
p
\ {0 + p}−1}
(
A
p
)
ηa+p //
(
A
p
)
{a+ p−1}
a
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
We have:
ta,bp = a ◦ ηb,p
so
ta,bp ◦ ηa+ ∞√(b) = a ◦ ηb,p ◦ ηa+ ∞√(b)
Since ηb,p ◦ ηa+ ∞√(b) = ηa+p ◦ qb,p, it follows that:
ta,bp ◦ ηa+ ∞√(b) = a ◦ ηa+p ◦ qb,p
ta,bp ◦ ηa+ ∞√(b) ◦ q ∞√(b) = a ◦ ηa+p ◦ qb,p ◦ q ∞√(b)︸ ︷︷ ︸
=qp
hence
ta,bp ◦ ηa+ ∞√(b) ◦ q ∞√(b) = a ◦ ηa+p ◦ qp (7)
Let γ ∈ ker ta,bp ⊆
(
A
∞
√
(b)
)
{a+ ∞√(b)−1}, so there are α+ ∞√(b),∈ ( A
∞
√
(b)
)
and β + ∞
√
(b) ∈ {a+ ∞√(b)}∞−sat such that γ = ηa+ ∞√(b)(α + ∞
√
(b))
η
a+ ∞
√
(b)
(β + ∞
√
(b))
.
Now, ta,bp (γ) = 0 if, and only if, (t
a,b
p ◦ ηa+ ∞√(b) ◦ q ∞√(b))(α · β−1) = 0. By
(7), this last condition is equivalent to:
a(ηa+p(qp(α · β−1))) = (ηa+p ◦ qp(α) · ηa+p ◦ qp(β)−1)
so
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(ηa+p ◦ qp)(α) ∈ ker a = {0 + p}
and
ηa+p(α+ p) = 0 + p.
However, ηa+p(α+p) = 0 ⇐⇒ (∃δ+p ∈ {a+p}∞−sat)((δ+p)·(α+p) = 0+p),
equivalently, α · δ ∈ p. Since p is a prime ideal, α · δ ∈ p→ (α ∈ p)∨ (δ ∈ p).
We claim that α ∈ p. Ab absurdo, suppose α /∈ p, so we must have δ ∈ p.
However, δ+ p ∈ {a+ p}∞−sat, so ηa+p(δ+ p) ∈
(
A
p
)
{a+ p−1}×. But since
δ ∈ p, it would follow that ηa+p(δ + p) = ηa+p(0 + p) ∈
(
A
p
)
{a+ p−1}×,
from which would follow that
(
A
p
)
{a+ p−1} ∼= {0}, a contradiction.
Thus we have α ∈ p, so α + ∞√(b), so α + ∞√(b) ∈ q ∞√(b)[p] and qb,p(α +
∞
√
(b)) = 0 + p. Hence:
ηb,p(ηa+ ∞
√
(b)
(α+ ∞
√
(b))) = ηa+p(α+ p) = 0
and the result follows.
Now we are going to compute the fibers of the above presheaf.
Theorem 9. Consider the presheaf defined on the basis of the constructible
topology:
FA : B (Spec∞−const (A))op → C∞Rng
U = D∞(a) ∩ Z∞(b) 7→ FA(U) = lim−→U=D∞(a)
(
A
∞
√
(b)
)
{(a+ ∞√(b))−1}
ıVU : U →֒ V 7→ ρVU : FA(U)→ FA(V )
The stalk of FA at a point p ∈ Spec∞ (A) is isomorphic to the C∞−field(
A
p
){(
A
p
\ {0 + p}−1
)}
.
Proof. Let L = lim−→p∈Ua,b
A
∞
√
(b)
{(a+ ∞√(b))−1}.
Consider the following commutative diagram:
A
t
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
ηA\p// A{A \ p−1}
L
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where t = a,b ◦ ηa+ ∞√(b) ◦ q ∞√(b).
It is clear that (x ∈ A\p)→ (t(x) ∈ L×). Now, since p ∈ Spec∞ (A), we have
A \ p = A \ p∞−sat, so there is a unique C∞−homomorphism tp : A{A \ p−1} →
L such that the following triangle commutes:
A
t
&&▼▼
▼▼▼
▼▼
▼▼
▼▼
▼▼
▼
ηA\p// A{A \ p−1}
tp

L
In what follows we are going to show that tp is a C∞−isomorphism.
Consider the diagram:
A
ta,b

q ∞√(b)

t
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
ηA\p // A{A \ p−1}
tp
A
∞
√
(b)
η
a+ ∞
√
(b)

L
A
∞
√
(b)
{(a+ ∞√(b))−1}
a,b
66♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥♥
Now we claim that:
tp : A{A \ p−1} → L is a surjective map, i.e.,
(∀γ ∈ L)(∃x ∈ A)(∃y ∈ A \ p)
(
γ =
t(x)
t(y)
= tp
(
ηp(x)
ηp(y)
))
.
Now, given γ ∈ L, since a,b is surjective there must exist αa,b ∈ A
∞
√
(b)
{(a+
∞
√
(b))−1} such that a,b(αa,b) = γ.
Since αa,b ∈ A
∞
√
(b)
{(a + ∞√(b))−1}, there are c + ∞√(b) ∈ A
∞
√
(b)
and
d+ ∞
√
(b) ∈ {a+ ∞√(b)}∞−sat such that αa,b = ηa+ ∞√(b)(c+ ∞
√
(b))
η
a+ ∞
√
(b)
(d+ ∞
√
(b))
.
Now, d + ∞
√
(b) ∈ {a+ ∞√(b)}∞−sat ⇐⇒ (∃z ∈ A)(∃s ∈ {a}∞−sat)(s · (d ·
z − 1) ∈ ∞√(b)), and since ∞√(b) ⊆ p, we have:
(∃z ∈ A)(∃s ∈ {a}∞−sat)(s · (d · z − 1) ∈ p).
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Since s ∈ {a}∞−sat ⊆ A \ p∞−sat = A \ p, it follows that s /∈ p, and since
s·(d·z−1) ∈ ∞√(b) ⊆ p and p is a prime ideal, either s ∈ p or d·z−1 ∈ p. It is not
the case that s ∈ p so d · z− 1 ∈ p. However, if d ∈ p we would have d · z− 1 ∈ p,
hence 1 ∈ p and p would not be a proper ideal, hence d ∈ A \ p = A \ p∞−sat.
It suffices to take:
αa,b =
ta,b(c)
ta,b(d)
,
so
γ = a,b(αa,b) = a,b
(
ta,b(c)
ta,b(d)
)
=
t(c)
t(d)
= tp
(
ηA\p(c)
ηA\p(d)
)
and tp is surjective.
Claim: mp ⊆ ker tp.
Let
ηA\p(x)
ηA\p(y)
∈ mp, with x ∈ p and y ∈ A \ p (cf. Proposition 20, p. 69 of
[6]). We have that tp
(
ηA\p(x)
ηA\p(y)
)
.
Now we claim that t(x) = 0, from what follows that:
tp
(
ηA\p(x)
ηA\p(y)
)
=
t(x)
t(y)
= 0.
Since the following diagram commutes for every a ∈ A \ p and b ∈ p:
A
t
''PP
PPP
PPP
PPP
PPP
PPP
PP
ta,b

A
∞
√
(b)
{(a+ ∞√(b))−1}a,b // L
in particular, making a = 1 ∈ A \ p and b = x ∈ p yields the following
commutative diagram:
A
t
''PP
PPP
PPP
PPP
PPP
PPP
PP
t1,x

A
∞
√
(x)
{(1 + ∞√(x))−1}1,x // L
But t(x) = 1,x(t1,x(x)) = 1,x(η1+ ∞
√
(x)
(0 + ∞
√
(x))) = 0, hence
ηA\p(x)
ηA\p(y)
∈
ker tp.
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By the Theorem of the Homomorphism, there exists a unique tp :
Ap
mp
→
L such that:
Ap
qmp // //
tp

Ap
mp
tp
||②②
②②
②②
②②
②②
L
and since tp = tp ◦qmp , it follows that tp is surjective, hence an epimorphism.
In order to show that tp is a C∞−isomorphism, since it is already an epimor-
phism, it suffices to prove that it admits a section.
For every a, b ∈ A such that b ∈ p and a /∈ p, consider the following diagram:
A
q∞√(b) //
qp
'' ''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
❖❖❖
❖❖
A
∞
√
(b)
qb,p

η
a+ ∞
√
(b) // A
∞
√
(b)
{(a+ ∞√(b))−1}
A
p
ηA
p
\{0+p}
//
(
A
p
){
A
p
\ {0 + p}−1
}
We have the following commutative diagram:
A
q ∞√(b) //
qp
(( ((PP
PPP
PPP
PPP
PPP
PPP
PPP
PPP
P
A
∞
√
(b)
qb,p

η
a+ ∞
√
(b) // A
∞
√
(b)
{(a+ ∞√(b))−1}
ηb,p

A
p
ηA
p
\{0+p}+p
//
(
A
p
){
A
p
\ {0 + p}+ p−1
}
Let a, b, c, d ∈ A be such that Uc,d ⊆ Ua,b, so we have the following diagram:(
A
p
){
A
p
\ {0 + p}−1
}
(
A
∞
√
(b)
)
{(a+ ∞√(b))}
ta,b
p
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦
tc,d
a,b //
(
A
∞
√
(d)
)
{(c+ ∞√(d))}
tc,d
p
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
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By the universal property of the inductive limit L, there must exist a unique
Ψp : L→
(
A
p
){
A
p
\ {0 + p}−1
}
such that the following diagram commutes:
(
A
p
){
A
p
\ {0 + p}−1
}
L
Ψp
OO
(
A
∞
√
(b)
)
{(a+ ∞√(b))−1}
ta,b
p
44
a,b
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
fa,b
c,d //
(
A
∞
√
(d)
)
{(c+ ∞√(d))}
tc,d
p
ii
c,d
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
Finally we have the following diagram:
A
ηA\p //
q ∞√(b)

Ap
tp

qmp // // Ap
mp
tp
xxxxqqq
qq
qq
qq
qq
qq
qq
qq
qq
q
ψp
xx
(
A
∞
√
(b)
)
{(a+ ∞√(b))−1}
ηb,p

a,b // L
Ψp
(
A
p
)
{(a+ p)−1} a //
(
A
p
){
A
p
\ {0 + p}−1
}
where ψp is given by Theorem 24, p. 96 of [6].
Claim: The following triangle commutes:
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Ap
mp
tp
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
ψp
yy
L
Ψp(
A
p
){
A
p
\ {0 + p}−1
}
Since qmp is an epimorphism, we have:
Ψp ◦ tp = Ψp ◦ tp ⇐⇒ (Ψp ◦ tp) ◦ qmp = (Ψp ◦ tp) ◦ qmp
Now, by the universal property of ηA\p : A→ Ap, there is a unique C∞−homomorphism
ξ : Ap →
(
A
p
){
A
p
\ {0 + p}−1
}
such that:
A
a◦ηb,p◦ta,b ''PP
PPP
PPP
PPP
PPP
ηA\p // Ap
ξ
(
A
p
){
A
p
\ {0 + p}−1
}
commutes, so (Ψp◦tp)◦qmp = ξ = (Ψp◦tp)◦qmp and the former triangle commutes.
Thus, since ψp = Ψp ◦ tp where tp is an epimorphism which is also a section,
it follows that tp and Ψp are both C∞−isomorphisms, as we wanted to show.
Remark 5. If A is a von Neumann regular C∞-ring, then for each a, b ∈ V , let
e, f (ditto) be the unique idempotents of V such that (a) = (e) and (b) = (f).
Then:
D∞(a) ∩ Z∞(b) = D∞(e) ∩ Z∞(f) = D∞(e) ∩D∞(1− f) = D∞(e.(1 − f))
and (
A
∞
√
(b)
)
{(a+ ∞
√
(b))−1} =
(
A
∞
√
(f)
)
{(e+ ∞
√
(f))−1} =
=
(
A
(f)
)
{(e+ (f))−1} ∼= A{(1− f)−1}{η1−f(e)−1} ∼= A{((1− f) · e)−1}
Thus the (pre)sheaf basis FA is isomorphic to the “affine” sheaf basis ΣA.
Von Neumann Regular C∞−Rings and Applications 51
Now we proceed as follows:
• For each C∞-ring A, FA : (B(Spec∞−const (A)),⊆)op → C∞Rng is a
presheaf on the (canonical) basis of the constructible topology in Spec∞(A)
and with the stalks ∼= kp(A), p ∈ Spec∞(A). Moreover there is a canonical C∞-
homomorphism φA : A→ FA(Spec∞−const (A))) ∼= A/ ∞
√
(0), in such a way that
we obtain a functor A
F7→ FA(Spec∞−const (A))) and a natural transformation
φ : id⇒ F.
• For each C∞-ring A, take GA the sheaf-basis functor associated to FA -
both are defined on the basis of the constructible topology of the C∞-spectrum of
A and both share the same (up to isomorphisms) stalks. Moreover, since there is
a natural transformation FA → GA, there is a canonical C∞-homomorphism
γA : A → GA(Spec∞−const (A))), in such a way that we obtain a functor
A
G7→ GA(Spec∞−const (A))) and a natural transformation γ : id→ G.
• For each C∞-ring A, take HA the (unique up to isomorphism) sheaf ex-
tension GA to the basis of constructible topology into all the opens sets of this
topology, thus HA ↾∼= GA, and both functor keeps the same stalks (up to isomor-
phism). Moreover, since there is a natural transformation (isomorphism) GA →
HA ↾, there is a canonical C
∞-homomorphism µA : A→ HA(Spec∞−const (A))),
in such a way that we obtain a functor A
H7→ HA(Spec∞−const (A))) and a natural
transformation µ : id⇒ H.
• Since HA is a sheaf of C∞-rings, defined over all the opens of a boolean
space, and whose stalks are C∞-fields, then H(A) = HA(Spec∞−const (A)))
is a Von Neumann regular C∞-ring. Thus A H7→ HA(Spec∞−const (A))) deter-
mines a functor C∞Rng → C∞vNRng and we have a natural transformation
µ : id⇒ i ◦H.
We are ready to (re)state the:
Theorem 10. (bis) The inclusion functor C∞vNRng →֒ C∞Rng has a left
adjoint functor vN : C∞Rng → C∞vNRng. In more details: for A be any
C∞−ring, the pair (H(A)), µA : A → H(A))) is the C∞−von Neumann regular
hull of A, that is, for every von Neumann-regular C∞−ring V and for every
C∞−homomorphism f : A→ V there is a unique C∞−homomorphism f˜ : Aω →
V such that the following diagram commutes:
A
µA //
f
&&▲▲
▲▲
▲▲
▲▲
▲▲
▲▲ Γ (Σ(A))
∃!f˜
✤
✤
✤
V
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Proof. We just have observed above that all the conditions in the Theorem 8
hold.
We finish this subsection with some general applications of the adjunction
above and one of its specific “sheaf-theorectic” construction of the left adjoint
vN : C∞Rng→ C∞vNRng.
Proposition 8. The functor vN preserves all colimits. In particular it pre-
serves:
– directed inductive limits;
– coproducts (= ∞−tensor products in C∞ −Rng);
– coequalizers/quotients.
Proof. Since it is a left adjoint, vN preserves all colimits. We explain the meaning
of the preservation of quotients. Consider the induced homomorphism vN(qI) :
vN(A) → vN(A/I): it is surjective since the coequalizers in C∞ −Rng and
C∞vNRng coincide with the surjective homomorphisms. Then I¯ := ker(vN(qI)) ⊆
vN(A) is such that vN(qI) : vN(A)/I¯
∼=→ vN(A/I) and, since
vN(A)֌
∏
p∈Spec∞(A)
kp(A),
I¯ can be identified with vN(A) ∩ {x = (xp)p∈Spec∞(A) ∈
∏
p∈Spec∞(A) kp(A) :
∀p ⊇ I, xp = 0 ∈ kp(A)}. Note in particular, that if I ⊆ ∞
√
(0), then vN(qI) :
vN(A)
∼=→ vN(A/I), thus I¯ = {0}.
The following results are specific to the functor vN, i.e., they are not general
consequences of it being a left adjoint functor.
Proposition 9. vN preserves localizations. More precisely, given a C∞-ring A
and a subset S ⊆ A, denote S′ := ηA[S] ⊆ vN(A) the corresponding subset
and let ηSA : A{S−1} → vN(A){S′−1} be the induced arrow, i.e., ηSA is the
unique homomorphism such that ηSA ◦ σ(A)S = σ(vN(A))S′ ◦ ηA. Then ηA{S−1} :
A{S−1} → vN(A{S}−1) thus it is isomorphic to the arrow ηSA, through the
obvious pair of inverse (iso)morphisms vN(A{S}−1)⇄ vN(A){S′}−1.
Proof. First of all, note that vN(A){S′}−1 is a vN-regular ring, cf. Proposition
1. For each vN-regular ring V , the bijection (−◦ηA) : C∞vNRng(vN(A), V )
∼=→
C∞ −Rng(A, V ) restricts to the bijection:
(− ◦ ηA)↾ : {H ∈ C∞vNRng(vN(A), V ) : H [S′] ⊆ V ×}
.
∼=→ {h ∈ C∞ −Rng(A, V ) : h[S] ⊆ V ×}.
Composing the last bijection with the bijections below, obtained from the
universal property of localizations,
(− ◦ σ(A)S)−1 : {h ∈ C∞ −Rng(A, V ) : h[S] ⊆ V ×}
∼=→ C∞ −Rng(A[S]−1, V ),
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(− ◦ σ(vN(A))S′ ) : C∞ −Rng(vN(A){S′−1}, V )
∼=→
∼=→ {H ∈ C∞ −Rng(vN(A), V ) : H [S′] ⊆ V ×}
we obtain, since C∞vNRng is a full subcategory of C∞Rng, the bijection
(− ◦ ηSA) : C∞vNRng(vN(A){S′−1}, V )
∼=→ C∞Rng(A{S−1}, V ).
Summing up, the arrow ηSA : A{S−1} → vN(A){S′−1} satisfies the univer-
sal property of vN-regular hull, thus it is isomorphic to the arrow ηA{S−1} :
A{S−1} → vN(A{S−1}).
The following result shows us how useful is the sheaf-theoretic description of
the vN-hull of a C∞-ring.
Proposition 10. vN preserves finite products. More precisely, let I be a finite
set and {Ai : i ∈ I} any family of C∞-rings. Denote πj :
∏
i∈I Ai ։ Aj the
projection homomorphism, j ∈ I. Then ∏i∈I ηAi : ∏i∈I Ai → ∏i∈I vN(Ai)
satisfies the universal property of vN-regular hull, thus it is isomorphic to the
arrow η∏
i∈I Ai
:
∏
i∈I Ai → vN(
∏
i∈I Ai), through the obvious pair of inverse
(iso)morphisms vN(
∏
i∈I Ai)⇄
∏
i∈I vN(Ai).
Proof. (Sketch) First of all, note that
∏
i∈I vN(Ai) is a vN-regular C∞-ring. If
I = ∅, then∏i∈I Ai,∏i∈I vN(Ai) and vN(∏i∈I Ai) are isomorphic to the trivial
C∞-ring {0}, thus the result holds in this case.
By induction, we only need to see that (vN(π1), vN(π2)) : vN(A1 × A2)
∼=→
vN(A1)× vN(A2). But we have:
• [π⋆1 , π⋆2 ] : Spec∞(A1) ⊔ Spec∞(A2) ≈→ Spec∞(A1 × A2), (pi, i) 7→ π−1i [pi],
i = 1, 2.
• [π⋆1 , π⋆2 ] : Spec∞−const(A1) ⊔ Spec∞−const(A2) ≈→ Spec∞−const(A1 ×A2).
• Let a := (a1, a2) ∈ A1 × A2 and b¯ := {(b1,1, b2,1), · · · , (b1,n, b2,n)} ⊆fin
A1 ×A2, then (A1 ×A2)a,b¯ ∼= A1a1,b¯1 ×A2a2,b¯2 .
• ⊔p∈SpeC∞(A1×A2)kp(A1×A2) ≈ (⊔p1∈Spec∞(A1)kp1(A1))⊔(⊔p2∈Spec∞(A1)kp2(A2)).
• Let U ∈ Open(Spec∞(A1×A2)), then U ≈ U1⊔U2, where Ui = (π⋆i )−1[U ] ∈
Open(Spec∞(Ai)). Then any sheaf S satisfies S(A)(U) ∼= S(A1)(U1)×S(A2)(U2).
Now the construction of vN as the global sections of of a sheaf allows to con-
clude vN(A1 × A2) = S(A1 × A2)(Spec∞(A1 × A2)) ∼= (S(A1)(Spec∞(A1)) ×
S(A2)(Spec
∞(A2))) = vN(A1)× vN(A2).
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3 Von Neumann-regular C∞−Rings and Boolean
Algebras
In this section we also apply von Neumann regular C∞-ring to naturally rep-
resent Boolean Algebras in a strong sense: i.e., not only all Boolean algebras
are isomorphic to the Boolean algebra of idempotents of a von Neumann regular
C∞-ring, as every homomorphism between such boolean algebras of idempotents
is induced by a C∞-homomorphism.
We start with the following general results:
Proposition 11. Let (L,∧,∨,≤) be any lattice. Then:
(∀a ∈ L)(∀b ∈ L)(∀c ∈ L)(a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c))
if, and only if,
(∀a ∈ L)(∀b ∈ L)(∀c ∈ L)(a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c))
Proof. See, for example, Lemma 6.3 of [11].
Proposition 12. Let (A,+, ·, 0, 1) be any commutative unital ring and define
B(A) := {e ∈ A|e2 = e}. Then (B(A),∧,∨, ∗,≤,⊥,⊤), where:
∧ : B(A)×B(A)→ B(A)
(e, e′) 7→ e · e′
∨ : B(A)×B(A)→ B(A)
(e, e′) 7→ e+ e′ − e · e′
∗ : B(A)→ B(A)
e 7→ 1− e
≤= {(e, e′) ∈ B(A)×B(A)|e · e′ = e}
⊤ = 1 and ⊥ = 0
is a bounded, distributive and complemented lattice, i.e., a Boolean Algebra.
Proof. Claim: (e ∧ e′)2 = e ∧ e′, so e ∧ e′ ∈ B(A).
(e ∧ e′)2 = (e · e′)2 = e · e′ · e · e′ = e2 · e′2 = e · e′ = e ∧ e′.
Claim: (e ∨ e′)2 = e ∨ e′, so e ∨ e′ ∈ B(A).
(e ∨ e′)2 = (e+ e′ − e · e′)2 = e2 + 2 · e · e′ + e′2 − 2(e2 · e′ + e · e′2) + e · e′2 =
= e2+e′2+2·e·e′−2·e·e′−2·e2·e′−2·e·e′2+e·e′ = e2+e′2−e·e′ = e+e′−e·e′ = e∨e′
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Claim: For any e ∈ B(A), e∗ = 1− e ∈ B(A).
(1− e)2 = 1− 2 · e+ e2 = 1− e.
Note that for any e ∈ B(A), e∨ e∗ = e∨ (1− e) = e+(1− e)− e · (1− e) = 1.
Claim: Given any e, e′ ∈ B(A), e ∨ e′ = sup{e, e′}.
We have:
e·(e∨e′) = e·(e+e′−e·e′) = e2+e·e′−e2 ·e′ = e+e·e′−e·e′ = e, so e ≤ (e∨e′).
A similar reasoning shows us that e′ ≤ (e ∨ e′).
Let f ∈ B(A) be such that e ≤ f and e′ ≤ f . Then:
e · f = e and e′ · f = e′,
so
f · (e ∨ e′) = f · (e+ e′ − e · e′) = f · e+ f · e′ − f · e · e′ = e+ e′ − e · e′ = e ∨ e′,
hence e ∨ e′ = sup{e, e′}.
Claim: Given any e, e′ ∈ B(A), e ∧ e′ = inf{e, e′}.
We have:
e · e′ = e2 · e′ = e · (e · e′) = e · (e ∧ e′), so e ∧ e′ ≤ e.
A similar reasoning shows us that e ∧ e′ ≤ e′.
Let f ∈ B(A) be such that f ≤ e and f ≤ e′, so f · e = f and f · e′ = f .
We have:
f · (e ∧ e′) = f · (e · e′) = (f · e) · e′ = f · e′ = f, so f ≤ e ∧ e′,
hence e ∧ e′ = inf{e, e′}.
Note that since (∀e ∈ B(A))(e · 0 = 0), then (∀e ∈ B(A))(0 ≤ e) so 0 = ⊥,
and since (∀e ∈ B(A))(e · 1 = e), then (∀e ∈ B(A))(e ≤ 1), so 1 = ⊤.
Claim: (∀e ∈ B(A))(∀f ∈ B(A))(∀g ∈ B(A))(e∧ (f ∨ g) = (e∧ f)∨ (e∧ g)).
e ∧ (f ∨ g) = e · (f ∨ g) = e · (f + g − f · g) = e · f + e · g − e · f · g =
= (e·f)∨(e·g) = e·f+e·g−(e·f)·(e·g) = e·f+e·g−e·f ·g = e·(f+g−f ·g) = e∧(f∨g)
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By Proposition 11, it follows that:
(∀e ∈ B(A))(∀f ∈ B(A))(∀g ∈ B(A))(e ∨ (f ∧ g) = (e ∨ f) ∧ (e ∨ g)).
It follows from these considerations that (B(A),∧,∨, ∗,≤,⊥,⊤) is a bounded,
distributive and complemented lattice, hence a Boolean algebra.
Remark 6. By Stone Duality, there is an anti-equivalence of categories between
the category of Boolean algebras, Bool, and the category of Boolean spaces,
BoolSp.
Under this anti-equivalence, a Boolean space (X, τ) is mapped to the Boolean
algebra of clopen subsets of (X, τ), Clopen (X):
Clopen : BoolSp → Bool
(X, τ)
f // (Y, σ) 7→ Clopen (Y ) f
−1↾ // Clopen (X)
The quasi-inverse functor is given by the Stone space functor: a Boolean alge-
braB is mapped to the Stone space ofB, Stone(B) = ({U ⊆ B : U is an ultrafilter in B}, τB)
, where τB is the topology whose basis is given by the image of the map
tB : B → ℘(Stone(B)), b 7→ tB(b) = SB(b) = {U ∈ Stone(B) : b ∈ U}.
Stone : Bool → BoolSp
B
h // B′ 7→ Stone(B′) h
−1↾ // Stone(B)
Remark 7. Let (A′,+′, ·′, 0′, 1′) be any commutative unital ring and denote by
∧′,∨′, ∗′,≤′, 0′ and 1′ its respective associated Boolean algebra operations, rela-
tions and constant symbols as constructed above. Note that for any commutative
unital ring homomorphism f : A→ A′, the map B(f) := f ↾B(A): B(A)→ A′ is
such that:
(i) B(f)[B(A)] ⊆ B(A′);
(ii) (∀e1 ∈ A)(∀e2 ∈ A)(B(f)(e1 ∧ e2) = f ↾B(A) (e1 · e2) = (f ↾B(A) (e1)) ·′
(f ↾B(A) (e2)) = B(f)(e1) ∧′ B(f)(e2))
(iii) (∀e1 ∈ A)(∀e2 ∈ A)(B(f)(e1 ∨ e2) = f ↾B(A) (e1 + e2) = (f ↾B(A) (e1)) +′
(f ↾B(A) (e2)) = B(f)(e1) ∨′ B(f)(e2))
(iv) (∀e ∈ B(A))(B(f)(e∗) = f ↾B(A) (1 − e) = f ↾B(A) (1) − f ↾B(A) (e) =
1′ − f ↾B(A) (e) = B(f)(e)∗)
hence a morphism of Boolean algebras.
We also have, for every ring A, B(idA) = idB(A) and given any f : A → A′
and f ′ : A′ → A′′, B(f ′ ◦ f) = B(f ′) ◦B(f), since B(f) = f ↾B(A), so:
B : CRing → Bool
A 7→ B(A)
A
f // A′ 7→ B(A) B(f) // B(A′)
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is a (covariant) functor.
Since we can regard any C∞−ring A as a commutative unital ring via the
forgetful functor U˜ : C∞Rng→ CRing, we have a (covariant) functor:
B˜ : C∞Rng → Bool
A 7→ B˜(A) := (B ◦ U)(A)
A
f // A′ 7→ B˜(A) B˜(f) // B˜(A′)
Now, if A is any C∞−ring, we can define the following map:
A : B˜(A)→ Clopen (Spec∞(A))
e 7→ D∞(e) = {p ∈ Spec∞ (A)|e /∈ p}
Claim: The map defined above is a Boolean algebra homomorphism.
Note that for any e ∈ B(A), D∞(e∗) = D∞(1 − e) = Spec∞ (A) \D∞(e) =
D∞(e)∗, since:
D∞(e) ∩D∞(1− e) = D∞ (e · (1− e)) = D∞(0) = ∅
and
D∞(e)∪D∞(e∗) = D∞(e)∪D∞(1−e) = D∞(e2+(1−e)2) = D∞(e+(1−e)) =
= D∞(1) = Spec∞ (A).
Hence A(e
∗) = A(1 − e) = D∞(1 − e) = Spec∞ (A) \D∞ (e) = D∞(e)∗ =
A(e)
∗.
By the item (iii) of Lemma 1.4 of [24], D∞(e · e′) = D∞(e) ∩D∞(e′), so:
A(e ∧ e′) = D∞(e · e′) = D∞(e) ∩D∞(e′) = A(e) ∩ A(e′).
Last,
A(e∨e′) = A(e+e′−e ·e′) = D∞(e+e′−e ·e′) = D∞(e2)∪D∞(e′−e ·e′) =
D∞(e) ∪D∞(e′ · (1 − e)) = D∞(e) ∪ [D∞(e′) ∩D∞(1− e)] =
= [D∞(e)∪D∞(e′)]∩ [D∞(e)∪D∞(1− e)] = [D∞(e)∪D∞(e′)]∩Spec∞ (A) =
= D∞(e) ∪D∞(e′) = A(e) ∪ A(e′),
and the claim is proved.
The map A : B(A) → Spec∞ (A) suggests that the idempotent elements
of the Boolean algebra B(A) associated with a C∞−ring A hold a strong rela-
tionship with the canonical basis of the Zariski topology of Spec∞(A). In this
section we are going to show that these idempotent elements, in the case of the
von Neumann-regular C∞−rings, represent all the Boolean algebras.
58 J. C. Berni and H. L. Mariano
Theorem 11. Let A be a von Neumann regular C∞−ring. The map:
A : B˜(A)→ Clopen (Spec∞(A))
e 7→ D∞(e) = {p ∈ Spec∞ (A)|e /∈ p}
is an isomorphism of Boolean algebras.
Proof. It has already been proved that A : B(A) → Spec∞ (A) is a homomor-
phism of Boolean algebras, so in order to prove that A : B˜(A)→ Clopen (Spec∞ (A))
is an injective map, it suffices to show that:
⊣A[Spec
∞ (A)] = {1}.
(see Lemma 4.8 of [2]) Claim: (A(e) = Spec
∞ (A)) ⇐⇒ (e ∈ A×).
Indeed,
a ∈ A× ⇒ D∞(a) = Spec∞ (A).
On the other hand, if a /∈ A× then there is some maximal C∞−radical prime
ideal m ∈ Spec∞ (A) such that a ∈ m. If m /∈ D∞(a) then A(a) = D∞(a) 6=
Spec∞ (A). Hence A(a) = Spec∞ (A)⇒ a ∈ A×.
Let e ∈ B˜(A) be such that A(e) = D∞(e) = Spec∞ (A), so (∀p ∈ Spec∞ (A))(e /∈
p).
Since 0 ∈ p for every p ∈ Spec∞ (A), then (e) 6= (0), so (e) = A = (1), and
e ∈ A× and since e is idempotent, e = 1.
We already know that A is an injective Boolean algebras homomorphism,
so it suffices to prove that it is also surjective.
Claim: Given any a1, a2, · · · , an ∈ A, there is some b ∈ A such that:
D∞(a1) ∪D∞(a2) ∪ · · · ∪D∞(an) = D∞(b).
We are going to prove this claim by induction.
Case 1: n = 2.
By the item (iii) of Lemma 1.4 of [24], we know that for any a1, a2 ∈ A,
D∞(a1) ∪D∞(a2) = D∞(a21 + a22),
so we can take b = a21 + a
2
2.
Inductive step: Suppose that given a1, · · · , an−1 ∈ A there is some bn−1 ∈
A such that:
D∞(a1) ∪ · · · ∪D∞(an−1) = D∞(bn−1).
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Given a1, · · · , an, we know by the inductive step, that there is some bn−1 ∈ A
such that:
D∞(a1) ∪ · · · ∪D∞(an−1) = D∞(bn−1).
Considering b = bn−1
2 + a2n, we have:
D∞(a1) ∪ · · · ∪D∞(an−1) ∪D∞(an) = D∞(bn−1) ∪D∞(an) = D∞(b),
which proves the claim.
Let E ∈ Clopen (Spec∞(A)). Since {D∞(a)|a ∈ A} is a basis for the topology
of the compact topological space Spec∞(A), there are a1, a2, · · · , an ∈ A such
that:
E = D∞(a1) ∪D∞(a2) ∪ · · · ∪D∞(an).
By the above claim, there is some b ∈ A such that E = D∞(a1) ∪D∞(a2) ∪
· · · ∪D∞(an) = D∞(b).
Now, since A is a von Neumann regular C∞−ring, there is some idempotent
element e ∈ A such that (b) = (e).
We claim that A(e) = E.
We have A(e) := D
∞(e) = D∞(b) = D∞(a1) ∪ · · · ∪ D∞(an) = E, and it
follows that A : B˜(A)
∼=→ Clopen (Spec∞ (A)) is an isomorphism.
Theorem 12. We have the following diagram of categories, functors and natu-
ral isomorphisms:
C∞vNRng
B˜
))
Spec∞ // BoolSp
Clopen


4<qqqqqqqqqq
qqqqqqqqqq
Bool
Proof. First note that since A is a von Neumann-regular C∞−ring, the set of the
compact open subsets of (the Boolean space) Spec∞ (A) equals Clopen (Spec∞ (A)).
On the one hand, given a von Neumann regular C∞−ring A, we have:
(Clopen (Spec∞))(A) = Clopen (Spec∞ (A)) = {D∞(e)|e ∈ B˜(A)}
For every von Neumann regular C∞−ring A, by Theorem 11, we have the
following isomorphism of Boolean algebras:
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A : B˜(A)→ Clopen (Spec∞(A))
e 7→ D∞(e)
It is easy to see that for every C∞−homomorphism f : A→ A′, we have the
following commutative rectangle:
B˜(A)
B˜(f)

A// Clopen (Spec∞ (A))
Clopen (Spec∞(f))

B˜(A′) A′
// Clopen (Spec∞ (A′))
In fact, given e ∈ B˜(A), we have, on the one hand, A(e) = D∞A (e) and
Clopen(Spec∞(f))(D∞A (e)) = D
∞
A′(f(e)). On the other hand, A′ ◦ B˜(f)(e) =
A′(D
∞
A′(f(e))), so the rectangle commutes.
Thus  is a natural transformation. Thus  : B˜ +3 Clopen ◦ Spec∞ is a
natural isomorphism and the diagram “commutes” (up to natural isomorphism).
Lemma 6. Let (X, τ) be a Boolean topological space, and let:
R =
{
R ⊆ X ×X |(R is an equivalence relation onX)&(X
R
is a discrete compact space)
}
,
which is partially ordered by inclusion. Whenever Ri, Rj ∈ R are such that
Rj ⊆ Ri, we have the continuous surjective map:
µRjRi :
X
Rj
։
X
Ri
[x]Rj 7→ [x]Rj
so we have the inverse system { XRi ;µRjRi : XRj → XRi }. By definition (see, for
instance, [13]),
lim←−
R∈R
X
R
=
{
([x]Ri)Ri∈R ∈
∏
R∈R
X
R
|(Rj ⊆ Ri → (pRi(([x]Ri)Ri∈R) = µRjRi ◦ pRj (([x]Ri)Ri∈R)))
}
Let X∞ denote lim←−R∈R
X
R , so we have the following cone:
X∞
µRj
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥ µRi
  ❆
❆❆
❆❆
❆❆
❆
X
Rj
µRjRi // X
Ri
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We consider X∞ together with the induced subspace topology of
∏
R∈R
X
R .
By the universal property of X∞, there is a unique continuous map map
δ : X → X∞ such that the following diagram commutes:
X
qRj

qRi

∃!δ
✤
✤
✤
X∞
µRj
||②②
②②
②②
②②
②②
µRi
""❊
❊❊
❊❊
❊❊
❊❊
❊
X
Rj µRjRi
// X
Ri
We claim that such a δ : X → X∞ is a homeomorphism, so:
X ∼= lim←−
R∈R
X
R
that is, X a profinite space.
Proof. First we observe that R is a downwards directed set.
Claim: Given any R1, R2 ∈ R, R1 ∩R2 ∈ R.
Naturally, if both R1 and R2 are equivalence relations on X , then R1 ∩ R2
is also an equivalence relation on X , and it is such that R1 ∩ R2 ⊆ R1 and
R1 ∩R2 ⊆ R2. Moreover, we have an injective continuous map:
ϕ :
X
R1 ∩R2 ֌
X
R1
× X
R2
[x]R1∩R2 7→ ([x]R1 , [x]R2)
Claim: Given R ∈ R, if S is any equivalence relation on X such that R ⊆ S,
then S ∈ R.
We know that each XR is a compact, Hausdorff and totally disconnected space,
hence
∏
R∈R
X
R is also a compact, Hausdorff and totally disconnected space, i.e.,
a Boolean space.
By Theorem 2.4 of [13], since each space XRi is a Hausdorff and compact
space, X∞ is also a Hausdorff and compact space, so it is closed in the Boolean
space
∏
R∈R
X
R , hence it is a Boolean space.
Consider:
δX : X → X∞
x 7→ ([x]Ri)Ri∈R
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Claim 1: δX is injective;
Let x, x′ ∈ X , x 6= x′. Since (X, τ) is a Boolean space, there exists some
clopen U ∈ τ such that x ∈ U and x′ /∈ U , that is, x′ /∈ U .
Consider the following equivalence relation on X :
R = (U × U) ∪ (X \ U ×X \ U)
and note that XR is a discrete topological space, hence R ∈ R. We have
(x, x′) /∈ R, so for every S ∈ R such that R ⊇ S we have [x]S 6= [x′]S , so
δX(x) 6= δX(x′).
Claim 2: Cl.(δX [X ]) = X∞.
Let Ω =
(
{[a1]R1} × {[a2]R2} × · · · × {[an]Rn} ×
∏
R 6=R1,··· ,Rn
X
R
)
∩ X∞ ⊂
X∞
be a basic open set of X∞. Let:
R′ = R1 ∩R2 ∩ · · · ∩Rn ∈ R.
Since Ri ⊆ Rj implies that:
X
qRi
  ✂✂
✂✂
✂✂
✂✂
qRj
❂
❂❂
❂❂
❂❂
❂
X
Ri
µRiRj // X
Rj
commutes, the map:
X
R1 ∩R2 ∩ · · · ∩Rn
// // X
R1
× X
R2
× · · · × X
Rn
is injective.
Since R is a directed set, we can assume without lost of generality, that
{R1, R2, · · · , Rn} has a minimum, that we shall denote byR′ = min{R1, · · · , Rn}.
Now we can chose any [a′]R′ ∈ XR′ . We claim that δX [{a′}] ∩Ω 6= ∅.
We have:
δX(a
′) = ([a′]R)R∈R
so if R = Ri, i ∈ {1, 2, · · · , n}, then [a′]Ri = µR′Ri([a′]R′) = [ai]Ri , hence
δX(a
′) ∈ Ω. Thus:
δX(a
′) ∈ ([a′]R)R∈RδX [{a′}] ∩Ω 6= ∅.
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Claim 3: δX : X → X∞ is surjective.
Since (X, τ) is a compact space, δX : X → X∞ is continuous and X∞ is a
Hausdorff space, it follows that δX is a closed map. Hence,
δX [X ] = Cl.(δX [X ]) = X∞.
Thus δX : X → X∞ is a continuous closed bijection, hence a homeomor-
phism.
Let BoolSp be the category whose objects are all the Boolean spaces and
whose morphisms are all the Boolean spaces homomorphisms. Given any Boolean
space (X, τ), let
RX = {R ⊆ X ×X |Ris an equivalence relation on X and
X
R
is discrete and compact}
We are going to describe an equivalence functor between the category of the
Boolean spaces and the category of profinite spaces.
First we note that given any continuous function f : X → X ′ and any
R′ ∈ RX′ ,
Rf := (f × f)⊣[R′] ⊆ X ×X
is an equivalence relation on X and the following diagram:
X
f //
pRf

X ′
p′R
X
Rf
fRfR′ // X
′
R′
,
where pRf : X →
X
Rf
and pR′ : X
′ → X
′
R′
are the canonical projections,
commutes.
We know, by Theorem 4.3 of [13] that fRfR′ :
X
Rf
→ X′R′ is a continuous
map, and it is easy to see that fRfR′ is injective, as we are going to show.
Given any [x]Rf , [y]Rf ∈
X
Rf
such that [x]Rf 6= [y]Rf , i.e., such that (x, y) /∈
Rf , we have (f(x), f(y)) /∈ R′, i.e., [f(x)]R′ 6= [f(y)]R′ . Thus, since:
fRfR′([x]Rf ) = (fRfR′ ◦ pRf )(x) = (pR′ ◦ f)(x) = [f(x)]R′
64 J. C. Berni and H. L. Mariano
and
fRfR′([y]Rf ) = (fRfR′ ◦ pRf )(y) = (pR′ ◦ f)(y) = [f(y)]R′
it follows that fRfR′([x]Rf ) 6= fRfR′([y]Rf ).
Since fRfR′ :
X
Rf
→ X′R′ is an injective continuous map and X
′
R′ is discrete, it
follows that given any [x′]R′ ∈ X′R′ :
f⊣RfR′ [{[x′]R′}] =
{
∅, if [x′]R′ ∈ im (fRfR′),
{∗}, otherwise ,
so every singleton of XRf is an open subset of
X
Rf
, and XRf is discrete. Also, since
X is compact, XRf is compact, and it follows that and Rf ∈ RX .
Now, if R′1, R
′
2 ∈ RX′ are such that R′1 ⊆ R′2, then R′1f ⊆ R′2f . In fact, given
(x, y) ∈ R′1f , we have (f × f)(x, y) ∈ R′1, and since R′1 ⊆ R′2, it follows that
(f × f)(x, y) ∈ R′2, so (x, y) ∈ R′2f .
Let X,Y, Z be Boolean spaces, X
f→ Y and Y g→ Z be two Boolean spaces
homomorphisms and R ∈ RZ . We have:
((g ◦ f)× (g ◦ f))⊣[R] = (f × f)⊣[(g × g)⊣[R]].
In fact,
(x, x′) ∈ ((g ◦ f)× (g ◦ f))⊣[R] ⇐⇒ (g(f(x)), g(f(x′))) ∈ R ⇐⇒
⇐⇒ (f(x), f(x′)) ∈ (g × g)⊣[R] ⇐⇒ (x, x′) ∈ (f × f)⊣[(g × g)⊣[R]].
Denoting T := (f × f)⊣[(g × g)⊣[R]] and S := (g × g)⊣[R], we have the
following commutative diagram:
X
f //
µT

Y
g //
µS

Z
pR

X
T
(g◦f)TR
AA
fTS // Y
S
fSR // Z
R
Given a continuous map between Boolean spaces, f : X → X ′, we can define
a map fˇ : lim←−R∈RX
X
R
→ lim←−R′∈RX′
X ′
R′
in a functorial manner.
Let R′, S′ ∈ RX′ be any two equivalence relations such that R′ ⊆ S′, so
given f : X → X ′ the following rectangle commutes:
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X
S′f
µR′
f
S′
f //
fS′
f
S′

X ′
R′f
fR′
f
R′

X ′
S′
µR′S′ // X
′
R′
and since:
X∞
µS′
f

µR′
f

X
S′f
µR′
f
S′
f
// X
R′f
commutes, the following triangle is commutative:
X∞
fS′
f
S′◦µS′
f

fR′
f
R′µR′
f

X ′
S′ µR′S′
// X
′
R′
.
By the universal property of X ′∞, there is a unique fˇ : X∞ → X ′∞ such
that the following prism is commutative:
X∞
µR′
f //
µS′
f
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
∃!fˇ

X
R′
f
fR′
f
R′

X
S′
f
µR′
f
S′
f
::ttttttttttttt
fS′
f
S′

X ′∞ //
µ′
S′
µR′
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
X′
R′
X
S′
µR′S′
::tttttttttttttt
We claim that
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∆ : BoolSp → ProfinSp
X 7→ X∞ = lim←−R∈RX
X
R
X
f // X ′ 7→ X∞ fˇ // X ′∞
is a functor.
Let R,R′ ∈ RX be such that R ⊆ R′. Since for any R ∈ RX we have
RidX = (idX × idX)⊣[R] = R, then the following diagram commutes for every
R,R′ ∈ RX such that R ⊆ R′:
X
µR

idX // X
µR′
X
R
idXRR′ // X
R′
,
and idXRR′ = ı
X
R′
X
R
, since idXRR′([x]R) = µR′(idX(x)) = [x]R′ .
We note that idX∞ : X∞ → X∞ is such that the following prism commute:
X∞
µR′ //
µR
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
idX∞

X
R′
idXRR′

X
R
µRR′
::tttttttttttttt
idXRR′

X∞ //
µR
µR′
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
X
R′
X
R
µRR′
::tttttttttttttt
and since ˇidX : X∞ → X∞ is the unique map with this property, then:
∆(idX) = ˇidX = idX∞ .
Let X,Y, Z be Boolean spaces, X
f→ Y and Y g→ Z be two Boolean spaces
homomorphisms and R ∈ RZ . We have:
((g ◦ f)× (g ◦ f))⊣[R] = (f × f)⊣[(g × g)⊣[R]].
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In fact,
(x, x′) ∈ ((g ◦ f)× (g ◦ f))⊣[R] ⇐⇒ (g(f(x)), g(f(x′))) ∈ R ⇐⇒
⇐⇒ (f(x), f(x′)) ∈ (g × g)⊣[R] ⇐⇒ (x, x′) ∈ (f × f)⊣[(g × g)⊣[R]].
Denoting T := (f × f)⊣[(g × g)⊣[R]] and S := (g × g)⊣[R], we have the
following commutative diagram:
X
f //
pT

Y
g //
µS

Z
µR

X
T
(g◦f)TR
AA
fTS // Y
S
gSR // Z
R
,
that is, (g ◦ f)TR = gSR ◦ fTS .
Let R′ ∈ RZ be such that R ⊆ R′. The same argument used above proves
that, denoting T ′ := (f × f)⊣[(g × g)⊣[R′]] and S′ := (g × g)⊣[R′], we have the
following commutative diagram:
X
f //
µT ′ 
Y
g //
µS′
Z
µR′
X
T ′
(g◦f)T ′R′
@@
fT ′S′ // Y
S′
gS′R′ // Z
R′
.
Under these circumstances, the following diagram commutes:
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X∞
µT ′ //
µT
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
fˇ

X
T ′
fT ′S′

X
T
µTT ′
::tttttttttttttt
fTS

Y∞ //µS
$$❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
gˇ

Y
S′
gS′R′

Y
S
µSS′
::tttttttttttttt
gS′R′

Z∞ //
µR′
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
Z
R′
Z
R
µRR′
::tttttttttttttt
We have, then, the following commutative diagram:
X∞
gSR◦fTS

gS′R′◦fT ′S′

Z
R
µRR′ // Z
R′
and by the universal property of Z∞ there is a unique ˇg ◦ f : X∞ → Z∞
such that the following diagram commutes:
X∞
ˇg◦f
gSR◦fTS

gS′R′◦fT ′S′

Z∞
µR
||②②
②②
②②
②②
②②
µR′
##❋
❋❋
❋❋
❋❋
❋❋
❋
Z
R
µRR′ // Z
R′
Since the following diagram commutes:
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X∞
µT ′ //
µT
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
ˇg◦f

X
T ′
(g◦f)T ′R′

X
T
µRR′
::tttttttttttttt
(g◦f)TR

Z∞ //
µRµR′
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
Z
R′
Z
R
µRR′
::tttttttttttttt
by the uniqueness of ˇg ◦ f , we have ˇg ◦ f = gˇ ◦ fˇ , hence
∆(g ◦ f) = ˇg ◦ f = gˇ ◦ fˇ = ∆(g) ◦∆(f).
X∞
µT ′ //
ˇg◦f

µT
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
fˇ

X
T ′
fT ′S′

X
T
µTT ′
::tttttttttttttt
fTS

Y∞ //µS
$$❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
gˇ

Y
S′
gS′R′

Y
S
µSS′
::tttttttttttttt
gS′R′

Z∞ //
µR′
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏❏
Z
R′
Z
R
µRR′
::tttttttttttttt
The above claims prove that
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∆ : BoolSp → BoolSp
X 7→ δX [X ] = lim←−R∈RX
X
R
X
f // Y 7→ X∞ fˇ // Y∞
is a functor.
Theorem 13. Let K be a C∞−field. Following the notation of Lemma 6, define
the contravariant functor:
k̂ : BoolSp→ C∞vNRng
(X, τ) 7→ RX := lim−→R∈RK
U(XR )
Then there is a natural isomorphism
ǫ : IdBoolSp
∼=→ Spec∞ ◦ k̂.
Thus the functor Spec∞ : C∞vNRng→ BoolSp is full and isomorphism-dense.
In particular: for each (X, τ) be a Boolean space, there is a von Neumann-
regular C∞−ring, RX , such that:
Spec∞ (RX) ≈ X.
.
Proof. By the Theorem 34, p. 118 of [6],
Spec∞(RX) ≈ lim←−
R∈R
Spec∞ (KU(
X
R )).
By the Theorem 33, p. 118 of [6],
Spec∞ (KU(
X
R )) ≈ Discr.
(
X
R
)
,
so
lim←−
R∈R
Spec∞ (KU(
X
R )) ≈ lim←−
R∈R
Discr.
(
X
R
)
≈ lim←−
R∈R
X
R
≈ X
Since the homeomorphisms above are natural, just take ǫX : X → Spec∞(RX)
as the composition of the these homeomorphisms.
Hence, in particular, Spec∞ (RX) ≈ X .
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Theorem 14. Let K be a C∞−field. Define the covariant functor (composition
of contravariant functors):
Kˇ = k̂ ◦ Stone : Bool→ C∞vNRng.
Then there is a natural isomorphism
θ : IdBool
∼=→→ B˜ ◦ Kˇ.
Thus the functor B˜ : C∞vNRng→ Bool is full and isomorphism-dense.
In particular: given any C∞−field K and any Boolean algebra B, there is a
von Neumann regular C∞−ring which is a K−algebra, Kˇ(B)), such that
B˜(Kˇ(B)) ∼= B
.
Proof. This follows directly consequence by a combination of the Theorem 13
above, Stone duality (Remark 6), Theorem 12 and Theorem 11.
The diagram below summarizes the main functorial connections stablished
in this section:
ε

BoolSp
IdBoolSp
((
k̂ // C∞vNRng Spec
∞
//
B˜
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
BoolSp
Clopen


4<qqqqqqqqqq
qqqqqqqqqq
Bool
Stone
OO
Kˇ
88♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣♣
IdBool
00
θ
KS
Bool
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