Dynamic topological logic (DT L) is a polymodal logic designed for reasoning about dynamic topological systems. These are pairs X, f , where X is a topological space and f : X → X is continuous. DT L uses a language L which combines the topological S4 modality 2 with temporal operators from linear temporal logic.
INTRODUCTION
Finding a transparent axiomatization for dynamic topological logic (DT L) has been an elusive open problem since 2005, when one (which we shall call KM) was proposed by Kremer and Mints [2005] without establishing its completeness. Fernández-Duque [2012a] offered a complete axiomatization, not over the language L used in Kremer and Mints [2005] , but rather in an extended language L * which allowed the modal 3 to be applied to finite sets of formulas. It was then interpreted as a tangled closure operator (see Section 3). The resulting logic is called DTL * .
However, the fact that DTL * used the unfamiliar tangled closure operation and was substantially less intuitive than KM left the completeness of the latter as a relevant open problem. Actually, the only motivation given in Fernández-Duque [2012a] for passing to an extended language was that "there is a completeness proof which works in the extended language but not in the original one"-a valid, but not terribly compelling, reason.
The results in this article will show that indeed the use of the tangled closure is an essential part of this axiomatization and cannot be removed without extending KM, Section 7 defines the formulas Trouble k which are derivable in DTL k , as well as other formulas which are useful for our purposes. Finally, Section 8 shows that, indeed, DTL k is consistent with ¬Trouble k+1 , thus stratifying dynamic topological logic into a strictly increasing sequence of theories, from which it follows that it is not finitely axiomatizable.
TOPOLOGIES AND PREORDERS
In this section, we shall very briefly review some basic notions from topology. As is wellknown, topological spaces provide an interpretation of the modal logic S4, generalizing its familiar Kripke semantics.
Let us recall the definition of a topological space.
Definition 2.1. A topological space is a pair X = |X|, T X , where |X| is a set and T X a family of subsets of |X| satisfying
The elements of T X are called open sets. Complements of open sets are closed sets.
Given a set A ⊆ |X|, its interior, denoted A • , is defined by
Dually, we define the closure A as |X|\(|X|\ A) • ; this is the smallest closed set containing A.
Topological spaces generalize transitive, reflexive Kripke frames. Recall that these are pairs W = |W|, W , where W is a preorder on the set |W|. We will write instead of W whenever this does not lead to confusion.
To see a preorder as a special case of a topological space, define ↓ w = {v : v w} .
Then consider the topology T on |W| given by setting U ⊆ |W| to be open if and only if whenever w ∈ U , we have ↓ w ⊆ U (so that the sets of the form ↓ w provide a basis for T ). A topology of this form is a preorder topology. 1 Throughout this text, we will often identify preorders with their corresponding topologies, and many times do so tacitly.
We will also use the following notation.
-w ≺ v for w v but v w, and -w ≈ v for w v and v w.
The relation ≈ is an equivalence relation; the equivalence class of a point w ∈ |W| is usually called a cluster, and we will denote it by [w] .
It is also useful to characterize the continuous functions on a preorder.
LEMMA 2.1. If W is a preorder and g : |W| → |W|, then g is continuous with respect to the downset topology on W if and only if whenever v w, it follows that g(v) g(w). 4:4 D. Fernández-Duque
THE TANGLED CLOSURE
The tangled closure is an important component of DTL * . It was introduced in Dawar and Otto [2009] for Kripke frames and has also appeared in Fernández-Duque [2011a , 2011b , 2012a , 2012b .
We define the tangled closure of S, denoted S * , to be the union of all sets E such that S is tangled in E.
It is important for us to note that the tangled closure is defined over any topological space; however, we will often be concerned with finite preorders in this article. Here, the tangled closure is relatively simple. Fernández-Duque [2011a , 2011b , 2012a , 2012b .
PROOF. A proof can be found in

DYNAMIC TOPOLOGICAL LOGIC
The language L * is built from propositional variables in a countably infinite set PV using the Boolean connectives ∧ and ¬ (all other connectives are to be defined in terms of these), the unary modal operators f ('next') and [ f ] ('henceforth'), along with a polyadic modality 3 which acts on finite sets, so that if is a finite set of formulas, then 3 is also a formula. Note that this is a modification of the usual language of DT L, where 3 acts on single formulas only. We write 2 as a shorthand for ¬3¬; similarly, f denotes the dual of [ f ]. We also write 3γ instead of 3 {γ }; its meaning is identical to that of the usual S4 modality [Fernández-Duque 2012b]. We will often write 3 N
Given a formula φ, the depth of φ, denoted dpt(φ), is the modal nesting depth of φ, while its width, wdt(φ), denotes the maximal k such that φ has a subformula of the form 3 k i=1 γ i . For k < ω, L k denotes the sublanguage of L * where all formulas have width at most k. Thus, in particular, L = L 1 .
Formulas of L * are interpreted on dynamical systems over topological spaces, or dynamic topological systems.
Definition 4.1. A weak dynamic topological system (dts) is a triple
where |X|, T X is a topological space and f X : |X| → |X|.
If further f X is continuous 2 , we say X is a dynamic topological system. Definition 4.2. Given a (weak) dynamic topological system X, a valuation on X is a function
A (weak) dynamic topological model (wdtm/dtm) is a (weak) dynamic topological system X equipped with a valuation · X . We say a formula φ is valid on X if φ X = |X|, and write X |= φ. If a formula φ is valid on every dynamic topological model, then we write |= φ. DT L is the set of valid formulas of L under this interpretation, while DT L * denotes the set of valid formulas of L * . We will often write X,
We should remark that the main motivation for studying dynamic topological logic lies in applying it to (proper) dynamic topological systems. Moreover, the set of validities over (i) the class of all dtm's, (ii) the class of all wdtm's, and (iii) the class of all finite dtm's are all distinct [Artemov et al. 1997; Kremer and Mints 2005] . Thus it is usually important to work with infinite dynamic topological systems. Because of this, it may be surprising that weak, finite dynamic topological will prove to be a useful tool in proving the incompleteness of any finitely axiomatized logic and thus will be prominent in this article.
THE AXIOMATIZATION
We have defined DT L * semantically as the set of formulas φ of L * that are valid on all dynamic topological models, and shall distinguish it from the deductive calculus DTL * , which is a proof system defined by the following rules and axioms. Given that DTL * is sound and complete, the set of valid formulas and the set of derivable formulas are equal, but it will be useful to make this distinction as we will be interested in natural subsystems of DTL * which are defined syntactically.
Next, note that the modality f is unary, and f is merely a shorthand for { f γ : γ ∈ }; similarly ¬ = {¬γ : γ ∈ }. We use p to denote a propositional variable and P to denote a finite set of propositional variables. The axiomatization DTL * consists of the following.
Taut All propositional tautologies. Topological axioms Temporal axioms
This axiomatization is sound and complete, as proven in Fernández-Duque [2012a].
THEOREM 5.1. DTL * is sound and complete for the class of dynamic topological models.
There are many subtleties in our proof system, so before continuing, we should make a few remarks.
First, let us say a few words about the substitution rule. It is to be understood as simulataneous substitution, where p represents a finite sequence of variables, ψ a finite sequence of formulas, and each variable is replaced by the respective formula. By standard arguments, this rule preserves validity, as there is nothing in our semantics distinguishing atomic facts from complex propositions.
Since we are concerned with finite axiomatizability of a logic, it is important to include substitution; otherwise, each substitution instance of any of the axioms would have to be regarded as a new axiom, and the finite axiomatizability would fail for obvious reasons. Of course, this is not the only possible presentation, as one can also consider axiomatizations by finitely many schemas, but here we shall consider different formulas to be different also as axioms.
Thus we arrive at the following definition.
Definition 5.2. For our purposes, a language is any subset λ of L * , and a logic in the language λ is a set of formulas containing all propositional tautologies which belong to λ and which is closed under the restrictions of MP, Subs, N 2 , and N [ f ] to λ. Given λ, ⊆ L * , Log λ ( ) denotes the smallest logic in λ containing .
If T , are also sets of formulas, we say axiomatizes T over in the language λ if T = Log λ ( ∪ ). If λ is omitted, we assume it to be all of L * , and if is omitted, we assume it to be empty.
We say T is finitely axiomatizable (over , in the language λ) if there is a finite set which axiomatizes T (over , in the language λ).
It is convenient to fix the set of rules beforehand to avoid systems with finitely-many axioms but infinitely-many rules, although it should be mentioned that the techniques we employ would work for other "reasonable" rules. With this in mind, we should note that the preceding axiomatization is not finite, nor can it be modified into a finite version in an obvious way. Evidently, the set of all propositional tautologies can be replaced by finitely many axioms, but this is not what concerns us. Much more importantly, we need infinitely many axioms for 3, and it is only in the metalanguage that we can give these axioms a uniform presentation. The symbol P representing a finite set of propositional variables is not a symbol of L * , where we would have to write out explicitly { p 1 , · · · , p k } for each given value of k.
Of particular interest is the schema Cont * . This was originally named TCont; we adopt the new notation to stress that the standard 'continuity' axiom,
is indeed a special case.
Cont * is really an infinite collection of axioms. To be precise, for k < ω, let
Note that Cont k+1 extends Cont k , since we can always substitute p k+1 by p k . We then let DTL k be the variant of DTL * , where Cont * is replaced by Cont k . We denote derivability in DTL k by k . DTL 0 denotes the system with no continuity axiom.
Our goal will be to show that DTL k k<ω gives a sequence of theories of strictly increasing strength. Since DTL * is the union of these theories, it will follow as a straightforward consequence that DTL * is not finitely axiomatizable. However, to do this we will need a second refinement, this time of each DTL k .
For n, k < ω, we let DTL k n be the subtheory of DTL k , which restricts the substitution rule in the following ways.
(1) Subs may only be applied immediately to axioms.
(2) If Subs is applied to Cont k , then each p i must be replaced by a formula with modal depth at most n.
A very easy induction on derivations shows that any proof in DTL k may be transformed into one satisfying these two conditions for some value of n and hence DTL k = n<ω DTL k n . We denote derivability in DTL k n by k n . The reason for passing to DTL k n is that the substitution rule, while preserving validity, does not preserve model validity; if M |= φ, it does not always follow that
Later we wish to build specific models of fragments of DTL * , and to check soundness for these models, DTL k n has the advantage that we only need to focus on substitution instances of axioms. This will become relevant in Section 8.
DTL * is an extension of KM, which can be defined as follows.
Definition 5.3. The calculus KM is the restriction 4 of DTL * to L 1 .
In KM, all appearances of 3 must be applied to a single formula; in particular, the axioms Fix 3 and Ind 3 are not present, and Cont * becomes Cont 1 . We should note that DTL 1 is very similar, but not identical, to KM. DTL 1 allows formulas of the form 3 within derivations for arbitrarily large, but Cont * is also replaced by Cont 1 . We do have, however, that KM ⊆ DTL 1 .
Later we shall show that the sequence DTL k k<ω is strictly increasing in strength, even over L; that is, there are formulas Trouble k ∈ L such that k+1 Trouble k+1 but k Trouble k+1 . These are defined in Section 7; but first, we need to define bounded tangled bisimulations, the fundamental tool we shall use to prove our main results.
TANGLED BISIMULATIONS
Our main results are based on partial bisimulation techniques. As we will be working in a polyadic system, we shall need a notion of partial bisimulation which preserves the polyadic 3. Such a notion was already introduced in Dawar and Otto [2009] ; here we present a slight generalization which is more sensitive to the width of formulas. For more information on partial bisimulations, we refer the reader to a text such as Blackburn et al. [2001] .
Definition 6.1 (Tangled Bounded Bisimulation). Given models X, Y, n < ω and k ≤ ω, we define a binary relation k n ⊆ |X| × |Y| by inducion on n as follows. For n = 0, x k 0 y if and only if x and y satisfy the same set of atoms. Otherwise, x k n+1 y if x, y satisfy the same set of atoms and Forth . Whenever m < k and
We will write * n when k = ω; in this case, there are no bounds on the clauses for . Note that there is no 'back' clause for f , as it would be identical to Forth f . For purely topological structures (i.e., without the function f X ), we shall also use the analogous notion of bounded bisimulation, simply removing the clauses for f, [ f ] .
When the respective structures are clear from context, we may write x k n y instead of X, x k n Y, y . LEMMA 6.1. If ϕ is a formula with dpt(ϕ) ≤ n and wdt(ϕ) < k and X, Y are finite dtm's, then whenever X, x k n Y, y , we have that x ∈ ϕ X if and only if y ∈ ϕ Y . PROOF. The proof proceeds by a standard induction on dpt(ϕ) and we omit it.
As always, we will drop subindices when it does not lead to confusion, writing p(x) instead of p S (x).
Before continuing, let us establish a notational convention. Given natural numbers n, k, we denote by |n| k the unique element m of {1, · · · , k} such that n ≡ m (mod k). Note that this strays from the standard remainder in that |k| k = k, but it shall simplify several expressions later on. Intervals are assumed to be intervals of natural numbers, that is,
Further, it is convenient to assume that the set of propositional variables is enumerated by p k k<ω .
In the remainder of this section, we shall use bounded tangled bisimulations to show that L k+1 is more expressive than L k . This might not be too surprising given results in Dawar and Otto [2009] and Fernández-Duque [2011a], but to the best of our knowledge, this has not been stated explicitly before and will provide a good warm-up for the techniques we shall use later on.
To be precise, by "more expressive" we mean the following: given languages λ, λ ⊆ L * and a class of models X , we say λ is at least as expressive as λ over X if, given ϕ ∈ λ, there is ϕ ∈ λ such that, for every X ∈ X , ϕ X = ϕ X . The language λ is more expressive than λ if λ is at least as expressive as λ, but not vice-versa.
The following structures will be useful in proving our expressiveness result. such that h ≡ k (mod K), 
PROOF. Let
We proceed by induction on m. The base case, when m = 0, is simple, since (0, k) and (h, k) satisfy the same set of propositional variables (namely, { p k }).
For the inductive step, we assume that 1 ≤ h ≤ (N − (m + 1))K. Let us first check that Forth holds.
Suppose that x 1 ≈ · · · ≈ x K−1 (0, k). Write x i = ( , k i ) and consider two cases. If ≥ h, we may set y i = x i which clearly satisfy the conditions of Forth . Otherwise, there exists a value k * ∈
and by induction on m we have that
while clearly y 1 ≈ · · · y K−1 (h, k), hence satisfying Forth 3 . For Back , suppose y 1 ≈ · · · ≈ y K−1 (h, k); then clearly y i (0, k) for all i, and we can set x i = y i .
With this, we can show that 3 k+1 i=1 γ i cannot generally be defined by formulas of smaller tangled width. THEOREM 6.4. L k+1 is strictly more expressive than L k for all k over the class of all finite topological models.
PROOF. Let η k = 3 k+1 i=1 p i . Suppose ϕ ∈ L k has depth n and consider A = A k+1 n+1 . Then, by Lemma 6.2, (1, 2) k+1 n (0, 2), so that by Lemma 6.1, A, (1, 2) |= ϕ if and only if A, (0, 2) |= ϕ. However, it is easy to check that A, (1, 2) |= η k , yet A, (0, 2) |= η k ; hence ϕ cannot be equivalent to η k .
Since ϕ ∈ L k was arbitrary, we conclude that η k is not expressible in L k over the class of finite topological models.
TROUBLE FORMULAS
In this section, we shall introduce a sequence of formulas Trouble k k<ω with the property that k Trouble k . As we shall see later, k Trouble k+1 , thus establishing that DTL k+1 is stronger than DTL k . The formulas Trouble k will all be in L 1 .
Definition 7.1. The following abbreviations will be used throughout the text.
Before continuing, let us give some intuition for these formulas. The formula Cycle k states that f cycles the values of p(x); if p(x) = p i , p( f (x)) = p i+1 , unless i = k, in which case p( f (x)) = p 1 . The formula 3 p k is used as a sort of trigger for this cycling behavior; when 3 p k fails, p( f (x)) is unspecified.
Start k i is used to begin the cycling behavior described by Cycle k at p i ; it says that, initially, p i holds, and from then on, f cycles the values of p( f n (x)), provided that 3 p k holds at each step.
Bundle k and Tangle k are similar, but Bundle k is stronger. As we will mainly be interpreting these formulas over finite Kripke models, let us restrict the discussion to this setting. Here, the meaning of Tangle k should be familiar; it says there is a cluster where there is a point x i satisfying each Start k i . The formula Bundle k , on the other hand, says that each Start k i is dense near x; in particular, each minimal cluster must have at least one point satisfying each Bundle k . But such a cluster would be a witness to Tangle k .
Thus we have that |= Bundle k → Tangle k ; but note that the former formula is in L 1 , while the latter is not.
Meanwhile, we should also expect |= Bundle k → f Bundle k ; this is because if x 1 ≈ x 2 ≈ · · · ≈ x k is a cluster with x i satisfying Start k i , then clearly each x i satsifies 3 p k (since x k x i ), so that f (x i ) satisfies p |i+1| k .
Thus also f (x 1 ) ≈ f (x 2 ) ≈ · · · ≈ f (x k ) is a cluster of points satisfying each Start k i (although shifted one step). It then follows that these points also satisfy Tangle k . By induction, we see that |= Tangle k → [ f ]Tangle k , but this clearly makes Trouble k true, since |= Tangle k → 3 p k . Although for simplicity, we have carried out the preceding argument over a finite partial order, it may be generalized to arbitrary topological spaces. In fact, the reasoning we have just made is easy to formalize in DTL k , as we show next. Later we shall also see that it is impossible to formalize in DTL k−1 .
PROOF. Reasoning within S4, one readily sees that, for any i < k, 0 Bundle k → 3(Start k i ∧ Bundle k ); thus we may apply necessitation and Ind 3 to derive
Further, we note that Non-Finite Axiomatizability of Dynamic Topological Logic
4:11
For any i ∈ [1, k], we may use Fix 3 to see that
and since this holds for all i ∈ [1, k], we can use Ind 3 to obtain
which, rearranging indices and pulling out f , shows that
By necessiation and Ind [ f ] , this yields [1,k] 
Putting this together with Eq.
(2), we see that
which together with Eq. (1), gives us
that is, k Trouble k , as claimed.
INCOMPLETENESS OF FINITE FRAGMENTS
The formula Trouble k is derivable in DTL k ; let us now see that Trouble k+1 is not. To prove this, we shall introduce models D K N . They will be composed of two submodels; C K , defined later, and B K N , defined next. The general idea is that the models D k+1 n+1 will satisfy DTL k n ∪ {¬Trouble k+1 }; thus showing that k n Trouble k+1 for all n. From this we may conclude that k Trouble k+1 . Before defining our structures formally, let us give a general idea. Consider the model D = D 2 2 depicted in Figure 2 . We will name a point x using triples (h(x), t(x), k(x)), Fig. 2 . The model D 2 2 , described in Definition 8.3. B 2 2 , as in Definition 8.1, is the submodel on the right-hand side of the dashed line, and C 2 is the submodel on its left. All points to the left of the dashed line have vertical coordinate zero, although this is not reflected in the figure to avoid cluttering. Arrows indicate f D , while is the transitive, reflexive closure of the relation represented by ≺ together with the ellipse on the left, which represents ≈. Points represented by a circle satisfy p 1 , by a triangle, p 2 . It should be noted that the vertical coordinate of each point is written as its first coordinate, since it seems more natural to put the spatial coordinate before the temporal one.
where h(x) is the spatial (vertical) coordinate, t(x) the temporal (horizontal) coordinate, and k(x) is the index of p(x), which in this case is 1 for points represented by a circle and 2 for triangles. The points on the left of the dashed line will be written (0, −1, k(x)).
First, let us observe that D |= Cycle 2 , since f D alternates between circles (which satisfy p 1 ) and triangles (which satisfy p 2 ). The exception for this are the points on the main diagonal h + t = 6 and on the 'tail' t ≥ 4, but these points do not satisfy 3 p 2 and thus they also satisfy Cycle 2 . From this, one can easily check that (0, −1, 1) satisfies ¬Trouble 2 .
Meanwhile, the key aspect of the model is that f D is discontinuous, since (0, −1, 2) (0, −1, 1), yet f D (0, −1, 2) = (0, 0, 1) (1, 0, 2) = f D (0, −1, 1).
This discontinuity is easily seen to make the following instance of Cont 2 fail on (0, −1, 1).
However, instances of Cont 1 of small modal depth do hold. Consider, for example,
Here we see that f D (0, −1, 2) satisfies f p 1 , so that (0, −1, 1) satisfies 3 f p 1 . If f D were continuous, we would be able to use f D (0, −1, 2) as a witness that (0, −1, 1) satisfies f 3 p 1 , but in this case, we cannot. However, we do have a different witness, namely, (2, 0, 1). More generally, as we shall see in Lemma 8.1, (2, 0, 1) * 1 (0, 0, 1) so the two satisfy the same formulas of modal depth one.
Thus D satisfies DTL 1 1 as well as ¬Trouble 2 from which we conclude that 1 1 Trouble 2 . To see that 1 n Trouble 2 , we need to consider a larger model, D 2 n , which is built much like D 2 2 but is deeper. By varying n, we conclude that 1 Trouble 2 . Now, let us give the formal definition of B K N , which is the submodel of D K N on the right of the dotted lines in Figure 2 .
Definition 8.1. Given N, K < ω, we define a K-simple dynamic model B = B K N by letting the following hold. (1) |B| be the set of all triples of natural numbers (h, t, k) 
(
(4) p(h, t, k) = p k .
We will write points as x = (h(x), k(x), t(x)). We will also write s(x) = h(x) + t(x). It will be convenient to describe the * m -equivalence classes over B K N . We shall do this using the relations ∼ m , defined next. (1) s(x) = s(y).
The models B k n are designed to be very homogeneous so that different points are hard to distinguish using L * . The relations ∼ m are representative of this.
First, note that every point is ∼ m -similar to another on the t-axis; this can be seen in Figure 3 , where every point can be 'slid' down the diagonals to one on the line h = 0. Points in the large left-hand triangle may have more than one such representative.
Another useful property is that all points have a very similar orbit; namely, if x is any point and y satisfies h(y) = 0, then y lies in the orbit of x. This is easily seen in Figure 2 , where if we follow the f D -arrows starting anywhere, we eventually reach (0, 0, 1), and from here f D simply cycles around the t-axis indefinitely.
The situation is slightly more involved for larger values of k, where we may turn to Figure 4 . Consider, for example, the point (0, 0, 2); in this example, circles have third coordinate 1, triangles have 2, squares 3. Here, notice that after four iterationis of f B we reach (0, 4, 1), which then maps to (0, 0, 1). Afterwards, f B will cycle through the second row of the t-axis, and then return again to (0, 0, 2). Let us collect these observations into a lemma.
LEMMA 8.1. For every x ∈ |B K N | and m < N, (1) there is y ∼ m x with h(y) = 0, and (2) if h(y) = 0, there is n < ω such that f n B (x) = y. PROOF. We sketch a proof, which mainly proceeds by observation on Definitions 8.1 and 8.2.
The first claim is obvious if we notice that
For the second, first we observe that h( f N(K+1)+1 (x)) = 0 independently of x; then note that f B is clearly transitive on those elements z with h(z) = 0, given that f N(K+1)+1 (0, 0, k) = (0, 0, |k + 1| K ), thus 'rotating' k(z). Now, let us see that ∼ m does, indeed, guarantee bounded bisimulation. PROPOSITION 8.1. If x ∼ m y then x * m y. PROOF. Let us sketch a proof, which in this case follows by comparing Definitions 6.1 and 8.2. We work by induction on m, considering each clause of a tangled bisimulation. Note that ∼ m preserves atoms, in particular, covering the case m = 0.
Otherwise, suppose x ∼ m+1 y. Clearly we only need to prove the 'forth' clauses, since the 'back' clauses are symmetric.
Forth . We shall only consider the case where s(x), s(y) < NK; the other case is similar and easier. Suppose x 0 ≈ x 1 ≈ · · · ≈ x I−1
x; note that we can assume I ≤ K, since B has cluster width K. Note also that each x i has h(x i ) ≥ h(x) and t(x i ) = t(x). h(y) , set h = h ; otherwise, let h be the least value such that h ≥ h(y) and h + t(y) ≡ h(x i ) + t(x) (mod K). Then, set y i = (h, t(y), k(x i )). First, note that s(y i ) ≡ s(x i ) (mod K), so that all y i are elements of |B|. Now, we further have that s(y i ) = s(x i ) except in the case that h < h(y), in which it easily follows that s(x) = s(y), so s(x), s(y) < K(N − (m + 1)), and thus s(x i ), s(y i ) < K(N − m). In either case, we use our induction hypothesis to see that y i * m x i , as claimed.
Forth f . This follows from observing that the required (in)equalities are preserved by f B and we skip it. Forth [ f ] . Let n < ω and consider z = f n B (x). Then, by Lemma 8.1.1, there is z ∼ m z with h(z ) = 0, while by Lemma 8.1,2, there is n such that f n B (y) = z , as required. Now that we have studied the models B K N , let us add the 'head' C K , which is where the trouble really lurks. The resulting model will be called D K N , where points in C K will map discontinuously onto B K N . However, these discontinuities will require large formulas to capture in L K−1 , given that C K will consist of a cluster with K points.
Our strategy now is to show that D K+1 N+1 is a model of DTL K N ∪ {¬Trouble K+1 }; from this we may conclude that K Trouble K+1 , given that DTL K = n<ω DTL K n . LEMMA 8.2. D K+1 N+1 |= DTL K N . PROOF. All the rules of DTL K N preserve model validity, so it suffices to check that D K+1 N+1 satisfies all axioms of DTL K N , that is, all permitted substitution instances of axioms of DTL K .
Since D K+1 N+1 is a weak dynamical system, it satisfies every axiom of DTL K N except possibly for instances of Cont K .
So, let
be a substitution instance of Cont K where each δ i has modal depth at most N. Let x ∈ |D| and assume that
For at least one value of k * ∈ [1, K + 1], we have that k * = |k i + 1| K for all i; we then have that y i = (k * , 0, |k i + 1| K ) is an element of |B|, and by Proposition 8.1,
LEMMA 8.3. Given K, N < ω and k ∈ [1, k],
If s(x) ≥ NK, then x ∈ 3 p K D and thus x ∈ 3 p K D . This shows that x ∈ Cycle K D , as required.
Otherwise, letting y = f D (x), we note by case-by-case inspection that k(y) = |k(x) + 1| K , so that x satisfies p k(x) → f p |k(x)+1| K , whereas for k = k(x), x satisfies p k → f p |k+1| K trivially. Thus Cycle K holds everywhere, as claimed.
It follows from this, in particular, that (0, −1, k) satisfies p k ∧ [ f ]Cycle K , that is, Start K k ; this shows that (0, −1, k) satisfies 1≤i≤K 3Start K i and, given that k ∈ [1, K] was arbitrary,
It remains to show that (0, −1, k) satisfies f 2¬ p K , but this follows from the observation that f NK+1 D (0, −1, k) = (0, NK, k ) ∈ 3 p K D .
We conclude that D, (0, −1, k) |= Bundle K ∧ ¬[ f ]3 p K ≡ ¬Trouble K , as claimed.
The following lemma summarizes our results so far. PROOF. Let T be any sound, finite extension of DTL k [λ], so that without loss of generality, we may assume T = DTL k [λ] + φ for some valid formula φ.
Since DTL * is complete, we would have that that DTL * φ, and hence, for some value of K, DTL K φ; obviously, we may take K ≥ k.
But then, we have by Lemma 8.4 that DTL K Trouble K+1 , and hence
Meanwhile, T was arbitrary, so we conclude that DT L[λ] is not finitely axiomatizable over DTL k [λ] .
This result is quite general, so it may be convenient to explicitly mention some special cases. The following corollary states some immediate consequences of Theorem 8.4; next, recall that KM ⊆ DTL 1 [L]. COROLLARY 8.1. DT L and DT L * are not finitely axiomatizable. In particular, KM is incomplete for the class of dynamic topological models.
CONCLUDING REMARKS
The axiomatization DTL * introduced the tangled modality to dynamic topological logic as a sort of scaffolding, to be removed once the appropriate techniques were available. However, the present work may provide a convincing argument that indeed it is a central element of the logic; tangled sets affect the behavior of dynamical systems and to be unable to reason about them directly gives a logical formalism an unnecessary handicap.
Of course, none of the results presented here show that a reasonable axiomatization within L 1 is impossible to find. It is hard to tell how relevant such an axiomatization would be at this point, but it remains an interesting problem.
Meanwhile, a more fruitful direction may be to analyze other logics which are hard to axiomatize because of a similar lack in expressive power. In particular, there are many products of modal logics which have very similar models to those of dynamic topological logic; perhaps they too would benefit from a polyadic variant?
