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Abstract
We describe a type of Lie color algebra, which we call generic, whose
universal enveloping algebra is a domain with finite global dimension.
Moreover, it is an iterated Ore extension. We provide an application and
show Gro¨bner basis methods can be used to study universal enveloping
algebras of factors of generic Lie color algebras.
1 Introduction
Throughout k denotes a field of characteristic different from 2. Iterated Ore
extensions play an important role in this work. All of the Ore extensions we
introduce are of the formA [θ;σ, δ] whereA is a k-algebra, σ is an automorphism,
and δ is a σ-derivation. In this case if A is Noetherian, a domain, or has finite
right global dimension, then A [θ;σ, δ] has that corresponding property as well.
These facts are well known (see [11, Theorem I.2.9 and Theorem VII.5.3 ]) and
will be invoked as needed without further comment.
We follow the notation on Lie color algebras in [13, Sections 1, 2, and 6].
Let k× = k\ {0} denote the group of units of k.
Definition 1.1 Let G be an abelian group. A map ε : G × G → k× is called
a skew-symmetric bicharacter on G if it satisfies (1) and (2) below, for any
f, g, h ∈ G.
1. ε(f, g + h) = ε(f, g)ε(f, h) and ε(g + h, f) = ε(g, f)ε(h, f)
2. ε(g, h)ε(h, g) = 1
All gradings are with respect to an additively written abelian group. We
denote the degree of a nonzero homogeneous element x by ∂x. We want to
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avoid statements like “∂x = g or x = 0” so we often write ∂x = g to handle
both cases. If x and y are homogeneous and ε is a skew-symmetric bicharacter,
then we shorten our notation by writing ε (x, y) instead of ε (∂x, ∂y).
Definition 1.2 A (G, ε)-Lie color algebra is a G−graded vector space L equipped
with a graded bilinear map 〈, 〉 : L× L → L, called the bracket of L, which sat-
isfies the following for any homogeneous x, y, z ∈ L.
〈x, y〉 = −ε(x, y)〈y, x〉 ε-skew-symmetry
ε(z, x)〈x, 〈y, z〉〉+ ε(y, z)〈z, 〈x, y〉〉+ ε(x, y)〈y, 〈z, x〉〉 = 0 ε-Jacobi identity
A skew-symmetric bicharacter ε satisfies ε(g, g) = ±1 for each g ∈ G. Note
that G+ = {g ∈ G : ε(g, g) = 1} is a subgroup such that [G : G+] ≤ 2. Set
G− = {g ∈ G : ε(g, g) = −1} = G\G+. For any G-graded vector space V we
set V± = ⊕g∈G±Vg.
We may view Lie superalgebras and graded Lie algebras, which are graded
over Z2 and Z, respectively, as special types of Lie color algebras. The ‘absolutely
torsion free’ condition was introduced by R. Bøgvad to find graded Lie algebras
with finite global dimension (see [5, Theorem 1]). It is well-known that the
universal enveloping algebra of a finite dimensional Lie superalgebra may have
infinite global dimension (see [3, Proposition 5]). M. Aubry and J.-M. Lemaire
have shown that the universal enveloping algebra of an absolutely torsion free
graded Lie algebra (or Lie superalgebra) is a domain (see [1]).
Now consider a finite dimensional Lie color algebra (L, 〈, 〉). Its universal
enveloping algebra U (L) need not even be semiprime (see [13, Example 2.9]).
Conditions for U (L) to be semiprime or prime are provided in [13, Thoerem
2.5], which extends the analogous result, [4, Theorem 1.5], for Lie superalgebras.
When U (L) has finite global dimension, then it must equal dimL+ by [12,
Theorem 3.1], which extends the analogous result, [9, Proposition 2.3], for Lie
superalgebras.
We do not know how to extend Aubry and Lemaire’s or Bøgvad’s theorems
to Lie color algebras (see [1] and [5]). However we believe it may be achieved
through the use of generic Lie color algebras, which are defined in section 2.
We handle the case with dimL− ≤ 2 in section 3. In this case Theorem
3.5 provides conditions for U (L) to be a domain with finite global dimension.
Example 3.2 shows this is possible even when there exists x ∈ L− such that
〈x, x〉 = 0. Results of Behr, Bøgvad, and Aubry and Lemaire (discussed above)
imply that this is not possible for Lie superalgebras or graded Lie algebras. Our
proof uses generic Lie color algebras.
In section 4 we explain how to find the Gro¨bner basis of an ideal generated
by positive elements of a generic Lie color algebra. We refer the reader to [7] for
background on Gro¨bner bases, to [8] for a Gro¨bner basis test to determine if an
ideal of an iterated Ore extension is completely prime, and to [6] for a Gro¨bner
basis method to calculate projective dimension.
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2 Generic Lie Color Algebras
For a Lie color algebra (L, 〈, 〉) and a linear subspace V of L− we let 〈V, V 〉
denote the linear subspace of L+ generated by brackets between elements of V .
If n = dimV then it is easy to see that dim 〈V, V 〉 ≤ 12n (n+ 1).
Definition 2.1 A Lie color algebra (X , 〈, 〉) is called generic if dimX+ =
1
2m (m+ 1), where m = dimX− < ∞, and X+ = 〈X−,X−〉 is color central,
that is, 〈x, y〉 = 0 for all x ∈ X+ and y ∈ X .
Remark 2.2 Let V be a graded subspace of X−. We set L− = V and L+ =
〈V, V 〉. Then it is easy to show the sub Lie color algebra L of X is also a generic
Lie color algebra.
Lemma 2.3 Let (L, 〈, 〉) be a finite dimensional Lie color algebra such that L+ =
〈L−,L−〉 is color central. Then there is a generic Lie color algebra X with
dimX− = dimL− and a surjective Lie color algebra homomorphism ψ : X → L.
The proof of Lemma 2.3 is straightforward.
Given a G-graded algebra A we write Aε [t1, t2, . . . , tn] to denote the color
polynomial algebra over A in n homogeneous variables. It is G-graded and
isomorphic to an iterated Ore extension of A (see [2] for details).
Theorem 2.4 Suppose X is generic and x1, . . . , xm form a homogeneous basis
of X−. Set gi = ∂xi and ti,j =
1
2 〈xi, xj〉 for 1 ≤ i < j ≤ n. Then U (X ) is
isomorphic to the iterated Ore extension
U (X ) ∼= S [x1;α1] [x2;α2, δ2] . . . [xm;αm, δm] (1)
with S = kε [ti,j : 1 ≤ i < j ≤ m] such that for all a ≤ m and 1 ≤ b < c ≤ m
1. αa (tb,c) = ε (ga, gb + gc) tb,c,
2. δa (tb,c) = 0,
3. αc (xb) = ε (gc, gb)xb,
4. and δc (xb) = −2ε (gc, gb) tb,c = 〈xc, xb〉.
Theorem 2.4 can be proved in the same way as [10, Theorem II.3.1]. In
fact the definition of generic Lie color algebra was motivated by the treatment
of generic Clifford algebras in [10, Chapter 2].
3 An Application
We assume k is algebraically closed throughout this section.
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Lemma 3.1 Let (L, 〈, 〉) be a Lie color algebra such that L+ is color central
and dimL− = dimL+ = 2. Suppose there does not exist homogeneous x ∈
L− such that 〈x, x〉 = 0. Then U (L) ∼= k [θ1] [θ2;σq] where q is a nonzero
scalar, σq (θ1) = qθ1, and either θ1, θ2 are homogeneous or θ1 + θ2, θ1 − θ2 are
homogeneous and q = −1.
Proof. In view of Lemma 2.3 we may pass to the case that L ∼= X/K where
K = kerψ is a homogeneous linear subspace of X+ with dimK = 1.
Step 1. Choose nonzero homogeneous t ∈ K. There is a homogeneous basis
{x1, x2} of X− such that either t = λ1 〈x1, x1〉+λ2 〈x2, x2〉 or t = 〈x1, x2〉.
Set g1 = ∂x1 and g2 = ∂x2.
Let y1, y2 form a homogeneous basis of of X−. Then we may write t as in
equation 2 for some µ1, µ2, µ3 ∈ k.
t = µ1 〈y1, y1〉+ µ2 〈y2, y2〉+ µ3 〈y1, y2〉 (2)
If µ3 = 0 or µ1 = µ2 = 0 then step 1 follows immediately. We pass to the
case µ2 6= 0 and µ3 6= 0 by relabeling y1 and y2 if necessary. This implies
∂t = 2∂y2 = ∂y1+∂y2, which yields ∂y1 = ∂y2. Set λ1 = µ1−
(
2−1µ3
)2
(µ2)
−1
,
x1 = y1, λ2 = µ2, and x2 = y2 + µ3 (2µ2)
−1
y1. A straightforward calculation
shows t = λ1 〈x1, x1〉+ λ2 〈x2, x2〉.
Step 2. Set T = U (X ). Then T ∼= k [t12] [x1;σ1] [x2;σ2, δ2], defined as in
Theorem 2.4, and U (L) ∼= T/ (t).
The last statement follows from universal properties of enveloping algebras
and Ore extensions.
Step 3. If t = 〈x1, x2〉 the lemma holds with q = ε (g1, g2). In this case θ1 and
θ2 are homogeneous.
This is easy since t = 2t12 so U (L) ∼= T/ (t12).
Step 4. Suppose t = λ1 〈x1, x1〉 + λ2 〈x2, x2〉. The lemma holds with q = −1.
If ∂x1 = ∂x2 then θ1 and θ2 are homogeneous. Otherwise θ1 + θ2 and
θ1 − θ2 are homogeneous.
If λi = 0 for i = 1 or i = 2 then 〈x, x〉 = 0 with homogeneous x = ψ (xi) ∈
L−. We assumed this could not happen. Thus λ1 6= 0 and λ2 6= 0 which implies
∂t = 2g1 = 2g2 and ε (g1, g2)
2
= 1. By replacing x1 and x2 by appropriate
scalar multiples, if necessary, we may assume λ1 = 1 and λ2 = −1.
Set S = k [u, z1] [z2;σ, δ], where σ (z1) = −z1, σ (u) = u, δ (z1) = 2u and
δ (u) = 0. There is an isomorphism φ : T → S determined by φ (x1) = z1 + z2,
φ (x2) = z1 − z2, and φ (t12) is given by equation 3.
φ (t12) =
1
2
(1− ε (g1, g2))
(
(z1)
2 − (z2)
2
)
+ (1 + ε (g1, g2)) (u− z1z2) (3)
Then φ (t) = u so U (L) ∼= T/ (u).
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Example 3.2 Suppose ε is a skew-symmetric bicharacter on G and there exist
g1, g2 ∈ G− such that 2g1 = 2g2, and ε (g1, g2) = 1 (bicharacters with this
property are described in [13, Lemma 2.7]). Let L be the Lie color algebra with
homogeneous basis {u1, u2, x1, x2} such that ∂u1 = 2g1 = 2g2, ∂u2 = g1 + g2,
∂x1 = g1, ∂x2 = g2, and the brackets between basis elements are all zero except
for the ones listed below.
〈x1, x1〉 = 2u1 〈x2, x2〉 = 2u1 〈x1, x2〉 = u2 〈x2, x1〉 = −u2
Choose ζ ∈ k which satisfies ζ2 = −1, then x1 + ζx2 is a torsion element of L.
However U (L) ∼= k [θ1] [θ2;σ−1] by the proof of Lemma 3.1.
Remark 3.3 The product of linearly independent elements x1−x2, x1+x2 ∈ L−
is u2 ∈ L+. At first glance this may appear to violate the PBW theorem (see
[2, Theorem 3.2.2]). It does not since the elements x1 − x2 and x1 + x2 are not
homogeneous.
Remark 3.4 In example 3.2, L ∼= Lγ for some torsion free Lie superalgebra L
with appropriate G-grading and γ a two-cocycle on G (see [13, Corollary 6.1]
for notation). There is an algebra isomorphism U (L) ∼= U (L)
γ ∼= U (L).
Theorem 3.5 Let (L, 〈, 〉) be a finite dimensional Lie color algebra. Suppose
dimL− ≤ 2 and dimV ≤ dim 〈V, V 〉 for each graded subspace V of L−. Then
U (L) is a domain with global dimension equal to dimL+.
Proof. Wemay reduce to the case L+ is color central by [13, Lemma 6.2] and
[11, Corollary 6.18]. Let L′ be the smallest sub Lie color algebra which contains
L−. Then L′+ = 〈L−,L−〉, L
′
− = L−, and U (L) is a color polynomial algebra
over U (L′). Thus we may pass to the case L = L′. If dimL′− = dimL
′
+ = 2
then we may apply Lemma 3.1. Otherwise apply Lemma 2.4.
4 Gro¨bner Basis Methods
Throughout this section X denotes a generic Lie color algebra and x1, x2, . . . , xm
form a homogeneous basis of X−. We define a chain of generic sub Lie color
algebras which are used to express U (X ) as an iterated Ore extension. Then
we explain how to find the Gro¨bner basis of an ideal generated by homogeneous
elements of X+.
Set l = 12m (m− 1) and p = l +m. We specify a homogeneous subset of X
and define a function φ : {1, 2, . . . , p} → {1, 2}. Fix the following notation for
1 ≤ i ≤ j ≤ m.
• s (i, j) = 12j (j − 1) + i
• ts(j,j) = xj
• φ (s (j, j)) = 2
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• If i < j then ts(i,j) = 〈xi, xj〉 and φ (s (i, j)) = 1.
For each α = (α1, α2, . . . , αp) ∈ Np we write tα = t
α1
1 t
α2
2 · · · t
αp
p ∈ U (X ).
Set ei =
(
0, . . . , 1
(i)
, . . . , 0
)
∈ Np for 1 ≤ i ≤ p. Then a homogeneous basis for
X+ is
{
(ti)
φ(i)
: 1 ≤ i ≤ p
}
=
{
tφ(i)ei : 1 ≤ i ≤ p
}
.
Proceeding as in Remark 2.2, we let Xi be the generic sub Lie color algebra
generated by {x1, x2, . . . , xi}.
Lemma 4.1 Set U1 = k [t1], and for j = 2, . . . ,m, define Uj recursively by
equation 4.
Uj = Uj−1
[
ts(1,j);σs(1,j)
]
· · ·
[
ts(j−1,j)−1;σs(j−1,j)
] [
ts(j,j);σs(j,j), δs(j,j)
]
(4)
1. Then B = {tα : α ∈ Np} is a basis for U (X ),
2. U (Xi) ∼= Ui for 1 ≤ i ≤ m, and
3. there is a B-admissible ordering  on U (X ) such that t1 ≺ t2 ≺ · · · ≺ tp.
Proof. Part 1 follows from the PBW Theorem. Part 2 can be proved in
the same way as [10, Theorem 3.1]. Part 3 follows from part 2 and [7, Theorem
1.10]. The maps σ1, σ2, . . . , σp and δ3, δ6, . . . , δp are determined by the rules
below.
(i) σj (ti) = ε (tj , ti) ti for 1 ≤ i < j ≤ p
(ii) δs(j,j) (ti) =
〈
ts(j,j), ti
〉
for 1 ≤ j ≤ m and 1 ≤ i < s (j, j)
We adopt notation and terminology from [7].
Definition 4.2 Choose nonzero u ∈ U (X ). By part 1 of Lemma 4.1 the ex-
pression in equation 5 is unique with cα ∈ k for each α ∈ Np.
u =
∑
α∈Np
cαt
α (5)
1. Equation 5 is called the standard representation of u.
2. The Newton diagram of u is N (u) = {α ∈ Np : cα 6= 0}.
3. The exponent of u is exp (u) = maxN (u).
4. The leading coefficient of u is lc (u) = cexp(u).
In particular, if u ∈ X+ then N (u) ⊆ {φ (i) ei : 1 ≤ i ≤ p}.
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Definition 4.3 Let u1, u2 ∈ U (X ) be given and set α = (α1, α2, . . . , αp) =
exp (u1) and β =
(
β1, β2, . . . , βp
)
= exp (u2). Let γ =
(
γ1, γ2, . . . , γp
)
be such
that γi = max {αi, βi} for each i = 1, 2, . . . , p. The left S-polynomial of u1 and
u2, denoted S
ℓ (u1, u2), is shown in equation 6 where λ = lc (u2) (lc (t
αtγ−α))
−1
and µ = lc (u1)
(
lc
(
tβtγ−β
))−1
.
Sℓ (u1, u2) = λt
γ−αu1 − µt
γ−βu2 (6)
Lemma 4.4 If K is a homogeneous linear subspace of X+ then there is a ho-
mogeneous basis G = {u1, u2, . . . , un} of K such that u1 ≺ u2 ≺ · · · ≺ un and
exp (ui) /∈ N (uj) for all i, j with 1 ≤ i < j ≤ n.
Proof. We prove such a basis G exists by induction on n, with the case
n = 1 being trivial.
Step 1. If K ′ is a homogeneous linear subspace of K with dimK ′ = n−1 then
there is a basis G′ = {u1, u2, . . . , un−1} of K ′ such that u1 ≺ u2 ≺ · · · ≺
un−1 and exp (ui) /∈ N (uj) for all i, j with 1 ≤ i < j ≤ n− 1.
This follows from the inductive hypothesis.
Step 2. If K ′ and G′ are as in Step 1 then there exists homogeneous u ∈ K\K ′
such that exp (u) 6= exp (un−1).
Suppose v ∈ K\K ′ is homogeneous and exp (v) = exp (un−1). Then ∂v =
∂un−1 so u = v−lc (v) (lc (un−1))
−1 un−1 ∈ K\K ′ is homogeneous with exp (u) ≺
exp (un−1).
Step 3. There exist K ′ and G′ as in Step 1 such that some homogeneous u ∈
K\K ′ satisfies exp (un−1) ≺ exp (u).
Let K ′ and G′ be as in Step 1. By Step 2 there exists homogeneous w ∈
K\K ′ such that exp (w) 6= exp (un−1). If exp (w) ≺ exp (un−1) set u = un−1
and let K ′′ be the linear subspace spanned by {u1, u2, . . . , un−2, w}. It is easy
to see exp (w′) ≺ exp (un−1) for all w′ ∈ K ′′. Choose a basis G′′ as in Step 1
and replace K ′ with K ′′ and G′ with G′′.
Step 4. There is a homogeneous basis G = {u1, u2, . . . , un} of K such that
u1 ≺ u2 ≺ · · · ≺ un and exp (ui) /∈ N (uj) for all i, j with 1 ≤ i < j ≤ n.
Let K ′, G′, and u be as in Step 3 and write u as in equation 5. Set M =
N
p\ {exp (ui) : i = 1, 2, . . . , n− 1} and set un = u−
∑n−1
i=1 cexp(ui) (lc (ui))
−1
ui.
Clearly exp (un−1) ≺ exp (un) so we only need to show N (un) ⊆ M. Set v =
u−
∑n−1
i=1 cexp(ui)t
exp(ui) and set vi = ui − lc (ui) texp(ui) for i = 1, 2, . . . , n− 1.
Then N (v) ⊆ M by construction and N (vi) ⊆ M for i = 1, 2, . . . , n − 1 by
our choice of G′. Moreover un = v −
∑n−1
i=1 cexp(ui)lc (ui)
−1
vi so N (un) ⊆
N (v) ∪
(
n−1⋃
i=1
N (vi)
)
⊆M as desired.
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Theorem 4.5 Let K be a homogeneous linear subspace of X+ and let I be the
ideal generated by K. Then I = U (X )K and U (X/K) ∼= U (X ) /I. Moreover
the basis G of K described in Lemma 4.4 is a Gro¨bner basis of I.
Proof. It is easy to see X+, and hence K, contains only normal elements
of U (X ). The relations I = U (X )K and U (X/K) ∼= U (X ) /I can be proved
using the PBW Theorem (see [2, Thoerem 3.2.2]) and the universal property of
the enveloping algebra.
To prove G is a Gro¨bner basis of I we show the remainder is 0 when the left
division algorithm by G is applied to Sℓ (ui, uj) (see [7, Theorem 2.1]). Then G
satisfies the so-called “Buchberger S-pair criterion,” which is [7, Theorem 3.2].
For each i, j with 1 ≤ i < j ≤ n it is enough to show that Sℓ (ui, uj) = v1ui+
v2uj where exp (v1ui) 4 exp
(
Sℓ (ui, uj)
)
, exp (v2uj) 4 exp
(
Sℓ (ui, uj)
)
and for
all α ∈ N (vi) there does not exist β ∈ N
p such that exp (uj)+α = exp (ui)+β.
We may pass to the case i = 1 and j = 2 by [7, Proposition 2.11].
Since u1, u2 ∈ X+ and u1 ≺ u2 there exist p1, p2 ∈ {1, 2, . . . , p} with
p1 < p2 ≤ p such that exp (u1) = φ (p1) ep1 and exp (u2) = φ (p2) ep2 . Thus
α = φ (p1) ep1 , β = φ (p2) ep2 , and γ = α + β, which implies λ = lc (u2)
and µ = lc (u1) ε (u2, u1). Set v1 = ε (u2, u1)
(
u2 − lc (u2) t
φ(p2)
p2
)
and v2 =
ε (u2, u1)
(
u1 − lc (u1) t
φ(p1)
p1
)
. Then
Sℓ (u1, u2) = λt
γ−αu1 − µt
γ−βu2
= lc (u2) t
φ(p2)
p2
u1 − lc (u1) ε (u2, u1) t
φ(p1)
p1
u2
= (u2 + v1)u1 − (ε (u2, u1)u1 − v2)u2
= v1u1 + v2u2
with exp (v1) ≺ exp (u2) and exp (v2) ≺ exp (u1).
Let α ∈ N (u2) be arbitrarily chosen. Then α = φ (p3) ep3 for some p3 ∈
{1, 2, . . . , p} with p3 ≤ p2 since u2 ∈ X+. If there exists β ∈ Np such that
exp (uj)+α = exp (ui)+β then φ (p2) ep2 +φ (p3) ep3 = φ (p1) ep1 +β. We must
have φ (p3) ep3 = φ (p1) ep1 and β = φ (p2) ep2 since p1 < p2. But this implies
exp (u1) = α ∈ N (u2), which contradicts our choice of basis.
It follows from what we just proved that exp (v1u1) 6= exp (v2u2). This
implies exp (v1u1) 4 exp
(
Sℓ (u1, u2)
)
and exp (v2u2) 4 exp
(
Sℓ (u1, u2)
)
as de-
sired.
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