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RANK-ONE QUANTUM GAMES
T. COONEY, M. JUNGE, C. PALAZUELOS, AND D. PE´REZ- GARCI´A
Abstract. In this work we study rank-one quantum games. In particular, we focus on
the study of the computability of the entangled value ω∗ and the entangled value with
one-way quantum communication ωqow of these games. We will show that the value
ω∗ can be efficiently approximated up to a 4-multiplicative factor and that ωqow can
be efficiently computed. We also study the behavior of these values under the parallel
repetition of rank-one quantum games. We will show that ω∗ does not verify a perfect
parallel repetition theorem and that ωqow does verify such a theorem.
1. Introduction
The study of two-prover one-round games is a central topic in both theoretical computer
science and quantum information theory (QIT). Their importance in the first subject is
mainly due to the fact that some of the most relevant problems in complexity theory can
be stated in terms of these games. From the quantum information point of view, two-
prover one-round games are a natural setting in which to understand Bell inequalities.
Bell inequalities have always played a fundamental role in QIT and its applications cover
a huge variety of topics.
A two-prover one-round game G is specified by a referee, who chooses a pair of questions
according to a probability distribution and who sends one question to each of the provers.
These provers respond with answers taken from a certain finite set. The referee will
decide whether the provers win according to a predicate which depends on the questions
and answers. The provers can agree in advance on a strategy for their answers but they
are not allowed to communicate with each other once the game has started. Computer
scientists are mainly interested in the classical value of the game, ω(G), which is defined
as the maximum attainable winning probability of the provers when they are allowed to
use classical strategies. However, having in mind that quantum mechanics provides us
with, in principle, new possibilities, one can consider the maximum attainable winning
probability of the provers when they are allowed to share (unlimited) entanglement to
define their strategies. We then talk of the entangled value of the game G and we denote
it by ω∗(G). One of Bell’s fundamental observations can be reformulated as saying that
w∗(G) ≥ √2w(G) > w(G) for certain games G (so the provers can indeed define strictly
better strategies if they are allowed to use quantum resources instead of just classical
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strategies). Moreover, the value ω∗(G) and the quotient ω
∗(G)
ω(G)
have been shown to be very
important parameters in QIT. This has motivated that some of the fundamental questions
about ω(G) in computer science have been studied for the entangled value of the game
ω∗(G). In particular, the study of how hard it is to compute or approximate the value
ω∗(G) and the behavior of the parameter ω∗(G) with respect to the parallel repetition of
G has captured the attention of many authors in the few last years ([22], [6], [23], [24],
[25]).
It turns out that another class of games naturally arises in the context of quantum
information. Indeed, quantum games are those in which the communication between the
referee and the provers (the questions and answers) is transmitted using quantum states.
Specifically, in a quantum game the referee prepares an initial tripartite state ABR and
sends registers A and B to Alice and Bob (the provers), respectively. After following their
previously agreed strategy, Alice and Bob will send back their new registers to the referee,
who will test the answers via a two outputs (win/lose) projective measurement system.
We will give a more precise explanation of these games in Section 3. In the same way as
above, one can define different values for quantum games according to the strategies that
Alice and Bob are allowed to use. Since everything considered in these games is quantum,
the classical value of the game ω(G) does not seem so natural. However, we can define
the entangled valued of a quantum game, ω∗(G), in exactly the same way as before. That
is, ω∗(G) will be maximum attainable winning probability of the provers when they are
allowed to share unlimited entanglement to define their strategies. Furthermore, we can
also consider the value of the game when Alice and Bob are allowed to share unlimited
entanglement and to send unlimited amount of quantum information. In this work we
will restrict this to one-way communication. This means that we will allow one of the
provers to send information to the other one, but not the other way around. We will talk
in this case about the entangled value of the game with one-way communication and we
will denote it by ωqow(G). As we will show (see Subsection 3.2) the value ωqow(G) can
be much larger that ω(G) for certain rank-one quantum games G, so they indeed define
different situations. Furthermore, it will be very interesting to define the maximal value
of the game, V (G), as the maximum attainable winning probability for a unique player
with access to both Hilbert spaces (or, equivalently, when Alice and Bob both have all
the information). It is very easy to see that the entangled value of the game with two way
communication, so the case when both players can send an unlimited amount of quantum
information, already matches the value V (G). A much more surprising result was given
by Buhrman et all ([4, Theorem 4.1]), who proved that in order to obtain the value V (G)
it is enough to consider the entangled value of the game with simultaneous mutual com-
munication. That is, when Alice and Bob can both send an unlimited amount of quantum
information but their message cannot depend on the ones received. Therefore, one could
ask whether our second model, the entangled value with one-way communication, already
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matches the value V (G). We will show in Subsection 3.2 that V (G) is much larger than
ωqow(G) for some rank-one quantum games G.
Two recent papers have studied quantum games from different perspectives ([22], [28]).
In the first work, the authors studied general quantum games. Following the approach
mentioned before, they studied some of the important parameters in the context of com-
puter science for the entangled value of quantum games. In particular, in [22] the authors
studied the hardness of computing the value ω∗(G). One of the main results presented
in that work states that it is NP-hard to approximate the entangled value of a general
quantum game with inverse polynomial precision. On the other hand, the approach fol-
lowed in [28] was via studying some particular quantum games. Indeed, motivated by the
study of how much entanglement is needed to play optimally a quantum game, in [28]
the authors restricted to a particular case of quantum games, the so called coherent state
exchange games. Then, the authors showed that some of these quantum games can be
played optimally with an infinite amount of entanglement (that is, ω∗(G) = 1), though
no finite dimensional entangled state can lead to the same value of the game. It is very
interesting to mention that there is not any known analogous result for the entangled
value of classical games. The reader can find some other references on quantum games
considering some other problems: A single prover ([37], [26]), limited prior entanglement
([27]) or provers dealing with classical communication but nor prior shared entanglement
([3]).
In this paper we will deal with those quantum games in which the projective mea-
surement of the referee is defined by a rank-one projection. We will call these games
rank-one quantum games. We note that a similar framework was studied in [34], which
includes a formula (different from those considered in this paper) for the entangled value
ω∗(G) of a rank one quantum game. One example of these games are the coherent state
exchange games studied in [28]. Actually, we will introduce some other examples of
rank-one quantum games presenting some interesting properties. Our approach to the
study of these games is via operator spaces. Operator space theory can be understood
as a non-commutative version of the classical Banach space theory. Following the phi-
losophy that this expresses mathematically the description of quantum mechanics as a
non-commutative version of classical theory, operator spaces have been shown to be a
natural mathematical tool in quantum information theory. In recent years, they have
been applied in several contexts like Bell inequalities ([29], [20], [18], [19]), quantum chan-
nels ([7], [15]) or entanglement theory ([16]). We also refer to [32] for a very nice survey
on the topic. The main result of this work says that given a rank-one quantum game G,
the entangled value ω∗(G) and the entangled value with one-way communication ωqow(G)
can be expressed, respectively, by means of the minimal and the Haagerup tensor norm in
a certain tensor product operator space1. With this connection at hand, we will be able to
1The formal result is Theorem 3.2 in Section 3.
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study both problems: the hardness of computing or approximating the values ω∗(G) and
ωqow(G), and the behavior of these two values with respect to the parallel repetition of
the game. It will turn out that using some deep results already known in operator space
theory, one can obtain the following Theorem 1.1 and Theorem 1.2.
1.1. Computing and approximating the entangled value. Since the most important
parameters in the study of games are the corresponding values (classical, entangled, one-
way, . . . ), a lot of effort has been spent in order to know how hard these values are
to compute or approximate. In the setting of classical games the problem is quite well
understood if we focus on its classical value. Indeed, as a consequence of the PCP theorem
([1], [2]) and the parallel repetition theorem of Raz [35], one can deduce that, unless P=NP,
for any fixed ǫ > 0 there is no algorithm working in polynomial time in the number of
questions and answers which can decide whether the value of a two-prover one-round
game is 1 or < ǫ.
Surprisingly, up to some results on particular kinds of games, nothing is known about
the computability or approximability of the entangled value of a general two-prover one-
round classical game2. The particular cases dealt with include XOR games, whose entan-
gled value can be efficiently computed ([6]) and with unique games (a more general class
than XOR games), whose entangled value can be efficiently approximated ([24]). Regard-
ing quantum games, however, it was proved in [22] that it is NP-hard to approximate the
entangled value ω∗(G) with inverse polynomial precision. In this paper we will study the
computability of ω∗(G) and ωqow(G) for rank-one quantum games G. We will show
Theorem 1.1.
1. The entangled value with quantum one-way communication ωqow can be efficiently
computed on rank-one quantum games.
2. The entangled value ω∗ can be efficiently approximated up to a multiplicative con-
stant relative error on rank-one quantum games.
Notice that, in contrast to the main result in [22] (which proves an NP-hardness result
on ω∗(G) for general quantum games), Theorem 1.1 shows how to approximate the value
ω∗(G) for rank-one quantum games. As we will show, the approximability result on ω∗(G)
is based on a deep theorem in operator space theory which is a non-commutative version of
Grothendieck’s theorem. As far as we know, Theorem 1.1 is the first result giving a positive
result in this direction. Since the proof in [22] does not apply to rank-one quantum games,
we do not know if ω∗(G) can be efficiently computed or even approximated to polynomial
precision.
1.2. Parallel repetition of the game. One of the most important problems in the study
of classical games is, given a game G, how to decrease its value. This can be easily done if
2We must mention that in [22] the authors proved that it is NP-hard to approximate the entangled value
of a three-prover one-round classical game, ω∗(G), with inverse polynomial precision.
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one allows to increase the number of rounds and/or the number of provers (just repeating
the game sequentially and/or repeating the game in parallel with independent pairs of
provers). However, the problem becomes much more difficult if we want to decrease the
value of the game by using the same number of rounds and provers. The natural way to
do this is to repeat the game many times in parallel. That is, in the setting of classical
games the referee will choose n pairs of questions independently and will send to each
prover the corresponding n-tuple of questions. Then, each prover will respond a n-tuple
of answers, which are accepted if each of the n answer pairs would have been accepted in
the original game. If we denote by Gn the game played n times in parallel, it is trivial to
see that
ω(Gn) ≥ ω(G)n.(1.1)
Somewhat surprisingly, we do not have equality in (1.1) in general (see [10]). The problem
of parallel repetition is then to find good upper bounds for the value ω(Gn). A long series
of works on this problem culminated with the work of Raz ([35]), where he proved the
so called parallel repetition theorem. That is, the value of a game repeated in parallel
decreases exponentially with the number of repetitions n (although not exactly at rate
ω(G)n). We say that certain games verify a perfect parallel repetition theorem if ω(Gn) =
ω(G)n for every n. Note that this problem can also be stated exactly in the same way
for the entangled value of a classical game ω∗(G). However, in this context the situation
is not so well understood. In [6] the authors showed a perfect parallel repetition for the
entangled value of XOR games. After that, in [24] the authors proved a parallel repetition
theorem for unique games. Regarding the general situation, the best known result was
given in the very recent work [25], where the authors showed that the value ω∗(G) can be
indeed reduced through parallel repetition, provided it was not initially 1. The best rate
of decrease for the value ω∗(G) obtained by repeating the game is still an open problem.
In this work we will study the parallel repetition of a rank-one quantum game. Given a
rank-one quantum game G, one can analogously define a parallel repetition of this game
Gn just by considering the tensor product of both the preparation state and the rank-one
projection which defines the referee’s test (in particular, a parallel repetition of a rank-one
quantum game is again a rank-one quantum game). We will study here whether there
exists a perfect parallel repetition for the values ω∗(G) and ωqow(G) on rank- one quantum
games. We will show
Theorem 1.2.
1. The entangled value with one-way communication verifies a perfect parallel repe-
tition theorem on rank-one quantum games G:
ωqow(G
n) = ωqow(G)
n.
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2. The entangled value does not verify a perfect parallel repetition theorem on rank-
one quantum games. Specifically, for every natural number n there exists a rank-
one quantum game G of local dimension n for which
ω∗(G2)
ω∗(G)2
 n2,
where  denotes inequality up to a universal constant independent of n.
The first part of the previous theorem presents an optimal result. On the other hand,
having in mind that we have a perfect parallel repetition theorem for the entangled value
of XOR classical games, the second result is somehow surprising. It says that even in the
most basic scenario of quantum games, the rank-one quantum games, we do not have a
perfect parallel repetition theorem. Motivated by this fact, we will present a quite large
family of rank-one quantum games for which perfect parallel repetition theorem is not
far from being true. However, we will show that even for those games perfect parallel
repetition fails.
To conclude, we mention that the techniques used in this paper also apply to the
general case of quantum games. In particular, one can describe general quantum games
via certain tensor norms in the framework of operator spaces. However, since the results
for the general case require even more of the technology of tensor products, we defer the
treatment of general quantum games to a forthcoming paper.
The paper is organized as follows. Section 2 is devoted to introducing the basic tools
that we will need about operator spaces. In the first part of Section 3 we will explain
in detail quantum games and the values ω∗, ωqow; we will show the connections between
these values and certain tensor norms in the category of operator spaces. In the second
part of this section, we will explain some particularly interesting examples of rank-one
quantum games. Sections 4 and 5 will be devoted, respectively, to proving Theorem 1.1
and Theorem 1.2. We will finally discuss our results and some open problems in Section
6.
2. Operator Spaces
We now recall some basic ideas from operator space theory; further details can be
found in [9] and [31]. An operator space V is a closed subspace of B(H), the bounded
operators on a Hilbert space H . The inclusions Mn(V ) ⊆ Mn(B(H)) ≃ B(H⊗n) induce
matrix norms ‖ · ‖n on Mn(V ). By Ruan’s Theorem (Theorem 2.3.5 in [9]), these matrix
norms also characterize operator spaces. The existence of such an inclusion into B(H) is
equivalent to having a sequence of matrix norms (Mn(V ), ‖ · ‖n) satisfying the following
conditions:
• ‖v ⊕ w‖m+n = max{‖v‖m, ‖w‖n} and
• ‖αvβ‖n ≤ ‖α‖ ‖v‖m ‖β‖
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for all v ∈ Mm(V ), w ∈ Mn(V ), α ∈ Mn,m, and β ∈ Mm,n. To specify an operator space
structure, one can either provide an explicit inclusion of V into B(H) or one can describe
the matrix norms on Mn(V ).
A simple, but important, example of an operator space is MN with its operator space
structure given by the usual identification MN ≃ B(CN). The matrix norm ‖ · ‖n on
Mn(MN) is then the usual operator norm on MnN .
Given operator spaces V and W and a linear map T : V → W , let Tn : Mn(V ) →
Mn(W ) denote the linear map defined by
Tn(v) = (idn ⊗ T )(v) = (T (vij)).
A map is said to be completely bounded if
‖T‖cb = sup
n
‖Tn‖ <∞,
and this quantity is then called the completely bounded norm of T . The map T is said
to be a complete isometry if each map Tn is an isometry. In general, a Banach space will
have different operator space structures that are not completely isometrically isomorphic
to each other and it is necessary to specify which operator space structure is being used.
We now describe the operator space structures which we will need in this article.
The set of completely bounded maps from V to W is denoted by CB(V,W ) and is
again an operator space with matrix norms given by the identification
Mn(CB(V,W )) = CB(V,Mn(W )).
This allows us to define the dual operator space V ∗ with matrix norms given by
Mn(V
∗) = Mn(CB(V,C)) = CB(V,Mn).
In particular, this defines an operator space structure on Sn1 = M
∗
n. Note that this
operator space structure is not given by the linear map identifying matrices in Sn1 with
matrices in B(Cn) as this map does not induce the correct norm on Sn1 . By Theorem
3.2.3 in [9], the scalar pairing
〈b, c〉 =
∑
s,t
bs,tcs,t = Tr (bc
tr)
yields completely isometric isomorphisms M∗n ≃ Sn1 and Sn∗1 ≃Mn.
We now describe some of the different operator space structures that can be placed on
the space ℓn2 : the column and row hilbertian operator spaces
Cn = span {ei1 | 1 ≤ i ≤ n} ⊆Mn, C = span {ei1 | i ∈ N} ⊆ B(ℓ2),
Rn = span {e1i | 1 ≤ i ≤ n} ⊆Mn, R = span {e1i | i ∈ N} ⊆ B(ℓ2);
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and OHn, the Operator Hilbert space with matrix norms given by
‖
n∑
i=1
xi ⊗ ei‖OH,N = ‖
n∑
i=1
xi ⊗ xi‖1/2M
N2
,
where
∑n
i=1 xi ⊗ ei ∈MN(ℓn2 ).
These Hilbertian operator space structures all agree at the Banach space level but differ
as operator space structures; the norms ‖ · ‖C , ‖ · ‖R, ‖ · ‖OH are all equal to ‖ · ‖ℓn
2
, but
the matrix norms (‖ · ‖C,N , ‖ · ‖R,N , ‖ · ‖OH,N) on MN (ℓn2 ) are different.
Given an embedding V ⊆ B(H), V is the same vector space but with the conjugate
multiplication by a complex scalar and its conjugate operator space structure is given by
the corresponding embedding V ⊆ B(H) = B(H). Also, given a linear map T : V → W
between operator spaces we can define T : V →W as T (x) = T (x) for every x ∈ V .
Taking the duals of the above operator spaces yields the completely isometric identifi-
cations
C∗n = Rn, R
∗
n = Cn, OH
∗
n = OHn.
When we deal with an infinite dimensional Hilbert space H (in particular, ℓ2) we write
R(H), C(H), and OH(H) (R, C, and OH) and all the above identifications remain true.
Given two operator spaces V ⊆ B(H) and W ⊆ B(K), their algebraic tensor product
V ⊗ W is a subspace of B(H ⊗ K) and their minimal operator space tensor product
V ⊗minW is the closure of V ⊗W in B(H ⊗K). If V and W are finite dimensional, then
we have the following completely isometric identification.
V ⊗min W = CB(V ∗,W ).
This corresponds to the Banach space identity E ⊗ε F = B(E∗, F ) for finite-dimensional
Banach spaces. We also note that if u =
∑l
i=1 vi ⊗ wi ∈ V ⊗W , then
‖u‖min = sup
{
‖
l∑
i=1
T (vi)⊗ S(wi)‖B(HV ⊗HW )
}
,
where the supremum is taken over all finite dimensional Hilbert spaces HV and HW and
complete contractions T : V → B(HV ) and S : W → B(HW ).
Given an element u ∈ Mn(V ⊗W ), its projective operator space tensor product norm is
‖u‖∧ = inf {‖α‖ ‖v‖ ‖w‖ ‖β‖ : u = α(v ⊗ w)β} ,
where the infimum is taken over all decompositions with v ∈ Mp(V ), w ∈ Mq(W ), α ∈
Mn,pq, and β ∈Mpq,n. The operator space projective tensor product V ⊗̂W is the closure
of V ⊗W with respect to this norm.
If V and W are finite dimensional, we have the following duality relations:
(V ⊗̂W )∗ = V ∗ ⊗min W ∗ and (V ⊗min W )∗ = V ∗⊗̂W ∗.
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Note that, in particular, we have S1(HA)⊗̂S1(HB) = S1(HA⊗HB) for all finite dimen-
sional Hilbert spaces HA and HB.
Suppose that V and W are operator spaces and that u =
∑l
k=1 ak ⊗ vk ⊗ wk ∈ MN ⊗
V ⊗W . The Haagerup tensor product norm of u is
‖u‖h = sup
{
‖
∑
ak ⊗ σV (vk)σW (wk)‖MN⊗minB(H)
}
,
where the supremum is taken over all Hilbert spaces H and complete contractions σV :
V → B(H), σW : W → B(H). The completion of V ⊗ W with respect to this norm
is denoted by V ⊗h W . The Haagerup tensor product norm (which is associative but
not commutative) has several remarkable properties including the following completely
isometric identities:
• Rn ⊗h Cn = Sn1 , Cn ⊗h Rn = Mn,
• V ⊗min R = V ⊗h R, R⊗̂V = R ⊗h V ,
• R = R⊗h R,
where C and R are the column and row hilbertian operator spaces introduced earlier,
and V is an arbitrary operator space. We note that the Haagerup tensor product is both
injective and projective (see [31] for further details). We will also need the following
identities: Rn⊗̂Cn = Sn1 and Cn ⊗min Rn =Mn.
If P : Mn → Rn is the projection onto the first row, then P ∗ : Cn → Sn1 provides a
completely isometric embedding of Cn into S
n
1 given by P
∗(ei) = e1i (mapping Cn to the
first row in Sn1 ). Similarly, Rn can be identified with the first column inside S
n
1 . Taking
the adjoint of the inclusion ι : Rn → Mn yields a completely contractive projection from
Sn1 onto Cn (and similarly there is a projection from S
n
1 onto Rn). Using the injectivity of
the minimal and Haagerup tensor products and the projectivity of the projective operator
space tensor product, we can then obtain completely isometric inclusions:
• Mn = Rn ⊗min Cn ⊆ Sn1 ⊗min Sn1 ,
• Mn = Cn ⊗h Rn ⊆ Sn1 ⊗h Sn1 ,
• Sn1 = Rn ⊗h Cn ⊆ Sn1 ⊗h Sn1 ,
• Sn1 = Rn⊗̂Cn ⊆ Sn1 ⊗̂Sn1 .
A linear map u : V → W is said to factor through R if there are completely bounded
maps v : R → W and w : V → R such that u = vw. ΓR(V,W ) will denote the set of all
such maps endowed with the norm
γR(u) = inf {‖v‖cb‖w‖cb : u = vw} .
This becomes an operator space when Mn(ΓR(V,W )) is given the norm on ΓR(Rn ⊗min
V,Rn ⊗min W ).
By Proposition 5.16 from [31] and the remark following it, we have
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Proposition 2.1. Let V and W be finite-dimensional operator spaces. The natural map-
ping V ∗ ⊗W → CB(V,W ) is a completely isometric isomorphism from V ∗ ⊗h W onto
ΓR(V,W ).
It is well known ([31]) that
ΓR(id : Cn → Cn) = ΓC(id : Rn → Rn) = n.(2.1)
In particular, ‖∑ni=1 ei ⊗ ei‖Rn⊗hCn = n, while ‖∑ni=1 ei ⊗ ei‖Cn⊗hRn = 1.
In the category of operator spaces, there are two natural ways of amplifying a bilinear
map ϕ : V ×W → C, each with a different norm associated to it. The first is the joint
amplification:
Mp(V )×Mq(W )→Mpq, (xij , yst) 7→ (ϕ(xij , yst))i,j,s,t,
which leads to the following definition. A bilinear form ϕ : V ×W → C is said to be jointly
completely bounded if its linearization ϕ˜ is an element in (V ⊗̂W )∗ and ‖ϕ‖cb is defined to
be ‖ϕ˜‖(V ⊗̂W )∗ . This corresponds to the Banach space identity Bil(E×F,C) = (E⊗π F )∗.
The second amplification has a formula corresponding to matrix multiplication:
Mp,l(V )×Ml,q(W )→Mp,q, (xij , yst) 7→ (ϕ(
l∑
j=1
xij ⊗ yjt))i,t.
A bilinear form ϕ : V ×W → C is said to be completely bounded if its linearization ϕ˜ is
an element in (V ⊗h W )∗ and ‖ϕ‖cb is defined to be ‖ϕ˜‖(V⊗hW )∗ .
3. Connections
3.1. Rank-one quantum games and connections to operator spaces. We will start
by explaining in detail rank-one quantum games. Actually, as we mentioned in Section
1, we will be interested in two different scenarios. In the first one, the two players, Alice
and Bob, are allowed to use an entangled quantum state to define their strategy. In this
case, the game works as follows:
(1) The referee, Charlie, prepares an initial state |ψ〉 ∈ HA⊗HB ⊗HC and sends the
registers A and B to Alice and Bob, respectively.
(2) Alice and Bob also share (an arbitrary amount of) entanglement in the form of a
state |ϕ〉 ∈ HA′ ⊗HB′ . All Hilbert spaces are assumed to be finite-dimensional.
(3) Alice and Bob apply quantum operations TAA′ and TBB′ to HA ⊗ HA′(≃ HAA′)
and HB ⊗HB′(≃ HBB′) respectively.
(4) Let |γ〉 be a state in HA⊗HB⊗HC . The triple (A,B,C) is measured with respect
to the projective measurement system with P1 = |γ〉〈γ| and P0 = 1 − P1. The
outcome 1 indicates that Alice and Bob win while 0 means that they lose.
(5) The game G = G(|ψ〉, |γ〉) is completely determined by the initial state |ψ〉 and
the measurement state |γ〉.
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(6) The value of the game is the supremum over all states |ϕ〉 and quantum operations
TAA′ and TBB′ of the probability that Alice and Bob win the game. This value
will be denoted by ω∗(G) and it will be called entangled value of G.
Our second scenario is that in which Alice and Bob are allowed to transmit information
in one direction. In principle they can share an entangled state too but this can be
incorporated in the communication. In this case, as before, we assume that Alice, Bob,
and Charlie share an initial state |ψ〉 ∈ HA ⊗ HB ⊗ HC . After Alice and Bob perform
their quantum operations, Charlie measures their responses against the measurement state
|γ〉 ∈ HA ⊗HB ⊗ HC . However, in this situation, Alice is allowed to communicate with
Bob; they communicate via an auxiliary system A′, initialized in the state |ϕ〉 ∈ HA′.
Alice applies a quantum operation to HA⊗HA′ ; Bob then applies a quantum operation to
HB⊗HA′ . The value of the game is again the supremum over all states |ϕ〉 and quantum
operations TAA′ and TBA′ of the probability that Alice and Bob win the game. This
value will be denoted by ωqow(G) and it will be called entangled value of G with one-way
communication.
The main result of this paper is that operator spaces are ideally suited to describing
the value of such quantum games. By taking a partial trace over the referee’s register, we
obtain a matrix MAB = trC |ψ〉〈γ| in S1(HA) ⊗ S1(HB). Remarkably, by using different
operator space tensor product norms, we can characterize those matrices corresponding
to quantum games and describe the value of the quantum game attending the different
resources the players are allowed to use.
In order to pave the way for the main result, we will start by showing that S1(HA)⊗
S1(HB) is indeed the natural space in which to realize the rank-one quantum games.
Proposition 3.1. Let x ∈ S1(HA⊗HB). Then ‖x‖1 ≤ 1 if and only if there exist a finite
dimensional Hilbert space HC and |ψ〉, |γ〉 in the unit sphere of HA ⊗HB ⊗HC such that
x = trC |ψ〉〈γ|.
Proof. It is very easy to see that x = trC |ψ〉〈γ| is in the unit ball of S1(HA ⊗ HB) for
every states |ψ〉, |γ〉 ∈ HA ⊗ HB ⊗ HC . To see the converse, let’s consider the SVD
of x =
∑N
i=1 αi|fi〉〈gi|, where (fi)Ni=1 and (gi)Ni=1 are orthonormal bases of HA ⊗ HB and
(αi)
N
i=1 is a sequence of positive real numbers verifying
∑N
i=1 αi ≤ 1. Then, we can consider
HC = ℓ
N
2 and define |ψ〉 =
∑N
i=1
√
αi|fi〉|i〉 and |γ〉 =
∑N
i=1
√
αi|gi〉|i〉, where (|i〉)Ni=1 is the
canonical basis of ℓN2 . It is trivial that |ψ〉 and |γ〉 are in the unit ball of HA ⊗HB ⊗HC
and x = trC |ψ〉〈γ|. Finally, note that we can assume that |ψ〉 and |γ〉 have both norm
one just by considering HC = ℓ
N+2
2 to complete norms. 
Proposition 3.1 says that there is a one-to one correspondence between the unit ball
of S1(HA)⊗̂S1(HB) and the set of rank-one quantum games via the matrices MAB =
trC |ψ〉〈γ|.
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For any game G = G(|ψ〉, |γ〉〈γ|), V (G) = ‖MAB‖2S1(HA)⊗̂S1(HB) will be called the max-
imal value of the game, since it represents the success probability of the game for one
player that has access to both Hilbert spaces HA and HB (so the best possible situation).
The main connection in this work states that the minimal tensor norm and the Haagerup
tensor norm give us respectively the entangled value of the game and the entangled value
of the game with one-way communication.
Theorem 3.2. Let G be a quantum entangled game with initial state |ψ〉 and final mea-
surement |γ〉〈γ| for |ψ〉, |γ〉 ∈ HA ⊗HB ⊗HC. Let MAB = trC |ψ〉〈γ|. Then,
1. The entangled value of the game is given by
ω∗(G) = ‖MAB‖2SA
1
⊗minSB1 .
2. The entangled value of the game with one-way communication from Alice to Bob
is given by
ωqow(G) = ‖MAB‖2SA
1
⊗hSB1 .
3. The maximal value of the game is given by
V (G) = ‖MAB‖SA
1
⊗̂SB
1
.
We will use the following lemma.
Lemma 3.3. Given an element M ∈ S1(HA)⊗ S1(HB), we have that
1. ‖M‖S1(HA)⊗minS1(HB) = sup
{∣∣∣tr(〈ξ|UAA′ ⊗ VBB′ |η〉M)∣∣∣},where the supremum is
taken over HA′ and HB′ finite dimensional Hilbert spaces, |ξ〉, |η〉 ∈ HA′B′, and
UAA′, VBB′ are unitaries on HAA′ and HBB′ respectively.
2. ‖M‖S1(HA)⊗hS1(HB) = sup
{∣∣∣tr(〈ξ|VBA′UAA′ |η〉M)∣∣∣},where the supremum is taken
over HA′ finite dimensional Hilbert space, |ξ〉, |η〉 ∈ HA′, and UAA′, VBA′ are uni-
taries on HAA′ and HBA′ respectively.
3. Given an element M ∈ S1(HA ⊗HB), we have that
‖M‖S1(HA⊗HB) = sup
{∣∣∣tr(〈ξ|W |η〉M)∣∣∣},
where the supremum is taken over finite dimensional Hilbert spaces HE, unit vec-
tors |ξ〉, |η〉 ∈ HE and W a unitary on HA ⊗HB ⊗HE.
We will postpone the proof of the previous lemma to Section 7.
Proof of Theorem 3.2.
1. After Alice and Bob perform their quantum operations, we are left with the state:
(TAA′ ⊗ TBB′) (|ψ〉|ϕ〉〈ψ|〈ϕ|) ,
and the probability of winning is given by
tr
((
P1 ⊗ 1A′B′
)(
TAA′ ⊗ TBB′
)(|ψ〉|ϕ〉〈ψ|〈ϕ|))
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It follows from Stinespring’s Theorem that we can write
TAA′(ρ) = trK
(
UAA′K (ρ⊗ |0〉〈0|)U †AA′K
)
,
for a finite-dimensional Hilbert spaceK and a unitary UAA′K onHA⊗HA′⊗K (and similarly
for TBB′). It thus suffices to consider quantum operations of the form T (x) = UxU
†, where
U is a unitary (by changing |ϕ〉 to |ϕ〉|00〉 and increasing the dimensions of HA′ and HB′).
The value of the game is then given by
sup
UAA′ ,VBB′ ,|ϕ〉
tr
((
P1 ⊗ 1A′B′
)
(UAA′ ⊗ VBB′ ⊗ 1C)|ψ〉|ϕ〉〈ψ|〈ϕ|(U †AA′ ⊗ V †BB′ ⊗ 1C)
)
,
where UAA′ and VBB′ are unitaries on the indicated Hilbert spaces.
Recalling that P1 = |γ〉〈γ|, we can rewrite the above as
sup
UAA′ ,VBB′ ,|ϕ〉
∥∥∥ (〈γ| ⊗ 1A′B′) (UAA′ ⊗ VBB′ ⊗ 1C) |ψ〉|ϕ〉∥∥∥2
HA′⊗HB′
.
Taking the supremum over |ϕ〉 ∈ HA′ ⊗HB′ , we can write this as an operator norm:
sup
UAA′ ,VBB′
∥∥∥ (〈γ| ⊗ 1A′B′) (UAA′ ⊗ VBB′ ⊗ 1C) (|ψ〉 ⊗ 1A′B′) ∥∥∥2
B(HA′⊗HB′ )
= sup
UAA′ ,VBB′
∥∥∥trAB ((UAA′ ⊗ VBB′) trC (|ψ〉〈γ|)⊗ 1A′B′)∥∥∥2
B(HA′⊗HB′ )
.
For the sake of brevity, we will write MAB = trC (|ψ〉〈γ|). We can then evaluate the
norm of this operator in B(HA′ ⊗ HB′) by taking the supremum over elements in the
unit ball of S1(HA′ ⊗ HB′). It suffices to take the supremum over elements of the form
ωξ,η(x) = 〈ξ|x|η〉 with |ξ〉, |η〉 in the unit ball of HA′⊗B′ . We note that applying this
element commutes with the partial trace trAB. We then have that
ω∗(G)1/2 = sup
UAA′ ,VBB′ ,|ξ〉,|η〉
∣∣∣trAB(〈ξ|UAA′ ⊗ VBB′ |η〉MAB)∣∣∣.
Applying Lemma 3.3 we conclude that
ω∗(G)1/2 = ‖MAB‖SA
1
⊗minSB1 .
2. Reasoning similarly to above, we obtain that the value of the game is given by
sup
UAA′ ,VBA′ ,|ϕ〉
∥∥∥ (〈γ| ⊗ 1A′) (VBA′UAA′ ⊗ 1C) |ψ〉|ϕ〉∥∥∥2
HA′
,
where UAA′ and VBA′ are unitaries on the indicated Hilbert spaces. Rearranging as before
and denoting again MAB = trC (|ψ〉〈γ|), we can write this as
sup
U,V,|ξ〉,|η〉
∣∣∣trAB(MAB〈ξ|VBA′UAA′|η〉)∣∣∣2,
where |ξ〉, |η〉 ∈ HA′. Applying Lemma 3.3 we conclude that
ωqow(G)
1/2 = ‖MAB‖SA
1
⊗hSB1 .
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3. Reasoning similarly to above, we replace the unitaries U ∈ B(HA ⊗ HA′) and V ∈
B(HB ⊗HB′) by a single unitary W ∈ B(HA⊗HB ⊗HE), where HE is the Hilbert space
corresponding to the entangled state available to the player. Rearranging as before, we
have that
V (G) = sup
W,|ξ〉,|η〉
∣∣∣trAB(MAB〈ξ|WABE|η〉)∣∣∣2,
where |ξ〉, |η〉 ∈ HE. Applying Lemma 3.3, we conclude that
V (G)1/2 = ‖MAB‖SA
1
⊗̂SB
1
.

Note that we have 0 ≤ ω∗(G) ≤ ωqow(G) ≤ V (G) ≤ 1 for every game G. However,
Alice and Bob cannot define, in general, a perfect strategy. Indeed, the maximal value of
the game V (G) is in general strictly smaller than 1. Actually, one can easily characterize
those rank-one quantum games with maximal value equal to 1. We will postpone the
proof of the following lemma to Section 7.
Lemma 3.4. Consider the states |ψ〉 =∑i λi|i〉C |αi〉AB and |γ〉 =∑i µi|i〉C |βi〉AB. The
matrix MAB = trC |ψ〉〈γ| satisfies ‖MAB‖S1(HA)⊗̂S1(HB) = 1 if and only if there is a unitary
U on HA ⊗HB such that |αi〉 = U |βi〉 and λi = µi for all i.
3.2. The three models are different. Another important question is to show that the
three values ω∗, ωqow and V are indeed different. We will show in the following that for
some rank-one quantum games G in Sn1 ⊗ Sn1 we have V (G)ωqow(G) ≥ n2 and for some some
rank-one quantum games G in Sn1 ⊗Sn1 we have ωqow(G)ω∗(G) ≥ n2. We must also point out that
though we will invoke Theorem 3.2 to translate the problem to the language of tensor
norms on Sn1 ⊗ Sn1 , the elements that we will use to separate the norms (and thus the
models) are extremely easy and the corresponding game G can easily be found.
Let’s start showing that the maximal and the one-way values of a rank-one quantum
game G can be actually very different. According to Theorem 3.2 this is immediately
deduced from the fact that
‖id : Sn1 ⊗h Sn1 → Sn1 ⊗̂Sn1 ‖ ≥ n.
To see this, consider the element GR =
∑n
i=1 e1i ⊗ ei1 ∈ Sn1 ⊗ Sn1 . It is very easy to see
that ‖GR‖Sn
1
⊗hSn1 = 1 while ‖GR‖Sn1 ⊗̂Sn1 = n. Indeed, the first estimate follows from the
fact that ‖GR‖Sn
1
⊗hSn1 = ‖
∑n
i=1 ei ⊗ ei‖Cn⊗hRn = ‖
∑n
i=1 eii‖Mn = 1. On the other hand,
‖GR‖Sn
1
⊗̂Sn
1
= ‖∑ni=1 ei ⊗ ei‖Cn⊗̂Rn = ‖∑ni=1 eii‖Sn1 = n.
We now compare the one-way and entangled values of a rank-one quantum game.
According to Theorem 3.2 it suffices to show that
‖id : Sn1 ⊗min Sn1 → Sn1 ⊗h Sn1 ‖ ≥ n.
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To see this, consider the element GC =
∑n
i=1 ei1 ⊗ e1i ∈ Sn1 ⊗ Sn1 . It can be seen
that ‖GC‖Sn
1
⊗minSn1 = ‖
∑n
i=1 ei ⊗ ei‖Rn⊗minCn = ‖
∑n
i=1 eii‖Mn = 1 and ‖GC‖Sn1⊗hSn1 =
‖∑ni=1 ei ⊗ ei‖Rn⊗hCn = n (see Equation 2.1).
Finally it is worth mentioning that the previous separations are optimal. That is, using
that dcb(Mn, Rn2) = dcb(S
n
1 , Rn2) = n one can easily show that
‖id : Sn1 ⊗h Sn1 → Sn1 ⊗̂Sn1 ‖ ≤ n and ‖id : Sn1 ⊗min Sn1 → Sn1 ⊗h Sn1 ‖ ≤ n.
3.3. Schur Multiplier Games. In this section we will consider an interesting example
of rank-one quantum games, the Schur Multiplier games.
Definition 3.1. Let G be a quantum entangled game with initial state |ψ〉 and final
measurement |γ〉〈γ| for |ψ〉, |γ〉 ∈ HA ⊗ HB ⊗ HC . Let MAB = trC |ψ〉〈γ|. We will say
that G is a Schur game if the associated map MˆAB : B(HA)→ S1(HB) to MAB is a Schur
multiplier. That is, there exist an element Λ ∈ B(HA) verifying that
MˆAB(X) = Λ ∗X
for every X ∈ B(HA). Here, ∗ denotes the Schur (or Hadamard) product.
Remark 3.1. Note that the dimensions of Alice and Bob’s Hilbert spaces are the same
for Schur games.
We will start by characterizing the games which correspond to Schur multipliers.
Lemma 3.5. A rank-one quantum game is a Schur game if and only if it has a represen-
tation M = trC |ψ〉〈γ| where |ψ〉 and |γ〉 are of the form
|ψ〉 =
∑
i,t
αit|i〉A|i〉B|t〉C ,
|γ〉 =
∑
i,t
βit|i〉A|i〉B|t〉C ,
with ‖α‖2 ≤ 1, ‖β‖2 ≤ 1.
We will postpone the proof of Lemma 3.5 to Section 7.
Although the entangled and one-way values of rank-one quantum games are in general
very different, Schur games provide a nontrivial class of games for which these values are
equivalent, i.e.,
1
4
ωqow(G) ≤ ω∗(G) ≤ ωqow(G).
The equivalence of the corresponding tensor norms for Schur multipliers follows from a
Grothendieck inequality for operator spaces and is proved in Theorem 4.2 in [33]. The
inequality above follows from the improved constants for this Grothendieck inequality
that are provided by [14].
It is important to notice here that, even when the entangled value with no communi-
cation and with one-way communication are the same, the amount of resources needed
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to attain such values can be very different in both situations. An extremal example is
given by the game of Leung, Toner, and Watrous [28]. In this case the initial state is
|ψ〉 = 1√
2
|000〉 + 1
2
|1〉(|11〉 + |22〉) whereas the final state is |γ〉 = 1√
2
(|000〉 + |111〉).
By the previous lemma, this is a Schur multiplier game. They show in [28] that one
needs infinite entanglement in order to play the optimal strategy for the entangled value
ω∗(G) which is in this case equal to 1. It is however straightforward to see that with an
auxiliary system A′ of dimension 2, if Alice applies to AA′ a unitary with |00〉 7→ |00〉,
|10〉 7→ |11〉, and |20〉 7→ |10〉 and later Bob applies on BA′ a unitary with |00〉 7→ |00〉,
and 1√
2
(|11〉+ |20〉) 7→ |10〉, they can obtain |γ〉 starting from |ψ〉 with the communication
of just one qubit.
4. Computing and approximating norms
This section is devoted to prove Theorem 1.2. First, we will say that given a rank-one
quantum game G its size |G| is given by the dimension of the Hilbert space to define the
questions and the answers. In our case, this is n. With this at hand, we say that certain
parameter can be computed or approximated efficiently if we can do it in a time which is
polynomial in |G|.
Theorem 1.2 follows from the following theorem.
Theorem 4.1. Let G be a quantum entangled game with initial state |ψ〉 and final mea-
surement |γ〉〈γ| for |ψ〉, |γ〉 ∈ ℓn2 ⊗ ℓn2 ⊗HC. Let MAB = trC |ψ〉〈γ|. Then,
1. V (G) can be computed efficiently.
2. ωqow(G) can be computed efficiently.
3. There exists a value ω(G) which can be computed efficiently and such that
1
4
ω(G) ≤ ω∗(G) ≤ ω(G).
The fact that the maximal value of a game V (G) can be computed efficiently is very easy.
Just note that V (G) = ‖MAB‖S1(HA⊗HA), so it is reduced to perform a SVD decomposition
in the matrix MAB. Therefore, the interesting part of Theorem 4.1 are points 2. and 3.
Actually, the hard work for the value ωqow(G) was already done in Theorem 3.2. Once we
know that this value can be expressed as the Haagerup tensor norm on S1(HA)⊗S1(HB),
the result follows from the following result:
Theorem 4.2 ([36], [15]). The completely bounded norm of T : Mn → Mn can be com-
puted efficiently. Moreover, such a norm can be expressed by a semidefinite program.
To see how this result connects to ours, first note that there is an isometric identification
between B(HA)⊗h B(HB) and CB(B(Ha), B(Hb)). Indeed, the map
∆ : B(HA)⊗h B(HB)→ CB(B(HA), B(HB)),
defined by ∆(
∑
i xi⊗yi)(A) =
∑
i xiAyi is an isometric isomorphism. Therefore, Theorem
4.2 states that B(HA) ⊗h B(HB) can be computed efficiently. On the other hand, this
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implies that the dual norm, S1(HA)⊗h S1(HB), can be also computed in polynomial time
(see [11] for details).
The key result in showing how to approximate the entangled value up to constant
precision is the following Grothendieck inequality for operator spaces.
Theorem 4.3 ([33], [14]). Given two finite dimensional Hilbert spaces Ha, Hb and an
element M ∈ S1(HA)⊗ S1(HB) we have
1
2
‖M‖∗ ≤ ‖M‖S1(HA)⊗minS1(HB) ≤ ‖M‖∗,(4.1)
where we define ‖M‖∗ = inf
{
‖u‖S1(HA)⊗hS1(HB) + ‖vt‖S1(HA)⊗hS1(HB) : M = u + v
}
.Here
vt is the transpose of v.
This version of the theorem can be obtained from the “standard one” (see [14, Theorem
1.1]) and Lemma 3.1 in [14] (see [14, Remark 3.2]). The result was first proved by Pisier
and Shlyakhtenko ([33]) with a worse universal constant and then improved by Haagerup
and Musat ([14]). Next, we show that ‖ · ‖∗ can be computed in polynomial time. To do
this, we use the fact that
‖M‖∗ = sup
{
〈M,A〉 : max{‖A‖B(HA)⊗hB(HB), ‖At‖B(HA)⊗hBB} ≤ 1}.(4.2)
On the other hand, we have already seen that computing ‖A‖B(HA)⊗hB(HB) is a semi-
definite program (so max
{‖A‖B(HA)⊗hB(HB), ‖At‖B(HA)⊗hB(HB)} is). Thus, it can be com-
puted in polynomial time. As we have mentioned before, this property is preserved under
polarity (see [11]), so ‖ · ‖∗ can be computed in polynomial time.
5. Parallel repetition of rank-one quantum games
In this section we will prove Theorem 1.2. First, let’s assume that we have a rank- one
quantum game G with initial state |ψ〉 and final measurement P = |γ〉〈γ| for |ψ〉, |γ〉 ∈
HA ⊗ HB ⊗ HC . Let MAB = trC |ψ〉〈γ| ∈ Sn1 ⊗ Sn1 . Then, the parallel repetition of
this game k times is given by the rank-one quantum game Gk defined by an initial state
|ψ〉k and final measurement P⊗k . It is easy to see that this corresponds to the element
MkAB = trC |ψ〉k〈γ|k ∈ Snk1 ⊗ Snk1 obtained by the kth tensor product of MAB. Theorem
1.2 follows trivially from the following result.
Theorem 5.1.
1. The maximal value V verifies a perfect parallel repetition theorem on rank-one
quantum games.
2. The entangled value with one-way communication ωqow verifies a perfect parallel
repetition theorem on rank-one quantum games.
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3. The entangled value does not verify a perfect parallel repetition theorem on rank-
one quantum games. Furthermore, for every natural number n there exists a rank-
one quantum game G of local dimension n for which
ω∗(G2)
ω∗(G)2
 n2,(5.1)
where  denotes inequality up to a universal constant independent of n.
The proof of the first statement follows trivially by the commutativity and associativity
of the projective norm:(
S1(HA)⊗̂S1(HB)
)⊗̂(S1(HA)⊗̂S1(HB)) = S1(H⊗2A )⊗̂S1(H⊗2B ).
We proceed similarly for the case of k- tensors. To show the second part of Theorem 5.1,
we must show that ωqow(G
⊗k) = ωqow(G)k. Since the inequality ω(G⊗k) ≥ ω(G)k is trivial
we have to focus on the other one. We recall that in this case the value of the game is
given by
ω(G)1/2 = ‖M‖Sn
1
⊗hSn1 .
If the game G corresponds to the linear map M˜ : Mn → Sn1 , then the game G⊗k will
correspond to the map M˜⊗k : Mnk → Snk1 . However, we have that
Mnk ≃Mn ⊗min · · · ⊗min Mn and Snk1 ≃ Sn1 ⊗̂ · · · ⊗̂Sn1 .
We also recall that the Haagerup tensor product norm ofM ∈ Sn1 ⊗hSn1 coincides with the
completely bounded factorization norm of the corresponding map M˜ : Mn → Sn1 through
R, the row Hilbert space. By Proposition 9.3.5 in [9] and the associativity of these tensor
norms, we have the completely isometric identifications
R = R⊗min · · · ⊗min R = R ⊗h · · · ⊗h R = R⊗̂ · · · ⊗̂R.
Thus, given a completely bounded factorization M˜ = uv
Mn
M˜
//
v
  ❆
❆❆
❆❆
❆❆
❆
Sn1
R
u
>>⑦⑦⑦⑦⑦⑦⑦
we obtain a completely bounded factorization M˜⊗k = u⊗kv⊗k:
Mn ⊗min · · · ⊗min Mn M
⊗k
//
v⊗k
''P
PP
PP
PP
PP
PP
PP
P
Sn1 ⊗̂ · · · ⊗̂Sn1
R
u⊗k
99sssssssssss
which provides the required norm estimate.
We were informed by Oded Regev and Thomas Vidick that one-way games can be
seen as a special case of 2-round single-prover interactive proofs. With this reduction
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at hand, one could also deduce a perfect parallel repetition theorem from [12, Theorem
4.9]. Furthermore, once we have stated the connection between the one-way model of
rank-one quantum games and the completely bounded norm (via Haagerup tensor norm)
one could also study the multiplicativity properties via [26]. Still, we believe our proofs
are potentially more illuminating and that the connection to the Haagerup tensor norm
might have further implications.
To see that we do not have a perfect parallel repetition theorem for the entangled value
of games we will construct a rank-one quantum game G ∈ Sn1 ⊗Sn1 such that ω
∗(G2)
ω∗(G)2
 n2.
As in Subsection 3.2 we prefer working directly with elements in Sn1 ⊗Sn1 . However, since
the element we will give is very simple and completely explicit, one could easily write the
associated rank-one quantum game.
Let’s start by considering the element
G = GC +GR =
n∑
i=1
(
ei1 ⊗ e1i + e1i ⊗ ei1
) ∈ Sn1 ⊗ Sn1 ,
where GR and GC are the elements used in Subsection 3.2.
We will show that
‖G‖Sn
1
⊗minSn1 ≃ 1 , ‖G‖Sn1 ⊗̂Sn1 ≃ n and ‖G⊗G‖Sn1⊗minSn1 ≃ n,(5.2)
where here ≃ denotes equality up to universal constants independent of n. Thus, having
in mind Theorem 3.2, we will redefine
G˜ =
G
‖G‖Sn
1
⊗̂Sn
1
to obtain a rank-one quantum game such that
V (G˜) = 1 , ω∗(G˜) ≃ 1
n2
and ω∗(G˜⊗ G˜) ≃ 1
n2
.
In particular, this game verifies
ω∗(G˜⊗ G˜) ≥ n2ω∗(G˜)2.
Since it is obvious that 1 ≤ ‖G‖Sn
1
⊗minSn1 , the first estimate in Equation (5.2) follows
trivially from the triangle inequality:
‖G‖Sn
1
⊗minSn1 ≤ ‖GC‖Sn1⊗minSn1 + ‖GR‖Sn1⊗minSn1
= ‖
∑
i=1
ei ⊗ ei‖Rn⊗minCn + ‖
∑
i=1
ei ⊗ ei‖Cn⊗minRn = 2.
For the upper bound in the second estimate, we again use the triangle inequality:
‖G‖Sn
1
⊗̂Sn
1
≤ ‖GC‖Sn
1
⊗̂Sn
1
+ ‖GR‖Sn
1
⊗̂Sn
1
= ‖
∑
i=1
ei ⊗ ei‖Rn⊗̂Cn + ‖
∑
i=1
ei ⊗ ei‖Cn⊗̂Rn
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= 2‖
∑
i=1
eii‖Sn
1
= 2n.
Again, the inequality n ≤ ‖G‖Sn
1
⊗̂Sn
1
is very easy.
Finally, we need to show the estimate on the tensor product
G⊗G = (GR ⊗GR) + (GR ⊗GC) + (GC ⊗GR) + (GC ⊗GC).(5.3)
To do this, it is very useful to understand G⊗G as a map from Mn ⊗min Mn to Sn1 ⊗̂Sn1 .
Then, we must show that
‖G⊗G : Mn ⊗min Mn → Sn1 ⊗̂Sn1 ‖cb  n.
Let’s consider the element x =
∑n
i=1 e1i ⊗ ei1 ∈Mn ⊗Mn. It is obvious that
‖x‖Mn⊗minMn = ‖
n∑
i=1
ei ⊗ ei‖Rn⊗minCn = 1.
On the other hand, trivial computations show that
(GR ⊗GR)(x) = (GC ⊗GR)(x) = GC ⊗GC(x) = e11 ⊗ e11 and GR ⊗GC(x) =
n∑
i=1
ei1 ⊗ e1i.
Since
‖
n∑
i=1
ei1 ⊗ e1i‖Sn
1
⊗̂Sn
1
= ‖
n∑
i=1
ei ⊗ ei‖Rn⊗̂Cn = n,
we conclude that ‖(G⊗G)(x)‖Sn
1
⊗̂Sn
1
 n. Therefore,
‖G⊗G : Mn ⊗min Mn → Sn1 ⊗̂Sn1 ‖cb ≥ ‖G⊗G : Mn ⊗min Mn → Sn1 ⊗̂Sn1 ‖  n.
Using the triangle inequality one can show that ‖G⊗G :Mn⊗minMn → Sn1 ⊗̂Sn1 ‖cb ≤ 4n.
Indeed, one just has to show that each of the four operators of rank n in (5.3) has
completely bounded norm lower than or equal to n.
5.1. OHn- Games. The previous counterexample motivates the study of those games for
which perfect parallel repetition is true or, at least, for which the violation in (5.1) cannot
be large. We now present a large family of games G ∈ SN1 ⊗ SN1 for which
ω∗(Gk)
ω∗(G)k
≤ Ck(1 + lnn)2k,(5.4)
where n is the rank of G as an operator from MN to S
N
1 , k is any natural number and
C is a universal constant independent of n and k. Our family will be formed by those
maps G : MN → SN1 of rank n verifying tr
(
G(x)x∗
) ≥ 0 for every x ∈ Mn (that is,
G is semidefinite positive). It is shown in [31] that in this case G = V ∗V for certain
V : MN → OHn such that ‖G‖cb = ‖V ‖2cb. This motivates our naming these games
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OHn-games. According to Theorem 3.2, it suffices to show that
‖ ⊗k G :MNk → SNk1 ‖cb
‖G :MN → SN1 ‖kcb
≤ C k2 (1 + lnn)k.(5.5)
Our observation is that we have
‖ ⊗k V : MNk → OHnk‖cb ≤ πo2(⊗kV :MNk → OHnk) = πo2(V :MN → OHn)k.
Here, πo2 denotes the completely 2-summing norm (see [30], [17]). Therefore,
‖ ⊗k G : MNk → SNk1 ‖cb ≤ πo2(V :MN → OHn)2k.
The main point is that πo2(V ) ≤ c0
√
1 + lnn‖V ‖cb for every map V : MN → OHn, where
c0 is a universal constant independent of n (see [17, Equation (2.3)]) and, hence, we obtain
‖ ⊗k G : MNk → SNk1 ‖cb ≤ c2k0 (1 + lnn)k‖G : MN → SN1 ‖kcb
as we wanted.
Actually, the next construction shows that the order (1 + lnn)2k in (5.4) is essentially
optimal for these games. That is, for every n we can construct a OHn-game G such that
ω∗(Gk)
ω∗(G)k
≥ C1Ck2
(1 + lnn)2k
(1 + k lnn)2
(5.6)
for every natural number k, where C1 and C2 are universal constants independent of n and
k. Therefore, even when Equation (5.4) tells us that perfect parallel repetition theorem
is not far from being true for OHn- games, it still fails for these kinds of games.
The construction relies on the following result proved in [17]:
Theorem 5.2. There exist universal constants C0 > 0 and C
′
0 > 0 such that
1. For every n we can find a natural number N , a complete contraction un : OHn →
MN and a linear map wn : MN → OHn such that ‖wn‖cb ≤ C0
√
n
1+lnn
and
verifying wn ◦ un = id : ℓn2 → ℓn2 .
2. The previous factorization is optimal. That is, for every n and for every maps
u : OHn → B(ℓ2), w : B(ℓ2) → OHn verifying w ◦ u = id : ℓn2 → ℓn2 we have
‖u‖cb‖w‖cb ≥ C ′0
√
n
1+lnn
.
The above result is Corollary 4.11 in [17] (see also [21]). The inequality missing in the
statement of that result follows immediately from combining the argument of Corollary
4.11 (i.e., γ∞(idOHn)π
o
1(idOHn) = n) with the estimates for π
o
1(idOHn) given by Corollary
4.8 and Proposition 4.9.
We want to show that
‖ ⊗k G : MNk → SNk1 ‖cb
‖G : MN → SN1 ‖kcb
≥
√
C1C
k
2
2
(1 + lnn)k
1 + k lnn
.(5.7)
22 T. COONEY, M. JUNGE, C. PALAZUELOS, AND D. PE´REZ- GARCI´A
Fixing n and k we consider the map wn : MN → OHn of Theorem 5.2. The first
property above tells us that
‖wn :MN → OHn‖kcb ≤ Ck0
(√ n
1 + lnn
)k
.
On the other hand, since ‖ ⊗k un : OHnk → MNk‖cb ≤ 1, the second part of Theorem 5.2
applied to OHnk tells us that
‖ ⊗k wn : MNk → OHnk‖ ≥ C ′0
√
nk
1 + k lnn
.
Let’s consider now the OHn- game defined by the map
G : w∗n ◦ wn :MN → OHn ≃ OH∗n → SN1 .
Note that
⊗kG = (⊗kw∗n) ◦ (⊗kwn) : MNk → OHnk ≃ OH∗nk → SN
k
1 .
Then, as we mentioned before,
‖G : MN → SN1 ‖cb = ‖wn : MN → OHn‖2cb
and
‖ ⊗k G :MNk → SNk1 ‖cb = ‖ ⊗k wn : MNk → OHnk‖2cb.
Therefore,
‖ ⊗k G : MNk → SNk1 ‖cb
‖G :MN → SN1 ‖kcb
≥ (C
′
0)
2 nk
1+k lnn
C2k0
(
n
1+lnn
)k = (C ′0)2( 1C0
)2k
(1 + lnn)k
1 + k lnn
.
Remark 5.1. The preceding construction can be altered to provide also the maximal
value of the game involved. According to [17] (see also [13]), for every n we can find an N
and a complete embedding jn : OHn →֒ SN1 such that ‖jn‖‖j−1n ‖ ≤ C for certain universal
constant C different from the ones appearing above. On the other hand, it was proved in
[17] (see also [21]) that
πo1(id : OHn → OHn) ≃
√
n(1 + lnn),
where ≃ denotes equality up to universal constants and πo1 denotes the completely 1-
summing norm (see [30]). Thus, defining the map
G = jn ◦ j∗n : MN → SN1
it can be deduced that the associated tensor G ∈ SN1 ⊗ SN1 verifies
‖G‖SN
1
⊗minSN1 ≃ 1 and ‖G‖SN1 ⊗̂SN1 ≃
√
n(1 + lnn).
Now, since the projection constant of OHn is of order
√
n
1+lnn
(see [17]), we can find a
map Pn : S
N
1 → OHn such that ‖P‖cb 
√
n
1+lnn
and P◦jn = idOHn. Then, following
exactly the same argument as above one can show that the map G also verifies Equation
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(5.6) (with different constants). If we normalize, we obtain a rank-one quantum game
G˜ := G√
n(1+lnn)
with maximal value V (G˜) ≃ 1, entangled value ω∗(G˜) ≃ 1
n(1+lnn)
and
verifying Equation (5.6).
6. Discussion and open questions
In this work we showed that operator spaces are ideally suited to study one rank-
one quantum games. Specifically, we show that the entangled value and the entangled
value with one way communication of a rank-one quantum game can be exactly described
by the minimal and the Haagerup operator space tensor norms respectively. With this
connection at hand, we used some deep results on operator spaces to study two main
problems in the area: computability and approximability of these values and its behavior
with respect to the parallel repetition of the game. Considering the entangled value
with one way communication we proved that this value can be efficiently computed and
that it verifies a perfect parallel repetition when we are dealing with rank-one quantum
games. Therefore, both problems are completely solved in an optimal way. Regarding
the entangled value of a rank-one quantum game, on the one hand we showed that it
can be efficiently approximated up to a multiplicative factor of 4. Therefore, it would
be interesting to know if such a value can be actually efficiently computed or, on the
contrary, if there is any kind of NP hardness result about it. On the other hand, we also
proved that the entangled value does not verify a perfect parallel repetition theorem on
rank-one quantum games. One should then study whether a (strong) parallel repetition
holds for these kinds of games.
Finally, as we mentioned before the techniques used in this paper also apply to the
general case of quantum games. In particular, one can describe general quantum games
via certain tensor norms in the framework of operator spaces. However, the statement of
similar results for general quantum games requires an improvement of some results in the
operator space setting.
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7. Some proofs
7.1. Proof of Lemma 3.3.
Proof of Lemma 3.3. For the first part of the proof we will use that, given M ∈ S1(HA)⊗
S1(HB),
‖M‖min = sup
∥∥(T ⊗ S)(M)‖B(HA′ )⊗minB(HB′ ),
where the supremum is taken over all finite dimensional Hilbert spaces HA′ and HB′ ; and
all complete contractions Tˆ : S1(HA)→ B(HA′) and Sˆ : S1(HB)→ B(HB′). This can be
easily deduced from the definition of the min norm. Now, given such a Tˆ , the associated
tensor T can be seen as an element in the unit ball of B(HA)⊗minB(HA′) = B(HA⊗HA′)
(recall that we are in finite dimension). Since we are interested in the extremal points we
can restrict to unitaries UAA′ in B(HA ⊗ HA′). Using the same reasoning for S we can
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restrict to unitaries VBB′ in B(HB ⊗HB′). Let
U =
∑
i
u1i ⊗ u2i and V =
∑
j
v1j ⊗ v2j .
The corresponding complete contractions Uˆ : S1(HA) → B(HA′) and Vˆ : S1(HB) →
B(HB′) are given by (using the scalar pairing)
Uˆ(x) =
∑
i
tr((u1i )
trx)u2i and Vˆ (y) =
∑
j
tr((v1j )
try)v2j .
We thus need to compute
sup
U,V
‖(Uˆ ⊗ Vˆ )(M)‖B(HA′⊗HB′ ),
where the supremum is over unitaries UAA′ ∈ B(HA ⊗ HA′), VBB′ ∈ B(HB ⊗ HB′). We
write M =
∑
k xk ⊗ yk. If |ξ〉 =
∑
i,j ξij|i〉|j〉, where {|i〉|j〉}i,j is an orthonormal basis
for HA′ ⊗HB′ , then we write |ξ〉 for
∑
i,j ξij|i〉|j〉. The above operator norm can then be
evaluated by taking the supremum over |ξ〉 and |η〉 in the unit ball of HA′ ⊗HB′ to get
sup
|ξ〉,|η〉
∣∣∣∣∣∑
i,j,k
tr((u1i )
trxk)tr((v
1
j )
tryk)〈η|u2i ⊗ v2j |ξ〉
∣∣∣∣∣
= sup
|ξ〉,|η〉
∣∣∣∣∣∑
i,j,k
tr((u1i )
trxk)tr((v
1
j )
tryk)〈ξ|(u2i )tr ⊗ (v2j )tr|η〉
∣∣∣∣∣ .
As U tr and V tr are also unitaries, we have that
‖M‖S1(HA)⊗minS1(HB) = sup
{∣∣∣trAB(〈ξ|UAA′ ⊗ VBB′ |η〉M)∣∣∣},
where the supremum is taken over |ξ〉, |η〉 in the unit ball of HA′ ⊗ HB′ , unitaries U ∈
B(HA ⊗HA′) and V ∈ B(HB ⊗HB′).
For the second case, we will use that given M ∈ S1(HA)⊗ S1(HB),
‖M‖h = sup ‖(T ⊙ S)(M)‖B(HA′ )
where the sup is taken over all complete contractions T : S1(HA) → B(HA′) and S :
S1(HB) → B(HA′) and (T ⊙ S)(x ⊗ y) = T (x)S(y) (see [31, Chapter 5]). In the same
way as before, we can assume that T and S are operators associated to unitaries UAA′ in
B(HA ⊗HA′) and VBA′ in B(HB ⊗HA′) respectively. Proceeding as above, we see that
‖(T ⊙ S)(M)‖B(HA′ ) = sup
{∣∣∣trAB(〈ξ|VBA′UAA′ |η〉M)∣∣∣},
where the supremum is taken over |ξ〉, |η〉 in the unit ball of HA′. As the transpose is an
anti-homomorphism, there is a switch in the order of the product from UV to V U . Thus
we have that
‖M‖S1(HA)⊗hS1(HB) = sup
{∣∣∣trAB(〈ξ|VBA′UAA′|η〉M)∣∣∣}.
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The final equality in the statement of the lemma follows as the unit ball of B(HA⊗HB) is
the convex hull of the unitaries on HA⊗HB. Suppose that x is an element in B(HA⊗HB)1
with x =
∑k
i=1 λiWi, where Wk are unitaries on HA ⊗HB, λi ≥ 0,
∑k
i=1 λi = 1. We set
W =
∑k
i=1Wi ⊗ |i〉〈i|; we then have that W is a unitary on HA ⊗ HB ⊗ Ck. Setting
|ξ〉 = |η〉 =∑ki=1√λi|i〉, we have x = 〈ξ|W |η〉. 
7.2. Proof of Lemma 3.4. We begin by fixing some notation.
|ψ〉 =
∑
i
λi|i〉|αi〉,|αi〉 ∈ HA ⊗HB, ‖|αi〉‖2 = 1, λi ≥ 0,
∑
i
λ2i = 1
|γ〉 =
∑
i
µi|i〉|βi〉,|βi〉 ∈ HA ⊗HB, ‖|βi〉‖2 = 1, µi ≥ 0,
∑
i
µ2i = 1
and write M for the associated matrix trC(|ψ〉〈γ|) ∈ B(HA ⊗ HB). We know that
‖M‖S1(HA⊗HB) ≤ 1 (see Proposition 3.1).
We will use the following result from [5]:
Theorem 7.1. A subset F is a proper closed face of the the unit ball of Sn1 if and only if
there exists a nonzero partial isometry U such that
F = {UP : P ≥ 0, ‖P‖1 = 1, and kerP ⊇ kerU} .
Proof of Lemma 3.4. Suppose that such a unitary U exists and that λi = µi for all i. In
this situation, we have that
M =
∑
i
λ2iU |βi〉〈βi|,
and then tr(U∗M) =
∑
i λ
2
i = 1. By the duality between S
n
1 and S
n
∞ (and as we know
that ‖M‖∧ ≤ 1), we have that ‖M‖∧ = 1.
For the converse, first note that we can assume that λi and µi are non negative real
numbers for every i. Let’s assume that ‖M‖∧ = 1. Then
1 =
∥∥∥∑
i
λiµi|αi〉〈βi|
∥∥∥
1
≤
∑
i
λiµi ≤
(∑
i
λ2i
) 1
2
(∑
i
µ2i
) 1
2
≤ 1
Equality in the Cauchy-Schwartz inequality implies λi = µi for all i. We are thus con-
sidering the matrix
∑
i λ
2
i |αi〉〈βi|, a convex combination of elements in the unit sphere of
Sn1 . If ‖M‖∧ = 1, we must have that |αi〉〈βi| all lie in the same face of the unit ball of
Sn1 . But in this case, there exist P ≥ 0, tr(P ) = 1, and a partial isometry U such that
|αi〉〈βi| = UP, for all i.
We then have that P = U∗|αi〉〈βi|. By positivity of P , we must have |αi〉 = U |βi〉. As
HA⊗HB is finite dimensional, there exists a unitary U˜ such that U |suppU = U˜ |suppU . 
7.3. Proof of Lemma 3.5.
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Proof of Lemma 3.5. Assume that the rank-one quantum game is a Schur game, i.e., after
fixing suitable orthonormal bases, the element MˆAB in CB(Mn, S
n
1 ) corresponding to the
game is of the form (xij) 7→ (tijxij). We now examine the relationship between the element
MAB ∈ CB(Mn, Sn1 ) and the states |ψ〉 and |γ〉.
By taking a partial trace over HC , we obtain
trC |ψ〉〈γ| =
∑
r,s,t,u,v
αrstβuvt|r〉〈u|A ⊗ |s〉〈v|B.
Using the identification Sn1 ⊗minSn1 ≃ CB(Mn, Sn1 ) and using the scalar pairing to identify
M∗n and S
n
1 , we apply this to |i〉〈j| ∈Mn to get(
trC |ψ〉〈ϕ|
)(
|i〉〈j|
)
=
∑
s,v
(∑
r,u,t
αrstβuvt〈i | r〉〈u | j〉
)
|s〉〈v|
=
∑
s,t,v
αistβjvt|s〉〈v|.(7.1)
For this to be a Schur multiplier, the above sum must equal tij |i〉〈j|. Replacing αist by
δstαist and βjvt by δjvβjvt will not alter trC |ψ〉〈γ| and thus we can express the states as
|ψ〉 =
∑
i,t
αiit|i〉A|i〉B|t〉C,
|γ〉 =
∑
j,t
βjjt|j〉A|j〉B|t〉C,
with
∑
i,t |αiit|2 ≤ 1,
∑
j,t |βjjt|2 ≤ 1. The reverse implication is trivial. 
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