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Abstract: An oriented bounding box (OBB) is preferable over a horizontal bounding box (HBB)
in accurate object detection. Most of existing works utilize a two-stage detector for locating the
HBB and OBB, respectively, which have suffered from the misaligned horizontal proposals and the
interference from complex backgrounds. To tackle these issues, region of interest transformer and
attention models were proposed, yet they are extremely computationally intensive. To this end,
we propose a semi-anchor-free detector (SAFDet) for object detection in aerial images, where a
rotation-anchor-free-branch (RAFB) is used to enhance the foreground features via precisely
regressing the OBB. Meanwhile, a center-prediction-module (CPM) is introduced for enhancing
object localization and suppressing the background noise. Both RAFB and CPM are deployed during
training, avoiding increased computational cost of inference. By evaluating on DOTA and HRSC2016
datasets, the efficacy of our approach has been fully validated for a good balance between the accuracy
and computational cost.
Keywords: rotate region; convolutional neural network; anchor free; aerial object detection
1. Introduction
Object detection is one of the basic tasks in computer vision. In aerial images, object detection tends
to locate and identify objects from bird’s-eye views. Differently from general object detection [1,2],
the bounding boxes in aerial images are arbitrarily oriented, rather than horizontally, as in other
images. Furthermore, the complex background in aerial images increases the difficulty of feature
extraction, which makes the detector have difficulty in distinguishing the (small) foreground objects.
Existing methods, such as RICNN [3], R2CNN [4], ROI-Transformer [5] and TextBoxes++ [6],
have reached promising results by utilizing two-stage detectors [7–9], i.e., to select the regions of
interest (ROIs) via a region proposal network (RPN) and to then use a two-branch subnet for subsequent
category classification and box regression.
Most of existing methods predict the ROIs based on horizontal anchors [9]; see Figure 1a. However,
as horizontal proposals are located along the image edge, the extracted feature of an object may contain
features of the background and the surrounding objects, especially for objects with high aspect ratios
or those densely positioned. The misalignment [5,10] between extracted features and object features
will interfere with the following detection procedure. Examples of such misalignment are shown in
Figure 2, wherein the majority area of the bounding box is the background (a) or the surrounding
objects (b).
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(a) Horizontal anchor (b) Rotate anchor (c) Proposed method
Figure 1. Examples of ROI prediction using horizontal anchor (a), rotation anchor (with multiple
rotation angles) (b) and the proposed RAFB (c), respectively. In (a,b), only anchors with a single
combination of scale and aspect ratio are shown for clarity; i.e., there were originally multiple
combinations of scales and aspect ratios in each pixel. Anchors are denoted by red, while the predicted
ROIs are labeled by blue. As the rotation ROIs in the proposed RAFB are predicted anchor-free,
the predicting pixel is specially highlighted by red. As seen, compared with horizontal anchor-based
methods, with the proposed RAFB, the number of anchors in terms of rotation-anchor-based methods
is significantly increased. As a result, the total computational cost is increased.
(a) (b)
Figure 2. Examples of misalignment caused by (a) a background feature and (b) features from
surrounding objects. In each example, the extracted feature(s) is highlighted in blue and the object
feature is colored in orange.
To tackle the misalignment problem, existing methods usually have two solutions;
i.e., either replacing the horizontal anchors with the rotation anchors, e.g., Liu et al. [11], RRPN [12] and
R2PN [13] (as shown in Figure 1b), or enhancing the capability of noise suppression [5,14,15]. However,
on the one hand, rotation anchors need to take the predefined angle (or orientation of object) into
account; hence, the anchor number can be dramatically increased. On the other hand, the capability
of feature extraction relies on certain assistant modules [14,16,17], such as multiple convolutional
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layers for enhanced feature extraction. As a result, both solutions mentioned above increase the total
computational cost and are not ideal in practical applications due to the poor efficiency.
In summary, horizontal anchor-based detectors are useful but suffer from misalignment-caused
inaccuracy. Existing works tackle this issue by either utilizing rotated anchors or implementing
additional feature extraction modules. However, both of these solutions will increase the computational
cost, leading to degraded efficiency. As a result, we aim to alleviate the misalignment caused by
horizontal anchors without sacrificing the computational efficiency.
In this paper, we propose a semi-anchor-free detector (SAFDet) to tackle the aforementioned
challenges via multi-task learning. In the proposed SAFDet, RPN learns rotational ROI (RROI)
prediction and feature enhancement through two proposed modules: a rotation-anchor-free branch
(RAFB) and a center prediction module (CPM). To reduce the computational cost caused by rotated
anchor, RAFB is utilized, as illustrated in Figure 1c, which directly predicts the oriented bounding
box (OBB) without any predefined rotation of the anchor. For suppressing the noise caused by
the background, a CPM is proposed, which focuses on the prediction of centroid of the ROI.
Experimental results have validated that RAFB improves the detection performance (mAP) by 1.6%.
After implementing CPM, mAP is further improved by 1%. As both the proposed modules are only
utilized in training, the computational cost of inference is not increased.
The main contributions of this paper can be summarized as follows:
1. A semi-anchor-free detector (SAFDet) is proposed for effective detection of oriented objects in
aerial images;
2. A rotation-anchor-free branch (RAFB) is proposed to tackle the misalignment problem when using
horizontal anchors, which can predict the OBB directly without any predefined anchor setting;
3. A center prediction module (CPM) is implemented to enhance the capability of feature extraction
during the training of RPN, hence avoiding increased computational cost of inference;
4. In experiments on the DOTA [18] and HRSDC2016 [11] datasets, the two-stage detector
implemented from the proposed approach achieved superior performance over a number of
state-of-the-art methods and reached a good balance between the accuracy and speed.
The remaining parts of this paper are organized as follows. Section 2 briefly introduces the related
work. The design of the proposed approach, especially of the RAFB and the CPM modules, is detailed
in Section 3. Experimental results, including the ablation study and discussion, are presented in
Section 4. Finally, some concluding remarks are made in Section 5.
2. Related Works
2.1. Anchor-Based Oriented Aerial Object Detection
An anchor is similar to the “sliding window” for non-CNN methods [19]. For general object
detection, existing methods such as SSD [20], faster-RCNN [9], feature pyramid network [21]
and RetinaNet [22], predict the bounding box of the object by regressing the difference between
a number of candidate boxes at each pixel location (known as the “anchor”) and the actual one
(the ground truth) in the image. For object detection in aerial images, however, there is no angle element
in the horizontal anchor setting and the rotational angle is fixed to 90 degrees. This increases the
difficulty of rotated angle regression. Moreover, horizontal anchors usually contain more background
area than rotational anchors, which has resulted in the problem of misalignment between the detected
ROI and the ground truth. To address this challenge, rotated anchor setting was introduced in
RRPN [12], ICN [15], R2PN [13] and R3Det [17], where anchors at different angles are predefined.
However, the increased number of anchors (“numscales× numaspectratios× numangles” compared
with “numscales× numaspectratios”) makes it more time-consuming than the horizontal anchor setting
in object detection.
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2.2. Anchor-Free Object Detection
The anchor-free strategy was originally designed for general object detection [23–26]. Differently
from anchor-based methods, such as faster-RCNN [9], SSD [20], FPN [21] and RetinaNet [22],
anchor-free methods predict one bounding box per pixel. Instead of regressing the difference between
the actual bounding box and the anchor, anchor-free methods predict the bounding box based on the
coordinates of the feature map. However, the regression formats are different between anchor-free
methods. CornerNet [24] predicts the upper-left and button-right coordinates of the bounding box,
known as the “XYXY” mode. YOLO [23] and CSP [27] predict the center coordinate, and the associated
width and height of the bounding box, known as the “XYWH” mode, which is the same mode
as used in the anchor-based methods. Differently from these two prediction modes, FCOS [26]
predicts the distances between the center point and the four boundary lines of the bounding box,
respectively. Anchor-free methods can actually reduce the computational cost on the box regression
branch. However, due to the lack of anchors in anchor-free methods, the widely used intersection over
union (IoU) matching scheme can no longer be applied. For anchor-based methods, proposals are
categorized to foreground and background via the IoU value; for anchor-free methods, the foreground
and background proposals are empirically defined. Taking YOLO [23] as an example, the center pixels
(known as “gird” in YOLO) of the bounding box are defined as foreground, while all others are defined
as negative, i.e., background. Such a scheme actually rejects lots of instances, even with high prediction
scores, resulting in much lower recall values. Hence, SSD outperforms YOLO [20]. This also indicates
that the positive assignment becomes a challenging task for anchor-free methods [26].
2.3. Multi-Task Loss of Oriented Aerial Object Detection
Previous works applied multi-task prediction [10,14,28] to enhance the capacity of box prediction.
Apart from bounding box regression and category classification, multi-task prediction can also be
applied in other important tasks. In MTCNN [28], the keypoint prediction is utilized to assist face
detection. In mask-RCNN [10], an image segmentation branch is used to predict foreground pixels
jointly with box regression. In SCRDet [14], attention detection is implemented for suppressing the
background noise, which is also utilized in face detection [16]. As mentioned in [18], existing challenges
include low resolution, noise and crowding. Previous works tackled these challenges by using attention
structures [14,16]; supervised attention structures [14,16] consider all the pixels within the boxes as
the foreground. However, the anchors centered at the boundary of the bounding boxes, especially
for those with large aspect ratios (height/width), may have lower IoU matching values than the
predefined threshold. These boundary pixels are supposed to be categorized as the background rather
that the foreground.
For aerial object detection, there are challenging scenarios, including small objects, dense arrangements
and freely oriented objects. Thus, in this paper, we present a two-stage aerial object detector based on
the semi-anchor-free model. To gain the benefits from both anchor-based and anchor-free regression
schemes, we introduce an anchor-free-branch in the region proposal network (RPN) during training
and apply anchor-based regression branch during the inference stage. Though we adopted a box
based anchor-free regression scheme similar to CSP [27], the center coordinates are shared with
the anchor-based prediction, which helps to reduce the regression difficulty; i.e., only the shape
regression of bounding box is required instead of both shape and position, in anchor-free prediction.
Meanwhile, the proposed anchor-free regression schemes are for prediction of oriented bounding
boxes. Thus, they also include the rotation angle regression module, which is not considered by CSP.
In order to locate the positions of objects more precisely, we present a center prediction module,
which predicts the center pixels of the objects only as detailed in the next section. A similar module is
proposed in SCRDet [14]. Differently from the SCRDet, the proposed CPM predicts the center pixels
of the bounding boxes, rather than all pixels within the bounding boxes. Furthermore, the proposed
CPM is only implemented for training. Thus, it will not increase the computational cost of inference as
in SCRDet.
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3. The Proposed Method
3.1. Overall Architecture
The flowchart of the proposed SAFDet detector is sketched in Figure 3. Following the work
in [5,14], we take the ResNet-v1 [29] as the backbone and denote the outputs for “conv2,” “conv3,”
“conv4” and “conv5” of ResNet as C2, C3, C4 and C5, respectively. Existing two-stage networks [4,5]
adopt C4 as the feature map, where the total stride(s) is large (s = 16). As a result, the resolution
of the feature map is too coarse for detecting small objects, such as vehicles, ships and bridges.
When applying the feature pyramid network (FPN) [21] on the backbone, the total stride will be
reduced to 4, causing an increase on the computational cost of the prediction. To balance the accuracy
and the computational cost, we use the {C3, C4} in the FPN. Hence, the total stride becomes 8. In the
FPN, we only apply a single convolutional layer on C3 to adjust the number of channels without using
any other enhancement modules [14,15].
For regressing the bounding box, RPN predicts both horizontal ROIs (HROIs) and rotational
ROIs (RROIs). For the prediction of HROIs, we use the horizontal anchor to save computational time.
The corresponding RROIs are accomplished by the proposed rotation-anchor-free branch (RAFB),
which is highlighted by green in Figure 3. Meanwhile, the proposed center prediction module (CPM)
predicts the center coordinates of ROIs from the same feature map used by RPN (denoted by gold in
Figure 3). As both RAFB and CPM are utilized during training, only the HROIs will be used in the
following ROI pooling layer [9].
Figure 3. The proposed network structure. The backbone feature pyramid network is denoted
by “FPN.” The “HROIs” and “RROIs” respectively indicate the horizontal ROIs and rotational
ROIs predicted by the region proposal network (RPN). Specifically, RROIs are predicted by the
proposed rotation-anchor-free branch (RAFB) in the RPN, which is highlighted by green. Meanwhile,
the proposed center prediction module (CPM) predicts the center coordinates of bounding boxes,
which is denoted by gold in the figure. As both RAFB and CPM are utilized during training, only the
HROIs is used on the pooling layer and the fast RCNN module (FRCNN).
For the fast RCNN (FRCNN), the network predicts both OBB and the corresponding horizontal
bounding box (HBB) as in [4,14,17]. Relevant details are presented in the following sections.
3.2. Rotational Anchor-Free Branch
As described in [17], the rotational anchor setting in the RPN achieves a better performance
when compared with horizontal box prediction. However, rotate anchor setting generates more boxes
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at each point of the feature map, which significantly increases the computational cost at the same
time. To improve the performance without increasing the computational cost, for each horizontal box
prediction, we additionally predict its corresponding OBB using an anchor-free method, which acts as
an auxiliary loss during the training. For the original horizontal branch, we use the typical four-element
presentation method [4,9,20]. The four elements can be mathematically expressed as xc, yc, whbb and
hhbb, denoting respectively the center coordinates, the width and the height of a box. Similarly,
we encode the OBB in the same way as the HBB with one additional element for the rotation angle.
As a result, the five elements are (xc, yc,wrot, hrot, θ), where wrot and hrot denote the width and the
height of a rotate box, respectively. Consistently with OpenCV [30], θ is the angle acute to the x-axis,
ranging in [−90, 0). As the center coordinates of HBB and OBB are the same [18], during training,
the prediction of the center coordinates is shared between HBB and OBB. To summarize, the output of
the RPN for each box prediction, after the decoding method, has in total seven elements, i.e., xc, yc,
whbb, hhbb, wrot, hrot and θ, which is visualized in Figure 4.
Figure 4. Illustration of the elements predicted by RPN. The horizontal bounding box and the oriented
bounding box are highlighted in blue and red, respectively. The horizontal bounding box is represented
as xc, yc, whbb and hhbb, denoting respectively the center coordinates, the width and the height of the
box. Meanwhile, wrot, hrot and θ denote the width, height and rotational angle of the rotated box,
respectively. As the center coordinates of HBB and OBB are the same, the center coordinates will be
shared in between.
Regression Scheme of the Rotation Branch
As the rotation branch is anchor-free, we only define horizontal anchors for the RPN. An OBB
is assigned as the foreground if its corresponding HBB is assigned as the foreground; i.e., the OBB
matching is based on the intersection over union (IoU) value between the horizontal ground truth box
and the horizontal anchor, as in [8,20]. For rotational box regression in RPN, we keep the regression
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method of the center coordinates from HBB due to coordinate sharing, and directly predict the size
(wrot, hrot) and the rotation angle (θ) using:
wrot = exp (wout) ∗ s;
hrot = exp (hout) ∗ s;




where wrot, hrot and θ are the predicted width, height and the rotation angle by detector, respectively;
wout, hout and θout are the corresponding encoded outputs from the prediction layer, respectively;
s indicates the total stride of the feature map. Similar to [9,26], we use the exponential function,
denoted as “exp()” above, to keep the output in positive. As the prediction is conducted on the feature
map, which is down-sampled by the total stride (s), the s is multiplied to scale the predicted box size to
its actual size. The range of θ is in [−90, 0), the magnitude of which is quite larger than other elements.
To balance the magnitude between different elements, the proposed method predicts the radian of the
rotation angle and also converts the unit to degree using Equation (1). As a result, the range of θout is
in [0, pi2 ).
3.3. Center Prediction Module
As mentioned in [14,18], existing challenges include low resolution, noise, crowding
and freely oriented objects. Previous works tackled these challenges by using supervised attention
structures [14,16], which consider all the pixels within the boxes as the foreground. However, on the
one hand, the anchors where the centers are located at the boundary of the bounding boxes may have
lower IoU matching values than the predefined threshold, especially for those boxes with large
aspect ratios (height/width). On the other hand, the receptive field of boundary pixels is the same
as the center pixel. That means that the boundary pixels contain more background information,
which may interfere with the feature extraction. As a result, these boundary pixels are supposed to
be categorized as the background rather than the foreground, which indicates that previous labeling
methods of attention structures may introduce more noise. To remove the ambiguous instance and
enhance the foreground features against the complex background, we propose a supervised center
prediction module (CPM), as illustrated in Figure 3. To be more specific, the structure consists of
four convolutional layers for feature extraction and one binary prediction layer, which is the same as
in RetinaNet [22]. Differently from the existing labeling methods [14,16], only the pixels at the center
region are taken as the foreground, and the remaining pixels in the bounding box are all labeled as
the background.
As shown in Figure 5, the size of the foreground pixels is defined by 1s of the horizontal bounding




where wcpm and wcpm are the width and the height of the foreground region, respectively. As suggested
in [25], such settings do the best job of balancing foreground instances and background instances.
Let the prediction score and the ground truth at the position (i, j) be pij and yij, respectively.
We deploy the variant focal loss, as in [25]:












where H and W denote the height and the width of the original image, respectively; s is the total stride,
which is the same as in Equation (1); N is the normalization factor. Specifically, FL(∗) is the original
focal loss [22] and αij is the adjusting factor:
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where K is the total number of objects. (xkc , ykc), wk and hk are the center coordinates, width and height
of the horizontal bounding box k, respectively. Gk(∗) is a 2D Gaussian mask centered at the bounding
box k, which is formulated as:
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where the variances (σ2wk , σ
2
hK
) are proportional to the widths (wk) and heights (hk) of
individual objects.
Experimentally, assigning N as the number of all instances on the feature map gives a better
performance than the original setting, where the loss is normalized by the number of objects in
the image.
(a) (b)
Figure 5. The labeling methods of (a) the previous attention methods and (b) the proposed CPM.
The foreground pixels are denoted by blue and orange, respectively. For the proposed CPM, the range
of the foreground pixels is defined by the 1s of the horizontal bounding box.
3.4. Loss Function
In summary, the total loss of the network is defined as:
Ltot = λ1LCPM + λ2Lrota f + LRPN + LFRCNN (8)
where λ1 and λ2 are the weight factors; LCPM and Lrota f are the losses of center prediction module and
the anchor-free rotate box prediction branch, respectively. LRPN is the total loss of the region proposal
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network as in [9]. LFRCNN is the total loss of the fast RCNN subnet [9], including HBB regression loss,
OBB regression loss and the category prediction loss as in [4,14,17]. Experimental results indicate that
the magnitude of LCPM is 0.01, the same as the LRPN and LFRCNN , while the magnitude of Lrota f is 0.1.
As suggested by SCRDet [14] and SSD [20], to achieve the best performance, the magnitudes of loss
elements are supposed to be the same. Thus, to balance the magnitudes between the loss elements,
we used λ1 = 1 and λ2 = 0.1 during the following experiments.
4. Experiments and Analysis
Two benchmark datasets, DOTA [18] and HRSC2016 [11], were chosen for ablation study and
performance evaluation, which are well known for oriented object detection. Relevant details are
presented as follows.
4.1. Datasets and Implementation Details
4.1.1. DOTA
The benchmark DOTA (dataset for object detection in aerial images) [18] is an aerial image dataset
for object detection. Images of DOTA were sampled from multiple sensors and platforms, where the
sizes range from around 800× 800 to 4000× 4000 pixels. There exist 2806 aerial images and 188,282
instances in total. The annotations of objects concern various scales, oriented angles and aspect
ratios, which are classified in 15 commonly used categories. The names of these categories and their
abbreviations used in the paper are PL—plane; BD—baseball diamond; BR—bridge; GTF—ground
field track; SV—small vehicle; LV—large vehicle; SH—ship; TC—tennis court; BC—basketball court;
ST—storage tank; SBF—soccer—ball field; RA—roundabout; HA—Harbor; SP—swimming pool;
and HC-Helicopter. The ratios of the training set, validation set and test set are 1/2, 1/6 and 1/3 of the
total number of samples, respectively. For the instances in DOTA, about 98% of them are less than
300 pixels, which is similar to real-world scenes. Meanwhile, the sizes of boxes between in different
categories—e.g., 50 for a small-vehicle, and 1200 for a bridge. Such a huge variation in terms of box
size has inevitably increased the difficulty of accurate object detection. There were two detection tasks
done on the DOTA dataset; task 1 was for OBB regression, and task 2 was for HBB regression. As the
aim of this study was improving the performance of OBB detection, our experiments were focused on
task 1.
4.1.2. HRSC2016
The HRSC2016 dataset (high resolution ship collections 2016) [11] collected 1061 images with 2976
annotated instances from six famous harbors, which are widely used for ship detection. The scenarios
contain ships both on the sea and close inshore. In the HRSC2016 dataset, there are over 25 types of
ships with large varieties in scale, shape and rotational angle. The image size ranges from 300× 300 to
1500× 900 pixels. After excluding hovercrafts and submarines, the sizes of the training set, validation
set and test set were 436 images with 1207 instances, 181 images with 541 instances and 444 images
with 1071 instances, respectively.
4.1.3. Implementation Details and Evaluation Metrics
When training on the DOTA dataset, the original images were uniformly cropped to patches of
800× 800 pixels with a stride of 200 pixels. In our ablation study, only the training set was utilized,
and the result was evaluated on the validation set. When compared with other detectors, both the
training and validation sets were applied for training, and the results were tested on the test set,
which were then submitted to the official evaluation server for evaluation. For image pre-processing,
each images patch was first subtracted by the mean values of the ImageNet on the RGB channels.
Afterwards, randomly flipping was adopted with a probability of 0.5. The learning rate was initialized
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as 3 × 10−4 and was divided by 10 at 100,000 and 200,000 iterations, respectively. The training
terminated at 300,000 iterations.
For the HRSC2016 dataset, both the training and validation sets were utilized for training.
The training images were resized to (800, 1024), where 800 and 1024 indicate, respectively, the minimum
and the maximum sizes for the images. The pre-processing steps were the same as used for training
on DOTA. Thus, no additional augmentation methods, e.g., image pyramid and image rotation,
were applied. The total iterations numbered 12,000. The initial learning rate was 5 × 10−4, which was
divided by 10 over 9000 iterations. Results were tested on the original image size, and then evaluated
using the standard VOC-style AP metrics [5,17].
4.2. Ablation Study
A series of ablation studies were conducted to validate the effect of each component in the
proposed approach. During the ablation study, the ResNet-50 was taken as the backbone, and relevant
models were implemented using Tensorflow [31].
4.2.1. Baseline Setup
As the proposed method is an improved two-stage object detector, we built the baseline starting
from the faster-RCNN. Previous works [4,5,14] indicate that jointly predicting the OBB and its boundary
rectangle (HBB) can improve the performance of OBB prediction. As a result, in the baseline, HBB is
also predicted during training, which is actually an example of R2CNN [4] with a single ROI pooling
kernel rather than multiple ROI pooling kernels in the original R2CNN.
The total stride size is another key factor that affects the performances of object detectors.
Faster-RCNN sets the total stride size as 16, which is too large for detecting small objects (e.g., ships,
small vehicles and bridges) for DOTA. Thus, a top-down pathway is essential for increasing the
resolution of the feature map [14,21]. With a decreased total stride size, the accuracy increases,
especially for small object detection, as highlighted in Table 1. As can be seen, the R2CNN has the
lowest computational speed when the total stride size is 16, though it achieves the highest mean
average precision (mAP) when the total stride size is 4. As a result, to balance the computational cost
and the accuracy, the total stride size was set to 8 in the baseline R2CNN.
Table 1. The performances of R2CNN with different total stride sizes. Models were trained and
validated on the DOTA dataset (%). Computational time were measured on a single V100 GPU with




(ms) PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC
16 56.22 65 86.09 65.02 22.73 49.46 38.26 49.84 52.26 90.44 53.60 74.03 61.95 61.70 55.14 47.92 34.88
8 61.53 72 88.17 68.54 30.64 53.10 49.41 59.43 63.76 90.73 52.34 83.29 63.80 62.09 63.24 52.71 41.83
4 65.08 238 88.99 71.13 40.54 61.83 51.60 66.99 68.33 90.73 59.81 83.65 63.65 62.72 64.60 52.92 48.72
4.2.2. Effect of Rotation on the Anchor-Free Branch
As discussed in Section 3.2, multi-task bounding box regression brings about performance
improvements. The effect of rotation-anchor-free-branch (RAFB) is summarized in Table 2. As seen,
the performance is improved by 1.59% without increasing the computational cost of the detector. As for
each category, RAFB further improves the detection performance in instances with large aspect ratios
and/or low resolutions, e.g., 5.7% for bridges, 5.8% for helicopters and 7.5% for ground field tracks.
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Table 2. The effect of each component in the proposed method on the DOTA dataset (%), where “RAFB”
indicates the rotational anchor-free branch; “Att” is the attention module and “CPM” denotes the
center prediction module. “Loss only” means that the attention module is only applied during training,
as an auxiliary loss.
Methods mAP PL BD BR GTF SV LV SH TC BC ST SBF RA HA SP HC
R2CNN-8
(Baseline) 61.53 88.17 68.54 30.64 53.10 49.41 59.43 63.76 90.73 52.34 83.29 63.80 62.09 63.24 52.71 41.83
+RAFB 63.12 88.59 68.57 36.92 61.68 48.65 61.57 57.86 90.53 60.44 79.30 71.95 63.75 58.47 50.88 47.67
+RAFB+ATT 63.33 88.81 72.28 38.04 64.10 47.33 60.37 58.67 90.65 57.89 79.01 72.01 64.29 57.48 51.54 47.53
+RAFB+ATT
(loss only) 62.46 88.86 69.86 35.01 62.87 48.59 60.49 58.91 90.32 55.10 79.27 69.34 60.56 57.96 51.80 47.35
+RAFB+CPM 64.17 88.63 71.34 37.43 63.51 47.11 62.04 58.62 90.71 64.20 79.23 74.91 63.46 58.06 52.86 50.44
Anchor vs. Anchor-Free
We also trained the network using RAFB for prediction on RPN, which directly predicts the OBB
rather than the HBB. As the original IoU matching scheme is unsuitable for anchor-free methods,
we simply used the matching scheme as in CSP. However, the mAP was only 38%. This is different
from the observations on HBB detection [25,26], which showed that anchor-free methods outperform
anchor-based methods. We deduce that was caused by two things. First, for two-stage HBB detection,
a slight shift in the x–y coordinates does not significantly affect the feature extraction, as most area
of object is still within the bounding box. However, for OBB detection, a slight error in the rotational
angle will cause the missing of most of the regions, leading to information loss on feature extraction,
especially for instances with large aspect ratios. The information loss on feature extraction will
then affect the performance of the second stage prediction. Similar observations on the effect of
angle error are reported in [4,5]. An example of HBB detection and OBB detection on the same
object is shown in Figure 6. Second, the CSP matching scheme was originally designed for HBB box
prediction. As proposed in [26], the matching scheme is vitally important for anchor-free detectors,
which motivates the future work for proposing an anchor-free matching scheme for OBB detection.
(a) HBB (b) OBB
Figure 6. Example of bounding box prediction on HBB (a) and OBB (b). Ground truth bounding boxes
are denoted by blue, while predicted bounding boxes are colored by yellow. Only the centre target are
labelled for clarity.
4.2.3. The Effect of the Center Prediction Module
As previously discussed, the center prediction module (CPM) is beneficial to locating the centers
of objects. The CPM is only implemented during training; hence it will not increase the computational
cost of inference, as shown in Table 2. With the CPM, the mAP of detector is further improved by 1%.
Compared with RAFB, which improves the performance on low-resolution objects, CPM can further
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bring benefits to the detection of large-scale objects, e.g., baseball diamonds, basketball courts and
soccer fields.
An additional experiment was conducted, in which CPM was replaced by the attention module,
and the results are shown in Table 2 for comparison. When adopting the attention module into the
detector, the mAP increases by 0.2% only. On the one hand, this improvement is not as significant
as when CPM is applied. On the other hand, it also increases the computational cost of the detector.
When assigning the attention module as an auxiliary loss, the mAP drops by about 0.6%. Therefore,
the results indicate that CPM is more effective than the attention module for OBB detection in
aerial images.
4.3. Comparison with the State-of-the-Art Detectors
4.3.1. DOTA
When compared with the state-of-the-art methods, for a fair comparison, multi-scale image
detection is popularly utilized [14,17], where the short side of the image is resized to 600, 700, 800,
900, 1000, 1100 and 1200, respectively. A deeper backbone, that of ResNet-101, was adopted for a
fair comparison. We denote the proposed semi-anchor-free detector “SAFDet.” As shown in Table 3,
The feature enhancement modules proposed in [5,14,17] improve accuracy but cost through the
significantly decreased computational speed. SAFDet lags SCRDet by about 1.3%, but it has no
additional feature extraction or fusion module, reaching a good balance between the accuracy and
computational cost. Experimental results in [17] indicate that SCRDet improves the accuracy at a cost
of much-degraded efficiency, which is also validated in Table 4. As a result, the speed of SCRDet is
lower than that of R3CNN. On the contrary, a comparison of inference speed, as detailed in the next
section, shows that the proposed method is much faster than R3Det.
Specifically, we compared the proposed SAFDet with several of the most recent two-stage
methods. Though RADet [32] achieved state-of-the-art accuracy for the category of swimming pool,
the performance when detecting simple-texture objects was not convincing (plane, baseball diamond
and soccer field). As a result, the proposed SAFDet outperformed it by 2.3% on mAP. FFA [33]
outperformed SAFDet by 0.5%; this is because FFA utilizes an additional feature pyramid pathway,
resulting in extra computational cost. When using the same feature pyramid structure, FFA reached
67.90% in mAP without using image pyramid, while SAFDet achieved 70.10%. This further validates
that SAFDet attains a good balance between computational cost and inference speed.
Table 3. Quantitative comparison with the state-of-the-art methods on the task 1 of DOTA (%).
Methods FR-O [18] R2CNN [4] RRPN [12] ICN [15] RADet [32] RoI-Trans. [5] FFA [33] SCRDet [14] R3Det [17] SAFDet(Proposed)
mAP 52.93 60.67 61.01 68.20 69.09 69.56 71.80 72.61 71.69 71.33
PL 79.09 80.94 88.52 81.40 79.45 88.64 89.60 89.98 89.54 89.78
BD 69.12 65.67 71.20 74.30 76.99 78.52 76.40 80.65 81.99 80.77
BR 17.17 35.34 31.66 47.70 48.05 43.44 48.20 52.09 48.46 46.61
GTF 63.49 67.44 59.30 70.30 65.83 75.92 58.90 68.36 62.52 75.31
SV 34.20 59.92 51.85 64.90 65.46 68.81 67.20 68.36 70.48 66.47
LV 37.16 50.91 56.19 67.80 74.40 73.68 76.50 60.32 74.29 60.41
SH 36.20 55.81 57.25 70.00 68.86 83.59 81.40 72.41 77.54 66.43
TC 89.19 90.67 90.81 90.80 89.70 90.74 90.10 90.85 90.80 90.27
BC 69.60 66.92 72.84 79.10 78.14 77.27 83.30 87.94 81.39 82.94
ST 58.96 72.39 67.38 78.20 74.97 81.46 83.40 86.86 83.54 85.88
SBF 49.4 55.06 56.69 53.60 49.92 58.39 55.70 65.02 61.97 63.19
RA 52.52 52.23 52.84 62.90 64.63 53.54 60.20 66.68 59.82 62.33
HA 46.69 55.14 53.08 67.00 66.14 62.83 73.20 66.25 65.44 65.06
SP 44.80 53.35 51.94 64.20 71.58 58.93 66.70 68.24 67.46 70.27
HC 46.30 48.22 53.58 50.20 62.16 47.67 64.90 65.21 60.05 64.29
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Table 4. Results comparison with the state-of-the-art methods on HSRC2016 (%).
Methods mAP (%) Inference Speed (FPS)
R2CNN [4] 73.07 3
RC1 & RC2 [34] 75.70 1
RRPN [12] 79.08 4.8
R2PN [13] 79.60 1.3
Tian et al. ∗ [35] 80.80 4
RetinaNet [17] 82.89 16
RoI-Trans. [5] 86.20 9
R3Det [17] 89.14 6
SCRDet [14] 89.27 0.8
SAFDet
(proposed) 89.38 11
* Result is evaluated by DOTA evaluation metrics.
4.3.2. HRSC2016
Table 4 illustrates the results in comparison to the state-of-the-art methods on the HRSC2016
dataset. As seen, the proposed method reached 89.38% mAP without adopting any image pyramid
scheme—i.e., the longest side of image was resized to 800 as used in [5,12,17]—thereby outperforming
all other methods. The inference speed with respect to each detector is also listed in Table 4.
For the result comparison in terms of mAP, the proposed method achieved 89.38%, outperforming
SCRDet by 0.11%. We deduced that the feature extraction modules proposed in SCRdet were
over complicated for HRSC2016. For the result comparison in terms of inference speed, however,
the proposed SAFDet was about 14 times faster than SCRDet (11 FPS vs. 0.8 FPS), which further
validates that our SAFDet method has apparent advantages in balancing between the accuracy and
the computational cost.
The network architecture of Tian et al. [35] is similar to that of the proposed SAFDet. However,
its inference speed is 4 fps, which is 64% slower than our proposed SAFDet. This was mainly due to
the utilization of a rotational anchor on the RPN, which has low inference efficiency compared with
the horizontal anchor utilized in the SAFDet.
5. Conclusions
In this paper, we proposed a semi-anchor-free detector (SAFDet) for effective detection of oriented
objects in aerial images. Two new modules are introduced to tackle the detection difficulties of
low-resolution, noisy, large aspect ratio and freely-oriented objects. A rotational anchor-free branch
is introduced to assist the HBB prediction on RPN, with negligible extra computational cost during
the training. Similarly to the attention module, CPM is proposed to suppress the background
information and enhance the foreground information. However, CPM is only implemented for
training. By adopting those two modules, the proposed model improves the mAP by about 3% without
bringing any additional computational cost to inference. When compared with the state-of-the-art
detectors, the proposed method achieves effective results on the challenging DOTA and HRSC2016
datasets, without lowering its high efficiency.
As mentioned above, the existing anchor-free matching schemes were designed for HBB
regression, which inspired us to propose a new matching scheme for OBB regression in the future.
Furthermore, we will validate the performance on other datasets, such as VEDAI [36], a dataset
containing aerial and satellite images collected with a fixed spatial resolution, as well as applying new
models such as saliency detection [37], improved feature extraction [38,39] and deep learning [40] for
more effective object detection from remote sensing images.
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