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A class ofmonoids that canmodel partial reversibility allowing simultaneously instances of
two-sided reversibility, one-sided reversibility and no reversibility is considered. Some of
the basic decidability problems involving their rational subsets, syntactic congruences and
characterization of recognizability, are solved using purely automata-theoretic techniques,
giving further insight into the structure of recognizable languages.
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1. Introduction
Given an alphabet X , we denote by X−1 a set of formal inverses of X and we write X±1 = X ∪ X−1.
We call partially reversiblemonoid (PR-monoid) amonoid defined by a finitemonoid presentation of the formMon〈X | R〉,
where
X = X0 ∪ X±11 ∪ X±12
is a disjoint union and
R = {xx−1 = 1 | x ∈ X1 ∪ X±12 }.
We recall that the bicyclicmonoid is defined by a finite monoid presentation of the form
Mon〈x±1 | xx−1 = 1〉.
The above PR-monoid can then be described as the free product of the free monoid X∗0 , |X1| copies of the bicyclic monoid
and the free group on X2.
PR-monoids can be defined through the rewriting system
{xx−1 → 1, x ∈ X1 ∪ X±12 }
on X . This is a particular case of the wider class of finite special (and therefore monadic) confluent rewriting systems.
Algorithmic properties of special rewriting systems were considered in Adyan’s fundamental monograph [1]. We shall also
consider further generalizations, namely rational length-reducing left basic rewriting systems.
After Section 2, where notation, terminology and preliminary results are introduced, we summarize in Section 3 some
basic results involving rational subsets of monoids defined by rational length-reducing left basic confluent rewriting
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systems. The most general versions of these results are due to Sénizergues [9]. As a consequence, the property of being
recognizable is proved to be decidable, but the complexity is at least double exponential.
In Section 4 we introduce PR-monoids and show that the syntactic monoid of an arbitrary rational subset A has always a
solvable word problem. The algorithm we present is fully automata-theoretic and has polynomial complexity with respect
to the minimal automaton of the reduced language A.
This result is applied in Section 5,wherewe characterize recognizable subsets among rational subsets of PR-monoids. The
corresponding algorithm is much more efficient than the one in Section 3 for the general case of rational length-reducing
left basic confluent rewriting systems, its complexity being polynomial on similar terms to those in Section 4. The results in
Sections 4 and 5 generalize those obtained in [10] and [13] for the case of rational subsets of the free group. Similar problems
are considered for other classes of groups in [14].
2. Preliminaries
The reader is referred to [3] and [6] (respectively [4]) for basic facts concerning languages and automata (respectively
rewriting systems).
Whenever possible, brackets will be omitted in the representation of singular sets.
Let M be a monoid. Given A, B ⊆ M , we write AB = {ab | a ∈ A, b ∈ B} and we denote by A∗ the submonoid of M
generated by A. We denote by RatM the smallest family F of subsets ofM such that:
• every finite subset ofM is in F ;
• if A, B ∈ F , then A ∪ B, AB, A∗ ∈ F .
The elements of RatM are called rational subsets ofM . Alternatively, A ⊆ M is said to be rational if A can be obtained from
finite subsets ofM using finitely many times the operators union, product and star.
Given A ⊆ M , we define a relation∼A onM by u ∼A v if
puq ∈ A⇔ pvq ∈ A
holds for all p, q ∈ M . The relation ∼A is a congruence on M , the syntactic congruence of A. We say that A is a recognizable
subset of M if the congruence ∼A has finite index (i.e., the monoid M/ ∼A is finite). We denote the set of all recognizable
subsets of M by RecM . Alternatively, A ⊆ M is recognizable if there exists some homomorphism ϕ : M → N into a finite
monoid N such that Aϕϕ−1 ⊆ A. In this case, we have necessarily
{(u, v) ∈ M ×M | uϕ = vϕ} ⊆∼A .
It is well known that RecM constitutes a Boolean algebra [3, Proposition III.1.1].
The following elementary result will prove useful in forthcoming sections:
Lemma 2.1. Let ϕ : M → N be a surjective monoid homomorphism and let A ⊆ N. Write σ = ∼Aϕ−1 and τ = ∼A. Then
M/σ → N/τ : xσ 7→ (xϕ)τ
is a monoid isomorphism.
A proof can be found in [13]. In the particular case of a free monoid X∗ over a finite set X , Kleene’s Theorem states that
Rat X∗ = Rec X∗, and the class can be characterized as the class of languages recognized by finite automata.
We denote a finite X-automaton as a quadrupleA = (Q , i, T , E)where i ∈ Q is the initial state, T ⊆ Q are the terminal
states and
E ⊆ Q × (X ∪ 1)× Q .
The language recognized byA is denoted by L(A) and we write
Lin(A) = L(Q , i,Q , E).
If the automatonA is deterministic then, given q ∈ Q andw ∈ X∗, we denote by qw the unique state ofA such that there
is a path of the form q
w−→qw inA, if such a path exists. Otherwise, we write qw = ∅. The accessible part ofA is defined by
acc(A) = (Q ′, i, T ∩ Q ′, E ∩ (Q ′ × (X ∪ 1)× Q ′)),
where Q ′ = {q ∈ Q | L(Q , i, q, E) 6= ∅}. We say thatA is accessible if acc(A) = A. Given L ∈ Rat X∗ nonempty, we denote
by minL theminimal automaton of L.
Given X-automataA = (Q , i, T , E) andA′ = (Q ′, i′, T ′, E ′), we define the direct product
A×A′ = (Q × Q ′, (i, i′), T × T ′, E ′′),
where
E ′′ = {((p, p′), x, (q, q′)) | (p, x, q) ∈ E, (p′, x, q′) ∈ E ′}.
Given L ⊆ X∗, we denote by Pref(L) the set of all prefixes of words in L. A language L ⊆ X∗ is said to be prefix-closed if
Pref(L) = L.
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Lemma 2.2. Let L, L′ ∈ Rat X∗ be such that L ⊆ L′ and L′ is prefix-closed. Then there exists a finite deterministic accessible
X-automatonA such that L(A) = L and Lin(A) = L′.
Proof. Wemay assume that L′ 6= ∅. LetA1 = (Q1, i1, T1, E1) be a finite deterministic complete X-automaton recognizing L
(it may be obtained through the subset construction) and letA2 = (Q2, i2, T2, E2) = minL′ . LetA = acc(A1 ×A2). Then
L(A)= L(acc(A1 ×A2)) = L(A1 ×A2)
= L(A1) ∩ L(A2) = L ∩ L′ = L.
On the other hand, writingA1 ×A2 = (Q1 × Q2, (i1, i2), T1 × T2, E), we have
Lin(A) = Lin(acc(A1 ×A2)) = Lin(A1 ×A2)
= L(Q1 × Q2, (i1, i2),Q1 × Q2, E) = L((Q1, i1,Q1, E1)× (Q2, i2,Q2, E2))
= Lin(A1) ∩ Lin(A2) = X∗ ∩ Pref(L′)
= X∗ ∩ L′ = L′
as required. 
Let X be a finite alphabet. A rewriting system on X is a subset R of X+ × X∗. We denote by R1 (respectively R2) the
projection ofR into the first (respectively second) component. Given u, v ∈ X∗, we write u−→v if
u = arb, v = asb
for some a, b ∈ X∗ and (r, s) ∈ R. We write u ∗−→v if
u = w0−→w1−→· · ·−→wn = v
for somew0, . . . , wn ∈ X∗ (n ≥ 0). The rewriting systemR is said to be
• finite ifR is finite;
• rational ifR = ∪ni=1Li × {ui}with Li ∈ Rat X∗ and ui ∈ X∗ for i = 1, . . . , n;• length-reducing if (r, s) ∈ R⇒ |r| > |s|;
• monadic if it is length-reducing andR ⊆ X+ × (X ∪ 1);
• special ifR ⊆ X+ × 1;
• left basic ifR2 ∩ X+R1 = ∅ and
∀u ∈ R2, X∗u ∩ X∗R1Y|u| = ∅,
where Y|u| = {v ∈ X+ : |v| < |u|};
• confluent if, for all u, v, w ∈ X∗ such that
u
∗−→v, u ∗−→w,
there exists some z ∈ X∗ such that
v
∗−→z, w ∗−→z;
• locally confluent if, for all u, v, w ∈ X∗ such that
u−→v, u−→w, v 6= w
there exists some z ∈ X∗ such that
v
∗−→z, w ∗−→z.
LetR be a length-reducing confluent rewriting system on X . We say that u ∈ X∗ is irreducible if no word v ∈ X∗ satisfies
u → v. Since R is length-reducing, for every u ∈ X∗ there is at least one irreducible word v satisfying u ∗−→v. Since R is
confluent, this word is unique and we denote it by u. In particular, X∗ denotes the set of all irreducible words on X .
The monoid defined by a rewriting system R on X is the quotient M = X∗/R], where R] denotes the congruence
on X∗ generated by the relation R. Note that (u, v) ∈ R] if and only if there exists a finite sequence of words u = w0,
w1, . . . , wn−1, wn = v (n ≥ 0) such that
∀i ∈ {1, . . . , n} ∃ai, bi ∈ X∗, ∃(ri, si) ∈ R : {wi−1, wi} = {airibi, aisibi}.
Let pi : X∗ → M denote the canonical homomorphism. If R is length-reducing and confluent, then upi = upi for every
u ∈ X∗ and the equivalence
upi = vpi ⇔ u = v
holds for all u, v ∈ X∗.
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3. General results
The well-known Benois Theorem on rational subsets of the free group [2] can be generalized to rational length-reducing
left basic confluent rewriting systems by the results of Sénizergues, valid for the more general notion of controlled rewriting
system, where we associate to each (r, s) ∈ R ⊆ X+ × X∗ a language K(r, s) ⊆ X∗ and we write u−→v if u = arb and
v = asb for some (r, s) ∈ R, a ∈ K(r, s) and b ∈ X∗. Clearly, if K(r, s) = X∗ for every (r, s) ∈ R, we have the usual
concept of rewriting system. By [9, Theorem 3.8], any rational length-reducing left basic confluent controlled rewriting
system can be transformed into some finite length-reducing left basic confluent controlled rewriting system generating the
same congruence and the same set of irreducible words. Now [9, Theorem 3.8] yields:
Theorem 3.1. [9] Let R be a rational length-reducing left basic confluent rewriting system on X and let L ∈ Rat X∗. Then
L ∈ Rat X∗.
In particular, the theorem holds for finite monadic confluent rewriting systems.
Note that, given amonoidM and a homomorphism ϕ : X∗ → M , the rational subsets ofM are precisely the subsets of the
form Lϕ with L ∈ Rat X∗ [3, Prop. III.2.2]. This characterization will be used throughout the paper without further comment.
Now we can easily deduce from Theorem 3.1 the following characterization of rational subsets, well known in the
particular case of the free group as Benois Theorem [2]:
Corollary 3.2. LetR be a rational length-reducing left basic confluent rewriting system on X and let L ⊆ X∗. Let pi : X∗ → M =
X∗/R] be the canonical homomorphism. Then
Lpi ∈ RatM ⇔ L ∈ Rat X∗.
Proof. Assume that Lpi ∈ RatM . Then we have Lpi = L′pi for some L′ ∈ Rat X∗. Therefore Lpi = Lpi = L′pi = L′pi . Now
Theorem 3.1 yields L = L′ ∈ Rat X∗.
Conversely, assume that L ∈ Rat X∗. Then
Lpi = Lpi ∈ RatM. 
Another straightforward consequence is stated in the next corollary, which generalizes a well-known property of Rat X∗.
Corollary 3.3. Let M be the monoid defined by a rational length-reducing left basic confluent rewriting system R on a finite
alphabet X. Then RatM is closed under the Boolean operations.
Proof. Since RatM is closed under union by definition, it is enough to show that RatM is closed under complementation.
Let pi : X∗ → M = X∗/R] be the canonical homomorphism and let A ∈ RatM . Then A = Lpi for some L ∈ Rat X∗. By
Theorem 3.1, we have L ∈ Rat X∗ and so X∗ \ L ∈ Rat X∗. We show that
M \ A = (X∗ \ L)pi. (1)
Let upi ∈ M \ A, with u ∈ X∗. Then upi = upi and since u ∈ Lwould imply
upi = upi ∈ Lpi = Lpi = A,
we must have u ∈ X∗ \ L and so upi ∈ (X∗ \ L)pi.
Conversely, assume that u ∈ X∗ \ L. Since upi ∈ A = Lpi yields u = u ∈ L, a contradiction, we conclude that upi ∈ M \ A
and so (1) holds.
Since X∗ \ L ∈ Rat X∗ by Theorem 3.1, it follows that M \ A ∈ RatM and so RatM is closed under complementation as
required. 
If we consider the whole reduction class, we are taken into the realm of deterministic context-free languages. By
[9, Lemma 3.6], the result proved by Chottin [5] for finite length-reducing left basic confluent rewriting systems can be
immediately generalized to the rational case:
Theorem 3.4 ([5,9]). Let R be a rational length-reducing left basic confluent rewriting system on a finite alphabet X. Let
M = X∗/R] and let pi : X∗ → M be the canonical homomorphism. For every L ∈ Rat X∗, Lpipi−1 is an effectively constructible
deterministic context-free language.
This constitutes a generalization of the result proved by Sakarovitch in 1979 for finite L [7, Theorem 7.6].
We can now obtain decidability for recognizability:
Corollary 3.5. LetR be a rational length-reducing left basic confluent rewriting systemon a finite alphabet X and letM = X∗/R].
Then it is decidable whether or not a given A ∈ RatM is recognizable.
Proof. Letpi : X∗ → M be the canonical homomorphism.We know that A = Lpi for some L ∈ Rat X∗ and L can be effectively
computed from A. By Theorem 3.4, Lpipi−1 is an effectively constructible deterministic context-free language and so, by [6,
Th. 10.6], it is decidable whether or not Lpipi−1 ∈ Rec X∗. Since
Lpipi−1 ∈ Rec X∗ ⇔ Lpi ∈ RecM
by Lemma 2.1, it is decidable whether or not A = Lpi ∈ RecM . 
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Our attention was called to the fact that results of Sénizergues [8,11,12] may be used and adapted to prove that the
syntactic monoids of rational languages have a decidable word problem in the general case of monoids defined by rational
length-reducing left basic confluent rewriting systems. Among those results, we may need in the more general cases the
decidability of the equivalence problem for deterministic pushdown automata [12]. The complexity of this latter algorithm
is double exponential [15]. In Section 4, we shall give an elementary proof for the restricted case of PR-monoids that is fully
automata-theoretic and has lower complexity.
4. PR-monoids: Syntactic monoids of rational subsets
Formally, a partially reversiblemonoid (PR-monoid) is the monoid defined by a finite monoid presentation Mon〈X | R〉,
where
X = X0 ∪ X±11 ∪ X±12 (2)
is a disjoint union and
R = {xx−1 = 1 | x ∈ X1 ∪ X±12 }. (3)
If X1 = ∅, the corresponding PR-monoid is said to be strict. It is easy to see that a PR-monoid is strict if and only if every left
invertible element is invertible.
Proposition 4.1. Every PR-monoid admits a finite special confluent rewriting system.
Proof. LetM be the PR-monoid defined by the finite monoid presentation Mon〈X | R〉 described by (2) and (3).
We consider the rewriting system on X defined by
R = {xx−1 → 1, x ∈ X1 ∪ X±12 }. (4)
The rewriting system R is obviously finite and special. The proof for (local) confluence is straightforward and can be
omitted. 
For the remaining part of this section, we assume thatM is the PR-monoid defined by the finite rewriting system (4) on
X . Keeping the notation used in Section 2, we denote by pi : X∗ → M the canonical homomorphism and we denote by u the
unique irreducible word equivalent to u ∈ X∗.
We define a relation on X∗ × X∗ by:
(u, v)−→(u′, v′)
if there exists some x ∈ X1 ∪ X±12 such that one of the following conditions holds:
(C1) u = x−1u′ and v′ = xv;
(C2) u′ = xu and v = x−1v′;
(C3) u = u′x and v′ = vx−1;
(C4) u′ = ux−1 and v = v′x.
We denote by
∗−→ the reflexive and transitive closure of−→ and we write
Conj(u, v) = {(u′, v′) ∈ X∗ × X∗ | (u, v) ∗−→(u′, v′)}.
Since (u, v)→ (u′, v′) implies |u′| + |v′| ≤ |u| + |v|, the set Conj(u, v) is finite and can be effectively computed. In fact, we
have:
Lemma 4.2. For all u, v ∈ X∗ × X∗, |Conj(u, v)| ≤ |uv|2 + |uv|.
Proof. We can build an automatonB with |uv| vertices of the form
/ •
u
+
v
3 • /
where for simplicity we assume every edge p
x−→q to have a formal dual edge q x−1−→p for every x ∈ X (i.e, even if x ∈ X0).
For every vertex p inB and j ∈ {0, |uv|}, let gp,j (respectively hp,j) be the label of the clockwise (respectively anticlockwise)
path of length j starting at p.
We claim that, for every (u′, v′) ∈ Conj(u, v), there exists a vertex p inB and j ∈ {0, |uv|} such that
gp,j, hp,|uv|−j ∈ X∗, u′ = gp,j, v′ = hp,|uv|−j. (5)
We proceed by induction. Clearly, (5) holds for (u, v) ∈ Conj(u, v) taking p as the initial vertex and j = |u|. Assume now that
(5) holds for (u′, v′) ∈ Conj(u, v) and assume that (u′, v′)−→(u′′, v′′). We suppose first that (u′′, v′′) is obtained through
(C1). Hence there exists some x ∈ X1∪X±12 such that u′ = x−1u′′ and v′′ = xv′. Since gp,j = x−1u′′, wemaywrite gp,j = wx−1z
with w = 1 and z = u′′. Let q be the vertex obtained by reading wx−1 from p clockwise and let k = j− |w| − 1 ≥ 0. Since
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gp,j = wx−1gq,k, we have gq,k ∈ X∗. On the other hand, hq,|uv|−k = xw−1hp,|uv|−j. Now x ∈ X1 ∪ X±12 , and w = 1 implies
w ∈ X±11 ∪ X±12 , thus hq,|uv|−k ∈ X∗ as well.
Sincew = 1 yieldsw−1 = 1, it follows that
x−1u′′ = u′ = gp,j = wx−1gq,k = x−1gq,k
and so gq,k = xx−1u′′ = u′′. Finally,
hq,|uv|−k = xw−1hp,|uv|−j = xv′ = v′′
and so (5) holds for (u′′, v′′).
Suppose now that (u′′, v′′) is obtained through (C2). Hence there exists some x ∈ X1 ∪ X±12 such that u′′ = xu′ and
v′ = x−1v′′. Since hp,|uv|−j = x−1v′′, we may write hp,|uv|−j = wx−1z with w = 1 and z = v′′. Let q be the vertex obtained
by readingwx−1 from p anticlockwise and let k = j+ |w| + 1. Since |w| + 1 ≤ |uv| − j, we have k ≤ |uv|. Similarly to the
preceding case, the equalities gq,k = xw−1gp,j and hp,|uv|−j = wx−1hq,|uv|−k yield the claim. We omit the proofs for the cases
(C3) and (C4).
Therefore (5) holds. SinceB has |uv| vertices, we get |Conj(u, v)| ≤ |uv|(|uv| + 1) and the lemma is proved. 
Lemma 4.3. Let A ⊆ M and u, v ∈ X∗. If (u′, v′) ∈ Conj(u, v), then
upi ∼A vpi ⇒ u′pi ∼A v′pi.
Proof. Wemay assume that (u, v)−→(u′, v′). Then one of the conditions (C1)–(C4)must be satisfied for some x ∈ X1∪X±12 .
Since (xx−1)pi = 1pi , we have in cases (C1) and (C2) u′pi = (xu)pi and v′pi = (xv)pi . In cases (C3) and (C4) we have
u′pi = (ux−1)pi and v′pi = (vx−1)pi . In any case, upi ∼A vpi implies u′pi ∼A v′pi since∼A is a congruence. 
Theorem 4.4. Let A ∈ RatM. Then the syntactic monoid M/ ∼A has a decidable word problem.
Proof. Write A = Lpi for some L ∈ Rat X∗. Since Lpi = Lpi , we may assume that L = L by Theorem 3.1. By Lemma 2.2, there
exists a finite deterministic accessible X-automatonA = (Q , i, T , E) such that L(A) = L and Lin(A) = X∗.
Let u, v ∈ X∗. We show that (upi, vpi) /∈ ∼A if and only if there exist (w, z) ∈ Conj(u, v), a, b ∈ X∗ and p ∈ (X1 ∪ X±12 )∗
such that one of the following conditions holds:
(D1) awb ∈ L, azb ∈ X∗ \ L;
(D1′) awb ∈ X∗ \ L, azb ∈ L;
(D2) z = 1, apwp−1b ∈ L, ab ∈ X∗ \ L;
(D2′) w = 1, apzp−1b ∈ L, ab ∈ X∗ \ L;
(D3) z = 1, apwp−1b ∈ X∗ \ L, ab ∈ L;
(D3′) w = 1, apzp−1b ∈ X∗ \ L, ab ∈ L.
Intuitively, we want to consider simultaneously the reduction process of words aub, avb. The basic idea is that reduction in
single steps produces pairs of words a′u′b′, a′v′b′ with (u′, v′) ∈ Conj(u, v) and therefore only finitely many words u′, v′
can be thus obtained. Pursuing the reduction process until the end, we claim that we fall necessarily within one of the cases
(D1)–(D3′).
Assume first that (D1) holds. Then (awb)pi ∈ Lpi = A. Since L ⊆ X∗, we have azb /∈ L and so (azb)pi /∈ A. Thus
(wpi, zpi) /∈ ∼A and so (upi, vpi) /∈ ∼A by Lemma 4.3.
Assume now that (D2) holds. Then (apwp−1b)pi ∈ A and ab /∈ L yields (app−1b)pi /∈ A. Thus (wpi, zpi) = (wpi, 1pi) /∈ ∼A
and so (upi, vpi) /∈ ∼A by Lemma 4.3.
The dual cases (D1′), (D2′), (D3) and (D3′) are absolutely similar.
Conversely, assume that (upi, vpi) /∈ ∼A. Then there exist a, b ∈ X∗ such that (aub)pi ∈ A and (avb)pi /∈ A or vice versa.
We use induction on |aub| + |avb| = k, assuming that, for all u′, v′, a′, b′ ∈ X∗ such that:
• (a′u′b′)pi ∈ A and (a′v′b′)pi /∈ A or vice versa;
• |a′u′b′| + |a′v′b′| < k;
there exist (w, z) ∈ Conj(u′, v′), a′′, b′′ ∈ X∗ and p ∈ (X1 ∪ X±12 )∗ such that one of the conditions (D1)–(D3′) holds.
Without loss of generality, we may assume that (aub)pi ∈ A and (avb)pi /∈ A, the opposite case being treated
symmetrically. Hence aub ∈ L and avb /∈ L. If aub, avb ∈ X∗, then (D1) holds for (w, z) = (u, v) trivially, hence we
assume that at least one of the words aub, avb is not irreducible.
Case A: au /∈ X∗.
Then we may write a = a′x, u = x−1u′ for some x ∈ X1 ∪ X±12 . Hence
(a′u′b)pi = (aub)pi ∈ A, (a′xvb)pi = (a′xvb)pi = (avb)pi /∈ A.
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Since |a′u′b| + |a′xvb| < k, we may apply the induction hypothesis and conclude that there exist (w, z) ∈ Conj(u′, xv);
a′′, b′′ ∈ X∗ and p ∈ (X1 ∪ X±12 )∗ such that one of the conditions (D1)–(D3′) holds. Since (u, v)→ (u′, xv) by (C1), we have
(w, z) ∈ Conj(u, v) and so the lemma holds for u, v in this case.
Case B: av /∈ X∗.
This case is symmetric to Case A.
Case C: ub /∈ X∗.
Then we may write u = u′x, b = x−1b′ for some x ∈ X1 ∪ X±12 . Hence
(au′b′)pi = (aub)pi ∈ A, (avx−1b′)pi = (avx−1b′)pi = (avb)pi /∈ A.
Similarly to Case A, there exist (w, z) ∈ Conj(u′, vx−1); a′′, b′′ ∈ X∗ and p ∈ (X1 ∪ X±12 )∗ such that one of the conditions
(D1)–(D3′) holds, and (u, v)→ (u′, vx−1) by (C3) yields (w, z) ∈ Conj(u, v).
Case D: vb /∈ X∗.
This case is symmetric to Case C.
Having proved Cases A–D, we suppose that u, v 6= 1. Since aub /∈ X∗ or avb /∈ X∗, we fall necessarily into one of the cases
A–D.
Suppose now that u = 1. Then v 6= 1, and avb /∈ X∗ takes us into cases C or D, hence we may assume that avb ∈ X∗.
Hence ab /∈ X∗. Since a and b are irreducible, we must have a = a′p, b = p−1b′ for some p ∈ (X1 ∪ X±12 )∗ with ab = a′b′.
Therefore
(a′pvp−1b′)pi = (avb)pi /∈ A, (a′b′)pi = (a′pup−1b′)pi = (aub)pi ∈ A
and so
a′pvp−1b′ ∈ X∗ \ L, a′b′ ∈ L.
Therefore (D3′) holds for (w, z) = (u, v), a′, b′ and p.
The case v = 1 is symmetric.
Therefore we proved that (upi, vpi) /∈ ∼A if and only if there exist (w, z) ∈ Conj(u, v); a, b ∈ X∗ and p ∈ (X1 ∪ X±12 )∗
such that one of the conditions (D1)–(D3′) holds. We prove that each one of these conditions is decidable. Since Conj(u, v)
is a finite computable set, we may assume thatw, z are fixed.
For all q, q′ ∈ Q , write Lqq′ = L(Q , q, q′, E). We show that condition (D1) holds if and only if there exist q1, q2, q3, q4, q5 ∈
Q such that:
(D1a) w ∈ Lq1q2 , z ∈ Lq1q4 ;
(D1b) Lq2q3 ∩ Lq4q5 6= ∅;
(D1c) q3 ∈ T , q5 /∈ T .
In fact, if these conditions hold, we take a ∈ Liq1 (nonempty sinceA is accessible) and b ∈ Lq2q3 ∩ Lq4q5 . Then awb ∈ Liq3 ⊆
L(A) = L and azb ∈ Liq5 ⊆ Lin(A) \ L(A) = X∗ \ L, and (D1) holds.
Conversely, if (D1) holds for (w, z), we have paths inA of the form
i
a−→q1 w−→q2 b−→q3 ∈ T ,
i
a−→q1 z−→q4 b−→q5 /∈ T ,
the existence of the last path following from Lin(A) = X∗. Thus conditions (D1a)–(D1c) hold for q1, q2, q3, q4, q5.
Since conditions (D1a)–(D1c) are clearly decidable for every possible choice of q1, q2, q3, q4, q5 ∈ Q , we conclude that
condition (D1) is decidable.
Next we show that condition (D2) holds if and only if z = 1 and there exist q1, q2, q3, q4, q5, q6 ∈ Q such that:
(D2a) w ∈ Lq2q3 ;
(D2b) Lq1q6 ∩ Lq4q5 6= ∅;
(D2c) Lq1q2 ∩ (Lq3q4)−1 ∩ (X1 ∪ X±12 )∗ 6= ∅;
(D2d) q5 ∈ T , q6 /∈ T .
If these conditions hold, we take a ∈ Liq1 (nonempty sinceA is accessible), b ∈ Lq1q6 ∩ Lq4q5 and
p ∈ Lq1q2 ∩ (Lq3q4)−1 ∩ (X1 ∪ X±12 )∗ 6= ∅.
Then apwp−1b ∈ Liq5 ⊆ L and ab ∈ Liq6 ⊆ X∗ \ L, and (D2) holds.
Conversely, if (D2) holds for (w, z), then z = 1 and we have paths inA of the form
i
a−→q1 p−→q2 w−→q3 p
−1−→q4 b−→q5 ∈ T ,
i
a−→q1 b−→q6 /∈ T ,
with p ∈ (X1 ∪ X±12 )∗. Thus conditions (D2a)–(D2d) hold for q1, q2, q3, q4, q5, q6.
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Note that, given P ∈ Rat X∗, P−1 is an effectively constructible rational language (follows easily from the class of rational
languages being closed under reversal and homomorphic images). Therefore conditions (D2a)–(D2d) are decidable for every
possible choice of q1, q2, q3, q4, q5, q6 ∈ Q and we conclude that condition (D2) is decidable.
Decidability of the remaining conditions follows by duality, thus we can decide whether or not (upi, vpi) /∈ ∼A for all
u, v ∈ X∗. Since
(upi, vpi) ∈ ∼A ⇔ (upi, vpi) ∈ ∼A
for all u, v ∈ X∗, the word problem for the syntactic monoidM/ ∼A is therefore decidable. 
Corollary 4.5. Let A ∈ RatM and let n be the number of vertices ofminA. For all u, v ∈ X∗, u ∼A v is decidable with polynomial
complexity with respect to n+ |X | + |uv|.
Proof. First, note that u ∼A v if and only if u ∼A v. Let us apply the construction of Lemma 2.2 as in the proof of Theorem4.4.
We can turn minA into a complete deterministic automaton by adding a sink vertex. It is a simple exercise to show that the
minimal automaton of X∗ has at most |X | + 1 vertices, hence the finite deterministic accessible X-automatonA has at most
(n + 1)(|X | + 1) vertices [2] and its construction involves a polynomial number of steps. Now, given u, v ∈ X∗, it follows
from Lemma 4.2 that Conj(u, v) has at most |u v|2 + |u v| elements, and the number of steps involved in its computation
is certainly polynomial on |X | + |uv|. Hence it is enough to show that deciding each one of the conditions (D1)–(D3′) for a
fixed (w, z) ∈ Conj(u, v) has the claimed polynomial complexity.
Without loss of generality, we may restrict our attention to (D2). It follows easily that all conditions (D2a)–(D2d) can be
easily checked in the direct productA×A, that has at most (n+1)2(|X |+1)2 vertices, involving only a polynomial number
of steps. 
Note that the computation of minA may involve exponential complexity, but combination of single exponential with
polynomial complexity is still better than double exponential.
5. PR-monoids: Recognizability
Keeping the notation of the preceding section, we assume that pi : X∗ → M is the canonical homomorphism onto the
PR-monoid defined by (4), and we denote by u the unique irreducible word equivalent to u ∈ X∗.
We introduce a strict PR-monoid associated toM . LetR′ denote the rewriting system on X defined by
R′ = {xx−1 → 1, x ∈ X±11 ∪ X±12 }.
Let M ′ = X∗/R′]. We denote by pi ′ : X∗ → M ′ the canonical homomorphism and we denote by u˜ the unique irreducible
word equivalent to u ∈ X∗ moduloR′].
Lemma 5.1. Let L ∈ Rat X∗ be such that ((x−1x)pi, 1pi) ∈ ∼Lpi for every x ∈ X1. Then Lpipi−1 = Lpi ′pi ′−1.
Proof. SinceR ⊆ R′, we haveR] ⊆ R′] and so
Lpipi−1 = LR] ⊆ LR′] = Lpi ′pi ′−1.
Conversely, let u ∈ Lpi ′pi ′−1 = LR′]. By the definition of congruence generated by a relation, u is obtained from some
v ∈ L by successively inserting/deleting factors of the form yy−1, with y ∈ X±11 ∪ X±12 . Since ((x−1x)pi, 1pi) ∈ ∼Lpi for
every x ∈ X1, Lemma 2.1 yields (x−1x, 1) ∈ ∼Lpipi−1 for every x ∈ X1 and so we actually have (yy−1, 1) ∈ ∼Lpipi−1 for every
y ∈ X±11 ∪ X±12 . Therefore Lpipi−1 is closed under inserting/deleting factors of the form yy−1. Since v ∈ L ⊆ Lpipi−1, we
conclude in particular that u ∈ Lpipi−1. Therefore Lpi ′pi ′−1 ⊆ Lpipi−1 and so equality holds. 
Theorem 5.2. Let L ∈ Rat X∗. Then Lpi ∈ RecM if and only if the following conditions hold:
(i) Lpi ′ ∈ RecM ′;
(ii) ((x−1x)pi, 1pi) ∈ ∼Lpi for every x ∈ X1.
Proof. By Lemma 2.1, we have Lpi ∈ RecM (respectively Lpi ′ ∈ RecM ′) if and only if Lpipi−1 ∈ Rat X∗ (respectively
Lpi ′pi ′−1 ∈ Rat X∗). Therefore, by Lemma 5.1, it suffices to show that Lpi ∈ RecM implies condition (ii), since the latter
yields Lpipi−1 = Lpi ′pi ′−1.
Assume that Lpi ∈ RecM and let x ∈ X1. Since σ = ∼Lpi has finite index, there existm, n > 0 such that xnpiσ = xn+mpiσ .
Thus
(x−1x)piσ = (xnx−n−1x)piσ = (xn+mx−n−1x)piσ = xmpiσ
= (xmxnx−n)piσ = (xnx−n)piσ = 1piσ
as required. 
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In view of Theorem 4.4, the preceding result reduces the characterization of recognizable subsets of PR-monoids to
the characterization of recognizable subsets of strict PR-monoids. In particular, if X0 = ∅, we reduce our problem to the
characterization of recognizable subsets of the free group. This is not too surprising taking into account the well-known fact
that finite (cyclic) groups are the unique finite quotients of the bicyclic monoid.
Lemma 5.3. Let L ∈ Rat X∗ be nonempty and such that Lpi ∈ RecM. LetA = minLpipi−1 = (Q , i, T , E). Then:
(i) for all x ∈ X±11 ∪ X±12 and p ∈ Q , (p, x, q) ∈ E for some q ∈ Q ;
(ii) for all x ∈ X±11 ∪ X±12 and p, q ∈ Q ,
(p, x, q) ∈ E ⇒ (q, x−1, p) ∈ E.
Proof. (i) Let x ∈ X±11 ∪ X±12 and p ∈ Q . SinceA is trim, we have a path
i
u−→p v−→t ∈ T .
Since Lpi ∈ RecM , we have ((y−1y)pi, 1pi) ∈ ∼Lpi for every y ∈ X1 by Theorem 5.2, hence Lpipi−1 = Lpi ′pi ′−1 by Lemma 5.1
and so L(A) = Lpi ′pi ′−1. In particular, uv ∈ L(A) = Lpi ′pi ′−1. It follows that (uxx−1v)pi ′ = (uv)pi ′ ∈ Lpi ′ and so
uxx−1v ∈ Lpi ′pi ′−1 = L(A). SinceA is deterministic, this implies (p, x, q) ∈ E for some q ∈ Q .
(ii) Suppose that there exist x ∈ X±11 ∪ X±12 and p, q ∈ Q such that
(p, x, q) ∈ E, (q, x−1, p) /∈ E.
By (i), we have (q, x−1, r) ∈ E for some r ∈ Q . Since r 6= p andA is minimal, there exists some v ∈ X∗ such that one of the
following four situations holds:
• there exist paths of the form p v−→t ∈ T , r v−→s /∈ T ;
• there exists a path of the form p v−→t ∈ T and rv is undefined;
• there exist paths of the form p v−→s /∈ T , r v−→t ∈ T ;
• there exists a path of the form r v−→t ∈ T and pv is undefined.
Fix a path i
u−→p. Then we have either
uv ∈ L(A), uxx−1v /∈ L(A)
or
uv /∈ L(A), uxx−1v ∈ L(A).
Since we observed in part (i) that L(A) = Lpi ′pi ′−1, the equivalence
uv ∈ Lpi ′pi ′−1 ⇔ uxx−1v ∈ Lpi ′pi ′−1
does not hold. Since (uv)pi ′ = (uxx−1v)pi ′, we reach a contradiction. Therefore (ii) holds. 
Lemma 5.4. Suppose that M is strict. Let L ∈ Rat X∗ be nonempty and such that Lpi ∈ RecM. LetA = minLpipi−1 . Then
minL = acc(A×minX∗).
Proof. WriteA = (Q , i, T , E), minX∗ = (Q ′, i′, T ′, E ′) andB = acc(A×minX∗). Clearly,
L(B) = L(A×minX∗) = L(A) ∩ L(minX∗) = Lpipi−1 ∩ X∗ = L.
Moreover,B is an accessible deterministic X-automaton. We show that it is also co-accessible and therefore trim.
Let (p, p′) ∈ Q × Q ′ be a state ofB. Then there exists a path inB of the form
(i, i′) u−→(p, p′).
In particular, we have a path
i
u−→p
inA. Note that, sinceA is deterministic, we may conclude from Lemma 5.3 that
r
ab−−→s⇔ r axx−1b−−−−→s
holds inA for all r, s ∈ Q ; a, b ∈ X∗ and x ∈ X±12 . Therefore
r
w−→s⇔ r w−→s (6)
holds inA for all r, s ∈ Q andw ∈ X∗.
Suppose first that u = u′x for some u′ ∈ X∗ and x ∈ X±12 . By Lemma 5.3(i), we have a path of the form
p
xn−→q
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inA for n = |Q |. SinceA is trim, we also have a path
q
v−→t ∈ T
inA for some v ∈ X∗ satisfying |v| < n. Thus uxnv ∈ L(A) = Lpipi−1 and so uxnv ∈ L(A). Since u labels a path in minX∗ , we
have u ∈ X∗ and so uxn = u′xn+1 ∈ X∗. Since |v| < n, we conclude that
uxnv = uxnv ∈ L(A) ∩ X∗ = L(B).
Hence (p, p′) is co-accessible as required.
Finally, suppose that u /∈ X∗X±12 . SinceA is trim, we must have a path of the form
p
v−→t ∈ T
in A. By (6), we may assume that v ∈ X∗. Since u, v ∈ X∗ and u /∈ X∗X±12 , it follows that uv ∈ X∗. Then we have a path of
the form
p′ v−→t ′ ∈ T ′
in minX∗ and so there is a path
(p, p′) v−→(t, t ′) ∈ T × T ′
inB. ThusB is accessible and therefore trim.
To show that B is minimal, it remains to prove that any two distinct states (p, p′), (q, q′) of B can be distinguished by
paths into terminal states. SinceB is accessible, we have paths of the form
(i, i′) u−→(p, p′), (i, i′) v−→(q, q′)
inB. In particular, u, v ∈ X∗.
Suppose first that p′ 6= q′. Without loss of generality, we may assume that p′w ∈ T ′ and q′w /∈ T ′ for some w ∈ X∗.
Since p′w ∈ T ′ yields uw ∈ X∗, we obtain w ∈ X∗ and from q′w /∈ T ′ we conclude that vw /∈ X∗. This implies that v = v′x,
w = x−1w′ for some x ∈ X±12 , hence p′x−1 6= ∅ and q′x−1 = ∅. On the one hand, we have by Lemma 5.3(i) a path of the form
p
x−1−−→r
inA and so there is a path
(p, p′) x
−1−−→(r, r ′)
inB (since (p, p′) is accessible, (r, r ′) is accessible). Since we have already proved thatB is trim, we may extend this path
into some terminal state by
(r, r ′) z−→(t, t ′) ∈ T × T ′.
On the other hand, q′x−1 = ∅ in minX∗ implies (q, q′)x−1z = ∅ inB and so (p, p′), (q, q′) can be distinguished by paths into
terminal states.
Finally, assume that p′ = q′ and p 6= q. Without loss of generality, wemay assume that pw = t ∈ T and qw /∈ T for some
w ∈ X∗. By (6), we may assume thatw ∈ X∗.
Suppose first that uw ∈ X∗. Then p′w ∈ T ′ and so (p, p′)w ∈ T × T ′ and (q, q′)w /∈ T × T ′ as required. Assume now
that uw /∈ X∗. Then we may write u = u′x, w = x−1w′ for some x ∈ X±12 . By Lemma 5.3(i), we have a path p x
n−→r inA for
n = |Q |. Since n = |Q | andA is deterministic, we may factor this path as
p
xn1−→r xn2−→r
with n2 > 0. In view of Lemma 5.3(ii),A is codeterministic and so the vertex pmust occur somewhere in the loop r
xn2−→r .
It follows that there is a loop p
xm−→p with m > |w|. The same argument can be of course applied to state q, and taking a
common multiple if necessary we may assume that xm labels a loop at state q as well.
Hence we have a path inA given by
i
u−→p xm−→p w−→t ∈ T
and so uxmw ∈ L(A). Sincem > |w| and u = u′x, we get uxmw = uxmw. By (6), we obtain a path
p
xmw−−−−→t.
Since uxmw ∈ X∗, we have p′xmw ∈ T ′ and so (p, p′)xmw ∈ T × T ′. On the other hand, qxmw = qxmw = qw /∈ T since
xm labels a loop at q and in view of (6), we conclude that (q, q′)xmw /∈ T × T ′ and so (p, p′), (q, q′) can be distinguished by
paths into terminal states also in this final case.
ThereforeB is minimal. 
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Given an X-automatonA = (Q , i, T , E), define
D(A) = (Q , i, T ,D(E))
for
D(E) = E ∪ {(q, x−1, p) | (p, x, q) ∈ E, x ∈ X±11 ∪ X±12 }.
This construction was introduced in [13] for the free group case.
Lemma 5.5. Let L ∈ Rat X∗ be nonempty and such that Lpi ∈ RecM and let min˜L = (Q0, i0, T0, E0). Let x ∈ X±11 ∪ X±12 and
p ∈ Q0. Then (p, x, q) ∈ D(E0) for some q ∈ Q0.
Proof. LetA = (Q1, i1, T1, E1) = minLpi ′pi ′−1 . By Lemma 5.4, we may write
min˜L = acc(A×minX˜∗).
Let minX∗ = (Q2, i2, T2, E2) and write p = (p1, p2). Since p is accessible, we have a path i0 u−→p in min˜L for some u ∈ X∗.
Assume first that u ∈ X∗x−1. Then we have paths of the form
i0
u′−→p′ x−1−−→p
in min˜L. Clearly, p
′ is accessible and (p, x, p′) ∈ D(E0) as required.
Assume now that u /∈ X∗x−1. Then ux ∈ X˜∗ and so there exists q2 ∈ Q2 such that (p2, x, q2) ∈ E2.
On the other hand, by Theorem 5.2, we have Lpi ′ ∈ RecM ′. Thus, by Lemma 5.3(i), there exists some q1 ∈ Q1 such
that (p1, x, q1) ∈ E1. Hence (p, x, (q1, q2)) is an edge of A × minX˜∗ . Since p is accessible, (q1, q2) is also accessible and so
(p, x, (q1, q2)) ∈ E0. 
Our next result generalizes [13, Th. 4.6], proved for the free group case.
Theorem 5.6. Suppose that M is strict and let L ∈ Rat X∗. Let minL = (Q0, i0, T0, E0). Then Lpi ∈ RecM if and only if the
following conditions hold:
(i) for all x ∈ X±12 and p ∈ Q0, (p, x, q) ∈ D(E0) for some q ∈ Q0;
(ii) L(D(minL)) = L.
Proof. Assume first that Lpi ∈ RecM . Let A = (Q , i, T , E) = minLpipi−1 and A′ = (Q ′, i′, T ′, E ′) = minX∗ . Note that A is
finite in view of Lemma 2.1. By Lemma 5.4, we may write minL = acc(A×A′).
By Lemma 5.5, condition (i) holds.
Since L ⊆ L(D(minL)) trivially, we have
L ⊆ L(D(minL)).
Conversely, let
(i, i′) = (p0, q0) x1−→(p1, q1) x2−→· · · xn−→(pn, qn) ∈ T × T ′
be a successful path in D(minL) = D(acc(A×A′)). For every j ∈ {1, . . . , n}, we have either
((pj−1, qj−1), xj, (pj, qj)) ∈ E0 or ((pj, qj), x−1j , (pj−1, qj−1)) ∈ E0.
Thus (pj−1, xj, pj) ∈ E or (pj, x−1j , pj−1) ∈ E. By Lemma 5.3(ii), we obtain in any case (pj−1, xj, pj) ∈ E and so x1x2 . . . xn ∈
L(A) = Lpipi−1. Hence L(D(minL)) ⊆ Lpipi−1 and so
L(D(minL)) ⊆ Lpipi−1 = L.
Thus condition (ii) holds.
Conversely, assume that conditions (i) and (ii) hold. On the one hand, condition (ii) yields (L(D(minL)))pi = Lpi and so
L(D(minL)) ⊆ Lpipi−1.
On the other hand, it follows from condition (i) that, for every x ∈ X±12 , xx−1 labels a loop in D(minL) at every vertex.
Therefore, the implication
uv ∈ L(D(minL))⇒ uxx−1v ∈ L(D(minL))
holds for all u, v ∈ X∗ and x ∈ X±12 . Since every word in Lpipi−1 can be obtained from some word in L ⊆ L(D(minL)) by
successively inserting factors of the form xx−1 (x ∈ X±12 ), we conclude that
Lpipi−1 ⊆ L(D(minL)).
Thus
Lpipi−1 = L(D(minL)) ∈ Rat X∗
and so Lpi ∈ RecM by Lemma 2.1. 
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We can now generalize the preceding result to the nonstrict case:
Theorem 5.7. Let L ∈ Rat X∗ be nonempty and let min˜L = (Q0, i0, T0, E0). Then Lpi ∈ RecM if and only if the following
conditions hold:
(i) for all x ∈ X±11 ∪ X±12 and p ∈ Q0, (p, x, q) ∈ D(E0) for some q ∈ Q0;
(ii) ˜L(D(min˜L)) = L˜;
(iii) ((x−1x)pi, 1pi) ∈ ∼Lpi for every x ∈ X1.
Proof. Assume that Lpi ∈ RecM . Condition (i) follows from Lemma 5.5. By Theorem 5.2, condition (iii) holds and Lpi ′ ∈
RecM ′. Thus condition (ii) follows from Theorem 5.6.
Conversely, assume that conditions (i)–(iii) hold. By Theorem 5.6, we have Lpi ′ ∈ RecM ′. Together with condition (iii),
this implies Lpi ∈ RecM by Theorem 5.2. 
Corollary 5.8. Let A ∈ RatM and let n be the maximum number of vertices of minA˜, minA. Then A ∈ RecM is decidable with
polynomial complexity with respect to n+ |X |.
Proof. It is enough to give polynomial bounds for conditions (i)–(iii) of Theorem 4.4. This is trivial for (i), and a polynomial
bound for (iii) follows from Corollary 4.5. The nontrivial inclusion in (ii) remains to be considered.
Indeed, ˜L(D(minA˜)) ⊆ A˜ is equivalent to saying that
˜L(D(minA˜)) ∩ (X∗ \ A˜) = ∅.
On the one hand, D(minA˜) has still at most n vertices, and so ˜L(D(minA˜)) has at most n(|X | + 1) vertices [2].
On the other hand,minA˜ can be easily adapted to recognize X
∗\A˜, adding atmost one extra vertex, and nowwe can decide
empty intersection using the direct product of these two automata, which can certainly be done at polynomial cost. 
Thus we obtain a much more efficient algorithm for deciding recognizability in comparison with the one arising from
Section 3, that involves at least double exponential complexity.
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