GLOBAL is a multi-start type stochastic method for bound constrained global optimization problems. Its goal is to find the best local minima that are potentially global. For this reason it involves a combination of sampling, clustering, and local search. The role of clustering is to reduce the number of local searches by forming groups of points around the local minimizers from a uniformly sampled domain and to start few local searches in each of those groups. We evaluate the performance of the GLOBAL algorithm on the BBOB 2009 noiseless testbed, containing problems which reflect the typical difficulties arising in real-world applications. The obtained results are also compared with those obtained form the simple multi-start procedure in order to analyze the effects of the applied clustering rule. An improved parameterization is introduced in the GLOBAL method and the performance of the new procedure is compared with the performance of the MATLAB GlobalSearch solver by using the BBOB 2010 test environment.
Introduction
In this paper, global optimization problems subject to variable bound constraints are considered: min
where f (x) is the objective function, X is the set of feasibility, a rectangular domain defined by bounds on the variables, and D is the dimension of the search space. In general, we assume that the objective function is twice continuously differentiable, although this is not necessary for the global optimization framework procedure; with a proper local search algorithm, nondifferentiable problems can also be solved. Several stochastic strategies have been developed in the recent past in order to solve the problem in Equation (1). Usually they consist of two phases: the global and the local. During the global phase, random points are drawn from the search space X according to a certain, often uniform, distribution. Then, the objective function is evaluated in these points. During the local phase, the sample points are manipulated by means of local search to yield a candidate global minimum. We assume that a proper local search method LS is available. It can be started from an arbitrary point x 0 ∈ X and then this algorithm generates the sequence of points in X which converges to some x * := LS(x 0 ) ∈ X, that is, the local minimizer related to the starting point x 0 . These methods are also called multi-start techniques, because they apply local searches to each point in a random sample drawn from the feasible region (Boender et al., 1982b; Timmer, 1987a, 1987b) . However, the multi-start method is inefficient when it performs local searches starting from all sample points. That is, in such cases some local minimizer points will be found several times. Since local search is the most time-consuming part of the method, it should ideally be invoked no more than once in every region of attraction.
Various improvements were proposed by diverse authors in order to reduce the number of local searches (see, e.g., Törn, 1978; Rinnooy Kan and Timmer, 1987a; Guss et al., 1995) . The two most important methods which are aimed at reducing the number of performed local searches are the clustering methods and the multi level single linkage (MLSL) algorithms.
The basic idea behind clustering methods is to form groups (clusters) around the local minimizers from a uniformly sampled domain and to start with as low a number of local searches as possible in each of those groups. In other words, the procedure tries to identify the regions of attraction of the given function.
MLSL methods have been derived from clustering methods (Rinnooy Kan and Timmer, 1987b) . In this algorithm, the local search procedure is applied to every sample point, except if there is another sample point within some critical distance which has a lower function value.
Random linkage (RL) multi-start algorithms introduced by Locatelli and Schoen (1999) retain the good convergence properties of MLSL. Uniformly distributed points are generated one by one, and LS is started from each point with a probability given by a nondecreasing function φ(d), where d is the distance from the current sample point to the closest of the previous sample points with a better function value.
The multi-start clustering global optimization method called GLOBAL (Csendes, 1988) was introduced in the 1980s for bound constrained global optimization problems with black box type objective functions. The algorithm is based on Boender's algorithm (Boender et al., 1982b) , and its goal is to find the best local minimizer points that are potentially global. The local search procedure used by GLOBAL was originally either a quasi-Newton procedure with the Davidon-Fletcher-Powell (DFP) update formula (Davidon, 1959) or a random walk type direct search method called UNIRANDI (for details, see Järvi, 1973) . The main idea behind quasi-Newtonian methods is the construction of a sequence of matrices providing improved approximation of the Hessian matrix (or its inverse) by applying rank-one (or rank-two) update formula in order to avoid the direct and costly calculations. The DFP formula was the earliest scheme for constructing the inverse Hessian and it has theoretical properties that guarantee superlinear (fast) convergence rate and global convergence under certain conditions. GLOBAL was originally coded in Fortran and C. In several recent comparative studies (e.g., Mongeau et al., 2000; Moles et al., 2003) , this method performed quite well in terms of both efficiency and robustness, obtaining the best results in many cases.
Based on the old GLOBAL method, we introduced a new version (Csendes et al., 2008) coded in MATLAB. The algorithm was carefully analyzed and it was modified in some places to achieve better reliability and efficiency while allowing higher dimensional problems to be solved. In the new version, we use the quasi-Newton local search method with the Broyden-Fletcher-Goldfarb-Shanno (BFGS) update instead of the earlier DFP. Numerical experiments (Powell, 1986) showed that the performance of the BFGS formula is superior to the DFP formula. All three versions of the algorithm (Fortran, C, MATLAB) are freely available for academic and nonprofit purposes. 1 The aim of the present work is to benchmark the GLOBAL algorithm and compare the performance of it with a simple multi-start procedure and with the MATLAB GlobalSearch solver on a testbed which reflects the typical difficulties arising in real-word applications. In the first comparison, the main goal was to examine the benefits of the clustering procedure over the simple multi-start type method, while in the second case the comparison of the global phase of the two methods was our target. The remainder of the paper is organized as follows: The GLOBAL method is presented in Section 2 and the test environment in Section 3. The benchmarking on the BBOB 2009 noiseless testbed Hansen et al., 2009a ) is done in Section 4 and it is based on the unpublished report from Pál et al. (2009) . During this section, we also describe the parameters and settings in the test. The CPU timing experiment is presented in Section 4.2, while the discussion of the results is given in Section 4.3. The comparison of the GLOBAL and the simple multi-start procedure is described in Section 4.4.
In Section 5, we compare GLOBAL with the MATLAB GlobalSearch method using the BBOB 2010 test environment. The new parameter settings of the GLOBAL method are presented in Section 5.1, while the GlobalSearch method is overviewed in Section 5.2. Section 5.3 contains the comparison results.
Presentation of the GLOBAL Algorithm
The GLOBAL method has a global phase and a local phase. The global phase consists of sampling and clustering, while the local phase is based on local searches. The local minimizer points are found by means of a local search procedure, starting from appropriately chosen points from the sample drawn uniformly within the set of feasibility. In an effort to identify the region of attraction of a local minimizer, the procedure invokes a clustering algorithm. The role of clustering is to reduce the number of local searches by forming groups of points around the local minimizers from a uniformly sampled domain and start local searches as few times as possible in each of those groups. Clusters are formed stepwise, starting from a seed point, which may be an unclustered point with the lowest function value or the local minimum found by applying local search to this point. New points are attached to the cluster according to clustering rules.
GLOBAL uses the SL clustering rule (Boender et al., 1982b; Rinnooy Kan and Timmer, 1987a) , which is constructed in such a way that the probability that a local method will not be applied to a point that would lead to an undiscovered local minimizer diminishes to zero when the size of the sample grows. In this method, the clusters are formed sequentially and each of them is initiated by a seed point. The distance between two points x and x in the neighborhood of the seed point x s is defined as
else 16 . Apply clustering to the unclustered points using x s as seed point. until Some global stopping rule is satisfied.
22.
return The smallest local minimum value found.
where H (x s ) is the Hessian of the objective function at the seed point. If x s is a local minimizer, then a good approximation of H (x s ) can be obtained by using the BFGS method, otherwise H (x s ) can be replaced by the identity matrix. Let C(x s ) denote the cluster initiated by the seed point x s . After a cluster C(x s ) is initiated, we find an unclustered sample point x such that d(x,y) is minimal, where y ∈ C(x s ). This point is then added to C(x s ), after which the procedure is repeated until min y∈C(x s ) d(x, y) exceeds some critical value r k . The applied critical distance in our algorithm is based on the one used in Boender et al. (1982a) which is
where is the gamma function, |H (x s )| denotes the determinant of H (x s ), m(X) is the Lebesgue measure of the set X, and α ∈ (0, 1) is a parameter of the clustering procedure. The main steps of GLOBAL are summarized in Algorithm 1. In line 2 of Algorithm 1, the X * and X (1) sets are initialized, where X * is a set containing the local minimizer points found so far, while X
(1) is a set containing sample points to which the local search procedure was applied unsuccessfully in the sense that the already known local minimizer was found again. Moreover, the set X
(1) has the role of further reducing the number of local searches by applying clustering using the elements of it as seed points. The number of new drawings is denoted by k, set initially to 0. The algorithm contains a main iteration loop in the steps from line 4 to line 20, that will be repeated until some global stopping rule is satisfied. In line 5, N points are generated uniformly on X. In line 6, a reduced sample is constructed by taking those γ kN points of the accumulated sample that have the lowest function values. The accumulated sample contains all points sampled during the iterations. A clustering procedure is then applied to the reduced sample (line 7). The elements of X * are first chosen as seed points, followed by the elements of X (1) . In case of a seed point x s , we add all unclustered reduced sample points which are within the critical distance r k to the cluster initiated by x s . In the first iteration, X * and X (1) are empty and thus no clustering takes place.
Between lines 8 and 20, we iterate over the unclustered points from the reduced sample and apply a local search procedure to them to find a local minimizer point x * . The point x is then added to the C(x * ) cluster (line 11). If x * is a new local minimizer point, then we add it to X * (line 13) and choose it as the next seed point (line 14), otherwise we add x to X (1) (line 16) and choose it as the next seed point (line 17). In line 19, we again apply the clustering procedure to the unclustered reduced sample points, which are within a critical distance from the cluster initiated by the seed point x s . In line 22, the smallest local minimum value is returned.
One of the questions in applying a stochastic method is when to stop it. Several approaches based on different assumptions about the properties of possible objective functions f and using some stochastic techniques have been proposed to design a proper stopping rule.
A Bayesian stopping rule for the multi-start algorithm was introduced by Zieliński (1981) and further developed later (Boender and Zieliński, 1982; Rinnooy Kan, 1987, 1991; Betrò and Schoen, 1992, among others) .
Most Bayesian stopping rules for multi-start techniques are based on the collected knowledge about the size of the sample and the number of local minimizers detected. In our GLOBAL algorithm, we stop the search (line 21) when it has not found any new local minimizer point in the actual iteration step. Apart from this principal stopping criterion, GLOBAL contains further stopping rules in order to stop the optimization process when this takes too long. The first one stops the algorithm when it exceeds the upper limit on the number of iterations, while the second one stops the search when the number of the found local minimizer points is larger than a prescribed value.
The Test Environment Description
In this paper, the numerical experiments are conducted on a testbed composed of 24 noiseless test functions Hansen et al., 2009a) . These functions have been constructed so that they reflect the real-word application difficulties and are split into several groups such as separable functions (f 1 -f 5 ), functions with low or moderate conditioning (f 6 -f 9 ), functions with bad conditioning and unimodal (f 10 -f 14 ), multimodal with adequate global structure (f 15 -f 19 ), multimodal with weak global structure (f 20 -f 24 ). All functions are scalable with dimension; thus, in our tests we used 2, 3, 5, 10, and 20 as dimensions. Additionally, all functions are defined over R D , while the actual search domain is [−5; 5] D . Every function has an artificially chosen optimal function value. Consequently, for each function, different instances can be generated. Each function is tested over five different instances and the experiments are repeated three times for each instance. The performance of the algorithm is evaluated over all 15 trials. The success criterion of a run is to reach the f t = f opt + f t target value, where f opt is the (preknown) optimal function value, and f t is the precision to reach.
In order to quantify the search cost of an algorithm, a performance measure should be provided. The main performance measure adopted in this paper Price, 1997) is the expected runtime (ERT). The ERT depends on a given target function value, and is computed over all relevant trials as the number of function Evolutionary Computation Volume 20, Number 4 evaluations used during the trials up to the point where the best function value was not able to reach f t , summed over all trials, and divided by the number of trials that actually reached f t . Formally
where p S is the probability of success, the ratio of the number of successful runs over the total number of runs, and RT S and RT US denote the average number of function evaluations for successful and unsuccessful trials, respectively. The results are also presented using the empirical cumulative distribution function (ECDF) of the distribution of ERT divided by D to reach a given target function value. This shows the empirical cumulated probability of success on the problems considered depending on the allocated budget. For a more detailed environment and experimental description, see Hansen, Auger, et al. (2009) and .
Benchmarking GLOBAL on the BBOB 2009 Noiseless Testbed

Parameter Tuning and Setup
GLOBAL has six parameters to set: the number of sample points to be generated within an iteration step, the number of best points to be selected for the reduced sample, the stopping criterion parameter for the local search, the maximum number of function evaluations allowed for local search, the maximum number of local minima to be found, and the type of local method to be used. All these parameters have a default value and usually it is enough to change only the first three of them.
In all dimensions and for all functions, we used 300 sample points, and the two best points were kept for the reduced sample. In 2, 3, and 5 dimensions, we used the Nelder-Mead simplex method (Nelder and Mead, 1965) as implemented by Kelley (1999) as a local search with 10 -8 as termination tolerance parameter value and with 5,000 as the maximum number of function evaluations. In 10 and 20 dimensions with the f 3 , f 4 , f 7 , f 16 , and f 23 functions, we used the previous settings with a local search tolerance of 10 -9 . Finally, in the case of the remaining functions, we used MATLAB's fminunc function as the local search method using the BFGS update formula with 10,000 as the maximum number of function evaluations and with 10 -9 as the termination tolerance parameter value.
As can be observed, during parameter tuning, we used two different settings. In lower dimensions we used the Nelder-Mead method, while in higher dimensions the BFGS local search was applied to all functions except for five of them. Although this kind of a priori parameter setting is not suggested in general, the two important parameters of GLOBAL (the number of sample points, the number of best points selected) were the same on the entire testbed. The different settings may be characterized with the crafting effort (Price, 1997; Hoos and Stützle, 1998) for each dimensionality in the following way:
where n = K k=1 n k is the number of functions in the testbed and n k is the number of functions, where the parameter setting with index k was used for k = 1, . . . , K, K is the number of different parameter settings. The crafting effort CrE = 0 for dimensions 2, 3, and 5, while for D = 10, 20 it can be calculated as CrE 10 = CrE 20 = −( 
CPU Timing Experiment
For the timing experiment, the GLOBAL algorithm was run on the test function f 8 , and restarted until at least 30 s had passed (according to Figure 2 in Hansen, Auger, et al., 2009) . These experiments have been conducted with an Intel Core 2 Duo 2.00 GHz processor computer under Windows XP using the MATLAB 7.6.0.324 version. We have completed two experiments using the BFGS and the simplex local search methods. The other algorithm parameters were the same. In the first case (BFGS) the results were (2.8, 2.9, 3.0, 3.0, 3.2, 3.2) × 10 -4 s, while in the second case (Nelder-Mead simplex) they were (2.6, 2.9, 3.4, 4.6, 7.5, 21.0) × 10 -4 s per function evaluation in dimensions 2, 3, 5, 10, 20, and 40, respectively. The CPU time of a function evaluation of the BFGS search grows sublinearly with the dimension. The slow increase in the CPU time is due to the initializing process. In lower dimensions, there will be more restarts (before reaching 30 s) which means that there will be more initializations. We assume the CPU time per function evaluation would increase given that the dimensionality is large enough. For the Nelder-Mead simplex method, the CPU time increases with dimension linearly up to 20-dimensional problems, while for 40-dimensional functions, a rapid increase can be observed.
Results and Discussion
Results from experiments according to Hansen, Auger, et al. (2009) on the benchmark functions Hansen et al., 2009a) are presented in Figure 1 and Tables 2  and 3.  Tables 2 and 3 For low search space dimensions, the algorithm shows good results on many functions. The number of solved functions amounts to 18, 16, 11, 8, and 5, out of 24 functions for dimensions 2, 3, 5, 10, and 20. Note that GLOBAL obtains the highest number of successful trials in separable, moderate, ill-conditioned, and weak structure noiseless functions, especifically for f 1 , f 2 , f 5 , f 6 , f 8 , f 9 , f 10 , f 11 , f 12 , f 21 , and f 22 in dimensions 2, 3, and 5. For f 1 , f 2 , f 5 , f 8 , and f 9 , the method obtained successful trials for all dimensions.
The scaling of the expected number of function evaluations with the problem dimension is closely linear for f 8 , f 9 and is approximately quadratic for f 2 . For f 1 and f 5 we observe a decreasing tendency (see Figure 1) . These results are due to the stochastic nature of the method; usually the ERT grows sublinearly on these functions. The run times to reach the final target function value in case of the solved problems in the 20-dimension range between 25D and 2,500 D.
Considering the different function subgroups, the best behavior of the GLOBAL algorithm can be observed on the separable (except f 3 and f 4 ), moderate (except f 7 ) and ill-conditioned functions. The good performance on these subgroups is due to the unimodal property of the objective functions. On the other hand, for most of these functions, the global optimum has quite a large region of attraction (e.g., f 8 and f 9 ); hence, there is a very good chance to sample in these regions. In the case of the f 6 (Attractive sector) and f 11 (Discus) functions in 20 dimensions up to the target precision 10 -1 , all 15 trials were successful, but the method failed to reach f = 10 -3 . The results on the attractive sector function can be improved by increasing the function evaluation limit of the BFGS method, while for the Discus function, f 11 , one cannot find a better target precision value than 10 -1 in 20D due to a problem of BFGS local search. In this case, the local search method stops too early because it cannot decrease the objective function along the current search direction. Finding the final target function values for f 8 and f 9 are mainly due to the BFGS local search and partly to the property of these functions presented previously. GLOBAL also performs well on Gallagher's multimodal functions f 21 and f 22 with weak global structure. Compared to the best algorithm from BBOB 2009, the GLOBAL method can improve the ERT in 5D and 20D on the latter functions.
The hardest problems for which the method did not reach the solution in higher dimensions are the multimodal Rastrigin functions, f 3 , f 4 , f 15 , and f 24 . In the case of the last one even in 2D we could not find a better target precision value than 10 -2 , while in the case of the functions f 3 , f 4 , and f 15 , the f best value is not better than 10 in 5D and 10 2 in 20D. The common feature of these functions is that they have more than 10 D local optima. Therefore, the algorithm cannot discover the overall function structure. Moreover, the size of the basin of attraction of the global optimum is small for these problems; hence, the algorithm fails to satisfactorily sample in these regions. GLOBAL also fails to reach a target value below 1 on the multimodal functions f 17 and f 19 with adequate global structure in 5D and 10 in 20D. The reason for this is the same as presented above.
Considering the individual maximum number of function evaluations, GLOBAL performs well on ill-conditioned functions and on the multimodal weakly structured functions for a budget smaller than a thousand times D. A similar conclusion was reached in , where 31 algorithms were compared on a testbed of functions in dimensions up to 40. GLOBAL was remarked together with both NEWUOA (Powell, 2006) and MCS (Huyer and Neumaier, 1999) as best for a function evaluation budget of up to 500D function values, but was no longer competitive when the budget was significantly larger.
Clustering Effect Versus Simple Multi-Start
As we described earlier, the clustering is applied to decrease the number of local searches. In this section we investigate the effect of the clustering procedure on the efficiency of the GLOBAL algorithm and we compare it with a simple multi-start (MSTART) procedure where 10 4 independent local searches are started from randomly generated points. In other words, we restart the search whenever the local search has converged to a local optimum until the maximum number of function evaluations is reached. In this experiment, we used 10 5 as the maximum number of function evaluations. These parameter settings are reasonable since for the GLOBAL method we used similar values. Regarding the local search and its parameters, we use the same scheme (depending on the function and dimension) as in the case of GLOBAL. The comparisons are based on the GLOBAL results obtained during BBOB 2009 (Tables 2 and 3 ) and on the results of the simple multi-start procedure contained by the same tables. The consequences of clustering can nicely be followed in the Figures 2 and 3 , where the results for different subgroups are aggregated in the ECDF graphs of ERT for 5D and 20D functions. As in Figures 2 and 3 , in our comparisons we use the log 10 of the ERT/D as a measure for the budget of function evaluations.
Two important aspects can be observed from the Figures 2 and 3 . The first one is that for low budgets of function evaluations (smaller than two) the simple multistart procedure is faster than GLOBAL. This is due to the fact that GLOBAL starts the first local search after the evaluation of the randomly generated 300 sample points. The second important aspect is that GLOBAL stops the search after the budget of four evaluations. This early stopping is caused both by the limit of the number of iterations and by the limit of the number of found new local minimizers. In the first case, GLOBAL stops if the cumulated number of best points selected during all iterations are greater than 100, while in the second case it stops when the number of the found local minimizers are greater than 20. Based on these two important observations, the impact of clustering can be analyzed between budgets of two and four evaluations.
In the 5D space, we observe that after the first iteration of GLOBAL (after the evaluation of the 300 sample points) the proportion of solved problems suddenly begins to grow. For budgets larger than two on separable and moderate functions, takes over the simple multi-start procedure by solving a slightly larger number of problems. On the ill-conditioned function group, the simple multi-start is slightly faster than GLOBAL. This increase is caused by solving one instance of the f 14 function by the simple multi-start method. The differences between the two methods are nuanced on these subgroups since most of the functions are unimodal. On some functions (f 7 , f 11 , f 12 ) the simple multi-start method is also more reliable (i.e., it solves more instances) than GLOBAL. GLOBAL stops too early on these functions caused on one hand by the main stopping criterion (on f 7 and f 12 ) and on the other hand by exceeding the upper limit of found local minimizers (on f 11 ). The impact of the clustering rule is more pronounced on multi-modal and multi-modal with weak structure functions. On these function groups, GLOBAL clearly outperforms the simple multi-start procedure on the middle stage of the optimization process.
In the 20D space, we note similar behavior as in 5D of the two methods. The disadvantage of GLOBAL in the beginning of the optimization process is negligible Evolutionary Computation Volume 20, Number 4 compared with the simple multi-start in the case of moderate, ill-conditioned, and multimodal function groups. This is due to the difficulties related to higher dimensions. On all function groups GLOBAL is slightly faster than the simple multi-start for larger budgets than two evaluations. The increase is significantly larger on ill-conditioned and multimodal with weak structure functions.
All in all, the impact of the clustering rule can be recognized on almost every function group, consequently, GLOBAL is faster than the simple multi-start procedure on the middle stage of the optimization. Naturally, the differences are more pronounced on the multimodal functions. Furthermore, in Section 5 we propose some improvements in order to reduce the two drawbacks of the GLOBAL method: the slowness in the initial stage of the optimization and the too early stopping of the algorithm.
Comparing GLOBAL with the MATLAB GlobalSearch Solver
Using the BBOB 2010 Framework
Improved Parameter Settings in GLOBAL
The most important parameters used in GLOBAL are the number of sample points to be drawn uniformly in one iteration cycle, the number of best points selected from the actual sample, and the maximal number of function evaluations allowed for a local search. In our recent work (Csendes et al., 2008) , we tuned these parameters empirically and individually for a set of problems without directly including information like the dimension of the problem or the maximal function evaluation budget. Although GLOBAL has its own stopping criteria, we introduced a new parameter maxfunevals which controls the total number of function evaluations. This parameter is also used in setting the default value of the sample number and the maximal number of function evaluations for local search in the following way: number of sample points = min(50 × D, maxfunevals × 1%), func eval nr in local search = maxfunevals × 10%.
As a consequence of the new settings, the sample size increases by the dimension which is more flexible than the previous settings (fixed sample size in all dimensions). In our tests, we set the function evaluation budget to maxfunevals = 2 × 10 4 × D, hence the upper limit of the function evaluations in 20 dimension is 4 × 10 5 . The number of the best points to be clustered was set to D. In the new settings, we eliminated all the stopping conditions of the GLOBAL in order to avoid the too early stopping of the method. Thus, the only stopping rule applied is the upper limit of the number of function evaluations. Note that the limit of the function evaluation budget is set to twice the limit obtained (10 4 D) in the pervious experiments, in order to give a greater chance for the GLOBAL method to solve a problem.
Another important setting in the GLOBAL method is to start a single local search method before the first sampling. The aim of this modification is to speed up the algorithm in the initial stage of the optimization. On the whole testbed, we use MATLAB's fmincon local search method in all dimensions. MATLAB's fmincon is a gradientbased interior point algorithm that aims to find the local minimum of a constrained nonlinear multivariable function. Nevertheless, it can also be applied to bound constrained problems. The termination tolerance parameter value of the local search method was set to 10 -12 . In this experiment, we do not make further use of the simplex method, since the only available local search method for the GlobalSearch solver is the fmincon. Hence, we have the possibility of comparing the global phases of the two methods. As we use the same settings for all functions in all dimensions, the corresponding crafting effort is equal to CrE = 0.
Overview of the MATLAB GlobalSearch Solver
GlobalSearch is a solver designed to find global optima of smooth constrained nonlinear problems. The solver was introduced in the MATLAB R2010a version and is available in the new Global Optimization Toolbox. It is a multi-start type method which runs a local search from a variety of starting points in order to find a global minimum, or multiple local minima. The solver uses a scatter search mechanism for generating start points. It analyzes them and rejects those that are unlikely to improve the best local minimum found so far. Essentially, GlobalSearch accepts a start point only when it determines that the point has a good chance of obtaining a global minimum. The method uses MATLAB's fmincon function as the local search method. The GlobalSearch solver is similar to the commercial optimization software TOMLAB/OQNLP; both of them are based on Ugray et al. (2007) . Although GlobalSolver is not considered a state of the art algorithm, based a some recent comparative study (Rios and Sahinidis, 2010) on bound constrained problems, its commercial counterpart shows superior performance in terms of refining a near-optimal solution. The main reason for choosing GlobalSolver for comparisons was that this method is very similar to the GLOBAL procedure, involving cluster formation by identifying the regions of attraction and avoiding local searches from every trial point. On the other hand, as we used GLOBAL with fmincon, our aim was to compare the two methods The most important parameters of the GlobalSearch solver are the number of trial points (NumTrialPoints) with a default value of 1,000, and the number of points used in Stage 1 (NumStageOnePoints) with a default value of 200. We do not have any possibility to control the total function evaluation budget, but we can impose a runtime limit using the MaxTime parameter. In the conducted experiments we used 500D as the number of trial points while the number of points from the first stage was set to 100D. It can be observed that number of trial points (500D) are larger than in the case of GLOBAL (50D). This is due to the fact that the GlobalSearch solver has only one main iteration, while GLOBAL has many. On the other hand, the set value is enough to understand the main characteristics of the GlobalSearch method. The runtime limit on a function instance was set to 120 s. As a result, we obtained the same upper limit on the number of function evaluations as in the case of the GLOBAL method. We chose the Evolutionary Computation Volume 20, Number 4
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Ill-conditioned functions
Multimodal functions
Weak structure functions Figure 8: ERT loss ratio for the GLOBAL method. Left: plotted versus given budget FEvals = #FEs in log-log display. The plot shows 25-75 percentile (box) with median, 10-90 percentile (whisker), and minimum and maximum ERT loss ratio (filled circles). The black line is the geometric mean. The vertical line gives the maximal number of function evaluations. Right: tabulated ERT loss ratios in 5D (top table) and 20D (bottom  table) . maxFE/D gives the maximum number of function evaluations divided by the dimension. RL US /D gives the median number of function evaluations for unsuccessful trials. f 9 function is unimodal and continuous; hence, it is more accessible for the fast fmincon local search method. The f 21 method is multimodal with moderate conditioning with relatively large regions of attraction. That is why the GLOBAL clustering procedure can approximate the level sets of the given function accurately.
Considering the number of solved instances up to the final precision we can note that usually GLOBAL is better than the GlobalSearch method. Significant differences can be observed on the f 12 , f 20 , f 21 , and f 22 functions in 5D and on the f 6 , f 21 , and f 22 functions in 20D. GLOBAL solves at least twice as much instances on the latter functions than the GlobalSearch method. The largest difference is in the case of the f 20 and f 6 functions in 5D and 20D, respectively. The GlobalSearch method could not solve any instances of these functions. Figures 4, 5, 6 , and 7 show the empirical cumulative distributions of the runtime in number of function evaluations and of the runtime ratio between the two algorithms in dimensions 5 and 10. The x values in the figures show a given budget (a given number of function evaluations, divided by dimension), while the y value gives the proportion of problems where the f t value was reached within the given budget.
The first observation is that GLOBAL is as fast on almost all function groups in the initial stage of the optimization as the GlobalSearch method. This is due to the included initial local search method. A significant difference can be read from the figures of the multimodal functions with weak structure, where GLOBAL clearly outperforms the Figure 10: ERT loss ratio for the GlobalSearch solver. Left: plotted versus given budget FEvals = #FEs in log-log display. The plot shows 25-75 percentile (box) with median, 10-90 percentile (whiskers), and minimum and maximum ERT loss ratio (filled circles). The black line is the geometric mean. The vertical line gives the maximal number of function evaluations. Right: tabulated ERT loss ratios in 5D (top table) and 20D (bottom  table) . maxFE/D gives the maximum number of function evaluations divided by the dimension. RL US /D gives the median number of function evaluations for unsuccessful trials.
GlobalSearch method. These results are due to the f 21 and f 22 functions, whose main characteristics are that they possess many local optima and the conditioning around the global optimum is about 30 and 1,000, respectively. The GLOBAL algorithm uses the Single Linkage method, which approximates the level sets more accurately on these functions, while GlobalSearch makes the assumption that basins of attraction are spherical, which is not an ideal case.
In the middle and final stage of the optimization, GLOBAL provides similar or better results than the GlobalSearch method in 5D and 20D. GLOBAL is much faster on the weak structure functions (in 5D and 20D), due to the facts presented previously, and on the moderate functions (in 20D), due to solving 14 instances of the function f 6 .
Another important result of the improved settings of the GLOBAL method (by eliminating the original stopping rules) is that now the proportion of trials (see all functions groups) are growing continuously until the method reaches the maximum function evaluation number. This aspect can be observed particulary on the weak structure subgroup in 5D and on the separable, moderate, and weak structure function groups in 20D.
Considering the ERT loss ratios both algorithms show a very similar characteristic. Figure 10) .
The timing experiment results for the two algorithms can be found in Table 1 . It contains the CPU time per function evaluation and the corresponding number of restarts. As can be observed, for both algorithms, the necessary CPU time decreases with increasing dimension up to 40D. In the case of the GLOBAL method, this is most likely due to a larger number of initialization procedures for the required multiple runs of the algorithm until 30 s have passed, while in the case of the GlobalSearch method, there is no dependency to be recognized between the number of restarts and CPU time decrease. The relatively small number of restarts is due to the lack of proper termination criteria.
Summary and Conclusions
We have benchmarked two different variants of the GLOBAL algorithm on a noiseless testbed using the BBOB 2009 and BBOB 2010 frameworks. As a result of the first experiment, we can state that the investigated method performs well on ill-conditioned and multimodal, weakly structured functions up to a small budget, but on multimodal functions the results are usually poorer. GLOBAL was compared with the simple multistart method in order to analyze the effects of the clustering procedure. The results clearly show that thanks to the clustering procedure GLOBAL is faster than the simple multi-start procedure in the middle stage of the optimization.
In the second experiment, we compared GLOBAL with an improved parameterization against the GlobalSearch solver. The improved parameterization consists of a flexible sampling phase where the number of sampled points and the number of selected best points depend on the dimension. An initial local search was also introduced, and all the stopping criteria used previously were eliminated. The only stopping rule applied was the maximum number of function evaluations. Based on the results obtained from the BBOB 2010 framework, we can conclude that GLOBAL is similar to the GlobalSearch method in the initial stage of the optimization; while in the middle and final stages of the process, GLOBAL clearly outperforms the GlobalSearch procedure. Overall, with the improved GLOBAL method we succeeded in obtaining better results in the initial and final stage of the optimization process. Further improvements may be possible in the final stage of the optimization but this assumes a more sophisticated sampling phase.
