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1. INTRODUCTION 
In this paper, we shall consider a functional differential equation (FDE) 
with delay 
(P) 
and investigate some stability properties of a bounded function. In the case 
where (P) is an ordinary differential equation (ODE) there are many 
results on stability properties for (P) under some stability properties for 
i(t) = F( t, x,) (El 
(cf. [3, 7, 8, 10, 11, 13, 16-19, 211). For instance, Strauss and Yorke 
[ 16, 171 gave sufficient conditions on F and g for x = 0 to be eventually 
uniformly asymptotically stable for (P) whenever x = 0 is eventually 
uniformly asymptotically stable for (E). However, their method cannot be 
directly applied to the FDE case, because of the noncompactness of the 
unit ball in a Banach space with infinite dimensions. 
On the other hand, in the case where g is independent of the second 
argument, Kato and Yoshizawa [ 111 discussed the stability under the per- 
turbation by functions belonging to a normed space X, that is, XS and 
J/AS (for these definitions and IAS, MAS, TAS, UAS, and TS in the 
following, see Definitions 3.1 and 3.2 and Remark 3.1), and extended the 
relationship “IASoMAS” to an FDE with finite delay (cf. [3] for an 
ODE). Furthermore, they discussed the relationships among IAS, MAS, 
TAS and UAS via limiting equations (for related results in the stability 
properties and the limiting equations, refer to [ 1, 2, 5, 9, 12, 15, 19, 211. 
However, their arguments cannot be directly applied to an FDE with 
infinite delay. 
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Recently, for an FDE with infinite delay Hino [6] gave some results on 
stability property and limiting equations by an alternative method and 
extended the relationship between UAS and TS for an FDE with finite 
delay (cf. [7, lo]) to an FDE with infinite delay. So, the purpose of this 
paper is to study the stability under the perturbation in a class X for an 
FDE with infinite delay via limiting equations. We extend some of the 
results mentioned above for an ODE or an FDE. In particular, we shall 
obtain that for an almost periodic system of FDEs with infinite delay, if the 
zero solution is weakly uniformly asymptotically stable, then it is uniformly 
asymptotically stable (Corollary 5.1). Hino [6] proved this fact under the 
regularity assumption (for an ODE, see [14]). 
2. PHASE SPACE 2? AND PREPARATORY LEMMAS 
We shall give the space B discussed in [6, 8,9] (also, refer to [S, 133). 
Let R” be the n-dimensional real Euclidean space and denote by (xl the 
Euclidean norm of x in R”. Let x(t) be a function defined on ( - co, a) and 
for each t E (- co, a) define the function x, by x,(s) = x(t + s), s d 0. Let B 
be a real linear vector space of functions mapping (- co, 0] into R” with a 
semi-norm 1.1 B which satisfies; whenever x, E B and x(t) is continuous on 
[z,t+a), x>O, and t~[z,t+~(), then 
(H 1) x, E B and x, is continuous in t, 
(H2) there are a K > 0 and a nonnegative continuous function M(P), 
M(p) + 0 as /I + w, such that 
(H3) Ix(l)\ <K, \x,lB for a constant K, >O, 
(H4) the space of equivalent classes, B/I. I*, is a separable Banach 
space. 
An example of the space B is the space C,, y > 0, of continuous functions 
4 having the limit lim A’--m eYsd(s) with the norm I#lc, = supsGo ey” Id(s 
Another example is given by the space C( [ -h, 0]), h 2 0, of functions 4 
continuous on [-h,O] with the semi-norm I~IccC-h,O1)=~~p_,~~s~O I$(.s)l
(cf. PI). 
LEMMA 2.1. Let x”(t), n = 1, 2 ,..., be functions on ( - 00, T), 0 < T< co, 
with values in R” satisfying; 
(i) the sequence {x”(t)} converges to a continuous function as n -+ CC 
untformly on any compact subset of (-CO, T), 
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(ii) there exists an N > 0 with the property that for each L > 0 there 
exists an n,(L)>0 such that (x”~~E B, 1(x”)-,I,< N and x”(t) is con- 
tinuous on [ -L, T) for all n 9 n,(L). 
Then there exists a function x(. ): ( - 03, T) + R” such that x0 E B, x(t) is 
continuous on [0, T) and (x”), -+ x, as n + co uniformly on any compact sub- 
set of [0, T). 
Proof: By (i), (ii), and (H2) we can easily conclude that {(x~)~} is a 
Cauchy sequence in B. Hence, by (H4), there exists a z in B such that 
(x”), + z as n + 03 in B (possibly z(0) = lim, _ iT x”(e), 8 d 0). Define x(t) 
by 
z(t) if t d 0, 
x(t) = 
1 
lim x”(t) if O<t<T. 
“-CC 
Note that lim, _ m x”(O) = z(0) by (H3). Since x0 = z E B and x(t) is con- 
tinuous on [0, T), (Hl) implies x, E B for all t E [0, T). Now, fix a 
T,, 0 < T, < T. By (H2) and (i), we have 
SUP l(o,-XtIB 
O<rGT, 
d SUP iK,y, lX”(~)-X(~)l +~@w7,-x,I.~ OCrsTI , . 
<K sup (Ix”(u)-x(~)/+MoI(x~)~-zIB)-*O 
O<U<T, 
as n-co, where MO = supa a o M(P) < co. Thus (x~), +x, as n + co 
uniformly on [0, T,], and hence (x”), ---) X, as n 4 cc uniformly on any 
compact subset of [0, T), since T, is arbitrarily given so that 0 < T, < T. 
Let C(Z, R”) be the set of all continuous functions defined on Z with 
values in R”, where Z= [0, co), and let M be the normed space c C(Z, R”) 
with the norm //.lIM, where IIhjl,=sup,.oJ:+l lh(u)l du. 
The following lemma reflects the continuous dependence of solutions on 
the right-hand side. 
LEMMA 2.2. Let x”(t), n = 1, 2,..., and x(t) be functions defined on 
(- co, T), 0 < T < co, with values in R” satisfying: 
(i) X~E B, (x~)~E B, and x(t) and x”(t) are continuous on [O, T) for 
n = 1, 2,..., and (x”), + x, as n + CC uniformly on any compact subset of 
CO, T), 
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(ii) SuPOGrcT IW),lBl I -C r for a constant r1 > 0 and all n = 1,2,..., 
(iii) x”(t) is a solution of i(t)=f,(t, x,)+g,(t, x,) defined on [0, T) 
for each n = 1, 2,..., where f,, and g, are continuous functions satisfying; 
(iiia) f,(t, 4) -f *(t, 4) as n -+ co umformly on any compact sub- 
set of IxB, 
(iiib) supO<uil,ocr Ij;+“g,(s,q4)dsl +O as n-co for each 4 in 
Bandlg,(t,~)-g,(t,~~~~b(1#-~I.)+h,(t)foraNt~O,#and~satisfy- 
ing ldleGrl and l$IBGrl, where b(s) is continuous and nondecreasing in 
s 2 0 with b(0) = 0 and h, is in A4 with llh, 11 M-+ 0 as n --* 00. 
Then x(t) is a solution of i(t) =f *(t, x,) defined on [0, T). 
Proof: By (iii), we have 
x”(t) = x”(O) + s’f,,(s, (~‘7,) ds + [;g,(s, (~‘7,) ds (2.1) 
0 
for all t E [0, T). Let T,, 0 < T, < T, be given and define a set 
W = {(x”),, x,, : 0 < s 6 T, , n = 1, 2 ,... >. Then W is compact in B by (i), and 
hence we yave f,Js, (x”),~) -f *(s, x,$) as n + cc uniformly on [0, T,] by 
(iiia). Thus, 
/),,(s~ (x”),) ds --t J;f *(s, x,) u’s asn-+cO (2.2) 
for all t E [0, T,]. On the other hand, since W is compact, we have 
E,, := sup Ij;+Ug,(s, (x~),~) dsl + 0 as n -+ co, where the supremum is 
evaluated with respect to all (t, U) satisfying t B 0, 0 < u < 1, and 
0 d t + u < T,. This assertion can be shown by repeating the same 
argument as in the proof of [17, Theorem 4.43. So, we shall omit the proof. 
Consequently, 
‘g,h (x”),) ds d (T, + 1) E, + 0 asn-bcc (2.3) 
for all t E [0, T,]. Letting n + GO in (2.1) by (i), (2.2), and (2.3), we have 
x(t) = 40) + J&f-*( s, xx) ds for all t E [0, T,]. Thus, x(t) is a solution of 
i(t) =f*(t, x,) defined on [0, T), since T, is arbitrarily given so that 
0-c T, < T. 
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3. NOTATIONS AND DEFINITIONS 
We consider a system of functional differential equations 
i(t) = F(f, x,), (E) 
where F(‘(t, 4): Ix B -+ R” is a continuous function. We denote by 
x(t, t,, (b, F) a solution of (E) through (lo, 4). Throughout this paper, sup- 
pose that u( f ): ( - cc, co ) + R” is a function satisfying: u,, E B, u(t) is 
uniformly continuous on I and. sup, B ,, 1 u, ) B = : H < co. 
Let T and L be the normed spaces c C(1, R”) with the norms (1. I( T and 
l/,IlL, respectively, where )I hlj T = supl a ,, Ih(r VII L = Jg Ih( A. Clearly, 
(0 ), T and L are subspaces of M, more precisely I(h(l ,,, < ljhll x for each 
h E X. Here and hereafter X denotes the one of (01, T, L, M. 
In the below, we shall give several definitions of stabilities [ll]. 
DEFINITION 3.1. The function u(t) is said to be eventually stable under 
X perturbations for (E) (Ev XS for (E)), if for any E > 0 there exist 
a=~(&)30 and 6 = &(E)>O such that ~>a(&), /u,-#jB< 6(~) and 
lipII,<S(&) imply lu,-xX,($, 4, F+p)l,<& for all r>,s, where 
x(t, s, 4, F+p) denotes a solution of a(t) = F(t, x,) +p(t) through (s, 4). In 
particular, if one can choose c((E) F 0, then u(t) is said to be stable under X 
perturbations for (E) (abbreviated XS for (E)). 
DEFINITION 3.2. The function u(t) is said to be eventually equi- 
asymptotically stable under X perturbations for (E) (Ev Equi-XAS for 
(E)), if it is Ev XS for (E), and if there exist a do > 0 and an CI~ 2 0 and for 
any E>O and s31x, there exist a T(E, s)>O and a y(c)>0 such that 
l~,-41,<~0 and IIPII~<Y(E) imply b-x,(.~A~+p)l~<~ for all 
t b s + T(E, s). In the above the prefix “equi” will be delated when T(E, s) 
can be chosen independent of s > a,. In particular, if u(t) is XS for (E) and 
if one can choose a0 = 0, then u(t) is said to be asymptotically stable under 
X perturbations for (E) (abbreviated XAS for (E)). 
Remark 3.1. Stability under X perturbations for (E) with X= (01, T, 
L, or M corresponds to uniform stability (US), total stability (TS), integral 
stability (IS), or M-stability (MS). The implications (Ev) MS * (Ev) TS * 
(Ev) US and (Ev) MS =z. (Ev) IS =j (Ev) US follow from the fact MI Tu L 
and Tn LI (0) (here (Ev) MS*(Ev)TS means that MS and Ev MS 
imply TS and Ev TS, respectively. The same convention will be used 
throughout this paper). Similarly, XAS stands for the uniform asymptotic 
stability (UAS) for X= 10) and so on, and we have similar relationships 
among UAS, TAS, IAS, and MAS. 
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In the above definitions, we can delate the prefix Ev whenever u(t) is the 
unique solution of (E) for the initial conditions. Indeed, by employing the 
arguments imilar to those in the proofs of 115, Theorem 2.5; 20, Lemma 6) 
we conclude that for any E > 0 and A > 0 there exists a constant 6, (E, A), 
O<SI(&,A)<s, such that for any se[O,A], (u,-d(.<6,(s,A) and 
IIPII~<~~(~~ A) imply sUP,<~<~ (u, - x,(s, 4, F+p)l, < E. Suppose u(t) is 
Ev XS for (E), and let d(e) and U(E) be the numbers given in Definition 3.1. 
Then 8(c) := 6,(8(s), CY(E)) satisfies the condition for u(t) to be XS for (E). 
Similarly, we can similar relationships for the other stabilities. Thus we 
have: 
LEMMA 3.1. Suppose that u(t) is the unique solution of (E) for the initial 
conditions. Zf u(t) is Ev XS (resp. Ev (Equi-) XAS) ,for (E), then it is XS 
(resp. (Equi-) XAS) for (E). 
Let C(Zx B, R”) be the space of continuous functions defined on Ix B 
with values in R”. For anf(t, 4) in C(Z x B, R”) endowed with the compact 
open topology, define T(,f) = { fT : ~EI}, f,(t, d)=f(t+~ J$), H(f)=the 
closure of T(f) in C(Zx B, R”) and Q(f) = {GE C(Zx B, R”): there is a 
sequence {r,, 1, r,, -+ a as n--t cc, such that f*,+ G as n -+ CC in 
C(Zx B, R”)}. Clearly H(f) = T(f) u Q(f ). Moreover, there will be no 
ambiguousness in considering H(u, f) and Q(v,f) in C(Z x B, R” x R”) 
when v E C(Z, R”). 
Moreover, we shall give the following definitions [6]. 
DEFINITION 3.3. The function u(t) is said to be uniformly stable in H(F) 
(US in H(F)), if for any E > 0 there exists a h(8) > 0 such that for any (u, G) 
in H(u,F), ld-u,lB<B(s) implies Ix,(s,~, G)-v,~~<E for all t>s. In the 
above, if we concern only on (u, G) in O(u, F), then u(t) is said to be 
uniformly stable in Q(F) (abbreviated US in Q(F)). The same convention 
will be used through the following definitions. 
DEFINITION 3.4. The function u(t) is said to be uniformly 
asymptotically stable in H(F) (UAS in H(F)), if it is uniformly stable in 
H(F) and there exists a S, > 0 and for any E > 0 there exists a T(E) > 0 such 
that for any (u, G)EZZ(U, Z’), I~-v,[.<& implies Ixt(s, 4, G)-u,l,tr for 
all t3s+ T(E). 
DEFINITION 3.5. The function u(t) is attracting in H(F), if there exists a 
6, > 0 such that for any (u, G) in H(u, F), 14 - v, 1 B < 6, implies 
Ix,(s,&G)-v,IB-+Oas t-co. 
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DEFINITION 3.6. The function u(t) is said to be weakly uniformly 
asymptotically stable in H(F) (abbreviated w. UAS in H(F)), if it is 
uniformly stable in H(F) and attracting in H(F). 
DEFINITION 3.7. The function u(t) is attracting for (E) if there exists a 
& > 0 such that 14 - u, le < S, implies Ix,(s, 4, F) - u, IB + 0 as t -+ co. In 
addition, if u(t) is uniformly stable for (E), then it is said to be weakly 
uniformly asymptotically stable for (E) (w. UAS for (E)). 
4. STABILITY PROPERTIES FOR PERTURBED SYSTEMS 
In this section, we consider a perturbed system of (E), 
i(t) = F(C x,) + g(t, x,), (PI 
where g(t, 4)~ C(Ix B, R”). Throughout the remainder of this paper, we 
shall assume the following conditions on (P); 
(Al) the hull H(F) is compact in C(Zx B, R”); 
(A2) for each H> 0 there exists a number L(H) >O satisfying 
IF(t, $)I 6 L(H) for all t > 0 and all 4 with 141 Bd H; 
(A3) SUPO<u<l IJ:+“g(.G 414 +o as t + co for each 4 in B, and 
there exist an r > 0 and functions b(s), b(0) =O, b(s) nondecreasing in s, 
and h(t), s:+’ Ih(u)l du-+O as t + a3, such that Ig(t, q5-g(t, +)I < 
b(lq5-IC/IB)+h(t) for all t30 and all I$ and II/ satisfying lq51B6H+r and 
ll//lB<H+r. 
For example, the function g(t, 4) = d(O) . sin t2 satisfies (A3) (cf. [17]). It 
is known [7, Proposition 21 that H(F) is compact in C(Ix B, R”) if and 
only if F( t, 4) is bounded and uniformly continuous on Ix W for any com- 
pact subset W of B (for the case B = R”, refer to [15]). Furthermore, com- 
bining (Al) with the condition on u(t) we can see that H(u, F) is compact 
in C(Zx B, R” x R”). Therefore, for any sequence {s,, >, s, > 0, there exist a 
subsequence (tn} of {s,}, a function u: ( - co, co) -+ R” which satisfies 
u. E B and v is continuous on I and a GE H(F) such that Ftn + G in 
C(Ix B, R”) and la,“+,- u, lB -+ 0 as n + 00 uniformly on any compact sub- 
set of I by (Hl ) and (H2), or by Lemma 2.1. In this case, we shall denote 
by (ut,, F,) --f (0, G) as n + co (c-unif.). Obviously, (u, G) E H(u, F). By 
Lemma 2.2, it should be noted that for any (v, G) EQ(u, F), u(t) is a 
solution of 
i(t) = G(t, x,) (EG) 
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defined on I in either case where u(t) is a solution of (P) defined on I or it 
is Ev US for (P). Furthermore, we say that (E) is regular if for any 
GE&?(F), every solution of (EG) is unique for the initial conditions. 
In Theorem 4.1 below, we shall give a sufficient condition under which 
u(t) is (Ev) XAS for (P). A part of the results has been obtained by Hale 
and Kato in the case where g E 0 [S, Theorem 6.21. 
THEOREM 4.1. vu(t) is uttracting in Q(F) and if u( t) is (Ev) XS for (P), 
then it is (Ev) XAS for (P). 
Pro@ We shall employ the arguments similar to those in 
[S, Theorem 6.21, though the proof is cumbersome because of the presence 
of a perturbation term g. Let 6, be the number given for attracting in Q(F) 
of u(t) and assume that u(t) is Ev XS for (P). We may assume 6, < r, 
where r is the number given in (A3). Define 6,=6(6,/2) and a,,= a(6,/2), 
where 6( .) and a( .) are the ones given in Definition 3.1. For these 6, and 
a0 and any E > 0, we shall show that there exist the numbers T(E) and y(s) 
which satisfy the condition in Definition 3.2. Indeed, suppose that this is 
not the case. Then there exist an E > 0, sequences {tn>, T, > ao, {tn}, 
&2~,+24 {dn> CR M-ql1<<0, {P,> cX IlpnIlx<min(lln, ho), 
and (x(., T,,, (6,, F+g+p,)} such that 
I-~JT,,, dm F+g+Pn)-u,“l).aE (4.1) 
for all n = 1, 2,.... Since z,, 3 a(6,/2), 14, - uT, IB < 6(6,/2) and 
I/p,, I/ x < 6(6,/2), by the assumption that u(t) is Ev XS for (P) we have 
IWL-~tlL3<~1/2 (4.2) 
for all tar,, and n=l,2,...,where x”(t)=x(t,z,,q5,, F+g+p,), t>z,. 
Select an integer no = no(e) so that T, + n 3 a(E) and (Ip, II x < l/n < C?(F) if 
n 3 no. Then, by (4.1) and the assumption that u(t) is Ev XS for (P), we 
have 
I (x”), - u, I B 3 d(E) for all t E [z, + n, t, + 2n] (4.3) 
if n3n,. Taking a subsequence if necessary, we may assume that for a 
(0, G) E Q(u, FL 
(u T”f?l, I;;,+,,) + (u, G) as n + co (c-unif.). (4.4) 
Now, (4.1) implies I(x”),(,dIu,1.+6,/2dH+6,/2 =:rl and con- 
sequently JF(s, (x”),)l d L(r,) =: L < co for all s 2 r,, by (A2). Given N > 0. 
Whenever t,, t, E C-N, N], 0 < tI - t, < 1, and n >, 2N, we have, by (A3), 
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Ix”(t, + 7, + n) - x”(t, + T, + n)l < J”+“+n IF(s, (x”),J ds 
12 + T, + n 
+ g(s, (x”),) ds + s,;;T;+.:’ Ip,(s)l ds 
<L(t,-t,)+ IIP.Ilw+jrL+r,+n Id.5 b”),)-g(~~4)I ds 
f2 + Tn + n 
d (L + 6(2r,))(t, - t2) + l/n + sup J’+ l IW)l ds 
tan/2 * 
f+u 
g(s, 4) ds , 
where 4 is an arbitrarily chosen element in B so that @lB< Ye. Hence, we 
can conclude that {Y(t)} is uniformly bounded and equicontinuous on 
C-N, N], where .i?(t)=x”(t+r,+n), t> -n, because of ~up,,~~~,,~~~/~ 
Ij:+’ g(s, 4) dsl -+ 0 and SUP,~~,~ s:+ ’ Ih( ds + 0 as n -+ co. Consequently, 
since N > 0 is arbitrary, from Ascoli’s theorem and the diagonalization 
procedure, it follows that there exists a subsequence of {Y(C)} (for sim- 
plicity we denote by {Y(t)} again), which converges to a continuous 
function as n -+ cc uniformly on any compact subset of R. Here, 
IwLls=I(x”) f+r,+n lB < y1 for all t > -n. Therefore, by Lemma 2.1 there 
exists a function x( . ): R + R” such that x0 E B, x(t) is continuous on Z and 
that (X”), +x, as n + cc uniformly on any compact subset of I. On the 
other hand, since X”(t) is a solution of i(t) = F(t + r, + n, x,) + 
g(t + r, + n, x,) +~,(t + rn + n), applying Lemma 2.2 to (z”(t)} and 
x(t), we can conclude that x(t) is a solution of i(t) = G(t, x,) defined 
on I. Since (4.2) and (4.3) imply that B(E)< I(J?‘)~--u~+~,+~I~= 
I WV *+r.+n -Ul+r,+nIB<61/2 for all tE[O,n] if n>n,, letting n+cc in 
this inequality it follows from (4.4) that 
d(s)< Ix,-~~(~&bJ2 for all tel. (4.5) 
Hence, we must have Ix, - U, le -+ 0 as t + cc by (4.5) for u(t) is attracting 
in Q(F). This is a contradiction to (4.5), which shows that u(t) is Ev XAS 
for (P). 
Next, suppose that u(t) is XS for (P). Clearly, u(t) is the unique solution 
of (P) for the initial conditions. Therefore, u(t) is XAS for (P) by Lemma 
3.1, since u(t) is Ev XAS for (P). This completes the proof. 
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Remark 4.1. In Theorem 4.1 we assumed (A3). However, in the case 
u(t) 5 0, as easily checked by carefully reading the proofs of Theorem 4.1 
and Lemma 2.2, we can replace (A3) by the following weaker assumption: 
(A3’) For some r > 0 and each fixed 4 in B satisfying 0 < 141 B< Y, 
and furthermore if for some continuous function b(s), b(0) =O, and b(s) 
nondecreasing in s, and for each m, 0 <m < r, there exists a continuous 
function h,(t), j:+’ IZz,(s)l ds -+ 0 as t + 00, such that for every t 2 0, 
m<(ti(.<r, and m<I$IB<r imply 
In practice it might be hard to check that u(t) is (Ev) XS for (P). Recen- 
tly, Hino [6] gave a sufficient condition under which u(t) is TS for (E). In 
succession, by employing almost the same argument as in [6], we shall 
give several sufficient conditions under which u(t) is (Ev) XS for (P). 
PROPOSITION 4.1. If u(t) is w. UAS in Q(F), then it is Ev MS for (P), 
and consequently Ev XS for (P). In addition, if u(t) is the unique solution of 
(P) for the initial conditions, then it is MS for (P), and consequently XS for 
(PI. 
Proof. Suppose that u(t) is w. UAS in Q(F) and that it is not Ev MS for 
(P). Then there exist a constant E > 0 and sequences {E,}, E, < E and E, + 0 
as n+ ~0, {G}, 3, +a as n--*cf-b {tn>, b>s,, (p,>cW IIPnIIM<E,, 
{#,,I c B and (x(., s,, d,,, F+g+p,)} such that 
14n-4nlB<~E, (4.6) 
and 
lX1,(S,,~n,F+g+Pn)-UI”IB=&, 
IX1(S,,~,,F+g+p,)-u(lB<& on [IL t,). (4.7) 
We may assume F < min(r, 6, ), where r and 6, are the numbers given in 
(A3) and Definition 3.5, respectively. Moreover, there exists a sequence 
iTtlS> s,,<z,< t,, such that 
IX&~ &I? F+g+p,)-u,“lI.=6(&/2)/2 (4.8) 
and 
@42)/2d Ixt(sm d,, F+g+LL)-hI.QE (4.9) 
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on [z,, t,] by (4.6) and (4.7), where 6(.) is the one given in Definition 3.3. 
As was stated before, taking a subsequence if necessary, we may assume 
that u,~ + & as n + cc for a &, in B and consequently 4, -+ &, as n + co by 
(4.6). Moreover, we can assume that for an A >O, 
{x( t, s,, 4,) F+ g + p,) } is uniformly bounded 
and equicontinuous on [s,, t,, + A]. (4.10) 
In fact, choosing a constant p, H + E < p < H + r, we can see that 
I-46 s,, A, F+g+p,)l 6K,p and (46 s,, d,, F’+g+p,)) is equicon- 
tinuous on [s,, t,+A] as long as lx,(s,,~,,F+g+p,)J,~p on 
[t,, t, +A] by (A3) and the same argument as in the proof of 
Theorem 4.1. Furthermore, it is not difficult to show that 
Ix,(s,, #,, F+g+p,)(,<p on [t,, t,+A] for a sufficiently small A >O 
under the hypotheses (Hl), (H2), and (H3). 
Now, set 2r, = t, - r, and suppose r, + co as n + co. We may assume 
(U rn + ‘n 7 F r,+r,)+ (u, G) as n+ co (c-unif.) for a (u, G)EH(u, F). Then 
(v, G) ~S2(u, F), since z, + r,, + CC as n -+ co. Furthermore, by (4.10) and 
the same argument as in the proof of Theorem 4.1, we conclude that 
x r+r,+rn(~n, d,, F+g+zd-,y, as n -+ co uniformly on any compact sub- 
set of Z, where y(t) is a solution of (EG) defined on I. Letting iz -+ CC in 
(4.9) we have 6(&/2)/2<Jy,-u,I.<s on I. Since r<6, and u(t) is 
attracting in Q(F), we have &s/2)/2 < 1 y, -u, I B -+ 0 as t --i co, which is a 
contradiction. Thus, r,, % co as n -+ co. Taking a subsequence if necessary, 
we may assume r, + r < co and (u,~, FJ -+ (6, G) as n -+ co (c-unif.), 
respectively, where (6, G) E Q(u, F). Furthermore, by (4.10) (Hl), (H2), 
and Lemma 2.1, we may assume that {xJs,, d,, F+ g +p,)} has a con- 
vergent subsequence, which will be denoted by { x,~(s,, 4,, F + g +p,)} 
again, and hence it follows from (4.10) and Lemma 2.2 that 
X ,,+,(s,,~,,F+g+~,)jz, as n + CC uniformly on [0, 2r + A/2], where 
z: (- co, 2r + A/2] + R”, zoo 4 is a solution of (EC) defined on 
[0, 2r +A/2]. Then, letting n + CC in (4.8) and (4.9), we have 
IZZr - V,, 1 B = E and (zO - Co 1 B = 6(&/2)/2 < S(E/~). Thus, the assumption that 
u(t) is US in Q(F) and Izo - Co 1 B < &s/2) yield E = lzZr - V,, I B < s/2, which 
is a contradiction. This contradiction shows that u(t) is Ev MS for (P). The 
remainder can be easily deduced from Lemma 3.1. 
Remark 4.2. We can easily conclude that Proposition 4.1 holds in the 
case u(t) ~0 even if (A3’) is imposed on g instead of (A3), under the 
assumption that the sequence {x,~(s,,, d,, F+ g + p,)} in the proof of 
Proposition 4.1 has a convergent subsequence, which is clearly satisfied for 
ordinary differential equations, that is, B = R”. 
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By Theorem 4.1 and Proposition 4.1 we can easily conclude: 
COROLLARY 4.1. Zfu(t) is w. UAS in L?(F), then it is Ev XASfor (P). In 
addition, if u(t) is the unique solution of(P) for the initial conditions, then it 
is XAS,for (P). 
Remark 4.3. Hino [6] showed that u(t) is UAS for (E) and TS for (E) if 
u(t) is the unique solution of (E) and w.UAS in Q(F). 
Next, consider the case where u(t) = 0, which is denoted by 0. We say 
that 0 is uniformly attracting in O(P), if there exists a 6,>0 and for any 
E > 0 there exists a T(E) > 0 such that to E Z, IQ1 B < 6, and GE Q(F) imply 
Ix,(to, d, G)lB < c for all t 3 to + T(E) (cf. [ 1,2]). Moreover, we say that 0 
is unque in Q(F) for the initial conditions, if t,eZ and GEQ(F) imply 
G(t,O)-0 on Zand x(t, t,,,O,G)=O for all tat,. Clearly, 0 is unique in 
Q(F) for the initial conditions if G( t, 0) = 0 on Z for all G E Q(F) and if (E) 
is regular. 
As can be easily checked by the standard arguments, 0 is US in Q(F) if it 
is uniformly attracting in O(F) and unique in Q(F) for the initial con- 
ditions. Hence, the following result is immediate from Proposition 4.1. 
PROPOSITION 4.2. Suppose that 0 is untformly attracting in Q(F) and uni- 
que in R(F)for the initiai conditions. Then 0 is Ev XSfor (P). In addition, tf 
0 is the unique solution of(P) for the initial conditions, then it is XS for (P). 
From Theorem 4.1 and Proposition 4.2, we have: 
COROLLARY 4.2. Suppose that 0 is uniformly attracting in L?(F) and uni- 
que in Q(F),for the initial conditions. Then 0 is Ev XAS,for (P). In addition, 
if 0 is the unique solution af (P) ,for the initial conditions, then it is XAS for 
(PI. 
Remark 4.4. For ordinary differential equations, Bondi, Moauro and 
Visentin [2] showed that 0 is UAS for (E) if 0 is uniformly attracting in 
L?(F) and if F(t, x) is locally Lipschitzian in x with Lipschitzian constant 
independent of t and if F( t, 0) E 0 on I. 
The following examples show how the implications derived in 
Corollaries 4.1 and 4.2 can be employed. 
EXAMPLE 4.1. Consider the scalar equation 
i(t) = -a(t) x(t) + [” f(t , s, x( t + s)) ds + G(t) x( t - h), (4.11) 
“c, 
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where h is a nonnegative constant, and assume: 
a(t) and f(t, s, r) satisfy Condition (Al) and lf(t, s, r)l 6 m(s) 1~1 
for t 20, sd0, T E R, where [“oo M(.F) ds< /?<a(r), t >O, and 
j? m m(s) epy” ds exists for a y > 0; (4.12) 
and 
G(t) is bounded and supocuil IS;+“G(s)ds( -+O as t+ co. . . (4.13) 
Equation (4.11) is considered as an FDE on the space C, by (4.12). We 
shall show that 0 is XAS for (4.11). Indeed, the limiting equations of (4.11) 
are of the form 
i(t)= -ci(t)x(t)+j-’ &,s,x(t+~))ds 
--73 
by (4.12) and (4.13), where cl(t) and y(t, s, r) also satisfy (4.12) with the 
common m(s) and B. Hence, by repeating the arguments in [S, p. 731, we 
conclude that 0 is UAS in Q(P). Since 0 is clearly the unique solution of 
(4.11) for the initial conditions, it is XAS for (4.11) by Corollary 4.1 (or 
Corollary 4.2) (cf. [S, Example 31). 
EXAMPLE 4.2. Consider the second order scalar delay-differential 
equation 
jt(t)+p(t,x(t),f(t))i(t)+q(x(t-r(t)))=G(t)x(t-hh,) (4.14) 
and the system equivalent to (4.14) 
4t) =.Jdt), i(t) =-At, 4th y(t)) At- q(x(t)) + G(t  x(t- h,) 
0 
+ sp 4(x(t + ~1) y(t + s) ds, (4.15) r(t) 
where O<r(t), h, <h < co and G(t) satisfies (4.13). Assume condition (*) 
on System (4.15): 
p(t, x, JJ) and r(t) satisfy condition (Al ), and p(t, x, v) 2 dh + e, 
14(x)1 d L < d and xq(x) > 0 ([xl < c) for some positive constants c, 
d, e, and L. (*) 
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System (4.15) is considered as an FDE on the space C( [ -h, 01). We shall 
show that (0,O) is Ev XAS for (4.15). Indeed, the limiting equations of 
System (4.15) are of the form 
jt(t) = -PC& 4th Y(f)) Y(l) - 4(x(t)) 
+ i‘ 
0 
Lj(x( t + s)) y( t + s) ds, (4.16) 
-P(l) 
where fi(t, x, y), Y(t), and q(x) also satisfy condition (*) with the same con- 
stants c, d, e, and L. Select a constant 6, L/d < 6 < 1, and define a 
functional V(d, $) on C( [ -h, 01) by 
I’(& Ic/) = 2 [“‘) q(s) ds + Ii/‘(O) + d6 p,, (1” $‘(u) du) ds. 
0 ., 
An easy computation shows ri (4,16j(#r I+!I) 6 -e1/1~(0) 6 0. Hence, by doing a 
few modifications of the arguments in [4, Theorem 52.1 and pp. 118-1261, 
we conclude that (0,O) is w. UAS in Q(F) (the details are left to the 
reader). Thus the above assertion follows from Corollary 4.1. 
The result relates to [4, pp. 12551261 where the autonomous case 
( p( t, x, y ) = a/h, q(x) = (b/h) sin x, h < a/b and G(t) = 0) was considered 
(also, refer to [l, p. 1881). 
5. THE CASE WHERE Q(F) Is MINIMAL 
To deduce some stability properties of u(t), in Theorem 4.1 we assumed 
that o(t) is attracting for (EG) for “all” (u, G) in Q(u, F). Furthermore, an 
example in Remark 5.3 below shows that without any additional condition 
this assumption can not be necessarily replaced by the weaker one; u(t) is 
attracting for (EG) for “some” (u, G) in Q(u, F). In this section, we shall 
provide such additional conditions on F(t, 4). 
Consider the case where Q(F) is minimal, that is, 
(A4) H(G) =L?(F) for all GESZ(F). 
Clearly, the condition, 
(A4’) FE Q(G) whenever GE Q(F) 
(cf. [ 12]), is stronger than (A4). If F(t, 4) is almost periodic in t uniformly 
for 4, then it satisfies (A4’). However, the contrary does not necessarily 
hold (see [9]). 
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When u(t) = 0 and F satisfies (A4), we have the conclusions similar to 
the ones in Theorem 4.1 under a weaker assumption: 
THEOREM 5.1. Suppose that F satisfies (A4) and that for a GE O(F), 0 is 
attracting for 
i(t) = C( t, x,). ET) 
ZfO is (Ev)XS.for (P), then it is (Ev)XASfor (P). 
Proof: Let S, be the number given for attracting for (Ee) of 0 and 
assume that 0 is Ev XS for (P). We may assume that 6, <r, where r is the 
number given in (A3). Define 6, = 6(6,/2) and a, = a(6,/2), where 6(.) and 
a(. ) are the ones given for eventual stability under X perturbations for (P) 
of 0. For 6, and a0 and any E > 0, we shall show that there exist the num- 
bers T(E) and Y(E) which satisfy the condition in Definition 3.2 (with 
u(t) = 0). Suppose that this is not the case. Then, by the same argument as 
in the proof of Theorem 4.1 (with u(t) = 0), for an E > 0 we have 
&El G Ix, IB G b/2 for all t E Z, (5.1) 
where x(t) is a solution of (EG) defined on Z with a G in Q(F). Since 
GE Q(F), (A4) implies GE H(G). Therefore, there exist a (y, G) in H(x, G) 
and a sequence {sn}, s, 3 0, such that 
(x.x”> GJ -+ (Y> @ as II -+ cc (c-unif.). (5.2) 
Definex”(t)=x(t+s,), -mc~ttcx~. Then we have 
d(E) G 1(x”), IB G b/2 for all t > -s, (5.3) 
by (5.1), and (x”), -+ y, as n + cc uniformly on any compact subset of Z by 
(5.2). Letting II --+ co in (5.3) we have 
&El< IY,IBdW for all t E Z. (5.4) 
Since y(t) is a solution of (EG) defined on Z by Lemma 2.2, and since 0 is 
attracting for (EC), Iy,I.< 6,/2 ~6, must yield that I y,I.+O as t -+ co. 
This is a contradiction to (5.4), which shows that 0 is Ev XAS for (P). 
Next, consider the case where 0 is XS for (P). Then, 0 is the unique 
solution of (P) for the initial conditions, and hence, by Lemma 3.1 we con- 
clude that 0 is XAS for (P). This completes the proof. 
The following corollary is an immediate result of Theorem 5.1. 
COROLLARY 5.1. Suppose that F satisfies (A4’). If 0 is w. UAS for (E), 
then it is UAS for (E). 
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Remark 5.1. It is known [14, 211 that for ordinary differential 
equations, Corollary 5.1 holds when F is almost periodic in t. For 
functional differential equations, Hino [6, Corollary 51 has shown that 
Corollary 5.1 holds under the regularity assumption on (E) when F is 
almost periodic in t. Under the regularity assumption on (E), however, we 
shall obtain a more extendable result in Corollary 6.2. 
Next, we consider the case where F(t, 4) satisfies the following (A5), 
which is weaker than (A4’). 
(A5) FE G?(F). 
Remark 5.2. As the following example shows, (A5) does not necessarily 
imply (A4). 
EXAMPLE. Let 
if O<tBa, 
if {<t<+, 
if i<tgl, 
and let 
/ 
f,(t) if 0 < t < 2” - 1, 
f,+,(t)= f,(t-2”+ 1) if 2”-1<t<22”+1-2, 
0 if 2”+’ -2<t62”+‘-1, 
and define f(t) by f(t)=f,,(t) if TV [IO, 2” - 11, n= 1, 2,.... For all 
tE[O,2”--11, we have f(t+2”-l)=f,,+,(t+2”-l)=f,(t+2”-l- 
2” + 1) = fn( t) = f (t). Consequently, f (t + 2” - 1) -f(t) as n --+ co uniformly 
on any compact subset of Z, that is, f satisfies (A5). On the other hand, 
clearly f (t + 2” + ’ - 1 -n) + 0 as n + 00 uniformly on any compact subset 
of Z, that is, 0 E Q(f ). However, H(0) = (0) # Q(f). Hence, f does not 
satisfy (A4). 
In the following theorem, we shall give a stability property of 0 when F 
satisfies (A5). The result seems to be new even for the ODE case. 
THEOREM 5.2. Suppose that F satisfies (A5) and that 0 is attracting for 
(E). rf0 is (Ev) XS for (P), then it is (Ev) Equi-XAS for (P). 
Proof Since FESZ(F), there exists a sequence {tn}, t, + 00 as n -+ co, 
such that 
F,n + F as n+co in C(ZxB, R”). (5.5) 
Let 6, be the number given for attracting for (E) of 0 and assume that 0 is 
Ev XS for (P). We may assume that 6, < r, where r is the number given in 
(A3). Define S, = 6(6,/2) and & = tx(6J2), where 6( .) and a( .) are the ones 
505!59!3-4 
330 SATORU MURAKAMI 
given in Definition 3.1. We shall show that the following assertion (*) 
holds; (*) for any E > 0 and any t, 2 6, there exists a Y(E) > 0, Y(E) < 8(s), 
and a k=k(c, to), tk/2>a(&), such that Ix,,+,~(~,, 4, F+g+p)J.<8(~) for 
a tle [tk/2,2tk] whenever Idl,<&, and llpll,<y(a). If so, then 
t,+t,>,t,/2>,a(c) implies jx,(t,,&F+g+p)lB<E for all t>tO+t, 
whenever [c$[~< 8, and ((pjx< Y(F), since 0 is Ev X’S for (P). Hence, we 
can choose 2tkcE,10j and Y(E) as T(E, to) and Y(E), respectively. Now, suppose 
that the assertion (*) does not hold. Then there exist an E > 0 and a t, 2 &, 
and sequences {Q ), 0 -C ak c min( l/k, So), (n,}, ik: = t,, 2 2t,, (qSk) c B, 
IdklB<JO> b&=X llPkllX<% and {A(., t,, I$~, F+g+p,)f such that 
I-~,+,,(kH h F+g+Pk)l.L@E) (5.6) 
for all t E [ik/2, 2ik] and all k = 1,2,.... Since to> a(6,/2), J$klB< 6(6,/2) 
and ((pk (lx < 6(6,/2), the assumption that 0 is Ev XS for (P) implies that 
lx,+,,(tO, dk, F+g+Pk)lB<&/2, t>,O, for all k= 1, 2,.... Hence we have 
and 
l(xkLlL34,/2 for all t > t, - ik (5.7) 
Iw%aw for all t E [to - ik/2, t, + ik], (5.8) 
where xk(t) := x(t + ik, t,, 4k, F + g + pk), t > to- ik. Since t, - ik < 
-i,J2 + ---co as k + cc, by (5.5), (5.7) and the same argument as in the 
proof of Theorem 4.1 we conclude that there exists a solution x(t) of (E) 
defined on I such that (x“), + x, as k -+ CC uniformly on any compact sub- 
set of I. Therefore, letting k + co in (5.7) and (5.8), we have B(E) < Ix,lB< 
SJ2 for all t 2 0, which contradicts that 0 is attracting for (E). This contra- 
diction shows that the assertion (*) holds. Furthermore, if 0 is XS for (P), 
then we conclude by Lemma 3.1 that 0 is Equi-XAS for (P). This completes 
the proof. 
Remark 5.3. In the conclusion of Theorem 5.2 the prefix equi cannot be 
necessarily removed as the following example shows. 
EXAMPLE. For the function f(t) constructed in Remark 5.2, define 
F( t, x) = -f(t) x and consider an ordinary scalar differential equation 
1= F( t, x). (E) 
Obviously, the solution x(t, t,, x0) of (E) through (to, x0) is given by 
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So, we can easily check that F satisfies (A5) and that 0 is US and attracting 
for (E). However, 0 is not UAS for (E), since x(t+ 2”+’ - 1 -n, 
2”+‘-l-n,l)=l on [O,n]. 
6. THE CASE WHERE (E)Is REGULAR OR PERIODIC 
The purpose of this section is to deduce some stability properties for (P), 
assuming some stability properties for (E). Strauss and Yorke [ 17, p. 4821 
constructed an example such that 0 is UAS for (E) but not Ev UAS for (P) 
under (Al), (A2), and (A3). This shows that without any additional 
assumption on F( t, 4) stability properties for (E) are not necessarily 
inherited to (P). Furthermore, it is well known [7] that the uniform 
asymptotic stability for (E) is not necessarily inherited to each limiting 
equation, even if F( t, 4) is almost periodic in t uniformly for 4. In the case 
where (E) is regular or periodic, however, the results in [6, Propositions 1 
and 21 tell us that some stability properties for (E) are inherited to each 
limiting equation (cf. [21 I). In this section we also consider the case where 
(E) is regular or periodic, and apply Corollary 4.1 to investigate some 
stability properties for (P). 
The following corollary is immediate from Corollary 4.1 and 
[6, Propositions 1 and 21. 
COROLLARY 6.1. The following (i), (ii), and (iii) hold: 
(i) Jf (E) is regular and ifu(t) is UASfor (E), then u(t) is Ev XAS 
for P). 
(ii) Zf (E) is periodic and if u(t) is w.UAS for (E), then u(t) is 
Ev XAS,for (P). 
(iii) In either case of (i) or (ii), if, in addition, u(t) is the unique 
solution of(P) for the initial conditions, then it is XAS for (P). 
Remark 6.1. Recall that X stands for the one of {0}, T, L, or M. 
Therefore, if (E) is regular or periodic, then we have the following relation 
for (E) from Remark 3.1 and (iii) of Corollary 6.1 (with g=O): 
UASoMAS 
and consequently 
MAS o IAS o TAS o UAS. 
This relation was given in [l l] for functional differential equations with 
finite delay. As the example due to Kato [7] shows, the above relation 
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does not necessarily hold without the condition that (E) is regular or 
periodic, even if (E) is an almost periodic system. 
By Corollary 5.1 and Corollary 6.1, the following corollary is also 
immediate. 
COROLLARY 6.2. Let (E) be regular and suppose that F satisjies (A4’). q 
0 is w. UAS for (E), then it is Ev XAS for (P). In addition, $0 is the unique 
solution of (P) for the initial conditions, then 0 is XAS for (P). 
Finally, we shall prove the following results: 
COROLLARY 6.3. Let (E) be regular or periodic and suppose that 0 is 
Ev UAS for (E). Then 0 is Ev XASfor (P). 
COROLLARY 6.4. Let (E) be regular or periodic and suppose that 0 is 
Ev UASfor (E). Then 0 is Ev XAS for 
(PI ) a(t) = F(t, x,) + p( t), g and only if p is diminishing. Here p is 
said to be diminishing ifit satisfies (A3), that is, SUP,,<~<, Il:+“p(s) dsl + 0 . . 
as t+m, 
For ordinary differential equations, these results were proved by Strauss 
and Yorke [ 171 for a periodic system when X = { 0} under the weaker con- 
dition (A3’). However, Remarks 4.1 and 4.2 show that for ordinary dif- 
ferential equations we can replace (A3) by (A3’) in Corollary 6.3. 
To prove Corollary 6.3, it is sufficient by Corollary 4.1 to certify: 
LEMMA 6.1. Let (E) be regular or periodic and suppose that 0 is Ev UAS 
for (E). Then 0 is UAS in Q(F). 
Proof Suppose that (E) is regular. Let 6(.), a(.), 6,, CI~, T(.), and y( ‘) 
be the ones given for eventual uniform asymptotic stability for (E) of 0. Let 
s>O, t,eZ= CO, co), CEO(F) and #EB with lblB<6(s/2). Then there 
exists a sequence {t,}, t, +co as n-00, such that F,“+G as n-+az in 
C(Zx B, R”). Since lblB < 8(s/2) and t, 3 c1(&/2), n 2 n,, for an n,, and since 
0 is Ev UAS for (E), we have 
lx 1,+rg+r(tn+fo,~,F)IB<&/2 for all r 3 0 (6.1) 
if n>n,. By (6.1), (A2) and Ascoli’s theorem, taking a subsequence if 
necessary, we may assume that the sequence {x(t, + t, + t, t, + t,,, 4, F)} 
converges to a continuous function x(t) uniformly on any compact subset 
of Z and consequently, by Lemmas 2.1 and 2.2 we have that 
Ix r,+ro+r(tn+ to, 43 F)l converges to x, as n -+ GO uniformly on any com- 
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pact subset of Z, where x(t) = x(t) on I and x(t) is the unique solution 
through (0, 4) of i(t)=G,,(t,x,), that is, x(t)=x(t+t,,t,,&G). 
Therefore, letting 12 + co in (6.1) we have Ix, + ,,( t,, 4, G)( B < s/2 < E. Thus, 
t,eZ, 1dlB<6(a/2) and GEQ(F) imply Ix,(t,, 4, G)IB<& for all tat,, that 
is, 0 is US in Q(F). Next, let 4 E B with 141 B< S, : = min(6( l), 6,). By the 
same argument as in the above, we have 
IX ~,+ta+r(tn+t~,~,F)IB<l for all t>O and I~~,+,,,+~(f~+t~, 
4, F)[ B < E/2 for all t >, T(E/2) if n is sufficiently large. (6.2) 
Therefore, letting n-r cc in (6.2) the same argument as in the above 
implies Ix,+ ,&to, 4, G)I B < s/2 for all t 3 T(s/2). Thus, t, E Z, 141 B< 6, and 
GE Q(F) imply Ix,(t,, 4, G)ls < E for all t 3 t, + T(E/~), that is, 0 is 
uniformly attracting in Q(F). 
Next, suppose that (E) is periodic. To prove that 0 is UAS in Q(F), by 
[6, Proposition 21 it suffices to show that 0 is UAS for (E). We shall 
employ the same argument as in [ 17, Lemma 7.31. Let v(t) be a solution of 
(E) satisfying lu,le+O as t+m. Let w>O be a period of F. Then 
u(t + no) is a solution of (E) through (0, Y,,) and a( t + no) + 0 as it -+ co 
uniformly on any compact subset of I. Therefore, 0 is a solution of (E) by 
Lemmas 2.1 and 2.2. For n = 1, 2 ,..., define 
y”(t) = 
0 if t<no, 
x(t - nw, 0, 0, F) if no < t. 
Since 0 is a solution of (E), so is y”(t) for each n. Let E > 0. Choose 
N = N(E) so large that No >, a, + T(E). Let t 2 No. Then, since 0 is Ev UAS 
for (E), we have ((y”), I B < E for all t 3 NW and consequently, 
1x1(0, 0, F)ls < E for all t 3 0. Since E > 0 is arbitrary, we have 
Jx((O, 0, F)IB = 0, that is, x(t, 0, 0, F) = 0 for all t > 0. Thus 0 is a unique 
solution of (E). Hence, from Lemma 3.1 it follows that 0 is UAS for (E). 
Proof of Corollary 6.4. If p is diminishing, then 0 is Ev XAS for (Pl ) by 
Corollary 6.3. Next, suppose that 0 is Ev X,45’ for (Pl). As noted in Section 
4, we have G( t, 0) = 0 for all t 3 0 whenever G E Q(F). Let E > 0. Then there 
exist T,(&)>O and 6,(~)>0, S~(E)<E, such that taTI and \#ls<S,(&) 
imply JF(t, 4)I < E. Indeed, suppose that this is not the case. Then there 
existsequences (~n}~B,I~,IB-+Oasn+cc and {t,,},t,+cc asn-tco, 
such that 
IF(t,, d,)l 3 E. (6.3) 
Taking a subsequence if necessary, we may assume that F,” + G as n -+ a3 
in C(Zx B, R”) for a GE Q(F). Then (6.3) implies IG(0, O)l SE, which is a 
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contradiction. Now, let x(t) be a solution of (Pl) satisfying Jx, ) B -+ 0 as 
t + co. Choose a to(&) >O such that [x,1,< al(&) for all t 2 to(&). Then, if 
0 < u < 1 and t B max(t,(e), TI(&)), we have 
which shows that p is diminishing. This completes the proof. 
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