Introduction
Identification of relativistic particles by ionization sampling in thin gas layers is used in a number of detectors being designed for colliding beam machines (e.g. "bicycle wheel" detector for PETRA at DESY; TPC for PEP at SLAC; "image chamber" for pp collider at CERN) and for hybrid bubble chamber systems (CRISIS for FNAL; ISIS for EHS at CERN). The External Particle Identifier (EPI) was constructed at CERN with the aim of helping to resolve ambiguities in identification of fast forward secondaries emerging from hadron interactions in the Big European Bubble Chamber (BEBC). The As shown in fig. 1 , a single layer atmospheric pressure gas proportional counter has typically a resolution of about 60% FWHM and the distribution of ionization losses is asymmetric. Between pions and kaons at 70 GeV/c the difference of most probable value of ionization is only about 8%o. Increasing the single detector thickness does not help because even at 5 m depth the resolution is still about 20% and the asymmetry remains ( fig. 2 , data from [1] ). However, under certain conditions it 0018-9499/79/O200-0089$00. 75F-1979 IEEE is possible to improve the resolution of a single counter and reach for example 8% FWHM in dE/dx resolution by method shown in fig. 3 . The detector that was used to study this was 120 cm long and of a small diameter (0,5 cm); particles traversed along the detector axis [2] . A large part of the en-> ergetic 6-rays responsible for big fluctuations in ionization losses left the sensitive volume and the asymmetry of the ionization loss distribution was thus removed by a "geometrical cut". fig. 7 for inside cells. The field map in fig. 8 indicates the influence of the module frame and the detector edge on the corner cells. In order to minimize this effect, each layer has additional cells at the edges, which are not used in the data analysis. To reduce losses of information due to multiple tracks in the forward cone of the emerging secondaries the non-interacting primary beam particles pass through an insensitive region near the EPI edge as marked in fig. 6 . This region is produced by fixing thin glass sleeves on the first six signal wires of each layer. Fig. 10 shows several drift time spectra measured at different vertical positions along the edge of one of these glass sleeves. The transition between zero and full efficiency extends to about 1 cm from the edge of the glass tube.
Ar + 5% CH4 at atmospheric pressure flows slowly through the detector at a rate of about 5 Q/min. Inside the detector box an overpressure of 2 g/cm2 is maintained by a special exhaust flap valve. The total sensitive volume is about 17 m3. The gas amplification factor in a cell is 4 x 103, a single minimum ionizing particle produces on the average 0.15 pC of charge at the amplifier input (for an energy deposit of 9 keV/6 cm). The electronics, consisting of an amplifier, shaper, track and hold, ramp comparison 8-bit ADC and readout circuits for each of the 4096 channels, are mounted directly on the detector modules.
The ionization deposited by the particle traversing the detector is sampled in up to 128 independent measurements on each track. The The dE/dx detectors working at NTP are sensitive to atmospheric pressure variations. Fig. 15 shows the recording of the EPI performance, monitored by radioactive sources over a period of several days. An increase of 1% (10 mb) in the atmospheric pressure was causing about 7% drop in the measured ionization values. This effect could be reduced to some extent by an automatic gain control acting upon the H.T. on the detector. Regular checking of the "absolute" calibration of the dE/dx scale is performed using particles of wellknown momenta (primary beam).
When the corrections for differences of response of the individual cells and the above mentioned pressure corrections were applied, the resolution of the complete EPI detector was 6% FWHM for particles traversing the full detector length. This is shown in fig. 16 fig. 1 it is clear that the signal to noise ratio and consecutively the value of ionization chosen for the lower cut in useful data is also important, especially in connection with the truncated mean method, where the influence of small ionization values is artificially exaggerated. In the same context the position chosen for the most probable value of ionization inside the ADC dynamic range will slightly modify the detector performance, as well as the related problem of handling the contents of the overflow ADC bin.
When using the truncated mean method it should be kept in mind that the behaviour of a truncated mean as a function of the deposited ionization is different from that of the overall mean. This could be demonstrated with the help of a simple model. Let 
To quantify this increase for the experimental situation the EPI measurements for pions and protons at 50 GeV/c were used. For each track the values of adjacent cells were added to form 64 12 cm samples from the original 128 of 6 cm. While the overall mean doubles, the mean of 40% smallest values increases almost 2.2 fold. Since this is just a reflection of the narrowing of the distribution with increased ionization, it in effect follows that the relative rise in ionization rises more steeply with momentum for a truncated mean method than the overall mean. In correcting for increased track length for strongly slanted tracks the same remark holds. For the EPI experiments the latter effect is typically on the level of less than 0.1% with few values above 0.5% and could be ignored in most cases.
It is interesting to note that the ADC resolution could be reduced without excessive loss in the performance of the detector. This is shown in the following table where the original 50 GeV/c 7/p EPI data were correspondingly "spoiled" by successive divisions of all ionization values by 2 with full rounding (the electronics implications resulting in possible non-linearity were not taken into account):
8,7,6 5 4 3 2 6.0 6.3 6.9 8.1 9.7
In the extreme case of yes/no (1 bit) decisions the loss of resolution could be compensated for by increasing the number of Number of layers 
