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Abstract
The main goal of the present work is to develop and test optofluidic chips for
the analysis and manipulation of single cells in vivo. This research has been
focused along two directions. First, the implementation of the measurement of
refractive index and of absorption spectroscopy in microfluidic chips. Second,
to investigate how to adapt the methods of optical trapping and manipulation
used in optical tweezers to work in the confined space and microscopic scale of
chip. In this regard, a general overview of the present state of the art is provided
in chapter 1.
This dissertation is organized in two main parts. The first part is dedicated to
the development and test of the optofluidic chip, for simultaneous Near Infra
Red interferometry and Ultraviolet/Visible absorption spectroscopy of liquid
samples. Chapter 2 provides the fundamental information on the chip con-
stituents, and discusses as well the optic sensor configuration presented. Then,
chapter 3 reports on how the optofluidic configuration was tested and calibrated,
using liquid samples with distinct refractive indices and colors.
The second part of this dissertation is dedicated to the development of numerical
tools to compute the forces on small dielectric particles. Chapter 4 presents the
theoretical model to calculate the optical forces on the dielectric particles, while
in chapter 5 the numerical implementation of this code is discussed. Chapter 6
presents an experimental method to implement optical trapping of polystyrene
particles.
Finally, in chapter 7, an outline of the main conclusions is given, together with
some hints for future work.

Resumo
O objetivo principal do presente trabalho prende-se com o desenvolvimento e
teste de “chips” de optofluídica para análise e manipulação de células in vivo.
Este trabalho focou-se em dois aspectos diferentes. Em primeiro lugar, os méto-
dos de medição do índice de refracção e de espectroscopia de absorção foram
implementados no “chip”, por outro foram estudados métodos para a captura
e manipulação óptica de células que pudessem ser adaptados ao confinamento
à escala microsópica do “chip” de optofluidica. A este respeito, é apresentada
uma visão geral do estado da arte atual no capítulo 1.
Esta dissertação está organizada em duas partes principais. A primeira parte
deste trabalho é dedicada ao desenvolvimento e teste do “chip” de optofluídica
para interferometria de infra vermelho próximo, em simultâneo com espectro-
scopia de absorção de ultravioleta / visível de amostras líquidas. No capítulo 2,
são apresentados os conceitos do “chip”, bem como é feita uma discussão sobre
a configuração do sensor óptico. Em seguida, no capítulo 3, é testada a config-
uração do “chip” optofluídico que é depois calibrada usando amostras líquidas
com cores e índices de refracção distintos.
Por outro lado, a segunda parte desta dissertação é dedicada ao desenvolvi-
mento de ferramentas numéricas para calcular as forças em pequenas partículas
dielétricas. No capítulo 4 é apresentado o modelo teórico para calcular as forças
ópticas nas partículas. De seguida, um modelo numérico para calcular as forças é
desenvolvido no capítulo 5. No capítulo 6 é apresentado um método experimen-
tal para implementar a captura óptica de partículas de poliestireno, utilizando
pinças ópticas.
Por fim, no capítulo 7, é apresentado um resumo das principais conclusões assim
como algumas sugestões para trabalhos futuros.
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Chapter 1
Introduction
One of the challenges of modern medicine is to dramatically reduce diagnosis time while
improving the accuracy and precision of the analytical techniques. Single cell analysis is a
critical step towards this goal. The necessity to study single cells has led to more advances
in the development of new miniaturized devices. This strategy requires the adoption of new
laboratorial techniques which can help practitioners to, more effectively and rapidly, identify
illness, especially in its early stages of development. Such techniques are not restricted to
medicine and can be applied to a vast myriad of fields, including biochemical analysis of
fluid samples in environmental and industrial applications.
Among these novel techniques is included the development of optofluidic biochips, which
can help analyze living individual cells, their structure, malformations or degeneration, ei-
ther occurring naturally or caused by infectious agents. These chips will allow the combi-
nation of different analytical methods to access distinct aspects of the cells, ranging from
absorption to fluorescence or even refractive index. This implies not only the miniaturiza-
tion of the devices but also the integration of different diagnosties in a single chip. To attain
this goal several challenges must be surpassed, including the incorporation of different sen-
sors in the same chip, improve their sensitivity to allow working with minute amounts of
samples, and enable cell manipulation inside the flow.
This dissertation will focus on simultaneous refractive index measurement and absorp-
tion spectroscopy, which can be used to identify infected cells. In addition, it will also
address the problem of manipulating the cells within the fluidic channel, or outside the
chip, using focusing optical tweezers.
The detection of infected cells and the identification of the pathogenic agents are being
intensively researched. Today, several applications have been reported where discrimination
of infected cells was achieved in flow cytometers using impedance spectroscopy or fluorescent
labeling techniques. The challenge remains to combine several of these methods in a single
chip capable of making simultaneous multi-parameter measurements, thus allowing multi-
criteria diagnosis. For this purpose it is necessary to develop highly miniaturized sensor
devices of different nature for on-chip incorporation.
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This dissertation is part of a FCT project (HYBRID) which addresses the develop-
ment of a hybrid electro-optical microfluidic device that should be able to characterize and
distinguish healthy and infected red blood cells, using simultaneous optical and electrical
characterization. In this work we have attempted to use fiber optics to enable refractometric
and spectroscopic analysis in the same spot of the fluidic channel, in the chips produced by
the project partners. To complement these diagnosis capabilities it is also necessary to be
able to position the cells in specific locations of the microfluidic channels, where the mea-
surements can be made accurately. In the literature there are several techniques to achieve
this manipulation, including hydrodynamic focusing or optical trapping. Among these, it
was considered that optical trapping presented the most advantages and the potential to
be integrated into the chip together with the sensors. On the one hand, it permits to use
the same optical ports to simultaneously illuminate and sense the optical properties of the
cell, while inputting the control beam of the optical tweezers inside the fluidic channel. On
the other, it allows to manipulate living cells without any physical contact, which reduces
the possibilities of damage or destruction of the cell.
However, the adaptation of the usual techniques of optical tweezers to the miniaturized
and confined space of the fluidic channel is not trivial. In this context, theoretical and nu-
merical models were developed and used to compute the radiation pressure forces produced
by optical tweezers that can be adapted to evaluate optical trapping of living cells in the
microscale, inside and outside the optofluidic chips.
1.1 State of the art
The biophysical characterization of living cells plays a critical role in many different fields
that go from studies of fundamental cell biology to health control by patient blood analysis,
or even environmental monitoring. The advent of microfluidic technologies has allowed
accurate control of liquids on small spatial scales using minimal samples and reagent volumes
[4]. In addition, optical approaches for (bio)chemical analysis in microsystems have achieved
great significance [4]. Such optofluidic systems use hybrid embedding of optical fibers. More
recently, optical tweezers have become of interest as a non-contact tool for trapping and
isolation of particles or cells [5].
The most common fabrication process for microfluidic platforms is soft lithography. This
technique enables the rapid fabrication of complex microfluidic structures using flexible and
low cost polymer substrates, such as dimethylsiloxane (PDMS) and polymethyl methacry-
late (PMMA), among others. PDMS is known for its optical quality as well as its optimum
optical transparency, which enables the fabrication of lens systems or gratings, showing that
this type of material is suitable in the optofluidic field.
In (bio)chemical analysis, labeling methods such as fluorescence are well known to be
time-consuming, complex, expensive, and unsuitable for living cells analysis. On the other
2
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hand, label-free methods have been exploited to reduce some of the previous disadvantages.
Optical scattering, absorption, Raman spectroscopy or refractive index based techniques
are some of the label-free methods used in opto/microfluidic devices. Fluorescence is one
of the most highly sensitive methods used in the detection of biological species or particles.
Its main disadvantage is that it makes it necessary to tag the species to be identified, when
a non auto-fluorescence species is being studied. Quantum dots or fluorophore particles are
usually attached to act as a tag. Yang et al. [6] developed a flow cytometer in PDMS based
on fluorescence technology using hydrodynamic focussing for cell sorting. Fluorescent dye
labels were used to tag lung cancer cells.
Light scattering methods are widely used in microdevices to count cells. This simple
method uses light scattered by biological species or particles to count and study their
size, shape and internal and external structure. Typically, a laser beam is focused on
a detection volume, then the scattered light is collected, for instance by optical fibers.
Different scattering angles give distinct information. Large angles, for example, provide
information about the roughness of the surface of the particle, whereas small angles can yield
information about its size [5]. This technique can be used simultaneously with fluorescence,
enabling cell counting and identification [7].
Absorption detection is, so far, one of the most used chemical analysis techniques.
This method uses direct absorption in the Ultra-Violet/Visible wavelength range. The
major difficulty of absorption in microdevices is the small optical path resulting from the
miniaturized fluid channels, which impair the quality of the absorption signal with respect
to a high background transmission. Several authors have modified the design of these
structures by using, for instance, U - shaped channels that increase the optical path [8, 9].
Raman spectroscopy is another label-free technique. In this method, incident light on a
material may exhibit Raman scattering at shifted wavelengths, due to inelastic absorption
or emission of energy. In this context, Surface Enhanced Raman Spectroscopy exploits
resonant excitations of surface plasmons on metallic surfaces in order to enhance Raman
scattering by many orders of magnitude [10], enabling sensitive operation at the minor scale.
More recently, the use of interferometric structures for the analysis of single cell refractive
index has been proposed. Song et al. [11] developed an optofluidic chip with micro channels
and a Fabry-Pérot cavity formed by two gold coated single mode optical fibers standing face
to face across the microfluidic channel, through which two buffer solutions and cells were
introduced. Each cell was manipulated using a pressure based system, which allows control
of its position inside the channel. The two buffers were flown through the channel while
the cell was kept in place. The effective refractive index was calculated from the difference
between the spectra acquired for each of the two buffers. Shao et al. [12] also developed
a Fabry-Pérot cavity built by etching channels in Pyrex Glass and coating the surfaces
with high reflectivity gold layers. The authors demonstrated that yeast cells and human
red and white blood cells could be distinguished, although with some restrictions. Using a
3
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similar Fabry-Pérot cavity with identical fiber Bragg gratings as selective mirrors in each of
the facing fibers instead of gold coated fibers, Chin et al. [13] calculated refractive indices
of cells and their effective thickness. In addition, using the same fibers, optical trapping
was performed. Through this method, a non-contact trapping of the cell was achieved,
preserving its structure. Optical manipulation using focused beams in optofluidic systems
arises as a complementary tool enhancing the micromanipulation field of biological species
or particles. Arthur Ashkin was the pioneer in the field of laser-based optical trapping
in the early 1970s. He first demonstrated that optical forces could displace and levitate
micron-sized dielectric particles, using a stable 3D trap based on counter-propagating laser
beams [14]. Single beam optical tweezers were later developed relaying on the balance
between scattering and gradient forces arising from a tightly focused laser beam [15]. This
technology allows trapping and manipulation of single cells without physical contact.
Most advanced optical trapping systems rely on bulk elements, comprising trapping
laser, beam expansion and steering optics, high numerical aperture objective, holder, and
elements that allow dynamic control over the position and stiffness of the trapping force:
typically acousto-optic deflectors or liquid crystals spatial light modulators are used. Such
setups are often incorporated in an inverted microscope, adding the imaging capability.
While these approaches enable advanced features such as multiple point holographic trap-
ping and time multiplexing of trapping points, their implementation is often bulky and
expensive, precluding its widespread use. Furthermore, the operation of bulk optical tweez-
ers setups in turbid media or thick samples is often compromised by difficulties in focusing,
hindering its use in unprocessed samples or in vivo applications [16, 17]. In this context,
fiber optics based tweezers can provide a miniaturized, versatile solution in a low cost setup.
The simplest approach uses two fibers aligned over a common optical axis, allowing the bal-
ance of the scattering forces of the counter propagating light beams exiting each fiber to
create a trapping point. While this approach is suitable for incorporation into microfluidic
chips and requires no processing of the fiber tip [18], its versatility is limited. Single optical
fiber tweezers are a more attractive solution, however, to attain single fiber optical trapping
it is necessary to process the fiber optic tip to become lens shaped providing, therefore,
the focusing ability and field gradient to balance the scattering force. Many solutions have
been proposed so far and the use of the resulting fiber tweezers explored in different applica-
tions. Methods to re-shape the optical fiber include thermal heating and drawing [19], wet
chemical etching [20, 21] and advanced micro fabrication techniques, such as femtosecond
laser etching or milling with focused ion beam [22]. Using these methods, 3D manipulation
of single cells using single fiber [23], dual core fiber [24], or two distinct fiber probes [25]
inserted into standard micromanipulators has been reported. Understanding the physics
behind the trapping phenomena was a central need for improving the technology. This way,
the design of a new optical trapping system, with improved capabilities, was supported by
the development of new theoretical methods to study the forces acting on nano or micro
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spherical bodies which were also being studied using numerical methods. This applies both
to optical trapping forces produced by two counter propagating beams or by a single optical
tweezer. Constable et al. [26] demonstrated a simple model of a two beam trap system
based on the original two beam laser design of Ashkin [14], showing, however, weak stable
positions. In this regard, Collins et al. [27] developed a system of four counter propagating
beams and simulated the forces acting on a polystyrene sphere. More recently, with the
progress in fiber optical tweezers manufacturing, authors as Mizoni et al. [22] or Liu et al.
[19] studied the effect of new fiber optical structures using computational models. Overall
these studies contributed greatly for a better interpretation, and therefore more efficient
design of new optical trapping solutions.
1.2 Dissertation structure
The structure of this dissertation is described in what follows. In this first chapter an
overview of the state of the art of the technologies addressed was given. Also the formulation
of this project and motivation were discussed.
Chapter 2 addresses the working principles of the sensor system, as well as the fabrication
techniques involved in the fabrication of the optofluidic chip. Consequently, Chapter 3
presents the experimental procedure, from the implementation of the experimental setup to
the assembling of the optofluidic chip. Thereafter, experimental results are presented and
discussed.
The aim of Chapter 4 is to introduce the physical principles underlying the trapping
theory. The main goal of Chapter 5 is to implement the physical methods for the calculation
of optical forces through numerical methods.
In Chapter 6 an experimental implementation technique for fiber optic tweezers is pre-
sented, followed by some preliminary tests.
Finally, in Chapter 7, an outline of the main conclusions is given, together with some
hints for future work.
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Chapter 2
Working Principles and Fabrication
of the Optofluidic Chip
2.1 Introduction
In this chapter, the design and fabrication of optofluidic configurations developed in the
framework of the “Hybrid” project are described. Preliminary experimental tests leading
to the selection and optimization of the chip configuration and the sensors arrangement
are reported. In particular, the options and details leading to the optofluidic platform for
simultaneous refractive index and absorption measurements used in the remaining of this
work are described and discussed.
The optofluidic device is based on a polymer microfluidic platform, deposited over a glass
substrate with embedded fiber optic sensors. A schematic representation of the optofluidic
chip can be seen in figure 2.1. The chip has two insertion grooves for optical fibers, and
a microfluidic channel with three inlets and three outlets to flow the samples. A different
optical sensor configuration can be implemented with the inserted optical fibers. Depending
on the arrangement and the types of fibers (Multi Mode (MM), Single Mode (SM)) used,
measurements of absorption, fluorescence and refractive index can be carried out.
In the present case, to implement simultaneous refractive index and absorption mea-
surements, an interferometer and a spectrometer were combined in the same chip. For the
refractive index measurements, a Fabry-Pérot interferometer was used. The resonant cavity
was setup by a Fiber Bragg Grating (FBG) in a SM fiber and a Titanium Oxide mirror on
the tip of a MM fiber. Any change in the sample will induce an alteration in the resonant
cavity interference pattern which will give information about its refractive index. At the
same time the partially mirrored fiber collects UV/Vis light into a CCD spectrometer, to
perform absorption spectroscopy measurements.
This chapter is organized as follows: Section 2.2 describes the photolithographic process
to fabricate the chip; Section 2.3 explores the main ideas underlying the refractive index
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Figure 2.1: General scheme of the optofluidic chip and the sensing cavity.
sensor and its constituents, where the FBG technology, the mirror fabrication technique
and an analysis of the Fabry-Pérot cavity are presented; and finally Section 2.4 is dedicated
to the absorption spectroscopy arrangement.
2.2 Chip Fabrication
As mentioned before, the developed optofluidic sensor is part of a FCT project. The fab-
rication of the microfluidic chip was accomplished by other project partners. However, it
is relevant to show to the reader the fabrication technique used in the microfluidic chip
development.
Two distinct processes to fabricate the microfluidic chip were tested. The first one is
based on standard mask-photolithography, to obtain an SU − 8 microfluidic chip. Alterna-
tively, an SU − 8 mold can be fabricated to obtain PDMS versions of the chip.
In the first case, the chip was fabricated by a photolithographic process, using SU − 8
photoresist on glass substrates. Float glass substrates (0.55 mm thick; Guinchard, Switzer-
land) were covered with a thin layer of SU−8 (GM1060, Gersteltec, Switzerland) to improve
adhesion between thick SU − 8 structure and the glass substrate. Then, a 130 µm thick
SU − 8 layer (GM1060, Gersteltec, Switzerland) was spin coated at 1060 rpm for 40 s and
then soft baked. The samples were exposed to a dose of 550 mJ/cm2 (MA6, Suss MicroTec,
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Germany) through i-line filter (G180336, Suss MicroTec, Germany) and then post baked.
Subsequently, the photoresist was developed for 9 min in propylene glycol methyl ether
acetate (Sigma-Aldrich, Germany), rinsed and hard baked. A PDMS slab (Sylgard 184,
Dow Corning, Spain) was used as a cover to seal, from the top, the SU − 8 microchannels
and insertion grooves. A picture showing the microfluidic channel and two grooves, one
with clips and the other with a wall, can be seen in figure 2.2.
Figure 2.2: Microfluidic chip fabricated by a photolithographic process using SU-8. The
channel has a width of 21 µm and the grooves have 131 µm width and 137 µm thickness.
A distinct approach was used to obtain an SU − 8 mold to fabricate the all − PDMS
chip. SU − 8 2050 (Microchem) was spin coated on silicon wafers at 1440 rpms to a total
height of 127 µm. Soft baking was done on a leveled hot plate for 5 min at 65ºC and
then for 28 min at 95ºC . After cooling, the samples were exposed on a mask aligner
(MA6, Suss MicroTec, Germany) for 21 s with an exposure dose of 309 mJ/cm2. The
samples were exposed through an i-line filter (G180336, Suss MicroTec, Germany). A post-
exposure bake was performed for 5 min at 65ºC and then for 10 min at 95ºC. The samples
were developed by submersing them in PEGMA (Microchem) for 18 min with a magnetic
agitation of 500 rpm, rinsing them with IPA (Sigma-Aldrich, Germany), and drying them
with compressed nitrogen. An SU − 8 mold with bass relief features was obtained.
PDMS (Sylgard 184, Dow Corning, Spain) was prepared by mixing a base (liquid
silicone rubber) and a curing agent in a 10 : 1 ratio of weight. The mixture was stirred for
5 min and de-gassed in a vacuum desiccator. Afterwards, the PDMS was poured over the
SU − 8 mold and cured at 100ºC on a hot plate for 3 hours. Then, the PDMS was peeled
off from the SU − 8 mold. The PDMS structure obtained in this way was cleaned with
acetone and IPA and placed on top of a Petri dish with the negative relief features up. On
top of the features of the PDMS structure, epoxy glue (ES562, Permabond) was poured to
form a 2 mm thick layer. After undergoing degassing in the vacuum system overnight, the
epoxy glue was cured in an oven at 120ºC for 30 min . After curing, the epoxy was peeled
from the PDMS and used as a master mold for soft lithography. Using the same procedure
as described before, microfluidic chips made of PDMS were obtained through the use of
the epoxy master mold as a substitute of the SU − 8 mold. The SU − 8 molds are fragile
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(a) (b)
Figure 2.3: Microfluidic chip made of PDMS: (a) the channel has a width of 20 µm and the
grooves have 131 µm width and 137 µm thickness ; (b) Fibers inserted in the optofluidic
chip, the channel has a width of 40 µm and the grooves have 131 µm width and 137 µm
thickness.
and have the tendency to peel off from the substrate after a few replica procedures, while
epoxy molds can be used to produce hundreds of PDMS replicas with very good precision.
The inlets and outlets of the PDMS chips were made using a blunt needle. The chips were
irreversibly bonded to 3.5× 2 cm2 glass slides by using plasma oxygen. A representation of
the PDMS chip, showing the grooves and the microfluidic channel, is in figure 2.3 (a).
Before reaching the final configuration, some tests were carried out using different masks,
with distinct structures aiming to optimize the design. Figure 2.4 shows one of the masks
necessary to fabricate one of the versions of the optofluidic chip. Some variations of this
basic design were tested. For instance, a wall was included on the top of the fiber grooves, to
inhibit the liquid samples to flow through the corners created by the mismatch between the
fiber section and the groove section. Nevertheless, these walls were very fragile and easily
broken during the manipulation of the chip. A clip structure was also tested, but it showed
to be very brittle. However, for very well fitted fiber grooves it was verified that, even
with no walls, the leaking was minimized . For larger channels, placing a drop of glue into
the inlets of the fiber grooves prevented the problem. Therefore, these two complementary
structures were abandoned, and the final design did not include walls or clips. Figure 2.2
shows the presence of the clips and the walls in a SU − 8 chip.
Figure 2.4: One of the masks used in the photolithographic process.
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The majority of SU-8 chips showed to be very delicate and also that, after some time,
the SU-8 would peel off the substrates very easily. On the other hand, the insertion of the
fibers in the groves was difficult due to the non-flexibility of the SU − 8. In this regard,
PDMS demonstrated to be a more reliable solution for the chip fabrication than SU − 8.
The PDMS structures were flexible, robust and more durable than the SU − 8 based
microfluidic chips. Consequently, PDMS was adopted as the best material to fabricate the
optofluidic chip. In Figure 2.3 (b) a picture of the chip with the optical fibers inserted is
visible. In this particular case, the grooves (131 µm) did not fit the fibers, leaving a small
gap between them and the walls. Nevertheless, this did not cause any alignment problem
for the optical measurements as the output of the SM fiber was still aligned face-to-face
with the mirror, enabling the collection of the reflected signal.
2.3 Refractive index sensor
The sensing configuration presented for refractive index measurement is based on a Fabry-
Pérot cavity formed between a Fiber Bragg Grating and a Titanium Oxide mirrored fiber.
The FBG was inscribed in the core of a SM fiber, while the Titanium Oxide (TiO2) mirror
was deposited on the tip of a MM fiber. The second fiber was chosen to be MM because
it enables increased light collection to perform the absorption spectroscopy measurements.
This approach is possible because the mirror reflection was set to ∼ 50%.
Fiber Bragg Gratings
Fiber Bragg Grating (FBG) devices have been of great interest, since they are widely used
in the field of optical communications as tunable filters in wavelength division multiplexers
or demultiplexores [28], and as fiber sensors such as strain [29] and temperature [30, 29].
A FBG selectively reflects a specific wavelength because it is a longitudinal modulated
difractive element. The FBG is produced by creating a periodic variation in the refractive
index of the optical fiber core. This refractive index pattern has a period that satisfies the
Bragg condition, given by
λB = 2neffΛ, (2.1)
where λB is the Bragg wavelength, neff is the effective refractive index and Λ is the period
of the grating. The reflectivity function of the Bragg wavelength is expressed as follows,
R = tanh2 (kL) , (2.2)
where L is the length of the grating and k is the coupling strength, which has the following
expression,
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k = pi∆nΓ
λB
, (2.3)
where ∆n is the magnitude of the refractive index contrast and Γ is the modal confinement.
Equation (2.1) shows that if the effective refractive index or the period is changed, a shift
in the Bragg wavelength will be observed. The following expression refers to the effect of
strain and temperature on the Bragg wavelength:
∆λB
λB
= (1− pe)∆ε+ (α+ ξ)∆T, (2.4)
where pe is the strain optic coefficient, ∆ε is the induced strain on the grating, α is the
thermal expansion coefficient, ξ is the thermo optic coefficient and, finally, ∆T is the temper-
ature step induced on the grating. For silica, the values for these constants are: pe ≈ 0.22,
α = 0.55 × 10−6Co−1 and ξ = 6.7 × 10−6Co−1 at 1550 nm. The first part of the equation
refers to the effect of strain on the Bragg wavelength shift (∆λB). As can be seen, it is
proportional to the strain. On the other hand, the second term describes the impact of tem-
perature on the Bragg wavelength shift (∆λB), and again they are proportional. Therefore,
FBGs are simultaneously sensitive to strain and temperature.
Figure 2.5: Fiber Bragg Grating, λB = 1550.35 nm, in reflection. The Optical Power is
normalized.
When a FBG is used as strain sensor, the temperature has to be compensated, in order
to avoid contributions from the second term of equation (2.4). On the one hand when
the FBG is used as a temperature sensor, it should not be fixed to any structure, or be
subjected to any mechanical tension. As α is practically negligible, the changes in the Bragg
wavelength will be mainly due to the changes in the refractive index of the fiber which are
proportional to ξ . On the other hand, FBGs can be used as a mirrored interface to form,
for instance, FP cavities, or other types of interferometers. It is this second aspect that will
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be explored in this work.
The phase mask technique is one of the most effective methods for inscribing Bragg
Gratings in fibers. Nevertheless, this requires the optical fibers to be light-sensitive. The
photosensitivity of optical fibers to UV light is typically achieved by using Germanium
doped cores and hydrogen loading [29]. Through this method a diffractive optical element, a
phase mask, is employed to spatially modulate the writing beam. Usually, the first orders of
diffraction, namely −1 and 1, are recombined at the target to produce a specific interference
pattern [31]. In the present case, a SMF-28 single-mode fiber with a germanosilicate core
3% mole fraction and previously hydrogenated at 100 atm, was used. The FBG was written
using a 4 mm length diffractive phase mask ( Λ= 532 nm), illuminated with a KrF laser
(248 nm). Figure 2.5 displays the reflected power spectrum of the fabricated FBG.
Titanium Oxide mirrors
The Titanium Oxide (TiO2) mirrors used to form the FP resonant cavity, together with
the FBG, were fabricated using an Electron Beam Evaporator (e-beam evaporator). From
theory and previous experience it is known that the reflectivity should change with increas-
ing thickness going from 0 to 100% in a range of roughly 90 nm. This way, it is possible to
fine tune the mirrors reflectivity.
This ability is necessary for the development of the sensing configuration, where it is
important to match the reflectivity of the FGB with the reflectivity of the mirror in order to
have good fringe contrast. However, the reflectivity cannot be too high in order to allow the
MM fiber to collect enough light to enable the absorption measurements. In this regard, an
experimental study of the reflectivity of the mirrors was carried out to obtain a calibration
curve.
The deposition process was accomplished in a vacuum chamber where an electron beam
was aimed at the source material, causing local heating and evaporation [32]. This evapo-
rated material was then deposited on the substrate. In this particular case, the substrates
were the cleaved tips of the fibers. The optical fibers were previously cleaned with acetone
and cut using a diamond blade cleaver in order to achieve perfect flat tips, perpendicular
to the optical axis. These fibers were then immobilized in a holder which was placed on
the top of the chamber, facing the evaporation material. A total of ten fibers was placed in
the holder. Deposition was carried out using a Titanium target in steps of approximately
5 to 10 nm (measured by a quartz sensor crystal). After each deposition a single fiber was
removed, this way, in the end of the whole process ten fibers were obtained with distinct
thicknesses, ranging from 10 nm to95 nm.
The experimental setup used to coarsely evaluate the reflectivity of the films obtained
is shown in figure 2.6.
First the spectrum of the light reflected from a cleaved uncoated fiber was measured
using a laser scanning unit from Fiber Sensing (FS2200, operating range 1500-1600 nm, 1
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Figure 2.6: Experimental setup used to characterize the titanium mirrors.
pm resolution) simply placing the reflecting fiber and a collecting fiber face to face in air,
aligned as depicted in figure 2.6. From the Fresnel equations one knows that an air-silica
interface has a reflectivity of 3.5%. Therefore, the power measured in the returned spectrum
for the cleaved uncoated fiber, corresponds to a reflectivity of ∼ 3.2%. From this spectrum
a reference value of the reflected power for a defined wavelength was determined. From
this assumption, the reflected powers were evaluated for each of the TiO2 films of different
thickness. One by one each film was placed facing the SM fiber and the reflected spectrum
was recorded. Therefore, by comparison with the reference value, the reflectivities for each
film thickness were computed. The reflectivity calculated according to the measurements
obtained for each Titanium Oxide film is presented in figure 2.7.
Figure 2.7: Reflectivity of Titanium Oxide mirrors for several thicknesses.
Deviation from the expected logarithmic increase are apparent. Nevertheless, the graph
shows a steady increase of the reflectivity with TiO2 film thickness, going from 20% at
10 nm to 68% at 60 nm, and reaching its maximum at 95 nm, where a reflectivity of 100%
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is achieved. The deviations observed may have arisen from some experimental constraints
in the deposition process and in the reflectivity measurements. When the fibers were placed
in the holder small changes in the distance to the target could arise. Also minor tilt in the
fiber cut, as well as fiber to fiber misalignment, could introduce errors in the estimate of the
reflectivity. Nevertheless, for the intended purposes, the data obtained was satisfactory as
it allowed to fabricate a mirror with the desired thickness with only minor deviations from
the desired value. From this data it was verified that the film thickness desired to match
the FBG reflectivity (∼ 50%) was ∼ 35 nm.
Fabry-Pérot Interferometer
A typical Fabry-Pérot interferometer (FPI) is composed by two parallel optical surfaces,M1
and M2 separated by a distance L, having reflectances of R1 and R2, respectively, as shown
in figure 2.8. The reflectivity of the cavity facets is determinant for the spectral features
of the output interferometric signals. In particular, high reflectivities result in multiple
reflection inside the cavity resulting in output spectra with very sharp peaks. This kind of
FP cavity is said to be of high finesse and is usually applied in laser cavities, and filters in
high resolution spectroscopic tools [33]. When the reflectivities are low, on the other hand,
the output spectrum approaches that of a two wave interferometer and is said to be of low
finesse. These kinds of FP cavities are typically used in sensing applications, particularly
in fiber optic sensors [34].
Figure 2.8: Structure of a low-finesse Fabry-Pérot cavity, where a two beam approach is
used.
When a low-finesse FP cavity is considered, one can use the model of a two-beam
interference as a suitable simplification and therefore multiple reflections are neglected. In
this particular case the overall intensity that is received by the photodetector is given by
I = I1 + I2 + 2
√
I1I2cos(φ), (2.5)
where I1 and I2 are the light intensities reflected from each reflecting surface and φ is the
round-trip propagation phase shift in the cavity, which can be expressed as
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φ = 4piLn
λm
, (2.6)
where n is the refractive index of the medium between the two mirrors, λm is the radiation
wavelength and L is the length of the cavity.
In this work, reflectivities of 50% are used; however, due to the propagation and insertion
losses in the system, the cavity finesse is decreased. This way, a two wave approximation is
still valid and was used in the study of the sensor response.
In the configuration implemented, shown in figure 2.9, the optical sensor cavity has
more than two reflecting interfaces, the FBG, the cleaved fiber and the mirror, which allow
multiple interference paths. However, the reflectivities of the different interfaces differ
greatly: while the mirror and the FBG have R∼ 50% the fiber liquid interface will have a
reflectivity below 3%. This way, for simplicity and as a first approximation, the ’parasitic’
reflections at this interface were neglected. Therefore, the sensor cavity under study was
considered as a simple two mirror cavity but composed by different media. According to
figure 2.9, the first part of the cavity, between the FBG and the cleaved end fiber, is made
of glass having a constant refractive index. The second part, between the cleaved end fiber
and the mirror, is comprised of the fluidic channel and will have a changing refractive index.
Consequently, the relative phase now becomes
φ = 4pi
λm
(n1L1 + n2L2) (2.7)
where n1 is the refractive index of the fiber and n2 is the refractive index of the sample in
the microfluidic channel. L1 and L2 are the corresponding lengths.
Substituting equation (2.7) into equation (2.6), one has
I = I1 + I2 + 2
√
I1I2cos
[4pi
λ
(n1L1 + n2L2)
]
. (2.8)
In order to be able to calculate the refractive index n2 of the samples that are measured
in the microfluidic chip, one has to deduce the refractive index change ∆n due to the
alteration of the optical path from the measured spectral shifts. For this purpose, the first
derivatives of the relative phase in relation to the wavelength and to the refractive index
are calculated yielding, respectively:
dφ
dλ
= 4pi
λ2
(n1L1 + n2L2) , (2.9)
and
dφ
dn2
= 4piL2
λ
. (2.10)
From these equations ((2.9) and (2.10)) it is possible to deduce a relation between ∆n2 and
∆λ given by
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Figure 2.9: Schematic representation of the sensor cavity formed by two different media.
Figure 2.10: Interference spectrum for two different media, where the refractive index of
each medium was distinct for the two measurements.
∆n2 =
∆λ
λL2
(n1L1 + n2L2) , (2.11)
where ∆λ is the wavelength shift induced in the interferometric spectrum, by the sample
refractive index change, typically monitored by tracking the spectral position of a peak or
valley, as shown in figure 2.10.
To compute the refractive index change accurately it is necessary to have the exact
lengths of the two cavities. These values can be calculated from the individual interference
spectrum. Considering that the intensity I in equation (2.5) reaches its maximum (I =
Imax) when the phase shift equals 2mpi, where m is an integer, it yields to
4pinL
λ
= 2mpi. (2.12)
The two adjacent interference maxima have a phase difference of 2pi, therefore computing
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the difference between the wavelength peaks of two consecutive fringes, the cavity length
can be deduced as:
L = 12n
(
λ1λ2
λ2 − λ1
)
(2.13)
where λ1and λ2 are the center wavelengths of two adjacent peaks, as can be seen in figure
2.11.
Figure 2.11: Interference spectrum in a low-finesse Fabry-Pérot cavity.
Therefore, from equations (2.11) and (2.13) the values for the refractive index change
and the cavity length can be calculated, respectively.
The procedures just described were used to perform the experimental measurements
allowing to obtain the refractive index values of the samples solutions from the recorded
interferometric spectra.
2.4 Absorption Spectroscopy
Absorption spectroscopy methods are widely used in bio(chemical) analysis through direct
monitoring of absorption features in specific UV/Vis wavelengths. Typically, a sample is
illuminated from one side, and the intensity of light is measured in transmission mode after
crossing the sample. The Beer-Lambert law [35, 36] states that the intensity of radiation
absorbed by a sample is proportional to the intensity of the incident radiation I0, as well as to
the concentration of the absorbing species and the path length of the radiation through the
sample. Considering a solution of thickness dx which contains n light absorbing molecules
per cm3, the light intensity dI absorbed per thickness dx is given by
dI
dx
= −Iσn, (2.14)
where σ is the effective cross-section for absorption in cm2.
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This law is normally expressed as follows
I = I0exp(−σnd), (2.15)
where d is the thickness of the sample. According to this expression, absorption will increase
for longer path lengths or higher concentrations of the absorbing species, resulting in an
exponential decrease of the transmitted intensity, I.
This simple principle was incorporated into the microfluidic chip in order to enable
the evaluation of the absorption features of the samples flowing in the channel. For this
purpose, the standard illumination of the microscopy system can be used as the optical
source. The fluidic channel acts as the sample vial and the MM fiber is used to collect the
transmitted light towards detection by a CCD spectrometer. In this particular arrangement
the illumination is at right angles with the collecting fiber. However, due to scattering in the
sample a significant amount of light is coupled into the MM fiber, enabling measurement of
the absorption spectrum. This fact has to be taken into count when analyzing the collected
data because, depending on the nature of the solutions and particles analyzed, the scattering
process can also be wavelength dependent. This was not the case in the samples studied in
the present work.
2.5 Conclusions
The goal of this chapter was to present the main principles involved in the design and
fabrication of an optofluidic chip for simultaneous Near Infra Red (NIR) interferometry and
Ultraviolet/Visible (UV/Vis) absorption spectroscopy of liquid samples. The presented
sensing configuration for refractive index measurement was based on a Fabry-Pérot cavity
formed between a Fiber Bragg Grating and a Titanium Oxide mirrored fiber. At the same
time, the sensor configuration allows to do absorption spectroscopy measurements. The next
chapter presents the results of the sensing cavity, which aim to find the best reflectivity for
the mirror and FBG to enable enough visibility in the interferometric fringe pattern, and
also to collect sufficient radiation to perform the absorption spectroscopy measurements.
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Chapter 3
Test and Calibration of the
Optofluidic Chip
3.1 Introduction
In chapter 2 the design and fabrication of optofluidic chips for simultaneous measurement
of refractive index (RI) and absorption of fluid samples were reported. This chapter reports
a particular configuration which was tested experimentally. The tested chip is based on a
PDMS structure deposited on a glass substrate, which has integrated microchannels and
fiber optical sensors: a FP interferometer, composed by a FBG and a Titanium Oxide mirror
for refractive index measurements, and a MM fiber to collect UV/Vis light for absorption
measurements.
First of all, the experimental setup will be described so as to give a general overview
of the components and procedures used in the assembly and calibration tests, followed by
the experimental results, which will be presented in two stages. Some preliminary results
obtained to test the optofluidic chip and perform some optimization adjustments will be
shown first. Then, results obtained with the optimized system demonstrating the simultane-
ous refractive index and the absorption spectroscopy measurements of fluid samples will be
presented and discussed, followed, in a final stage, by the presentation of some conclusions.
3.2 Experimental setup
An experimental setup was developed (shown in figure 3.1) to test and characterize the
performance of the optofluidic chips. The experimental arrangement is composed of an
inverted microscope connected to an image acquisition system, enabling the visualization of
the microchannels. A Syringe Pump (WPI, SP210iw), connected to the chip inlets, allows
flowing through liquid samples at a controlled rate. A FS2200 Braggmeter (FiberSensing,
SA) and a CCD Spectrometer (USB4000, Ocean Optics) were used for acquisition of the NIR
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interference spectra and the UV/Vis absorption spectra, respectively. Both measurement
systems were controlled with appropriate software.
Figure 3.1: Experimental setup used to characterize the optofluidic chip.
The optofluidic chip was placed in a support over the objective, which was fixed on a
micrometric platform to adjust the distance to the chip and, at the same time, to move it in
the focal plane. A Kocom camera (KCC-331) was used in the process of image acquisition.
For illumination, a tungsten lamp was used. The imaging system had a 20× objective
with a numerical aperture of 0.40, and a working distance of 9 mm. Initially, objectives
with magnification of 40× and 60× were tested, but due to their short working distance
(4.5 mm) and very narrow depth of field they were not suitable for this application, where
some versatility was needed to observe different planes of the fluidic channel.
The FS2200 Braggmeter was used to retrieve the interferometric spectra of the FP
cavity. It operated in reflection mode with a tunable laser in the 1500-1600nm range, with
a resolution of 1 pm, and was directly connected to the SM fiber.
Figure 3.2: Screen shot of the Labview software interface used to control the Braggmeter.
The CCD Spectrometer was used to acquire the UV/Vis absorption spectra via the MM
fiber. The Braggmeter was controlled using a home made Labview application that allowed
to record the spectra. Figure 3.2 shows a screen shot of the control program interface used.
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On the other hand, the CCD spectrometer was controlled using its dedicated software
’Spectra Suit’ from Ocean Optics.
The optofluidic chip was assembled in a positioning platform with x y and z controls,
where the fibers were inserted precisely in the grooves. The fiber insertion procedure was
a delicate process requiring careful operation. First of all, a drop of ethanol was placed at
the entrance of the insertion grooves of the PDMS chips to facilitate the insertion of the
fibers. The fibers had to be handled very carefully to avoid damaging the tips or the chip
structures. Any damage of the fiber surface or the presence of impurities in the light path
would result in reduced light transmission and interferometric signals with small contrast
and reduced signal to noise ratio. Unfortunately, it was not unusual to find chips with some
dust or debris. With the grooves and the channels having dimensions of few microns, even
small particles were problematic, causing obstruction and precluding the flow. When this
happened, it was possible to clean the chip by inserting fibers across the fluidic channel and
push the particles away while flushing with ethanol. While the fibers were being placed
in the chip, the fringe pattern was controlled by the FS2200 Braggmeter, providing some
feedback for optimal positioning (by monitoring its contrast and periodicity).
After assembling the chip with the fibers on the micrometric platform (figure 3.3 (left)),
it was carefully placed on a PMMA support and then placed on the inverted microscope
(figure 3.3 (right)). The Syringe Pump (WPI, SP210iw) was then connected to the inlets,
as shown in figure 3.4. The Syringe has two functional modes, infusion and withdrawal,
with a minimum flow rate of 0.001 µl/hr and a maximum one of 71 ml/min [37] enabling
the manipulation of fluids inside the channel.
Figure 3.3: Chip with fibers inserted in the grooves in the micrometric platform (left);
assembled chip on the support, placed in the inverted microscope (right).
In figure 3.4 a general scheme of the syringe pump connected to the chip is shown. The
syringes placed on the Syringe Pump were connected to the chip via capillary tubes.
23
Chapter 3. Test and Calibration of the Optofluidic Chip
Figure 3.4: Scheme of the optofluidic chip plugged to the syringe pump and to the other
components.
Some preliminary tests were done to identify the appropriate range of flow velocities in
the samples. It was found that velocities above 800 µl/min would cause the detachment
of the chip, due to pressure increasing inside the chip. Moreover, if the velocities were too
high, the liquid would flow through the fiber grooves (which had no walls). However, if
the velocity was set to values under 600 µl/min or even 700 µl/min, the liquid would flow
without any problem through the fluidic channel.
Experimental details
The optofluidic chip was first tested and calibrated using water based solutions with different
refractive indices and dye concentrations. Acetic acid and ethanol are substances with higher
refractive indices than water. For this reason they were mixed in aqueous solutions, with
different concentrations, to obtain calibration solutions with different refractive indices. On
the other hand, malachite green dye, acid red dye and methyl red dye were used to change
the colors of solutions in the test of the UV/Vis absorption measurements.
The refractive indices of the samples were first measured using the Abbe Refractometer
at 589.3 nm. The refractive index sensor on the chip, on the other hand, operates in the
NIR range and it works by giving the relative change of refractive index. Therefore, to
obtain absolute refractive index results, reference values were needed. Table 3.1 shows the
values of the refractive indices of water, acetic acid and ethanol at 1550 nm, which were
used as reference values in the analysis of the results. These figures were computed through
the empirical Cauchy equations presented by Polyanskiy and Pereira in [38, 34] considering
a temperature around 25oC.
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1550 nm
H2O 1.3216
C2H6O 1.3540
CH3COOH 1.3410
Table 3.1: Refractive index values of water (H2O), ethanol (C2H6O) and acetic acid
(CH3COOH) at 25oC[38, 34].
At the beginning of each test, water was flown through to clean the channels. Subse-
quently dyed or transparent samples with different concentrations of acetic acid or ethanol
were flown one by one, while the UV/Vis spectra were acquired by the CCD spectrometer
and the interference pattern of the resonant cavity was recorded by the FS2200 Braggmeter.
The samples were flown using the syringe pump at a constant velocity of 450 µl/m.
3.3 Results and discussion
3.3.1 Preliminary tests
Some preliminary tests were carried out to assess the chip performance and optimize the
experimental setup and procedures.
Refractive Index - transparent samples
The refractometric configuration was tested using a FBG inscribed in the SM fiber with
reflectance of ∼ 45%. As stated in 2.3, the FP interferometric cavity is composed of two
different media. A main cavity with high contrast is formed between the FBG and the tip of
the mirrored MM fiber, causing the interference pattern presented in figure 3.5 (b), which is
modulated by the FBG envelope. The second ’residual’ cavity is responsible for the fringes
shown in figure 3.5 (a), and it is formed by the reflections at the SM fiber end and at the
TiO2 mirror with ∼ 50% reflectivity (obtained by e-beam evaporation, section 2.3). From
the wavelength difference between two adjacent peaks or valleys, and using equation 2.13,
the length of each of the sub-cavities could be calculated from the respective interference
spectrum. From the data obtained, it could be calculated a length of ∼ 8 mm between
the FBG and the TiO2 mirror, and a distance ∼ 37 µm between the two fiber tips across
the channel. The channel width was expected to be approximately 20 µm, based on the
fabrication parameters. However, the spacing between the fibers could, depending on the
positioning, be longer than the actual channel width. Overall the values obtained are in
accordance with what is observed in figure 2.3 (b).
For the preliminary tests of the refractometric sensor, six ethanol solutions with con-
centrations ranging from 0% to 100% were used. As no dye was added to change the color
of the solutions, this set of samples was named as ’transparent samples’ and were used to
obtain the calibration curves of the refractive index sensor. The refractive index of these
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Figure 3.5: Standard interference spectrum retrieved by the Braggmeter when testing a
sample. Inset: a zoom of the spectrum in the span of the FBG.
solutions was first measured by the Abbe Refractometer at 589.3 nm and, the corresponding
values are presented in table 3.2.
Figure 3.6: A detail of the FBG-mirror Fabry-Pérot cavity interference spectrum for two
samples with distinct refractive index.
Each of the six solutions that was flown through the fluidic channel caused a distinct
shift in the fringe pattern towards longer wavelengths. In figure 3.6, two spectra for different
solutions are presented. It is possible to see a shift of the fringes caused by the difference
of optical path due to distinct refractive indices. These fringe shifts were later used to
calculate the refractive index of each solution at this wavelength, considering the refractive
index of water at 1550 nm and the corresponding shift in refractive index.
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The values of wavelength shift measured for each ethanol concentration are presented in
figure 3.7, and detailed in table 3.2. The results show a steady increase of refractive index
as the alcohol concentration grows. However, although a linear tendency can be seen, the
experimental data shows large dispersion.
Figure 3.7: Wavelength shift for different tested solutions, considering only transparent
samples.
The dispersion observed can be attributed to different factors. It can be due, in part,
due to the high volatility of ethanol. The refractive index of the solutions is likely to change
significantly when the constituents of the samples evaporate. In addition, the temperature
was not controlled in this preliminary experiment. The effect of the temperature causes a
shift in the FBG envelope, which also induces a phase shift in the fringe pattern, introducing
a measurement error. The refractive index of the samples is also temperature dependent.
Therefore, these results show that, in order to obtain an accurate calibration line, a thorough
control of these factors has to be considered.
At this stage, these preliminary results demonstrated the viability of refractive index
measurements of different solutions. The measured ∆λ is proportional to the C2H6O con-
centration with a sensitivity of 0.001 nm/%[C2H6O], that was estimated from the slope of
the linear fit (figure 3.7). From these wavelength shift values, and using equation (2.11),
the corresponding refractive index variation (∆n) can be calculated. In particular, the re-
fractive indices of the set of samples (2, 3, 4, 5, 6) at 1550 nm could be retrieved using the
refractive index of water for this wavelength, presented in table 3.1, as a reference to which
it was added the calculated ∆n. A sensitivity of 4, 545 nm/RIU was calculated from this
data.
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Solution % [C2H6O] nAbbe ± 0.0001 ∆λ (nm) ∆n nSensor ± 0.008
1 0 1.3375 0 0.000 1.322
2 25 1.3445 0.045 0.0098 1.331
3 40 1.3540 0.055 0.0128 1.334
4 75 1.3665 0.065 0.0141 1.336
5 80 1.3670 0.075 0.0163 1.338
6 100 1.3650 0.130 0.0300 1.352
Table 3.2: Values of the refractive index, and wavelength shift for ethanol solutions.
Table 3.2 presents a summary of the refractive index measurement results, using both
the Abbe Refractometer and the NIR sensors (providing as well all the data used in the
calculation of the refractive index at 1550 nm).
Figure 3.8: Refractive index of the samples measured by the Abbe Refractometer at
589.3 nm and by the Optical Sensor at 1550 nm.
A graphic representation of these results is given in figure 3.8, and shows the values of
refractive index for the distinct solutions at 589.3 nm and 1550 nm.
These results show that the refractive index changes with concentration are roughly
independent of the wavelength, since the slopes for the two tests (using the Abbe Refrac-
tometer and the developed sensor) are quite similar. This is a plausible behavior because
neither water nor ethanol have any strong absorption bands in this range of wavelengths.
This way, in a region of normal dispersion, it is expected that the increment in refractive
index, ∆n, due to concentrations changes, is roughly the same for distinct wavelengths
[34]. From the slopes of figure 3.8 a sensitivity of 2 × 10−4 RIU/%[C2H6O] was achieved,
using the developed sensor, while using the Abbe Refractometer the value encountered
was 3 × 10−4 RIU/%[C2H6O]. The similarity of the two values shows the viability of the
optofluidic chip to be used as a Refractometer. The resolution of the fluidic sensor, in
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terms of wavelength, was calculated to be ∼ 0.035 nm, which corresponds to a refractive
index resolution of 0.008 RIU . This is more than an order of magnitude lower than the
Abbe Refractometer resolution (0.0001). However, these figures can be greatly improved
if a tight control of the previously refereed factors (temperature, sample composition) is
implemented.
Absorption Spectroscopy measurements
Using the same configuration, some preliminary absorption tests were carried out. In par-
ticular, it was necessary to verify if the reflectivity of the mirror deposited on the collecting
MM fiber tip did not prevent the absorption measurements. The reflectivity should be suf-
ficiently low to allow enough light to be collected through the MM fiber using relatively low
integration times in the CCD spectrometer. In addition, it should be high enough to allow
proper operation of the interferometric sensor. This way, the system was tested by flowing
some dyed solutions through the fluidic channel, while recording the spectral intensity of
the light collected by the MM fiber, having a 50% of reflectivity.
Figure 3.9: Absorption spectra for solutions with different concentrations of malachite green
dye.
Four different solutions of water and malachite green dye, with concentrations of 0%,
3.7%,11% and 33% v/v, were flowed through the chip. From the recorded spectra it was
possible to detect an absorption band between 550 nm and 725 nm that is characteristic
of this dye. The absorption peak was located near 650 nm, and it was visible for all the
solutions, strongly increasing for higher concentrations as shown in figure 3.9. In this case
from each spectrum acquired with an integration time of 1 s, the dark signal of the CCD
was subtracted. The results obtained demonstrate the viability of performing spectroscopic
measurements using the mirrored MM fiber and a standard microscope illumination.
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Refractive Index - Dyed solutions
After testing each of the measuring features of the chip separately, a test was performed
with complex samples having different dye and solvent contents. The goal was to assess the
possibility of simultaneous measurements. For this purpose, alcoholic solutions with differ-
ent concentrations of ethanol and acid red dye were prepared. Solutions (A, B, C, D, E)
with ethanol content ranging from 0% to 100% and acid red concentration ranging from 0%
and 50% were flown through the channel. Their composition can be seen in table 3.3. The
refractive index variation was calculated according to equation (2.11). The values encoun-
tered for the variation of refractive index are displayed in the last column of table 3.3. The
refractive index values obtained with the Abbe Refractometer are reported in the fourth
column of table 3.3.
The behavior of the refractive index change with dye and ethanol concentration is pre-
sented in figure 3.10 (left). It can be seen that the refractive index is influenced both by
the ethanol content and the dye content but in different degrees.
Independently of the particular curves, the results show the ability of the chip to char-
acterize different aspects of complex solutions.
(a) (b)
Figure 3.10: (a) Refractive index variation for dyed solutions of ethanol and water. (b)
Absorption spectroscopy measurements for the solutions of table 3.3.
Solution % [C2H6O] % [dye] nAbbe ± 0.001 ∆λ (nm) ∆nSensor
A 0 0 1.338 0.000 0.000
B 25 20 1.360 0.050 0.0098
C 50 33 1.370 0.100 0.0128
D 75 42 1.366 0.120 0.0141
E 100 50 1.343 0.170 0.0163
Table 3.3: Dyed solutions values for refractive index, concentration and wavelength shift.
The absorption spectra of the samples were also simultaneously acquired by the CCD.
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The results are shown in figure 3.10 (right). It can be noticed that when going from water
to dyed solutions, a decrease in power is observed in all wavelengths. This particular dye
was hardly soluble in water and, therefore, dye particles could be observed in suspension.
This fact created increased scattering that affected all wavelengths in the same fashion
and created a coupling loss in the whole spectrum. On the other hand, comparing the
additional dyed solutions it can be seen that, although barely visible, absorption was present.
However, due to the high scattering losses, the poor signal to noise ratio did not allow to
discriminate effectively the different concentrations. This shows that care has to be taken
when considering the turbidity properties of the samples analyzed.
Temperature monitoring
FBGs are intrinsically sensitive to temperature. Therefore, any change in this parameter
will result in a shift of its central wavelength. This will result in shifting the envelope of
the fringe pattern which can introduce measurement errors. To evaluate the impact of this
problem, measurements of refractive index of acetic acid solutions were carried out with
no temperature control. Furthermore, water was flowed through the channel, first at a
temperature of 24oC. The different solutions of acetic acid were then fed through the chip.
In the end of the experiment water was flowed again and the temperature was measured to
be 27oC.
As a result, the wavelength shift versus acetic acid concentration did not follow the
expected linear behavior, showing a distortion introduced by the gradual temperature drift.
These results can be observed in figure 3.11 and in table 3.4. The maximum wavelength
shift measured was 0.185 nm, in contrast with the results obtained in the following section
with a calibration line, where the maximum wavelength shift was 0.305 nm. Therefore, due
to temperature, a decreased wavelength shift was measured.
Taking the first and last acquired spectra in pure water at respectively 24oC and 27oC,
a spectral shift of the FBG of around 38.34 pm can easily be noticed. This was easily calcu-
lated by estimating the envelope of the FP interferometric spectrum by fitting a Gaussian
curve to the fringe pattern (see figure 3.12). Considering that an FBG at 1550 nm has a
sensitivity to temperature of 11.2 pmoC−1 the shift observed corresponds to a tempera-
ture increase of 3.2oC which is very near to the real value. Therefore, while the impact
of temperature in the FBG is significant, it was also shown that by monitoring the fringe
envelope it is possible to retrieve the position of the FBG spectral peak and hence calculate
the temperature changes and correct for the effect of temperature. In these situations, it
has to be borne in mind that the temperature also influences directly the refractive index
of the samples being measured (10−4oC−1 for water). Therefore, a complete temperature
compensation scheme will have to correct the spectral shift of the grating and the corre-
sponding impact on the fringe pattern, as well as take into account the sample thermo optic
coefficients.
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Solution % [CH3COOH] nAbbe ∆λ (nm) ∆n nSensor
1 0 1.3356 0.00 0.0000 1.3216
2 10 1.3440 0.045 0.0064 1.3280
3 20 1.3505 0.090 0.0128 1.3344
4 30 1.3550 0.120 0.0170 1.3386
5 40 1.3600 0.145 0.0206 1.3421
6 60 1.3705 0.185 0.0262 1.3478
Table 3.4: Calibration line values for acetic acid concentration, refractive index measured
by the Abbe Refractometer, wavelength shift, refractive index shift and refractive index
measured by the sensor; these measurements are influenced by a temperature gradient.
Figure 3.11: Wavelength shift for different concentrations of acetic acid with the tempera-
ture influence.
Figure 3.12: Gaussian fits to the FBG spectrum envelope when water was flown in the
fluidic channel at two distinct temperatures.
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3.3.2 Refractive Index and Absorption spectroscopy measurements
A new set of experiments was perform with optimized procedures. Using the sensor con-
figuration described in chapter 2 with testes reported in section 3.3.1, eight solutions
(1, 2, 3, 4, 5, 6, 7, 8) with different concentrations of acetic acid were analyzed. Their
refractive index values were first evaluated using the Abbe Refractometer. Again, while
each sample was flown through the chip, the Braggmeter and the CCD spectrometer were
used to retrieve information in Infrared and Visible wavelengths, respectively. For these
tests the temperature was kept constant at 27oC.
Again, the distances between the FBG and the cleaved fiber tip (L1), and the width
of the microfluidic channel (L2), were calculated as in subsection 3.3.1, using equation
(2.13), yielding L1 ∼ 6 mm and L2 ∼ 45 µm. The FBG had a reflectivity of ∼ 45% and
the TiO2 mirror with 35 nm thickness had a reflectivity of ∼ 50% (obtained by e-beam
evaporation, section 2.3). Figure 3.13 shows two interference patterns obtained for two
distinct acetic acid concentrations, and as a consequence two different refractive indices. As
before, samples with distinct refractive indices were shown to shift the NIR fringe pattern
of the resonating cavity in a reproducible fashion. The wavelength shift induced by the
respective index changes was recorded for all the solutions.
Figure 3.13: Interferometer spectrum for two samples with distinct refractive indices.
The results obtained are shown in figure 3.14. It can be seen that the wavelength shift
is linearly proportional to the acetic acid concentration. This means that when the concen-
tration of acetic acid increases, the refractive index will be higher. The measured sensitivity
was 0.005 nm/%. In this particular case the linearity obtained is much higher, with the
data showing very little dispersion. This was a consequence of the constant temperature
and also of a more careful handling of the solutions to prevent evaporation and unwanted
changes in concentration.
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Figure 3.14: Wavelength shift for different samples, considering only transparent solutions.
From the values of the wavelength shifts it was straightforward to calculate the changes
in refractive index ∆n using equation 2.11.. In addition, considering that at 1550 nm the
refractive index of water is 1.3216, table 3.1, it was possible to estimate the refractive index
of all the solutions at this wavelength. According to this analysis and from the plot of the
data shown in figure 3.15, the values for the sensitivity and resolution of the sensor were
calculated.
Figure 3.15: Refractive index of the set of transparent samples measured using the Abbe
Refractometer at 589.3 nm and the Sensor at 1550 nm.
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Solution % [CH3COOH] nAbbe ± 0.0001 ∆λ (nm) ∆n nSensor ± 0.0008
1 0 1.3356 0.00 0.0000 1.3216
2 5 1.3395 0.020 0.0028 1.3244
3 10 1.3440 0.050 0.0070 1.3286
4 20 1.3505 0.110 0.0156 1.3372
5 30 1.3550 0.145 0.0205 1.3421
6 40 1.3600 0.185 0.0262 1.3478
7 50 1.3660 0.250 0.0354 1.3570
8 60 1.3705 0.305 0.0432 1.3648
Table 3.5: Calibration line values for acetic acid concentration, refractive index measured
by the Abbe Refractometer, wavelength shift, refractive index shift and refractive index
measured by the sensor.
Table 3.5 presents the measured values for ∆n and n. A sensitivity of 7.042 nm/RIU
and resolutions of 0.006 nm and 8 × 10−4 RIU were calculated for the fiber optic sensor.
In comparison with the previous experiments, it can be seen that the temperature control
and the use of less volatile acetic acid solutions resulted in an improved accuracy.
Figure 3.15 shows the results for both measurements, using the Abbe Refractometer
and the interferometric sensor. Acetic acid and water do not have strong absorption
bands at 589 nm and 1550 nm; consequently, a similar linear response is observed at
both wavelengths (see table 3.5). As can be calculated from figure 3.15, the sensitivities
for the Abbe Refractometer and for our sensor are 5, 7081 × 10−4 RIU/%[CH3COOH]
and 7, 0840 × 10−4 RIU/%[CH3COOH], respectively. In both wavelengths, there are no
strong absorption bands, and according to Pereira et al. [34] the slopes should be identical.
However, the presented results show a small difference for different ranges of acetic acid
concentration. That can be due to the difference in the material dispersion of the two com-
ponents of the solution. For smaller concentrations of acetic acid the the water dispersion
curve dominates. The chromatic dispersion (dndλ ) for water at 589.3 nm is −0.04 nm−1,
while for acetic acid it is −0.105 nm−1. Nevertheless, at1550 nm the chromatic dispersion
of water is −0.02 nm−1 and for acetic acid it is −0.006 nm−1. This huge difference in the
chromatic dispersions is due to influence the slopes (sensitivity) for different ranges of acetic
acid concentrations. On the other hand, due to the increased resolution it was possible to
obtain values for the refractive indices until the fourth decimal place, improving the dis-
crimination between the two curves. In the case of reference [34], the authors computed the
values for the refractive index with only three decimal places.
A set of more complex samples with changing refractive indices and dye content were
examined. Four solutions (A, B, C, D) were prepared starting from 50% acetic acid
solutions that were mixed with distinct amounts of alcoholic solutions of the methyl red
dye. Methyl red was dissolved in ethanol in a 5% v/v concentration producing a stock
solution with a strong red color. The solution was clean, showing an efficient dissolution of
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the dye. From this mixing it resulted a set of samples whose refractive index was dependent
on the contents of water, acetic acid, ethanol, and of course the amount of dye.
The data obtained for this set of solutions are summarized in table 3.6. The data for a
transparent solution of 50% acetic acid is also shown for reference purposes (solution 7).
Solution % [dye] nAbbe±0.0010
∆λ
(nm) ∆nSensor nSensor ± 0.0008
A 0.00 1, 3375 0.000 0.0000 1.3216
B 0.10 1.3630 0.248 0.0351 1.3567
C 2.50 1.3665 0.293 0.0415 1.3631
D 27.00 1.3720 0.303 0.0429 1.3645
7 – 1.3660 0.250 0.0354 1.3570
Table 3.6: Dyed solutions values for methyl red concentration, refractive index measured
by the Abbe Refractometer, wavelength shift, and refractive index measured by the sensor.
The solution 7 is the same as in table 3.5.
Overall it can be seen that all samples present a higher refractive index due to the
increased content of ethanol and acetic acid.
The presence of the dye, with absorption ranging from the UV to the 550 nm region,
introduced difficulties in the Abbe Refractometer measurements. Due to the overlap of
the dye absorption and the sodium lamp emission (589.3 nm), strong dispersion was ob-
served reducing the contrast of the transition line in the Abbe Refractometer. This way,
an increased uncertainty was associated with the measurements, reducing the resolution to
0.001. Such was not the case of the NIR measurements, where a resolution of 0.0008 was
maintained. A comparison of the refractive index values measured with the Abbe Refrac-
tometer and the NIR sensor can be seen in figure 3.16, where the ’transparent’ calibration
line is shown for reference.
Figure 3.16: Refractive index values for transparent samples and for dyed ones.
This deviation arises mainly from the higher susceptibility of the Abbe method to dis-
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persion issues, because it relies on vision. In principle, using the interferometer method,
high accuracy refractive index measurements can be performed even in substances with
high chromatic dispersion, because what is measured is a phase delay. This way, the results
show the suitability of the chip to deal with complex samples.
Simultaneous to the refractive index measurements, the absorption of samples was also
evaluated using the MM fiber to collect UV/Vis light. Each spectrum was normalized to
the dark signal of the CCD (integration time of 2 s) and resulted from the averaging of the
consecutive acquisitions.
The absorption band of the Methyl Red spans from UV down to 575 nm. Because a
tungsten lamp was used, however, the influence of the dye could only be monitored between
500 nm and 575 nm.
To evaluate the effect of the increased concentration on the detected spectra (figure
3.17), the spectral signal was integrated between 500 nm and 575 nm, and the resulting
intensities plotted as a function of dye concentration.
Figure 3.17: Absorption spectra for solutions of methyl red.
The results plotted in figure 3.18 show that it closely follows the Beer Lambert law. It
is clearly visible that as the solution is dyed an exponential increase arises.
Also comparing the spectra of the transparent solution (H2O) with the dyed solutions
it can be seen that, not considering the local effect of absorption, an overall increase in the
detected radiation is visible. This happens because while the dye solutions were very clear,
the scattering process was still higher than in the water. Also the high refractive index of
the dyed solutions can be responsible for this, because it causes a different coupling of the
light to the fiber. Therefore, there was an increase in the collected light.
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Figure 3.18: Normalized integrated intensity for solutions of methyl red.
Overall the results show that the fluidic chip design is suitable for the analysis of complex
samples allowing simultaneous evaluation of refractive index, scattering and absorption
features.
3.4 Conclusions
The aim of this chapter was to report the tests performed on the sensor configuration. The
preliminary results showed that fiber tip reflectivities of the order of 50% enable a good
interference pattern, and also confirmed that it was possible to collect sufficient UV/Vis light
to perform absorption spectroscopy measurements. It is possible to obtain simultaneous
results of refractive index and absorption for dyed solutions of acetic acid, as presented,
showing the feasibility of the optofluidic chip. According to the FCT project objectives, the
main goal of this chip is to measure refractive index and absorption of cells. During these
experiments, however, one could see that it is not possible to measure parameters of cells if
they are not kept in place in the sensor cavity. To do this, the next two chapters report on
the research done to accomplish this using optical trapping methods.
38
Chapter 4
Fundamental Principles of Optical
Trapping
4.1 Introduction
Laser manipulation or optical trapping, as it is also known, refers to techniques for me-
chanical control of small objects, with sizes ranging from micrometers to nanometers, using
the radiation force [15, 39]. Recently, this technology has evolved even further to allow the
targeting of single organic molecules [40, 41, 42, 43, 44].
Optical trapping constitutes a useful way to drive and keep in place living cells inside
optofluidic chips without any physical contact. The ideal way to use this technique in the
optofluidic chip discussed in the last two chapters would be to use the optical gates already
existing in the configuration presented to deliver a beam with a different frequency to
produce the trapping. This would allow not only the use of the current design of the sensing
chip with minor adaptations, but also the reduction of the number of optical grooves used
to access the cells in new designs. However, the traditional methods of optical trapping used
in optical tweezers cannot be adapted straightforwardly to these chips. Typically, optical
tweezers are used in large scale bio containers, where the trapping is determined only by
the intensity profile of the beams. In an optofluidic chip, the beam is injected in a confined
space where multiple reflections off the walls of the channel result in a field distribution
quite different from the initial beam profile.
Another important factor to take into account is the nature of the target. In the majority
of the applications of optical tweezers, the targets are small and solid dielectric particles,
which may have irregular shapes but are usually composed of a homogenous material.
However, living cells are complex structures composed of different organelles with distinct
optical properties. They resemble more a liquid than a solid, since they can easily be
deformed mechanically. This implies that part of the energy-momentum deposited on a
living cell by a beam of light can produce a change in the shape, rather than just move it.
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Therefore, computing how cells respond mechanically under a beam of light cannot follow
simple analytical methods [14, 15, 39], which would result in cumbersome calculations or
force highly approximated models.
These reasons imply that the adaptation of optical trapping to optofluidic chips for cell
manipulation cannot be done using the simple models and solutions employed in optical
tweezers. Therefore, one must adopt a computational approach to simulate the trapping
forces and test different designs of the optofluidic chip.
Unfortunately, the calculation of the radiation pressure and other mechanical effects on
small targets is a topic of open and heated discussion even today. There is not an agreement
on the best way to compute the radiation pressure even in terms of first principles. Different
approaches result in distinct outcomes. Judging from recent publications and their reaction
by the optical community [45], the debate is still far from ending.
This chapter reviews some of the physical principles and models of optical trapping and
presents some adaptations to be used in the simulations discussed in the following chapter.
4.2 Calculation of the Radiation Force
The debate on how to compute the radiation pressure or force produced by a beam of light
in a transparent dielectric object has lasted for more than a century. In the early part of the
20th century, Abraham and Minkowski proposed two rival forms for the momentum density
of light in a material medium [45]. These two densities lead to opposite results. According
to Abraham, the density of momentum in an optical medium is
~gA =
1
c2
~E × ~H, (4.1)
where ~E is the macroscopic electric field and ~H is the magnetizing field. Then, as the
photon crosses the interface from vacuum into a dielectric medium, its moment decreases
from:
~p = ~~k (4.2)
to
~p = ~
~k
n
, (4.3)
where n is the refractive index, ~k is the wave vector of the photon, and ~ is the Planck
constant divided by 2pi.
Therefore, for the momentum to be conserved in the system composed by the photon
and the material, it is necessary for the material to move away from the light source.
On the other hand, the momentum density according to Minkowski is
40
4.2. Calculation of the Radiation Force
~gM = ~D × ~B, (4.4)
where ~D is the electric displacement and ~B is the magnetic field. The corresponding photon
momentum in the medium is
~p = ~~kn. (4.5)
Now the momentum conservation causes the material to move towards the source.
The controversy is aggravated by the fact that both models are supported by contra-
dicting experimental data [46, 47].
Both the Abraham and the Minkowski formulations can be used to compute the radia-
tion force using a ray tracing approach. Naturally, they differ in the amount of momentum
deposited on the interface between two optical media, and that is converted into the radia-
tion force on the target.
The ray tracing approach uses the Fresnel and the Snell laws of reflection at the optical
surface to compute the momentum transfer from the beam to the target along multiple
reflections [39]. For basic shapes, such as spheres, the calculations are sufficiently simple to
produce some compact and practical formulae. However, this is not the case for complex
structures such as cells, and specially cells in the compact space of microfluidic channels.
Then, not only the target is complex but also it is necessary to account for multiple re-
flections off the channel’s wall. Even with the aid of a computer, calculations become too
cumbersome.
Attempts have been made to develop other calculation approaches which may be done
using computers, even with complex geometries and avoid the dilemma between the Abra-
ham and the Minkowski formulations. Barnett and Loundon [1] suggested a third method
based on the Lorentz forces acting on the microscopic constituents of the optical material.
However, he also states two ways of computing these forces. In the first, one considers the
medium composed of charges, while in the second method the medium is considered to be
made of dipoles.
Again, the two different approaches are not equivalent. They produce distinct results
because they make different assumptions at a fundamental level. However both methods
are easy to implement using a computational approach through a numerical solver of the
Maxwell’s equations to obtain electromagnetic field distributions. From those fields it is
possible to determine the forces produced at each point of the cell. Then, after integration
over the volume of the cell, the net force is obtained.
The following sections discuss the formal details of the two microscopic methods of cal-
culation and compare, from the point of view of Fundamental Physics, the results produced
by each one.
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4.3 The Barnett model of microscopic forces [1]
4.3.1 The Maxwell’s equations
The electromagnetic phenomena are governed by the microscopic Maxwell equations:
∇ · ~e = ρ
0
(4.6)
∇ ·~b = 0 (4.7)
∇× ~e = −∂
~b
∂t
(4.8)
∇×~b = 1
c2
∂~e
∂t
+ µ0~j, (4.9)
where ~e and ~b are the microscopic electric and magnetic fields, ρ and ~j are the micro-
scopic charge and current densities, c is the light velocity in the vacuum, µ0 and 0 are the
permeability and permittivity of free space.
These microscopic field equations provide a correct classical description for arbitrary field
and source distributions, including both at microscopic and macroscopic scales. However, it
is also possible to derive another description, valid only at macroscopic scales, by averaging
the field over regions large enough to contain many thousands of atoms, but smaller than
the optical medium itself. Therefore, for macroscopic objects, it is sometimes convenient
to introduce new derived fields; the electric displacement ~D and the magnetizing field ~H,
which depend on the material properties. These new fields are related to the macroscopic
electric and magnetic fields, ~E and ~B, through the polarization ~P and the magnetization
~M , respectively. The electric displacement and the magnetizing field are described by the
following constitutive equations
~D = 0 ~E + ~P , (4.10)
~H = 1
µ0
~B − ~M. (4.11)
From these equations it is possible to rewrite the Maxwell equations into their macro-
scopic forms, as follows:
∇ · ~D = ρ (4.12)
∇ · ~B = 0 (4.13)
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∇× ~E = −∂
~B
∂t
(4.14)
∇× ~H = 1
c2
∂ ~D
∂t
+ µ0 ~J, (4.15)
where ρ and ~J are the macroscopic (free) charge density and current density, respectively.
The difference between the microscopic and macroscopic fields is critical for the calcu-
lation of the radiation force in living cells. On the one hand, the force produced on the
microscopic constituents (charges or dipoles) is based on the microscopic fields, whereas the
numerical solver used to compute the electromagnetic field distributions returns the values
of the macroscopic fields. Therefore, it is necessary to adapt the calculation to be expressed
only in terms of the macroscopic field.
4.3.2 Lorentz Force on Charges
The force acting on a charged particle moving in a electromagnetic field is given by the
Lorentz Force ~FL :
~FL = q~e+ q(~v ×~b). (4.16)
It is convenient to work with force densities or force per unit volume, given by
~fL = q~e+~j ×~b, (4.17)
where ~j = ρ~v is the drift current density.
As there are not free moving charges, it holds that ∇ · ~D = 0. Now, applying the
divergence to equation (4.10), yields
∇ · ~D = ∇ · (0~e+ ~P )
−0∇ · ~e = ∇ · ~P . (4.18)
From equation (4.6), the previous expression reduces to
∇ · ~P = −q. (4.19)
Applying the gradient to equation (4.9) results in
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∇ · (∇×~b) = 1
c2
∇ · ∂~e
∂t
+ µ0∇ ·~j
− 1
c2
∇ ·
~∂e
∂t
= µ0∇ ·~j
1
c2
∇ · ∂
~P
∂t
= 0µ0∇ ·~j. (4.20)
From this relation it is possible to write the following equation
∇ · ∂
~P
∂t
= ∇ ·~j, (4.21)
and conclude that
~∂P
∂t
= ~j. (4.22)
Combining equations (4.17), (4.22) and (4.19), allows to write the Lorentz force acting
on the charges of the medium as
~f´cL = −(∇ · ~P )~e+
~∂P
∂t
×~b. (4.23)
This expression gives the force density produced in the target medium considering that the
medium is composed by charges in therms of the microscopic field.
4.3.3 Lorentz Force on Dipoles
Figure 4.1: Electric dipole.
To compute the force acting on a medium composed of electric dipoles one considers the
limit of two charges of equal magnitude but opposite sign, spaced by d, as shown in figure
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4.1. The dipole moment ~p is given by
~p = q~r′+ − q~r
′
− = q~d, (4.24)
where ~r′+ and ~r
′
− are the position of the positive and the negative charges, and ~d = ~r
′
+−~r
′
−.
The total force acting on the electric dipole is the sum of the forces acting on each
individual charges. Then making ~r′− = ~r, one has
~f = q[~e(~r + ~d)− ~e(~r)]. (4.25)
Expanding the field in Taylor series around ~r up to the first order yields for the x
component of the force
fx = q[ex (x+ dx, y + dy, z + dz)− ex(x, y, z)]
= q[ex (x, y, z) + dx
∂ex
∂x
+ dy∂ex
∂y
+ dz ∂ex
∂z
+ ...− ex(x, y, z)]. (4.26)
Then, up to the second order in ~d, it holds that
fx = ~p · ∇ex. (4.27)
where ~p is the point dipole moment.
Considering all the Cartesian components (x, y, z) through the same process, one has
the force written as
~f = ~p · ∇~e. (4.28)
The polarization is also described from the electric dipole moment,
~P (~r) =
∑
i
~piδ(~r − ~Ri), (4.29)
where ~Ri is the position of the dipole. The current density can be obtained from the
derivative of the polarization in relation to time, by ~j = ∂ ~P∂t . This fact together with
equations (4.28) and (4.29) allows us to write the Lorentz force for a dipole in therms of
the polarization
~F = (~p · ∇)~e+ ∂~p
∂t
×~b. (4.30)
Then, the force density is given by
~f´dL =
[
(~p · ∇)~e(~r) + ∂~p
∂t
×~b(~r)
]
δ(~r − ~Ri), (4.31)
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or, more explicitly, as
~f´dL = (~P · ∇)~e+
∂ ~P
∂t
×~b. (4.32)
This expression gives the force density produced in the target medium considering that
the medium is composed of dipoles in terms of the microscopic field. This equation differs
from equation (4.23), obtained considering the medium composed of charges. The following
section discusses how much these two expressions differ in assessing the total force acting
on the target.
4.3.4 Charges or dipoles? - a discussion
Barnett and Loudon [1] argue that at the microscopic scale there is no difference between the
Lorentz force given by equations (4.23) and (4.32). To start the analysis, one considers the
target at a microscopic level, i.e a volume sufficiently large for the medium to be considered
as a continuum, rather than by charges or dipoles, but sufficiently small to be a volume in
the interior of the target with homogeneous optical properties. As shown, equation (4.29)
gives the polarization terms of the dipole moments. Therefore, one obtains from equations
(4.23) and (4.32), that the two force densities are described by
~f´cL = −
[
~p · ∇δ(~r − ~R)
]
~e+
~∂p
∂t
×~bδ(~r − ~R) (4.33)
~f´dL =
[
(~p · ∇)~e+ ∂~p
∂t
×~b
]
δ(~r − ~R). (4.34)
Now, integrating equations (4.34) and (4.33) over a volume containing the dipole, yields
~F dL =
∫
~f´dLdV
= (~p · ∇)~e+ ∂~p
∂t
×~b (4.35)
~F cL =
∫
~f´cLdV
= −
∫ ([
~p · ∇δ(~r − ~R)
]
~e+ ∂~p
∂t
×~bδ(~r − ~R)
)
dV
= −
∫ [
~p · ∇δ(~r − ~R)
]
~edV + ∂~p
∂t
×~b
= (~p · ∇)~e+ ∂~p
∂t
×~b
= ~F dL. (4.36)
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Consequently, at the microscopic scale one can prove that the forces acting on dipoles
or charges are equal.
Now consider the target as a hole at the macroscopic level, surrounded by a different
medium, such as vacuum. Then, the total force on the medium will be calculated by
integrating over the volume of the entire target. The volume V bounded by the surface
Sj , over which the total force will be computed, is composed by the dielectric and a skin
layer of vacuum. Consequently, the difference between the two forces (on dipoles and on
charges), is given by
~F di − ~F ci =
∫
V
[Pj∇j + (∇jPj)] eidV
=
∫
V
∇j (Pjei) dV. (4.37)
The subscript i represent the Cartesian coordinates, and can take the values x, y, and z.
In the vacuum region there is no force applied, and therefore the polarization is zero.
The Gauss theorem can be applied to equation (4.37) which becomes
~F di − ~F ci =
∫
S
PjeidSj
= 0, (4.38)
as ~P = 0 on S.
As a result, there is no difference between the Lorentz force on charges and on point
dipoles when a macroscopic description is adopted. This conclusion is not outlandish,
because in the case of point dipoles the force ~F di is calculated on the center of mass of each
dipole; on the other hand ~F ci is calculated on each charge, therefore the net effect in each
case is the same total force.
In the two previous situations, the difference between force on dipoles and on charges
was zero. In the first case a microscopic description of the field was considered, and in
the second a macroscopic situation was studied, doing the integral over the volume of the
dielectric, but using microscopic fields.
To finish this analysis, one considers the case of calculation based on the macroscopic
polarization, therefore, at a mesoscopic level. The forces will be calculated over a small
volume v of dielectric, enclosed by a surface sj . In the present situation, the volume v
of the dielectric is larger than the space between the individual dipoles, but small when
compared with the scales on which any external electromagnetic field varies. This type of
averaging over macroscopic volumes was introduced in section 4.3.1 when the macroscopic
equations of Maxwell were indicated.
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The difference between the forces acting on the defined small volume v is given by
~F di − ~F ci =
∫
Pjeidsj . (4.39)
As seen before, the microscopic polarization would produce no difference between the
forces. However, if the macroscopic polarization is used, the two forces produce distinct
results.
Combining the previous results with the microscopic Maxwell equations leads to
fdi = Pj∇iej +
∂
∂t
(
~P ×~b
)
i
. (4.40)
Considering an electrostatic problem, the time dependence vanishes, since the macro-
scopic polarization is ~P = 0(− 1) ~E, one has that
~fd = 120 (− 1)∇
~E2. (4.41)
For monochromatic radiation, the electric field can be given as the real part of a complex
macroscopic field. Then, the forces acting on charges and on dipoles are described by
f ci =
1
20 (− 1)Re(E
∗
j∇iEj − E∗j∇jEi) (4.42)
fdi =
1
40 (− 1)∇i | E |
2 . (4.43)
This shows that a difference between the two forces exists only when taking into account
the macroscopic polarization in the calculations. As will be shown in the following chapter,
even though the two forces are different, when integrated over a large volume they lead to
almost identical results.
Expressions (4.42) and (4.43) can be directly used in the numerical calculations because
they are expressed in terms of the macroscopic fields, even though their derivation is based
on the forces by microscopic counterparts.
4.4 Conclusions
This chapter presented the methods to compute the radiation pressure produced by mo-
mentum transfer from the field to small targets.
Simple methods, such as ray tracing, were briefly mentioned as suitable methods to
calculate the force on homogeneous targets. Nevertheless, this method is not adequate to
address optical trapping cells in microfluidic channels.
Instead, the method developed by Barnett and Loudon [1], based on the Lorentz force,
was adopted as the more practical solution for this problem.
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The following chapter presents the simulation results produced by the numerical method
adapted from the Barnett model.
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Chapter 5
Simulations of Optical Trapping
5.1 Introduction
Chapter 4 presented the physical foundations behind the calculation of the radiation force
produced by a laser beam on small dielectric targets. Among the different approaches
discussed, the method based on the Lorentz force produced by the electromagnetic field
on the microscopic constituents of the target presented itself as the most advantageous for
adaptation into a numerical method for calculate of the radiation force.
This chapter presents the implementation of the numerical method, based on the mode
identified in the previous chapter, as a computer program written in Python. This program
combines a 2D numerical solver of Maxwell’s equations used to obtain the electromagnetic
field distribution, with a numerical implementation of equation (4.43) and (4.42). The
results presented here are the first stage of a wider research problem which extends beyond
this dissertation. For now, the computer code was used to address the optical trapping
produced on small dielectric spheres by a beam of light exiting an optical fiber.
So far, it has not been taken into account neither the complex structures of the living
cells, nor the reflections of the beam on the wall of the fluidic channel. Instead, trapping is
considered to occur in vast unbounded regions of space. The goal is to validate the code and
investigate empirically different designs of the tips of the optical fiber and their effectiveness
in producing a beam adequate for optical trapping or manipulation.
5.2 Numerical model
General system of the model
The algorithm used to compute the radiation on small dielectric targets can be decomposed
into three parts:
• First, the determination of the stationary distribution of the electromagnetic field for
a system composed of an optical waveguide and a small spherical dielectric target.
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These components are embedded in a medium with a refractive index of 1. The beam
is introduced in the waveguide using a continuous wave source. The calculations of
the field distribution are done using the MEEP script for Python (an acronym for
MIT Electromagnetic Equation Propagation), a free software solver of the Maxwell
equations. These fields correspond to the macroscopic fields discussed in chapter 4,
and they can be used directly in equations (4.42) and (4.43).
• Second, the calculation of the radiation force produced on the target by the fields
obtained from the MEEP solver is done using equations (4.42) and (4.43). This is
done by computing the Lorentz force density per unit volume and integrating over
the complete volume of the target.
• Third, the analysis of the results and the generation of the graphics.
The first part of the algorithm resulted from the existence of the MEEP script, and was
necessary only to define the structure and parameters of the simulation. However, the
second and third parts of the algorithm had to be developed entirely and are original.
By varying the position of the target in front of the tip of the waveguide, it is possible to
determine a distribution of the radiation forces generated by the beam of light. It should be
noticed that in every position of the target it is necessary to recalculate the electromagnetic
field distribution taking into account the reflections of the light on the target. This implies a
feedback between the target and the field, as the first moves along the region in front of the
tip. Therefore, this method is much more accurate than many discussed in the literature
[39] which neglect the radiation of the light in the presence of the target, ans should be
valid even when the target is larger than the wavelength of the beam.
The stationary state of the field is obtained by turning on the light source and allowing
the field to reach a stable configuration over several time steps. Therefore, the results
obtained are valid in adiabatic regime, when the target moves slowly in front of the tip of
the waveguide, and it allows the field to readjust itself.
(a) (b)
Figure 5.1: Lorentz force acting on a particle during the first 1000 time steps; x component
(a), y component (b). The force is in arbitrary units.
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The time step necessary for stabilization of the field was found to be around 1000. Figure
5.1 shows the radiation force components in the x and y axis, when a particle with a radius
of 0.5 µm is placed in the optical axis at x = 12 µm. The force was calculated according to
equation (4.43). Figure 5.1 shows that the calculated forces vary considerably in the first
50 time steps, but afterwords they converge to a constant value. For time steps higher than
1000 the variation of the two components of the force is negligible.
The following sections discuss in more detail the different aspects of the numerical model
and their computational implementation.
MEEP
With the continued growth of computing power, modeling and numerical simulation have
become widely used tools to better understand and analyze a very wide range of problems
in Science. For example, there has been much research into the development of solvers
of the electromagnetic field distribution in complex structured optical systems. Some of
these methods include Finite Elements method [48] or Spectral methods [49]. The finite-
differences time domain (FDTD) method, developed by Yee in 1966, allows to compute time
domain solutions of Maxwell’s differential equations on spatial grids [50, 51]. This method
divides space and time into a regular grid and simulates the evolution of the Maxwell’s
equations on it. The FDTD method presents some advantages over other methods [50, 52],
such as :
• It is easy to understand since it results from direct discretization of the Maxwell’s
equations;
• No linear algebra is used, thus offering no limitations on the size of the simulation,
by contrast with frequency domain finite differences and finite elements methods;
• It is accurate, robust, and well characterized in terms of stability.
However, the computational time and the amount of memory that is needed to perform
many 3D and even 2D simulations is a major disadvantage.
The code developed in this dissertation incorporates an existing FDTD solver called
MEEP. MEEP is distributed under the GNU General Public License [53]. It can be in-
stalled in any computer running Unix based operating systems, but it is also available as
precompiled binary packages, developed for the Debian and Ubuntu distributions. The
original MEEP packages are in C + + language, however other two script interfaces do
exist, namely Libelt and Python. The present work uses the Python MEEP script.
The FDTD method implemented in MEEP uses the Yee grid to stage the electric and
magnetic fields in space and time. A general 2D Yee grid for a TM mode is presented in
figure 5.2. When different components of the electromagnetic field need to be compared, for
instance to compute energy density, flux or just to save an output field, they are interpolated
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to some common set of points. MEEP has this tool incorporated, because it stores the field
components at the center of each element of the grid. Central differences are used to do the
finite differences for space derivatives, which are second order accurate [50].
Figure 5.2: Representation of the Yee grid used in the FDTD scheme of solution of the
Maxwell equation for 2D TM waves [2].
To take into account that this stage of the research is focused on optical trapping
in free space (therefore it neglects the effect of reflections on the walls of the channel),
the simulations use Absorbing Boundary Conditions (ABC), or more specifically Perfectly
Matched Layers (PML)[53], which prevent traveling electromagnetic waves to be reflected
back at the boundary of the simulation box.
Boundary Conditions and Sources
In MEEP software there are two types of sources available: point and volume continuous
wave sources with frequency w.
The use of absorbing boundary conditions (PML) plays an important role in the nu-
merical simulations because they avoid the reflections off the boundaries of the grid, which
dramatically alter the interference of the initial and reflected waves. This can be seen in
figure 5.3 where a continuous point source and a volume source, with wavelength of 1 µm,
are presented in the absence and in the presence of ABC. These sources were propagated
through the vacuum. Figure 5.3 (a) represents the continuous point source located at the
center of the computational grid, in the absence of ABC. As can be seen, there are multiple
reflections off the wall that interfere, which does not occur in figure 5.3 (b), where ABC
has been implemented. The same can be observed in figures 5.3 (c) and (d) for the case of
a volume source.
The case where the boundary conditions were included describes the environment out
of the chip for example in a wide bioreactor. As said in the introduction, in this study
the presence of the walls have been neglected, and therefore the ABC conditions must be
included.
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Figure 5.3: Representation of the effects of the presence and the absence of ABC when a
continuous point source, and a continuous volume source, propagates along a lattice, with
wavelength of 1 µm. The reflections on the boundary of the simulation box in (a) and
(c) lead to a pattern. The use of ABC conditions, shown in (b) and (d) eliminate these
reflections.
Waveguide structure
Having verified the adequacy of choosing the boundary conditions, it was necessary to
implement and test a model for the optical fiber which guides and focuses the beam of light
on the target. In 2D, the optical fiber is reduced to a waveguide whose profile is shown in
figure 5.4.
It is possible to use both point and volume sources to inject the beam inside the waveg-
uide; however, to use the point source requires a longer waveguide and a larger simulation
box to allow the beam to evolve into a Gaussian beam profile. This profile corresponds to
that observed experimentally in the propagation of light in a fiber, and is usually described
in the literature as the fundamental propagation mode. On the other hand, the continuous
volume source allows to obtain the Gaussian profile with small waveguides and simulation
boxes. Therefore, the later is more economic, not only in terms of grid size and computer
memory use, but also because it allows to save run time. The refractive index of the waveg-
uide was chosen to match the refractive index of optical fiber SMF-28, n = 1.482. This
optical fiber is widely used in telecommunications, being very attractive in the experimental
field because of its low cost.
The shape of the tip of the waveguide is a key aspect of the design of an optofluidic
trapping system. It determines the distribution of electromagnetic field in front of the tip
and the spatial nature of the radiation force produced on the target at different locations.
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Figure 5.4: Propagation of a continuous volume source, λ = 1 µm, placed in a 2D waveguide
with a length of 15.5 µm, a diameter of 8 µm, a spherical tip with a curvature ratio of 4 µm,
with boundary conditions; normalized electric field (a).
Figure 5.5: This figure presents several distinct designs of the tip of the waveguide, providing
its electromagnetic and intensity profiles: the flat profile presented in (a) and (b) forms a
not converging output beam; the spherical profile designed in (c) and (d) forms a Gaussian
output profile, suitable to accomplish optical trapping of particles; finally in (e) and (f), a
triangular or sharp tip is presented, a geometry able to form Bessel beams.
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The shapes of tip considered were:
• a flat tip (see figure 5.5 (a));
• a circular tip (see figure 5.5 (c));
• a triangular tip (see figure 5.5 (e)).
The flat tip revealed to be uninteresting because it produces a diverging beam which is not
recommended in the literature for optical trapping and manipulation [15]. For this reason,
it was disregarded.
The circular tip produces a converging beam, with a Gaussian like profile, adequate for
optical trapping [39]. For this reason, it was the first to be investigated.
Finally, the triangular tip is said to generate Bessel beams, which have the remarkable
property that, as they propagates, they do not diffract and spread out. At the moment of
compiling this dissertation the results for triangular tips were only preliminary and incon-
clusive. For this reason their discussion is not presented here. So far there has only been
time to investigate the circular tips, and the results are reported here.
The tip of the waveguide was circular with a curvature radius of 4 µm. Figure 5.4 shows
the emission of a volume source with wavelength of 1 µm in a 2D waveguide. The field
distributed obtained results mainly from the multiple reflections of the field on the surface
of the waveguide. These reflections are only partial, which account for the power loss in the
waveguide.
5.3 Results
Simulation parameters
Figure 5.6: Simulation model composed of a waveguide structure (in gray on the left) and
a circular dielectric particle (in gray on the right). The spatial units are in micrometers.
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The simulations were performed for a waveguide with a circular tip and with a curvature
radius of 4 µm, using a continuous volume source with wavelength of 1 µm, and assuming
the electric field to be polarized along z direction. The grid has dimensions of 10µm per
17µm.
Figure 5.6 represents a scheme for the waveguide and the particle. In this particular
case the particle with 1 µm of diameter is placed along the optical axis at x = 12µm.
Scattering of light by the target
The electromagnetic field distribution obtained from the MEEP solver depends mainly on
two parameters:
• The shape of the tip of the waveguide;
• The shape and position of the target.
The main contribution comes from the waveguide, which determines whether the beam is
focused or divergent. However, the target also affects the field by scattering it. In this
process, there is a transfer of linear momentum from the field to the target, which gets
pushed or pulled. This force corresponds to the radiation force discussed in chapter 4.
Figure 5.7: Representation of the electric field and net force acting on the particle: along
the optical axis. The color bar represents the normalized electric field amplitude.
Figure 5.7 presents the stationary amplitude distribution of the electric field obtained
from the simulations for different positions of the dielectric particle. When the particle is
placed exactly in front of the beam, it produces a decrease in the electric field amplitude
on the right side of the particle (identifiable in the figure) which results in a momentum
transfer from the beam to the particle, producing a force along the optical axis.
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Figure 5.8: Representation of the electric field and net force acting on the particle off the
axis. The color bar represents the normalized electric field amplitude.
As shown in figure 5.8, when the particle is placed off the axis, the incident beam is
deflected on the scatterer, and it produces a kick on the particle in the opposite direction.
Both cases exemplify the mechanism of momentum transfer from the beam to the particle,
indicating the model validity.
Figures 5.7 and 5.8 show quantitatively the physical process of momentum transfer from
the field to the target, and how this process is strongly dependent on the position of the
target.
Radiation force distribution
The calculations of the radiation force can be done for different positions of the target.
These results can be used to sample the spatial structure of this force, as shown in figures
5.9 and 5.10. Figures 5.9 and 5.10 represent the force distribution calculated using the
Lorentz force acting on the microscopic constituents of the medium if they are assumed to
be dipoles or charges, respectively. The difference between the two calculation models is
not noticed until one plots the magnitude of the longitudinal component of the force (along
the xx′ axis) at different distances from the optical axis (see figure 5.11). It is clear that,
even though there are small differences in the results obtained by each model, they produce
consistent results. This is also verified for the transverse (along the xx′ axis) component of
the force. Therefore, from this point on, only the results calculated using the dipole model
described by equation (4.43) will be discussed. In fact this is the model most frequently
adopted in the literature [54].
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Figure 5.9: Field of forces for several positions of the particle (diameter of 1 µm ) in front
of the waveguide near the beam focus; Lorentz force on dipoles. The color bar represents
the normalized net force.
Figure 5.10: Field of forces for several positions of the particle (diameter of 1 µm ) in front
of the waveguide near the beam focus; Lorentz force on charges. The color bar represents
the normalized net force.
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Figure 5.11: Longitudinal Lorentz force for a particle of 1 µm diameter. The position
y = 0.0 corresponds to the optical axis, and y = 0.5 and y = 1.0 are dislocations from the
axis.
In the simulations targets with different sizes were considered: 1 µm and 2 µm. These
targets are of the order of, or of higher than, the wavelength of the beam. It was not possible
to simulate targets smaller than the wavelength of the beam, because that would require
high resolution and consume computational resources beyond the ones currently available.
Figure 5.12 shows the radiation force for particles of 2 µm. Notice that the magnitude
of the force is maximum when it is dislocated from the optical axis at a distance equal to
the radius of the target, as is confirmed by figures 5.14 and 5.13. This can be explained
in a simple way. The transverse component of the radiation force acting on a microscopic
dipole is symmetric relative to the optical axis. Then, if a particle is partially on both sides
of the optical axis, it will be acted by oppositing forces along the yy′direction, which will
partially cancel out.
On the other hand, if the particle is totally located on one side of the optical axis, all
the forces acting on the dipoles that constitute the target add up and reinforce each other.
Also notice that the radiation forces in this region are oriented towards the optical axis.
This constitutes the trapping region of the beam, where the targets are captured along the
transverse direction and pushed forward along the longitudinal direction.
In fact, figure 5.14 demonstrates trapping of the target along the transverse direction.
Even though this numerical model does not allow to compute a trapping potential, there is
a close resemblance between the spatial structure of the yy′ component of the force and a
potential well with a stable stationary point in the optical axis.
In terms of the longitudinal component of the radiation force, it is impossible to identify
something resembling a potential well. Instead, the particle is driven along the optical axis,
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Figure 5.12: Field of forces (Lorentz force on dipoles) for several positions of the particle
(diameter of 2 µm ) in front of the waveguide near the beam focus. The color bar represents
the normalized net force.
away from the waveguide tip. This is useful for optical manipulation of the particles by
allowing them to move along the optical axis.
Figure 5.13: Longitudinal Lorentz force (dipoles) for a particle of 2 µm diameter along the
y axis.
In short, the trapping region can be separated in two parts:
• an accelerating region where the force is maximum, and which captures the target;
and
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• a guiding region, where the particle is guided along the optical axis.
Figure 5.14: Transverse Lorentz force (dipoles) for a particle of 2 µm diameter along the y
axis.
These results also suggest that it is possible to use the beam produced by this type
of waveguide tip to push the target against the walls of a microfluidic channel. Then,
the balance between the radiation pressure and the mechanical barrier produced by the
wall would keep the target in place. Unfortunately, the extrapolation of these results to
microfluidic channels is not straightforward because these simulations do not include the
contribution from the reflection of the beam from the walls of the channel. Hopefully, these
results might hold if there is little contrast between the medium embedding the particle or
living cell and the dielectric medium composing the walls of the channel.
5.4 Conclusions
This chapter reports the development of a computer model to evaluate optical trapping in
microfluidic channels. For now, these are only preliminary results that validate in part the
code and show the consistence between the two methods proposed by Barnett [1]. This
research has still a long road ahead, that requires computer systems with more resources
and time to explore the different designs of waveguide tips.
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Chapter 6
Fiber Optic Tweezers
6.1 Introduction
In this chapter an experimental approach to the subject of optical fiber tweezers is addressed
with the goal of developing techniques to manipulate single cells, both outside and inside
microfluidic chips. In the scope of the FCT project that frames this work, the need to
manipulate the cells outside the chip in order to obtain a preliminary characterization of
their optical and electrical properties, in a controlled fashion, was identified. In addition,
the incorporation of the trapping ability inside the chip will serve the project’s ultimate
goal, which is to fully characterize individual cells inside the chip using, simultaneously, the
different optical and electrical sensors.
Preliminary results regarding the fabrication of microlenses on the optical fibers and the
evaluation of their trapping ability are given. Moreover, some tests with trapping inside
the chips were performed and their result were compared with the theoretical predictions
of the developed models.
6.2 Fiber optic tweezers fabrication
Optical trapping occurs in focusing beams, therefore, to obtain optical trapping with a
single optical fiber, its tip should be shaped as a lens with adequate focal length. After sur-
veying the available techniques to reshape the fiber tip (chemical etching, thermal shaping,
polishing, etc), it was decided to evaluate a new technique based on photopolymers. Indeed,
through light-induced polymerization, it is possible to fabricate a polymer micro-lens at the
extremity of optical fibers following a very simple process. In the past years, Soppera et al.
[3] explored this fabrication technique, developing several polymers with optimized chemical
and optical characteristics for operation with optical fibers.
The photopolymerization process consists of linking monomers into chain-like polymers
using light as a trigger. The polymerization is initiated by a photochemical process induced
by the energy of a radiation source of a suitable wavelength. A catalyst is used to support a
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Figure 6.1: Experimental setup to fabricate the polymeric lens on optical fibers.
reasonable rate of polymerization. This catalyst is normally a free-radical which can be gen-
erated either thermally or photochemically. The free-radical is created by a photoinitiator
which reacts with a photon. Then the photoinitiators are converted into reactive initiator
molecules, which react with a monomer molecule, finally forming the polymer. This process
happens in a fast chain reaction. The polymerization process will occur until an inhibitor
stops it. In the process, a cross-linking reagent can also be used to improve the quality
of the polymer. In the scope of this work, a photopolymer assigned by Dr. O. Soppera
(Institut de Science des Matériaux de Mulhouse) was used. The photopolymer composition
was based on a tri-functional acrylate monomer, and the photoinitiator was Irgacure 819
(wavelength range: 375 nm - 450 nm).
The fabrication process of the micro-lens at the extremity of the optical fibers was based
on the setup presented in figure 6.1. First an optical fiber (SMF-28 ) was cleaved to form a
plan end surface. Then it was placed on a support, and a drop of liquid was deposited onto
the tip of the fiber. A laser beam (405 nm) was focused by an objective and thus coupled to
the optical fiber. The light emerging from the tip causes polymerization on the drop. After
exposure the fiber was rinsed in ethanol and a polymer tip was visible as an extension of the
fiber core. The polymer tip is formed by self-guiding photo-polymerization. As the polymer
solidifies, its refractive index increases, creating a guiding effect that prevents the radiation
from scattering in the remaining of the drop. This way, a waveguide with a diameter close to
that of the fiber core and a length determined by the drop thickness is obtained. Depending
on the characteristics of the liquid drop (its viscosity, for instance) and other fabrication
parameters, tips with different curvature radius, that can act as a lens, can be obtained.
Figure 6.2 gives snapshots of the different steps of the photo-polymerization process
used to fabricate the lens on the tip of the fiber: in (a) the cleaved fiber is visible; (b)
shows the polymer drop at the cleaved fiber end; in (c) the polymerization region is visible
because the photoinitiator is fluorescent - here the guiding effect is very clear. Finally, (d)
shows the lensed tip after rinsing the fiber in ethanol
Following this process, some preliminary tests were made where several tips were pro-
duced. The tips were obtained using 60 s exposures to the polymerizing radiation at 405 nm.
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Figure 6.2: Different steps of a microlens fabrication process [3].
Figure 6.3: Fiber optic with polymer lens.
An optical power of approximately 26 µW (at the fiber tip) was used. Because the fiber
behaves as a multimode waveguide for this wavelength, extreme care was taken in order to
control the coupling conditions at the input. Through adjustment of the laser tilt angles,
it was possible to excite mostly the fundamental mode, concentrating the optical power in
a uniform spot. However, some instability of the laser source (temperature and wavelength
drift) created some instability in the output pattern. In these conditions, even when us-
ing the same fabrication parameters, the final shape of the tip extremity presented some
changes from fiber to fiber.
The following results reproduce the described photopolymerization process. Figure 6.3
presents two tips built up as an extension of the fiber core. As mentioned before, the
radiation source had a wavelength of 405 nm. The polymer was exposed to the laser light
during 60 seconds. It is clearly visible that the lenses do not have the same curvature
radius. The absence of laser stability is the main reason for these results. However, also
the laser modes injected into the fiber were not controlled, which can cause a difference in
the tip/lens profile.
As reported by several authors, the smaller the curvature ratio of the lens is, the more
focused the beam becomes. Figure 6.3(a) shows a very flat structure of the fiber tip. This
geometry causes a divergence of the laser beam instead of a convergence. Figure 6.3(b)
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shows a more spherical tip, with a curvature radius around 10 µm. The second tip was
tested and some preliminary results will be presented in section 6.4.
6.3 Experimental Details
The experimental setup used to test optical trapping using fiber optical tweezers was similar
to the one presented in chapter 3, some modifications having been introduced. In this
case the microfluidic system was replaced by a micromanipulator for holding the fiber,
and the sample was placed on a standard microscope plate over the objective. A schematic
representation of the setup is shown in figure 6.4. A pigtailed laser diode operating at 980 nm
(Anritsu, 300 mW ) was used to trap the particles. The SMF-28 lensed optical fiber was
placed within a needle/capillary and then it was carefully placed on a xyz micromanipulator.
Figure 6.4: Experimental Fiber Optical Tweezers setup.
After this process, the fiber was coupled to the Laser Diode through an optical connector.
After all these steps had been taken, a drop of Phosphate Buffered Saline (PBS) (n = 1.335)
solution with polystyrene beads was placed on a glass slide over the inverted microscope
setup. PBS is a buffer solution that helps to maintain a constant pH, and is routinely used
in the manipulation of biological samples. The PBS solutions had a dynamical viscosity of
0, 00105 Pa.s at room temperature. The polystyrene beads had a diameter of 10 µm, and
a refractive index of 1, 57329.
6.4 Preliminary Results
Off chip tests
In this experiment particles of polystyrene were used to test the developed fiber optic
tweezers. A lensed fiber tip fabricated with an approximate curvature radius of 10 µm was
used. The holder was adjusted to have the fiber probe placed with an inclination angle
of 25o relative to the plane of the microscope slide. The positioning of the tip into the
solution containing the polystyrene beads was carefully controlled by observation through
the imaging system. Several experiments were performed where the laser power was turned
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on and off followed by observation of the particles as they intersected the laser beam.
Additional tests were made changing fiber angles and laser power, trying to attain the
condition to trap a single particle. At some instances trapping was obtained, which was,
however, very difficult to maintain. Slight changes in angles, vibrations or collision with
other particles was sufficient to free the trapped bead. This indicates that the focusing
power of our fiber optic lens is not strong enough, resulting in very feeble forces. The
curvature radius of the fiber tip was not small enough to enable tight focusing of the laser
beam; therefore in most of the cases the particles were pushed forward by the dominant
scattering force. Nevertheless, in these cases the particles were aligned with the optical
propagation axis, as predicted by the studied models (section 5.3).
In figure 6.5 a sequence of pictures taken during one of such experiments can be observed,
and it can be described as follows:
• (a) - The picture shows the fiber tweezer immersed in a solution of PBS with polystyrene
beads in suspension (laser off);
• (b) - The laser was turned on, and the output beam is visible;
• (c) - While crossing the light beam a polystyrene was pushed forward against the
surface of the glass slide, remaining aligned with the optical axis;
• (d) - Another particle is visible right in front of the fiber tip, which is pushed forward
and aligned with the first particle (c);
• (f,g) - More beads keep being aligned by the forces exerted on them by the laser light;
• (h) - The laser was turned off and the beads were slightly dislocated to the left;
• (i) - The laser was turned on and the beads returned to their position (aligned with
the optical axis).
So far it was not possible to fabricate polymeric tips with smaller curvature radius than
10 µm. Therefore, a stable trapping position was not achieved using the available fabricated
lenses. Some interaction with Prof. Olivier Soppera was carried out and some alternative
polymer formulations are being produced to try and obtain smaller radius of curvature tips
with higher refractive index contrast. These tests will be performed in future work.
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Figure 6.5: Consecutive snapshots of an experiment of optical trapping.
On chip tests
Some tests were also performed inside the microfluidic chip. In this case, flat fibers which
output a divergent Gaussian beam were used. In this situation, as demonstrated by the 2D
simulations, the divergent beam should push the particles away from the waveguide and
towards the other fiber across the channel. This is illustrated by the 2D simulation shown
in figure 6.6.
Following the indications of the model some tests were made using the optofluidic chip
presented in Chapters 2 and 3. In this case the setup described in figure 3.4 was used
where one of the fibers employed in the sensing configuration was used to inject the light
at 980 nm.
The particles were suspended in a solution of PBS, and were flown through the fluidic
chip with a velocity of 10 µl/min. The laser was maintained at a constant power of ∼
100 mW .
Several particles were observed flowing through the fluidic channel and, at a given point,
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the laser was turned on. Eventually one of the particles was trapped in the beam path being
pushed away against the face of the opposite fiber. This can be seen in the picture of figure
6.7.
Figure 6.6: Field of forces acting on a particle with a radius of 2 µm, by a divergent beam
produced by a flat tip
Figure 6.7: Particle trapped in the optofluidic chip developed and characterized in Chapter
2 and 3.
The present version of the chip has a channel width of 20 µm. However, the height of
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the channel is approximately that of the fiber (between 125 µm and 131 µm). While for
analysis of fluid samples this is not an issue, when the goal is to analyze particles in the
flow, it creates serious problems. Only those cells or particles crossing the fiber ‘field of
view’ will be detected and characterized, all those flowing above or below the core region
will be neglected. In this context, efforts are being made, in the framework of the project,
to design a new version of the chip where the channel height is substantially reduced. This
approach, however, involves a more complex fabrication process and will be explored in
future work.
6.5 Conclusions
In this chapter some preliminary experimental work was carried out on the subject of optical
trapping. In particular, a fabrication technique to obtain microlenses at the fiber tip was
developed and explored in the design of some fiber probes. Some tests indicated that some
degree of trapping is possible. However, several problems were identified. In particular,
the fabrication setup should be implemented with a temperature and wavelength controlled
laser to guarantee the reproducibility of the fabrication process. Also, some modifications
in the polymers are in order to enable the fabrication of tips with smaller curvature radius
and increased refractive index contrast. Additional tests were also performed inside the
chip, showing the viability of controlling the position of the particles with light, provided
that the channel depth is reduced in such a way that it guarantees that most of the particles
will cross the beam path.
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This dissertation was framed within the research activities of a FCT (HYBRID) project
which addresses the development of a hybrid electro-optical microfluidic device, to char-
acterize single cells in a non-invasive way. The main goal is to incorporate in the same
microfluidic platform different optical and electrical sensors to enable better discrimina-
tion between healthy and infected (with parasite) red blood cells. For this purpose several
technological steps are involved.
The particular aspects addressed in this thesis report to the development and incorpo-
ration of micro optical sensors into the chip platform for refractometric and spectroscopic
measurements of the cell. For this purpose, techniques to manipulate and place the cell in
the sensing port were also addressed with the theoretical study and experimental test of
optical trapping techniques.
Preliminary chip designs were evaluated experimentally and, in an interactive process
with the project partners, some optimization adjustments were performed. Overall several
important contributions resulted from this work, which are of high importance for the
project and also of scientific relevance (see list of publications).
A list of main achievements attained during the different stages of the work can be
summarized as follows:
• Preliminary versions of the optofluidic chip were first tested (SU-8, PDMS, different
geometrical features), in order to identify some of the main problems and difficulties;
• From the feedback of initial experiments, an optimized design of a chip configura-
tion suitable for simultaneous refractive index and absorption measurements of liquid
samples was established (PDMS, open fiber grooves);
• A refractometric sensor based on an optical fiber Fabry-Pérot cavity was successfully
implemented into the chip;
• A scheme to collect light transmitted/scattered through the sample and evaluate its
absorption features was also successfully demonstrated;
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• The dual sensing configuration was successfully demonstrated by calibration of trans-
parent samples with changing refractive index, evaluation of absorption features of
different dyes, and simultaneous evaluation of complex samples with changing refrac-
tive index and dye concentrations.
Important contributions were also made in the field of optical trapping:
• Theoretical tools were developed to evaluate different geometries and configurations
to trap the cells both outside the chip in free solutions and inside the fluidic channel;
• A study of the optical forces acting on small dielectric targets/particles was done.
The Lorentz force showed to be the most suitable solution to compute these forces;
• A computer program, based on MEEP software, was developed to calculate the optical
forces in different situations.
From the preliminary theoretical study important hints were given that allowed an experi-
mental approach to optical tweezers based in fiber optics. In particular:
• A new technique for fast fabrication of microlenses in the fiber tips by guided photo
polymerization was developed;
• Preliminary tests were performed showing the viability of optical trapping of polystyrene
microparticles using micro lensed fibers in a free solution;
• Preliminary tests demonstrated the viability to manipulate single particles inside the
chip, trapping them in the sensing spot of the chip.
7.1 Future Work
Overall, from the work performed in all the items described in the previous section, several
problems, limitations and opportunities for improvement were identified that will be the
basis of a future work in a PhD program.
Most pressing topics are improvements on the chip design, development of more robust
signal processing techniques, extension of the theoretical model for 3D, and optimization of
the optical tweezers fabrication technique.
Chip design
PDMS was shown to be a very versatile platform. However, the issue of reducing the chip
depth remains unsolved. A solution to have a 20 × 20µm channel rather than the present
20× 125 µm must be developed. Possible solutions include:
• Pre-etching of fiber grooves in the glass slide to lower the fiber core position relative
to the glass surface. Alignment issues will arise.
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• Substitution of the optical fibers by integrated optical waveguides in the region of the
fluidic channel. This could enable multiple waveguides and higher versatility in the
channel dimensions. The problem of coupling the fibers to the waveguides and how
to write the guides in PDMS should be studied.
Sensor optimization
The sensors developed can be optimized to improve the signal to noise ratio, introduce
temperature compensation, and allow sensing of other biochemical parameters. Some ideas
to achieve these goals include:
• Incorporation of signal processing to track the FBG envelope and enable simultaneous
sensing of the temperature.
• Incorporation of multiple FBGs with functionalized fiber surfaces to measure other
biochemical parameters (pH, DNA, protein, etc)
• Use of additional fibers/waveguides to provide direct illumination of the samples at
suitable angles to study scattering and absorption features, excite and collect fluores-
cence emission, etc
Optical trapping
Further work is necessary in the theoretical model to validate and apply it to more realistic
situations. Improvements to consider are:
• Extension of the model to 3D.
• Inclusion of the physical structure of the walls.
• Dielectric model of the cells.
From the experimental point of view, several important issues remain unsolved:
• Optimization of the fabrication setup including laser stabilization, control of modal
excitation in the fibers, use of pulsed or modulated excitation etc.
• Optimization of the polymer. Testing different formulations with changing viscosity,
refractive index, elastic properties etc.
• Development of techniques to enable the fabrication of complex shapes at the fiber
tip (using molding and photopolymerization, for example) to enable tailored radiation
profiles (multiple point traps, Bessel beams, etc).
Finally, taking into consideration that the technologies under development have a large
potential for alternative uses, some assessment of new applications will be carried out.
75
Chapter 7. Conclusions
7.2 List of publications resulting from this work
International Journals
• R. S. Rodrigues Ribeiro, P. A. S. Jorge, A. Guerreiro, Computational models for new
fiber optic tweezers, Photonic Sensors (published online, to print in Vol.2 N.4, 2012).
• R. S. Rodrigues Ribeiro, I. Bernacka-Wojcik, I. Martinho, J. B. Tillak, D. Barata, P.
A. S. Jorge, H. Águas, and A. G. Oliva, Optofluidic chip for simultaneous spectroscopic
and refractometric analysis (submited to Optics Letters, 2012).
Conferences
• A. R. Ribeiro, I. Martinho, J. B. Tillak, I. Bernacka-Wojcik, D. Barata, P. A. S.
Jorge, H. Águas, A. G. Oliva, Microfluidic chip for spectroscopic and refractometric
analysis, 22nd International Conference on Optical Fiber Sensors (OFS-22), Beijing,
China, 2012.
• R. S. Rodrigues Ribeiro, P. A. S. Jorge, A. Guerreiro, Simulation tools for new fiber
optic tweezers, X SEON 2012, Porto, Portugal, 2012.
• A. R. Ribeiro, A. Guerreiro, P. S. Jorge, Fiber optical tweezers for single cell manipu-
lation: numerical analysis and experimental implementation, IJUP 2012 5th Meeting
of Young Researchers of the University of Porto, p. 211, 2012.
Oral presentations
• A. R. Ribeiro, I. Martinho, J. B. Tillak, I. Bernacka-Wojcik, D. Barata, P. A. S.
Jorge, H. Águas, A. G. Oliva, Microfluidic chip for spectroscopic and refractometric
analysis, 22nd International Conference on Optical Fiber Sensors (OFS-22), Beijing,
China, October, 2012.
• A. R. Ribeiro, A. Guerreiro, P. S. Jorge, Fiber optical tweezers for single cell manipu-
lation: numerical analysis and experimental implementation, IJUP 2012 5th Meeting
of Young Researchers of the University of Porto, February, 2012.
Poster
• R. S. Rodrigues Ribeiro, P. A. S. Jorge, A. Guerreiro, Simulation tools for new fiber
optic tweezers, X SEON 2012, Porto, Portugal, Junho, 2012.
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