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Pro´logo
La teor´ıa de sen˜ales aleatorias complejas tiene una especial importan-
cia en el campo del procesamiento estad´ıstico de la sen˜al. En concreto,
son u´tiles en a´mbitos tan diversos como o´ptica, oceanograf´ıa, meteorolog´ıa,
meca´nica cua´ntica, electromagnetismo y comunicaciones.
El procesamiento cla´sico de sen˜ales aleatorias complejas asume que e´stas
son propias, es decir, su funcio´n complementaria es ide´nticamente igual a
cero. Sin embargo, esta afirmacio´n no siempre esta´ justificada. La naturale-
za impropia de algunas sen˜ales requiere que su funcio´n complementaria sea
tenida en cuenta para describir y caracterizar, completamente, sus propie-
dades de segundo orden. Por ejemplo, en la modulacio´n por desplazamiento
de fase binaria (BPSK) se producen sen˜ales de comunicacio´n impropias.
La naturaleza particular de la sen˜al determina el tipo de tratamiento que
se debe seguir en su estudio. De este modo, el procesamiento denominado
ampliamente lineal (AL) es el enfoque apropiado para estudiar sen˜ales alea-
torias complejas impropias, en contraste con el procesamiento convencional
o estrictamente lineal (EL), el cual es el ido´neo para el estudio de sen˜ales
complejas propias.
La metodolog´ıa AL es relativamente reciente y ha aportado mejoras
considerables en relacio´n al tratamiento EL en diversas a´reas del procesa-
miento de la sen˜al tales como estimacio´n, modelizacio´n, deteccio´n, ecua-
lizacio´n y demodulacio´n en accesos mu´ltiples por divisio´n de co´digos con
secuencia directa (DS-CDMA), frecuencia y tiempo (F-TDMA), y sistemas
con mu´ltiples entradas y mu´ltiples salidas (MIMO). La caracter´ıstica ma´s
notable del tratamiento AL radica en que considera la informacio´n de la
sen˜al aumentada, es decir, el ana´lisis se basa en un vector aleatorio cuyas
componentes son la propia sen˜al y su conjugada.
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La modelizacio´n de sistemas AL, en el campo complejo, fue inicialmente
tratada por Picinbono y Bondon (1997) desde el punto de vista discreto. Los
autores analizaron los sistemas AL de medias mo´viles (MA) para modelizar
sen˜ales aleatorias complejas impropias estacionarias de segundo orden. Este
tipo de sen˜ales, que se caracteriza por tener una funcio´n complementaria
no nula, comenzo´ a tomar relevancia en oceanograf´ıa y geof´ısica, siendo en
la actualidad de gran utilidad en aplicaciones relacionadas con otras a´reas
de investigacio´n tales como acu´stica, o´ptica y comunicaciones, entre otros
ejemplos (vease Mandic y Goh, 2009).
Posteriormente, estos sistemas fueron extendidos a sistemas AL auto-
regresivos de medias mo´viles (ARMA) (Navarro-Moreno, 2008) y sistemas
ARMA no lineales (Mandic y Goh, 2009). Ma´s recientemente, Navarro-
Moreno et al. (2010) introducen los modelos de funcio´n de transferencia
AL como generalizacio´n de los anteriores.
Desde el punto de vista pra´ctico, un tipo de sen˜ales aleatorias fa´ciles de
modelizar y analizar, son aquellas que verifican la condicio´n de Markov. La
principal caracter´ıstica de las sen˜ales de Markov es que el desarrollo futuro
de e´stas, so´lo depende de los estudios actuales y no de su historial hasta
ese momento. Este tipo de sen˜ales incluyen aplicaciones interesantes y han
proporcionado soluciones eficientes en las a´reas de la estimacio´n y deteccio´n
de sen˜ales (ve´ase, por ejemplo, Kailath et al.(2000) y Poor (1994)).
En la teor´ıa de estimacio´n lineal, cuando los procesos a estudiar no son
Gaussianos, una clase de procesos estoca´sticos de intere´s, desde el punto
de vista pra´ctico, son los procesos de Markov en sentido de´bil. El concepto
de sen˜al aleatoria compleja de Markov en sentido de´bil (MSD) es ma´s fa´cil
de comprobar que la condicio´n de (estrictamente) Markov, ya que se basa
so´lo en las caracter´ısticas de segundo orden del proceso (Doob, 1953). En
general, los procesos MSD (con la excepcio´n de los procesos Gauss-Markov)
no son de Markov en el sentido estricto. La equivalencia entre la condicio´n
MSD y la representacio´n de espacio de estados de la sen˜al es lo que real-
mente hace a las sen˜ales MSD especialmente atractivas en el procesamiento
de la sen˜al (Kailath et al., 2000).
El principal inconveniente que surge es que, en general, para el estudio
de sen˜ales complejas MSD se utiliza un tratamiento EL. Ahora bien, la
naturaleza impropia de la mayor´ıa de estas sen˜ales, nos hace considerar
las sen˜ales aumentadas para describir completamente sus propiedades de
segundo orden.
As´ı, el primer objetivo de esta Tesis Doctoral es extender el concepto
MSD a sen˜ales impropias, lo que da lugar al concepto de sen˜ales de Markov
ampliamente lineales (MAL). Es interesante el caracterizar estas sen˜ales en
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base a sus propiedades de segundo orden y sus representaciones de espacios
de estado, as´ı como abordar su aplicacio´n a diversas a´reas del procesamiento
de la sen˜al tales como la simulacio´n y estimacio´n.
Por otro lado, en el procesamiento de sen˜ales aleatorias, el problema
de estimar una sen˜al compleja observada en presencia de ruido, ha sido un
campo de investigacio´n muy tratado durante el siglo pasado, a partir de las
obras de Wiener y Kalman. En la teoria de la estimacio´n, el procesamiento
AL fue introducido por Picinbono y Chevalier (1995) para sistemas lineales
en tiempo discreto. Bajo el criterio de mı´nimo error en media cuadra´tica,
los autores consideran que el estimador o´ptimo de la sen˜al de intere´s puede
expresarse como una funcio´n lineal del vector aumentado, formado por el
proceso de observacio´n y su conjugado, y demuestran que este estimador AL
supera al estimador EL convencional en el sentido de producir un menor
error. Este hecho ha llevado a desarrollar una teor´ıa de estimacio´n AL
paralela a la teor´ıa cla´sica de estimacio´n EL.
En este contexto, se han propuesto algoritmos de estimacio´n AL para
el ca´lculo eficiente del estimador o´ptimo, bajo la imposicio´n de hipo´tesis
estructurales en las funciones de correlacio´n implicadas. Siguiendo esta fi-
losof´ıa, se han desarrollado diferentes algoritmos para los problemas de
filtrado y de prediccio´n AL.
Atendiendo al caso discreto, los libros de Mandic y Goh (2009), Adali
y Haykin (2010) y el de Xia et al. (2010) proporcionan filtros adaptativos
complejos lineales y no lineales en modelos AL siendo considerados como
textos de referencia en este a´mbito.
As´ı mismo, en la literatura podemos encontrar algoritmos de prediccio´n
AL tales como los propuestos en Picinbono y Bondon (1997), Navarro-
Moreno (2008) y Navarro-Moreno et al. (2011) para modelos complejos
autorregresivos, autorregresivos de media mo´vil y modelos de funcio´n de
transferencia, respectivamente. Adema´s, al extender la propiedad de esta-
cionariedad de sen˜ales complejas, se han propuesto algoritmos recursivos de
filtrado y prediccio´n AL (Navarro-Moreno et al., 2009) para sen˜ales estacio-
narias de segundo orden. Ma´s recientemente, se ha aplicado un tratamiento
AL en el disen˜o de algoritmos de prediccio´n, lineales y no lineales, para
un nuevo tipo de sen˜ales con covarianza finito-dimensional, denominadas
ampliamente factorizables (Ferna´ndez-Alcala´ et al., 2012).
Las sen˜ales ampliamente factorizables se caracterizan porque la funcio´n
de correlacio´n aumentada (correspondiente al vector aumentado por la sen˜al
y su conjugada) es un nu´cleo factorizable. Este tipo de sen˜ales engloban
tanto a procesos estacionarios como no estacionarios y surgen de manera
natural en un nu´mero importante de feno´menos f´ısicos de campos tan diver-
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sos como la sismolog´ıa, la oceanograf´ıa, la teor´ıa electromagne´tica, acu´stica,
o´ptica, geodesia, entre otros. Ejemplos espec´ıficos de sen˜ales ampliamente
factorizables pueden encontrarse en Ferna´ndez-Alcala´ et al.(2012).
Un problema de estimacio´n de gran intere´s, diferente al de filtrado y
prediccio´n, es el problema de alisado. Estos problemas de alisado son impor-
tantes en muchos contextos cient´ıficos y con diferentes objetivos en mente,
de hecho, aparecen generalmente en estudios de re-ana´lisis o retrospecti-
vos. Por ejemplo, se aplican para determinar el valor inicial de un sistema
dina´mico o en la reconstruccio´n de procesos desconocidos (Snyder, 1972).
Nuestro segundo objetivo en esta Tesis Doctoral es analizar el problema
de alisado para sen˜ales ampliamente factorizables en sistemas lineales y
no lineales, siguiendo la metodolog´ıa del trabajo de Ferna´ndez-Alcala´ et
al.(2012).
Destacar que los cap´ıtulos segundo y tercero, suponen la parte novedosa
de esta memoria. En estos se introduce y caracteriza la condicio´n MAL para
sen˜ales impropias y su aplicacio´n a la estimacio´n y simulacio´n. Por u´ltimo,
se proponen algoritmos de alisado de punto fijo lineales y no lineales para
sen˜ales ampliamente factorizables.
Todos estos enfoques nos llevan a pretender en esta memoria como
objetivo principal, la aplicacio´n del tratamiento ampliamente lineal a la
modelizacio´n y estimacio´n de sen˜ales de Markov y sen˜ales ampliamente
factorizables. Este objetivo general se logra a trave´s de los siguientes obje-
tivos espec´ıficos:
1. Introducir las sen˜ales complejas MAL y nuevas formas de modeliza-
cio´n de las mismas.
2. Desarrollar procedimientos de estimacio´n para sen˜ales MAL.
3. Aplicar nuevas te´cnicas de simulacio´n para sen˜ales MAL.
4. Disen˜ar algoritmos de alisado lineal para sen˜ales ampliamente facto-
rizables.
5. Proponer expresiones para el error asociado a los estimadores ante-
riores.
6. Extender los resultados del problema de estimacio´n para sen˜ales am-
pliamente factorizables al caso no lineal.
7. Simular y validar las soluciones propuestas mediantes ejemplos de
laboratorio, compara´ndolas con las metodolog´ıas existentes.
As´ı, esta memoria ha sido organizada como sigue:
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Cap´ıtulo 1
En el primer cap´ıtulo se introducira´n los conceptos ba´sicos de la teor´ıa
asociada a las sen˜ales aleatorias complejas, necesarios para el posterior
desarrollo de la memoria. As´ı mismo, se analizara´n las distintas soluciones al
problema de estimacio´n lineal en tiempo discreto existentes en la literatura
bajo una perspectiva AL.
Cap´ıtulo 2
En este cap´ıtulo se desarrollara´n los objetivos 1, 2, 3 y 7. En primer
lugar, se muestra la carencia en la definicio´n cla´sica MSD cuando se trabaja
con sen˜ales complejas impropias, sugirie´ndose adema´s una generalizacio´n
para las mismas. Por ello, a trave´s de un procesamiento ampliamente lineal,
se extiende la anterior definicio´n al nuevo concepto MAL, que se basa en
propiedades de segundo orden o en las representaciones de espacio de esta-
dos. Por otra parte, se analiza la estructura de correlacio´n de estas sen˜ales
y se muestran interesantes resultados sobre la modelizacio´n, tanto en direc-
ciones de tiempo hacia adelante como hacia atra´s. Como aplicacio´n de este
tipo de sen˜ales, presentaremos algunos algoritmos recursivos de estimacio´n
para los problemas de alisado, filtrado y prediccio´n, obtenidos a partir del
filtro de Kalman, ilustrando el comportamiento de los resultados propuestos
con un ejemplo nume´rico en las a´reas de estimacio´n y simulacio´n.
Los principales resultados de este cap´ıtulo se han publicado en el si-
guiente trabajo:
Espinosa Pulido, J.A., Navarro-Moreno, J., Ferna´ndez-
Alcala´, R.M. y Ruiz-Molina, J.C.(2012). Widely Linear Markov
Signals. EURASIP Journal on Advances in Signal Processing, (2012),
2012:256, doi:10.1186/1687-6180-2012-256, http://asp.eurasipjournals
.com/content/2012/1/256.
Adema´s, parte de este estudio fue presentado en el congreso
International Conference on Mathematical Modeling in Physical Scien-
ces
T´ıtulo: Generalization of the Wide-Sense Markov Concept to a Wi-
dely Linear Processing
Autores: Espinosa-Pulido, J.A., Navarro-Moreno, J., Ferna´ndez-Alcala´,
R.M., Ruiz-Molina, J.C., Oya-Lechuga, A. y Ruiz-Fuentes, N.
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Referencia: Abstract Book IC-MSQUARE 2013
Organizador: International Conference on Mathematical Modeling in
Physical Sciences (IC-MSQUARE)
Lugar y an˜o de celebracio´n: Praga, Repu´blica Checa (2013)
Cap´ıtulo 3
Los objetivos que se abordara´n en este cap´ıtulo son el 4, 5, 6 y 7.
As´ı, estudiaremos el problema de estimacio´n de alisado de punto fijo pa-
ra sen˜ales impropias, llamadas ampliamente factorizables. Recordemos que
estas sen˜ales se caracterizan porque la funcio´n de correlacio´n del vector
ampliado, formado por la sen˜al y su conjugado, es un nu´cleo factorizable.
Para este tipo de sen˜ales, el procesamiento AL, es el enfoque ma´s adecuado
teniendo en cuenta la informacio´n completa de la funcio´n de correlacio´n
aumentada. Por tanto, a partir so´lo del conocimiento de las propiedades
de segundo orden de los vectores aumentados implicados, se proporcionan
algoritmos de alisado de punto fijo, lineales y no lineales, sin la necesidad
de postular un modelo de espacio de estados. Adema´s, en el caso lineal,
se proponen las fo´rmulas recursivas para calcular el error de estimacio´n
asociado. Por u´ltimo, se finaliza con dos ejemplos nume´ricos, uno para el
caso lineal y otro para el no lineal, que ilustran el comportamiento de los
resultados propuestos anteriormente.
Los principales resultados de este cap´ıtulo se han publicado en el si-
guiente trabajo:
Ferna´ndez-Alcala´, R.M., Navarro-Moreno, J., Ruiz-Molina,
J.C. y Espinosa Pulido, J.A. (2013). Linear and Nonlinear Smooth-
ing Algorithms for Widely Factorizable Signals. Signal Processing, 93,
897–903.
Parte de este estudio fue presentado en el congreso
T´ıtulo: A WL Smoothing Algorithm for Nonlinear Systems
Autores: Espinosa-Pulido, J.A., Navarro-Moreno, J., Ferna´ndez-Alcala´,
R.M., Ruiz-Molina, J.C. y Oya-Lechuga, A.
Referencia: Abstract Book WASET 2013, pag. 1535
Organizador: WASET, World Academy of Science, Engineering and
Tecnology
Lugar y an˜o de celebracio´n: Estocolmo, Suecia (2013)
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Cap´ıtulo 4
Este cap´ıtulo recogera´ las conclusiones a los que se ha llegado tras la
finalizacio´n de esta memoria, as´ı como las lineas abiertas a las que ha dado
lugar y en las que se seguira´ investigando posteriormente.
Para concluir este pro´logo, me gustar´ıa mostrar mi agradecimiento ma´s
profundo y sincero a las diferentes personas que de alguna manera han
contribuido a que este trabajo sea una realidad.
Por un lado, al Profesor Dr. Jesu´s Navarro Moreno y a la Profesora
Dra. Rosa Mar´ıa Ferna´ndez-Alcala´, directores de esta memoria, sin cuya
inestimable direccio´n, esfuerzo y contribucio´n, este trabajo no hubiera sido
posible. Muchas gracias por vuestra ayuda profesional y constante colabo-
racio´n.
Finalmente, no encuentro palabras para expresar lo que ha significado
para mi el continuo apoyo y a´nimo recibido por Marisi, por mi madre, por
Pablo, por mis hermanos, Eva y Jose´ Carlos y por Juan Antonio. Gracias
por estar ah´ı siempre.
Jae´n, marzo de 2014
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Cap´ıtulo 1
Revisio´n del Problema de
Estimacio´n AL
1.1. Introduccio´n
Las sen˜ales aleatorias complejas son de gran utilidad en diversas a´reas
del procesamiento de la sen˜al. Existen infinidad de aplicaciones pra´cticas
que necesitan de una formulacio´n compleja. Por ejemplo, la deteccio´n de
maremotos o tsunamis necesita del ana´lisis armo´nico para establecer las
diferencias entre las ondas producidas por e´stos y las ondas asociadas a
olas y mareas. Otra posible aplicacio´n se encuentra dentro del campo de las
comunicaciones mo´viles. Muchos de los algoritmos usados en transmisiones
digitales de datos, tales como el CMA (algoritmos de mo´dulo constante),
trabajan en el campo complejo.
En un principio se podr´ıa pensar que una sen˜al aleatoria compleja no es
ma´s que una combinacio´n de dos sen˜ales reales, y por tanto, que la teor´ıa
de sen˜ales complejas es una mera extensio´n del caso real bidimensional.
Sin embargo, existen dos razones importantes para la aplicacio´n de un
formalismo complejo en lugar de uno real.
Por un lado, existen determinados sistemas f´ısicos que no pueden anali-
zarse desde una perspectiva real, por ejemplo, aquellas magnitudes que
representan movimiento en el plano tales como corrientes oceanogra´ficas o
metereolo´gicas (Rubin-Delanchy y Walden, 2008). Por otro, el uso de te´cni-
cas complejas proporciona en muchos casos una mayor sencillez y ahorro
de la complejidad en los desarrollos matema´ticos involucrados.
En este cap´ıtulo se recogen los contenidos necesarios para el desarrollo
del resto de la memoria. La exposicio´n de los conceptos y de sus propie-
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4 Revisio´n del problema de estimacio´n AL
dades se realizara´ de una forma concisa, considerando u´nicamente aquellos
aspectos ma´s destacables.
Recordemos que en el pro´logo se indico´ que atendiendo a la naturaleza
de la sen˜al se debe realizar el tratamiento adecuado: EL para el caso propio y
AL para el impropio. A lo largo de esta memoria se supondra´ que las sen˜ales
de intere´s son impropias y por ello, trabajaremos utilizando la metodolog´ıa
AL. En este contexto se repasan las principales soluciones que se pueden
encontrar en la literatura dentro del campo de la estimacio´n AL, tanto
lineal como no lineal, bajo una formulacio´n discreta.
Comenzaremos en la seccio´n segunda introduciendo los conceptos ba´si-
cos sobre sen˜ales aleatorias complejas de segundo orden. Continuaremos,
en la seccio´n tercera, con una breve descripcio´n de la solucio´n propuesta
por Picinbono y Chevalier (1995) para el problema de estimacio´n lineal
en tiempo discreto, que supuso un punto de partida en la estimacio´n AL,
analizando, a partir de este momento, las distintas soluciones al problema
de estimacio´n lineal en tiempo discreto existentes en la literatura bajo una
perspectiva AL.
Uno de los principales objetivos en el campo de la estimacio´n ha sido la
investigacio´n de modelos eficientes desde el punto de vista computacional
para el ca´lculo del estimador o´ptimo. En este sentido, es habitual el desa-
rrollo de algor´ıtmos recursivos de estimacio´n bajo la imposicio´n de hipo´tesis
estructurales sobre las correlaciones de los procesos implicados. As´ı, en la
seccio´n cuarta, se presentan diferentes algoritmos de estimacio´n AL para
los problemas de filtrado y prediccio´n de sen˜ales estacionarias de segundo
orden (ESO) discretas. Del mismo modo, en la seccio´n quinta, se examinan
soluciones para el caso de prediccio´n lineal de los denominados sistemas AL
propuestos en Navarro-Moreno (2008).
En las secciones sexta y se´ptima, se presentan las extensiones desarro-
lladas por Goh y Mandic (2007) y Mandic y Goh (2009), de los conocidos
filtro de Kalman y filtro de Kalman Extendido (EKF) utilizando una me-
todolog´ıa AL.
Finalizaremos analizando, en la seccio´n octava, la prediccio´n para sen˜ales
ampliamente factorizables desarrollada en Ferna´ndez-Alcala´ et al. (2012).
1.2. Generalidades
A continuacio´n, exponemos los conceptos y resultados fundamentales
que se utilizara´n a lo largo de este trabajo. Puesto que e´ste se ha de-
sarrollado dentro del a´mbito de la comunicacio´n estad´ıstica, utilizaremos el
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te´rmino sen˜al aleatoria para referirnos a un conjunto temporal de variables
aleatorias xt. El conjunto de sub´ındices lo notaremos T , el cual sera´ discreto.
En lo sucesivo haremos uso de la siguiente notacio´n. Las letras mayu´scu-
las en negrita se utilizara´n para referirse a matrices y las letras minu´sculas
en negrita para referirse a vectores. La fila j de cualquier matriz A(·) se de-
nota por A[j](·), el n-vector de ceros por 0n y la n×m-matriz de ceros por
0n×m. Similarmente, la q× q-matriz identidad se representa Iq×q. Adema´s,
los super´ındices ∗, ′ y H representan el complejo conjugado, transpuesto y
complejo transpuesto, respectivamente. La parte real de un nu´mero com-
plejo se denotara´ <{·}.
Finalmente, el estimador lineal de mı´nimo error en media cuadra´tica de
una sen˜al xt en funcio´n de cualquier conjunto de observaciones {xt1 , xt2 . . . ,
xtm} se denota como xˆ(t|t1, t2, . . . , tm), refirie´ndonos a e´l como el estimador
EL. Asimismo, el espacio lineal generado por el conjunto de vectores {xt, t ∈
T} se representa sp{xt, t ∈ T}.
Definicio´n 1.1. Consideremos dos sen˜ales aleatorias reales discretas {x1t,
t ∈ T} e {x2t, t ∈ T} definidas sobre un espacio de probabilidad (Ω,A, P ).
Entonces a xt = x1t+ jx2t se la denomina sen˜al aleatoria compleja discreta
con j =
√−1.
Sin pe´rdida de generalidad, asumiremos que todas las sen˜ales son centra-
das y de segundo orden, es decir, se verifica que E[xt] = E[x1t]+jE[x2t] = 0
y E[|xt|2] = E[xtx∗t ] <∞, para todo t ∈ T .
Definicio´n 1.2. Se define la funcio´n de correlacio´n de una sen˜al xt como
rx(t, s) = E[xtx
∗
s]. Similarmente, la funcio´n de correlacio´n de una sen˜al
aleatoria compleja vectorial xt = [x
(1)
t , ..., x
(q)
t ]
′ se define como Rx(t, s) =
E[xtx
H
s].
Definicio´n 1.3. Se define la funcio´n de correlacio´n cruzada entre dos
sen˜ales xt e yt como rxy(t, s) = E[xty
∗
s ].
Adema´s, Rxy(t, s) = E
[
xty
H
s
]
denota la funcio´n de correlacio´n cruzada
entre dos sen˜ales aleatorias complejas vectoriales xt = [x
(1)
t , ..., x
(q)
t ]
′ e yt =
[y
(1)
t , ..., y
(p)
t ]
′. Ana´logamente, rxy(t, s) = E
[
xty
H
s
]
representa la funcio´n de
correlacio´n cruzada entre la sen˜al aleatoria xt y el vector yt.
En el caso real, las propiedades de segundo orden de una sen˜al aleatoria
vienen caracterizadas por su funcio´n de correlacio´n. Sin embargo, en el caso
complejo, para tener una descripcio´n completa de las caracter´ısticas de se-
gundo orden de la sen˜al, es necesario introducir la funcio´n complementaria.
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Definicio´n 1.4. Se define la funcio´n complementaria de la sen˜al xt como
cx(t, s) = E[xtxs]. Similarmente, en el caso multidimensional Cx(t, s) =
E[xtx
′
s].
Aquellas sen˜ales aleatorias cuya funcio´n complementaria es nula se de-
nominan sen˜ales aleatorias propias. En caso contrario, se dice que son im-
propias.
Definicio´n 1.5. El vector xt = [xt, x
∗
t ]
′ y su funcio´n de correlacio´n Rx(t, s)
reciben el nombre de sen˜al y funcio´n de correlacio´n aumentada, respectiva-
mente.
Un concepto de especial relevancia en el campo complejo es la estacio-
nariedad de segundo orden. Se trata de una generalizacio´n de la propiedad
de estacionariedad de´bil para sen˜ales reales al caso de sen˜ales complejas
impropias.
Definicio´n 1.6. Una sen˜al aleatoria compleja {xt, t ∈ T} se dice de´bil-
mente estacionaria si verifica que su funcio´n de correlacio´n rx(t, s) depende
u´nicamente de t−s. Si adema´s, su funcio´n complementaria cx(t, s) tambie´n
depende u´nicamente de t − s se denomina estacionaria de segundo orden
(ESO).
Esta propiedad aporta notables mejor´ıas en diferentes a´reas del proce-
samiento de sen˜ales, tales como estimacio´n, simulacio´n, deteccio´n y mode-
lizacio´n de sen˜ales. Concretamente, en el campo de la modelizacio´n se han
introducido los sistemas AL para representar datos complejos discretos (Pi-
cinbono y Bondon, 1997).
Definicio´n 1.7. Una sen˜al aleatoria compleja discreta xt se modeliza me-
diante un sistema AL si verifica la ecuacio´n
xt =
p∑
j=1
(
g1jxt−j + g2jx∗t−j
)
+
q∑
j=0
(
h1jwt−j + h2jw∗t−j
)
(1.1)
donde wt es un ruido centrado doblemente blanco, es decir,
rw(t, τ) = e1δtτ
cw(t, τ) = e2δtτ
con |e2| < |e1|.
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En Picinbono y Bondon (1997) se realiza un ana´lisis exhaustivo de las
propiedades de este tipo de sistemas. Se prueba que las sen˜ales ESO pueden
obtenerse como la salida de un modelo del tipo (1.1) donde el ruido wt es
propio, es decir, e2 = 0. Adema´s, se demuestra que, en general, una sen˜al
ESO no se puede modelizar a trave´s de un sistema lineal cla´sico tal y como
ocurre en el caso real.
Por otro lado, dentro del a´mbito estad´ıstico, la condicio´n de Markov
para sen˜ales aleatorias complejas resulta enormemente interesante por las
simplificaciones matema´ticas que conlleva y que ofrece a los campos de la
modelizacio´n y estimacio´n de este tipo de sen˜ales.
Para una sen˜al aleatoria compleja de Markov {xt, t ∈ T}, se verifica la
siguiente identidad para la media condicionada:
E[xt|xt1 , xt2 , . . . , xtm ] = E[xt|xt1 ], t > t1 > . . . > tm
Doob (1953) introdujo un concepto ma´s de´bil basado en el estimador
EL, que ha recibido una gran atencio´n en la literatura (vease, por ejemplo,
Beutler, 1963; Kailath et al., 2000; Kasprzyk y Szczotka, 2006; Mandrekar,
1968).
Definicio´n 1.8. Se dice que una sen˜al aleatoria compleja {xt, t ∈ T} es
MSD si, y so´lo si, xˆ(t|τ ≤ s) = xˆ(t|s) para cualquier s < t.
Estas sen˜ales tienen propiedades notables. Por ejemplo, Beutler (1963)
mostro´ que una sen˜al xt es MSD si, y so´lo si, la funcio´n
k¯(t, s) = r(t, s)r−1(s, s)
verifica la propiedad triangular, es decir,
k¯(t, s) = k¯(t, τ)k¯(τ, s), t ≥ τ ≥ s (1.2)
Otra caracterizacio´n en te´rminos de los denominados modelos de espacio
de estados se puede encontrar en Kailath et al. (2000). Se demuestra que
una sen˜al {xt, t ≥ 0} es MSD si, y so´lo si, verifica el modelo de espacio de
estados
xt+1 = k¯(t+ 1, t)xt + ut (1.3)
donde ut es un ruido blanco incorrelado con x0. La definicio´n de Doob fue
posteriormente generalizada en Kasprzyk y Szczotka (2006) tal y como se
indica a continuacio´n.
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Definicio´n 1.9. Una sen˜al aleatoria compleja {xt, t ∈ T} es una sen˜al
MSD de orden n ≥ 1 si xˆ(t|τ ≤ s) = xˆ(t|s, s − 1, . . . , s − n + 1) para
cualquier s < t y se denota por MSD(n).
Para acabar esta seccio´n, en las dos siguientes definiciones, introduci-
mos las condiciones de factorizable y ampliamente factorizable para sen˜ales
aleatorias complejas, caracterizadas porque su funcio´n de correlacio´n y su
funcio´n de correlacio´n aumentada, respectivamente, son nu´cleos factoriza-
bles.
Este tipo de sen˜ales son muy generales e incluyen tanto sen˜ales estacio-
narias como no estacionarias. Estas han sido ampliamente utilizadas en el
disen˜o de algor´ıtmos recursivos de estimacio´n.
Definicio´n 1.10. Una sen˜al {xt, t ∈ T} se dice que es factorizable si exis-
ten dos vectores l-dimensionales α(t) y β(t) de tal manera que su funcio´n
de correlacio´n rx(t, s) tiene la expresio´n
rx(t, s) =
{
α′(t)β∗(s), t ≥ s
β′(t)α∗(s), t ≤ s (1.4)
Para el caso ma´s general de sen˜ales complejas impropias, es posible una
nueva clase de sen˜ales mediante la imposicio´n de la condicio´n de nu´cleo
factorizable en la funcio´n de correlacio´n aumentada Rx(t, s).
Definicio´n 1.11. Una sen˜al {xt, t ∈ T} se dice que es ampliamente facto-
rizable si, y so´lo si, existen dos matrices 2×m-dimensionales A(t) y B(t)
de tal manera que la funcio´n de correlacio´n Rx(t, s) del vector aumentado
xt se puede expresar en la forma
Rx(t, s) =
{
A(t)BH(s), t ≥ s
B(t)AH(s), t ≤ s (1.5)
Destacar que la condicio´n (1.5) implica (1.4), sin embargo, la condi-
cio´n (1.4) no asegura que la funcio´n de correlacio´n del vector ampliado
satisfaga (1.5). Como consecuencia, tenemos que todas las sen˜ales que son
ampliamente factorizables tambie´n son factorizables, pero la inversa no se
cumple.
1.3. Solucio´n de Picinbono y Chevalier
El procesamiento AL de sen˜ales aleatorias complejas para el problema
de estimacio´n lineal fue introducido en Picinbono y Chevalier (1995) bajo
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una formulacio´n discreta. En su trabajo trataron el tema de regresio´n lineal
demostrando la superioridad del procesamiento AL frente al EL.
Consideremos una variable aleatoria compleja x y un vector aleatorio
complejo y de dimensio´n q. Es conocido que el estimador o´ptimo de x ba-
sado en y que minimiza el error cuadra´tico medio es la media condicionada
E[x|y]. Adema´s, si [y′, x]′ es un vector real normal entonces este estimador
es una funcio´n lineal de la forma xˆ = h′y. En el caso normal complejo, esto
u´ltimo ya no se verifica. Ahora, la esperanza condicionada es una funcio´n
lineal del vector y = [y′,yH]′, es decir, xˆAL = uHy + vHy∗.
En Picinbono y Chevalier (1995) se realiza una comparativa de ambos
estimadores demostrando que bajo el criterio de los mı´nimos cuadrados, el
estimador nuevo xˆAL, que se denominara´ estimador AL, mejora al estima-
dor cla´sico (EL) xˆ presentando un menor error.
En el teorema siguiente se resumen las propiedades del estimador xˆAL
y su error asociado.
Teorema 1.1. Consideremos los estimadores EL, xˆ = h′y, y AL, xˆAL =
uHy + vHy∗. Entonces los vectores u y v son
u =
[
R−CR−1∗C∗]−1 [r −CR−1∗s∗]
v =
[
R∗ −C∗R−1C]−1 [s∗ −C∗R−1r]
con
R = E[yyH]
C = E[yy′]
r = E[x∗y]
s = E[xy]
El error asociado a xˆAL es
pAL = E[|x− xˆAL|2] = E[|x|2]− (uHr + vHs∗)
Adema´s, si denotamos el error correspondiente a xˆ por p = E[|x− xˆ|2],
entonces
p− pAL = [s∗ −C∗R−1r]H [R∗ −C∗R−1C]−1 [s∗ −C∗R−1r] ≥ 0
En el siguiente corolario se analizan algunos casos particulares intere-
santes.
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Corolario 1.1.
[a] Si x e y son conjuntamente propios, es decir, C = 0q×q y s = 0q,
entonces p− pAL = 0 y, por tanto, xˆAL = xˆ.
[b] Si y es propio, es decir, C = 0q×q, obtenemos
xˆAL = xˆ+ (R−1s)′y∗
p− pAL = sHR−1s
[c] Supongamos que x es real. Entonces
xˆAL = 2<{uHy}
pAL = E[x2]− 2<{uHr}
En este caso, se tiene que xˆAL es real, mientras que xˆ no tiene por
que´ serlo.
1.4. Estimacio´n AL de Sen˜ales ESO
En esta seccio´n se aborda el problema de la estimacio´n bajo las con-
diciones generales establecidas en Cambanis (1973b). Concretamente en
Navarro-Moreno et al. (2009), se proponen diferentes algoritmos recursivos
para los casos de filtrado y prediccio´n de un funcional de la sen˜al de intere´s,
a partir de sen˜ales ESO.
Consideremos una sen˜al aleatoria compleja discreta zt que no puede ob-
servarse directamente y que el proceso observacio´n es igual a yt = F(zt),
donde el funcional F transforma a zt en una sen˜al ESO discreta. En ba-
se a las observaciones yt estamos interesados en estimar a trave´s de un
procesamiento AL un funcional de la sen˜al xt = G(zt), donde xt es una
sen˜al aleatoria compleja discreta con funcio´n de correlacio´n rx(t, s) y fun-
cio´n de correlacio´n cruzada con yt = [yt, y
∗
t ]
′, β(h) = E[xt+hyHt ]. Adema´s,
Ry(h) = E[yt+hy
H
t ] es la funcio´n de correlacio´n aumentada de yt.
Se denota el estimador AL de xt+s para algu´n s = 0, 1, . . . en base a las
observaciones y1, . . . ,yt, por
xˆAL(t+ s|τ ≤ t) =
t∑
j=1
Ψst,jyt+1−j
y su error pALt+s|t = E[|x(t+ s)− xˆAL(t+ s|τ ≤ t)|2].
En el siguiente resultado se proporciona un algoritmo para calcular los
coeficientes Ψst,j .
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Teorema 1.2.
Ψst,t =∇st−1V˜
−1
t−1,1
Ψst,j = Ψ
s
t−1,j −Ψst,tΦ˜t−1,t−j , j = 1, . . . , t− 1
donde
∇s0 = β(s)
∇st = β(t+ s)−
t∑
j=1
β(t+ s− j)Φ˜Ht,j , t ≥ 1
y las matrices Φ˜t,j y V˜ t,1 se calculan a partir de la forma
Φt,t = ∆t−1V˜
−1
t−1,1
Φ˜t,t = ∆
H
t−1V
−1
t−1,1
Φt,j = Φt−1,j −Φt,tΦ˜t−1,t−j , j = 1, . . . , t− 1
Φ˜t,j = Φ˜t−1,j − Φ˜t,tΦt−1,t−j , j = 1, . . . , t− 1
donde
V t,1 = V t−1,1 −Φt,t∆Ht−1
V˜ t,1 = V˜ t−1,1 − Φ˜t,t∆t−1
∆t = Ry(t+ 1)−
t∑
j=1
Φt,jRy(t+ 1− j)
con
V 0,1 = V˜ 0,1 = Ry(0)
∆0 = Ry(1)
Asimismo, el error pALt+s|s es igual a
pALs|0 =rx(s, s)
pALt+s|t =p
AL
t+s−1|t−1 −Ψst,t∇s
H
t−1+
+ rx(t+ s, t+ s)− rx(t+ s− 1, t+ s− 1), t ≥ 1
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1.5. Prediccio´n Lineal de Sistemas AL
En esta seccio´n se describen los algoritmos de prediccio´n para sistemas
AL desarrollados por Navarro-Moreno (2008), basados en el algoritmo de
innovaciones (Brockwell y Davis, 1991, pag. 425). En primer lugar, se ana-
liza el caso ma´s simple de prediccio´n en una etapa, que sirve de punto de
partida para el caso general de prediccio´n en s etapas, con s > 1.
1.5.1. Prediccio´n en una Etapa
Consideremos que una sen˜al xt se modeliza a partir del sistema AL (1.1).
El objetivo es predecir xt+1, en funcio´n de las observaciones aumentadas
x1, . . . ,xt. Se denota xˆ
AL(t + 1|τ ≤ t) al predictor obtenido, y a su error
pALt+1|t.
Teorema 1.3. Sean las matrices
Gj =
(
g1j g2j
g∗2j g
∗
1j
)
, Hj =
(
h1j h2j
h∗2j h
∗
1j
)
Entonces, se tiene que
xˆAL(t+ 1|τ ≤ t) = [1, 0]xˆ(t+ 1|τ ≤ t)
donde
xˆ(t+ 1|τ ≤ t) =
02, t = 0
t∑
j=1
θt,j(xt+1−j − xˆ(t+ 1− j|τ ≤ t− j)), 1 ≤ t < f
p∑
j=1
Gjxt+1−j +
q∑
j=1
θt,j(xt+1−j − xˆ(t+ 1− j|τ ≤ t− j)), t ≥ f
con f = ma´x(p, q) y donde las matrices θt,j se calculan a trave´s del algo-
ritmo
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P 1|0 =R(1, 1)
θt,t =R(t+ 1, 1)P
−1
1|0
θt,t−k =
(
R(t+ 1, k + 1)
−
k−1∑
j=0
θt,t−jP j+1|jθHk,k−j
)
P−1j+1|j , k = 1, . . . , t− 1
P t+1|t =R(t+ 1, t+ 1)−
t−1∑
j=0
θt,t−jP j+1|jθHt,t−j
(1.6)
donde
R(i, j) =

Rx(i, j), 1 ≤ i ≤ j ≤ f
Rx(i, j)−
p∑
l=1
Rx(i, j − l)GHl , 1 ≤ i ≤ f < j ≤ 2f
02×2, 1 ≤ i ≤ f, j > 2f
q∑
l=0
H¯ lEH¯
H
l+j−i, f < i ≤ j ≤ i+ q
02×2, f < i, i+ q < j
RH(j, i), j < i
siendo
E =
(
e1 e2
e∗2 e1
)
H¯j = Hj , j = 0, . . . , q
H¯j = 02×2, j > q
Adema´s, el error de xˆAL(t+ 1|τ ≤ t) es igual a
pALt+1|t = [1, 0]P t+1|t[1, 0]
′
donde P t+1|t se obtiene a partir de (1.6).
1.5.2. Prediccio´n en s Etapas, s > 1
El siguiente teorema generaliza el algoritmo anterior al caso de s etapas,
es decir, proporciona el estimador impropio de xt+s, con s > 1, en funcio´n
de las observaciones x1, . . . ,xt.
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Teorema 1.4. El predictor AL en s etapas de xt+s es
xˆAL(t+ s|τ ≤ t) = [1, 0]xˆ(t+ s|τ ≤ t)
con
xˆ(t+ s|τ ≤ t) =
t+s−1∑
j=s
θt+s−1,j(xt+s−j
−xˆ(t+ s− j|τ ≤ t+ s− j − 1)), 1 ≤ t ≤ f − s
p∑
j=1
Gjxˆ(t+ s− j|τ ≤ t) +
q∑
j=s
θt+s−1,j(xt+s−j
−xˆ(t+ s− j|τ ≤ t+ s− j − 1)), t > f − s
donde los coeficientes θt,j se obtienen como en (1.6). Adema´s, el error p
AL
t+s|t
viene dado por
pALt+s|t =
rx(t+ s, t+ s)
−[1, 0]
t+s−1∑
j=s
θt+s−1,jP t+s−j|t+s−j−1θHt+s−1,j [1, 0]
′, 1 ≤ t ≤ f − s
[1, 0]
s−1∑
j=0
BsjP t+s−j|t+s−j−1B
sH
j [1, 0]
′, t > f − s
donde las matrices P t+1|t se obtienen como en (1.6) y
Bsj =
j∑
i=0
Kiθ¯t+s−i−1,j−i
con
θ¯t,0 = I2×2
θ¯t,j = θt,j , 1 ≤ j ≤ q
θ¯t,j = 02×2, j > q o j < 0
y los coeficientes Kj se calculan recursivamente de la forma
K0 = I2×2
Kj = −
j∑
i=1
G¯iKj−i, j = 1, 2, . . .
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con
G¯0 = I2×2
G¯j = −Gj , 1 ≤ j ≤ p
G¯j = 02×2, j > p o j < 0
1.6. Filtro de Kalman Aumentado
Consideremos el siguiente modelo de espacio de estados
xt+1 = ft+1,txt + wt
yt = htxt + vt
donde xt es la sen˜al que se desea estimar e yt es la salida del sistema. Se
supone que los ruidos wt y vt son ruidos blancos con varianzas qt y rt,
respectivamente, y mutuamente independientes.
Se denota las sen˜ales aumentadas de xt, yt, wt y vt por xt, yt, wt y vt,
respectivamente. El objetivo es estimar xt+1 en funcio´n de las observaciones
y1, . . . ,yt+1.
En Mandic y Goh (2009) se presenta el siguiente algoritmo basado en el
filtro de Kalman para el estimador xˆAL(t+ 1|τ ≤ t+ 1) y su error pALt+1|t+1.
Teorema 1.5. Sean las matrices
F t+1,t =
(
ft+1,t 0
0 f∗t+1,t
)
, Ht =
(
ht 0
0 h∗t
)
Qt = E[wtw
H
t ], Rt = E[vtv
H
t ]
Entonces, se tiene que
xˆAL(t+ 1|τ ≤ t+ 1) = [1, 0]xˆ(t+ 1|τ ≤ t+ 1)
donde el vector xˆ(t|τ ≤ t) se obtiene de la forma
xˆ(t+ 1|τ ≤ t) = F t+1,txˆ(t|τ ≤ t)
P t+1|t = F t+1,tP t|tF Ht+1,t +Qt
Kt+1 = P t+1|tHHt+1[Ht+1P t+1|tH
H
t+1 +Rt+1]
−1
xˆ(t+ 1|τ ≤ t+ 1) = xˆ(t+ 1|τ ≤ t) +Kt+1[yt+1 −Ht+1xˆ(t+ 1|τ ≤ t)]
P t+1|t+1 = (I2×2 −Kt+1Ht+1)P t+1|t
con
P 0|0 = E[x0xH0]
Adema´s, el error de xˆAL(t+ 1|τ ≤ t+ 1) es igual a
pALt+1|t+1 = [1, 0]P t+1|t+1[1, 0]
′
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1.7. Filtro de Kalman Extendido Aumentado
Goh y Mandic (2007) extienden la solucio´n anterior al caso en que el
modelo de espacio de estados presenta un comportamiento no lineal. As´ı,
consideran el sistema
xt+1 = f(xt, t) + wt
yt = a(xt, ut) + vt
donde f(·) y a(·) son funciones no lineales y ut es una sen˜al conocida y
donde wt y vt son ruidos blancos con varianzas qt y rt, respectivamente,
y mutuamente independientes Entonces los autores proponen el estimador
no lineal para xt+1, x˜
AL(t + 1|τ ≤ t + 1), que se fundamenta en el EKF,
pero en base a las observaciones aumentadas {y1, . . . ,yt+1}.
Algoritmo 1.1. Consideremos las funciones
a(xt, ut) = [a(xt, ut), a
∗(xt, ut)]′
gt =
∂f(x, t)
∂x
∣∣∣∣
x=x˜AL(t|τ≤t)
ct =
∂a(x, ut)
∂x
∣∣∣∣
x=x˜AL(t|τ≤t−1)
Entonces
x˜AL(t+ 1|τ ≤ t) = f(x˜AL(t|τ ≤ t), t)
pt+1|t = gtpt|tg∗t + qt
k′t+1 = pt+1|tc
H
t+1[ct+1pt+1|tc
H
t+1 +Rt+1]
−1
x˜AL(t+ 1|τ ≤ t+ 1) = x˜AL(t+ 1|τ ≤ t) + k′t+1[yt+1
− a(x˜AL(t+ 1|τ ≤ t), ut+1)]
pt+1|t+1 = (1− k′t+1ct+1)pt+1|t
En Mandic y Goh (2009) se pueden encontrar otros filtros adaptativos
no lineales como el filtro Unscented de Kalman Aumentado.
1.8. Prediccio´n para Sen˜ales Ampliamente Facto-
rizables
Tal como indicamos previamente, las sen˜ales ampliamente factorizables
son de gran intere´s debido a sus atractivas caracter´ısticas. En Ferna´ndez-
Alcala´ et al. (2012) se desarrolla el problema de prediccio´n para sen˜ales
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ampliamente factorizables, proporciona´ndose un algoritmo recursivo para el
ca´lculo del estimador o´ptimo de prediccio´n AL, as´ı como su error asociado,
tanto para el caso lineal como no lineal.
1.8.1. Solucio´n Lineal
Consideremos una sen˜al {xti , ti ∈ T}, T = {t1, t2, . . . }, ampliamente
factorizable con funcio´n de correlacio´n aumentada de la forma (1.5) obser-
vada a trave´s de la ecuacio´n lineal
yti = g(ti)xti + vti , t1 ≤ ti ≤ tn (1.7)
donde g(ti) es una funcio´n determinista de valores complejos y vti es un
ruido doblemente blanco correlado con xti . Por otra parte, se supone que
la funcio´n de correlacio´n cruzada de la sen˜al aumentada xti y el ruido
aumentado vti es de la forma
Rxv(ti, tj) =
{
C(ti)D
H(tj), ti ≥ tj
E(ti)F
H(tj), ti ≤ tj (1.8)
donde C(ti), D(ti), E(ti) y F (ti) son matrices de dimensiones 2× l, 2× l,
2 × l′ and 2 × l′, respectivamente. Se considera el problema de obtener el
estimator o´ptimo de la sen˜al xtk en base a la informacio´n proporcionada
por las observaciones aumentadas {yt1 , . . . ,ytn}, para tk ≥ tn.
Denotemos las matrices siguientes:
G(ti) = diag (g(ti), g
∗(ti))
Σ =E[vtiv
H
ti ]
Ψ(ti) = [A(ti),C(ti),02×l′ ]
Π(ti) = [B(ti),02×l,E(ti)]
Φ(ti) = [G(ti)A(ti),G(ti)C(ti),F (ti)]
Γ(ti) = [G(ti)B(ti),D(ti),G(ti)E(ti)]
(1.9)
Teorema 1.6. El estimador AL o´ptimo xˆAL(tk|τ ≤ tn) de la sen˜al xtk
en base a las observaciones aumentadas {yt1 , . . . ,ytn}, con tk ≥ tn puede
calcularse recursivamente como sigue:
xˆAL(tk|τ ≤ tn) = Ψ[1](tk)(tn), tk ≥ tn
donde (tn) se calcula a trave´s de la expresio´n
(tn) =(tn−1) + J(tn, tn) [y(tn)−Φ(tn)(tn−1)]
(t0) =0q
(1.10)
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con q = m+ l + l′ y J(tn, tn) dada por la ecuacio´n
J(tn, tn) =
[
ΓH(tn)−Q(tn−1)ΦH(tn)
]
Ω−1(tn)
siendo
Ω(tn) = Σ + [Γ(tn)−Φ(tn)Q(tn−1)] ΦH(tn) (1.11)
y Q(tn) satisfaciendo la ecuacio´n
Q(tn) = Q(tn−1) + J(tn, tn) [Γ(tn)−Φ(tn)Q(tn−1)]
Q(t0) = 0q×q
(1.12)
Por otra parte, el error asociado viene dado por la expresio´n
pALtk|tn = rx(tk, tk)−Ψ[1](tk)Q(tn)ΨH[1](tk), tk ≥ tn (1.13)
1.8.2. Solucio´n no Lineal
Siguiendo un razonamiento similar al Filtro de Kalman Extendido Au-
mentado (AEKF), se propone tambie´n el siguiente estimador para el caso
no lineal.
As´ı, bajo las mismas condiciones de la seccio´n anterior, pero suponiendo
que el proceso de observacio´n se obtiene a partir de una relacio´n no lineal
de la forma
yti = z(xti , ti) + vti , t1 ≤ ti ≤ tn (1.14)
donde z(·) es una funcio´n no lineal y la sen˜al xti es incorrelada con el ruido
vti , proponiendo los autores el siguiente estimador AL no lineal x˜
AL(tk|τ ≤
tn) de la sen˜al xtk .
Algoritmo 1.2.
x˜AL(tk|τ ≤ tn) = A[1](tk)(tn)
donde (tn) se calcula de la recursio´n
(tn) =(tn−1) + J(tn, tn)
[
ytn − z(x˜AL(tn|τ ≤ tn−1), tn)
]
(t0) =0m
(1.15)
con
J(tn, tn) =
[
BH(tn)−Q(tn−1)AH(tn)
]
GH(tn)Ω
−1(tn)
donde
Ω(tn) = Σ +G(tn) [B(tn)−A(tn)Q(tn−1)]AH(tn)GH(tn)
G(tn) = diag(g(tn), g
∗(tn))
(1.16)
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con
g(tn) =
∂z(x, tn)
∂x
∣∣∣∣
x=x˜AL(tn|τ≤tn−1)
y Q(tn) satisface la ecuacio´n recursiva
Q(tn) =Q(tn−1) + J(tn, tn)G(tn) [B(tn)−A(tn)Q(tn−1)]
Q(t0) =0m×m
(1.17)
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Cap´ıtulo 2
Sen˜ales de Markov AL
2.1. Introduccio´n
Las sen˜ales de Markov se caracterizan por la condicio´n de que el desa-
rrollo futuro de estas sen˜ales depende so´lo de los estados actuales y no de
su historial hasta ese momento. Generalmente los procesos de Markov son
fa´ciles de modelizar y analizar, e incluyen aplicaciones interesantes. Con-
cretamente, la estimacio´n y deteccio´n son a´reas del procesamiento de la
sen˜al, donde este tipo de procesos han proporcionado soluciones eficientes
(ve´ase, por ejemplo, Kailath et al. (2000) y Poor (1994)).
Desde el punto de vista pra´ctico, en la teor´ıa del procesamiento de una
sen˜al, las sen˜ales MSD son ma´s atractivas que las sen˜ales de Markov (en
sentido estricto), debido fundamentalmente a su caracterizacio´n a partir
de los momentos de segundo orden del proceso (Doob, 1953) y a su co-
rrespondencia con la representacio´n de espacio de estados (Kailath et al.,
2000).
Una caracter´ıstica general de los trabajos dedicados al estudio de sen˜ales
complejas MSD es que utilizan un tratamiento EL (ve´ase, por ejemplo,
Kailath et al. (2000), Beutler (1963), Kasprzyk y Szczotka (2006)). Sin em-
bargo, la naturaleza impropia de la mayor´ıa de las sen˜ales, nos obliga a
considerar las sen˜ales aumentadas para describir completamente sus pro-
piedades de segundo orden.
En este cap´ıtulo, mostraremos que la definicio´n cla´sica y las caracteriza-
ciones asociadas de las sen˜ales MSD son incorrectas para sen˜ales impropias.
Esto motiva la introduccio´n del concepto de sen˜ales MAL, para la que da-
mos diferentes caracterizaciones, basadas tanto en propiedades de segundo
orden como en las representaciones de espacios de estado, desde un punto
21
22 Sen˜ales de Markov AL
de vista AL. El ana´lisis se realiza tanto en direcciones hacia delante como
hacia atra´s en el tiempo. Tambie´n, proporcionamos una manera de com-
probar la condicio´n MAL, similar a la bien conocida propiedad triangular,
y determinamos la estructura de correlacio´n de este tipo de sen˜ales.
La parte de modelizacio´n es el objetivo fundamental de este cap´ıtulo.
En este sentido, se sugieren las representaciones MAL hacia delante y hacia
atra´s, se estudia la interrelacio´n entre ellos y se establece la relacio´n con
las representaciones autorregresivas AL definidas en Picinbono y Bondon
(1997). Estas representaciones Markovianas tambie´n se convierten en un
punto de partida para la aplicacio´n de diferentes algoritmos recursivos de
estimacio´n. As´ı, la aplicacio´n del Filtro de Kalman en las representaciones
hacia delante y hacia atra´s ofrece diferentes rendimientos sobre algoritmos
AL de prediccio´n, filtrado y alisado. La cuestio´n principal, que se ilustra
a trave´s de un ejemplo, es que adema´s de la ganancia de rendimiento del
tratamiento AL, tambie´n se obtienen mejores resultados en simulacio´n y
modelizacio´n.
El trabajo se organiza de la siguiente manera. En la seccio´n segunda, se
presentan algunos antecedentes sobre sen˜ales de Markov con valores com-
plejos, ilustrando la incapacidad de la condicio´n MSD usual para sen˜ales
impropias y sugierie´ndose el concepto de sen˜al MAL. En la seccio´n tercera
se estudia la estructura de correlacio´n de las sen˜ales MAL. En la seccio´n
cuarta se discute el problema de modelizacio´n para las sen˜ales de MAL y
se analiza el caso estacionario. El problema de estimacio´n se aborda en la
seccio´n quinta. Por u´ltimo, en la seccio´n sexta, aplicamos nuestros resulta-
dos a los campos de simulacio´n y estimacio´n de sen˜ales, considerando un
ejemplo nume´rico.
2.2. Sen˜ales MAL
Como se sen˜alo´ anteriormente, en la actualidad, las actividades relacio-
nadas con la investigacio´n en el campo de las sen˜ales aleatorias complejas
esta´n cada vez ma´s focalizada en el tratamiento AL que presenta un mejor
rendimiento. La pregunta inmediata que surge es si el concepto cla´sico de
sen˜ales MSD sigue siendo va´lido en el enfoque de procesamiento AL.
Vamos a mostrar mediante dos ejemplos sencillos que la definicio´n cla´si-
ca y las caracterizaciones asociadas a las sen˜ales MSD son incorrectas para
sen˜ales impropias. Estos ejemplos motivara´n la extensio´n del concepto de
sen˜al MSD a un enfoque AL y el estudio de nuevas caracterizaciones.
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Ejemplo 2.1. Consideremos una sen˜al {xt, t ≥ 0}, con funcio´n de corre-
lacio´n rx(t, s) =
1
2(e
3|t−s| + e|t−s|) y con funcio´n complementaria cx(t, s) =
1
2(e
3|t−s| − e|t−s|). Es fa´cil comprobar que rx(t, s) no satisface la propiedad
triangular (1.2) y, por tanto, la sen˜al no se puede modelizar de la forma
(1.3). Sin embargo, como se expondra´ ma´s adelante, es posible encontrar
una representacio´n de espacio de estados para tales sen˜ales dada por (2.29).
As´ı, la condicio´n cla´sica de MSD es claramente insuficiente en el caso im-
propio para encontrar una representacio´n de espacio de estados de la sen˜al
estudiada en este ejemplo.
Ejemplo 2.2. Supongamos {xt, 1 ≤ t ≤ 100}, una sen˜al con funcio´n
de correlacio´n y funcio´n complementaria dadas por rx(t, s) = (t/100 +
1)1/6(s/100)4 y cx(t, s) = j(s/100)
4, para s ≤ t, respectivamente. En este
caso, se cumple la propiedad triangular (1.2) y por tanto xt tiene la repre-
sentacio´n
xt+1 =
(
t+ 101
t+ 100
)1/6
xt + ut (2.1)
con xt incorrelado con ut. Sin embargo, este modelo presenta dos impor-
tantes deficiencias en el marco del tratamiento AL: existe correlacio´n entre
el ruido ut y x
∗
t , y la informacio´n suministrada por cx(t, s) es ignorada.
Ambos problemas se pueden evitar mediante la consideracio´n de un modelo
ma´s competitivo para xt, obtenido con la informacio´n adicional de x
∗
t . De
hecho, se puede escribir una representacio´n de espacio de estados alterna-
tiva para xt dada por (2.30). En la seccio´n 2.6 se presentara´ un estudio
exhaustivo acerca de la superioridad de (2.30) frente a (2.1).
A partir de estos dos ejemplos sencillos, extraemos las siguientes conclu-
siones: la definicio´n cla´sica de una sen˜al MSD debe extenderse para hacer
frente a las sen˜ales impropias. Este nuevo concepto se debe caracterizar
adecuadamente para evitar el inconveniente que se muestra en el Ejemplo
2.1. Adema´s, se precisan nuevos resultados sobre modelizacio´n para explo-
tar la informacio´n disponible en xt y x
∗
t , logrando as´ı mejores modelos para
la sen˜al como se ilustra en el Ejemplo 2.2. A continuacio´n, se presenta tal
definicio´n en un entorno del procesamiento AL.
Definicio´n 2.1. Una sen˜al compleja {xt, t ∈ T} se dice que es de Markov
ampliamente lineal de orden n ≥ 1, abreviadamente una sen˜al MAL(n), si
se cumple la condicio´n
xˆAL(t|τ ≤ s) = xˆAL(t|s, s− 1, . . . , s− n+ 1)
para cualquier s < t.
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Observese que este concepto extiende tanto a la nocio´n cla´sica de MSD
introducida por Doob (1953) como a la posterior generalizacio´n dada en
Kasprzyk y Szczotka (2006).
En el resto de la seccio´n proporcionamos diferentes caracterizaciones
de las sen˜ales MAL(n). Para ello, tenemos que introducir alguna notacio´n
adicional. Denotemos el vector ampliado de xt hacia adelante de orden
n ≥ 1 como el vector 2n-dimensional
xt = [xt, x
∗
t , xt−1, x
∗
t−1, . . . , xt−n+1, x
∗
t−n+1]
′
y su funcio´n de correlacio´n por Rx(t, s) = E[xtx
H
s]. A partir de ahora, se
asume que det {Rt} 6= 0 con Rt := Rx(t, t). Por otra parte, definiremos la
funcio´n de correlacio´n normalizada como
K(t, s) = Rx(t, s)R
−1
s (2.2)
Del mismo modo, definimos el vector ampliado hacia atra´s de orden
n ≥ 1 de xt como el vector 2n-dimensional
xbt = [xt+n−1, x
∗
t+n−1, xt+n−2, x
∗
t+n−2, . . . , xt, x
∗
t ]
′
Los siguientes resultados establecen la relacio´n entre las sen˜ales xt y los
vectores aumentados hacia delante y hacia atra´s. Empezamos con el vector
ampliado hacia delante y damos una caracterizacio´n similar a (1.2) para
una sen˜al MAL(n).
Teorema 2.1. Las siguientes afirmaciones son equivalentes:
1. xt es una sen˜al MAL(n).
2. Para s < t, el estimador AL de xt en base al conjunto {xτ ,x∗τ , τ ≤ s}
es de la forma
xˆAL(t|τ ≤ s) = K(t, s)xs (2.3)
3. Para t ≥ τ ≥ s,
K(t, s) = K(t, τ)K(τ, s) (2.4)
Demostracio´n. Para demostrar la implicacio´n 1) ⇒ 2) observar que si xt
es una sen˜al MAL(n) entonces para cualquier s < t,
xˆAL(t|τ ≤ s) =k1(t, s)xs + k2(t, s)x∗s + · · ·+ k2n−1(t, s)xs−n+1+
+ k2n(t, s)x
∗
s−n+1
(2.5)
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lo que implica que xˆAL(t|τ ≤ s) es de la forma (2.3) con K(t, s) definida
en (2.2). Adema´s, las filas son de la forma
K [2i−1](t, s) = [k1(t− i+ 1, s), k2(t− i+ 1, s), . . . ,
k2n−1(t− i+ 1, s), k2n(t− i+ 1, s)]
K [2i](t, s) = [k
∗
2(t− i+ 1, s), k∗1(t− i+ 1, s), . . . ,
k∗2n(t− i+ 1, s), k∗2n−1(t− i+ 1, s)]
(2.6)
para i = 1, . . . , n.
La implicacio´n inversa, 2)⇒ 1), se comprueba de manera similar.
Por u´ltimo, la prueba de 2) ⇔ 3) es similar a la dada en el Teorema 1
de Kasprzyk y Szczotka (2006).
Ana´logamente, se sugiere una caracterizacio´n basada en el vector am-
pliado hacia atra´s. Este resultado muestra tambie´n la independencia de la
direccio´n del tiempo en la condicio´n de Markov.
Teorema 2.2. Las siguientes afirmaciones son equivalentes:
1. xt es una sen˜al MAL(n).
2. xˆAL(t|τ ≥ s) = xˆAL(t|s, s+ 1, . . . , s+ n− 1) para cualquier s > t.
3. Para s > t, el estimador AL de xbt sobre la base del conjunto {xbτ ,xb
∗
τ ,
τ ≥ s} es de la forma
xˆb
AL
(t|τ ≥ s) = K(t+ n− 1, s+ n− 1)xbs (2.7)
Demostracio´n. La equivalencia 2) ⇔ 3) es similar a la del Teorema 2.1,
teniendo en cuenta que E[xbtx
b
s
H
] = Rx(t+ n− 1, s+ n− 1).
Ahora, probamos 1) ⇔ 3). Siguiendo un razonamiento similar al utili-
zado en la demostracio´n del Teorema 1 de Kasprzyk y Szczotka (2006), se
tiene que (2.7) es equivalente a la condicio´n
K(t, s) = K(t, τ)K(τ, s), t ≤ τ ≤ s
y, por tanto,
KH(s, t) = KH(τ, t)KH(s, τ) = (K(s, τ)K(τ, t))H, t ≥ τ ≥ s
de donde, aplicando el Teorema 2.1, se sigue que xt es una sen˜al MAL(n).
De forma similar, se comprueba la implicacio´n 1)⇒ 3).
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2.3. Estructura de Correlacio´n de Sen˜ales MAL(n)
En esta seccio´n analizamos las propiedades de segundo orden de una
sen˜al MAL(n). Espec´ıficamente, estudiamos la estructura de las matrices
Rx(t, s), K(t, s), Rt y Kt := K(t+ 1, t).
Proposicio´n 2.1.
1. Se cumplen las siguientes relaciones:
K [2(j+i)−1](t+ j, t) = [0, . . . , 0︸ ︷︷ ︸
2i−2
, 1, 0, . . . , 0︸ ︷︷ ︸
2(n−i)+1
], j < n, i = 1, . . . , n− j
(2.8)
K [2(j+i)](t+ j, t) = [0, . . . , 0︸ ︷︷ ︸
2i−1
, 1, 0, . . . , 0︸ ︷︷ ︸
2(n−i)
], j < n, i = 1, . . . , n− j
(2.9)
K [2+i](t+ j + 1, t) = K [i](t+ j, t), j ≥ 0, i = 1, . . . , 2n− 2
(2.10)
K [1](t+ j + 1, t) = K [1](t+ j + 1, t+ j)K(t+ j, t), j ≥ 0
(2.11)
K [2](t+ j + 1, t) = K [2](t+ j + 1, t+ j)K(t+ j, t), j ≥ 0
(2.12)
2. La matriz Kt es de la forma
Kt =

k1,t k2,t k3,t k4,t · · · k2n−3,t k2n−2,t k2n−1,t k2n,t
k∗2,t k∗1,t k∗4,t k∗3,t · · · k∗2n−2,t k∗2n−3,t k∗2n,t k∗2n−1,t
1 0 0 0 · · · 0 0 0 0
0 1 0 0 · · · 0 0 0 0
...
...
...
...
...
...
...
...
...
0 0 0 0 · · · 1 0 0 0
0 0 0 0 · · · 0 1 0 0

(2.13)
donde ki,t = ki(t + 1, t) para i = 1, . . . , 2n y ki(t + 1, t) esta´ definida
en (2.5).
3. La matriz Rx(t, s) satisface la ecuacio´n recursiva
Rx(t+ 1, s) = KtRx(t, s), s ≤ t (2.14)
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cuya solucio´n es
Rx(t, s) = Kt−1 · · ·KsRs, s < t (2.15)
Por otra parte,
Rt+1 = KtRtK
H
t +Qt
donde Qt es una matriz 2n× 2n de la forma
Qt =
[
At 02×2n−2
02n−2×2 02n−2×2n−2
]
(2.16)
con
At =
[
a1,t a2,t
a∗2,t a1,t
]
donde a1,t son nu´meros reales positivos y At es definida no negativa.
Demostracio´n. Teniendo en cuenta que xˆAL(t+ j− i|τ ≤ t) = xt+j−i, para
j ≤ i ≤ n− 1, obtenemos (2.8) y (2.9).
Del mismo modo, (2.13) se sigue de (2.6), (2.8) y (2.9).
Ahora, de (2.4) obtenemos
K(t+ j + 1, t) = K(t+ j + 1, t+ j)K(t+ j, t), j ≥ 0
y junto con (2.13) se demuestra (2.10), (2.11) y (2.12).
Por otro lado, (2.14) y (2.15) se pueden demostrar siguiendo un razo-
namiento similar a la del Teorema 2 en Kasprzyk y Szczotka (2006).
Finalmente, usando el teorema de proyeccio´n de Hilbert y (2.3) tenemos
xt+1 = Ktxt +wt (2.17)
donde wt = [wt, w
∗
t , 0, . . . , 0]
′ es el proceso de innovaciones que, por cons-
truccio´n, no esta´ correlado con xs para t ≥ s. Por lo tanto,
Rt+1 = E[xt+1x
H
t+1] = E[(Ktxt +wt)(Ktxt +wt)
H] = KtRtK
H
t +Qt
con E[wtw
H
t ] = Qt dado en (2.16).
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2.4. Modelizacio´n de Sen˜ales MAL(n)
Nuestro objetivo es proporcionar diferentes formas de modelizar sen˜ales
MAL(n). Tambie´n se establece la conexio´n entre sen˜ales estacionarias MAL(n)
y la representacio´n autoregresiva definida en Picinbono y Bondon (1997).
Teorema 2.3. Una sen˜al {xt, 0 ≤ t ≤ m}, es una sen˜al MAL(n) si, y so´lo
si, tiene las siguientes representaciones hacia delante y hacia atra´s:
xt+1 = k
′
txt + wt, t ≥ n− 1 (2.18)
xt = k
b′
t+1x
b
t+1 + w
b
t+1, t ≤ m− n+ 1 (2.19)
donde kt, k
b
t son vectores 2n-dimensionales, y wt, w
b
t son ruidos doblemente
blancos de manera que
E[wtxn−1] = 02n, t ≥ n− 1 (2.20)
E[wbtx
b
m−n+1] = 02n, t ≤ m− n+ 1
Demostracio´n. Si xt es una sen˜al MAL(n) entonces, a partir de (2.13) y
(2.17), tenemos
xt+1 = k1,txt + k2,tx
∗
t + · · ·+ k2n−1,txt−n+1 + k2n,tx∗t−n+1 + wt (2.21)
donde wt es la primera componente de wt. Por lo tanto, denotando kt =
K ′[1](t+ 1, t) = [k1,t, . . . , k2n,t]
′ obtenemos (2.18).
Por otra parte, utilizando el teorema de proyeccio´n de Hilbert y (2.10),
se obtiene
xbt = K(t+ n− 1, t+ n)xbt+1 +wbt+1 (2.22)
donde wbt = [0, . . . , 0, w
b
t , w
b
t
∗
]′ es el proceso de innovaciones hacia atra´s
que, por su construccio´n, esta´ incorrelado con xs para t ≤ s. Por lo tanto,
xt = K [2n−1](t+ n− 1, t+ n)xbt+1 + wbt+1, con wbt+1 la componente 2n− 1
de wbt+1.
As´ı, denotando kb
′
t+1 = K [2n−1](t+ n− 1, t+ n), se obtiene (2.19).
Rec´ıprocamente, supongamos que xt tiene la representacio´n (2.18). Sea
H el espacio lineal generado por el conjunto {xτ , x∗τ , τ ≤ t}. Mediante el
uso de la Proposicio´n 2.3.2 de Brockwell y Davis (1991), se puede demos-
trar que xˆAL(t|τ ≤ s) = xˆAL(t|s, s − 1, . . . , s − n + 1) para todo s < t es
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equivalente a xˆAL(t+1|τ ≤ t) = xˆAL(t+1|t, t−1, . . . , t−n+1) para todo t.
Por lo tanto, proyectando (2.18) sobre H y teniendo en cuenta la Pro-
posicio´n 2.3.2 de Brockwell y Davis (1991) tenemos
xˆAL(t+ 1|τ ≤ t) = k′txt + wˆAL(t|τ ≤ t)
donde wˆAL(t|τ ≤ t) es la proyeccio´n de wt en H.
La hipo´tesis (2.20) garantiza que wt esta´ incorrelado con xs y x
∗
s para
t ≥ s. As´ı, wˆAL(t|τ ≤ t) = 0 y xt es una sen˜al MAL(n).
La demostracio´n para la representacio´n hacia atra´s (2.19) es similar.
Corolario 2.1. Si xt es una sen˜al ESO y MAL(n), entonces xt es la solu-
cio´n del sistema AL definido en Picinbono y Bondon (1997)
xt+1 =
n−1∑
j=0
g1jxt−j +
n−1∑
j=0
g2jx
∗
t−j + wt (2.23)
donde g1j , g2j ∈ C, i = 1, . . . , n− 1, y wt es un ruido doblemente blanco tal
que E[wtw
∗
t ] = a1 y E[wtwt] = a2.
Demostracio´n. Al ser xt una sen˜al ESO entonces las matrices Rx(t+ h, t),
h = 1, 2, . . ., son independientes de t. Por lo tanto, de (2.2) se obtiene
ki,t = ki para todo i y t. Por u´ltimo, teniendo en cuenta (2.21) obtenemos
que
xt+1 =
n−1∑
j=0
k2j+1xt−j +
n−1∑
j=0
k2j+2x
∗
t−j + wt
lo que proporciona (2.23) definiendo g1j = k2j+1 y g2j = k2j+2.
A continuacio´n, resumimos los resultados anteriores en un algoritmo
que proporciona modelos para una sen˜al MAL(n) hacia delante y hacia
atra´s.
Algoritmo 2.1.
Paso 1: Definir el vector 2n-dimensional kt de modo que k
′
t coincida
con la primera fila de la matriz
Kt := Rx(t+ 1, t)R
−1
t (2.24)
30 Sen˜ales de Markov AL
Del mismo modo, definimos el vector 2n-dimensional kbt+1 tal que
kb
′
t+1 es igual a la fila 2n− 1 de la matriz
Kbt+1 := K(t+ n− 1, t+ n) = Rx(t+ n− 1, t+ n)R−1t+n (2.25)
Paso 2: Considerar las matrices
Qt = Rt+1 −KtRtKHt (2.26)
Qbt+1 = Rt+n−1 −Kbt+1Rt+nKb
H
t+1 (2.27)
Paso 3: La sen˜al xt puede ser representada por los siguientes modelos
hacia adelante y hacia atra´s:
xt+1 = k
′
txt + wt, t ≥ n− 1
xt = k
b′
t+1x
b
t+1 + w
b
t+1, t ≤ m− n+ 1
donde wt es un ruido doblemente blanco incorrelado con xn−1 para
todo t ≥ n − 1 y wbt es un ruido doblemente blanco incorrelado con
xm−n+1 para todo t ≤ m− n+ 1. Por otra parte, E[wtw∗t ] y E[wtwt]
son los elementos (1, 1) y (1, 2), respectivamente, de la matriz Qt. Del
mismo modo, E[wbtw
b
t
∗
] y E[wbtw
b
t ] son los elementos (2n− 1, 2n− 1)
y (2n− 1, 2n), respectivamente, de la matriz Qbt .
En determinadas situaciones, tenemos un modelo hacia adelante de la
forma (2.18) para la sen˜al xt. Ser´ıa interesante poder obtener un mode-
lo hacia atra´s directamente del modelo hacia delante. A continuacio´n, se
muestra una forma u´til para conseguir nuestro objetivo.
Proposicio´n 2.2. Dado un modelo hacia adelante de la forma
xt+1 = k
′
txt + wt, n− 1 ≤ t ≤ m (2.28)
con wt un ruido doblemente blanco incorrelado con xn−1, entonces xt tiene
la representacio´n hacia atra´s
xt = k
b′
t+1x
b
t+1 + w
b
t+1, 0 ≤ t ≤ m− n+ 1
donde el vector 2n-dimensional kbt+1 satisface que k
b′
t+1 es igual a la fila
2n − 1 de la matriz Kbt+1 = Rt+n−1KHt+n−1R−1t+n y wbt es un ruido doble-
mente blanco con las propiedades dadas en el Paso 3 del Algoritmo 2.1.
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Demostracio´n. De (2.28) y el Teorema 2.3 se deduce que xbt tiene la repre-
sentacio´n (2.22). Entonces, mediante el uso de (2.25) se obtiene
Kbt+1 = K(t+ n− 1, t+ n) = Rx(t+ n− 1, t+ n)R−1t+n =
= Rx
H(t+ n, t+ n− 1)R−1t+n = Rt+n−1KHt+n−1R−1t+n
y por lo tanto se verifica el resultado.
Ejemplo 2.1 (continuacio´n). No es dif´ıcil comprobar que xt es una sen˜al
MAL(1) mediante el uso de la propiedad (2.4). Por lo tanto, aplicando el
Algoritmo 2.1, se tiene la representacio´n de espacio de estados
xt+1 =
1
2
(e3 + e)xt +
1
2
(e3 − e)x∗t + wt (2.29)
con wt un ruido doblemente blanco incorrelado con x0 y x
∗
0. Adema´s, como
xt es tambie´n una sen˜al ESO, este modelo es trivialmente su representacio´n
autorregresiva AL.
Ejemplo 2.2 (continuacio´n). Segu´n el Teorema 2.1 y el Algoritmo 2.1, se
obtiene que xt es una sen˜al MAL(1) y tiene la representacio´n en espacio
de estados
xt+1 =
101/3(t+ 101)1/6(t+ 100)1/6 − 10
101/3(t+ 100)1/3 − 10 xt+
+ j
102/3(−(t+ 101)1/6 + (t+ 100)1/6)
101/3(t+ 100)1/3 − 10 x
∗
t + wt
(2.30)
con wt un ruido doblemente blanco incorrelado con x1 y x
∗
1.
2.5. Problema de Estimacio´n de Sen˜ales MAL(n)
Una vez que el problema de modelizacio´n de sen˜ales MAL(n) ha sido
resuelto, nos centramos en el problema de estimacio´n de tales sen˜ales con
un enfoque AL. Las representaciones hacia delante y hacia atra´s dadas en el
Teorema 2.3 simplifican notablemente el disen˜o de los diferentes algoritmos
recursivos de estimacio´n. Con este fin, usamos las recursiones de Kalman
en la representacio´n hacia delante para proporcionar la solucio´n a los pro-
blemas de prediccio´n y de filtrado y en la representacio´n hacia atra´s para
el problema de alisado.
Supongamos que observamos una sen˜al MAL(n), {xt, 0 ≤ t ≤ m} a
trave´s del proceso
yt = htxt + vt, 0 ≤ t ≤ m
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con vt un ruido doblemente blanco tal que E[vtv
∗
t ] = n1,t y E[vtvt] = n2,t
con n1,t > |n2,t|. Adema´s, asumimos que vt no esta´ correlado con xs y x∗s
para todo t, s.
2.5.1. Casos de Prediccio´n y Filtrado
Denotemos el estimador de filtrado AL de xt como xˆ
AL(t|τ ≤ t) y el
predictor en una etapa xt+1 por xˆ
AL(t + 1|τ ≤ t), ambos obtenidos sobre
la base de la informacio´n proporcionada por el conjunto {y0, y∗0, . . . , yt, y∗t }.
Mediante la combinacio´n de la representacio´n hacia delante (2.18) y la
cla´sica del filtro de Kalman, tenemos el siguiente algoritmo que proporciona
estos estimadores de una manera eficiente.
Algoritmo 2.2.
Paso 1: Considerar el vector yt = [yt, y
∗
t ]
′, la matriz 2× 2n
Ht =
[
ht 0 0 · · · 0
0 h∗t 0 · · · 0
]
,
la matriz
N t =
[
n1,t n2,t
n∗2,t n1,t
]
,
y las matrices 2n × 2n, Kt y Qt dadas en (2.24) y (2.26), respecti-
vamente.
Paso 2: Calcular las recursiones para t ≥ n− 1,
xˆ(t+ 1|τ ≤ t) = Ktxˆ(t|τ ≤ t)
P t+1|t = KtP t|tKHt +Qt
F t+1 = P t+1|tHHt+1[Ht+1P t+1|tH
H
t+1 +N t+1]
−1
xˆ(t+ 1|τ ≤ t+ 1) = xˆ(t+ 1|τ ≤ t) + F t+1[yt+1 −Ht+1xˆ(t+ 1|τ ≤ t)]
P t+1|t+1 = P t+1|t − F t+1Ht+1P t+1|t
donde la condicio´n inicial xˆ(n−1|τ ≤ n−1) de la estimacio´n de xn−1
se obtiene a partir de la informacio´n proporcionada por el vector 2n-
dimensional [yn−1, y∗n−1, . . . , y0, y∗0]′ y P n−1|n−1 es su error asociado.
Paso 3: Seguidamente, denotando g = [1, 0, . . . , 0︸ ︷︷ ︸
2n−1
]′ tenemos que para
t ≥ n− 1,
xˆAL(t+ 1|τ ≤ t) = g′xˆ(t+ 1|τ ≤ t)
xˆAL(t+ 1|τ ≤ t+ 1) = g′xˆ(t+ 1|τ ≤ t+ 1)
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Por tanto, los errores de ambos estimadores son
pAlt+1|t = g
′P t+1|tg
pAlt+1|t+1 = g
′P t+1|t+1g
2.5.2. Caso de Alisado
A continuacio´n, calculamos dos estimadores de alisado AL de xt so-
bre la base de datos futuros. El primer alisador se obtiene a partir del
conjunto de observaciones {yt, y∗t , yt+1, y∗t+1, . . . , ym, y∗m} y se denotara´ por
xˆb
AL
(t|τ ≤ t). El segundo se deriva de la informacio´n facilitada por el con-
junto {yt+1, y∗t+1, . . . , ym, y∗m}, y nos referiremos a e´l como xˆb
AL
(t|τ ≤ t+1).
Mediante la aplicacio´n del filtro de Kalman hacia atra´s en el modelo (2.21)
obtenemos el siguiente algoritmo.
Algoritmo 2.3.
Paso 1: Considerar el vector yt y las matrices Ht, N t definidas en el
Paso 1 del Algoritmo 2.2 y las matrices 2n× 2n, Kbt+1 y Qbt+1 dadas
en (2.25) y (2.27), respectivamente.
Paso 2: Calcular las recurrencias para t ≤ m− n,
xˆb(t|τ ≤ t+ 1) = Kbt+1xˆb(t+ 1|τ ≤ t+ 1)
P bt|t+1 = K
b
t+1P
b
t+1|t+1K
bH
t+1 +Q
b
t+1
F bt = P
b
t|t+1H
H
t [HtP
b
t|t+1H
H
t +N t]
−1
xˆb(t|τ ≤ t) = xˆb(t|τ ≤ t+ 1) + F bt [yt −Htxˆb(t|τ ≤ t+ 1)]
P bt|t = P
b
t|t+1 − F btHtP bt|t+1
donde las condiciones iniciales xˆb(m − n + 1|τ ≤ m − n + 1) de
la estimacio´n de xbm−n+1 se obtiene del vector 2n + 2-dimensional
[ym−n+1, y∗m−n+1, . . . , ym, y∗m]′ y P
b
m−n+1|m−n+1 es su error asociado.
Paso 3: Denotando l = [0, . . . , 0︸ ︷︷ ︸
2n−2
, 1, 0]′, tenemos que para t ≤ m− n,
xˆb
AL
(t/τ ≤ t+ 1) = l′xˆb(t|τ ≤ t+ 1)
xˆb
AL
(t/τ ≤ t) = l′xˆb(t|τ ≤ t)
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Por otra parte, los errores de ambos estimadores son
pb
AL
t|t+1 = l
′
P bt|t+1l
pb
AL
t|t = l
′
P bt|tl
2.6. Ejemplo Nume´rico
Esta seccio´n esta´ dedicada a mostrar las ventajas de la representacio´n
(2.30) en relacio´n con la (2.1) en dos campos de procesamiento de la sen˜al:
simulacio´n y estimacio´n.
En primer lugar, utilizamos estos modelos para simular trayectorias de
xt definidas en el Ejemplo 2.2. Espec´ıficamente, se han generado 50.000
trayectorias de ambos modelos a trave´s de simulaciones de Montecarlo.
Para evaluar el rendimiento de las simulaciones se comparan las funciones
de correlacio´n y complementaria verdaderas y simuladas.
Las Figuras 2.1 y 2.2 representan las funciones de correlacio´n y com-
plementaria verdaderas de xt, las Figuras 2.3 y 2.4 muestran las simuladas
correspondientes a (2.1) y las Figuras 2.5 y 2.6 las simuladas para (2.30).
Podemos ver que las trayectorias simuladas de (2.1) recogen adecuada-
mente el comportamiento de la funcio´n de correlacio´n. Sin embargo, este
modelo es incapaz de mostrar las caracter´ısticas ba´sicas de la funcio´n com-
plementaria. Esta deficiencia no se presenta con (2.30) cuyas trayectorias
simuladas producen representaciones precisas de los momentos de segundo
orden de xt.
Finalmente, se compara el alisador EL obtenido de (2.1) con el alisador
AL derivado en el Algoritmo 2.3 para (2.30). Para el caso particular en el
que ht = 1 y n1,t = 1, la Figura 2.7 compara el error p
bAL
t|t obtenido para
n2,t = 0,25 (l´ınea de puntos) y n2,t = 0,8 (l´ınea continua) con el error EL
(l´ınea discontinua).
Por otra parte, considerando n2,t = n2 y denotando los errores de los
alisadores impropios y propios para cada valor de n2 por p
bAL
t|t (n2) y p
b
t|t(n2),
respectivamente, la Figura 2.8 muestra la media de la diferencia entre los
errores de estimacio´n EL y AL
DE(n2) =
1
100
100∑
t=1
(pbt|t(n2)− pb
AL
t|t (n2))
con n2 variando dentro del intervalo [0, 1).
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Como se esperaba, ambas figuras muestran que la estimacio´n AL supera
a la estimacio´n EL, es decir, ilustran el mejor comportamiento del alisador
impropio en relacio´n con el propio. De la Figura 2.8, tambie´n se llega a la
conclusio´n de que esta ganancia en el rendimiento decrece a medida que n2
disminuye.
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Figura 2.1: Funcio´n de correlacio´n verdadera
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Figura 2.2: Funcio´n complementaria verdadera
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Figura 2.3: Funcio´n de correlacio´n simulada para (2.1)
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Figura 2.4: Funcio´n complementaria simulada para (2.1)
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Figura 2.5: Funcio´n de correlacio´n simulada para (2.30)
20
40
60
80
100
20
40
60
80
100
0
0.2
0.4
0.6
0.8
1
s
(f)
t
Figura 2.6: Funcio´n complementaria simulada para (2.30)
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Figura 2.7: Errores de Alisado AL pb
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t|t para n2,t = 0,25 (l´ınea de puntos)
y n2,t = 0,8 (l´ınea continua), y el error de alisado p
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Figura 2.8: Media de la diferencia entre los errores de estimacio´n EL y AL
DE(n2)
Cap´ıtulo 3
Algoritmos de Alisado AL
para Sen˜ales Ampliamente
Factorizables
3.1. Introduccio´n
El concepto de sen˜ales ampliamente factorizables surge como una ex-
tensio´n de las sen˜ales aleatorias reales factorizables (Sugisaka, 1983) para
el caso de sen˜ales impropias y hace alusio´n a aquellas sen˜ales cuya funcio´n
de correlacio´n aumentada tiene forma de nu´cleo factorizable, englobando
tanto a sen˜ales estacionarias como no estacionarias.
Para este tipo de sen˜ales, Ferna´ndez-Alcala´ et al. (2012) abordaron el
problema de prediccio´n lineal y no lineal, proponiendo algoritmos recursi-
vos de estimacio´n AL (Seccio´n 1.8). La principal ventaja de la metodolog´ıa
propuesta es que se puede aplicar a partir del conocimiento so´lo de la pro-
piedad de segundo orden de los vectores aumentados involucrados, sin que
se necesite el conocimiento del modelo de espacio de estados.
Un problema de estimacio´n diferente a la prediccio´n y el filtrado es el
problema de alisado. En general, los problemas de alisado son de intere´s
en muchos contextos cient´ıficos y con diferentes objetivos en mente. De he-
cho, aparecen generalmente en estudios de re-ana´lisis o retrospectivos. Por
ejemplo, se aplican para determinar el valor inicial de un sistema dina´mico
o reconstruccio´n de procesos desconocidos (Snyder, 1972).
En este cap´ıtulo se considera el problema de alisado para la clase de
sen˜ales impropias ampliamente factorizables. En concreto, basa´ndose en
la informacio´n de correlacio´n y bajo un tratamiento AL, se proporcionan
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algoritmos de alisado de punto fijo, lineales y no lineales, para este tipo de
sen˜ales. En primer lugar, consideramos que la sen˜al se observa a trave´s de
una ecuacio´n lineal la cual incluye una correlacio´n entre la sen˜al y el ruido
de la observacio´n. Para este problema, se proporciona un procedimiento
recursivo para el estimador AL de alisado de punto fijo de la sen˜al, as´ı como
su error. A continuacio´n, se estudia el problema de alisado de punto fijo AL
basado en observaciones no lineales siguiendo la misma metodolog´ıa que la
expuesta en el EKF. En este caso, la ecuacio´n de observaciones consta de
una funcio´n no lineal de la sen˜al y un ruido aditivo incorrelado con la sen˜al.
Finalmente, en la Seccio´n 3, se desarrollan dos ejemplos nume´ricos, donde
se ilustra el buen comportamiento de los algoritmos propuestos, frente a los
derivados de un procesamiento EL.
3.2. Algoritmo de Alisado de Punto Fijo AL
Sea {xt, t ∈ T} una sen˜al impropia ampliamente factorizable en el sen-
tido dado en la Definicio´n 1.11.
En estas condiciones, se aborda el problema de encontrar el estimador
de alisado AL de la sen˜al xt, en el instante de tiempo fijo tk, sobre la base
de un conjunto de observaciones aumentadas {yt1 , . . . ,ytn}, para tk ≥ tn.
En primer lugar, proporcionamos un algoritmo de alisado o´ptimo de
punto fijo AL asumiendo que las observaciones son lineales. Este algoritmo
jugara´ un papel importante en el desarrollo de un algoritmo subo´ptimo
AL de alisado de punto fijo cuando se elimina la hipo´tesis de linealidad
impuesta sobre las observaciones.
3.2.1. Caso Lineal
Supongamos que las observaciones de la sen˜al xti se obtienen de la ecua-
cio´n lineal (1.7). En esta situacio´n, y en base a las observaciones aumentadas
{yt1 , . . . ,ytn}, nuestro objetivo es encontrar el alisador de punto fijo AL
de la sen˜al, xtk , en el instante fijo de tiempo tk < tn. Siguiendo la metodo-
log´ıa de (Picinbono y Chevalier, 1995) este estimador puede expresarse de
la forma
xˆAL(tk|τ ≤ tn) =
n∑
j=1
h′(tk, tj , tn)ytj , tn > tk (3.1)
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donde h(tk, tj , tn) debe satisfacer la siguiente ecuacio´n:
rxy(tk, tj) =
n∑
i=1
h′(tk, ti, tn)R(ti, tj)+h′(tk, tj , tn)Σ, t1 ≤ tj ≤ tn, tn > tk
(3.2)
siendo
rxy(tk, tj) =E
[
xtky
H
tj
]
y
R(ti, tj) =G(ti)Rx(ti, tj)G
H(tj) +G(ti)Rxv(ti, tj) +R
H
xv(tj , ti)G
H(tj)
con Σ y GH(ti) definidas en (1.9).
Por lo tanto, el problema de alisado de punto fijo AL esta´ completamen-
te determinado por la resolucio´n de (3.2), que so´lo implica el conocimiento
de las matrices de correlacio´n de las sen˜ales aumentadas implicadas. Sin
embargo, la cuestio´n del ca´lculo eficiente de dicho estimador debe resolver-
se satisfactoriamente. As´ı pues, en este cap´ıtulo, siguiendo la metodolog´ıa
de Ferna´ndez-Alcala´ et al. (2012), la informacio´n de correlacio´n es explo-
tada con el objetivo de formular un algoritmo recursivo para el ca´lculo
eficiente del alisador AL de punto fijo de la sen˜al (3.1), as´ı como su error
pALtk|tn = E[|xtk − xˆAL(tk|τ ≤ tn)|2], tn > tk.
Para este propo´sito, en primer lugar tendremos en cuenta que, a partir
de (1.5) y (1.8), las funciones rxy(tk, tj) yR(ti, tj) se pueden expresar como
nu´cleos factorizables de la forma
rsy(tk, tj) =
{
Ψ[1](tk)Γ
H(tj), tk ≥ tj
Π[1](tk)Φ
H(tj), tk ≤ tj (3.3)
R(ti, tj) =
{
Φ(ti)Γ
H(tj), ti ≥ tj
Γ(ti)Φ
H(tj), ti ≤ tj (3.4)
donde Ψ(ti), Π(ti), Φ(ti) y Γ(ti) esta´n definidas en (1.9).
Entonces, sustituyendo las expresiones (3.3) y (3.4) en la ecuacio´n (3.2)
y utilizando el me´todo desarrollado en Sugisaka (1983), se obtiene el si-
guiente algoritmo de alisado de punto fijo AL.
Teorema 3.1.
El estimador de alisado AL de punto fijo de una sen˜al xˆAL(tk|τ ≤ tn)
definido en (3.1) puede calcularse de forma recursiva a partir de la expre-
sio´n
xˆAL(tk|τ ≤ tn) = xˆAL(tk|τ ≤ tn − 1) + h′(tk, tn, tn)
[
ytn −Φ(tn)(tn−1)
]
(3.5)
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para tk < tn, con (tn) definida en (1.10) y con la condicio´n inicial tn = tk,
el estimador de filtrado AL xˆAL(tk|τ ≤ tn) obtenido en el Teorema 1.6.
As´ı mismo, el vector h(tk, tn, tn) se obtiene de la ecuacio´n
h′(tk, tn, tn) =
[
Π[1](tk)− f ′(tk, tn−1)
]
ΦH(tn)Ω
−1(tn) (3.6)
con Ω(tn) de la forma (1.11) y f(tk, tn−1) verificando las ecuaciones de
recurrencia siguientes:
f ′(tk, tn) =f ′(tk, tn−1) + h′(tk, tn, tn) [Γ(tn)−Φ(tn)Q(tn−1)]
f ′(tk, tk) =Ψ[1](tk)Q(tk)
(3.7)
donde Q(tn) satisface la ecuacio´n (1.12).
Adema´s, el error asociado puede calcularse de forma recursiva como
sigue
pALtk|tn = p
AL
tk|tn−1 − h′(tk, tn, tn)Ω(tn)h∗(tk, tn, tn), tk < tn (3.8)
donde la condicio´n inicial es el error de filtrado AL, dado por la expresio´n
(1.13).
Demostracio´n. En primer lugar, se obtiene una ecuacio´n recursiva para la
funcio´n de impulso respuesta h(tk, tj , tn). Para ello, restando la ecuacio´n
(3.2) para tn y tn−1 y tomando (3.4), podemos escribir[
h′(tk, tj , tn)− h′(tk, tj , tn−1)
]
Σ = −h′(tk, tn, tn)Φ(tn)ΓH(tn)
−
n−1∑
i=1
[
h′(tk, ti, tn)− h′(tk, ti, tn−1)
]
R(ti, tj)
Por otro lado, introduciendo una funcio´n J(tj , tn) que cumple la ecua-
cio´n
J(tj , tn)Σ = Γ
H(tj)−
n∑
i=1
J(ti, tn)R(ti, tj) (3.9)
obtenemos que
h′(tk, tj , tn) = h′(tk, tj , tn−1)− h′(tk, tn, tn)Φ(tn)J(tj , tn−1) (3.10)
A continuacio´n, se establece la expresio´n (3.6) para h′(tk, tn, tn). En
concreto, si ponemos tj = tn en (3.2) y usamos (3.3) y (3.4) en la ecuacio´n
resultante, obtenemos
h′(tk, tn, tn)Σ = Π[1](tk)ΦH(tn)− f ′(tk, tn)ΦH(tn) (3.11)
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donde la funcio´n f(tk, tn) se define como
f ′(tk, tn) =
n∑
i=1
h′(tk, ti, tn)Γ(ti) (3.12)
Entonces, restando f ′(tk, tn−1) a f ′(tk, tn) y utilizando (3.10), tenemos
f ′(tk, tn)− f ′(tk, tn−1) = h′(tk, tn, tn)Γ(tn)
− h′(tk, tn, tn)Φ(tn)
n−1∑
i=1
J(ti, tn−1)Γ(tn)
Como consecuencia, definiendo la matriz
Q(tn) =
n∑
i=1
J(ti, tn)Γ(ti) (3.13)
se obtiene la expresio´n recursiva (3.7) para f ′(tk, tn). Adema´s, sustituyendo
(3.7) en (3.11), se consigue la ecuacio´n (3.6) para h(tk, tn, tn).
Ahora, con el fin de determinar la condicio´n inicial de (3.7) se sustituye
primero tn = tk en la ecuacio´n (3.2) y aplicamos (3.3) en la expresio´n
resultante, obteniendo
h′(tk, tj , tk)Σ =Ψ[1](tk)ΓH(tj)−
k∑
i=1
h′(tk, ti, tk)R(ti, tj)
As´ı, a partir de (3.9), es evidente que
h′(tk, tj , tk) = Ψ[1](tk)J(tj , tk) (3.14)
Por lo tanto, si sustituimos tn = tk en (3.12) y usamos (3.13) y (3.14) en
la ecuacio´n resultante, encontramos que la condicio´n inicial en la ecuacio´n
(3.7) para f ′(tk, tn) con tn = tk es
f ′(tk, tk) = Ψ[1](tk)Q(tk) (3.15)
Adema´s, a partir de la definicio´n (3.1) para el alisador AL de punto fijo
de la sen˜al, xˆAL(tk|tn), con tk < tn, y utilizando (3.10), obtenemos
xˆAL(tk|τ ≤ tn)− xˆAL(tk|τ ≤ tn − 1) = h′(tk, tn, tn)ytn
− h′(tk, tn, tn)Φ(tn)
n−1∑
i=1
J(ti, tn−1)yti
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De esta forma, definiendo el vector
(tn) =
n∑
i=1
J(ti, tn)yti (3.16)
llegamos a la conclusio´n de que el alisador AL de punto fijo de la sen˜al
xˆAL(tk|tn) satisface la expresio´n recursiva (3.5) con la condicio´n inicial tn =
tk, el filtro AL de la sen˜al xˆ
AL(tk|tk).
Por otro lado, a partir del lema de proyeccio´n ortogonal, el error aso-
ciado al alisador AL de punto fijo pAL(tk|tn) se puede expresar de la forma
pALtk|tn = rx(tk, tk)− E[xˆ(tk|tn)x∗tk ] (3.17)
Por lo tanto, si restamos la ecuacio´n (3.17) para tn y tn−1 y usamos
(3.5) en la ecuacio´n resultante obtenemos
pALtk|tn − pALtk|tn−1 = −h′(tk, tn, tn){rxy(tk, tn)−
− E [xtkH(tn−1)]ΦH(tn)}H (3.18)
As´ı mismo, a partir de (3.2), (3.9), (3.12) y (3.16), se prueba que
E
[
xtk
H(tn)
]
= f ′(tk, tn) (3.19)
Entonces, de (3.3) y (3.19), la ecuacio´n (3.18) se convierte en
pALtk|tn − pALtk|tn−1 = −h′(tk, tn, tn)
{[
Π[1](tk)− f ′(tk, tn−1)
]
ΦH(tn)
}H
y, por tanto, la expresio´n (3.8) se verifica en virtud de (3.6).
3.2.2. Caso no Lineal
Supongamos que las observaciones de la sen˜al xti esta´n dados por el
modelo no lineal (1.14).
Para hacer frente al problema de alisado AL de punto fijo en base a
estas observaciones, se procede como en Ferna´ndez-Alcala´ et al. (2012). En
concreto, la clave es linealizar la ecuacio´n de observacio´n anterior en cada
instante de tiempo, considerando un desarrollo en serie de Taylor de primer
orden sobre el predictor de una etapa de la sen˜al x˜AL(ti|τ ≤ ti−1) definido
en el Algoritmo 1.2. Luego, usando la aproximacio´n
z(xti , ti) ≈ z(x˜AL(ti|τ ≤ ti−1), ti)
+
∂z(x, ti)
∂x
∣∣∣∣
x=x˜AL(ti|τ≤ti−1)
(
x(ti)− x˜AL(ti|τ ≤ ti−1)
)
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y denotando
g(ti) =
∂z(x, ti)
∂x
∣∣∣∣
x=x˜AL(ti|τ≤ti−1)
(3.20)
y y¯ti = yti − z(x˜AL(ti|τ ≤ ti−1), ti) + g(ti)x˜AL(ti|τ ≤ ti−1), obtenemos que
y¯ti ≈ g(ti)xti + vti , t1 ≤ ti ≤ tn, tk < tn
que tiene una informacio´n equivalente para yti .
Por lo tanto, se puede proceder a la estimacio´n de la sen˜al xtk , en un
instante fijo tk, en te´rminos de las observaciones aumentadas {y¯t1 , . . . , y¯tn},
para tk ≥ tn. Con este objetivo, se aplica el Algoritmo 3.1, considerando
que la sen˜al y el ruido no esta´n correlados.
Hay que tener en cuenta que, en este caso Ψ(ti) = A(ti), Π(ti) = B(ti),
Φ(ti) = G(ti)A(ti) y Γ(ti) = G(ti)B(ti).
A continuacio´n, siguiendo la filosof´ıa EKF, se sustituye g(ti) por la
funcio´n de observacio´n linealizada (3.20) y el te´rmino G(tn)A(tn)(tn−1)
se reemplaza por el vector
z(x˜AL(tn|τ ≤ tn−1), tn) =
[
z(x˜AL(tn|τ ≤ tn−1), tn), z∗(x˜AL(tn|τ ≤ tn−1), tn)
]′
Las fo´rmulas del algoritmo AL del alisador de punto fijo no lineal resul-
tante se resumen a continuacio´n.
Algoritmo 3.1. Dada la ecuacio´n de observacio´n no lineal (1.14), el esti-
mador de alisado AL no lineal de punto fijo de la sen˜al xtk , en un instante
fijo tk < tn, se puede calcular de forma recursiva a partir de la expresio´n
x˜AL(tk|τ ≤ tn) = x˜AL(tn|τ ≤ tn−1)
+ h′(tk, tn, tn)
[
ytn − z(x˜AL(tn|τ ≤ tn−1), tn)
]
, tk < tn
con la condicio´n inicial tn = tk, el estimador no lineal de filtrado AL
x˜AL(tk|τ ≤ tk) = A[1](tk)(tk)
y donde el predictor AL de una etapa es
x˜AL(tn|τ ≤ tn−1) = A[1](tn)(tn−1)
con (tn) de la forma (1.15).
Por otra parte, h(tk, tn, tn) se obtiene de la ecuacio´n
h′(tk, tn, tn) =
[
B[1](tk)− f ′(tk, tn−1)
]
AH(tn)G
H(tn)Ω
−1(tn)
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con GH(tn), Ω(tn) dadas en (1.16) y f(tk, tn−1) satisfaciendo la ecuacio´n
f ′(tk, tn) =f ′(tk, tn−1) + h′(tk, tn, tn)G(tn) [B(tn)−A(tn)Q(tn−1)]
f ′(tk, tk) =A[1](tk)Q(tk)
con Q(tn) definida segu´n (1.17).
3.3. Ejemplos Nume´ricos
Con el fin de evaluar la implementacio´n de los algoritmos propuestos en
los casos lineales y no lineales, se desarrollan, a continuacio´n, dos ejemplos
de simulacio´n.
El primero es una generalizacio´n del ejemplo de la comunicacio´n tratado
en Schreier y Scharf (2010), donde la sen˜al de intere´s es observada a trave´s
de un mecanismo lineal. En el segundo ejemplo, el algoritmo AL no lineal
se aplica para estimar una sen˜al real observada a trave´s de observaciones
complejas no lineales.
3.3.1. Ejemplo 1: Caso Lineal
Sea {sti , t1 ≤ ti ≤ t100}, con ti = i/100, i = 1, . . . , 100, un proceso
Gaussiano con media cero y funcio´n de correlacio´n
rs(ti, tj) = exp(−|ti − tj |), t1 ≤ ti, tj ≤ t100
que se transmite sobre un canal que gira por una fase normal esta´ndar θ
y con un ruido doblemente blanco Gaussiano vt con funcio´n de correlacio´n
aumentada
Σ =
[
2 τ
τ 2
]
y correlada con la sen˜al, siendo la funcio´n de correlacio´n cruzada entre la
sen˜al aumentada y el ruido aumentado
Rxv(ti, tj) =
[
1
25 t
2
i tj
1
25 t
2
i tj
1
25 t
2
i tj
1
25 t
2
i tj
]
Entonces, la sen˜al de intere´s es xti = e
jθsti , y las observaciones son de
la forma (1.7). Por otra parte, asumimos que θ es independiente de sti y vti .
Obse´rvese que, en esta situacio´n, la sen˜al xti es ampliamente factorizable,
con correlacio´n aumentada de la forma (1.5) con
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A(ti) =
[
e−ti e−2e−ti
e−2e−ti e−ti
]
y B(ti) =
[
eti 0
0 eti
]
y la funcio´n de correlacio´n cruzada entre xti y vti es de la forma (1.8) con
C(ti) =E(ti) =
[
e−1/2t2i , e
−1/2t2i
]′
D(ti) =F (ti) =
[
ti/25, ti/25
]′
Bajo estas condiciones, y a modo de ilustracio´n, se analiza el problema
de estimar la sen˜al xtk en el instante fijo de tiempo tk = 0.2, sobre la base
del conjunto de observaciones lineales {yt1 , . . . ,yt100}.
Con este objetivo, se ha aplicado el Teorema 3.1 para calcular el error
pAL0.2|tn(τ) asociado al estimador de alisado AL de punto fijo. En la Figura
3.1, este error(dB)1 es comparado con el error de alisado EL de punto fijo
p0.2|tn(τ), para el valor espec´ıfico τ = 1. Podemos observar que, como era
de esperar, el estimador del alisador AL de punto fijo presenta un mejor
comportamiento que el estimador EL.
Figura 3.1: Error de alisado de punto fijo AL (l´ınea continua) y EL (l´ınea de puntos)
para τ = 1.
1error(dB) = 10 ∗ log10(error)
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Por otro lado, como medida para comparar el rendimiento del alisador
de punto fijo AL frente al EL en funcio´n del nivel de impropiedad del ruido,
se considera la siguiente medida propuesta en Navarro-Moreno (2008):
1
80
100∑
n=21
(
pAL0.2|tn(τ)− pAL0.2|tn(τ)
)2
con τ variando en el intervalo [1, 2). Los resultados obtenidos se plasman en
la Figura 3.2 que muestra como, en este ejemplo, la diferencia entre ambos
errores aumenta con el nivel de impropiedad del ruido y por lo tanto, la
te´cnica AL es ma´s eficaz.
Figura 3.2: Media cuadra´tica de la diferencia entre los errores de los estimadores de
alisado de punto fijo AL y EL.
3.3.2. Ejemplo 2: Caso no Lineal
Sea {xti , t1 ≤ ti ≤ t100} un proceso complejo de Wiener esta´ndar, es
decir,
xti = x1ti + jx2ti , ti = i/100, i = 1, . . . , 100
donde x1ti y x2ti son procesos de Wiener reales independientes.
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En este caso, consideramos que la sen˜al anterior se observa a trave´s de
la ecuacio´n no lineal
yti = e
jxti + vti , ti = i/100, i = 1, . . . , 100
donde vti = e
jθv1ti , con θ una fase normal esta´ndar y v1ti un ruido blanco
Gaussiano con para´metro de varianza unitaria e incorrelado con la sen˜al
xti .
Basa´ndose en el conjunto de observaciones {yt1 , . . . ,yt100}, nuestro ob-
jetivo es obtener el estimador AL de alisado de punto fijo de la sen˜al xti en
el instante fijo de tiempo tk = 0,1.
Notar que la sen˜al de intere´s es ampliamente factorizable pues su funcio´n
de correlacio´n aumentada Rx(ti, tj) se puede expresar en la forma (1.5) con
A(ti) = I2×2 y B(ti) =
[
2ti 0
0 2ti
]
Por lo tanto, estamos en condiciones de aplicar el Algoritmo 3.1 para
calcular el estimador x˜AL(0.1|τ ≤ tn).
La Figura 3.3 compara este estimador con el alisador homo´logo de punto
fijo no lineal derivado de un procesamiento EL. Adema´s, se han realizado
simulaciones de Monte Carlo para estimar los errores correspondientes.
La Figura 3.4 muestra los errores (dB) asociados a las estimaciones
de los alisadores de punto fijo EL y AL anteriores, calculados a partir
de 5000 trayectorias. Ambas figuras ilustran la precisio´n alcanzada con la
metodolog´ıa de estimacio´n no lineal propuesta y la mejora de los resultados
obtenidos a partir de un procesamiento AL.
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Figura 3.3: Estimador del alisado de punto fijo AL (l´ınea continua) y EL (l´ınea de
puntos).
Figura 3.4: Errores de alisado de punto fijo AL (l´ınea continua) y EL (l´ınea de puntos).
Cap´ıtulo 4
Conclusiones y Lineas
Abiertas
4.1. Introduccio´n
Como mencionamos en cap´ıtulos anteriores, el objetivo principal de es-
ta tesis doctoral es ilustrar la mayor idoneidad del procesamiento AL en
diversas a´reas del procesamiento de la sen˜al: modelizacio´n, simulacio´n y
estimacio´n de sen˜ales impropias para dos tipos de sen˜ales: de Markov y
ampliamente factorizables.
Con objeto de respaldar esta propuesta, se han proporcionado diferentes
resultados que muestran como el uso de un procesamiento AL en detrimento
del EL, proporciona una mayor sencillez y ahorro en la complejidad de
los desarrollos matema´ticos involucrados, adema´s de presentar un mejor
rendimiento.
Cabe mencionar que a lo largo de esta memoria se han alcanzado satis-
factoriamente todos los objetivos planteados inicialmente (ve´ase pro´logo).
4.2. Cap´ıtulo 1
En este cap´ıtulo se presentan de forma esquema´tica los conceptos y
procedimientos ma´s relevantes para entender los desarrollos teo´ricos de los
resultados que se exponen en los dos siguientes cap´ıtulos.
As´ı, se han introducido los conceptos ba´sicos sobre sen˜ales aleatorias
complejas de segundo orden y se han repasado las principales soluciones
que se pueden encontrar en la literatura dentro del campo de la estimacio´n
AL, tanto lineal como no lineal, bajo una formulacio´n discreta.
51
52 Conclusiones y Lineas Abiertas
4.3. Cap´ıtulo 2
Con objeto de resolver la carencia en la definicio´n cla´sica para la condi-
cio´n de Markov en sentido amplio para sen˜ales aleatorias complejas impro-
pias, se presentaron algunos ejemplos sobre sen˜ales de Markov con valores
complejos, que ilustraban la incapacidad de la condicio´n MSD usual para
sen˜ales impropias y justificaban la necesidad de definir un nuevo tipo de
sen˜al de Markov en sentido amplio, denominada MAL. As´ı, se estudian, a
trave´s de un ajuste AL, nuevas caracterizaciones para las sen˜ales de MAL,
las cuales se basan en propiedades de segundo orden o en las representacio-
nes de espacio de estados.
Adicionalmente, se ha llevado a cabo un estudio de la estructura de
correlacio´n de las sen˜ales MAL, discutie´ndose el problema de modelizacio´n
para las sen˜ales MAL y analiza´ndose el caso estacionario. En concreto, se
han propuesto dos modelos (hacia adelante y hacia atra´s) para la represen-
tacio´n de este tipo de sen˜ales (objetivo 1). La utilidad de estos modelos
se ha analizado en el campo de la simulacio´n, considerando un ejemplo
nume´rico (objetivos 3 y 7).
Por otro lado, tambie´n se han propuesto algunos algoritmos recursivos
de estimacio´n para los problemas de alisado, filtrado y prediccio´n, obtenidos
a partir del Filtro de Kalman, aplica´ndose los resultados a un ejemplo
nume´rico (objetivos 2 y 7).
A trave´s de los ejemplos de este cap´ıtulo, se han mostrado las ventajas
de la representacio´n de espacio de estados asociado a una sen˜al MAL en
relacio´n con el modelo de espacio de estados asociado a una sen˜al MSD
en dos campos de procesamiento de la sen˜al: la simulacio´n y la estimacio´n
(objetivo 7).
4.4. Cap´ıtulo 3
El objetivo de este cap´ıtulo surge tras el estudio y ana´lisis de los re-
sultados obtenidos en Ferna´ndez-Alcala´ et al. (2012), donde se aplica un
tratamiento AL en el disen˜o de algoritmos de prediccio´n, lineales y no li-
neales, para un nuevo tipo de sen˜ales llamadas ampliamente factorizables.
Esta formulacio´n no requiere postular un modelo dina´mico de la sen˜al
y, por tanto, es siempre u´til que el mecanismo f´ısico de la generacio´n de la
sen˜al de intere´s no se conozca o sea dif´ıcil de determinar.
La principal aportacio´n realizada en este cap´ıtulo, es la de abordar un
problema de estimacio´n diferente a la prediccio´n y el filtrado, como es el
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problema de alisado. Ma´s concretamente, se resuelve el problema de alisado
para sen˜ales impropias ampliamente factorizables con valores complejos,
proporcionando algoritmos de alisado de punto fijo, lineales y no lineales,
para este tipo de sen˜ales.
El camino seguido para la obtencio´n de ambos algoritmos lo marca
la metodolog´ıa de Ferna´ndez-Alcala´ et al. (2012). As´ı, en el caso lineal,
se explota la informacio´n de correlacio´n con el objetivo de formular un
algoritmo recursivo para el ca´lculo eficiente del alisador o´ptimo de punto
fijo de la sen˜al y de su error asociado (objetivos 4 y 5).
Por otra parte, en el caso no lineal, la clave esta´ en linealizar la ecuacio´n
de observacio´n en cada instante de tiempo, considerando un desarrollo en
serie de Taylor de primer orden sobre el predictor de una etapa de la sen˜al
dada (objetivo 6).
Se concluye este cap´ıtulo con el desarrollo de dos ejemplos nume´ricos,
donde se pone de manifiesto el buen comportamiento de los algoritmos
de alisado propuestos, lineal y no lineal, mediante la comparacio´n de los
estimadores de alisado de punto fijo AL, en contrapartida con los derivados
de un procesamiento EL (objetivo 7).
4.5. Lineas Abiertas
La l´ınea de investigacio´n sobre metodolog´ıas de “Aplicacio´n del Proce-
samiento Ampliamente Lineal a la Modelizacio´n y Estimacio´n de Sen˜ales
Complejas” no termina con esta tesis doctoral. Se pretende continuar tra-
bajando en el desarrollo de nuevas te´cnicas que permitan el procesamiento
de sen˜ales multidimensionales, bajo un enfoque cuaternio´n.
Los recientes progresos en tecnolog´ıa, ciencias medioambentales, robo´ti-
ca y biomedicina, justifican la necesidad de procesar sen˜ales multidimen-
sionales. Aunque tales sen˜ales podr´ıan tratarse desde una perspectiva real-
vectorial o complejo-vectorial, estudios recientes han demostrado que el uso
de cuaterniones presenta numerosas ventajas en relacio´n a las anteriores,
siendo por tanto, el marco adecuado para su ana´lisis.
Ba´sicamente, los cuaterniones pueden considerarse como una extensio´n
no conmutativa de los nu´meros complejos que consta de una parte real es-
calar y una parte vectorial formada por tres variables imaginarias, lo que
permite la modelizacio´n de sen˜ales tridimensionales (3-D) y tetradimensio-
nales (4-D), recogiendo de una forma natural la informacio´n compartida
entre sus componentes.
Los cuaterniones se han utilizado durante ma´s de 150 an˜os y han encon-
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trado aplicaciones en a´reas como modelizacio´n de rotaciones 3-D, robo´tica,
y modelizacio´n molecular, entre otras (ver Cheong Took y Mandic, 2009 y
referencias en e´l). En particular, dentro de la comunidad del procesamien-
to de la sen˜al y las comunicaciones, el a´lgebra cuaternio´n ha cobrado un
especial intere´s en los u´ltimos an˜os debido a que ha sido satisfactoriamente
utilizado en diversos problemas tales como el procesamiento de ima´genes
y el disen˜o de co´digos espacio-temporales, motivando la generalizacio´n de
diversas te´cnicas del procesamiento de la sen˜al al caso de sen˜ales cuaternio´n
(Choukroun et al., 2006; Miron et al., 2006).
Los resultados en el domino cuaternio´n no son extensiones directas de
sus homo´logos real y complejos-valuados (Mandic y Goh, 2009), pues el
a´lgebra cuaternio´n trata a los ejes vectoriales como unidades imaginarias, el
producto cuaternio´n es no conmutativo y, a diferencia de los estad´ısticos en
el dominio complejo, la correlacio´n complementaria de una sen˜al cuaternio´n
propia no se anula.
En general, los procedimientos desarrollados para el procesamiento de
sen˜ales so´lo tienen en cuenta la informacio´n contenida en la funcio´n de
correlacio´n. Sin embargo, por analog´ıa con el dominio complejo, esta v´ıa
de solucio´n no garantiza el o´ptimo aprovechamiento de la informacio´n es-
tad´ıstica de segundo orden disponible. En concreto, Cheong Took y Mandic
(2011) demuestran que para este propo´sito es necesario incorporar las corre-
laciones complementarias, respondiendo as´ı a una posible impropiedad de
los procesos cuanternio´n implicados. Los beneficios de tal aproximacio´n son
ana´logos a las ventajas que el procesamiento AL da a los datos complejos no
circulares. El ana´lisis muestra que la base para este tipo de procesamiento
debe considerar un vector de dimensio´n cuatro cuyos elementos se eligen
entre la sen˜al, su conjugada y las tres posibles involuciones.
En esta direccio´n, proponemos abordar los problemas de modelizacio´n,
simulacio´n y estimacio´n de sen˜ales cuaternio´n bajo una perspectiva AL.
En concreto, en el campo de la modelizacio´n, se pretende:
Extender el estudio de sen˜ales MAL al dominio cuaternio´n propo-
niendo expresiones alternativas para la modelizacio´n de sen˜ales 3-D
y 4-D.
Abordar la modelizacio´n de otros sistemas AL en el dominio cua-
ternio´n, tales como sistemas ARMA AL o, ma´s general, sistemas de
funcio´n de transferencia AL.
Por otro lado, consideramos la necesidad de aplicar los modelos pro-
puestos al campo de la simulacio´n de sen˜ales aleatorias cuaternio´n.
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Finalmente, en el contexto de las sen˜ales cuaternio´n, se buscara´ analizar
el problema de estimacio´n bajo diferentes estructuras de correlacio´n. En
concreto, planteamos las siguientes metas:
Disen˜ar algoritmos recursivos para los distintos problemas de estima-
cio´n (alisado, filtrado y prediccio´n) en sen˜ales MAL cuaternio´n.
Desarrollar procedimientos recursivos de prediccio´n para sistemas AL
cuaternio´n.
Obtener algoritmos recursivos de estimacio´n lineal y no lineal para
sen˜ales con correlaciones finito dimensionales.
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