Abstract. For a given complex space Y we construct a complex space X such that Sing(X) = Y .
Introduction
For a reduced complex space X we denote by Sing(X) the set of singular points of X. In this paper we are dealing with the following question: given a reduced complex space Y , does there exists a reduced complex space X such that Sing(X) = Y . We show that the answer is "yes". Namely we prove the following theorem:
Theorem 1. Let Y be a reduced complex space. Then there exists a reduced complex space X such that:
(
1) Sing(X) = Y , dim(X) = dim(Y ) + 2. (2) along Reg(Y ), the complex space X has only quadratic singularities, (i.e., the product of a complex manifold of dimension n = dim(Y ) and a surface with an isolated quadratic 2-dimensional singularity). Moreover, if Y is normal then X can be chosen to be normal and if Y is locally irreducible then X can be chosen to be locally irreducible.
If Y is a complex manifold the proof is trivial because one can choose X = Y × S where S has only one singular point. Obviously this argument does not work if
Sing(Y ) = ∅ because Sing(Y × S) = Sing(Y ) × S Y × Sing(S).
To prove our main theorem we consider a resolution of singularities π :Ỹ → Y (which exists by the results of Bierstone and Milmann [3] , and Aroca, et al. [1] ) and overỸ we consider a rank 2 vector bundle E →Ỹ , which is relatively negative. On each fiber of E we have the equivalence relation x ∼ (−x). If we let F := E/ ∼ we obtain a locally trivial fibration τ : F →Ỹ with typical fiber {(z 1 , z 2 , z 3 ) ∈ C 3 : z 1 z 2 = z 2 3 }, which has a quadratic two-dimensional isolated singularity. From F we get the desired complex space X by applying the relative Remmert quotient theorem (see [11] ) and Wiegmann quotient theorem [15] .
In the embedded case, i.e., if Y is a complex subspace of a complex manifold Z, we give another construction of X using only Wiegmann quotient theorem. In this particular case, we obtain:
Theorem 2. Suppose that Z is a complex manifold and Y is a closed subspace of Z.
Then there exists a complex space X with the following properties: 
Preliminaries
Throughout this paper all complex spaces are assumed to be reduced.
We recall that a complex space X is called holomorphically convex if the holomorphically convex hull of every compact subset is compact. 
with σ being a Stein morphism.
Throughout this paper a complex space X is called 1-convex if there exists a smooth exhaustion function φ : X → R which is strictly plurisubharmonic outside a compact subset K ⊂ X. discrete fibers. A is called relatively exceptional with respect to π if there exists a commutative diagram
where Y is a complex space and π and Φ are holomorphic maps, such that:
Definition 4.
If π : X → S is a holomorphic map between two complex spaces and A is a closed analytic subset of X, then A is called maximally proper over S if π |A is proper, has nowhere discrete fibers and for any closed analytic subset A of X with these two properties we have A ⊂ A.
The following result is Satz 5.4 of [11] . We identify a vector bundle with the sheaf of germs of local sections in the bundle. Suppose that X is a compact complex space and p : E → X is a holomorphic vector bundle of rank r. We let π : P(E) → X be the holomorphic fiber bundle for which π −1 (x) is the space of all (r−1)-dimensional linear subspaces of p −1 (x). In general, for a coherent sheaf F on X one ca associate a projective variety over X, P(F), obtaining in this way a contravariant functor. For details we refer to [8] and [5] , Chapter 1. For the proof of the following theorem see [7] and [10] .
Proposition 1. Suppose that π : X → S is a holomorphic map and

Theorem 5. The following statements are equivalent:
( We will need the following generalization in the relative case. Suppose that π : X → S is a proper holomorphic map and p : E → X is a holomorphic vector bundle.
Definition 5.
(a) E is called relatively negative if its restriction to every fiber of π −1 (s) is negative in the sense of Grauert, i.e., the null-section has a strictly pseudoconvex neighborhood. Remark: For more general results concerning the relative blowing down of complex spaces, see [6] . Suppose now that X and Y are complex spaces, f : X → Y is a proper holomorphic map, and L → X a holomorphic line bundle. It was proved in [13] , Theorem 3.6, (using the results on 1-convex morphisms obtained in [11] ) that L is relatively ample with respect to f if and only if for every coherent sheaf F on X and every compact set
At the same time in [2] , chapter 4, Théorème 4.1, it was shown that this last property implies that for every point y ∈ Y there exists a neighborhood V of y and a large enough positive integer n such that, on
is an embedding. Moreover, in the proof of this theorem of [2] (page 179) it was shown that by further increasing n we obtain that for every relatively compact open subset U of
is an embedding for n large enough (n depending on U ). Therefore putting together Theorem 3.6 in [13] and Theorem 4.1, chapter 4 in [2] , when X and Y are compact, we have: 
means that increasing n this map becomes an embedding.
The following Lemma is a folklore result (see e.g. [9] Exercise 5.12). For reader's convenience we provide a proof.
Lemma 2. Suppose that X and Y are compact complex spaces, f : X → Y a holomorphic map, G → Y an ample line bundle and L → X a relatively ample line bundle
Proof. Using Theorem 6, we choose a positive integer n such that we have an embedding j over Y : (1)). By [8] , Proposition 1.5, if F 1 → F 2 is a sheaf epimorphism then one has an embedding P(F 2 ) → P(F 1 ) over Y , which is linear over each fiber. Since G is ample it follows that, for ν large enough, f * L n ⊗ G ν is generated by global sections. Hence we have an epimorhism
Passing to the associated projective spaces, we get an embedding
is the pull-back by h of the hypersection bundle of P k−1 . Composing with j and using again the ampleness of G we get that L n ⊗ f * G μ is ample for every μ. In particular it is ample for μ = n and this in turn implies that L ⊗ f * G is ample.
We will briefly recall some facts about desingularization of complex spaces (see [3] ). Let X be a complex space and Z ⊂ X a smooth closed complex subspace. For any point x 0 ∈ X we choose U an open neighborhood of x 0 together with a closed embedding U → B C N where B is an open ball in C N . Then Z corresponds to a complex submanifold W of B and we consider the blow-up of B with center W . In this blow-up we consider the proper transform of U and in this way we obtain the blow-up of U with center U ∩ Z. This construction does not depend on the local embedding and the local blow-ups patch-up to get the blow-up of X with (smooth) center Z.
The following result (Theorem 13.4 of [3] ) is the fundamental theorem of global desingularization of complex spaces.
Theorem 7.
Any complex space X admits a desingularization π :X → X such that π is the composition of a locally finite sequence of blow-ups with smooth centers and π −1 (Sing(X)) is a divisor with normal crossings inX.
In this theorem locally finite means that on compact sets all but finitely many blow-ups are trivial.
Corollary 2.
The desingularization π :X → X given by Theorem 7 is relatively ample, the relatively ample line bundle p : L →X corresponding to the exceptional divisor of π.
be the sequence of blow-ups given by Theorem 7 and L j → X j the line bundle corresponding to the exceptional divisor of π j . Each L j is relatively ample with respect to π j .
Suppose that x is a point in X. We consider the restrictions of L 1 and L 2 to π −1 1 (x) and, respectively, (π 1 • π 2 ) −1 (x) and we denote them by
is relatively ample with respect to π 2 . We apply Lemma 2 and we deduce that
→ X is relatively ample with respect to π 1 • π 2 . We continue inductively this procedure and we obtain that the line bundle L defined, by abuse of notation, by L = ⊗ i∈N L i →X is relatively ample with respect to π.
The infinite tensor product of line bundles (and the entire construction) makes sense since the sequence of blow-ups is locally finite.
F -separable means that functions in F separate the points of X and F -convex means that for every discrete sequence {x n } in X there exists a function f ∈ F such that {|f (x n )|} is unbounded.
The following theorem, generalizing a result of Remmert, was proved by Wiegmann [15] . 
The complex space (Y, O Y ) is called the Remmert reduction of (X, O X ) with respect to F and is denoted by R F (X, O X ). Note that Remmert's theorem corresponds to the case F = O X (X). 
is the algebra of all functions g ∈ O X (p −1 (U )) such that for every point y ∈ U there exists a positive integer k, a convergent power series
Proof. It follows from the discussion after Theorem 8 that if F is a dense subset
Let F be the closure of F (hence G ⊂ F ) and let 
and R G (X, O X ) are reduced Stein spaces it follows that the canonical morphism
In Wiegmann's theorem one needs X to be F -convex. In particular, X has to be O X (X)-convex which is a strong global condition. On the other hand, it may happen that O X (X) = C (e.g., if X is compact) and then the Remmert reduction is just a point. For our purpose we need to apply Wiegmann's theorem locally. To be able do this, we need a "patching" result. This is the purpose of the following proposition.
Proposition 2. Suppose that (X, O X ) is a reduced complex space and {V i } i∈N is a locally finite open covering of X. Let F i be a closed subalgebra of
O X (V i ), ∼ i be the equivalence relation on V i induced by F i (x 1 ∼ i x 2 iff f (x 1 ) = f (x 2 ) ∀f ∈ F i ), and F ij = F ji be a closed subalgebra of O X (V i ∩ V j ). We assume that: (a) O X |V i is F i -convex, (b) F i|V i ∩V j is a dense subset of F ij for every i, j ∈ N, (c) V i ∩ V j
is saturated with respect to ∼ i for every i, j ∈ N. Then there exists a reduced complex space (Y, O Y ), a proper holomorphic map p : X → Y and an open covering {U
i } i of Y such that (U i , O Y |U i ) is isomorphic to R F i (V i , O X |V i )
and p |U i is the canonical morphism given by Theorem 8.
Proof. We define the following relation on X: x ∼ y if and only if there exists i ∈ N such that x, y ∈ V i and x ∼ i y. Note that if x ∈ V i , y ∈ V i ∩ V j and x ∼ i y then using (c) we get that x ∈ V i ∩ V j and by (b) and Lemma 3 we get that x ∼ j y. This shows that ∼ is an equivalence relation. Moreover, each V i is saturated with respect to ∼. Let Y = X/ ∼, endowed with the quotient topology, and p : X → Y be the quotient map. We set 
follows from the construction of the relative Remmert reduction.
Example. Suppose that X = P 1 . Let B 1 , B 2 , B 3 be three balls (in local coordinate charts) such that B 1 ∪B 2 ∪B 3 = P 1 and B i ∩B j is Runge in B i for every i, j ∈ {1, 2, 3}. We assume that a :
Then we are in the hypothesis of Proposition 2. Note that a holomorphic function f , defined in a neighborhood of the origin 0 ∈ C, satisfies f (0) = 0 if and only if there exists a holomorphic function F of two variables, defined in a neighborhood of the origin in
We deduce that the complex space that we obtain by applying Proposition 2 is 
The results
Lemma 4. If
Clearly σ • σ is the identity of C 2 and therefore we obtain a linear action of Z 2 on C 2 . It is easy to see that
} which is a normal surface with only one singular point of quadratic type. By linearity we obtain an action of Z 2 on any vector bundle and in particular on the vector bundle E defined above. LetẼ be the quotient space of E through this action. We get then a locally trivial fibrationp :Ẽ → Z with typical fiber
Note that Sing(Ẽ) = Z (the zero section). The composition f := τ •p :Ẽ → Y 1 is 1-convex, and hence is a holomorphically convex map. Thus we can consider the relative Remmert quotient associated to f . We obtain a complex space W 1 together with a map g :Ẽ → W 1 such that g * OẼ = O W 1 . We get then a closed embedding σ : Y 1 → W 1 . Via this embedding Y 1 is the image through g of the null-section ofẼ. Note that g is biholomorphic outside the nullsection and hence W 1 has singularities precisely on Y 1 . There is a natural holomorphic retraction r : W 1 → Y 1 , which is a Stein morphism, corresponding to the projection map f :Ẽ → Y 1 . Over the regular part of Y 1 the space W 1 has only quadratic singularities.
At this moment we reduced the proof of Theorem 1 to the following Lemma (relative contraction for finite maps), which will be applied to the normalization map. Proof. Using Lemma 4 we choose a locally finite Stein covering
Applying Wiegmann quotient theorem to the subalgebras F i we get a Stein complex space T i containing D i as a closed complex subspace. Using Proposition 2, these complex spaces {T i } i∈N can be glued together and we get the desired complex space T . This concludes the proof of Lemma 5 and of Theorem 1. 
Proof of Theorem 2. Suppose that Ω is a Stein manifold and
Suppose that K is a compact subset of Ω × C. Then K F , the holomorphically convex hull of K with respect to F is a subset of
Similarly, we can show that Ω × C is F -separable. Namely, for any two points x, y ∈ Ω × C, if x, y ∈ A × {0} then we can choose f ∈ O(Ω) with f (x) = f (y) and if at least one of them is not in A we can choose We apply Wiegmann's quotient theorem to F i and we use Proposition 2, to glue together the complex spaces thus obtained and we get the desired complex space X. Note that because a positive codimension analytic subset does not disconnect a complex manifold it follows that X is locally irreducible and, if Z is connected, X is irreducible. At the same time it follows from our proof that the normalization of X is Z × C.
Remarks:
(1) In [4] the following result was proved : given a closed analytic subset A of C n , codim(A) ≥ 2, there exists an irreducible analytic hypersurface H ⊂ C n such that Sing(H) = A. This shows, in particular, that one can prescribe singularities for Stein spaces. However the construction in [4] cannot be used for arbitrary singularities since it is not functorial and the local models cannot be glued together to obtain a complex space with prescribed singularities. (2) The following problem was raised to the first author by C. Bȃnicȃ in connection with the duality on complex spaces: could every complex space Z of bounded Zariski dimension be embedded as a closed analytic subset of a complex manifold? (3) The following problem remains open: suppose that Y is a reduced complex space, not necessarily normal. Is it possible to find a normal complex space X such that Sing(X) = Y ? (4) If Y is a projective algebraic variety then one can construct a normal projective algebraic variety X such that Sing(X) = Y . We would like to thank Iustin Coandȃ for this remark.
