Adiabatic quantum computing and optimization have garnered much attention recently as possible models for achieving a quantum advantage over classical approaches to optimization and other special purpose computations. Both techniques are probabilistic in nature and the minimum gap between the ground state and first excited state of the system during evolution is a major factor in determining the success probability. In this work we investigate a strategy for increasing the minimum gap and success probability by introducing intermediate Hamiltonians that modify the evolution path between initial and final Hamiltonians. We focus on an optimization problem relevant to recent hardware implementations and present numerical evidence for the existence of a purely local intermediate Hamiltonian that achieve the optimum performance in terms of pushing the minimum gap to one of the end points of the evolution. As a part of this study we develop a convex optimization formulation of the search for optimal adiabatic schedules that makes this computation more tractable, and which may be of independent interest. We further study the effectiveness of random intermediate Hamiltonians on the minimum gap and success probability, and empirically find that random Hamiltonians have a significant probability of increasing the success probability, but only by a modest amount.
Introduction
Controlled adiabatic evolution of a many-body quantum system is the basic ingredient for performing quantum computing via adiabatic quantum computing (AQC) [1] or optimization via adiabatic quantum optimization (AQO, also referred to as quantum annealing if finite temperature effects cannot be ignored) [2] [3] [4] [5] . The conventional approach to AQC and AQO implements a linear interpolation between an initial (H 0 ) and final (H 1 ) Hamiltonian acting on n spins (or qubits):
where T is the total time of evolution. For convenience, we hereby reparametrize the temporal evolution by introducing a normalized time parameter s t T = ( s 0 1   ). The system begins in the ground state of H 0 , and the ground state of H 1 encodes the solution to a problem of interest. Then evolving the system according to H(t) until t = T and measuring permits sampling from the solution state if the system remains in the ground state throughout the evolution. The probability of this happening, or the success probability of the adiabatic computation, relies on satisfying the following adiabatic condition ( 1  = throughout this work) [ 
is referred to as the instantaneous gap and its minimum value over the entire evolution as the minimum gap for the problem. Satisfying condition (2) guarantees, with high probability, that the state of the system at the terminal time s = 1 (i.e.,t = T) will be the ground state of the problem Hamiltonian H 1 . 3 It should be noted that the condition in equation (2) comes from a worst-case analysis. An alternative, local adiabatic condition that arises directly from the adiabatic theorem is [6, 7] : t t t t 1, for all , While the adiabatic model of quantum computation can be shown to be universal [8] [9] [10] , the formulation of a fault-tolerant version of AQC remains a challenging and open problem [11] [12] [13] [14] . Despite this deficiency, there have been substantial efforts to implement special purpose processors for optimization [4, 5] , and several heuristics for increasing the reliability of AQC and AQO have been developed, including encoding or increasing the degeneracy of the problem Hamiltonian [15] [16] [17] [18] .
A heuristic performance enhancement strategy that has been extensively studied is the modification of the interpolation between H 0 and H 1 from linear as in equation (1) where f 0 and f 1 are arbitrary but smoothly varying functions satisfying boundary conditions f 0 1 0 ( ) = , f 1 0 0 ( ) = and f 0 0 1 ( ) = , f 1 1 1 ( ) = . Several authors have shown that by tuning the functions f s 0 1 ( ) one can increase the success probability of the adiabatic algorithm for a fixed T [6, [19] [20] [21] [22] [23] [24] . The improvement afforded by such a modification of the interpolation scheme can be understood from the intuition that it can be tuned to move slower near smaller energy gaps and faster near larger ones, provided that these regions are known a priori. Another class of strategies, commonly known as shortcuts to adiabaticity [25, 26] , attempts to optimize f i (s) and T to obtain the solution state (ground state of H 1 ) in the shortest time possible, but forfeits adiabaticity during the evolution.
In this work we study another heuristic strategy for increasing the reliability of AQC and AQO, which involves a further generalization of the adiabatic interpolation by adding additional intermediate Hamiltonians between the two endpoints. This leads to a Hamiltonian of the form:
The f j are smoothly varying functions of s with f s 0 ( ) and f s 1 ( ) satisfying the same boundary conditions as above, and the other M schedule functions satisfying f f 0 1 0
The addition of these extra Hamiltonians preserves the problem structure but introduces the possibility of modifying the eigenvalue distributions (and thus gaps) during time evolution. In effect, the intermediate Hamiltonians allow the adiabatic evolution to take paths other than a straight line from H 0 to H 1 . We refer to the collection of functions f s j { ( )} as the adiabatic schedule and this strategy as schedule path optimization (SPO). We will interchangeably call H s f sH
the intermediate Hamiltonian or the (adiabatically) perturbing Hamiltonian since it perturbs the straight line path. We note that early attempts to study the effects of such intermediate Hamiltonians were made in [27] , and more recent investigations are in [23, 24, 28] .
We will study these intermediate Hamiltonians from the perspective of optimization and investigate whether there exist local intermediate Hamiltonians that increase the success probability of computations. We will consider only local, or single-qubit, intermediate Hamiltonians for two reasons: (i) these are likely the most experimentally feasible; and (ii) the number of intermediate terms is restricted to M n 3 = at most, for an n-qubit problem, and thus the search for optimal perturbing Hamiltonians is tractable. We show that the problem of finding good intermediate Hamiltonians can be approximated by a convex optimization, which considerably increases the solution efficiency. However, even with a convex optimization approach, explicit solution of the optimal schedule path quickly becomes infeasible as n increases. Therefore, we also study the likelihood of random local intermediate Hamiltonians enhancing the success of computations. In addition to AQC and AQO, the approach considered can inform other quantum adiabatic protocols such as adiabatic state and population transfer [29] . In such cases, one may be interested in systems with moderate state space dimension, and the approach we outline can be used to constructively find intermediate Hamiltonians that increase the probability of success.
The remainder of the paper is organized as follows. Section 2 introduces the class of adiabatic evolution problems we will focus on, and explicitly formulates the optimization problem of interest. Then in section 3 we apply a convex approximation to the optimization of the intermediate Hamiltonian, present solutions to the problem, and study their properties. In section 4 we consider the strategy of introducing random intermediate Hamiltonians and study its effectiveness. Finally, section 5 summarizes the findings and discusses implications.
Preliminaries
For our investigations we focus on adiabatic interpolations that solve quadratic unconstrained binary optimization (QUBO) problems. This NP-hard problem [30] , , in the example above). Note that we suppress tensor product symbols and identities when denoting n-qubit Pauli matrices, and superscripts indicate the qubits on which there is a non-trivial action; i.e.,
. The initial Hamiltonian can be set in the standard form
Although it is not possible to transform any classical computation to a QUBO problem these problems are particularly relevant since recently developed experimental devices attempt to solve problems from this class [4, 5] .
Problem specification
In order to assess the effectiveness of local intermediate Hamiltonians, we must define a performance metric. One would ideally use the probability of success 
is the gap of H s f s ; j ( { ( )}). In other words, the optimal schedule path maximizes, over the set of interpolation functions, the minimum gap on the entire time duration. The first set of constraints forces the intermediate Hamiltonians to be zero at the initial and terminal time, the second set bounds the amplitude of the intermediate terms, and the last set ensures that the control functions are smooth (ε is a small positive constant). We fix f 0 and f 1 as f s s 1 0 ( ) -= and f s s 1 ( ) = for simplicity and also to isolate the effects of the intermediate Hamiltonians from effects of varying the interpolation velocity.
The minimax optimization above is difficult to tackle in its continuous form. Therefore we first discretize time to obtain a more tractable formulation. Divide the total time duration
When N is large enough, this piecewise constant function approximates the continuous function well. We then
and the discrete optimization problem can be written as
is the energy gap between the ground and the first excited states at s i s = D when the particular adiabatic schedule defined by A is used. For small number of qubits, this discrete optimization can be solved efficiently using standard sequential quadratic programming methods. In particular, we applied the matlab optimization toolbox to solve for the (not necessarily globally) optimal intermediate Hamiltonian for a 10-qubit QUBO problem in 82.9 h on an ordinary desktop computer. However, when the number of qubits increases further, the numerical solution quickly exceeds the computational power of available computers. To remedy it, we will formulate a convex optimization approximation to equation (8) in the next section.
Before proceeding we note that this method of gap optimization cannot be utilized to increase success probability if the minimum gap for the problem occurs at the endpoints of the interpolation (i.e.,at s = 0 or 1). However, most QUBO problems do not have minimum gaps at s = 0 or 1 under linear interpolation.
Optimal intermediate Hamiltonians from convex optimization
We now approximate the search for optimal adiabatic schedules by a convex optimization formulation motivated by the methods in [31] . Convexity ensures that any local optimum is a global optimum and a convex problem can be solved efficiently with mature numerical methods [32] . Thus this approximation technique makes it possible to numerically search for optimal adiabatic schedules for larger AQC problems; e.g.,QUBO problems up to 22 qubits readily.
Approximate convex optimization formulation
Denote the Hamiltonian at time instant i s D as H(i), and its eigenvalues and eigenvectors as
For brevity of notation, we drop the dependency on the optimization variable A. Since H(i) is Hermitian, we assume that u k (i) are chosen as an orthonormal basis and i k ( ) l are arranged in ascending order. Consider an upper bound
0 0 
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Here µ is the Löwner partial ordering on positive semidefinite matrices, i.e.,A B  if and only if A−B is positive semidefinite. We can use equation (10) to substitute the first two inequality constraints in (9) and obtain an equivalent optimization problem. This is still a non-convex problem, because the constraints(10) are non-convex. However, we can modify the formulation slightly by using an iterative procedure where the eigenvectors u k (i) from the previous iteration are used to form the matrices i 0 ( ) F and i 1 ( ) F for the current iteration. This way, i 0 ( ) F and i 1 ( ) F become constant matrices and do not depend on the current Hamiltonian. We then obtain a convex optimization problem since both the cost function and constrains are convex. Provided that the iteration step size is small enough, it can well approximate the original adiabatic schedule search problem (more about this approximation later in this section).
When dealing with a system with n qubits, the matrix i 1 ( ) F has 2 1 n -columns, which may demand excessive computational power for large value of n. We thus drop the eigenvectors in i 1 ( ) F that correspond to higher energies to reduce the problem size [31] , that is, we truncate
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In our numerical studies of systems up to n = 22, we have observed that p = 5 suffices to yield good results. Now after these two approximations, we have the following reduced approximative convex optimization problem formulation:
is defined in equation (11) and i 1 ( ) † F in equation (13) . The complete algorithm to solve for the optimal adiabatic schedule can be summarized as follows:
Step 1 Set the initial guess A = 0 and let A Â = in the first iteration. 
, stop the algorithm and return the optimal solution A ; * otherwise, let A Â * = and go back to Step 2.
The additional convex constraint specified in step 2 of this algorithm aids in restricting the change in the optimization variable A between iterations, which is necessary for the eigenvectors u k (i) of previous iteration to be a good approximation to the eigenvectors of the Hamiltonian for the current iteration. This is obviously not a sufficient condition to ensure the validity of this approximation all the time, but in practice we have found that the above algorithm performs well when this condition is imposed.
Optimal adiabatic schedules
We now present the results of our search for optimal local intermediate Hamiltonians for the QUBO problem. We investigate a variety of QUBO problems, ranging from 3 to 22 qubits in size. For n 10  qubits we directly solve the minimax optimization problem formulated in equation (8) ; however, for larger problem sizes we solve the convex approximation developed above. For each problem size, we do not assume any special structure for the local terms or the couplings, but rather, we generate random problem Hamiltonians by sampling each h i and J ij in equation ( and hence M n 2 = . We fix the transverse field in the x-direction and ignore local y s perturbations in H 0 and H p . This is because the sum of a local y s and x s term at any s is still a net local field in the transverse direction orthogonal to the problem Hamiltonian and thus a local y s term does not have any additional effects. We also divide the time interval 0, 1 [ ] into N = 50 equal steps, and set the maximum allowed changing rate of schedule functions as 2.5 e = . Numerical studies reveal that varying the discretization number N of the time interval has little effect on optimization results as long as its reasonably large, and we shall explore the effect of varying ε later. Finally, the maximum value of the intermediate terms f B is set to be the maximal value of h i | | and J ij | |, ensuring that the energy of the local terms in the intermediate Hamiltonian is never excessive compared to the terms in the problem Hamiltonian.
The results of solving equation (14) for a 19-qubit QUBO instance are shown in figure 1. After two iterations and 2.2 h on a single processor we obtain adiabatic schedules that can push the minimum gap to the terminal time. Figure 2 shows the results for a 22-qubit instance after five iterations and 112 h. In this case, the minimum gap increases with each iteration of the convex optimization as the adiabatic schedule is refined further. Most of the computing time in both cases is devoted to calculating eigenvectors and eigenvalues as opposed to performing the convex optimization.
A striking feature present in both solutions in figures 1 and 2 is that for the (locally) optimal adiabatic schedule, the minimum gap is equal to, or almost equal to, the minimum of the initial and final gaps. We refer to this as the best-case performance (i.e., s min min 0 , 1
since the minimum gap has been pushed to one of the endpoints, where H p = 0. This is seen to be a generic feature of the optimal adiabatic schedules for all the QUBO problems we studied. In the non-convex formulation, which is solvable for n 10 qubits, the optimal adiabatic schedule achieved this best-case performance for all the instances that we solved. For the convex approximation, which is solvable for larger n, this best-case performance is approached with increasing iterations.
We have not been able to discern any pattern in the form of the optimal schedule functions other than that some of them generally peak near the region of minimum gap for the linear interpolation and decay (mostly smoothly) to zero, whereas some others go across zero near this region. 
Effect of optimization parameters
The primary free parameter in all formulations of the gap optimization (equations (7), (8) , and (14)) is the bound on the rate of change of the schedule functions, ε. Allowing for large slew rates increases H s ¶ ¶ , which in turn increases the runtime of the adiabatic algorithm, as illustrated by equation (2) . At the same time, the larger this parameter is the more freedom there is in varying adiabatic schedule functions, and this can enable greater tuning of the system minimum gap. This is evidenced in figure 3 where we show the minimum gap achieved by SPO for the 19-qubit problem presented in figure 1 , as a function of ε. The optimization is performed using the convex optimization formulation (14) . We see that for small ε the maximum minimum gap achieved by the optimization is modest, and then as the value of ε increases the minimum gap saturates to the best-case performance (i.e., s min min 0 , 1
. However, the minimum value of ε to achieve this best-case performance is problem dependent and cannot be determined a priori.
Relation to AQC success probability
We have demonstrated that local intermediate Hamiltonians can increase the minimum gap of QUBO problems; however, as mentioned in the introduction, the minimum gap is a proxy for the success probability of an AQC. Increasing the minimum gap is likely to increase success probability (given a fixed running time T), but the relationship between these quantities has been shown to be non-monotonic in some cases, e.g., [33] .
We now examine the relation between the success probability for the optimized and linear interpolation adiabatic schedules. Table 1 lists the success probabilities for several problem instances and total evolution times, with the optimized adiabatic schedule as determined by maximizing the minimum gap. We see that in most cases, increasing the minimum gap also increases the probability of success, with one exception when the running time is short (case 1, T = 5). We determined that this exception is an example of where the increase in minimum gap is not sufficient to compensate for the increased variation produced by SPO. That is, the optimized adiabatic schedules typically have greater variation in the Hamiltonian, H s | | ¶ ¶ , than the linear interpolation, and for short T, the increase in the minimum gap may not be enough to compensate for this increase in variation. This is the reason that as T is increased the success probability under SPO exceeds that of linear interpolation. However, in the other extreme, where T tends to infinity, there is also no advantage to SPO since for arbitrarily long running times the minimum gap is inconsequential (we do not show data for such long running times in table 1 but have noticed this effect in the numerical studies). Of course this regime is unpractical since other factors and timescales usually set a maximum affordable running time.
Hard QUBO instances
In this subsection we study very hard instances of QUBO, and whether SPO can improve performance for these cases. To do so, we generated 180 000 random instances of 10-qubit QUBO problems and selected the 30 instances with the smallest success probability for linear interpolation between H 0 and H 1 with T = 10. For conciseness, in the following we only present data for the three hardest from these 30 instances (ones with the lowest success probability under linear interpolation), but the conclusions we draw are based on studying the large set of all 30 hard instances. The SPO optimizations were performed using the convex approximation in equation (14) with 2.5  = . Figure 4 shows the time-dependent gap for the three hardest instances with linear and SPO interpolations. These three cases exhibit two features that are common to all of the 30 hard instances we investigated. The first feature is that with linear interpolation the minimum gap always occurs near s = 1 for the hard problems. The second feature is that with the optimized schedule, the minimum gap can always be pushed out to s = 1; or in other words, SPO (with single qubit intermediate Hamiltonians) achieves best-case performance even for the hard QUBO instances.
We note that hard case 2 seems to undergo a finite-size analog of a phase transition around the minimum gap region under linear interpolation. This is indicated by an abrupt change in the ground state as s min is crossed, as indicated by the rapid decay of fidelity between neighboring (in s) ground states [34, 35] , which is shown in the inset of 4(b). Such problem instances are known to be extremely difficult for AQO [36] [37] [38] [39] .
Furthermore, in figure 5 we show the probability of success as a function of T for the three hardest instances when the linear interpolation or the optimized path is used. As in the easy QUBO cases analyzed above, for short T the small increment in minimum gap does not directly translate to an increased probability of success. However, for large T the optimized schedule does have a greater probability of success than linear interpolation. Notably, for hard case 2 the success probability cannot be significantly increased even for large T; i.e.,the difference in success probability between linear interpolation and SPO is not as significant for this case. We can understand this by noting that the phase transition, and associated avoided crossing, in this problem instance is not removed by the optimized adiabatic schedule (as evidenced in figure 4(b) by the persistence of fidelity decay even with SPO), and thus the problem remains difficult for AQO. Also, we note that for hard cases 1 and 3, the success probability under linear interpolation can be dramatically increased by increasing the running time T. However, for fixed running time, especially for T 10 , these are difficult for AQO.
We submit the results in this section and in section 3.2 as numerical evidence that s min min 0 , 1 
Randomized intermediate Hamiltonians
The results in the previous section provide strong evidence that there exists at least one local intermediate Hamiltonian for every QUBO problem that achieves best-case performance, i.e., s min min 0 , 1
However, finding this intermediate Hamiltonian is a difficult task in general. Therefore in this section we ask how well randomly chosen Figure 3 . The effect of ε on the optimization performance for the 19-qubit example discussed in figure 1 . Left: the gap as a function of s for linear interpolation; right: the minimum gap achieved by the optimization as a function of ε. Table 1 . Success probability for different running times T, with linear and SPO interpolations, for seven problem Hamiltonians. For each case, the minimum gaps under linear interpolation and the optimized schedule are shown, as well as the time when the minimum gap occurs. 10 . The sudden drop in this quantity around s min indicates a finite-size analog of a phase transition. We do not show this overlap/fidelity for the other problem instances since they do not possess a phase transition, and hence do not show a significant change in this quantity when crossing s min . two differences: (i) whereas Crosson et al considered j s a that are one-and two-qubit operators, we will use only local (one-qubit) perturbations, and (ii) we will sample c i a over the uniform distribution over
. This form for the intermediate Hamiltonian has the benefit that it is smoothly varying as a function of s for any random instance, and also the number of random variables needed is n 2 , as opposed to scaling with the discretization of the s variable. This makes sampling over such random intermediate Hamiltonians much more feasible.
In this section we restrict our study to 10-qubit problems, and evaluate the change in the minimum gap achieved by the intermediate Hamiltonian: , and for each one of these Figure 5 . Success probability as a function of running time T for the three hardest instances of QUBO we found, with linear and SPO interpolations. For long T, SPO outperforms linear interpolation, even approaching p 1 succ = for hard cases 1 and 3. Note that the x-axis is not linear. The non-monotonic behavior of success probability with T exhibited by the above curves is a well established phenomenon; non-adiabatic, fast sweeps may have better performance for hard problem instances [24, 40] .
instances we assess the increase in minimum gap achieved by N 5000 r = random intermediate Hamiltonians of the form equation ( . Figure 6 shows the distribution of Ω and p succ D over this random sampling of problems instances and perturbing Hamiltonians. If we average over the problems instances and the perturbing Hamiltonians, the average-case performance is summarized in table 2. We see that the random perturbing intermediate Hamiltonian of the form in equation (16) does not increase performance with high probability, and on average seems to decrease the performance of AQC. For brevity, we do not present the full distribution of outcomes for each of these cases, but rather just summarize the average behavior in table 3 (the averages are taken over the same 100 QUBO problem instances, and 1000 random perturbations in each case). We see that the average behavior with restricted c i a can be much better than when the domain of c i a is over
. In particular, when all c i a are sampled from the positive interval 0, 1 ( ] the relative frequency of instances where the random intermediate Hamiltonian increased the success probability is greater than 0.5, although the actual increase in success probability is modest.
Hard QUBO instances
Now we return to the hardest instances of QUBO that we identified in section 3. We see that the gap increases on average and moreover, increases in most cases for all three hard cases. Furthermore, the success probability increases with very high probability over the 1000 perturbing Hamiltonian samples for all three hard cases. This is in agreement with the observations in [24] , although their intermediate Hamiltonians take a slightly different form. Therefore we have evidence that for these hardest instances of QUBO the strategy of introducing random local perturbations to the schedule path increases the performance with high probability, even though the degree of increase (in success probability) is very modest, at least for the form of intermediate Hamiltonians considered here.
Discussion and conclusions
We studied the feasibility of increasing the success probability of AQO implementations using intermediate Hamiltonians to modify the adiabatic schedule. We began by examining the minimum gap during the interpolation between H 0 and H 1 as a proxy for success probability, and developed an approximative convex optimization formulation of the problem of finding intermediate Hamiltonians that achieve the maximum minimum gap, a problem we The first row shows the average change (averaged over problem instances and perturbing Hamiltonians) and average 35th and 65th percentiles in parentheses. For each problem instance these percentiles are computed over the 5000 perturbing Hamiltonians and then these percentiles are averaged over the 100 problem instances (this provides a measure of the variation in performance of random perturbing Hamiltonians, averaged over problem instances). The second row shows the number of problem instances (out of 100) where the average gap or average success probability increases. The first two rows show the average change (averaged over problem instances and perturbing Hamiltonians) and average 35th and 65th percentiles in parentheses. For each problem instance these percentiles are computed over the 1000 perturbing Hamiltonians and then these percentiles are averaged over the 100 problem instances (this provides a measure of the variation in performance of random perturbing Hamiltonians, averaged over problem instances). The last two rows show the number of problem instances (out of 100) where the average gap or average success probability (averaged over the 1000 random intermediate Hamiltonians) increases. refer to to SPO. Then by explicitly optimizing over intermediate Hamiltonians we collected convincing numerical evidence that there exists at least one purely local intermediate Hamiltonian that achieves the best-case performance (where the minimum gap is equal to the gap at one of the endpoints) for QUBO problem Hamiltonians. Next we evaluated the effect of SPO on the hardest QUBO problems, which are the ones with minimum gap very close to the endpoint (s=1), and concluded that although SPO can achieve an increase in gap and success probability, the improvements are modest. Although we have evidence that SPO can achieve best-case performance, it is obviously not feasible for real AQC or AQO implementations. Therefore in section 4 we focused on random local intermediate Hamiltonians, sampled from a particular quadratic form of the schedule. We showed that if the random intermediate Hamiltonian is sampled correctly (with positive coefficients for each local term), the performance of AQO on randomly sampled QUBO problems can be improved with probability greater than 0.5. This strategy also provides a very modest improvement in success probability for the hardest QUBO problem instances. More work is required to develop a heuristic strategy that significantly improves performance for these very hard QUBO instances.
