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FINITE PRESENTATION, THE LOCAL LIFTING PROPERTY, AND
LOCAL APPROXIMATION PROPERTIES OF OPERATOR MODULES
JASON CRANN
Abstract. We introduce notions of finite presentation and co-exactness which serve as
qualitative and quantitative analogues of finite-dimensionality for operator modules over
completely contractive Banach algebras. With these notions we begin the development
of a local theory of operator modules by introducing analogues of the local lifting prop-
erty, nuclearity, and semi-discreteness. For a large class of operator modules we prove
that the local lifting property is equivalent to flatness, generalizing the operator space re-
sult of Kye and Ruan [30]. We pursue applications to abstract harmonic analysis, where,
for a locally compact quantum group G, we show that L1(G)-nuclearity of LUC(G) and
L1(G)-semi-discreteness of L∞(G) are both equivalent to co-amenability of G. We establish
the equivalence between A(G)-injectivity of G⋉¯M , A(G)-semi-discreteness of G⋉¯M , and
amenability of W ∗-dynamical systems (M,G,α) with M injective. We end with remarks on
future directions.
1. Introduction
The local theory of operator spaces, like its Banach space counterpart, aims to study
global properties of a space through the structure of its finite-dimensional subspaces. In this
context, local properties often translate into homological properties of functors on associated
categories. For instance, exactness of a C∗-algebra A, defined by exactness of the functor
A ⊗∨ (·), is equivalent to approximate factorizations of an inclusion A ⊆ B(H) through
full matrix algebras. In fact, some of the deepest theorems in operator algebras concern
the equivalence between local and homological characterizations of a certain property. The
equivalence of injectivity and approximate finite-dimensionality for von Neumann algebras
[11] being a prominent example.
In the setting of operatormodules, the author’s recent work [12–15] characterizes important
properties of a locally compact quantum group G in terms of homological properties of
various operator modules over the convolution algebra L1(G) (or its dual). For instance,
G is amenable if and only if the dual von Neumann algebra L∞(Ĝ) is injective over L1(Ĝ)
[12, Theorem 5.1]. A natural question is whether one can characterize this quantum group
injectivity in terms of a “local property” inside a relevant module category, analogous to semi-
discreteness. Having local characterizations of such homological properties should prove
beneficial for the future development of harmonic analysis on locally compact quantum
groups.
Motivated by the above (and related) question(s), we introduce a suitable generalization
of finite-dimensionality to the context of operator modules through a notion of (topologi-
cal) finite presentation. Analogous to the purely algebraic setting, we define (topological)
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finite presentation through (topologically) exact sequences of matricially free modules, a no-
tion we also introduce. After establishing basic properties and examples, we show, among
other things, that every operator module in Amod is a direct limit of topologically finitely
presented ones.
Our notion of matricial freeness also leads naturally to an operator module analogue of co-
exactness [44, §4.5], which measures the completely bounded Banach–Mazur distance from
a module to a quotient of a finitely generated matrically free module. For a large class of
finitely presented modules E ∈ Amod, we show that E is λ-co-exact if and only if for any
family (Xi)i∈I in modA, and any free ultrafilter U on I,(∏
i∈I
Xi/U
)
⊗̂AE ∼=λ
∏
i∈I
(Xi⊗̂AE)/U ,
where ⊗̂A is the projective module tensor product (see Theorem 5.6). This is an operator
module generalization of Dong’s characterization of co-exactness [17, Theorem 2.2], which
itself is a dual analogue of Pisier’s ultraproduct characterization of exactness [38, Proposition
6].
Through finite presentation we introduce an operator module analogue of the local lifting
property. We prove, for a large class of completely contractive Banach algebras A, that
flatness of an operator module X ∈ Amod is equivalent to the local lifting property (see
Theorem 6.6). This generalizes the corresponding result for operator spaces by Kye and
Ruan [30, Theorem 5.5]. Our class includes any A which is the predual of a von Neumann
algebra, e.g. A = L1(G). Thus, as a corollary, a locally compact quantum group G is
amenable if and only if L1(Ĝ) has the local lifting property in L1(Ĝ)mod (see Corollary
6.9), a result which is new even for groups.
We then initiate an investigation into local approximation properties for operator modules,
introducing analogues of nuclearity and semi-discreteness. Any nuclear module necessarily
has the weak expectation property in the sense of [6], and any semi-discrete module is
necessarily injective. Specializing to the setting of locally compact quantum groups, we
establish:
Theorem 1.1. Let G be a locally compact quantum group. The following conditions are
equivalent:
(1) G is co-amenable;
(2) L∞(G) is semi-discrete in modL1(G)1;
(3) L∞(G) is semi-discrete in L1(G)mod1;
(4) LUC(G) = 〈L∞(G) ⋆ L1(G)〉 is nuclear in L1(G)mod1;
(5) RUC(G) = 〈L1(G) ⋆ L∞(G)〉 is nuclear in modL1(G)1;
(6) The inclusion C0(G) →֒ C0(G)∗∗ is nuclear in modL1(G)1;
(7) The inclusion C0(G) →֒ C0(G)∗∗ is nuclear in L1(G)mod1.
In the setting of W ∗-dynamical systems (M,G, α) with M is injective (as a von Neumann
algebra), we show the equivalence between A(G)-injectivity ofG⋉¯M , A(G)-semi-discreteness
of G⋉¯M , and amenability of (M,G, α), where A(G) is the Fourier algebra of G acting on
G⋉¯M through the dual co-action.
The paper is structured as follows. Section 2 contains the necessary preliminaries from the
homology of operator modules and the theory of locally compact quantum groups. Section
3 contains the definition and existence of matricially free modules. Section 4 is devoted
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to our notion of (topological) finite presentation, its basic properties and examples. Sec-
tion 5 concerns our generalization of co-exactness, and the aforementioned ultraproduct
characterization. Section 6 introduces the local lifting property (LLP) for modules and es-
tablishes the equivalence with flatness. Section 7 contains the definitions of nuclearity and
semi-discreteness, along with basic properties and examples arising from abstract harmonic
analysis. Section 8 contains the proof of the equivalence between A(G)-injectivity and A(G)-
semi-discretenss for crossed products of W ∗-dynamical systems.
Several natural lines of investigation are suggested by this work. We therefore finish with
concluding remarks on future directions.
2. Preliminaries
2.1. Categorical Notions in Amod. Throughout this paper, unless otherwise specified, A
is a completely contractive Banach algebra. An operator space X is a left operator A-module
if it is a left Banach A-module such that the module map mX : A⊗̂X → X is completely
contractive, where ⊗̂ denotes the operator space projective tensor product. We say that
X is faithful if for every non-zero x ∈ X, there is a ∈ A such that a · x 6= 0, and we say
that X is essential if 〈A ·X〉 = X, where 〈·〉 denotes the closed linear span. We denote by
Amod (respectively, Amod1) the category of left operator A-modules with morphisms given
by completely bounded (respectively, contractive) module homomorphisms. Given X, Y in
Amod, we write the space of morphisms from X to Y as Hom(X, Y ) := CBA(X, Y ). Right
operator A-modules are defined similarly, and we denote the resulting categories by modA
and modA1. In modA we have Hom(X, Y ) = CB(X, Y )A. When A = C we recover the
categoryOp of operator spaces and completely bounded mappings. If X ∈ Amod ormodA
is a dual operator space such that the action of each a ∈ A is weak* continuous, we say that
X is a dual operator A-module.
We often restrict attention to Amod, the corresponding notions in modA naturally
carrying over.
The following terminology will be used throughout the paper. A morphism ϕ : X → Y in
Amod is:
• a complete λ-embedding, often denoted →֒λ, if ‖[xi,j]‖ ≤ λ‖[ϕ(xi,j)]‖ for all [xi,j ] ∈
Mn(X), n ∈ N;
• a complete λ-quotient map, often denoted։λ, if it mapsMn(X)‖·‖<λ ontoMn(Y )‖·‖<1
for every n ∈ N;
• a λ-strict morphism if ϕ(X) is closed and the induced map ϕ˜ : X/Ker(ϕ) → ϕ(X)
satisfies ‖ϕ˜−1‖cb ≤ λ.
Let X ∈ modA and Y ∈ Amod. The A-module tensor product of X and Y is the
quotient space X⊗̂AY := X⊗̂Y/N , where
N = 〈x · a⊗ y − x⊗ a · y | x ∈ X, y ∈ Y, a ∈ A〉,
and, again, 〈·〉 denotes the closed linear span. It follows that
CB(X, Y ∗)A ∼= N⊥ ∼= (X⊗̂AY )∗ ∼= CBA(Y,X∗).
The identification A+ = A⊕1C turns the unitization of A into a unital completely contrac-
tive Banach algebra, and any X ∈ Amod becomes an operator A+-module via the extended
action
(a, λ) · x = a · x+ λx, a ∈ A, λ ∈ C, x ∈ X.
4 JASON CRANN
Let X ∈ Op, and let F : Amod → Op denote the forgetful functor. For Y in Amod,
the map
Hom(A+⊗̂X, Y ) ∋ ϕ 7→ ϕ|1⊗X ∈ CB(X,F(Y ))
is a complete contraction with completely contractive inverse
CB(X,F(Y )) ∋ ψ 7→ m+Y ◦ (idA+ ⊗ ψ) ∈ Hom(A+⊗̂X, Y ).
Thus, Hom(A+⊗̂X, Y ) ∼= CB(X,F(Y )) completely isometrically in Op.
Let λ ≥ 1. X ∈ Amod is λ-projective if for every Y, Z ∈ Amod, every complete quotient
morphism q : Y ։ Z, every morphism ϕ : X → Z, and every ε > 0, there exists a morphism
ϕ˜ε : X → Y such that ‖ϕ˜ε‖cb < λ‖ϕ‖cb + ε and q ◦ ϕ˜ε = ϕ, i.e., the following diagram
commutes:
Y
X Z
q
ϕ˜ε
ϕ
For example, A+⊗̂Tn is 1-projective for any n ∈ N, where Tn is the space of n×n trace class
operators.
For any X ∈ Amod, there is a canonical completely isometric morphism ∆+X : X →֒
CB(A+, X) given by
∆+X(x)(a) = a · x, x ∈ X, a ∈ A+,
where the left A-module structure on CB(A+, X) is defined by
(a · ϕ)(b) = ϕ(ba), a ∈ A, ϕ ∈ CB(A+, X), b ∈ A+.
Given λ ≥ 1, X ∈ Amod is λ-injective if for every Y, Z ∈ Amod, every completely
isometric morphism i : Y →֒ Z, and every morphism ϕ : Y → X, there exists a morphism
ϕ˜ : Z → X such that ‖ϕ˜‖cb ≤ λ‖ϕ‖cb and ϕ˜◦i = ϕ, that is, the following diagram commutes:
Z
Y X
ϕ˜
i
ϕ
A module X ∈ Amod λ-flat if its dual X∗ is λ-injective in modA with respect to the
canonical module structure given by
〈a · f, x〉 = 〈f, x · a〉, f ∈ X∗, x ∈ X, a ∈ A.
It is well-known that X ∈ Amod is λ-flat if and only if for every 1-exact sequence
0→ Y →֒ Z ։ Z/Y → 0,
in modA the sequence
0→ Y ⊗̂AX →֒λ Z⊗̂AX ։ Z/Y ⊗̂AX → 0
is exact, and the second arrow is a complete λ-embedding. For example, A+⊗̂T (H) is 1-flat
for any Hilbert space H .
Limits and co-limits in Amod are defined analogously to the Banach space setting (see
[10, §I.1], for example). Given a family (Xi)i∈I in Amod, their product
∏
i∈I Xi is the ℓ
∞
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direct sum of operator spaces, with diagonal module structure:
a · (xi) = (a · xi), (xi) ∈
∏
i∈I
Xi, a ∈ A.
It is defined uniquely through the following universal property: given Y ∈ Amod and a
uniformly completely bounded family of morphisms ϕi : Y → Xi, with ‖ϕi‖cb ≤ λ, there is
a unique morphism ϕ : Y → ∏i∈I Xi with ‖ϕi‖cb ≤ λ such that πi ◦ ϕ = ϕi for all i, where
πi is the canonical projection onto the Xi factor.
The coproduct
⊕
i∈I Xi of (Xi)i∈I is the ℓ
1 direct sum of operator spaces, with diagonal
module structure:
a · (xi) = (a · xi), (xi) ∈
⊕
i∈I
Xi, a ∈ A.
It is defined uniquely through the following universal property: given Y ∈ Amod and a
uniformly completely bounded family of morphisms ϕi : Xi → Y with ‖ϕi‖cb ≤ λ there is a
unique morphism ϕ :
∑
i∈I Xi → Y such that ‖ϕ‖cb ≤ λ and ϕ ◦ ιi = ϕi for all i, where ιi is
the canonical inclusion of the Xi factor.
An inductive system (Xi, ϕj,i)i,j∈I in Amod1 is a directed family (Xi)i∈I of modules to-
gether with a family of morphisms ϕj,i : Xi → Xj, for i ≤ j, satisfying ϕi,i = idXi and
ϕk,j ◦ ϕj,i = ϕk,i whenever k ≥ j ≥ i. An operator module X ∈ Amod together with
a family of morphisms ϕi : Xi → X in Amod1 is a direct limit of the inductive system
((Xi), ϕj,i), if the universal property, illustrated by
(1)
Xi
X Y
Xj
ϕj,i
ϕi ψi
∃!ψ
ϕj ψj
is satisfied. That is, for every Y ∈ Amod and uniformly completely bounded family of
morphisms ψi : Xi → Y with ‖ψi‖cb ≤ λ making the above diagrams commute, there exists
a unique morphism ψ : X → Y such that ‖ψ‖cb ≤ λ and ψ ◦ ϕi = ψi for each i. We denote
X by lim−→iXi. Analogous to the Banach space setting [10], it coincides with the quotient
of
⊕
i∈I Xi by the closed submodule generated by ϕi(xi)− ϕj(ϕj,i(xi)), for all xi ∈ Xi, and
i ≤ j. We can also identify lim−→iXi with the subspace π∞(X∞) of the asymptotic product∏
i∈I Xi/
∑
i∈I Xi, where
∑
i∈I Xi is the c0-direct sum,
π∞ :
∏
i∈I
Xi ։
∏
i∈I
Xi/
∑
i∈I
Xi
is the canonical quotient map, and X∞ is the submodule
{(xi) ∈
∏
i
Xi | ∃i0 xj = ϕj,i(xi), j ≥ i ≥ i0}.
For sequential inductive systems in Op with completely isometric connecting maps, this
fact is proven in [20, §1.3]. Although well-known in the C∗-context, we include a proof for
completeness.
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Proposition 2.1. Let (Xi, ϕj,i)i,j∈I be an inductive system in Amod1. Then lim−→iXi ∼=
π∞(X∞), completely isometrically.
Proof. The standard argument shows that
‖(π∞)n(xi)‖ = lim sup
i
‖xi‖, (xi) ∈Mn
(∏
i∈I
Xi
)
, n ∈ N.
(See [20, Proposition A.6.1] for the case of sequences of Banach spaces.)
For each i ∈ I, let ϕi : Xi → π∞(X∞) be given by π∞((ϕi(xi)j)), where ϕi(xi)j = ϕj,i(xi),
if j ≥ i and ϕi(xi)j = 0 otherwise. Clearly, (ϕi(xi)j) ∈ X∞ as for every k ≥ j ≥ i,
ϕk,j(ϕi(xi)j) = ϕk,j(ϕj,i(xi)) = ϕk,i(xi) = ϕi(xi)k. Also,
‖ϕi(xi)‖ = ‖π∞((ϕi(xi)j))‖ = lim sup
j
‖ϕi(xi)j‖ = lim sup
j
‖ϕj,i(xi)‖ ≤ ‖xi‖.
The same argument shows that ϕi is completely contractive, and thus a morphism in Amod1.
We show that π∞(X∞) together with the family (ϕi) satisfies the universal property of
the direct limit in Amod1. To that end, let Y ∈ Amod1 and ψi : Xi → Y be a family
of morphisms in Amod1 for which ψj ◦ ϕj,i = ψi for all i ≤ j. First define ψ : X∞ → Y
by ψ((xi)) = ψi0(xi0). This definition is independent of the i0 chosen: if j0 ∈ I such that
xj = ϕj,i(xi) for all j ≥ i ≥ j0, pick k0 ≥ i0, j0. Then
ψi0(xi0) = ψk0(ϕk0,i0(xi0)) = ψk0(xk0) = ψk0(ϕk0,j0(xj0)) = ψj0(xj0).
Also, if x = (xi) and y = (yi) belong to X∞ and π∞(x) = π∞(y), then for every ε > 0,
there exists iε such that ‖xi − yi‖ < ε for i ≥ iε. Pick i0 ≥ iε for which ϕj,i(xi) = xj and
ϕj,i(yi) = yj for all j ≥ i ≥ i0. Then
‖ψ(x)− ψ(y)‖ = ‖ψi0(xi0)− ψi0(yi0)‖ ≤ ‖xi0 − yi0‖ < ε.
Hence, ψ(x) = ψ(y), so ψ induces a well defined A-module map ψ˜ : π∞(X∞)→ Y . Finally,
‖ψ˜(π∞((xi)))‖ = ‖ψi0(xi0)‖ ≤ sup
i≥i0
‖xi‖,
for any i0 satisfying xj = ϕj,i(xi), j ≥ i ≥ i0. Hence,
‖ψ˜(π∞((xi)))‖ ≤ lim sup
i
‖xi‖ = ‖π∞((xi))‖.
A similar argument shows that ψ˜ is completely contractive. Hence ψ˜ extends to a morphism
π∞(X∞)→ Y in Amod1 satisfying
ψ˜(ϕi(xi)) = ψj(ϕi(xi)j) = ψj(ϕj,i(xi)) = ψi(xi).
Uniqueness is obvious. 
We also require the following standard result. The categorical Banach space argument
from [10, 1.8e] generalizes verbatim as the universal property of ⊗̂A implies that
CB(Y ⊗̂AX,Z) ∋ ϕ 7→ (x 7→ (y 7→ ϕ(y ⊗A x)) ∈ Hom(X, CB(Y, Z)),
is a completely isometric isomorphism for any X ∈ Amod1, Y ∈modA1 and Z ∈ Op1.
Proposition 2.2. Let (Xi, ϕj,i)i,j∈I be an inductive system in Amod1. Then for any Y ∈
modA1, Y ⊗̂A(lim−→iXi) ∼= lim−→i(Y ⊗̂AXi) completely isometrically.
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A sequence
X Y Z
is Amod is (topologically) exact if the image of the first morphism is (norm dense in)
the kernel of the second. We require the following lemma concerning topologically exact
sequences.
Lemma 2.3. Let A be a completely contractive Banach algebra, and let
X Y Z
ψ q
be a topologically exact sequence in Amod with q a complete λ-quotient map for some λ ≥ 1.
Then for any W ∈ Amod, the sequence
(2) Hom(Z,W ) Hom(Y,W ) Hom(X,W )
is exact in Op, and for any V ∈modA, the sequence
(3) V ⊗̂AX V ⊗̂AY V ⊗̂AZ
is topologically exact in Op.
Proof. Let q˜ : Y/ψ(X) ∼=cb Z be the induced complete isomorphism. Any morphism
ϕ ∈ Ker(Hom(Y,W )→ Hom(X,W ))
satisfies ϕ ◦ ψ = 0. Thus, ϕ induces a morphism ϕ˜ ∈ Hom(Y/ψ(X),W ). Then ϕ˜ ◦ q˜−1 ∈
Hom(Z,W ) and ϕ˜ ◦ q˜−1(q(y)) = ϕ(y) for all y ∈ Y , meaning ϕ ∈ Im(Hom(Z,W ) →
Hom(Y,W )). It follows that (2) is exact. Owing to the fact that a sequence in Op is
topologically exact whenever its dual sequence is topologically w*-exact (by the Hahn-Banach
theorem), (3) is topologically exact by exactness of (2) with W = V ∗. 
2.2. Locally Compact Quantum Groups. A locally compact quantum group is a quadru-
ple G = (L∞(G),Γ, hL, hR), where L∞(G) is a Hopf-von Neumann algebra with co-product
Γ : L∞(G) → L∞(G)⊗L∞(G), and hL and hR are fixed left and right Haar weights on
L∞(G), respectively [28, 29].
For every locally compact quantum group G, there exists a left fundamental unitary
operator W on L2(G, hL) ⊗ L2(G, hL) and a right fundamental unitary operator V on
L2(G, hR)⊗ L2(G, hR) implementing the co-product Γ via
Γ(x) = W ∗(1⊗ x)W = V (x⊗ 1)V ∗, x ∈ L∞(G).
Both unitaries satisfy the pentagonal relation; that is,
(4) W12W13W23 =W23W12 and V12V13V23 = V23V12.
For simplicity we write L2(G) for L2(G, hL) throughout the paper.
Let L1(G) denote the predual of L∞(G). Then the pre-adjoint of Γ induces an associative
completely contractive multiplication on L1(G), defined by
⋆ : L1(G)⊗̂L1(G) ∋ f ⊗ g 7→ f ⋆ g = Γ∗(f ⊗ g) ∈ L1(G).
The canonical L1(G)-bimodule structure on L∞(G) is given by
f ⋆ x = (id⊗ f)Γ(x) and x ⋆ f = (f ⊗ id)Γ(x)
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for x ∈ L∞(G), and f ∈ L1(G). A left invariant mean on L∞(G) is a state m ∈ L∞(G)∗
satisfying
〈m, x ⋆ f〉 = 〈f, 1〉〈m, x〉, x ∈ L∞(G), f ∈ L1(G).
Right and two-sided invariant means are defined similarly. A locally compact quantum group
G is amenable if there exists a left invariant mean on L∞(G). It is known that G is amenable
if and only if there exists a right (equivalently, two-sided) invariant mean. G is co-amenable if
L1(G) has a bounded left (equivalently, right or two-sided) approximate identity [7, Theorem
3.1].
For general G, the left regular representation λ : L1(G)→ B(L2(G)) is defined by
λ(f) = (f ⊗ id)(W ), f ∈ L1(G),
and is an injective, completely contractive homomorphism from L1(G) into B(L2(G)). Then
L∞(Ĝ) := {λ(f) : f ∈ L1(G)}′′ is the von Neumann algebra associated with the dual
quantum group Ĝ. Analogously, we have the right regular representation ρ : L1(G) →
B(L2(G)) defined by
ρ(f) = (id⊗ f)(V ), f ∈ L1(G),
which is also an injective, completely contractive homomorphism from L1(G) into B(L2(G)).
Then L∞(Ĝ′) := {ρ(f) : f ∈ L1(G)}′′ is the von Neumann algebra associated to the quantum
group Ĝ′.
If G is a locally compact group, we let Ga = (L∞(G),Γa, hL, hR) denote the commutative
quantum group associated with the commutative von Neumann algebra L∞(G), where the
co-product is given by Γa(f)(s, t) = f(st), and hL and hR are integration with respect to a
left and right Haar measure, respectively. The fundamental unitaries in this case are given
by
Waξ(s, t) = ξ(s, s
−1t), Vaξ(s, t) = ξ(st, t)∆(t)
1/2, ξ ∈ L2(G×G).
The dual Ĝa of Ga is the co-commutative quantum group Gs = (V N(G),Γs, h), where
V N(G) is the left group von Neumann algebra with co-product Γs(λ(t)) = λ(t)⊗λ(t), and h
is Haagerup’s Plancherel weight. Then L1(Ga) is the usual group convolution algebra L1(G),
and L1(Gs) is the Fourier algebra A(G).
For general G, we let C0(G) := λˆ(L1(Ĝ))
‖·‖
denote the reduced quantum group C∗-algebra
of G. The operator dual M(G) := C0(G)∗ is a completely contractive Banach algebra
containing L1(G) as a norm closed two-sided ideal via the map L1(G) ∋ f 7→ f |C0(G) ∈M(G).
The co-product satisfies Γ(C0(G)) ⊆M(C0(G)⊗∨C0(G)), where M(C0(G)⊗∨ C0(G)) is the
multiplier algebra of the C∗-algebra C0(G)⊗∨ C0(G), and ⊗∨ is the injective operator space
tensor product (which coincides with the minimal C∗-tensor norm on C∗-algebras).
We let Cu0 (G) be the universal quantum group C
∗-algebra of G [27], and denote the
canonical surjective ∗-homomorphism onto C0(G) by ΛG : Cu0 (G) → C0(G). The space
Cu0 (G)
∗ then has the structure of a unital completely contractive Banach algebra such that
the map L1(G) → Cu0 (G)∗ given by the composition of the inclusion L1(G) ⊆ M(G) and
Λ∗G : M(G) → Cu0 (G)∗ is a completely isometric homomorphism, and it follows that L1(G)
is a norm closed two-sided ideal in Cu0 (G)
∗ [27, Proposition 8.3].
An element bˆ′ ∈ L∞(Ĝ′) is a completely bounded right multiplier of L1(G) if ρ(f)bˆ′ ∈
ρ(L1(G)) for all f ∈ L1(G) and the induced map
mr
bˆ
: L1(G) ∋ f 7→ ρ−1(ρ(f)bˆ′) ∈ L1(G)
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is completely bounded on L1(G). We letM rcb(L
1(G)) denote the space of completely bounded
right multipliers of L1(G), which is a completely contractive Banach algebra with respect to
the norm
‖[bˆij ]‖Mn(Mrcb(L1(G))) = ‖[mrbˆij ]‖cb.
Completely bounded left multipliers are defined analogously and we denote by M lcb(L
1(G))
the corresponding completely contractive Banach algebra.
Given bˆ′ ∈ M rcb(L1(G)), the adjoint Θr(bˆ′) := (mrbˆ)∗ defines a normal completely bounded
right L1(G)-module map on L∞(G). When bˆ′ = ρ(f), for some f ∈ L1(G), the map Θr(ρ(f))
is nothing but the convolution action of L1(G) on L∞(G), that is,
Θr(ρ(f))(x) = f ⋆ x = (id⊗ f)Γ(x), x ∈ L∞(G).
Moreover, the map
Θr :M rcb(L
1(G)) ∼= CBσL1(G)(L∞(G)) = CBL1(G)(C0(G), L∞(G))
induces a completely isometric isomorphism of completely contractive Banach algebras [26].
The second equality follows from [26, Proposition 4.1]. Since L1(G) is a right ideal in Cu0 (G)
∗,
any µ ∈ Cu0 (G)∗ defines a completely bounded left L1(G)-module map on L1(G) by right
multiplication, and therefore by duality, a completely bounded multiplier in CBσL1(G)(L∞(G)).
The resulting map will be denoted Θr(µ) for simplicity.
3. Matricially Free Modules
A notion of free operator module was introduced by Helemskii [24] following the categorical
approach to free objects (see [24, Definition 2.10], [33, Chapter III]). In the case of Op, free
objects are defined with respect to the functor
(5) V ∋ Op 7→
∏
n∈N
Ball(Mn(V )) ∈ Set.
Although this is a very natural notion, with the infinite product in (5) corresponding to the
completely bounded nature of morphisms in Op, free operator spaces in this sense are always
infinite dimensional, e.g., the free operator space over the singleton I = {i0} is
⊕∞
n=1 Tn (see
[24, Theorem 5.9]).
In this section we introduce a related, but different notion of freeness for operator modules
based on a matricial version of the well-studied notion from Banach space theory (see e.g.,
[37]). Our matrically free modules over a finite set are actually finitely generated in the usual
sense.
It is well-known that the free objects of the category Ban1 of Banach spaces and con-
tractive linear maps are of the form ℓ1(I) for a non-empty set I. Indeed, f : I ∋ i 7→ ei ∈
Ball(ℓ1(I)) is a function such that for any Y ∈ Ban1 and function g : I → Ball(Y ), there
exists a unique morphism ϕ : X → Y satisfying ϕ ◦ f = g. Viewing g ∈ Ball(ℓ∞(I, Y )),
when Y is an operator space, the natural matricial analogue of Ball(ℓ∞(I, Y )) is the unit
ball of MI(Y ). This analogy motivates the following
Definition 3.1. Let I be a non-empty set and X ∈ Amod.
• A function f : I × I → X is matricially bounded if ‖[f(i, j)]‖MI(X) < ∞ and matri-
cially contractive if ‖[f(i, j)]‖MI(X) ≤ 1.
• X is matricially free over I relative to the matricial contraction f , or simply matri-
cially free if I and f are clear from context, if:
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(1) X = 〈f(i, j) | i, j ∈ I〉; and
(2) for any Y ∈ Amod and any matrically bounded g : I × I → Y , there exists a
unique morphism ϕ : X → Y such that ϕ ◦ f = g and ‖ϕ‖cb = ‖[g(i, j)]‖MI(X).
Note that condition (2) above can be equivalently stated in terms of matricial contractions
extending uniquely to completely contractive morphisms. A matricially free module X ∈
Amod over I is finitely generated if |I| <∞. We now show the existence and uniqueness of
matricially free modules. The following lemma is included for completeness. For a Hilbert
space H , we let P(H) denote the lattice of orthogonal projections on H .
Lemma 3.2. Let H be a Hilbert space, Y ∈ Op and n ∈ N. Then for any [ϕi,j] ∈
Mn(CB(Y,B(H))) we have
‖[ϕi,j]‖ = sup{‖[Ad(p) ◦ ϕi,j]‖ | p ∈ P(H), dim(pH) <∞}.
Proof. The inequality ≥ is obvious. To establish the reverse inequality we first work at the
level of operators. Let m ∈ N and [Ti,j] ∈ Mm(B(H)) be non-zero. Given ε > 0 there exist
[ξj], [ηj ] ∈ (Hm)‖·‖≤1 for which
‖[Ti,j]‖ < |〈[Ti,j][ξj], [ηj ]〉|+ ε
2
.
Using an orthonormal basis for H one can find p ∈ P(H) with dim(pH) <∞ for which
‖pξj − ξj‖, ‖pηj − ηj‖ ≤ ε
4
√
m‖[Ti,j]‖ , j = 1, ..., m.
Then ‖[pξj]− [ξj]‖, ‖[pηj]− [ηj]‖ < (4‖[Ti,j]‖)−1ε and
|〈[Ti,j][ξj], [ηj ]〉 − |〈[Ti,j][pξj ], [pηj]〉| < ε
2
.
Hence, ‖[Ti,j]‖ < |〈[Ti,j][pξj], [pηj ]〉|+ ε. It follows that
‖[Ti,j]‖Mm(B(H)) = sup{‖[Ad(p) ◦ Ti,j ]‖ | p ∈ P(H), dim(pH) <∞}
for any [Ti,j ] ∈Mm(B(H)) and m ∈ N.
Now, for any m ∈ N and [yk,l] ∈Mm(Y ), by above we have
‖[ϕi,j(yk,l)]‖Mmn(B(H)) = sup{‖[(Ad(p) ◦ ϕi,j)(yk,l)]‖Mmn(B(H)) | p ∈ P(H), dim(pH) <∞}
≤ sup{‖[Ad(p) ◦ ϕi,j]‖Mn(CB(Y,B(H))) | p ∈ P(H), dim(pH) <∞}‖[yk,l]‖Mm(Y ).
The claim follows from the identification Mn(CB(Y,B(H))) = CB(Y,Mn(B(H))). 
Proposition 3.3. Let A be a completely contractive Banach algebra and let I be a non-empty
set. Then there exists a matricially free operator module X ∈ Amod over I, unique up to
completely isometric isomorphism.
Proof. Let X(I × I) be the (algebraically) free A+-module over I × I, and for n ∈ N, let
Sn = {f : I × I → Mn(A∗+) | f is a matricial contraction}. Note that X(I × I) is a vector
space under the action of C1 ⊆ A+. Every f ∈ Sn possesses a unique A+-module extension
f˜ : X(I × I)→Mn(A∗+). For x ∈ X(I × I), define
‖x‖ = sup{‖f˜(x)‖ | f ∈ Sn, n ∈ N}.
That ‖·‖ is indeed a norm follows exactly as in [37, Theorem 1]. Let X denote the completion
of the normed space (X(I × I), ‖·‖). By definition of the norm, X becomes a Banach A-
module and any f ∈ Sn extends to a contractive morphism f˜ : X → Mn(A∗+). Now, given
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x = [xk,l] ∈Mn(X), define
‖x‖n = sup{‖[f˜(xk,l)]‖ | f ∈ Sr, r ∈ N}.
Then one easily verifies that ‖·‖n yields an operator space matrix norm on X. Moreover,
given [ai,j] ∈Mm(A), we have
‖[ai,j · xk,l]‖Mmn(X) = sup{‖[f˜(ai,j · xk,l)]‖ | f ∈ Sr, m ∈ N}
= sup{‖[ai,j · f˜(xk,l)]‖ | f ∈ Sr, m ∈ N}
≤ ‖[ai,j ]‖ sup{‖f˜(xk,l)]‖ | f ∈ Sr, m ∈ N}
= ‖[ai,j]‖‖[xk,l]‖.
Hence, X ∈ Amod.
We now verify freeness. Let fI : I × I ∋ (i, j) 7→ ei,j ∈ X(I × I) ⊆ X be the canonical
function, let Y ∈ Amod and g : I × I → Y be matricially contractive. We may suppose
that Y ⊆ B(H) for some Hilbert space H , in which case the composition of this inclusion
and the canonical embedding yield a complete isometry ∆+ : Y →֒ CB(A+,B(H)). Then
Ad(p) ◦∆+ ◦ g : I × I → CB(A+, B(pH)) ∼= Mdim(p)(A∗+)
is a matricial contraction for any finite-rank projection p ∈ P(H). If g˜ : X(I × I) → Y
denotes the unique A+-module extension of g, then for any x ∈ X(I×I), Lemma 3.2 implies
that
‖g˜(x)‖ = ‖∆+ ◦ g˜(x)‖cb = sup{‖Ad(p) ◦∆+ ◦ g˜(x)‖ | p ∈ P(H), dim(pH) <∞} ≤ ‖x‖.
Hence, g˜ extends uniquely to a contractive morphism g˜ : X → Y . Another application of
Lemma 3.2 shows that g˜ is completely contractive. By construction g˜ ◦ fI = g, and X is the
closed linear span of {fI(i, j) | i, j ∈ I}. Hence X is matricially free.
Suppose X ′ is another matricially free operator module over I via the matricial contraction
f : I × I → X ′. Then, on the one hand, f extends uniquely to a completely contractive
morphism f˜ : X → X ′ such that f˜ ◦ fI = f . On the other hand, fI extends uniquely to a
completely contractive morphism f˜I : X ′ → X such that f˜I ◦ f = fI . By uniqueness of f˜
and density of 〈fI(i, j) | i, j ∈ I〉 in X, it follows that f˜I ◦ f˜ = idX . Similarly, f˜ ◦ f˜I = idX′
so that X ∼= X ′ completely isometrically in Amod. 
Example 3.4. When I = [n] := {1, 2, ..., n}, the matricially free operator module over I is
A+⊗̂Tn = Tn(A+). To see this, first note that the map
[n]× [n] ∋ (i, j) 7→ 1⊗ ei,j ∈ A+⊗̂Tn
is a matricial contraction as
‖[1⊗ ei,j]‖Mn(A+⊗̂Tn) = ‖[ei,j]‖Mn(Tn)
= sup{‖[〈ei,j, Ak,l〉]‖Mn(Mn) | [Ak,l] ∈ Ball(Mn(Mn))}
= sup{‖[(Ak,l)i,j]‖Mn(Mn) | [Ak,l] ∈ Ball(Mn(Mn))}
= 1,
where the third equality uses the canonical scalar pairing
〈·, ·〉 : Tn ×Mn ∋ (ρ, a) =
n∑
i,j=1
ρi,jai,j ∈ C.
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Next, given Y ∈ Amod and a matricial contraction g : [n]× [n]→ Y , define
(6) ϕg : Tn(A+) ∋ [ak,l] 7→
n∑
k,l=1
ak,l · g(k, l) ∈ Y.
It follows that ϕg([ak,l]) = ϕ([ak,l]⊗[g(k, l)]), where ϕ : Tn(A+)⊗̂Mn(Y )→ Y is the complete
contraction given by the composition
Tn(A+)⊗̂Mn(Y ) = (A+⊗̂Tn)⊗̂(Mn ⊗∨ Y )
= A+⊗̂(Tn⊗̂(Mn ⊗∨ Y )) (associativity of ⊗̂)
→ A+⊗̂((Tn⊗̂Mn)⊗∨ Y )) ([20, Theorem 8.1.10])
→ A+⊗̂(C⊗∨ Y )) (scalar pairing Tn⊗̂Mn → C)
= A+⊗̂Y
→ Y (module map m+Y ).
Thus, ϕg is a completely contractive morphism satisfying ϕg(1 ⊗ ei,j) = g(i, j), i, j ∈ [n].
Uniqueness is clear. Hence, A+⊗̂Tn is matricially free.
When A is unital, we use A instead of its (unconditional) unitization A+ in the above
construction/example. In particular, when A = C, we obtain a notion of matricially free
operator space, which differs from Helemskii’s construction of freeness in [24].
Our main interest in defining free operator modules is towards a notion of finite presen-
tation. We therefore pursue this line of interest and postpone further analysis of matricial
freeness to future work. There is however a natural dual notion to matricial freeness which
we record here that will underlie the approximation properties in section 7.
Definition 3.5. Let A be a completely contractive Banach algebra. A module X ∈modA
is co-free if it is of the form CB(A+,B(H)) for some Hilbert space H . When H is finite-
dimensional we say thatX is finitely co-generated. Similar definitions applies to left modules.
4. Finitely Presented Modules
A right module M over a unital ring R is finitely presented if and only if there is an exact
sequence
Rm Rn M 0.
Based on this algebraic formulation, we define finitely presented operator modules through
exact sequences of finitely generated matricially free modules.
Definition 4.1. Let A be a completely contractive Banach algebra. An object E in Amod
is finitely presented (respectively, topologically finitely presented) if there is an exact (respec-
tively, topologically exact) sequence in Amod1
(7) Tm(A+) Tn(A+) E,
ϕ
where ϕ is a complete λ-quotient map for some λ ≥ 1.
Several remarks are in order.
Remark 4.2.
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(1) When A is unital, we replace A+ with A in Definition 4.1.
(2) The (topological) exactness of (7) in Amod1 means that all arrows are completely
contractive A-module maps, and that the image of the first arrow is (norm dense in)
the kernel of the second.
(3) Clearly, finite presentation implies topological finite presentation. Note that the topo-
logical adjective in the latter refers to it “relations” and not its algebraic generation.
A more accurate choice of terminology would be finitely generated and topologically
finitely related. However, for simplicity, we stick with the chosen terminology.
(4) One is tempted to use exact sequences of the form
Tm(A+) Tn(A+) E 0
in Definition 4.1. However, contrary to the Banach space category, a surjective
morphism need not be a complete λ-quotient map, so this property would still have
to be specified. We find the concise sequence (7) appropriate for our needs.
(5) It is not always possible to take λ = 1 in Definition 4.1. See section 5 for a detailed
analysis.
We now present elementary examples, fixing a completely contractive Banach algebra A.
Example 4.3. Let F be a finite-dimensional operator space with n = dim(F ). Pick a
bijective contraction ℓ1n → F , which is automatically a complete contraction when ℓ1n is
equipped with its max operator space structure. Composing this complete contraction with
the canonical complete quotient map Tn ։ max ℓ1n, we obtain a complete contraction ϕ :
Tn → F , which, by finite-dimensionality, is a complete λ-quotient map for some λ (take
λ = n for instance). Since ⊗̂ preserves λ-quotients, it follows that id⊗ϕ : A+⊗̂Tn → A+⊗̂F
is a λ-quotient map. The kernel K of ϕ is a finite-dimensional operator space, so as above
one can find a complete contraction Tm → K. The resulting amplification generates the
exact sequence
Tm(A+) Tn(A+) A+⊗̂F,ϕ
so A+⊗̂F is finitely presented. In particular, when A = C, any finite dimensional operator
space F is finitely presented (under the convention from Remark 4.2). Since the converse is
obvious, an operator space is finitely presented if and only if it is finite dimensional.
Example 4.4. Let P be λ-projective in Amod and finitely generated in the sense that
there exists a complete µ-quotient q : Tn(A+) ։ P for some n ∈ N. Then by projectivity,
for every ε > 0 there exists ϕ : P → Tn(A+) for which q ◦ ϕ = idP and ‖ϕ‖cb < λ+ ε. Then
ϕ ◦ q : Tn(A+)→ Tn(A+) is a projection onto ϕ(P ), and ψ := idTn(A+)−ϕ ◦ q is a projection
onto Ker(ϕ ◦ q) = Ker(q). Normalizing ψ, we obtain the exact sequence in Amod1:
Tn(A+) Tn(A+) P.
ψ/‖ψ‖cb q
Hence, P is finitely presented.
The following reformulation of finite presentation is natural and will be useful in section
6.
Proposition 4.5. Let A be a completely contractive Banach algebra. Then E ∈ Amod is
(topologically) finitely presented if and only if there exist finite-dimensional operator spaces
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F1, F2 and a (topologically) exact sequence
(8) A+⊗̂F1 A+⊗̂F2 Eϕ
in Amod1 where ϕ is a complete quotient map.
Proof. Suppose E is topologically finitely presented. Then there exists λ ≥ 1, n,m ∈ N and
a topologically exact sequence
A+⊗̂Tm A+⊗̂Tn E,ψ ϕ
with ψ and ϕ completely contractive morphisms and ϕ a complete λ-quotient map. Note
that m+E : A+⊗̂E ։ E is a complete quotient map, so that m+E : A+⊗̂E/K ∼= E completely
isometrically, where K is the Kernel of m+E . Let q denote the quotient map A+⊗̂E ։
A+⊗̂E/K.
Define F := ϕ(1 ⊗ Tn) ⊆ E. Then F is a finite-dimensional subspace of E. We will show
that the restriction m+E : A+⊗̂F → E induces a complete isometry
m+E : A+⊗̂F/(K ∩ A+⊗̂F ) ∼= E.
First, given e ∈ E, pick u ∈ A+⊗̂E such that m+E(q(u)) = e, and hence ‖e‖ = ‖q(u)‖.
Given ε > 0, by [20, Theorem 10.2.1] there exist α ∈ M1,∞×∞, a ∈ K∞(A+), x ∈ K∞(E)
and β ∈ M∞×∞,1 for which u = α(a ⊗ x)β and ‖α‖‖a‖‖x‖‖β‖ < ‖u‖ + ε. Without loss of
generality we may assume ‖α‖ = ‖a‖ = ‖β‖ = 1 and ‖x‖ < ‖u‖+ ε. Since ϕ is a complete
λ-quotient map, there exists y ∈ K∞(A+⊗̂Tn) such that ϕ∞(y) = x and ‖y‖ < λ(‖u‖ + ε).
Writing y = [yk,l], for each k, l, we have yk,l =
∑n
r,s=1 b
r,s
k,l ⊗ er,s, where er,s is the canonical
matrix unit in Tn. Writing e∗r,s ∈ T ∗n for the dual vector to er,s, we have br,sk,l = (idA+⊗e∗r,s)(yk,l),
and since ‖idA+ ⊗ e∗r,s‖cb = 1, it follows that for each r, s,
br,s := [br,sk,l] = (idA+ ⊗ e∗r,s)∞([yk,l]) ∈ K∞(A+)
with ‖[brskl ]‖ < λ(‖u‖ + ε). Therefore α(a ⊗ br,s)β ∈ A+⊗̂A+ for each r, s, implying ar,s :=
mA+(α(a⊗ br,s)β) ∈ A+ as A+ is a completely contractive Banach algebra. Hence,
q(u) = q
(∑
i,j,k,l
αi,k(ai,j ⊗ ϕ(yk,l))βj,l
)
= q
(∑
i,j,k,l
αi,k(ai,j ⊗
( n∑
r,s=1
br,sk,l · ϕ(1⊗ er,s)
)
βj,l
)
= q
( n∑
r,s=1
∑
i,j,k,l
αi,k(ai,j ⊗ br,sk,l · ϕ(1⊗ er,s))βj,l
)
= q
( n∑
r,s=1
∑
i,j,k,l
αi,k(ai,j · br,sk,l ⊗ ϕ(1⊗ er,s))βj,l
)
= q
( n∑
r,s=1
mA+(α(a⊗ br,s)β)⊗ ϕ(1⊗ er,s)
)
= q
( n∑
r,s=1
ar,s ⊗ ϕ(1⊗ er,s)
)
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= q(v),
where v =
∑n
r,s=1 a
r,s⊗ϕ(1⊗er,s) ∈ A+⊗̂F . It follows that m+E induces an isometric isomor-
phism A+⊗̂F/(K ∩ A+⊗̂F ) ∼= E. Using the amplified representation [20, Theorem 10.2.1],
a similar argument shows that m+E induces a complete isometry A+⊗̂F/(K ∩A+⊗̂F ) ∼= E.
Next, letting i : Tn ∋ ρ 7→ 1⊗ ρ ∈ A+⊗̂Tn, one easily sees that ϕ = m+E ◦ (id⊗ ϕ ◦ i) and
that (id⊗ ϕ ◦ i) : A+⊗̂Tn → A+⊗̂F is surjective. It follows that
ψ(A+⊗̂Tm) = Ker(ϕ) = ((id⊗ ϕ ◦ i))−1(A+⊗̂F ∩K).
Hence, the map ψ˜ : A+⊗̂Tm → A+⊗̂F given by (id ⊗ ϕ) ◦ (id ⊗ i) ◦ ψ is a completely
contractive morphism mapping onto a dense subspace of A+⊗̂F ∩K. Whence,
A+⊗̂Tm A+⊗̂F Eψ˜
m+
E
is topologically exact in Amod1 and m+E is a complete quotient map.
Conversely, suppose we have a topologically exact sequence in Amod1 of the form
A+⊗̂F1 A+⊗̂F2 E,ψ ϕ
where ϕ is a complete quotient map. Taking a surjective complete contraction Tm1 → F1,
amplifying with idA+ , and composing with ψ yields a morphism ψ1 : A+⊗̂Tm1 → A+⊗̂F2
whose image is dense in Ker(ϕ).
There exists a complete λ-quotient map ϕ1 : Tn ։ F2 for some λ (depending on the
operator space structure of F2). By definition of the projective norm, its amplification
idA+ ⊗ ϕ1 : A+⊗̂Tn ։ A+⊗̂F2 is also a complete λ-quotient map. By 1-projectivity of
A+⊗̂Tm1 in Amod, there exists a completely bounded A-module map ψ˜1 : A+⊗̂Tm1 →
A+⊗̂Tn making the following diagram commute
A+⊗̂Tn
A+⊗̂Tm1 A+⊗̂F2.
id⊗ϕ1
ψ˜1
ψ1
Then Ker(ϕ) = ψ1(A+⊗̂Tm1) = (id⊗ ϕ1)(ψ˜1(A+⊗̂Tm1)). It follows that
Ker(ϕ ◦ (id⊗ ϕ1)) = ψ˜1(A+⊗̂Tm1) + A+⊗̂Ker(ϕ1),
where we have used the fact that Ker(id ⊗ ϕ1) = A+⊗̂Ker(ϕ1) which follows from a cb-
analogue of [20, Proposition 7.1.7], together with the complete λ-quotient property of (id⊗
ϕ1). By finite-dimensionality of Ker(ϕ1), there exists a complete µ-quotient map ψ2 : Tm2 ։
Ker(ϕ1). Then A+⊗̂Ker(ϕ1) = (idA+ ⊗ ψ2)(A+⊗̂Tm2), and composing
ψ˜1 ⊕ (idA+ ⊗ ψ2) : A+⊗̂Tm1 ⊕1 A+⊗̂Tm2 = A+⊗̂(Tm1 ⊕1 Tm2)→ A+⊗̂Tn
with the amplified conditional expectation idA+⊗̂Tm1+m2 ։ idA+⊗̂(Tm1 ⊕1 Tm2), we obtain
a completely bounded morphism ψ˜ : A+⊗̂Tm → A+⊗̂Tn whose image is dense in Ker(ϕ ◦
(id⊗ ϕ1)), where m = m1 +m2. Upon normalization we may assume ‖ψ˜‖cb ≤ 1, so that
(9) A+⊗̂Tm A+⊗̂Tn E,ψ˜ ϕ◦(id⊗ϕ1)
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is topologically exact in Amod1 with ϕ ◦ (id⊗ϕ1) a complete λ-quotient map. Hence, E is
topologically finitely presented.
The equivalence for finitely presented modules follows similarly (with the closures re-
moved). 
We now show that the category Amod is locally finitely presented in the sense that any
module X ∈ Amod is a direct limit of topologically finitely presented ones, adapting the
argument from [40, Lemma 5.39].
Let X, Y ∈ Amod with Y a closed submodule of X. Let S be a set of closed submodules
ofX partially ordered by inclusion and T be a set of closed submodules of Y partially ordered
by inclusion. Following [40] we say that the quadruple (X, Y,S, T ) forms an (X, Y )-system
if
(1) S and T are directed sets;
(2) X = ∪S∈SS and Y = ∪T∈T T ;
(3) for each T ∈ T , there exists S ∈ S such that S ⊇ T .
Any (X, Y )-system gives rise to a canonical directed set
I := I(X, Y,S, T ) = {(S, T ) ∈ S × T | S ⊇ T},
where (S1, T1) ≤ (S2, T2) if S1 ⊆ S2 and T1 ⊆ T2.
Proposition 4.6. Let A be a completely contractive Banach algebra and let (X, Y,S, T ) be
an (X, Y )-system in Amod. Then lim−→(S,T )∈I S/T ∼= X/Y completely isometrically.
Proof. We show that X/Y satisfies the universal property (1) in Amod1. To this end, let
Z ∈ Amod1 and let (fS,T )(S,T )∈I be a family of morphisms S/T → Z such that the following
diagram commutes for all (S, T ), (S ′, T ′) ∈ I:
S/T
Z
S ′/T ′
fS,T
fS′,T ′
Given x ∈ ∪S∈SS, we have x ∈ S for some S ∈ S. If T ∈ T , there exists S ′ ∈ S such that
S ′ ⊇ T . Since S is directed, pick S ′′ ∈ S with S ′′ ⊇ S, S ′. Then (S ′′, T ) ∈ I with x ∈ S ′′.
Define ϕ(x+ Y ) = fS′′,T (x+ T ). To see that ϕ is well-defined, first note that the definition
is independent of the chosen fS′′,T for which (S ′′, T ) ∈ I and x ∈ S ′′ by commutativity of
the above diagrams. Moreover, if S, S ′ ∈ S, x ∈ S and x′ ∈ S ′ with x − x′ ∈ Y , for every
ε > 0, there exists T ∈ T and b ∈ T with ‖(x − x′) − b‖Y < ε. There exists S ′′ ∈ S with
S ′′ ⊇ S, S ′, T , so that (S ′′, T ) ∈ I and
‖ϕ(x+ Y )− ϕ(x′ + Y )‖ = ‖fS′′,T ((x− x′) + T )‖ ≤ ‖(x− x′) + T‖ < ε.
By a similar argument as above it follows that ‖ϕ(x + Y )‖ ≤ ‖x + T‖ for all T ∈ T such
that T ⊆ S for some S ∈ S with x ∈ S. Since S is directed and Y = ∪T∈T T , it follows that
‖ϕ(x+ Y )‖ ≤ ‖x+ Y ‖. Thus, ϕ extends to a well-defined contractive morphism X/Y → Z.
It follows that ϕ is actually completely contractive as each fS,T is so. Uniqueness is clear. 
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Theorem 4.7. Let A be a completely contractive Banach algebra. Every X ∈ Amod1 is a
direct limit of topologically finitely presented modules.
Proof. Let m+ : A+⊗̂X ։ X be the extended multiplication map. It follows that
K := Ker(m+) = 〈a · b⊗ x− a⊗ b · x | a, b ∈ A+, x ∈ X〉,
and X = A+⊗̂X/K. For finite-dimensional subspaces C1 ⊆ E ⊆ A+ and F ⊆ X, define
XE,F = 〈E · F 〉 and KE,F ⊆ A+⊗̂XE,F by
KE,F = 〈a · b⊗ x− a⊗ b · x | a ∈ A+, b ∈ E, x ∈ F 〉.
Since XE,F is finite-dimensional, we may view A+⊗̂XE,F as a closed submodule of A+⊗̂X.
The corresponding sets S := {A+⊗̂XE,F} and T := {KE,F} are directed under the canonical
partial order (E, F ) ≤ (E ′, F ′) iff E ⊆ E ′ and F ⊆ F ′. Clearly A+⊗̂X = ∪E,FA+⊗̂XE,F and
K = ∪E,FKE,F . By construction, each KE,F ⊆ A+⊗̂XE,F so that (A+⊗̂X,K,S, T ) forms
an (X, Y )-system. Hence, by Proposition 4.6
X = A+⊗̂X/K ∼= lim−→
E,F
A+⊗̂XE,F/KE,F .
Next, observe that the map
mA+ ⊗ idX − idA+ ⊗m+X : A+⊗̂A+⊗̂X → A+⊗̂X
restricts to a completely bounded morphism A+⊗̂E⊗̂F → KE,F with dense range. The
normalized map has the same image, so we obtain a morphism A+⊗̂E⊗̂F → KE,F in Amod1
with dense range. The resulting sequence in Amod1
A+⊗̂(E⊗̂F ) A+⊗̂XE,F A+⊗̂XE,F/KE,F ,
is topologically exact. Hence, A+⊗̂XE,F/KE,F is topologically finitely presented by Propo-
sition 4.5.

It is not clear whether one can remove the word “topologically” from the statement of
Theorem 4.7, in general. The difficulty stems from the fact that morphisms from finitely
presented modules need not be strict when A is infinite dimensional.
Remark 4.8. There is a notion of finite presentation in any co-complete category, defined
through the preservation of direct limits through the functor Hom(E, (·)) (see, e.g., [1, Def-
inition 1.1]). There is an obvious operator module analogue of this notion. One can show
that any topologically finitely presented module satisfies this property, and that the notions
are equivalent when A is finite dimensional. We omit the (somewhat lengthy) details.
5. Co-exact modules
Any finite-dimensional normed space E is isomorphic to a subspace of some ℓ∞n , as well
as a quotient of some ℓ1m. Moreover, for every ε > 0, there exists a subspace S of some
ℓ∞n and a quotient Q of ℓ
1
m such that d(E, S) < 1 + ε and d(E,Q) < 1 + ε, where d is the
Banach–Mazur distance. The operator space analogues of these properties are false, and
their failure is measured by the notions of exactness [38] and co-exactness [44, §4.5].
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A finite-dimensional operator space E is λ-exact if for every ε > 0, there exists n ∈ N and
a subspace S ⊆Mn such that dcb(E, S) < λ+ε, where dcb is the completely bounded Banach–
Mazur distance. For example, max ℓ13 and T3 are not 1-exact. Dually, a finite-dimensional
operator space E is λ-co-exact if for every ε > 0, there exists n ∈ N and a quotient Q of Tn
such that dcb(E,Q) < λ+ε. Clearly, E is λ-co-exact if and only if E∗ is λ-exact. It is known
that λ-co-exactness is equivalent to the λ-OLLP of [35] for finite-dimensional operator spaces
(see [35, Theorem 2.5]).
Pisier showed that a finite-dimensional operator space E is λ-exact if and only if for any
family (Xi)i∈I of operator spaces and any free ultrafilter U on I,
E ⊗∨
∏
i∈I
Xi/U ∼=λ
∏
i∈I
(E ⊗∨ Xi)/U
[38, Proposition 6]. Dually, it was shown by Dong that a finite-dimensional operator space
E is 1-co-exact if and only if for any family (Xi)i∈I of operator spaces and any free ultrafilter
U on I,
(10) E⊗̂
∏
i∈I
Xi/U ∼=
∏
i∈I
(E⊗̂Xi)/U
completely isometrically [17, Theorem 2.2]. The goal of this section is to show that a sim-
ilar phenomena to (10) persists at the level of operator modules. We remark that Dong’s
argument from [17], which factors through Pisier’s characterization of exactness and results
from [35], does not readily generalize to the module setting.
Definition 5.1. Let A be a completely contractive Banach algebra, E ∈ Amod and λ ≥ 1.
E is λ-co-exact if for every ε > 0 there exists n ∈ N and a complete quotient Q of Tn(A+)
with dcb(Q,E) < λ+ ε.
Remark 5.2. There is an analogous notion of λ-exact operator modules using submodules
of finitely co-generated co-free modules of the formMn(A∗+), n ∈ N. A detailed investigation
of this (and related) notion(s) will appear in forthcoming work. See the outlook section for
more details.
In what follows we adopt the notation from [20, §10.3] surrounding ultraproducts. By
[20, Proposition 10.3.2] it follows that for any family (Xi)i∈I inmodA, and any free ultrafilter
U on I, the ultraproduct ∏i∈I Xi/U ∈modA via
πU((xi)) · a = πU((xi · a)), (xi) ∈
∏
i∈I
Xi, a ∈ A.
Given Y ∈ Amod, the canonical map(∏
i∈I
Xi/U
)
⊗̂AY ∋ πU((xi))⊗A y 7→ πU (xi ⊗A y) ∈
∏
i∈I
(Xi⊗̂AY )/U
is completely contractive by the universal property of ⊗̂A.
In preparation for the lemma below, note that any finite-dimensional operator space F
is a complete quotient of T∞ = T (ℓ2). Indeed, as F is separable there exists a Banach
space quotient map ℓ1 ։ F . Equipping ℓ1 with its max operator space structure, this
map becomes a complete quotient map max ℓ1 ։ F . Composing this with the canonical
conditional expectation T∞ ։ max ℓ1 gives the desired mapping.
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Lemma 5.3. Let F be a d-dimensional operator space, and let q : T∞ ։ F be a complete
quotient map. For any 0 < ε < 1/2, there exists n0 ∈ N such that for all n ≥ n0,
dcb(F, Tn/Ker(qn)) ≤ d2 (1 + ε)
(1− ε) ,
where qn = q|Tn : Tn → F .
Proof. Let {x1, ..., xd} be a normalized Auberach basis of F with dual basis {x∗1, ..., x∗d}.
Given 0 < ε < 1/2, pick y1, ..., yd ∈ (T∞)‖·‖<1+ε for which q(yk) = xk, k = 1, .., d. There
exists n0 ∈ N such that ‖PnykPn − yk‖ < ε/d for all n ≥ n0, where Pn(·)Pn is the natural
compression onto the nth block. Define pn : F → Tn by pn(xk) = PnykPn. Then for any
x =
∑d
k=1〈x∗k, x〉xk ∈ F , we have
‖pn(x)‖ ≤
d∑
k=1
|〈x∗k, x〉|‖yk‖ ≤ (1 + ε)d‖x‖,
implying ‖pn‖ ≤ d(1 + ε). Moreover,
‖q(pn(x))− x‖ ≤
d∑
k=1
|〈x∗k, x〉|‖q(pn(xk))− xk‖ ≤ ‖x‖
d∑
k=1
‖PnykPn − yk‖ < ε‖x‖,
Then, as in the proof of [19, Proposition 5.3], since ε < 1/2,
‖x‖ − ‖q(pn(x))‖ ≤ ‖x− q(pn(x))‖ < 1
2
‖x‖ ⇒ ‖q(pn(x))‖ ≥ 1
2
‖x‖.
Hence, q ◦ pn : F → F is injective and therefore bijective by finite-dimensionality of F . It
follows that qn = q|Tn : Tn → F is surjective, and therefore q˜n : Tn/Ker(qn) ≃ F . Moreover,
for each x ∈ F‖·‖=1 there exists a unique yx ∈ F satisfying q˜n−1(x) = pn(yx)+Ker(qn). Then
‖yx‖ − 1 = ‖yx‖ − ‖x‖ ≤ ‖yx − x‖ = ‖yx − qn(pn(yx))‖ < ε‖yx‖,
so that ‖yx‖ < 1/(1− ε). Thus,
‖q˜n−1(x)‖ = ‖pn(yx) + Ker(qn)‖ ≤ ‖pn(yx)‖ ≤ d (1 + ε)
(1− ε) ,
implying ‖q˜n−1‖ ≤ d(1 + ε)/(1 − ε). By [20, Corollary 2.2.4] we have ‖q˜n−1‖cb ≤ d2(1 +
ε)/(1− ε). 
Let I be a set and U be a free ultrafilter on I. It is well-known that the ultrapower functor
Ban1 ∋ X 7→ XU ∈ Ban1 is exact [9, Lemma 2.2.g]. We require a generalization of this fact
in the operator module setting.
Lemma 5.4. Let A be a completely contractive Banach algebra. Let I be a set and U be a
free ultrafilter on I. Suppose that for each i ∈ I, the sequence
Xi Yi Zi,
ψi ϕi
is exact in Amod with (ψi), and (ϕi) uniformly completely bounded, ψi a λ-strict morphism
and ϕi a µ-strict morphism for each i. Then the ultraproduct sequence∏
i∈I Xi/U
∏
i∈I Yi/U
∏
i∈I Zi/U ,
(ψi)U (ϕi)U
is exact.
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Proof. If πU(yi) ∈ Ker((ϕi)U), then limi 7→U‖ϕi(yi)‖ = 0. Pick a net (iα) ⊆ I converging to U
in the Stone-Čech compactification βI. Then for each δ > 0, there exists α0 such that
‖ϕiα(yiα)‖ <
δ
µ
, α ≥ α0.
Since each ϕi is a µ-strict morphism
‖yiα +Ker(ϕiα)‖ ≤ µ‖ϕiα(yiα)‖ < δ, α ≥ α0.
Pick kiα ∈ Ker(ϕiα) for which ‖yiα − kiα‖ < δ. Since
Ker(ϕiα) = Im(ψiα)
∼=λ Xiα/Ker(ψiα),
there exists xiα ∈ Xiα for which ψiα(xiα) = kiα and
‖xiα +Ker(ψiα)‖ ≤ λ‖kiα‖ < λ(δ + sup
i
‖yi‖), α ≥ α0.
Thus, setting xi = xiα+hiα for suitable elements hiα ∈ Ker(ψiα), and setting xi = 0 whenever
i 6= iα, α ≥ α0, we obtain a bounded family (xi) ∈
∏
iXi for which
‖(ψi)U(πU((xi)))− πU((yi))‖ < δ.
Since δ > 0 was arbitrary, it follows that πU((yi)) ∈ Im((ψi)U). 
Definition 5.5. Let A be a completely contractive Banach algebra. A module E ∈ Amod
is finitely generated if there exists a complete λ-quotient morphism Tn(A+) ։λ E for some
n ∈ N and λ ≥ 1.
Theorem 5.6. Let A be a completely contractive Banach algebra, E ∈ Amod be finitely
generated, and λ ≥ 1. Consider the following conditions:
(1) for any family (Xi)i∈I in modA, and any free ultrafilter U on I, the canonical map
ΦE :
(∏
i∈I
Xi/U
)
⊗̂AE →
∏
i∈I
(Xi⊗̂AE)/U
is a complete isomorphism with ‖Φ−1E ‖cb ≤ λ;
(2) for any family (Xi)i∈I in modA, and any free ultrafilter U on I, the canonical map
∆ :
∏
i∈I
Hom(E,Xi)/U →֒λ Hom(E,
∏
i∈I
Xi/U)
is a complete λ-embedding;
(3) E ∈ Amod is λ-co-exact.
Then (1)⇒ (2)⇒ (3). If, in addition, E is projective, the conditions are equivalent.
Proof. (1) ⇒ (2): Let I be a set, (Xi) be a family in modA and U be a free ultrafilter on
I. By assumption, the canonical map
ΦE :
(∏
i∈I
X∗i /U
)
⊗̂AE →
∏
i∈I
(X∗i ⊗̂AE)/U
is a complete isomorphism with ‖Φ−1E ‖cb ≤ λ. Let
T : Hom
(
E,
∏
i∈I
Xi/U
)
→
(∏
i∈I
(X∗i ⊗̂AE)/U
)∗
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denote the following composition
Hom
(
E,
∏
i∈I
Xi/U
)
→֒ Hom
(
E,
∏
i∈I
X∗∗i /U
)
→֒ Hom
(
E,
(∏
i∈I
X∗i /U
)∗)
∼=
((∏
i∈I
X∗i /U
)
⊗̂AE
)∗
(Φ−1
E
)∗−−−−→
(∏
i∈I
(X∗i ⊗̂AE)/U
)∗
.
Then ‖T‖cb ≤ λ.
By [20, Proposition 10.3.2] and [20, Corollary 10.3.4], the composition
I :
∏
i∈I
Hom(E,Xi)/U →֒
∏
i∈I
Hom(E,X∗∗i )/U =
∏
i∈I
(X∗i ⊗̂AE)∗/U →֒
(∏
i∈I
(X∗i ⊗̂AE)/U
)∗
is a complete isometry. The following diagram is easily seen to commute
∏
i∈I Hom(E,Xi)/U
(∏
i∈I(X
∗
i ⊗̂AE)/U
)∗
Hom
(
E,
∏
i∈I Xi/U
) (∏
i∈I(X
∗
i ⊗̂AE)/U
)∗
,
I
∆
T
where ∆ denotes (right) composition with the canonical embedding ∆ : E →֒ EU =∏
i∈I E/U (see [20, Lemma 10.3.1]). Then for any [(ϕk,li )U ] ∈Mn
(∏
i∈I Hom(E,Xi)/U
)
, we
have
‖[(ϕk,li )U ]‖ = ‖[I((ϕk,li )U)]‖ = ‖[T (∆((ϕk,li )U))]‖ ≤ λ‖[∆((ϕk,li )U)]‖.
Hence, ∆ is a complete λ-embedding.
(2)⇒ (3): Since E finitely generated, it follows from the proof of Proposition 4.5 that there
is a finite-dimensional operator space F and a complete quotient morphism ϕ : A+⊗̂F ։ E.
Pick a complete quotient map q : T∞ ։ F , and let qn := q|Tn : Tn → F . Fix some
0 < ε < 1/2. By Lemma 5.3, there exists n0 ∈ N such that ‖q˜n−1‖cb ≤ d2(1+ε)/(1−ε) ≤ 3d2
for all n ≥ n0.
Let Kn = Ker(ϕ◦(idA+⊗qn)) and Qn = (A+⊗̂Tn)/Kn. Since Kn = (idA+⊗qn)−1(Ker(ϕ)),
the standard argument shows that
ϕ ◦ (idA+ ⊗ qn) : A+⊗̂Tn → E
induces a complete isomorphism ϕn : Qn ∼= E with ‖ϕ−1n ‖ ≤ 3d2 for all n ≥ n0.
Put ϕn = 0 (and ϕ−1n = 0) for all n < n0, and let U be a free ultrafilter on N. Since the
ϕn have uniformly completely bounded inverses asymptotically,
(ϕn)U :
∏
n∈N
Qn/U ∼=
∏
n∈N
E/U
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is a complete isomorphism. By (3), it we have
lim
n 7→U
‖ϕ−1n ‖cb = ‖πU((ϕ−1n ))‖ ≤ λ‖∆((ϕn)−1U )‖cb = λ‖(ϕn)−1U ◦∆‖cb.
However,
(ϕn)
−1
U ◦∆ : E →
∏
n∈N
Qn/U
is a contraction: given x ∈ E‖·‖<1, pick y ∈ (A+⊗̂T∞)‖·‖<1 for which
x = ϕ((idA+ ⊗ q)(y)) = lim
n
ϕ((idA+ ⊗ qn)(Ad(1A+ ⊗ Pn)(y))) = lim
n
ϕn((Ad(1A+ ⊗ Pn)(y)).
Then πU((Ad(1A+ ⊗ Pn)(y) +Kn)) lies in the unit ball of
∏
n∈NQn/U and
∆(x) = (ϕn)U(πU((Ad(1A+ ⊗ Pn)(y) +Kn))).
It follows that (ϕn)−1U (∆(x)) = πU ((Ad(1A+ ⊗Pn)(y)+Kn)) has norm less than 1. A similar
argument shows that (ϕn)−1U ◦∆ is completely contractive. Thus, for every ε > 0
lim
n 7→U
‖ϕ−1n ‖cb < λ+ ε,
so there exists n ∈ N for which ‖ϕ−1n ‖ < λ+ ε, and E is λ-co-exact.
(3) ⇒ (1): Now, suppose that E is λ-co-exact and projective. Then by an argument
similar to Example 4.4, for every ε > 0 there is an exact sequence in Amod
Tn(A+) Tn(A+) E,
ψ ϕ
for which ψ is a completely bounded projection onto Ker(ϕ) and ϕ is a (λ + ε)-complete
quotient map.
Observe that for any n ∈ N,(∏
i∈I
Xi/U
)
⊗̂A(A+⊗̂Tn) =
((∏
i∈I
Xi/U
)
⊗̂AA+
)
⊗̂Tn
∼=
(∏
i∈I
Xi/U
)
⊗̂Tn
∼=
∏
i∈I
(Xi⊗̂Tn)/U (by [20, Lemma 10.3.8])
∼=
∏
i∈I
(Xi⊗̂A(A+⊗̂Tn))/U .
We therefore obtain the commutative diagram
(11) (∏
i∈I Xi/U
)
⊗̂ATn(A+)
(∏
i∈I Xi/U
)
⊗̂ATn(A+)
(∏
i∈I Xi/U
)
⊗̂AE
∏
i∈I(Xi⊗̂ATn(A+))/U
∏
i∈I(Xi⊗̂ATn(A+))/U
∏
i∈I(Xi⊗̂AE)/U .
id⊗ψ id⊗ϕ
Φ
Since (idXi ⊗ ϕ) is a (λ + ε)-complete quotient map for each i, it follows from the proof of
[20, Proposition 10.3.2] that the second arrow in the bottom row is also a (λ + ε)-complete
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quotient map. Hence, so too is Φ. Showing that Φ is injective will prove that
dcb
((∏
i∈I
Xi/U
)
⊗̂AE,
∏
i∈I
(Xi⊗̂AE)/U
)
≤ λ+ ε.
Since ε > 0 was arbitrary, the claim would follow. To that end, Lemma 2.3 implies the
sequence
Xi⊗̂ATn(A+) Xi⊗̂ATn(A+) Xi⊗̂AE,
idXi
⊗Aψ id⊗Xi⊗Aϕ
is topologically exact for each i. Moreover, as ψ is a completely bounded projection, the
sequence is exact as (idXi ⊗A ψ) is a completely bounded projection onto its closed range.
Moreover, as a completely bounded projection, (idXi ⊗A ψ) is a 1-strict morphism for each
i. It then follows from Lemma 5.4 that the bottom row of (11) is exact. The usual diagram
chasing entails the injectivity of Φ.

Remark 5.7. Inspection of the proof shows that (3)⇒ (1) is valid for any finitely presented
module E ∈ Amod for which there is an exact sequence
Tm(A+) Tn(A+) E,
ψ ϕ
in Amod with ϕ a complete λ-quotient map and ψ “stably µ-strict” in the sense that the
amplified morphism idX⊗Aψ : X⊗̂ATm(A+)→ X⊗̂ATn(A+) is µ-strict for any X ∈modA.
Projectivity is a natural assumption that ensures this feature.
6. The Local Lifting Property
An operator space X has the λ-local lifting property (λ-LLP) if given any operator spaces
Z ⊆ Y and a complete contraction ϕ : X → Y/Z, for every finite-dimensional subspace
E ⊆ X and ε > 0, there exists a lifting ϕ˜ : E → Y with ‖ϕ˜‖cb < λ+ ε making the following
diagram commute:
Y
E X Y/Z.
ϕ˜
ϕ
This property was studied by Kye and Ruan in [30], where they showed, among other things,
that X has the λ-LLP if and only if X∗ is λ-injective [30, Theorem 5.5]. It is also known
that X has the 1-LLP if and only if for every 1-exact sequence
0→ Y →֒ Z ։ Z/Y → 0,
in Op the sequence
0→ X⊗̂Y →֒ X⊗̂Z ։ X⊗̂Z/Y → 0
is 1-exact [18, Theorem 3.4]. Thus, the 1-LLP is equivalent to 1-exactness of the functor
X⊗̂(·) : Op → Op, in other words, the 1-flatness of X in Cmod. Given these results and
the well-known duality between flatness and injectivity in Amod, it is natural to investigate
an operator module analogue of the local lifting property and its relation to flatness.
In the purely algebraic setting, it is well-known that a right module M over a unital ring
R is flat in modR if and only if for any epimorphism ϕ : N ։M and any finitely presented
module E, any homomorphism ψ : E → M can be lifted to some ψ˜ : E → N (see, e.g.,
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[31, Corollary 4.33]). Flatness in modR is therefore equivalent to a “local” lifting type
property, where finite presentation is playing the role of locality in the category modR.
This result motivated our notion of finite presentation as well as:
Definition 6.1. Let A be a completely contractive Banach algebra, and λ ≥ 1. A module
X ∈ Amod has the λ-local lifting property (λ-LLP) if given any Y ∈ Amod and a complete
quotient map q ∈ Hom(Y,X), for every topologically finitely presented E ∈ Amod, every
morphism ϕ ∈ Hom(E,X) and every ε > 0, there exists a morphism ϕ˜ : E → Y such that
‖ϕ˜‖cb < λ‖ϕ‖cb + ε and q ◦ ϕ˜ = ϕ, that is, the following diagram commutes:
Y
E X
q
ϕ˜
ϕ
An operator space X has the λ-LLP in Cmod in the sense of Definition 6.1 if and only if
it has the operator space λ-LLP by [30, Theorem 3.2]. Hence, Definition 6.1 is a bona fide
generalization of the operator space local lifting property.
Clearly, any λ-projective module X ∈ Amod satisfies the λ-LLP. A necessary condition
for the λ-LLP is λ-flatness, as we now show. Due to the additional quotient structure from
the definition of the module projective tensor product ⊗̂A (when A 6= C), the operator space
argument in [30, Proposition 5.1] does not readily generalize. Instead, we use direct limit
arguments and appeal to Theorem 4.7.
Proposition 6.2. Let A be a completely contractive Banach algebra, and λ ≥ 1. If X ∈
Amod has the λ-LLP then it is λ-flat.
Proof. Let Y ⊆ Z in modA, and write i for the inclusion map. We show that (i ⊗ idX) :
Y ⊗̂AX → Z⊗̂AX is a complete λ-embedding, which will entail the λ-flatness of X.
First, pick a Hilbert spaceH and an operator space complete quotient map q0 : T (H)։ X
([8, Corollary 3.2]). Then
q := m+X ◦ (idA+ ⊗ q0) : A+⊗̂T (H)։ X
is a complete quotient morphism. Throughout the proof we denote A+⊗̂T (H) by F , to
emphasize its 1-flatness.
By Theorem 4.7,X ∼= lim−→iEi completely isometrically for an inductive system (Ei, ϕj,i)i,j∈I
in Amod1 where each Ei is topologically finitely presented. Since X has the λ-LLP, for each
i ∈ I and every ε > 0 there exists a morphism ϕ˜i : Ei → F such that ‖ϕ˜i‖cb < λ+ ε and the
following diagram commutes:
F
Ei X,
q
ϕ˜i
ϕi
where ϕi : Ei → X is the canonical morphism. Then for u ∈ Mn(Y ⊗̂AEi),
‖(id⊗ ϕi)n(u)‖Mn(Y ⊗̂AX) = ‖(id⊗ q ◦ ϕ˜i)n(u)‖Mn(Y ⊗̂AX)
≤ ‖(id⊗ ϕ˜i)n(u)‖Mn(Y ⊗̂AF )
= ‖(id⊗ ϕ˜i)n((i⊗ id)(u))‖Mn(Z⊗̂AF )
≤ (λ+ ε)‖(i⊗ id)(u)‖Mn(Z⊗̂AEi),
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where the second equality follows from 1-flatness of F . Since ε > 0 was arbitrary,
‖(id⊗ ϕi)n(u)‖Mn(Y ⊗̂AX) ≤ λ‖(i⊗ id)(u)‖Mn(Z⊗̂AEi).
Write Y ⊗̂ZAX for the closure of (i⊗ idX)(Y ⊗̂AX) in Z⊗̂AX, and similarly for each Y ⊗̂
Z
AEi.
By above, the map (id⊗ ϕi) extends to a morphism
˜(id⊗ ϕi) : Y ⊗̂ZAEi → Y ⊗̂AX
inAmod with ‖ ˜(id⊗ ϕi)‖cb ≤ λ. Moreover, for each i, j ∈ I the following diagram commutes
Y ⊗̂ZAEi
Y ⊗̂AX
Y ⊗̂ZAEj
(idZ⊗ϕj,i)
˜(id⊗ϕi)
˜(id⊗ϕj)
(This is easily checked on the image (i⊗ id)(Y ⊗̂AEi), so the result follows by density.) By
the universal property of direct limits, there is a unique morphism ϕ : lim−→i Y ⊗̂
Z
AEi → Y ⊗̂AX
with ‖ϕ‖cb ≤ λ satisfying
ϕ((i⊗ id)(id⊗ ϕi)(ui)) = (id⊗ ϕi)(ui), ui ∈ Y ⊗̂AEi, i ∈ I.
Since each Y ⊗̂ZAEi →֒ Z⊗̂AEi completely isometrically, it follows from the representation in
Proposition 2.1 that the induced mapping between the direct limits
lim−→
i
Y ⊗̂ZAEi →֒ lim−→
i
Z⊗̂AEi
is completely isometric. Furthermore, by Proposition 2.2 lim−→iZ⊗̂AEi ∼= Z⊗̂AX, canonically.
It follows that lim−→i Y ⊗̂
Z
AEi = Y ⊗̂
Z
AX, canonically. Under this identification, ϕ : Y ⊗̂
Z
AX →
Y ⊗̂AX is a left inverse to (i⊗ id) with ‖ϕ‖cb ≤ λ. Hence, (i⊗ id) is a complete λ-embedding.

We now establish a partial converse to Proposition 6.2 under the assumption that A+⊗̂T (H)
is locally reflexive for any Hilbert space H . By [21], this condition is satisfied whenever A
is the predual of a von Neumann algebra, e.g., A = L1(G) for any locally compact quantum
group G. In what follows we use the notation ≃b to mean isomorphic in Ban (i.e., not
necessarily completely isomorphic in Op).
For X, Y ∈ Amod there is a canonical complete contraction
Φ : X∗⊗̂AY ∋ f ⊗A y 7→ (ϕ 7→ 〈f, ϕ(y)〉) ∈ Hom(Y,X)∗.
When A = C and Y = E is finite dimensional, then Hom(E,X) = E∗ ⊗∨ X and the map Φ
is the canonical isomorphism
X∗⊗̂E = X∗⊗̂E∗∗ ≃b (E∗ ⊗∨ X)∗,
which appears in the study of local reflexivity. Such an isomorphism holds for general A
whenever E is topologically finitely presented, as we now show. This may be seen as an
operator module analogue of (a special case of) [40, Lemma 9.71].
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Proposition 6.3. Let A be a completely contractive Banach algebra, and let E ∈ Amod be
topologically finitely presented. Then X∗⊗̂AE ≃b Hom(E,X)∗ for all X in Amod.
Proof. First suppose that E = A+⊗̂Tn for some n ∈ N. Then
X∗⊗̂AE = X∗⊗̂A(A+⊗̂Tn) = (X∗⊗̂AA+)⊗̂Tn ∼= X∗⊗̂Tn = (X ⊗∨ Mn)∗ = CB(Tn, X)∗
∼= Hom(E,X)∗,
completely isometrically. Now, suppose that we have a topologically exact sequence in
Amod1
A+⊗̂Tm A+⊗̂Tn E,ϕ
with ϕ a complete λ-quotient map for some λ ≥ 1. Then by Lemma 2.3
Hom(E,X) Hom(A+⊗̂Tn, X) Hom(A+⊗̂Tm, X)
is exact in Op. Since C is injective in Op, the sequence
Hom(A+⊗̂Tm, X)∗ Hom(A+⊗̂Tn, X)∗ Hom(E,X)∗
is also exact. Consider the commutative diagram
(12)
X∗⊗̂A(A+⊗̂Tm) X∗⊗̂A(A+⊗̂Tn) X∗⊗̂AE
Hom(A+⊗̂Tm, X)∗ Hom(A+⊗̂Tn, X)∗ Hom(E,X)∗.
Φ
Since the bottom row is exact, the first two vertical arrows are complete isometries, and
the second arrows in each row are surjective, the usual diagram chasing implies that Φ is
bijective, and thus a bounded isomorphism by the inverse mapping theorem. 
Proposition 6.3 suggests a notion of λ-local reflexivity for modules X ∈ Amod: every
completely contractive morphism ϕ : E → X∗∗ from a topologically finitely presented module
E can be approximated in the point weak* topology by a net ϕi : E → X satisfying
‖ϕi‖cb ≤ λ. Equivalently, the isomorphism
Φ : X∗⊗̂AE ≃b Hom(E,X)∗
satisfies ‖Φ−1‖ ≤ λ for every topologically finitely presented E ∈ Amod. However, this
notion coincides with λ-local reflexivity in Op.
Proposition 6.4. Let A be a completely contractive Banach algebra, and λ ≥ 1. Then
X ∈ Amod is λ-locally reflexive in Amod (in the sense above) if and only if it is λ-locally
reflexive in Op.
Proof. If X is λ-locally reflexive in Amod, then for every finite-dimensional E ∈ Op, A+⊗̂E
is finitely presented, so we have
X∗⊗̂E ∼= X∗⊗̂A(A+⊗̂E) ≃b Hom(A+⊗̂E,X)∗ ∼= CB(E,X)∗ = (E∗ ⊗∨ X)∗,
with the norm of the inverse bounded by λ. Thus, X is λ-locally reflexive in Op.
Conversely, suppose X is λ-locally reflexive in Op. Then for any finite-dimensional oper-
ator space F ,
X∗⊗̂A(A+⊗̂F ) ∼= X∗⊗̂F ≃b CB(F,X)∗ ∼= Hom(A+⊗̂F,X)∗,
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with the norm of the inverse bounded by λ. If E ∈ Amod is topologically finitely presented,
then by Proposition 4.5 there is a topologically exact sequence
A+⊗̂F1 A+⊗̂F2 Eϕ
in Amod1 with ϕ a complete quotient map. Building the corresponding diagram as in (12),
it follows that the first two vertical arrows have inverses bounded by λ, and the second
horizontal arrows in each row are complete quotient maps. It follows that
X∗⊗̂AE ≃b Hom(E,X)∗
with inverse bounded by λ. 
The previous two results allow for an operator module extension of (the first part of)
[30, Proposition 5.4]. Contrary to Proposition 6.2, the operator space argument from [30]
extends more or less verbatim.
Proposition 6.5. Let Y, Z ∈ Amod, Z ⊆ Y and Y be locally reflexive in Op. If Z⊥ is
λ-completely complemented as a submodule of Y ∗, then
(1) Y/Z is λ-locally reflexive, and
(2) the canonical map
T : Hom(E, Y )/Hom(E,Z)→ Hom(E, Y/Z)
satisfies ‖T−1‖ ≤ λ for every topologically finitely presented E ∈ Amod.
Proof. Let E ∈ Amod be topologically finitely presented. Let q : Y ։ Y/Z and
Q : Hom(E, Y )→ Hom(E, Y )/Hom(E,Z)
be the canonical quotient maps, so that Hom(E(q)) = T ◦Q, where Hom(E(·)) is the standard
functor. Write i for the inclusion Z⊥ ⊆ Y ∗, and let Z⊥⊗̂Y ∗A E denote the closed subspace
generated by (i⊗ id)(Z⊥⊗̂AE). We will show that the following diagram
(13)
Hom(E, Y/Z)∗ Hom(E, Y )∗
(
Hom(E, Y )/Hom(E,Z)
)∗
Z⊥⊗̂AE Z⊥⊗̂Y
∗
A E Y
∗⊗̂AE
Hom(E(q))∗
T ∗ Q
∗
Φ1
(i⊗id)
Φ2
Φ
commutes, where Φ2 is the restriction of Φ to Z⊥⊗̂Y
∗
A E. For any f ∈ Z⊥, x ∈ E, and
ϕ ∈ Hom(E, Y ), we have
〈Hom(E(q))∗ ◦ Φ1(f ⊗A x), ϕ〉 = 〈Φ1(f ⊗A x), q ◦ ϕ〉 = 〈f, q(ϕ(x))〉
= 〈q∗(f), ϕ(x)〉 = 〈Φ(q∗(f)⊗A x), ϕ〉
= 〈Φ((i⊗ id)(f ⊗A x)), ϕ〉.
Hence, the outer rectangle in (13) commutes, that is Hom(E(q))∗ ◦ Φ1 = Φ ◦ (i⊗ id). Since
Q∗ is just the inclusion Hom(E,Z)⊥ ⊆ Hom(E, Y )∗, and Hom(E(q))∗ = Q∗ ◦ T ∗, it follows
that T ∗ ◦ Φ1 = Φ2 ◦ (i⊗ id). Hence, the entire diagram (13) commutes.
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Now, since Z⊥ is a λ-completely complemented submodule of Y ∗, ‖(i ⊗ id)−1‖ ≤ λ, and
since Y is locally reflexive, Proposition 6.4 implies that ‖Φ−1‖ ≤ 1. Thus, Φ is an isometric
isomorphism, implying its restriction Φ2 is an isometric isomorphism onto its range, which is
all of (Hom(E, Y )/Hom(E,Z))∗ by commutativity of (13) and the fact that Z⊥ is completely
complemented in Y ∗. Hence, ‖Φ−12 ‖ ≤ 1, and
‖Φ−11 ‖ = ‖(i⊗ id)−1 ◦ Φ−12 ◦ T ∗‖ ≤ ‖(i⊗ id)−1‖ ≤ λ.
Since E ∈ Amod was arbitrary, it follows that Y/Z is λ-locally reflexive (in either category,
by Proposition 6.4). Finally,
‖T−1‖ = ‖(T ∗)−1‖ = ‖Φ1 ◦ (i⊗ id)−1 ◦ Φ−12 ‖ ≤ ‖(i⊗ id)−1‖ ≤ λ.

Theorem 6.6. Let A be a completely contractive Banach algebra such that A+⊗̂T (H) is
locally reflexive for every Hilbert space H, and let λ ≥ 1. Then X ∈ Amod is λ-flat if and
only if X has the λ-LLP.
Proof. The reverse direction follows immediately from Proposition 6.2.
Suppose that X is λ-flat in Amod, equivalently, X∗ is λ-injective in modA. As in the
proof of Proposition 6.2, X = A+⊗̂T (H)/Z for some Hilbert space H and closed submodule
Z ⊆ A+⊗̂T (H). By assumption, A+⊗̂T (H) is locally reflexive and Z⊥ = X∗ is a λ-
completely complemented submodule of (A+⊗̂T (H))∗. Proposition 6.5 implies that the
canonical map
T : Hom(E,A+⊗̂T (H))/Hom(E,Z)→ Hom(E,X)
satisfies ‖T−1‖ ≤ λ for any topologically finitely presented E ∈ Amod. This implies that X
has the λ-LLP with respect to any quotient of the form A+⊗̂T (H)։ X. Since any module
in Amod is a complete quotient of some A+⊗̂T (H), it follows that X has the λ-LLP. 
Remark 6.7. Local type characterizations of (relatively) flat Banach modules were stud-
ied by Aristov in [4]. Among other things, he showed that flatness of a Banach A-module
X is equivalent to a different type of local lifting property, namely with respect to finite-
dimensional subspaces of X of the form E = span{ai · xj | i = 1, ..., m, j = 1, ..., n} with
a1, ..., am ∈ A+ and x1, ..., xn ∈ X (see [4, Theorem 2.1]). However, the morphisms involved
in this property are only assumed to be approximate A-module maps, and therefore live out-
side Amod. His work inspired us to seek a local characterization of flatness within Amod.
Theorem 6.6 achieves this and shows that our concept of topological finite presentation
provides a suitable notion of locality in this context.
Corollary 6.8. Let A be a completely contractive Banach algebra such that A+⊗̂T (H) is lo-
cally reflexive for every Hilbert space H, and λ ≥ 1. If X ∈ Amod is λ-flat and topologically
finitely presented then it is λ-projective.
Proof. Simply apply Theorem 6.6 together with the fact that X is topologically finitely
presented. 
As previously mentioned, the local reflexivity assumption in Theorem 6.6 is satisfied when-
ever A is the predual of a von Neumann algebra by [21] (and [20, Theorem 7.2.4]). In par-
ticular, when A = L1(G) for a locally compact quantum group G. Combining Theorem 6.6
with [12, Theorem 5.1], we obtain a local characterization of flatness of L1(G) in L1(G)mod,
which is new even for groups.
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Corollary 6.9. Let G be a locally compact quantum group. Then Ĝ is amenable if and only
if L1(G) has the 1-LLP in L1(G)mod.
Thus, for a locally compact group G, L1(G) always has the 1-LLP in L1(G)mod, and
A(G) has the 1-LLP in A(G)mod if and only if G is amenable.
7. Nuclearity and Semi-discreteness
An operator space X is nuclear if there exist diagrams of complete contractions
Mnα
X X
sαrα
id
which approximately commute in the point-norm topology [20, §14.6]. In other words, the
identity map on X approximately factorizes through finitely co-generated co-free operator
spaces. From this categorical perspective, the following definition is natural.
Definition 7.1. Let A be a completely contractive Banach algebra, and X, Y ∈ Amod1.
• A morphism ϕ ∈ Hom(X, Y ) is nuclear (or A-nuclear) if there exist diagrams of
morphisms
Mnα(A
∗
+)
X Y
sαrα
ϕ
which approximately commute in the point-norm topology.
• An operator module X ∈ Amod1 is nuclear (or A-nuclear) if idX ∈ Hom(X,X) is
nuclear.
Similar definitions apply to right modules and their morphisms. As always, when A is unital,
we use A for A+ above.
Recently, a generalization of the weak expectation property was introduced in [6] for
operator modules over completely contractive Banach algebras. An object X ∈ Amod1 has
the weak expectation property (A-WEP) if for any completely isometric morphism κ : X →֒ Y
there exists a morphism ψ : Y → X∗∗ such that ψ ◦ κ = iX , where iX : X →֒ X∗∗ is the
canonical inclusion. Any nuclear module has A-WEP, a consequence of:
Proposition 7.2. Let A be a completely contractive Banach algebra, and X ∈ Amod1. If
the inclusion iX : X →֒ X∗∗ is nuclear then X has the A-WEP. In particular, nuclearity
implies the WEP in Amod1.
Proof. Pick diagrams of morphisms
Mnα(A
∗
+)
X X∗∗
sαrα
iX
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which approximately converge in the point-norm topology. Suppose X ⊆ B(H) in Op,
and let κ : X →֒ CB(A+,B(H)) be the completely isometric composition of this inclusion
with the canonical embedding ∆+ : X →֒ CB(A+, X). By injectivity of Mnα(A∗+), each
rα extends to a morphism r˜α : CB(A+,B(H)) → Mnα(A∗+), for which r˜α ◦ κ = rα. Let
ϕ ∈ CB(CB(A+,B(H)), X∗∗) be a weak*-cluster point of (sα ◦ r˜α). Then ϕ ◦ κ = iX . Hence,
the inclusion X ⊆ X∗∗ factors through the injective module CB(A+,B(H)), so X has the
A-WEP by (the left version of) [6, Theorem 3.4(6)]. 
We have the analogous notion and result for dual modules.
Definition 7.3. Let A be a completely contractive Banach algebra, and X, Y ∈ Amod1 be
dual modules.
• A normal morphism ϕ ∈ Hom(X, Y ) is weakly nuclear (or weakly A-nuclear) if there
exist diagrams of normal morphisms
Mnα(A
∗
+)
X Y
sαrα
ϕ
which approximately commute in the point-weak* topology.
• A dual moduleX ∈ Amod1 is semi-discrete (orA-semi-discrete) if idX ∈ Hom(X,X)
is weakly nuclear.
Similar definitions apply to dual right modules and their normal morphisms.
As expected, any semi-discrete module is injective.
Proposition 7.4. Let A be a completely contractive Banach algebra and X ∈ Amod1 be a
dual module. If X is semi-discrete then it is injective in Amod1.
Proof. Pick diagrams
Mnα(A
∗
+)
X X
sαrα
idX
of normal morphisms in Amod1 which approximately commute in the point-weak* topology.
Also, pick an embedding X →֒ CB(A+,B(H)) in Amod1 for some Hilbert space H (as
above). By injectivity of Mnα(A∗+), each rα extends to a morphism r˜α : CB(A+,B(H)) →
Mnα(A
∗
+). Let Φ ∈ Hom(CB(A+,B(H)), X) be weak*-cluster point of (sα ◦ r˜α). Then Φ is a
module projection of norm 1, witnessing the injectivity of X. 
Clearly, any module of the form Mn(A∗+) is both A-nuclear and A-semi-discrete. Another
simple class of examples follows from
Proposition 7.5. Let A be a completely contractive Banach algebra. If A has a contractive
left (respectively, right) approximate identity, then 〈A ·A∗〉 (respectively, 〈A∗ ·A〉) is nuclear
and A∗ is semi-discrete in modA1 (respectively, Amod1).
Proof. Viewing A+ in Amod1, the right module structure on A∗+ = A
∗ ⊕∞ C is given by
(x, λ) · a = (x · a, 〈x, a〉), a ∈ A, x ∈ A∗, λ ∈ C.
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It follows that the projection p : A∗+ ∋ (x, λ) 7→ x ∈ A∗ is a morphism in modA1.
Let (aα) be a contractive left approximate identity for A. Then we obtain diagrams of
morphisms in modA1
A∗+
〈A · A∗〉 〈A · A∗〉,
sαrα
id
where rα(x) = (aα · x, 〈x, aα〉), and sα(x, λ) = l(aα) ◦ p(x, λ) = aα · x. The composition
sα ◦ rα(x) = a2α · x→ x for all x ∈ 〈A ·A∗〉. Hence, 〈A ·A∗〉 is nuclear in modA1. Similarly,
sα ◦ rα(x) = a2α · x→ x weak* for all x ∈ A∗.
The argument for the right case is identical. 
Letting A = L1(G) in Proposition 7.5 for a co-amenable locally compact quantum group
G, we see that both LUC(G) = 〈L∞(G)⋆L1(G)〉 and RUC(G) = 〈L1(G)⋆L∞(G)〉 are L1(G)-
nuclear, and L∞(G) is L1(G)-semi-discrete. In particular, for any locally compact group G,
LUC(G) and RUC(G) are L1(G)-nuclear and L∞(G) is L1(G)-semi-discrete. Dually, for an
amenable locally compact group G, UCB(Ĝ) is A(G)-nuclear and V N(G) is A(G)-semi-
discrete, where UCB(Ĝ) = 〈A(G) · V N(G)〉 is the space of uniformly continuous linear
functionals on A(G), introduced by Granirer [22]. When G is discrete, UCB(Ĝ) = C∗λ(G),
so C∗λ(G) is A(G)-nuclear for any discrete amenable group G.
We now establish the converse of Proposition 7.5 for any locally compact quantum group.
The next two results are helpful in this regard.
Lemma 7.6. Let X ∈modA1 be faithful. Any morphism A∗+ → X in modA1 is of the form
ϕ ◦ p, where p : A∗+ → A∗ is the canonical projection and ϕ ∈ Hom(A∗, X). If, in addition,
X is a dual module and A∗+ → X is normal, the resulting morphism ϕ ∈ Hom(A∗, X) is
normal.
Proof. Let ψ ∈ Hom(A∗+, X). Since ψ is C-linear we can write
ψ(x, λ) = ψ(x, 0) + ψ(0, λ) = ϕ(x) + λxψ,
where ϕ = ψ|A∗⊕0 ∈ CB(A∗, X) and ψ|0⊕C ∈ CB(C, X) is uniquely determined by xψ ∈ X.
Then for every λ ∈ C and a ∈ A,
0 = ψ((0, λ) · a) = ψ(0, λ) · a = λxψ · a.
Since X is faithful, this forces xψ = 0. Thus, ψ(x, λ) = ϕ(x) = ϕ◦p(x, λ), and ϕ is necessarily
a morphism.
The normality statement is immediate. 
Recall that a locally compact quantum group G has the approximation property if there
exists a net (fˆ ′i) in L
1(Ĝ′) such that Θ̂′
r
(fˆ ′i) converges to idL∞(Ĝ′) in the stable point-weak*
topology.
Proposition 7.7. Let G be a locally compact quantum group. Consider the following con-
ditions:
(1) G is co-amenable;
(2) C0(G) has the WEP in modL
1(G)1;
(3) Ĝ is amenable.
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Then (1) ⇒ (2) ⇒ (3). When G is co-commutative, or if Ĝ has the approximation
property, the conditions are equivalent.
Proof. (1)⇒ (2): By Proposition 7.5, (1) implies that RUC(G) = 〈L1(G)⋆L∞(G)〉 is nuclear
in modL1(G)1. Since
C0(G) ⊆ RUC(G) ⊆M(C0(G)) ⊆ C0(G)∗∗
[41], it follows that the inclusion C0(G) →֒ C0(G)∗∗ is nuclear, so Proposition 7.2 entails (2).
(2) ⇒ (3): If C0(G) has the WEP in modL1(G)1, then there exists a morphism ϕ :
B(L2(G)) → C0(G)∗∗ such that ϕ|C0(G) = iC0(G). Then ϕ is a weak expectation, and hence,
by [6, Lemma 2.3], a completely positive M(C0(G))-bimodule map. Composing with the
canonical morphism C0(G)∗∗ ։ L∞(G), we obtain a completely positive L1(G)-morphism
ϕ : B(L2(G)) → L∞(G) which is the identity on C0(G) and is also an M(C0(G))-bimodule
map. The L1(G)-module property implies that ϕ(L∞(Ĝ)) ⊆ C1. In particular, ϕ(1) = λ1
for some λ ≥ 0. But then complete positivity implies
λ = ‖λ1‖ = ‖ϕ(1)‖ = ‖ϕ‖cb = 1,
so ϕ is unital. Since the left fundamental unitary of Ĝ
Ŵ ∈M(C0(Ĝ)⊗∨ C0(G)) ⊆ L∞(Ĝ)⊗B(L2(G)),
it follows (as in [34, Theorem 3.2]) that
(fˆ ⊗ id)(id⊗ ϕ)(Ŵ ) = ϕ(((fˆ ⊗ id)(Ŵ )) = (fˆ ⊗ id)(Ŵ ), fˆ ∈ L1(Ĝ),
as ϕ is unital and (fˆ ⊗ id)(Ŵ ) ∈M(C0(G)). Hence, (id⊗ϕ)(Ŵ ) = Ŵ , and by unitarity, Ŵ
is in the multiplicative domain of (id ⊗ ϕ). The bimodule property of completely positive
maps over their multiplicative domains implies that
ϕ((fˆ ⊗ id)(Ŵ ∗(1⊗ T )Ŵ )) = (fˆ ⊗ id)(id⊗ ϕ)((Ŵ ∗(1⊗ T )Ŵ ))
= (fˆ ⊗ id)(Ŵ ∗(1⊗ ϕ(T ))Ŵ ),
for all T ∈ B(L2(G)) and fˆ ∈ L1(Ĝ). Thus, ϕ|L∞(Ĝ) : L∞(Ĝ)→ C satisfies
ϕ|L∞(Ĝ)(xˆ⋆ˆfˆ) = ϕ|L∞(Ĝ)(xˆ)⋆ˆfˆ , xˆ ∈ L∞(Ĝ), fˆ ∈ L1(Ĝ),
so is a left invariant mean, and Ĝ is amenable.
When G is co-commutative, the equivalence of (1) and (3) is simply an application of
Leptin’s theorem [32]. When Ĝ has the approximation property, the result follows from
[14, Corollary 7.4]. 
Theorem 7.8. Let G be a locally compact quantum group. The following conditions are
equivalent:
(1) G is co-amenable;
(2) L∞(G) is semi-discrete in modL1(G)1;
(3) L∞(G) is semi-discrete in L1(G)mod1;
(4) LUC(G) is nuclear in L1(G)mod1;
(5) RUC(G) is nuclear in modL1(G)1;
(6) The inclusion C0(G) →֒ C0(G)∗∗ is nuclear in modL1(G)1;
(7) The inclusion C0(G) →֒ C0(G)∗∗ is nuclear in L1(G)mod1.
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Proof. (1)⇒ (2) and (1)⇒ (3) follow from Proposition 7.5.
(2) ⇒ (1): Suppose that L∞(G) is semi-discrete in modL1(G)1. Then there exist dia-
grams of normal morphisms in modL1(G)1
Mnα(L
∞(G)⊕∞ C)
L∞(G) L∞(G),
sαrα
id
which approximately commute in the point-weak* topology. Also, by Proposition 7.4, L∞(G)
is injective in modL1(G)1. Hence, combining [14, Theorem 7.2] with the canonical isometric
isomorphism M lcb(L
1(G)) ∼= M rcb(L1(G)) (see, e.g., [25, 4.19]), we see that M rcb(L1(G)) ∼=
Cu0 (G)
∗ isometrically. Note that
rα ∈ CBσL1(G)(L∞(G),Mnα(L∞(G)⊕∞ C)) = Mnα(CBσL1(G)(L∞(G), L∞(G)⊕∞ C)),
so we may write rα = [rαi,j ], with each r
α
i,j ∈ CBσL1(G)(L∞(G), L∞(G) ⊕∞ C). Letting p1 and
p2 be the canonical projections from L∞(G) ⊕∞ C onto its first and second summands, for
each i, j it follows that
p1 ◦ rαi,j ∈ CBσL1(G)(L∞(G), L∞(G)) ∼= M rcb(L1(G)) ∼= Cu0 (G)∗,
(where we used the fact that p1 is a normal morphism) and p2 ◦ rαi,j ∈ (L∞(G))∗ = L1(G),
so there exist µαi,j ∈ Cu0 (G)∗ and fαi,j ∈ L1(G) for which
rαi,j(x) = (Θ
r(µαi,j)(x), 〈x, fαi,j〉), x ∈ L∞(G).
The L1(G)-module property implies that
(Θr(µαi,j)(x) ⋆ g, 〈fαi,j ⋆ x, g〉) = (Θr(µαi,j)(x ⋆ g), 〈x ⋆ g, fαi,j〉)
= rαi,j(x ⋆ g)
= rαi,j(x) ⋆ g
= (Θr(µαi,j)(x), 〈x, fαi,j〉) ⋆ g
= (Θr(µαi,j)(x) ⋆ g, 〈Θr(µαi,j)(x), g〉)
for all g ∈ L1(G). Hence,
Θr(µαi,j)(x) = f
α
i,j ⋆ x = Θ
r(fαi,j)(x), x ∈ L∞(G),
which forces µαi,j = f
α
i,j ∈ L1(G) by injectivity of Θr. In summary,
rα(x) = [(f
α
i,j ⋆ x, 〈fαi,j, x〉)],
with fαi,j ∈ L1(G).
Next, observe that sα satisfies
sα([yi,j]) =
nα∑
i,j=1
sαi,j(yi,j), [yi,j] ∈Mnα(L∞(G)⊕∞ C),
for some collection of morphisms sαi,j : L
∞(G) ⊕∞ C → L∞(G). Since L∞(G) is faithful,
Lemma 7.6 implies that sαi,j = ψ
α
i,j ◦ p1 for normal morphisms ψαi,j ∈ Hom(L∞(G)). Thus,
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ψαi,j = Θ
r(ναi,j) for some ν
α
i,j ∈ Cu0 (G)∗. The composition sα ◦ rα then satisfies
sα ◦ rα(x) =
nα∑
i,j=1
Θr(ναi,j)(f
α
i,j ⋆ x) =
nα∑
i,j=1
(ναi,j ⋆ f
α
i,j) ⋆ x = fα ⋆ x, x ∈ L∞(G)
where fα =
∑nα
i,j=1 ν
α
i,j ⋆ f
α
i,j ∈ L1(G) as L1(G) is an ideal in Cu(G)∗. Moreover, the isometry
M rcb(L
1(G)) ∼= Cu(G)∗ implies
‖fα‖L1(G) = ‖Θr(fα)‖cb = ‖sα ◦ rα‖cb ≤ 1,
for all α. Since fα ⋆x→ x weak* for all x ∈ L∞(G), the standard convexity argument yields
a bounded right approximate identity for L1(G), which entails the co-amenability of G.
(3)⇒ (1) follows similarly using left multipliers.
(1)⇒ (4) and (1)⇒ (5) follow from Proposition 7.5.
(5) ⇒ (1) is a C∗-analogue of (2) ⇒ (1), using the L1(G)-WEP of C0(G) in lieu of
L1(G)-injectivity of L∞(G) to utilize the multiplier representation. If RUC(G) is nuclear in
modL1(G)1 then there exist diagrams of morphisms in modL1(G)1
Mnα(L
∞(G)⊕∞ C)
RUC(G) RUC(G),
sαrα
id
which approximately commute in the point-norm topology. Since
C0(G) ⊆ RUC(G) ⊆M(C0(G)) ⊆ C0(G)∗∗
(see [41]), restricting the morphisms rα to C0(G) shows that the inclusion C0(G) →֒ C0(G)∗∗
is nuclear. Thus, C0(G) has the L1(G)-WEP by Proposition 7.2 and therefore Ĝ is amenable
by Proposition 7.7. Combining [14, Theorem 7.2] with the canonical isometry M lcb(L
1(G)) ∼=
M rcb(L
1(G)) we see that M rcb(L
1(G)) ∼= Cu0 (G)∗ isometrically. Note that
rα|C0(G) ∈ CBL1(G)(C0(G),Mnα(L∞(G)⊕∞ C)) =Mnα(CBL1(G)(C0(G), L∞(G)⊕∞ C)),
so we may write rα = [rαi,j], with each r
α
i,j ∈ CBL1(G)(C0(G), L∞(G) ⊕∞ C). Letting p1 and
p2 be the canonical projections from L∞(G) ⊕∞ C onto its first and second summands, for
each i, j it follows that
p1 ◦ rαi,j ∈ CBL1(G)(C0(G), L∞(G)) ∼= M rcb(L1(G)) ∼= Cu0 (G)∗,
where the first equality uses [26, Proposition 4.1]. Also, p2 ◦ rαi,j |C0(G) ∈ C0(G)∗ = M(G), so
there exist µαi,j ∈ Cu0 (G)∗ and ναi,j ∈M(G) for which
rαi,j(x) = (Θ
r(µαi,j)(x), 〈x, ναi,j〉), x ∈ C0(G).
As in the proof of (2)⇒ (1), the L1(G)-module property implies that
(Θr(µαi,j)(x) ⋆ g, 〈ναi,j ⋆ x, g〉) = (Θr(µαi,j)(x) ⋆ g, 〈Θr(µαi,j)(x), g〉)
for all g ∈ L1(G), which forces Θr(µαi,j)(x) = ναi,j ⋆ x for all x ∈ C0(G) and therefore
µαi,j = ν
α
i,j ∈M(G) by injectivity of Θr. In summary,
rα(x) = [(ν
α
i,j ⋆ x, 〈ναi,j, x〉)],
with ναi,j ∈M(G).
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Next, observe that sα satisfies
sα([yi,j]) =
nα∑
i,j=1
sαi,j(yi,j), [yi,j] ∈Mnα(L∞(G)⊕∞ C),
for some collection of morphisms sαi,j : L
∞(G) ⊕∞ C → L∞(G). Since L∞(G) is faithful,
Lemma 7.6 implies that sαi,j = ψ
α
i,j ◦p1 for morphisms ψαi,j ∈ Hom(L∞(G)). Thus, ψαi,j|C0(G) =
Θr(µαi,j) for some µ
α
i,j ∈ Cu0 (G)∗. The composition sα ◦ rα then satisfies
sα ◦ rα(x) =
nα∑
i,j=1
Θr(µαi,j)(ν
α
i,j ⋆ x) =
nα∑
i,j=1
(µαi,j ⋆ ν
α
i,j) ⋆ x = να ⋆ x, x ∈ C0(G),
where να =
∑nα
i,j=1 µ
α
i,j ⋆ ν
α
i,j ∈M(G). Moreover,
‖να‖M(G) = ‖Θr(να)‖cb = ‖sα ◦ rα‖cb ≤ 1,
for all α. Since να ⋆x→ x in norm for all x ∈ C0(G), the net (να) clusters to a right identity
for M(G), which entails the co-amenability of G (see the end of the proof of [12, Theorem
5.12] for details).
(4)⇒ (1) is proved similarly as (5)⇒ (1), using left multipliers.
(1) ⇒ (6) follows from the implication (1) ⇒ (4) and the fact that (4) ⇒ (6), as noted
above.
(6) ⇒ (1): If C0(G) →֒ C0(G)∗∗ is nuclear in modL1(G)1 then there exist diagrams of
morphisms in modL1(G)1
Mnα(L
∞(G)⊕∞ C)
C0(G) C0(G)
∗∗,
sαrα
id
that approximately commute in the point norm topology. Then C0(G) has the L1(G)-WEP
by Proposition 7.2 and therefore Ĝ is amenable by Proposition 7.7. Composing sα with the
canonical morphism π : C0(G)∗∗ ։ L∞(G), the resulting diagrams
Mnα(L
∞(G)⊕∞ C)
C0(G) L
∞(G),
pi◦sαrα
id
approximately commute in the point norm topology. An argument similar to the proof of
(4)⇒ (1) establishes the co-amenability of G.
Finally, the equivalence (1)⇔ (7) is similar to (1)⇔ (6).

Remark 7.9. Combining Theorem 7.8 with [12, Theorem 5.1], we see that the long-standing
open problem on the equivalence between co-amenability of a locally compact quantum
group G and amenability of Ĝ [43] is the problem of equivalence between injectivity and
semi-discreteness of L∞(G) in modL1(G)1.
Remark 7.10. It is natural to wonder whether L1(G)-nuclearity of C0(G) is related to co-
amenability of G. When G is compact, meaning C0(G) is unital, this is indeed the case
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as LUC(G) = RUC(G) = C0(G). If G is not compact and C0(G) is nuclear, then Ĝ is
amenable so that M rcb(L
1(G)) ∼= Cu0 (G)∗, and any ϕ ∈ Hom(C0(G), L∞(G)) decomposes into
a sum of completely positive morphisms. However, there is no non-zero completely positive
L1(G)-morphism from L∞(G) into C0(G), since the image of 1 in C0(G) would necessarily
be a fixed point for the L1(G)-action on L∞(G), forcing it to lie in C1.
Remark 7.11. There are notions of relative nuclearity/semi-discreteness for inclusions of
C∗-/von Neumann algebras using the language of correspondences [3, 23, 39]. These notions
may be viewed as analogues of nuclearity and semi-discreteness in categories of Hilbert mod-
ules over the respective algebras. For instance, if B ⊆ A is a unital inclusion of C∗-algebras
with conditional expectation A → B, then the pair (B,A) is strongly relatively nuclear in
the sense of [23] if, roughly speaking, the identity map on A can be approximated by certain
finite sums of B-module maps which factor through Mn(B) in a manner which utilizes the
canonical Hilbert B-module structure on A induced from the conditional expectation. View-
ing A ∈ Bmod, this module notion of nuclearity is different from that in Definition 7.1,
which takes place in a different category, and in which the identity approximately factors
through Mn(B∗). For a concrete distinction, the pair (A,A) is always strongly relatively nu-
clear for any unital C∗-algebra A. If a C∗-algebra A is nuclear in Amod1 then it necessarily
has Lance’s weak expectation property by Proposition 7.2 and [6, Corollary 3.10]. Similar
remarks apply to relative semi-discreteness in the sense of [3].
8. Equivalence of injectivity and semi-discreteness for crossed products
In this section we establish the equivalence between A(G)-injectivity of G⋉¯M , A(G)-semi-
discreteness of G⋉¯M , and amenability ofW ∗-dynamical systems (M,G, α) withM injective.
The proof relies on a recent Herz-Schur multiplier characterization of amenable actions [5,
Theorem 3.13] together with a generalized construction from (the proof of) [16, Theorem
3.5] to produce a specific A(G)-module left inverse to the dual co-action which lies in the
point weak* closure of normal A(G)-module maps. We begin with the necessary tools from
dynamical systems.
A W ∗-dynamical system (M,G, α) consists of a von Neumann algebra M endowed with a
homomorphism α : G→ Aut(M) of a locally compact group G such that for each x ∈M , the
map G ∋ s → αs(x) ∈ M is weak* continuous. We let Mc denote the unital C∗-subalgebra
consisting of those x ∈ M for which s 7→ αs(x) is norm continuous. By [36, Lemma 7.5.1],
Mc is weak* dense in M .
Every W ∗-dynamical system induces a normal G-equivariant injective ∗-homomorphism
α : M → L∞(G)⊗M via
α(x)(s) = αs−1(x), x ∈M, s ∈ G,
and a corresponding right L1(G)-module structure on M [42, 18.6]. The crossed product
of M by G, denoted G⋉¯M , is the von Neumann subalgebra of B(L2(G))⊗M generated by
α(M) and V N(G)⊗ 1.
The system (M,G, α) admits a dual co-action
α̂ : G⋉¯M → V N(G)⊗(G⋉¯M)
of V N(G) on the crossed product, given by
(14) α̂(X) = (Ŵ ∗ ⊗ 1)(1⊗X)(Ŵ ⊗ 1), X ∈ G⋉¯M,
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where Ŵ is the left fundamental unitary of V N(G). On the generators we have α̂(x̂⊗ 1) =
(Ŵ ∗(1 ⊗ xˆ)Ŵ ) ⊗ 1, xˆ ∈ V N(G) and α̂(α(x)) = 1 ⊗ α(x), x ∈ M . This co-action yields a
canonical right operator A(G)-module structure on the crossed product via
X · u = (u⊗ id)α̂(X), X ∈ G⋉¯M, u ∈ A(G).
A C∗-dynamical system (A,G, α) consists of a C∗-algebra endowed with a homomorphism
α : G → Aut(A) of a locally compact group G such that for each a ∈ A, the map G ∋ s 7→
αs(a) ∈ A is norm continuous.
A covariant representation (π, σ) of (A,G, α) consists of a representation π : A → B(H)
and a unitary representation σ : G → B(H) such that π(αs(a)) = σsπ(a)σs−1 for all a ∈ A,
s ∈ G. Given a covariant representation (π, σ), we let
(π × σ)(f) =
∫
G
π(f(t))σt dt, f ∈ Cc(G,A).
The full crossed product G⋉f A is the completion of Cc(G,A) in the norm
‖f‖ = sup
(pi,σ)
‖(π × σ)(f)‖
where the sup is taken over all covariant representations (π, σ) of (A,G, α).
Let A ⊆ B(H) be a faithful non-degenerate representation of A. Then (α, λ ⊗ 1) is a
covariant representation on L2(G,H), where
α(a)ξ(t) = αt−1(a)ξ(t), (λ⊗ 1)(s)ξ(t) = ξ(s−1t), ξ ∈ L2(G,H).
The reduced crossed productG⋉A is defined to be the norm closure of (α×(λ⊗1))(Cc(G,A)).
This definition is independent of the faithful non-degenerate representation A ⊆ B(H). We
often abbreviate α× (λ⊗ 1) as α× λ.
Analogous to the group setting, dual spaces of crossed products can be identified with
certain A∗-valued functions on G. We review aspects of this theory below and refer the
reader to [36, Chapters 7.6, 7.7] for details.
For each C∗-dynamical system (A,G, α) there is a universal covariant representation (π, σ)
such that
G⋉f A ⊆ C∗(π(A) ∪ σ(G)) ⊆M(G⋉f A).
Each functional ϕ ∈ (G⋉f A)∗ then defines a function u : G→ A∗ by
(15) 〈u(s), a〉 = ϕ(π(a)σs), a ∈ A, s ∈ G.
Let B(G ⋉f A) denote the resulting space of A∗-valued functions on G. An element u ∈
B(G ⋉f A) is positive definite if it arises from a positive linear functional ϕ as above. We
let A(G⋉f A) denote the subspace of B(G⋉f A) whose associated functionals ϕ are of the
form
ϕ(x) =
∞∑
n=1
〈ξn, (α× λ)(x)ηn〉, x ∈ G⋉f A,
for sequences (ξn) and (ηn) in L2(G,H) with
∑∞
n=1‖ξn‖2 < ∞ and
∑∞
n=1‖ηn‖2 < ∞. Then
A(G⋉f A) is a norm closed subspace of (G⋉f A)∗ which can be identified with ((G⋉A)′′)∗.
Let (A,G, α) be a C∗-dynamical system. We let L2(G,A) be the right Hilbert A-module
given by the completion of Cc(G,A) under ‖ξ‖ = ‖〈ξ, ξ〉‖1/2A , where
〈ξ, ζ〉 =
∫
G
ξ(s)∗ζ(s) ds, ξ · a(s) = ξ(s)a, ξ, ζ ∈ Cc(G,A), a ∈ A.
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We let λs ⊗ αt ∈ B(L2(G,A)) denote the isometry
(λs ⊗ αt)ξ(r) = αt(ξ(s−1r)), ξ ∈ Cc(G,A), s, t ∈ G.
By left invariance of the Haar measure and continuity of the action it follows that
〈(λs ⊗ αt)ξ, (λs ⊗ αt)ζ〉 = αt(〈ξ, ζ〉), ξ, ζ ∈ L2(G,A), s, t ∈ G.
Proposition 8.1. Let (M,G, α) be a W ∗-dynamical system, and let ξ ∈ Cc(G,Z(M)c). The
function h : G×G ∋ (s, t) 7→ 〈ξ, (λs⊗αt)ξ〉 defines a normal completely positive A(G)-module
map Φh : V N(G)⊗(G⋉¯M)→ G⋉¯M satisfying ‖Φh‖cb = ‖〈ξ, ξ〉‖ and
(Φh)∗ : A(G⋉f Mc) ∋ u 7→ (1⊗ u) · h ∈ A((G×G)⋉f (C⊗Mc)).
Proof. We first construct a map at the level of the Fourier–Stieltjes space B(G⋉f Mc). To
that end, fix u ∈ B(G⋉f Mc)+. We show that (1⊗u) ·h ∈ B((G×G)⋉f (C⊗Mc))+, where
(C⊗Mc, G× G, tr⊗ α) is the tensor product system with the trivial action on C, and the
operation · is the pointwise action of Mc on its dual. Given (s1, t1), ..., (sn, tn) ∈ G×G and
1⊗ x1, ..., 1⊗ xn in C⊗Mc, we have
n∑
j,k=1
〈((1⊗ u) · h)(s−1j sk, t−1j tk), (tr⊗ α)(s−1j ,t−1j )(1⊗ x
∗
jxk)〉
=
n∑
j,k=1
〈u(t−1j tk) · h(s−1j sk, t−1j tk), αt−1j (x
∗
jxk)〉
=
n∑
j,k=1
〈u(t−1j tk), h(s−1j sk, t−1j tk)αt−1j (x
∗
jxk)〉
=
n∑
j,k=1
〈u(t−1j tk), 〈ξ, λs−1j sk ⊗ αt−1j tkξ〉αt−1j (x
∗
jxk)〉
=
n∑
j,k=1
〈u(t−1j tk), αt−1j (〈λsj ⊗ αtjξ, λsk ⊗ αtkξ〉x
∗
jxk)〉.
Since ξ takes values in Z(M)c, it follows that
〈λsj ⊗ αtjξ, λsk ⊗ αtkξ〉x∗jxk =
∫
G
(λsj ⊗ αtjξ(r))∗x∗jxk(λsk ⊗ αtkξ)(r) dr.
Hence,
n∑
j,k=1
〈((1⊗ u) · h)(s−1j sk, t−1j tk), (tr⊗ α)(s−1j ,t−1j )(1⊗ x
∗
jxk)〉
=
∫
G
n∑
j,k=1
〈u(t−1j tk), αt−1j ((λsj ⊗ αtjξ(r))
∗x∗jxk(λsk ⊗ αtkξ)(r))〉
=
∫
G
n∑
j,k=1
ϕu
(
αt−1j ((λsj ⊗ αtjξ(r))
∗x∗jxk(λsk ⊗ αtkξ)(r))σ(t−1j )σ(tk)
)
=
∫
G
ϕu
(( k∑
j=1
xj(λsj ⊗ αtjξ(r))σ(tj)
)∗( k∑
k=1
xk(λsk ⊗ αtkξ(r))σ(tk)
))
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≥ 0.
It follows from [36, Proposition 7.6.8] (applied to the C∗-dynamical system (C ⊗Mc, G ×
G, tr ⊗ α)) that (1 ⊗ u) · h ∈ B((G × G) ⋉f (C ⊗Mc))+. In particular, we obtain a well
defined linear map
h : B(G⋉f Mc) ∋ u 7→ (1⊗ u) · h ∈ B((G×G)⋉f (C⊗Mc))
through the Jordan decomposition. Since (Mn(C) ⊗Mc, G, idMn ⊗ α) and (Mn(C) ⊗ C ⊗
Mc, G × G, idMn ⊗ tr ⊗ α) are C∗-dynamical systems satisfying Mn(C) ⊗ (G ⋉f Mc) ∼=
G⋉f (Mn(C)⊗Mc) and
Mn(C)⊗ ((G×G)⋉f (C⊗Mc)) ∼= (G×G)⋉f (Mn(C)⊗ C⊗Mc)
canonically (by [45, Lemma 2.75]), and since [36, Proposition 7.6.8] applies to any C∗-
dynamical system, the matricial analogue of the above argument together with the previous
identifications show that the linear map
h : B(G⋉f Mc) ∋ u 7→ (1⊗ u) · h ∈ B((G×G)⋉f (C⊗Mc))
is completely positive. Moreover, since the left marginal of h is compactly supported, if
u is compactly supported, then so is (1 ⊗ u) · h. Since compactly supported elements of
B((G×G)⋉f (C⊗Mc))+ lie in A((G×G)⋉f (C⊗Mc))+ [36, Lemma 7.7.6], it follows that
h induces a completely positive map
h : A(G⋉f Mc) ∋ u 7→ (1⊗ u) · h ∈ A((G×G)⋉f (C⊗Mc)).
Since A((G×G)⋉f (C⊗Mc))∗ ∼= ((G×G)⋉ (C⊗Mc))′′ ∼= V N(G)⊗(G⋉¯M), we obtain a
completely positive A(G)-module map
Φh := h
∗ : V N(G)⊗(G⋉¯M)→ G⋉¯M,
where the module structure on the domain is on the left leg. Moreover,
〈Φh(1), u〉 = 〈1⊗ 1, (1⊗ u) · h〉 = 〈1, u(e)h(e, e)〉 = 〈h(e, e), u(e)〉 = 〈α(h(e, e)), u〉
for all u ∈ A(G⋉f Mc), so it follows that
‖Φh‖cb = ‖Φh(1)‖ = ‖α(h(e, e))‖ = ‖h(e, e)‖ = ‖〈ξ, ξ〉‖.

Theorem 8.2. Let (M,G, α) be a W ∗-dynamical system with M injective in Cmod. Then
the following are equivalent.
(1) (M,G, α) is amenable;
(2) G⋉¯M is A(G)-semi-discrete;
(3) G⋉¯M is A(G)-injective.
Proof. (1)⇒ (2): By the proof of [5, Theorem 3.13], there exists a net (ξi) ∈ Cc(G,Z(M)c)
whose corresponding Herz-Schur multipliers hi(s) = 〈ξi, (λs⊗αs)ξi〉 satisfy hi(e) = 〈ξi, ξi〉 = 1
for all i and Si → idG⋉¯M point weak*, where Si are the normal completely positive A(G)-
module maps on G⋉¯M determined by
Si((α× λ)(f)) =
∫
G
α(h(s)f(s))(λs ⊗ 1) ds, f ∈ Cc(G,Mc).
(Note the slightly different notation from [5].)
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Let hi also denote the function
G×G ∋ (s, t) 7→ 〈ξi, (λs ⊗ αt)ξi〉 ∈ Z(M)c,
and let Φhi : V N(G)⊗(G⋉¯M)→ G⋉¯M be the associated completely positive A(G)-module
map from Proposition 8.1. Since ‖〈ξi, ξi〉‖ ≤ 1, each Φhi is completely contractive. We claim
that Φhi ◦ α̂ = Si, where α̂ : G⋉¯M → V N(G)⊗(G⋉¯M) is the dual co-action. To this end,
let f ∈ Cc(G,Mc). Then for any u ∈ A(G⋉f Mc), we have
〈Φhi(α̂((α× λ)(f))), u〉 = 〈α̂((α× λ)(f)), ((1⊗ u) · hi)〉
=
∫
G
〈(1⊗ α(f(s)))(λs ⊗ λs ⊗ 1) ds, (1⊗ u) · hi〉
=
∫
G
〈f(s), u(s) · hi(s, s)〉
=
∫
G
〈hi(s)f(s), u(s)〉
=
∫
G
〈α(hi(s)f(s))(λs ⊗ 1), u〉
= 〈Si((α× λ)(f)), u〉.
Normality then establishes the claim.
Now, since M is injective and (M,G, α) is amenable, G⋉¯M is an injective von Neumann
algebra [2, Proposition 3.12]. Pick diagrams
Mnj
G⋉¯M G⋉¯M
sjrj
id
which approximately commute in the point-weak* topology. We then obtain diagrams
(V N(G)⊕ C1)⊗(G⋉¯M) Mnj(V N(G)⊕ C1) (V N(G)⊕ C1)⊗(G⋉¯M)
G⋉¯M G⋉¯M
id⊗rj id⊗sj
Φhi◦(p1⊗id)∆+
id
of morphisms in modA(G)1. Since (p1⊗ id) ◦∆+ = α̂ (as is easily verified), Φhi ◦ α̂ = Si for
each i, and Si → idG⋉¯M point weak*, it follows that the diagrams approximately commute
in the point-weak* topology after the appropriate iterated limit (first in j then in i). Hence,
G⋉¯M is A(G)-semi-discrete.
(2)⇒ (3) follows immediately from Proposition 7.4.
(3)⇒ (1): By [6, Theorem 5.2], A(G)-injectivity of G⋉¯M together with injectivity of M
implies that (M,G, α) is amenable. 
9. Outlook
Several natural lines of investigation are suggested by this work. First and foremost, the
dual notion of topological finite co-presentation, its relation to operator module analogues
of (weak*) exactness, and connection to exact quantum groups will appear in forthcoming
work.
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With the dual notions of finite (co)-presentation at hand, which are suitable analogues
of finite dimensionality, one can formulate operator module analogues of more general fi-
nite dimensional approximation properties and pursue a Grothendieck type program in the
category of operator modules.
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