The profusion of genomic data through genome sequencing and gene expression microarray technology has facilitated statistical research in determining gene interactions regulating a biological process. Current methods generally consist of a two-stage procedure: clustering gene expression measurements, and searching for regulatory "switches", typically short, conserved sequence patterns (motifs) in the DNA sequence adjacent to the genes. This process often leads to misleading conclusions as incorrect cluster selection may lead to missing important regulatory motifs or making many false discoveries. Treating cluster memberships as known, rather than estimated, introduces bias into analyses, preventing uncertainty about cluster parameters. Further, there is under-utilization of the available data, as the sequence information is ignored for purposes of expression clustering and vice-versa. We propose a way to address these issues by combining gene clustering and motif discovery in a unified framework, a mixture of hierarchical regression models, with unknown components representing the latent gene clusters, and genomic sequence features linked to the resultant gene expression through a multivariate hierarchical regression. We demonstrate a Monte Carlo method for simultaneous variable selection (for motifs) and clustering (for genes). The selection of the number of components in the mixture is addressed by computing the analytically intractable Bayes factor through a novel multi-stage mixture importance sampling approach. This methodology is used to analyze a yeast cell cycle dataset to determine an optimal set of motifs that discriminates between groups of genes and
Introduction
The availability of diverse types of genomic data, such as DNA sequence, gene expression microarray and proteomic data, has led to a rapid growth of statistical research in the effort to decipher workings of biological processes, which are primarily regulated by interactions of genes. However, until recently, the analysis of sequence and gene expression data have been considered two separate problems, in spite of their intrinsic biological relationship.
The behavior of large numbers of genes (typically thousands in a single experiment) in an organism is frequently inferred through analyzing mRNA expression from microarrays.
Groups of genes involved in a particular biological process are typically regulated by one or more transcription factors (TFs) that bind to transcription factor binding sites in the upstream sequence adjacent to genes (promoters). TF binding sites corresponding to a TF often show a similar conserved pattern called a motif. A motif pattern of length w is often represented through a 4 × w matrix of probabilities, called a position-specific weight matrix (PSWM). Each column of the PSWM gives the relative probabilities of observing any of the 4 letters A, C, G, or T in that position of a binding site. A common strategy for understanding gene regulation is to look for conserved motifs upstream of genes that are co-expressed under a given condition. After genes with similar expression patterns across experimental conditions are grouped together via clustering algorithms, a motif discovery algorithm is often used to search sequences upstream of genes within each cluster.
Several computational algorithms have been developed for motif discovery from upstream sequences of co-regulated gene clusters (Lawrence and Reilly, 1990; Bailey and Elkan, 1994; Liu et al., 1995 Liu et al., , 2002 Thompson et al., 2004) .
The co-regulated gene cluster-based motif discovery approach has its pitfalls, since there may be genes in a cluster lacking a common motif and many gene promoters containing a similar motif may not show any experimental response, leading to inaccurate predictions. If the clustering is inaccurate, it becomes difficult to discover the correct TF binding site patterns. Additionally, by assuming the cluster identities as known and fixed, instead of estimated, bias is introduced into the statistical analysis. One way to overcome such drawbacks is to combine sequence and expression information in a coherent model to infer regulatory networks; however, developing such an approach presents significant statistical challenges. In this article, we present an approach that combines information from expression measurements and sequence through a unified mixture model and develop a methodology to simultaneously cluster genes and select the most likely TF binding sites.
In one of the first approaches, Holmes and Bruno (2000) used an iterative procedure to cluster genes using a multivariate normal mixture model, and find motifs in co-regulated clusters. The sequence and expression parts in this model were considered to be independent of each other. Linear model-based approaches to link expression values with motif occurrence were introduced by Bussemaker et al. (2001) , the underlying assumption being that the presence of a motif site contributes additively to the expression level of the gene.
To avoid the arbitrariness in deciding whether a given segment is a binding site, Conlon et al. (2003) propose a multiple linear regression relationship between the logarithm of the differential expression values and a sequence motif "score". Tadesse et al. (2004) present a Bayesian version of this procedure with significant regulatory motifs being chosen through Bayesian variable selection. However, none of these latter methods address the simultaneous determination of co-regulated gene clusters (assumed to be fixed in advance) and the motifs involved in their regulation. Barash and Friedman (2002) use sequence and expression data for a somewhat different goal, to determine functional gene clusters rather than de-novo motif discovery. Starting with known motif lists, they estimate a Bayesian network-based clustering of genes using conditional models to link sequence with gene expression, through an approximate EM-like procedure. However, parametric complexity, and a lack of standard model validation approaches (due to incomplete specification of a joint model), hampers the effectiveness of this approach for moderately large datasets.
From the methodological standpoint, the problems of simultaneous clustering and variable selection in the Bayesian context have been considered in the multivariate normal set-up Tadesse et al., 2005) . However, to the best of our knowledge, there has been limited study of such a scenario in the mixed effects model or the linear regression framework, which has some unique problems (Hennig, 1999) . The variable selection problem with a large number of predictors, on the other hand, is one under considerable current study (George and McCulloch, 1993; Liang and Wong, 2000) .
In this paper, we propose a mixture of hierarchical regression models to simultaneously address the clustering of co-regulated genes, and determining a set of transcription factors regulating a gene cluster. A hierarchical prior framework is formulated for modeling intra-cluster gene correlations.We develop an efficient Monte Carlo algorithm for iterative clustering of genes and selection of significant motifs. This approach succeeds in linking regulatory motifs to the resulting gene expression without a huge parameter estimation cost. Additionally, it can uncover relationships that cannot be discovered using a single linear model, for example the same motif acting as a positive and negative regulator on separate groups of genes under the same condition. The outline of the paper is as follows.
In Section 2, we describe the motivating yeast data set that led to this application. Next, we introduce the unified hierarchical mixture model linking gene expression measurements with promoter sequence, and indicate the biological interpretation of such a model. In Section 4, we describe a Markov chain Monte Carlo (MCMC) procedure for simultaneous clustering of genes and selection of motifs (covariates). In Section 5, we present computational tools for calculating Bayesian model selection criteria in the regression mixture framework and in Section 6, apply our methodology on the yeast data and evaluate the performance of the method through a number of simulation studies.
Yeast cell-cycle data set
The motivating data set for this application is from a yeast cell-cycle microarray experiment (Spellman et al., 1998) . This data set has repeatedly been used to examine aspects of cell cycle gene regulation, e.g. Barash and Friedman (2002) ; Conlon et al. (2003) . cDNA microarrays were used to study samples from yeast cultures synchronized by three independent methods: (a) alpha-factor arrest (b) elutriation and (c) arrest of a cdc15 temperaturesensitive mutant. For purposes of this analysis, we concentrate on the first experiment which has observations over two full cell-cycles and also the largest number of complete measurements. Yeast strain DBY8724 was grown in a glucose solution, an alpha-factor was added and 25-ml RNA samples were taken every 7 minutes for 120 minutes, after which the alpha-factor was removed by a centrifugation method. The samples were allowed to hybridize to cDNA microarrays for 4-6 hours, after which the expression levels of nearly 6000 genes over 18 time points (spanning two hours) were recorded. The value for each gene was recorded as the logarithm (base 2) of the ratio of expression of that gene in the sample to a baseline control measurement. After scanning the microarray with a laser microscope, the data set was preprocessed by computing the fluorescence ratios through a local background correction, estimated by the intensities of the weakest 12% of the pixels in each box. Data for each gene were normalized so that the average log-ratio over the course of the experiments was equal to zero.
The first goal of Spellman et al. (1998) was to identify the genes regulated in a cell cycledependent manner. A Fourier transform was applied to the data series for each gene, and the resultant expression profile of each gene was then correlated to five different profiles representing genes known to be expressed in the five phases of the cell-cycle: G1, S, G2, M, and M/G1, using the standard Pearson correlation function. The profiles for known gene classes were identified by averaging the log-ratio data for each of the genes known to peak in each of the five phases. Genes were ranked by the correlation scores, and all genes whose scores exceeded the threshold score (91st percentile of known cell cycle genes) were classified as being cell-cycle regulated. This led to a total of 800 genes, which included 496 genes not previously identified to be involved in cell cycle regulation.
For our analysis, we downloaded the complete microarray data set from the Stanford Microarray Database (Ball et al., 2005) . Among the measurements for the 800 cell-cycle genes, a number of genes were discarded due to completely missing or suspicious look-ing data, resulting in a final set of 612 genes measured over 18 time points (Figure 1 ). In addition, we extracted 600 bp of the upstream promoter corresponding to each gene from the Saccaromyces Cerevisiae Promoter Database (SCPD; Zhu and Zhang (1999) ) for the purpose of motif discovery. Among our questions of interest are: can we improve the prediction of TF binding sites, by using a joint model approach instead of a two-step procedure, or one assuming all genes in a single cluster? In addition, we are interested in determining whether the sequence information can provide an improved estimate of which genes are involved in particular functions along the pathway of cell cycle regulation, in comparison to considering the gene expression information alone.
[ Figure 1 about here]
Regression mixture model for sequence and expression
Now we introduce a regression mixture-based joint model linking the sequence and expression data. First, we summarize the notation used. We denote the gene expression measurements for G genes under T time points by Y = ((Y ig )), (i = 1, . . . , T ; g = 1, . . . , G). Corresponding to each gene g, let the upstream sequence (of length L g ) be x g = {x 1 , . . . , x Lg }, and let the set of D potential motif candidates be characterized by D position-specific weight matrices (PSWMs) {Θ 1 , . . . , Θ D }. Assume that we have a score function that "scores" every upstream region with respect to every weight matrix resulting in a G × D matrix S = ((S gd )). The entry S gd reflects the propensity of sequence g to be bound by the transcription factor corresponding to motif type d. More details on the scoring function are provided in Section 3.3. Now, we introduce a mixture model framework for the gene expression clusters. Let π k (k = 1, . . . , K) denote the prior probability of belonging to cluster k. Assume that Y is generated from a K-component mixture distribution with
where p k (·) denotes the probability density for the k th component. The gene expression measurements are linked to the corresponding motif scores through a regression model. Let
T be a binary vector with u i = 1(0) if motif i is involved (not involved) in regulating expression. Conditional on the unobserved cluster membership z g , the gene expression measurement Y g is modeled as:
where ξ g is a T −dimensional parameter vector representing the variation at T time points;
is the subset of regression coefficients β k corresponding to TFs indexed by u; and σ 2 k is the variance of expression measurements corresponding to the k th cluster (1 T denotes a T −dimensional vector of ones). Throughout the article, N p (·, ·) denotes a p−dimensional multivariate normal distribution. The model specification (1) and (2) can be viewed as a mixture of random effects models. Although the following discussion relates to the development of this model and inference under normality assumptions stated in (2), the framework and methodology can be extended to a variety of distributional assumptions.
The mathematical formalism here is mainly to derive insights into the biological relationships between genes and their regulatory motifs, rather than try to represent the true (unknown) biological picture. However, the regression mixture framework is an intuitively appealing construct in this application, since (i) it reflects the notion that if different groups of genes are differently regulated, then the regression relationships should likewise differ between such "clusters" and (ii) the regression model assumes that upstream sequences of genes having distinctive expression patterns are likely to be regulated by certain TFs, and hence are more likely to contain more (and "stronger") binding sites for these TFs.
Estimation of parameters under the model set-up (1) and (2), with simultaneous selection of regressor variables and clusters, is a challenging task in likelihood-based inference.
By adopting a Bayesian framework, we ensure that such a model can be fitted, and demonstrate that meaningful biological constraints can be incorporated into the model by a careful choice of the prior distributions. For example, we show in the following section that intra-cluster gene correlations can be incorporated into the hierarchical model without resorting to a huge expansion in parameters and avoiding estimability problems with small datasets.
An implicit assumption made is that dependence between expression measurements over t different points (t = 1, . . . , T ) is due to either cluster or sequence effects.
Hierarchical prior framework
The prior distributions of the parameters in the gene expression model are specified conditionally on the gene expression cluster, with:
where however, genes within a cluster may borrow strength from each other (through the a priori specified prior covariance matrix V 0 ), (ii) the a priori correlation between measurements on a gene at two time points is the same as the correlation between different genes in the same cluster at those time points. More precisely, it can be shown that
Generalized g-prior for high-dimensional covariates
For the regression coefficient of the sequence model, we assume the standard conjugate Our choice of the prior for β k is motivated by the feasibility of computation of the marginal posterior in the variable selection step. In the regression-like framework, it may be appropriate to use a multivariate generalization of the g-prior (Zellner, 1986) .
For the linear regression model Y = Xβ + , ∼ N n (0, σ 2 I), the g-prior for β is
, where c is a specified scalar. In the current set-up, since the cluster identities are unknown, it is not possible to get a closed form expression for the g-prior.
Let us write
Ignoring the class labels, we can get an approximate expression for the variance of the gprior based on the whole design matrix, as cσ
. This covariance matrix, however, becomes nearly singular for high-dimensional covariates, or covariates which are highly collinear, both of which are common occurrences when we are dealing with large numbers D of motif covariates. Taking such a prior covariance matrix then leads to MCMC convergence problems. Hence, we propose a modified form of the g-prior, motivated from ideas of ridge regression (Hoerl and Kennard, 1970) . We take the prior distribution for β k (k = 1, . . . , K), as
where λ is a specified scalar similar to the ridge parameter in ridge regression. This form of the prior simultaneously stabilizes the prior (and posterior estimation) of the regression coefficients, while possessing the operating characteristics and properties essentially identical to the usual g-prior when high-dimensionality and collinearity issues are not present.
For instance, (X * X * + λI) is necessarily non-singular for G < D (and λ > 0), whereas the original matrix X * X * is necessarily singular. The "ridge" parameter λ is generally chosen within a range of values between 0 and 1 (Hoerl and Kennard, 1970) , that leads to maximum stability of the estimated coefficients. In our simulations and application, we tried using a full Bayesian model with a uniform prior on λ, as well as setting different fixed values of λ between 0 and 1. Empirical evidence suggests that a fixed value of λ leads to more stable and less variable estimates, with λ values in the range of 0.5 to 1 essentially performing similarly well. The bias in estimates introduced by λ turns out to be negligible, especially for large values of c. By choosing a sufficiently large c, we can make the prior suitably non-informative (diffuse) with respect to the likelihood. Also, the choice of c determines the a priori covariance of gene expression measurements in a cluster, since
Score function for motif conservation
The set of D position-specific weight matrices Θ = (Θ 1 , . . . , Θ D ) is used to represent potential TF binding site pattern candidates. Each of the upstream sequences is "scored" with respect to each weight matrix
is the sequence score vector for the g th gene. The score for a sequence x g and a weight matrix Θ i is taken to be the likelihood ratio between the sequence x g being or not being regulated by the transcription factor corresponding to the weight matrix Θ i . In Conlon et al. (2003) , the score of weight matrix i for sequence g is:
where θ 0 denotes the parameter set characterizing the background distribution (sequence not containing motifs). For an i.i.d. background, θ 0 represents the probabilities of the four nucleotides; under a Markovian assumption, it denotes the transition probabilities. (5) represents the likelihood ratio between the sequence containing a single motif site and a null model containing no motif (up to a constant of proportionality).
Clustering with variable selection for fixed K
Under the model specifications discussed in Section 3, we construct a Monte Carlo-based estimation strategy. For now, we assume the total number of clusters specified as K. The full conditional posterior distribution of the parameters is given by:
where the subscript (u) corresponds to the subset of variables indexed by the binary vector u; thus Σ β(u) denotes the |u| × |u| submatrix corresponding to the selected u. In this framework, we are interested in making inference about π k , µ k , β k and σ 2 k for each cluster,
given all the gene expression measurements Y and sequence motif scores S. The additional complication is that the cluster membership (z) and active TF set (u) are both unknown.
We develop an MCMC framework to estimate the parameters, that alternates between three main steps (technical details are in Appendices A-C):
(i) Selection of variables (motifs) given clustering of genes.
We update [u|Y , S, z, K, all parameters]. Since we often need to select a subset of motifs from a very large set (e.g. D ≈ 100), the evolutionary Monte Carlo (EMC) method (Liang and Wong, 2000) is used for this step. To make the EMC step more efficient, we marginalize out most of the parameters from the posterior distribution.
(ii) Updating clusters given the selected variables.
Here we draw the cluster indicators [z|Y , S, u, K, parameters] from their full conditional posterior distribution.
(iii) Updating parameters from their posterior distributions, i.e. [µ k , σ
Choice of prior hyperparameters and starting values
The tions (see Section 6.1). We chose prior settings for the hyper-parameters as the follow-
−1 , and β 0 = 0. To ensure proper prior distributions, we choose the degrees of freedom w 0 > T + 1. The scale parameters (τ 0 , c) are chosen to be sufficiently large (in our applications, above 100) to ensure non-informativeness of the prior distributions of µ and β, and c 0 was chosen in the range 0.1 to 10. If historical information is available, it can also be used to elicit priors.
5 Determining the number of mixture components K Earlier, it was assumed that the total number of gene clusters K was fixed and known.
However, in most cases, we need to assess the statistical significance of a choice of K.
Here we formulate the choice of K as a model selection problem between competing models M 1 , M 2 , . . . , M Kmax where K max is a suitably chosen upper bound for the possible number of clusters. The Bayes factor between the two models M k and M l , is the ratio of marginal likelihoods given by:
where (z, u, θ) is generic notation for the missing data (cluster identity and variable indices) and unknown parameters in the model. The main difficulty in computing (6) is the
In the problem of simultaneously selecting the number of clusters and variables in a multivariate normal mixture framework, Tadesse et al. (2005) used the reversible jump (Green, 1995) method for selecting K along with other model parameters, embedding the problem in a larger problem of variable dimensions. With the additional complexity in our model, although reversible jump is a good idea in principle, in practice it appears highly unstable and possibly inefficient, as high-dimensionality and multimodality in the likelihood typically leads to high rejection rates when jointly sampling the large parameter space.
We thus adopt an alternative approach. When the integral over θ can be evaluated analytically, Steele et al. (2003) propose a computational method to calculate (6) using importance sampling. More specifically, the marginal density P (Y |M k ) in (6) can then be writ-
, where g(·) is an importance sampling distribution for z. In our model, we have two additional complications: (i) Variables selected (u) in the regression part of the model under different K may vary and (ii) Marginalizing the mean parameter µ in P (Y , θ|z, M k ) is intractable. We numerically integrate over the joint distribution of the discrete variables u and z, under every model M k . We next propose a multi-stage importance sampling procedure. (The following expressions are assumed to be conditional on the current choice of model M k , so we drop M k from the expressions for notational simplicity.) Note that un-
,
, are the densities of µ, z, and u under model M k ; g 1 (·), g 2 (·), g 3 (·) are the corresponding importance sampling densities; and T u , T µ , T z are the number of samples drawn respectively from the importance sampling densities (µ and z are a priori independent of u). Since µ j |z is a priori distributed as N T (m j0 , V 0 ), a product of scaled multivariate t-distributions, k j=1 t( ; m j0 , V 0 , ν) may be appropriate as the importance sampling distribution for µ|z.
For the cluster indicator z, we use an importance sampling density of the form g 2 (z) = δp(z|K)+(1−δ)g * (z) where p(z|K) denotes the prior, 0 < δ < 1, and g * (z) is a sampling function that covers important parts of the space. Sampling solely from the prior p(z|K)
is highly likely to result in many observations that should be in the same group not being clustered together, and vice versa. By using the information contained in P (z|Y , S,θ)-
the posterior probability matrix of group allocation-to determine preliminary groupings of observations, we can apply a Dirichlet-Multinomial sampling function to each of these groups individually (see Appendix D for details). A weak dependency is thus generated among observations which have high posterior probabilities of belonging to the same group.
The Dirichlet-multinomial distribution samples parts of the space other than the mode, guarding against large importance sampling weights. The sampling distribution for u is chosen similarly, as a mixture of the prior density and a density likely to sample from high posterior density regions. Let φ = (φ 1 , . . . , φ D ) be the set of marginal posterior probabilities of selection of variables, i.e. φ j = P (u j = 1|Y , S), obtained from the MCMC sample. We take g 3 (u) = δp B (u|η) + (1 − δ)g * (u|φ), where p B (u|η) denotes the prior Bernoulli density with hyperparameter η, and g * (u) is taken to be a product of
Bernoulli densities where the j-th density has parameter φ j (1 ≤ j ≤ D). . The choice of regression coefficients were made so that motifs 1 to 5 had positive effects in group 1, 6-10 had similar effects in group 2, while in group 3, motifs 1, 2, 9, 10 had significant negative effects, whereas sites corresponding to motifs 3 and 8 although present, do not have a significant effect on gene expression.
Next to evaluate the performance of the method in presence of noise, we simulated "scores" for 50 random N T (·, ·) variables, uncorrelated with the gene expression. Iterative fitting of the joint sequence-expression model was done for each data set in turn, with a total of D = 30, 40, 50, 60 variables (the first 10 in each case being the "true" covariates).
To judge convergence of the sampler, theR statistic (Gelman and Rubin, 1992) was computed for all scalar parameters of interest using 5 runs of the sampler with different starting points. For about 50,000 iterations of the sampler (excluding the initial 500 as burn-in), the maximum value ofR over all parameters averaged 1.003, indicating that the chains can be approximately assumed to have converged.
The k-means algorithm was used on the expression data to get starting values of cluster identity (for K = 2, . . . , 6). The Bayes factor was found to select the the correct cluster count, K = 3, in each case (second panel of Table 3 ). For comparison, we also computed the Bayes factor using the marginal density approach of Chib (1995) . Although this can often be calculated directly from the MCMC output, for the missing data framework of the regression mixture model, it requires at four sets of extra samples from the conditional distributions of the parameters. Additionally, the two levels of missing data (mixture components and covariate indicator variable) appear to make the procedure computationally expensive as well as inaccurate, as the Bayes factor did not succeed in selecting the correct cluster count in simulation studies. Hence we do not further pursue this approach.
As is evident from Figure 2 , the set of selected variables converges quickly to the correct set. Figure 2 also shows the false discovery rate on choosing a cutoff for the posterior marginal probability of variable selection ranging between 0 and 1 (all correct variables are chosen with probability 1 after burn-in, so the false negative rate is 0 Also, varying the values of the hyperparameters for the prior of u, (a 1 , a 2 ) towards favoring less variables does not have a discernible effect on the final selection of variables or parameter estimates, indicating that the method is robust to specification of these hyperparameters. Similar sensitivity studies were carried out over a range of values for the other hyperparameters in the model, none of which had a significant effect on the final results.
The hyperparameter settings for which the final results are reported (for simulation studies and the yeast data) are: (a 1 , a 2 ) = (1, 100), w 0 = 5, c 0 = 1, c = 1000, τ 0 = 0.1, and λ = 1.
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Case study 2: Comparative study of four competing procedures
We designed a simulation study to compare the performance of the new method with three simpler approaches. These were: (i) motif detection from sequence, with no gene clustering (MDscan) (ii) a single multiple regression model with no gene clustering (Motif Regressor; Conlon et al. (2003) ), (iii) a two-step procedure that clusters genes (Fraley and Raftery, 2003) and carries out motif detection separately within each cluster (Motif Regressor). Sequence data was generated for three groups of 100 sequences of length 500 each, based on a third-order Markov model with nucleotide frequencies matching yeast intergenic regions. Next, five weight matrices (see Table 2 ) were chosen from the SCPD database (Zhu and Zhang, 1999), and 1-2 sites corresponding to each motif was inserted into each of the sequences. Expression data was generated under the assumption that motifs 1 and 2 had an inductive effect on group I, a repressive effect on group II, and no effect on group III;
and motifs 4 and 5 had an inductive effect on group III and no effect on groups I and II.
Motif scores were calculated according to the five weight matrices, standardized, and the expression data generated under the model N 2 (S g β k , I), where β 1 = 2 × (1, 1, 0, 0, 0), β 2 = −2 × (1, 1, 0, 0, 0), and β 3 = 2 × (0, 0, 0, 1, 1). Note that although sites corresponding to motif 3 were inserted into the sequences, they are simulated to be "non-functional", i.e. they do not have any effect on gene expression.
Next, each approach was applied to the data set. MDscan with a total motif count between 5 and 10 could find only two of the correct motifs (Table 2) . Additionally, one discovered motif was the third, which does not correlate with gene expression. Motif Regressor uses MDscan (Liu et al., 2002) to find a set of candidate motifs for regression.
When applied on this data set, it predicted two motifs, none of which match the true ones.
Finally, we used MCLUST (Fraley and Raftery, 2003) , which uses a multivariate normal mixture, to first cluster the genes (we set K = 3), and then applied Motif Regressor separately on each of the three clusters. In the first cluster, this led to one significant predicted motif (which matches one of the Motif Regressor predictions), while no motifs were predicted to be significant in the other two clusters. None of the predicted motifs were correct.
The two-step results may be due to the fact that the difference between clusters are primarily driven by the effect of the significant motifs (and not just the gene expression values), while the method takes gene expression and sequence into account one at a time. Hence clustering the genes fails to separate out the correct clusters (the misclassification rate for MCLUST is 72%), and that in turn leads to failure in detecting the true motifs.
Finally, we applied the new joint regression mixture model on the same data set. An initial set of 60 motifs were generated running MDscan separately on each cluster, with K = 1, 2, 3. Leaving out redundant motifs (exact matches), led to a set of 36 candidates for variable selection. For initialization, a random cluster index was assigned to each gene and five chains were run based on five sets of initial indices. MCMC convergence diagnostics demonstrated adequate convergence of the algorithm after about 5000 iterations (R ≈ 1.001). Six motifs were predicted to be significant, of which five match the true motifs, while the sixth (AATCCCAGAT) is very close to a shifted version of motif 5 (matches in 50% of the positions). The misclassification rate, based on the highest posterior probability of class identity for each gene, is reduced to 25%. Unlike MDscan, this method does not pick out motif 3, which is present in the sequence data but does not have a significant effect on expression. This indicates that the joint approach is a more promising method for differentiating groups of genes that differ as a functional category, while using gene expression alone to differentiate clusters could result in missing correct TFs.
[ Table 2 about here]
Case study 3: Yeast cell-cycle data
We applied our method on the yeast cell cycle data set studied in Spellman et al. (1998) for discovering interactions within the transcription regulatory network. The first question was how to derive a starting set of PSWMs. Motif search using the entire list of 612 genes may not find any other than the "strongest" binding sites since different sub-groups of genes may be acted upon by different TFs. In order to collect a more exhaustive list, we used the following strategy. First, using the k-means algorithm, we repeatedly grouped the genes into K groups, where K = 1, 2, . . . , 10. Then, for each of the sub-groups, for each K, we ran the MDscan algorithm (Liu et al., 2002) to find sets of PSWMs, ranging in width from 8 to 10 bp. By using all the clusterings corresponding to different K, the initial motif set is made independent of any particular choice of K.
Next, we took the top five non-redundant motifs from each group, combined them into one large set, and scored each of the 612 sequences with respect to each of the motifs. Since some motifs potentially overlap, the correlation between their score vectors are nearly one.
To reduce redundancy in the model, we excluded all motifs which had a correlation of 1, or if their consensus sequences matched exactly in more than 90% of the positions, resulting in a set of 191 motif candidates, which is still fairly large for variable selection purposes.
However, the structure of the prior discussed in Section 3.2 allows us to include all variables in the regression without leading to singularity problems. It may not be reasonable to consider the entire set of measurements over 18 time points simultaneously, as different TFs may be active over different phases in the cycle. Taking two to three consecutive time points may succeed in uncovering groups of genes that are acted upon together by a set of TFs. Hence we divided the expression measurements into nine consecutive intervals corresponding to time points 1-2, 3-4, . . ., 17-18.
Model fitting and data analysis
To assess convergence, we ran five chains of the sampler for each time interval. In all cases, 50,000 iterations, excluding the first 2% as burn-in, gaveR values less than 1. Priors were chosen to be proper but non-informative. To assess the sensitivity of our method to prior specification, we ran the algorithm varying the following: (i) the initial clustering, (ii) the values of c and τ 0 , the scaling parameters for the prior covariances of β, and µ, (iii) the magnitude of the uniform prior pseudocount vector α for π, and (iv) the hyperparameters (a 1 , a 2 ) of the distribution of η. We found that (i) varying the initial clustering, and values of m 0 and c 0 had little effect on the final results; (ii) varying values of c larger than 500 had no effect on parameter estimates (iii) taking small values of τ 0 in the range 0.01 to 1 led to stable estimates, and (iv) the magnitude of α had no visible effect on the results. The hyperparameters (a 1 , a 2 ) behave as stringency parameters that control the degree of parsimony of the model: if the value of a 2 is large compared to a 1 , inclusion of fewer weight matrices in the model are expected to be favored, and vice-versa.
However, this difference in posterior probabilities of selection was only observable when a 1 was set to be much smaller than a 2 , and none of the motifs were selected. For a large range of a 1 /a 2 ratios between 0 and 1 the same set of motifs were sampled with the highest posterior probability. A problem often associated with estimation in Bayesian mixture models is "label-switching", due to the posterior indistinguishability of the K! modes. In our simulation studies and application, however, we found no evidence of this.
The first panel of Table 3 shows the Bayes factor computed by the multi-stage importance sampling method (Section 5) for different choices of K. The optimal number of clusters K is seen to vary between one and three. Figure 3 gives the posterior probability of motif selection, corresponding to the optimal number of clusters K for that time inter-val. Using the frequencies of inclusion of single motifs in the model was equivalent to the marginal posterior probabilities of selection. Table 5 shows the selected motifs at each stage, their consensus patterns and those of the known TF binding motifs that each may correspond to. A number of binding sites are seen to match with previously found TFs, and many of them are discovered precisely at the times of peak expression in the cell-cycle of the genes they are believed to regulate (Spellman et al., 1998) . Moreover, we discovered several TFs that act in opposing directions in different clusters, that are missed when considering a single cluster of genes: ROX1 (Interval 1-2), GAL4 (3-4) and ABF1 (17-18).
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Comparative study with competing procedures
To further explore the benefits of using this method, we conducted a detailed comparison with two simpler methods that differ from our method in two significant ways. Motif
Regressor (Conlon et al., 2003) , assumes a single cluster of genes at each time point. Next, we used a sequential two-step approach, first clustering the gene expression values using a normal mixture model (Fraley and Raftery, 2003) , and then doing a separate motif analysis on each cluster. MCLUST uses the BIC to determine the optimal number of clusters. Table   4 shows that of the three approaches, the joint regression mixture model has the highest specificity over all time points, finding the largest number of motifs known to be functional in the yeast cell-cycle. Although Motif Regressor finds a number of known yeast motifs, the false positive rate is high, a likely result of noise introduced by using all genes instead of those relevant to a particular TF. In addition, Motif Regressor requires a number of tuning parameters to be set (for example, the number/proportion of genes to consider "top" genes). Although having more precise information on these in a particular experiment may influence the results favorably, this information is generally unavailable in advance.
The two step approach, interestingly, picks up fewer motifs, resulting in a higher specificity in some cases. However, at some intervals it fails to pick up any functional TFs, which may be due to the clustering based solely on gene expression. Biologically, it is known that not all gene expression may be caused by transcription, hence grouping genes solely by expression ignoring the sequence could lead to missing important TFs. This result further supports our hypothesis that a more powerful way of using gene expression in motif discovery is through a joint model that incorporates sequence information into clustering and expression information into the motif search procedure.
[ Table 4 about here]
Cluster analysis
Since our joint model includes a clustering step, apart from motif selection, it is also of interest to see whether the resultant gene clusters appear to be functionally relevant. We Table 6 , where the highlighted attributes are ones known to be functional at that phase of the cell cycle (Spellman et al., 1998) . It is noticeable in this table that (i) a number of attributes are highly significant (ii) the clusters appear to be well-separated by attribute, suggesting that the different TFs found in different clusters may be involved in separate functions; and (iii) a number of attributes that appear in the same cluster are correlated functionally. For example, budding and polarized growth are grouped together; replication and DNA helicase occur in the same group (DNA helicase is needed for unwinding of the replication fork)-hence the gene clustering seems to be biologically consistent. The same table also presents results of a comparison with Table   7 in Spellman et al. (1998) , that gives the names of genes at each time point known to be involved in a particular function. Using the gene clusters from the joint model, we find the proportion of genes in a functional group, that appear in the same cluster on classification.
As can be seen in Table 6 a number of functional gene groups are over-represented in certain clusters (as opposed to being randomly divided among the clusters, again indicating that the clusters may capture some functional aspects. It is interesting to see that a number of functional groups from Spellman et al. (1998) match the independently generated GO characterizations, e.g. at time interval 1, the enriched functional groups are "chromatin", "cell wall" and "mating" in cluster 1, while the top three GO annotations also characterize functional enrichment for cell wall, conjugation (which corresponds to "mating") and nucleosome (which corresponds to "chromatin"). In cluster 2 over the same interval, the "budding: fatty acids" functional gene group is over-represented, which matches the GO annotation for cluster 2 (bud). A number of such correspondences over the table indicates that the clusters found may indeed be meaningful in terms of biological function.
It should however be stressed that the gene clustering produced here may not provide the complete picture of gene activity. What is captured by the joint model is only the part of gene expression that is related to transcription; there may be other functions that are missed, because TFs may not have a significant effect on such activity. The purpose of clustering in this context is to separate out TFs that have differential effects on subgroups of genes, which may be difficult to detect when all genes are grouped together. The gene clustering afforded by this procedure may be used to generate hypotheses about subgroups of genes that may be functionally related, which can then be validated by further experiments.
[ Table 6 about here]
Discussion
We have introduced a method to infer co-regulation based on clustering of similar expression profiles, and similarity of sequence features. We formulate a joint sequence-expression model within a hierarchical regression mixture framework and design an efficient procedure to estimate the model parameters. The model aims at facilitating the analysis of large and complex datasets. Introduction of a hierarchical prior structure motivated by ideas from ridge regression, allows consistent variable selection with high-dimensional covariates-a major advantage over currently used methods. Detailed comparative studies demonstrate that the joint model is more successful than simpler approaches in capturing important data features, leading to more accurate inference. To the best of our knowledge, there has been no previous successful demonstration of a unified model that simultaneously clusters genes and detects sets of active regulatory motifs in biological data.
The motivation for using a random-effects hierarchical model arises from the observation that the upstream sequence binding is characterized by the sequence composition that is constant over time; however, due to interactions of various TFs at different time points, the resulting gene expression measurements may be different. Although a Gaussian model is used here for simplicity and computational efficiency-it is not necessarily a rigid assumption and can be extended to more complex frameworks. The joint framework introduced here has the potential to be improved in various modeling aspects, such as incorporating a possible dependence in gene measurements over time more fully, and using a more biologically sophisticated function for motif scoring, for instance, modeling the spatial dependence that arises due to multiple sites forming a "regulatory module" ( Decoding human regulatory circuits. Genome Research, 10:1967 -74. Zellner, A. (1986 
APPENDIX A: Conditional distributions in MCMC steps
(i) Updating [u|Y , S, z, K, all parameters]. For the EMC step, the marginal distribution of the data is computed by integrating out all parameters of dimension that vary with u. The marginal likelihood is proportional to exp {− log H(u|z, µ)}, where
and c k * = c
( (7) is derived in Appendix B.)
(ii) Update [z|Y , S, u, K, parameters], using
, where A = (w 0 + n k T )/2, and B = 1 2
(d) The cluster occupancy probabilities π are drawn from their posterior distribution Dirichlet(n + α), where the cluster sizes n = (n 1 , . . . , n K ).
Posterior mean and variance of β k
Let n k denote the number of genes assigned to cluster k (k = 1, . . . , K), and for simplicity of notation, let S k(u) = (S 1(u) , . . . , S n k (u) ) denote the n k × |u| sub-matrix of scores corresponding to the n k genes. Define the
, where [a 1 ; a 2 ] represents the vector a 1 stacked on ] , and I m denotes an identity matrix of dimension m.
From weighted linear regression techniques, it then follows that the posterior distribution
Also,
The posterior mean and covariance of β k(u) are theñ
APPENDIX B: Derivation of H(u|z, µ)
Let u be as defined in Section 3. Since each u j (1 ≤ j ≤ D) has a prior probability of η to be 1, the marginalized posterior probability for a configuration u is:
, where the identity holds for any choice of θ such that P (θ|X, Y ) = 0. So,
. (13) where (13) can be evaluated at any value of β k(u) . Choosing β k(u) =β k(u) , the denominator of (13) reduces to
The numerator of (13) evaluated atβ k(u) is:
where Σ β(u) is defined in (4) andΣ βk(u) is as given in (11). Then the ratio of (15) to (14) gives the expression
which upon using (15), (14), and (9), simplifies to the expression (7) in Appendix A.
APPENDIX C: Evolutionary Monte Carlo (EMC)
To conduct EMC, we need to prescribe a set of temperatures, t 1 > t 2 > · · · > t M = 1, for the M "population units". Using the marginalized probability for a variable configuration
is updated iteratively using two types of moves: mutation and crossover. In the mutation operation, a unit u k is randomly selected from the current population and mutated to a new vector v k by changing the values of some of the u i 's chosen at random. The new member v k is accepted into the population with probability min(1, r m ),
In crossover, two individuals, u j and u k , are chosen at random from the population. A crossover point x is chosen randomly to be l (1 ≤ l ≤ D), and two new units v j and v k are formed by switching between the two individuals the segments on the right side of the crossover point. The two "children" are accepted into the population to replace their parents u j and u k with probability min(1, r c ), where r c =
. It can be shown that the samples of u M (t M = 1), converge to the target distribution (12).
APPENDIX D: Importance sampling procedure for z
The importance sampling procedure for z consists of the following steps:
(i) Letζ be the matrix of P (z|Y , S,θ) for a specific permutation of the group labels z.
Create K groups by assigning observations, to group l i , where l i = arg max jζij .
(ii) Next, for each non-empty group r (r = 1, . . . , K), sample ψ r from a Dirichlet distribution with parameter vector α r = (α r1 , . . . , α rK ) (α r is chosen to be 1 K ).
(iii) For each group, re-assign observations to groups according to their group-specific ψ r . The probability g * (z) then is
where n rj is the number of observations from the r th group assigned to group j. Figure 7 in Spellman et al. (1998) 
