Abstract. We characterize the Maass cusp forms for Hecke congruence subgroups of prime level as 1-eigenfunctions of a finite-term transfer operator.
Introduction
Let H denote the hyperbolic plane and let Γ be a Fuchsian group. Maass cusp forms for Γ are specific eigenfunctions of the Laplace-Beltrami operator acting on L 2 (Γ\H) which decay rapidly towards any cusp of Γ\H. They are of utmost importance in various fields of mathematics. To name but one example, the space L 2 discrete (Γ\H) of the discrete spectrum is spanned by the Maass cusp forms for Γ and the constant functions.
For the projective Hecke congruence subgroups Γ p := PΓ 0 (p) = a b c d ∈ PSL(2, Z) c ≡ 0 mod p of any prime level p we provide a dynamical approach to their Maass cusp forms via transfer operator families parametrized in the spectral parameter s. Our main theorem is as follows:
Theorem. For s ∈ C, 0 < Re s < 1, the space of Maass cusp forms for Γ p with eigenvalue s(1 − s) is isomorphic (as vector space) to the space of highly regular 1-eigenfunctions of the transfer operator with parameter s.
The required regularity of these eigenfunctions is specified in Theorem 2.2 below. The transfer operators arise from a discretization of the geodesic flow on the orbifold Γ p \H which was specifically developed in [HP08, Poh10] for such a dynamical approach to Maass cusp forms. These transfer operators are finite sums of specific elements from Γ p acting via principal series representation on functions defined on certain intervals in the geodesic boundary of H. Therefore their 1-eigenfunctions are characterized as solutions of finite families of finite-term functional equations. The 1-eigenfunctions in the main theorem can be understood as period functions for the Maass cusp forms for Γ p .
In Section 2 below we recall the discretization, provide the associated transfer operators and state a definition of period functions. Employing the recent characterization of Maass cusp forms in parabolic 1-cohomology by [BLZ] we prove in Section 3 that period functions are in isomorphism with parabolic 1-cocycle classes by constructing exactly one representative for each such class.
The results in this article depend on a number of choices. In Section 4 we briefly show, for the lattice Γ 3 , the effect of a different choice. A more detailed discussion of these variations as well as a generalization to other nonuniform Fuchsian groups will appear in a forthcoming article.
Definitions of period functions for these lattices have been provided via other approaches as well, e.g. by [DH07] and [CM01] (see also [HMM05] and [FMM07] ). Clearly, the spaces of these period functions are isomorphic to those provided here. It would be interesting to understand the precise isomorphism.
Discretization, transfer operators and period functions
The definition of period functions we provide in this article relies on a specific discretization of the geodesic flow on Y p := Γ p \H, constructed in [HP08, Poh10] . Its construction starts with constructing a cross section (in the sense of Poincaré) and choosing a convenient set of representatives with the help of a Ford fundamental domain. We start this section by recalling the steps essential for its present purpose. For proofs and a more detailed exposition we refer to [HP08, Poh10] . Contrary to other applications of cross sections, here we only have to require that all periodic geodesics on Y p intersect the cross section. After this brief presentation of the construction, we provide the associated transfer operator families and give a definition of period functions.
For all practical purposes we use the upper half plane
as model for the hyperbolic plane (even though the construction does not depend on the choice of the model). Further we identify its geodesic boundary with P 1 (R) ∼ = R ∪ {∞}. The action of Γ p on H is then by Möbius transformations, hence
for all a b c d ∈ Γ p and z ∈ H. This action extends continuously to P 1 (R). We call a point in P 1 (R) cuspidal if it is stabilized by some element in Γ p . Finally, a smooth function refers to a C ∞ function.
2.1. Ford fundamental domain. Underlying to all constructions is the Ford fundamental domain
It is a fundamental domain for Γ p with side pairing given as follows. The left vertical side is mapped to the right vertical side by the element
be the unique element in Γ p with k ′ ∈ {1, . . . , p − 1}. Then the element h k maps the boundary arc of F contained in
The function k → k ′ depends on the value of the prime level p. However, we have
for any p.
We use the side pairing to understand the local structure of the neighboring translates to F and to derive a presentation for Γ p . For k ∈ {0, . . . , p − 1} we let A k denote the strip in F between 
From these we read off the presentation
as well as the identities
denote the canonical quotient map from the unit tangent bundle SH of H to that of Y p . In the following we define a cross section for the geodesic flow on Y p via a set of representatives for it in SH. For k ∈ {0, . . . , p − 1} let
The sets C 
In [HP08, Poh10] it is shown that C is a cross section for the geodesic flow on Y p , and C ′ is a set of representatives for it.
Discrete dynamical system. Suppose that v is a vector in C and let γ v denote the (unit speed) geodesic on Y p determined by
At least in the case that γ v does not go into a cusp there is a minimal time
is an element of C. This gives rise to the partially defined first return map
The first return map R is conjugate to a discrete dynamical system on parts of the geodesic boundary R ∪ {∞} of H as seen in the following. For each vector v in C we have a unique representative v in
Since γ v is a representative of γ v , the vector
has a lift to SH which is tangent to γ v . More precisely, it is represented by the first intersection of the set of tangent vectors to
for some h ∈ Γ p and ℓ ∈ {0, . . . , p}. Then R( v) is identified with
Even though the geodesic γ v may intersect more than one of the components C ′ j (j = 0, . . . , p) of C ′ , it intersects each one in at most one vector. Therefore, the map
is injective. In turn, the first return map R is conjugate to the discrete dynamical system F defined on
In the following, we are interested only in the forward part (the last two components) of F . Let F denote this restricted discrete dynamical system and let D denote its domain of definition. To provide an explicit expression for (D, F ) we can deduce the relevant Γ p -translates of C ′ from the side pairing of the fundamental domain F , see Figures 4 and 5.
To simplify notation we set
The action of F on D is given by the local diffeomorphisms
and for k ∈ {1, . . . , p − 2}, 
. . .
Because of this vector structure, we may identify I k × {k} with I k for any k ∈ {0, . . . , p}.
Further, for s ∈ C and any function ϕ : V → R on some subset V of R we define the action
of g ∈ Γ p on ϕ whenever it is well-defined. Thus, if g = a b c d , then . . .
extends smoothly to R, and (PF4) the map
The notion of smooth extension to P 1 (R) depends here on the parameter s ∈ C. A function ϕ : R → C is said to extend smoothly to P 1 (R) if and only if for some (and indeed any) element g ∈ Γ p which does not stabilize ∞, the functions ϕ and τ s (g)ϕ are smooth on R.
Remark 2.1. For k ∈ {1, . . . , p − 1} let
In Section 3 below we will prove the following relation between Maass cusp forms and 1-eigenfunctions of the transfer operator L F,s .
Theorem 2.2. For s ∈ C with 0 < Re s < 1, the space FE ω,dec s (Γ p ) is in linear isomorphism with the space of Maass cusp forms for Γ p with eigenvalue s(1 − s).
Motivated by Theorem 2.2, we call the elements of FE ω,dec s (Γ p ) period functions for the Maass cusp forms for Γ p with eigenvalue s(1 − s).
Period functions and Maass cusp forms
For the proof of Theorem 2.2 we use the characterization of Maass cusp forms in parabolic 1-cohomology, which was recently developed in [BLZ] . In Section 3.1 below we briefly recall this characterization. Theorem 2.2 follows then from showing that parabolic 1-cocycle classes are in linear isomorphism with period functions, which is done in Section 3.2 below. The isomorphism between period functions and parabolic 1-cocycle classes is constructive as well as the isomorphism between parabolic 1-cohomology and Maass cusp forms from [BLZ] .
We denote the space of Maass cusp forms for Γ p with eigenvalue s(1 − s) by MCF s (Γ p ).
3.1.
Maass cusp forms as parabolic 1-cocycle classes. Let s ∈ C. Recall that the space V ω * ,∞ s of semi-analytic smooth vectors in the line model of the principal series representation with spectral parameter s is the space of complexvalued functions ϕ on R which are (a) smooth and extend smoothly to P 1 (R), (b) and real-analytic on R \ E for a finite subset E which depends on ϕ.
The action of Γ p on V ω * ,∞ s is given by the action τ s in (4). The notion of smooth extension to P 1 (R) depends on the parameter s in the same way as for period functions.
In the notation of restricted cocycles, the space of 1-cocycles of group cohomology of Γ p is
Here we write c g ∈ V ω * ,∞ s for the image c(g) of g ∈ Γ p under the map c :
. The space of parabolic 1-cocycles is
The spaces of the 1-coboundaries of group cohomology and of parabolic cohomology are identical. They are given by
The parabolic 1-cohomology space is the quotient space
Theorem 3.1. [BLZ] For s ∈ C with 0 < Re s < 1, the spaces MCF s (Γ p ) and H ) which is associated to u. We pick any point z 0 ∈ H. Then [c] is represented by the cocycle c with
for g ∈ Γ p . The integration is performed along any differentiable path in H from g −1 .z 0 to z 0 , e.g. the connecting geodesic arc. Since Maass cusp forms decay rapidly towards any cusp and ∞ is a cuspidal point, we may choose z 0 = ∞ in (9) (cf. the discussion in [Lew97, MP11] ). Then the path of integration has to be essentially contained in H (see Lemma 3.2 below for are more precise statement). We remark that the choice z 0 = ∞ yields the unique representative c of the cocycle class [c] for which c T = 0.
The following lemma is now implied by standard theorems on parameter integrals.
Lemma 3.2. Let u ∈ MCF s (Γ p ). If a, b are two distinct cuspidal points with a < b, then the parameter integral
defines a function which is smooth on R and real-analytic on (a, b)∪ (R\[a, b] ). Here the integration is performed along the geodesic from a to b, or any differentiable path γ : (c, d) → H with lim r→c γ(r) = a, lim r→d γ(r) = b (in the cone topology of the geodesic compactification of H), or any path which is piecewise of this form. In particular, for any g ∈ Γ p , the function
is smooth on R and real-analytic on the intervals (−∞, g −1 .∞) and (g −1 .∞, ∞), and
is smooth on R and real-analytic on (−∞, 0) ∪ (0, ∞).
Finally, as in [LZ01, Chap. II.2] it follows that
for any g ∈ Γ p and any cuspidal points a, b.
To end this section, we use Lemma 3.2 and (10) to improve the understanding of the fine structure of parabolic 1-cocycles. 
Moreover, ψ is the unique element in V ω * ,∞ s such that (11) is satisfied.
Proof. The element
is parabolic. By definition there exists an element ψ ∈ V ω * ,∞ s such that
From [BLZ, Proposition 4.5] it follows that ψ is unique. By Lemma 3.2 and (10), the map ψ : R → C,
is an element of V ω * ,∞ s
. The normalization of c yields that
Now a straightforward calculation shows that this function satisfies (11). . . .
as follows. For k ∈ {1, . . . , p − 1} we define
Let ψ be the unique (see Lemma 3.3) element in V ω * ,∞ s such that
We define f 0 := −ψ| I0 and f p := ψ| Ip .
We remark that (12) actually defines a smooth, semi-analytic function on P 1 (R) by (PF3) and Remark 2.1.
is a linear isomorphism between the vector spaces FE ω,dec s
Its inverse map is given by
By Theorem 3.1, Theorem 3.4 immediately yields Theorem 2.2. The proof of Theorem 3.4 is split into Propositions 3.5 and 3.6 below. 
for a (unique) Maass cusp form u with eigenvalue s(1 − s). Let k ∈ {1, . . . , p − 2}. On the interval I k+1 it follows that 
