A theoretical description of the three-pulse photon echo peak shift for model reaction systems is presented. An electronic two-state system with a finite upper-state lifetime and a three-state system in which electronic transitions can occur are considered. A probabilistic argument is employed to incorporate the incoherent transitions. New pathways describing the transition of electronic population are introduced and the nuclear propagator in the electronic population state is written by a convolution integral between those of the nonreactive two-state system weighted by some factors for the electronic transition. The response functions are given by multitime correlation functions and are analyzed by the cumulant expansion method. Some numerical calculations are presented and the influence of incoherent reactions on the peak shift is discussed. Comparison with experimental data confirms the existence of the effects predicted here.
I. INTRODUCTION
Photon echo spectroscopy has been developed to a sophisticated level for the study of chromophore-bath interactions in dilute samples, where the electronic transition can be modeled as a two-state system interacting with a complex set of intra-and intermolecular nuclear motions. [1] [2] [3] [4] [5] [6] [7] [8] In particular we and others [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] have made extensive use of the three-pulse photon echo peak shift ͑3PEPS͒ method to characterize solvent-solute interactions in liquids, [9] [10] [11] [12] [13] [14] [15] [16] glasses, [17] [18] [19] and proteins. [19] [20] [21] [22] It was established that the solvation dynamics influencing the electronic energy gap fluctuation via the electron-phonon coupling can be revealed by this kind of experiment. The experiment has an intrinsically high dynamic range over which the transition frequency fluctuation may be followed. A notable feature of this experiment ͑for dilute two-level systems coupled to a bath͒ is that the presence of a finite long-time peak shift is direct evidence for the presence of static ͑on the experimental time scale͒ inhomogeneity in the system. 3 We note that the experiment has very high ͑subpulsewidth͒ intrinsic time resolution. The experimental results are usually analyzed by a theory based on the linearly coupled harmonic bath model and the cumulant expansion method. 23 This model provides a good description of experiments on two-state systems over a wide range of temperature. [17] [18] [19] It thus seems appropriate to extend such studies to more complex systems in which electronic population transfer ͑chemical reaction͒ can occur.
3PEPS experiments have been carried out on some reactive systems such as the purple bacterial light harvesting complexes LH1 and LH2 ͑Refs. 20,21͒ and on the bacterial reaction center. 22 The results showed that the energy ͑excited population͒ transfer process within the biological complexes qualitatively influences the form of the echo signal and that the essential parameters controlling the evolution of the system can be extracted from measurements of the peak shift. These experiments were analyzed by a theory based on the two-state system incorporating the reactive events intuitively. [19] [20] [21] Although this theory explains the experimental results quite well, its domain of applicability needs to be explored via a more formal approach. The theory presented in this paper is extended to the energy transfer system elsewhere. 24 3PEPS experiments on reactive systems 25, 26 are being currently performed in our group to investigate the effect of solvation dynamics on chemical reactions. For example, in some polar solvents, the excited state of phenol blue contains a large amount of charge transfer character. Charge recombination leads to very rapid decay to the ground state. 25 Rhodamine6G, oxazine 1, and oxazine 750 in the solvents DMA and DEA comprise another interesting set of systems in which ultrafast photo-induced electron transfer from the solvent to the solute occurs. 26 In order to properly interpret the experimental 3PEPS data on reactive systems, a theoretical model is required. This is the purpose of the present paper. As the simplest examples of reactive systems, we consider a two-state system with a finite lifetime in the upper state such as phenol blue and a three-state system which models an excited state electron ͑proton͒ transfer system. By doing this we shall show how the effect of reaction can be systematically incorporated into a theory for the third-order signal and we will discuss a new kind of phenomenon in the 3PEPS signal specific to these types of systems.
In most reactive systems in the condensed phase, the electronic transitions occur on time scales long compared with the electronic dephasing time. In this case, the information of electronic coherence is lost before the electronic transition occurs. So the consideration of population transfer dynamics is sufficient for our purpose. Leegwater 27 showed that incoherent population transfer is quite a good description even for a system with strong electronic coupling if the homogeneous broadening width is larger than the electronic coupling constant. When the population transfer time scale is comparable to that of the degrees of freedom of the bath, the population transfer kinetics should be described by a rate kernel equation in which the rate kernel contains the information of the bath dynamics. [28] [29] [30] [31] Understanding the dynamics of such systems is a topic of much current interest. 32 However, Markovian reactive systems in which the rate kernel is approximated by a time-independent rate constant provide a good starting point of our discussion and should give us an intuitive understanding of the influence of reactive events on the 3PEPS experiment. In this paper, the electronic transitions are assumed to be Markovian. We expect that an extension of the present work to incorporate the nonMarkovian effects could be made.
II. BASIC THEORY FOR THE SIMPLE TWO-STATE SYSTEM
Third order spectroscopic signals can be predicted by a response function which describes the third order process occurring in the system. In terms of the response function, the three-pulse photon echo peak shift for a simple two-state system is well established and described in detail elsewhere. [8] [9] [10] Before proceeding to the reactive systems, we will therefore briefly discuss the basic elements of the 3PEPS for a nonreactive two-state system.
In the condensed phase, there are many identical chromophores contained in a region with dimension of the wavelength of light. When these chromophores interact with light, a macroscopic ͑on the wavelength scale͒ nonlinear polarization is induced and this gives the nonlinear signal. If the chromophores are independent of each other, the timedependence of the polarization can be described by the density matrix of a single chromophore. The pulse sequence for a 3PEPS experiment is shown in Fig. 7 . The time periods and T are experimentally controlled. In the impulsive field limit, the first time period during which the system is in an electronic coherence state is scanned. During the second time period T, the system is in a diagonal state ͑population state͒ of density matrix. The third pulse creates the second coherence state which leads to rephasing and echo formation.
In a conventional photon echo experiment, the final time period t is integrated over to record the echo intensity as a function of the first time period . The experimental signal should be interpreted, when pulse duration is very short, in terms of the response function R(t,T,) by the relation
The observable of interest is the location of the echo maximum with respect to zero delay of the first time interval for different fixed values of the second period T. The shift from zero delay, *(T), we refer to as the peak shift. From Eq. ͑2.1͒, the peak shift is obtained by solving the equation
͑2.2͒
A plot of *(T) vs T constitutes a 3PEPS data set. The key features of the 3PEPS experiment can be found elsewhere. [8] [9] [10] Under the rotating wave approximation ͑RWA͒ and an impulsive pulse shape, only two kinds of third-order processes contribute to the signal with the direction of k 3 ϩk 2 Ϫk 1 . 23 The effects of finite pulsewidth are easily developed by considering two additional third-order processes. 10 R gg 0 and R ee 0 are the response functions which describe the ground and excited population evolution, respectively, during the interval between the second and the third pulses. In this paper, the subscript gg(ee) on the response function denotes that the population state begins at the ground ͑ex-cited͒ state and ends in the ground ͑excited͒ state. The superscript 0 denotes reaction-free response functions. We can write these response functions in terms of the nuclear propagators in Liouville space as 23 Here, the superscript re denotes the modulus of the response function which is determined by the real part of the line broadening function, and P and Q are the real and imaginary parts of the line broadening function g(t), respectively. The imaginary part of the line broadening function controls the phase angle of the response function associated with each pathway. The line broadening function characterizes the spectral distribution of the fluctuations, 23, 33, 34 in the presence of static inhomogeneity, ⌬ in ,
R gg
where ␤ is the Boltzmann factor and ͑͒ is a temperatureindependent spectral density representing the bath density of states. The reorganization energy is defined in terms of the spectral density as
Note that the real part of g(t) is temperature-dependent while the imaginary part is not. For convenience, we set បϭ1. Once ͑͒ and ⌬ in are determined, the response functions at any temperature can be calculated by Eqs. ͑2.5͒-͑2.9͒.
Although the spectral density is quite a general quantity containing the information of bath fluctuation dynamics, it is convenient to introduce a temperature-independent transition energy fluctuation correlation function M (t). The expression linking M (t) and ͑͒ is 23
In this paper, we will assume a simple form of M (t) to simulate the bath dynamics and from this we calculate the spectral density via the inverse Fourier transform of Eq. ͑2.10͒. The resultant spectral density will be inserted into Eq.
͑2.8͒ to model the line broadening function g(t)
at an arbitrary temperature.
The total response function is given by the sum of R gg 0 and R ee 0 ,
If the imaginary part of g(t) is neglected, the response functions arising from the gg and ee pathways are exactly the same. Since no spectral diffusion ͑time-dependent Stokes shift͒ occurs in this case, the displacement of the excited state potential curve from that of the ground state is zero and so the nuclear dynamics in both states is not different. This is the reason why the gg and ee pathways give identical response functions when Qϭ0. Otherwise, some interference between the gg-and ee-pathways will play a role in the signal proportional to the modulus squared of the total response function.
III. RESPONSE FUNCTIONS FOR REACTIVE SYSTEMS
A. Two-state system with finite lifetime
We consider an electronic two-state system with a finite lifetime of the excited state. The energy diagram is shown in Fig. 1͑a͒ . Traditionally, it has been accepted that a finite lifetime does not affect the peak shift but only reduces the intensity of the signal. In this case, the response function for a two-state system with an upper state lifetime k d Ϫ1 is given by 8 
R͑t,T, ͒ϭe
This form is an extension of a standard method introduced in linear spectroscopy to incorporate the lifetime broadening. 35 We can easily see that the peak shift behavior predicted by solving Eq. ͑2.2͒ along with Eq. ͑3.1͒ via Eq. ͑2.1͒ is exactly the same as that for a system with an infinite lifetime. So this kind of response function leads us to the conclusion that there would be no effects of lifetime on the peak shift when pulse duration is impulsively short. In this section, we will show that this may not be always true. We assume the lifetime is much longer than the dephasing time and so we can neglect decay to the ground state during the coherence time when the dephasing dynamics is dominant. In this case, the decay to ground state can occur only during the population time period and the third order process can be represented by the diagrams in Fig. 1͑b͒ . In the presence of decay from the excited state to the ground state, there are three pathways of third order response. The first one denoted by R gg is for the process in which the system is in the ground state for the entire population period and this process is not affected by the decay process. The expression for this is the same as in the normal two-state system, that is, R gg ϭR gg 0 . The second response function denoted by
is for the process in which the system is in the excited state for the entire population period. The nuclear dynamics for this process must be identical to that for the process described by R ee 0 in the normal two-state system. However, due to the decay to the ground state with the decay constant k d , the population density undergoing this process decreases to give and describes the process in which the system starts from the excited state at the initial time of the population period and ends in the ground state at the final time of the population period. Now, the electronic state where the population resides changes during the population period due to the decay process and so the nuclear wave packet experiences a different potential energy as the electronic transition occurs. Because, in our model, the decay rate is assumed to be separable from the nuclear dynamics, the nuclear propagator in this case can be written by
Here, G ee,ee 0 (s)e Ϫk d s is the nuclear propagator for time s while the electronic state is in the excited population state. The exponential factor reflects the probability that the population is still in the excited state. k d ds is the decay probability ͑recovering probability of the ground state population͒ during the time interval ds and G gg,gg 0 (TϪs) describes the nuclear propagation in the ground electronic state during the time TϪs since the decay from the excited state to the ground state occurred. The decay process can occur at any time of the population period and so we obtain the convolution integral Eq. ͑3.6͒. This relation is exact within the present model. Inserting Eq. ͑3.6͒ into Eq. ͑3.5͒, we get
͑3.7͒
By a straightforward application of the cumulant expansion method, we can easily analyze the four-time correlation function in Eq. ͑3.7͒ to obtain an expression for R ge , R ge ͑t,T,͒ϭR gg 0 ͑t,T,͒e
͑3.8͒
The total response function is given by a sum of the above three terms R͑t,T, ͒ϭR gg ϩR ee ϪR ge ϭR gg 0 ϩR ee 0 e
Since, in the pathway for R ge , the system makes an odd number of interactions with the field on the bra and ket sides, respectively, R ge contributes to the total response function with a minus sign 23 which reflects the recovery of the hole in the ground state. By the time integral of the last term of Eq.
͑3.9͒, the population kinetics and the phase shift of the response function associated with the recovered ground state are described. The peak shift behavior can be predicted by a numerical calculation of Eq. ͑3.9͒ along with Eqs. ͑2.1͒ and ͑2.2͒. Some illustrative calculations will be presented in Sec. IV.
By employing the linear electron-phonon coupling approximation, we implicitly assumed the potential energy surface of the ground and excited states to be harmonic with the oscillator strength for the electronic transition independent of solvation coordinate. This means that only a displacement of the potential minimum position of the excited state from that of the ground state can make the nuclear dynamics in the two states differ. This displacement inducing the spectral diffusion and the Stokes shift in linear spectroscopy is controlled by the imaginary part of g(t). So if we neglect this, we get a response function for a system in which the decay process does not alter the nuclear dynamics but decreases the amplitudes of the population and hole created during the first coherence dynamics in the excited and ground states, respectively. In this case, we can reduce Eq. ͑3.9͒ to the conventional form of the response function for the system with a finite lifetime like Eq. ͑3.1͒,
It is evident from Eq. ͑2.2͒ that this kind of response function cannot reflect the finite lifetime effects on the peak shift when the pulse shape is impulsive.
In the general case, however, there is a finite Stokes shift in the fluorescence spectrum and thus the imaginary part of g(t) must not be neglected. In this case interference among the above three kinds of response functions in Eq. ͑3.9͒ can occur reflecting the lifetime effects on the peak shift. The role of the imaginary part of g(t) in the third order response function becomes magnified in low temperature 17 and we expect this kind of interference effect to be most evident in low temperature experiments.
B. Three-state system with incoherent reaction "incoherent electron transfer…
As an example of the kind of system we have in mind consider the excited state electron transfer system DA →D*A→D ϩ A Ϫ →DA. The scheme for such a system is shown in Fig. 2͑a͒ . This model could also be applied to a photo-induced proton transfer system. If the reaction rates are much slower than the dephasing time, we can safely ignore the reaction processes during the coherence time interval. In this paper, we only consider the case that the state eЈ is nonresonant with the laser and so the state does not interact with the light. For the purpose of simplicity, we assume a Markovian process for the incoherent reaction from the state e to the state eЈ. In this case, the electronic transition dynamics is separated from the nuclear dynamics and we can employ a similar procedure as above to understand the effect of incoherent reaction on the peak shift. Moreover, we assume the nuclear coordinates associated with the optical transitions of e and eЈ states should be statistically independent of each other and satisfy the same fluctuation dynamics.
The four kinds of third order processes occurring in this system are represented by the Feynman diagrams in Fig.  2͑b͒ . As usual, there is a pathway in which the population state is the ground state. This pathway is common for every reactive system and its expression is the same for all cases. Thus we will not write this expression again. For the process in which the population stays in the excited state during the entire population period, the response function is given by 
͑T͒. ͑3.12͒
In this system, the decay rate of the excited population is given by the sum k r ϩk d . Consequently, the response function for the ee-pathway is obtained as
The population of the third process begins at the excited state and ends in the ground state and the response function representing this process is given by R ge ͑t,T,͒ϭ͗G eg,eg 0 ͑t͒G gg,ee ͑T͒G ge,ge 0 ͑͒ g ͘. ͑3 .14͒
The nuclear propagator during the population period is also given similarly to Eq. ͑3.6͒ as 
͑3.15͒
Employing a similar procedure to the previous section, we get the response function for the decay process as 
͑3.19͒
Actually, this response function has a two-dimensional integral with respect to time because there are two types of sequential reaction events. We can easily reduce it to the onedimensional integral given in Eq. ͑3.19͒ by simple algebraic manipulation. Referring to the Feynman diagrams shown in Fig. 2͑b͒ to determine the sign of each pathway contributing to the total response function, we get the total response function as 
͑3.20͒
The last term of Eq. ͑3.20͒ reflects the destruction of the hole, because of the two reaction pathways moving the ee-population to the gg-population, in the ground state created by the first coherence dynamics. The difference in the history of the nuclear trajectories between the original gg-population ͑having existed from the initial population time͒ and the other having decayed from ee-population is incorporated into the response function via the integrand including Q(t). The difference in the nuclear trajectory history will have an effect on the peak shift.
If there is no displacement of the potential curve (Q ϭ0) of the excited state e from that of the ground state, then the nuclear dynamics is not influenced by the change of electronic state. In this case, Eq. ͑3.20͒ simplifies to
R͑t,T, ͒ϭR
where f (T) is a parametric function of the rate constants which describes just the time dependence of the population. So the amplitude of the third-order signal will decrease with f (T) but the peak shift is not affected by the reactions with an impulsive pulse shape. which describes just the decrease of the ee-population due to population transfer to a state which is out of the laser window.
IV. ILLUSTRATIVE CALCULATION AND DISCUSSION IN THE IMPULSIVE LIMIT
In this section, we present some illustrative calculations of the peak shift behavior in the presence of reactive events in the impulsive limit. The influence of using finite pulses will be discussed in the following section. We model the nuclear fluctuation dynamics in terms of the electronic energy gap fluctuation function M (t) defined by Eq. ͑2.10͒. We assume that M (t) is given by the sum of a Gaussian and an exponential function
to simulate the bimodal character of the fast and slow solvation processes. It is well known that a Gaussian process associated with the inertial solvent motions is responsible for the short time fast dynamics. The exponential part represents a diffusive solvation dynamics. With this form, the temperature independent spectral density is given by the inverse cosine transform of Eq. ͑2.10͒ as 2 ͑ ͒ϭ
͑4.2͒ Figure 3 shows the frequency dependence of this spectral density when g ϭ60 fs and e ϭ1 ps. The reorganization energy is set to be 200 cm Ϫ1 in all calculations. Figure 4͑a͒ shows the 3PEPS behavior of a two-state system with a finite lifetime of the excited state predicted by Eq. ͑3.9͒ at room temperature ͑300 K͒ and with zero inhomogeneity. The peak shift for the two-state system with k d ϭ0 is also shown for comparison. Except for population times longer than the lifetime of the excited state, the 3PEPS for the system with a finite lifetime is almost identical with the k d ϭ0 system ͑dotted line͒. In other words, the finite lifetime effect does not appear until most of the ee(gg)-population disappears due to the decay. This kind of behavior can be understood by looking at Eq. ͑3.9͒. As the last term of Eq. ͑3.9͒ shows, the lifetime effect is brought about by the difference in the nuclear motion history which yields some phase difference between the response functions associated with the original and restored gg-populations. At early times, the portion of the restored gg-population is minor and thus the lifetime effect does not appear at that time region. After the original grating nearly disappears due to the recovery of the ground state population ͑depletion of the population grating͒, the lifetime effect arising from the difference in history between the restored gg-population and the original one becomes apparent. Because of this, the echo signal intensity in the time region when the lifetime effect appear should be very small and a high dynamic range experiments will be required to observe this effect.
In Fig. 4͑b͒ , we present the peak shift at very low temperature. The other parameter values are the same as those in Fig. 4͑a͒ . Equation ͑2.8͒ shows the relative contribution of the imaginary part of g(t) is enhanced in low temperature and thus the lifetime effect reflected through the imaginary part of g(t) is more pronounced than in Fig. 4͑a͒ . Even so, the time scale that the lifetime effect begins to appear does not seem to be much altered by the temperature. At low temperature, the rise in the peak shift starting around T Ϸ100 fs appears even for the normal two-state system. This is ascribed to the interference effect between the imaginary parts of the response functions for the gg-and ee-pathways.
If some portion of the excited population does not directly go back to the ground state ͑which we expect to be the case most for real systems͒, a population grating will still persist for a long time. As an example consider a three-state system with k d 0 k r and k d Јϭ0. The direct decay process with rate constant k d decreases the amplitude of the population grating both in the ground and excited states and makes the signal intensity very weak. In contrast to the case of a pure two-level system, this loss of population grating is not complete due to the flow of excited state population to the eЈ state. In this case, the total signal will be dominated by the population grating retained in the ground state. The finite lifetime effect arising from the phase difference in the response functions discussed above will not appear because this phase difference effect only appears after the whole grating has nearly decayed as shown in Fig. 4 . As a result the peak shift is mainly determined by the population grating to give similar behavior to that in Fig. 6 below without direct decay to the ground state. The peak shift when k d Ϫ1 ϭ60 fs and k d Јϭ0 is plotted in Fig. 5 for some values of k r . When the population transferred to the eЈ state is finite (k r Ϫ1 ϭ90 fs), no rise in the peak shift is shown as expected. The reason for the small deviation, even in this case, from the peak shift for a nonreactive system does not come from the history effect but from population transfer to the eЈ state as discussed below. As k r becomes small, the history effect arising from the direct decay process becomes comparable to the effect from the ground population grating associated with k r process to give a rise in the peak shift. Now, we discuss the three-state system only incorporating the effect of the incoherent reaction from the donor state to acceptor state without any decay to the ground state. Then the total response function is given by Eq. ͑3.22͒ which describes the exponential decay of the ee-population. At long transient population time, the decrease of the role of the ee-population due to the reaction makes the interference between the gg-and ee-pathways different from that in the normal two-level system where both pathways contribute to the signal equally. As a result, the peak shift for the threestate system is affected by the incoherent reaction. When the population time becomes large, the contribution from the ee-pathway becomes minor and the interference effect disappears, i.e., the response comes only from the gg-pathway. Then, because the signal is quadratically proportional to the magnitude of the response function, only the modulus of the response function ͓R re in Eq. ͑2.5͔͒ controls the peak shift. Consequently the peak shift for times longer than the population transfer is higher than that from a normal two-state system where the interference still occurs. A similar effect occurs in the work of Nagasawa et al., 17, 19 where the peak shift calculated without the imaginary contribution to the line broadening function is larger than that where both contributions are included. However it is generally the case the interference effect is small at room temperature. This means an incoherent reaction which removes the excited population from the laser window has rather small influence on the peak shift at room temperature. Figure 6͑a͒ shows this behavior. In fact, the peak shift is not only insensitive to the incoherent reaction rate but also is essentially identical to that with no reaction. At low temperature ͓Fig. 6͑b͔͒, however, the role of the imaginary part of g(t) becomes non-negligible and the interference effect is pronounced to give an apparent rise in the peak shift on the time scale of the reaction.
V. EFFECT OF FINITE PULSE SHAPE
When the duration of the laser pulse is finite, nonrephasing pathways, in which the second electronic coherence state is the Hermitian conjugate of that in the rephasing pathway, should be considered with a time integral over the pulse envelopes. This kind of effect in an isolated two-level system was discussed in detail in Ref. 10 . The nonrephasing pathways yield free induction decay ͑FID͒ while the rephasing ones have echo characteristics.
Since only the population states are relevant to reactive events in the simplified reaction model, the nonrephasing response functions (R II ) for the present reactive systems are obtained from the rephasing ones (R I ) ͓given in Eqs. ͑3.9͒ or ͑3.20͔͒ by a simple substitution of the rephasing reaction-free response functions ͑R gg 0 and R ee 0 ͒ in R I with the nonrephasing ones. The expressions for the nonrephasing reaction-free response functions can be found elsewhere. 10 When the pulse sequence is as given in Fig. 7 The other sequences of interactions yield no signal in the given phase-matched direction under the RWA. The total response function is given by the combination of the four cases weighted by the pulse envelopes. Figure 8 shows the peak shift of a two-state system at room temperature when the finite pulse shape is incorporated. The pulse shape is assumed to be Gaussian with a width of 37 fs ͑FWHM͒. In addition to the usual overall increase in the magnitude of the peak shift of the nonreactive system, 10 the short time behavior is quite different than in the impulsive case ͑Fig. 4͒. Non-negligible decay to the ground state during the pulse duration decreases the peak shift compared with that of nonreactive system. This does not imply a change of rephasing capability but reflects the fact that, due to the ground state recovery, the rephasable signal makes a progressively smaller contribution as the interval between the first and second pulses becomes longer. As a result, the effective rephasing capability appears to be decreased. The rise at long times can be explained similarly to that observed in the impulsive case.
In contrast with the two-level system described above, the finite pulse shape does not produce any significant effect on the signal from the three-state system in the absence of FIG. 7 . Time ordering of pulse sequence. and T denote the center to center distances between the pulses which are experimentally controllable. t i denotes the interaction points within the ith pulse. The dashed pulse denotes the signal resulting from the three interactions, respectively, at t 1 , t 2 , and t 3 . ground state recovery ͑Fig. 9͒ since the ground state grating still persists because population transfer occurs from the excited state.
A combination of both pathways, ground state recovery and population transfer to a state absorbing out of laser window, shows interesting behavior in the peak shift when the pulse duration is finite ͑see Fig. 10͒ . Initially, the ground state recovery makes gratings on both the excited and ground states disappear and produces the rapid decay of the peak shift as shown in Fig. 8 . However, since the quantum yield of ground state recovery is less than one, some portion of the ground state grating still remains. At long time, this ground state grating controls the peak shift behavior and thus a slightly higher peak shift is predicted than in the nonreactive system as discussed in Fig. 6 . Surprisingly the overall shape of the peak shift in this case, using the simple spectral density given by Eq. ͑4.2͒, is quite similar to that of the phenol blue system experimentally measured in our laboratory ͑Fig. 11͒. A detailed analysis of the experimental data will be carried out elsewhere. 25 
VI. SUMMARY
In the 3PEPS experiment, a molecular system successively evolves in coherence, population, and a second coherence electronic states. Because the time period when the system is in coherence states is very small, we can neglect electronic transitions during this period. Under this assumption, a population transition can only occur incoherently in the course of experiments. The population kinetics were incorporated by employing simple probabilistic arguments. As an example, we considered a two-state system with a finite lifetime and a three-state system with two excited electronic states. In the three-state system, only one of the excited states is resonant with the laser frequency.
In these population transfer systems, the evolution of the nuclear wave packets depends on the particular electronic state. For example, the shift of the excited potential energy surface from that of the ground state produces different forces acting on the wave packet between the ground and excited electronic states. This is the reason why differences in the nuclear history emerge from the population transfer. The potential difference experienced by the nuclear motion as the electronic transition happens makes additional contributions to the response function and this kind of effect should be reflected, within the linear electron-phonon coupling approximation, via the imaginary part of the line broadening function as shown in this paper.
Preliminary results of 3PEPS experiments on phenol blue 25 and electron transfer systems ͓Rhodamine6G in DMA and DEA͔ ͑Ref. 26͒ show qualitatively similar behavior to the predictions of the present approach. We expect that detailed analyses of the experiments with the present theory will provide us with useful information on reactive systems. the Japan Society for the Promotion of Science. We thank Qinghua Xu for helpful discussions regarding his experimental data.
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