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THE INTERACTIVE SUM CHOICE NUMBER OF TREES
GREGORY J. PULEO
Abstract. We study the interactive sum choice number, a game coloring
parameter introduced by Bonamy and Meeks, and obtain a recursive formula
for the interactive sum choice number of forests. This formula coincides with
a formula for the slow coloring cost of forests, a parameter introduced by
Mahoney, Puleo, and West, and shows that these parameters are equal on
forests. This answers a question of Bonamy and Meeks.
1. Introduction
List coloring of graphs, first introduced by Erdo˝s, Rubin, and Taylor [2] and
independently by Vizing [7], has been studied in many forms (see [6] for a survey).
In its most basic form, the list coloring problem is as follows. We are given a graph
G and, for each vertex v ∈ V (G), we are given a list L(v) of colors appearing at
v. A proper L-coloring of G is a function φ that assigns each vertex v a color
φ(v) ∈ L(v) such that φ(v) 6= φ(w) whenever v, w are adjacent. For a function
f : V (G) → N, we say that G is f -choosable if G admits a proper L-coloring
whenever |L(v)| ≥ f(v) for all v.
A typical question in list coloring is “how large” the function f must be in order
for v to be f -choosable. Different notions of “large” give rise to different list-coloring
parameters. The most widely-studied of these is the choice number : the smallest
k such that G is f -choosable when f(v) = k for all v. A different notion of size
is used in sum-choosability. The sum choice number of a graph G, introduced by
Isaak [3] and written χSC(G), is the smallest value of
∑
v∈V (G) f(v) for a function
f for which G is f -choosable. (In particular, we are allowed to assign different list
sizes to different vertices.)
Bonamy and Meeks [1] introduced a game version of sum-choosability, defined
as follows. Consider a game played on a graph G by two players, Requester and
Supplier1. Initially, each vertex v has an empty list L(v). On each turn, Requester
selects a vertex v and asks for a color to be added to the list at that vertex, and
Supplier chooses a color to add to L(v). (The color chosen by Supplier must not
already be present in L(v).) The game continues in this manner, with Requester
choosing a vertex and Supplier adding a color to that vertex, until G admits a proper
L-coloring, at which point the game ends. The score of the game is then given by
the total number of requests made by Requester, that is, by
∑
v∈V (G) |L(v)|. Re-
quester’s goal is to minimize the score at the end of the game, while Supplier’s goal
is to maximize it. The score obtained when both players play optimally according
to these goals is the interactive sum choice number of G, written χISC(G).
1The original paper of Bonamy and Meeks named these players Alice and Bob; we prefer more
descriptive names for the players.
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As observed by Bonamy and Meeks, we always have χISC(G) ≤ χSC(G), since
Requester can simply choose some function f such that G is f -choosable, request
f(v) colors at each vertex v, and (by the definition of f -choosability) be guaranteed
that a proper L-coloring exists regardless of the colors chosen by Supplier. However,
since Requester has the ability to adapt their requests to the colors chosen by
Supplier, it is possible that Requester can use fewer than χSC(G) requests in total.
Bonamy and Meeks studied the interactive sum choice number of several graph
classes, and in particular, proved the following results on χISC(G) in the case where
G is a tree:
Theorem 1.1 (Bonamy–Meeks [1]).
χISC(K1,r) = r + 1 +max
{
k ∈ N :
(
k + 1
2
)
≤ r
}
.
Theorem 1.2 (Bonamy–Meeks [1]). For any n-vertex tree T ,
χISC(T ) ≤
⌊
3n
2
⌋
.
Bonamy and Meeks posed the question of determining χISC(T ) for general trees
T . In this paper, we prove the following recursive formula for χISC(T ).
Definition 1.3. A stem in a forest is a vertex having at most one non-leaf neighbor.
For k ∈ N, we define tk =
(
k+1
2
)
; the numbers tk are called the triangular numbers.
For r ∈ N, we define ur = max{k : tk ≤ r}.
Theorem 1.4. Let T be a forest, let v be a stem vertex of T , and let R be the set
of leaf neighbors of v. If r = |R|, then
χISC(T ) =
{
χISC(T −R− v) + r + 1 + ur, if r + 1 is not a triangular number,
χISC(T −R) + r + ur, if r + 1 is a triangular number,
where by convention we define χISC(T ) = 0 when T has no vertices.
(Note that in the terminology of Theorem 1.4, the result of Theorem 1.1 can be
expressed as χISC(K1,r) = r+1+ur.) In fact, this recursive formula coincides with
a formula obtained by Puleo and West [5] for the slow-coloring cost of a forest T ,
a parameter defined by Mahoney, Puleo, and West [4]. We discuss this parameter
in more detail in Section 4.
The rest of this paper is organized as follows. In Section 2, we gather some
general observations about the Requester/Supplier game which will be needed for
our proof of Theorem 1.4. In Section 3, we prove Theorem 1.4. Finally, in Section 4,
we define the slow-coloring game and discuss its relationship with interactive sum
coloring.
2. General Observations
Our first observation states, roughly, that an optimal strategy for Requester
makes at most d(v)+1 requests at each vertex v, and that any subsequent requests
can be exploited by Supplier to increase the final score of the game. This is analo-
gous to the observation that G is L-choosable whenever |L(v)| ≥ d(v) + 1 for all v,
simply because there will be at least one color remaining at v after all neighbors of
v are colored, regardless of how those colors are chosen.
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Observe that once a Requester strategy ℵ and a Supplier strategy i are fixed,
every move of the game is fully determined. By the (ℵ,i)-game we mean the
sequence of moves obtained when Requester plays the strategy ℵ and Supplier
plays the strategy i.
Lemma 2.1. Let G be a graph, and fix v ∈ V (G). For k ∈ N, let w(k) = max{0, k−
d(v) − 1}. Supplier has a strategy i such that: for any requester strategy ℵ, if
Requester makes k requests at v in the (ℵ,i)-game, then the total number of requests
in the (ℵ,i)-game is at least χISC(G) + w(k). Furthermore, all colors supplied at
v except the first d(v) colors can be chosen arbitrarily, as long as they have not yet
been supplied at v.
Proof. Let i0 be an optimal Supplier strategy. To define the strategy i, we will
“simulate” a game between an imaginary Requester and the optimal strategy i0,
using Requester’s moves according to ℵ in the “real game” to determine their moves
in the “simulated game”. The strategy will sometimes call for an excess color to
be supplied at v; the only requirement for such a color is that it has not yet been
supplied at v (and is thus a legal move).
Now the strategy i is defined as follows. Initially, the simulated game has the
same state as the real game: an empty list at every vertex. Whenever Supplier
makes a request at some vertex z, we determine the response under i as follows:
• If z 6= v, then the simulated Supplier makes a request at z. Whatever color
i0 supplies in the simulated game, we supply the same color at z in the
real game.
• If z = v and there have been fewer than d(v) + 1 total requests at v (in-
cluding the request we are currently responding to), then we do the same
thing: the simulated Supplier makes a request at v, and whatever color i0
supplies in the simulated game, we supply to v in the real game.
• If z = v and there have been exactly d(v) + 1 total requests at v (including
the request we are currently responding to), then the simulated Supplier
makes a request at v, but we ignore the color supplied by i0 in the simulated
game, and instead supply a new excess color to v in the real game.
• If z = v and there have been more than d(v) + 1 total requests at v, then
we do not do anything in the simulated game. Instead, we supply a new
excess color to v in the real game.
It is clear that if Requester makes t total requests in the real game, of which k are
requests at v, then Requester makes t−w(k) requests in the simulated game, since
all requests after the (d(v) + 1)th request get counted in the real game but not in
the simulated game. Furthermore, since i0 is an optimal Supplier strategy, there is
no proper coloring in the simulated game until at least χISC(G) simulated requests
have been made. To complete the proof, we must show that Requester cannot use
the excess colors at v to end the game “early”. In other words, we will show that
at the end of each turn, if a proper coloring exists in the real game, then a proper
coloring exists in the simulated game.
So suppose that φ is a proper coloring of G using the lists supplied during the
real game. Observe that for all z 6= v, the list at z in the real game and the
simulated game are identical. Let L0(v) be the list at v in the simulated game. If
φ(v) ∈ L0(v), then φ is also a proper coloring in the simulated game. Otherwise,
|L0(v)| ≥ d(v) + 1, since we do not start supplying excess colors until d(v) + 1
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simulated requests have been made at v. Hence, there is some color c ∈ L0(v) such
that c 6= φ(w) for all w ∈ N(v). Now the coloring φ0 defined by φ0(v) = c and
φ0(z) = φ(z) for z 6= v is a proper coloring of G using the lists in the simulated
game. This completes the proof. 
The other observation we will need is a special case of a lemma due to Bonamy
and Meeks [1], which we rephrase slightly.
Lemma 2.2 (Bonamy–Meeks [1]). If (S1, S2) is a partition of V (G), then
χISC(G[S1]) + χISC(G[S2]) ≤ χISC(G) ≤ χISC(G[S1]) + χISC(G[S2]) + |[S1, S2]| ,
where [S1, S2] is the set of edges of G with one endpoint in S1 and the other endpoint
in S2.
3. Proof of Theorem 1.4
It suffices to prove the claim when T is connected. For connected T , we prove the
claim by induction on |V (T )|. If |V (T )| = 1, then clearly χISC(T ) = 1. Thus, we
may assume that |V (T )| > 1 and the claim holds for smaller trees. Furthermore, if
T is a star, then the only stem vertex of v is the center vertex of the star, and both
formulas in Theorem 1.4 give χISC(T ) = r + 1 + ur, agreeing with Theorem 1.1.
Thus, we may assume that T is not a star.
Let v be a stem vertex of T . Since T is not a star, we may take w to be the
unique non-leaf neighbor of v. Let R be the set of leaf neighbors of v, and let
r = |R|. Let T ′ = T −R− v.
Lemma 2.2, together with Theorem 1.1, immediately yield
(1) χISC(T
′) + r + ur + 1 ≤ χISC(T ) ≤ χISC(T
′) + r + ur + 2.
It will also be useful to define a maneuver that Requester will frequently use to
obtain a proper coloring of a star. Suppose that H is a star with center vertex v
and a list assignment L such that |L(w)| = 1 for each leaf w. For c ∈ L(v), a c-move
consists of requesting a new color for each leaf w with L(w) = {c}, then coloring v
with the color c, and coloring each leaf w with the unique color in L(w) − c.
Lemma 3.1. If r + 1 is not a triangular number, then χISC(T ) = χISC(T
′) + r +
ur + 1.
Proof. Due to Inequality (1), it suffices to show that χISC(T ) ≤ χISC(T
′)+r+ur+1
by providing a strategy for Requester.
Requester uses a slight modification of the strategy used on stars in [1]. As usual,
she starts by requesting an initial color for every vertex of G. For each vertex x, let
α(x) be the first color assigned to x. Requester will then use the following strategy.
(Due to its complexity, we first describe the strategy in full, and then analyze it.)
Throughout, whenever ci is a color, we write Si for the set {z ∈ R : α(z) = ci}.
• Let i = 1 and let c1 = α(v).
• While |Si| ≥ ur − i+ 2:
– Increment i, and request a new color ci for v.
• If |Si| ≤ ur − i:
– Perform a ci-move on {v} ∪R.
– Play an optimal strategy on T ′, except that we spend one extra request
to skip ci if it is added to the list at w.
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• Otherwise, |Si| = ur − i+ 1. Let i
∗ = i. Set aside R ∪ {v} for a while, and
play an optimal strategy in T ′. “Lock in” a proper coloring on T ′, and let
c0 be the color assigned to w.
• If c0 6= ci, then perform a ci-move on {v} ∪R, and we are done.
• Otherwise, increment i and request a new color ci for v.
• While |Si| ≥ ur − i+ 2:
– Increment i, and request a new color ci for v.
• Now |Si| ≤ ur − i+ 1. Perform a ci-move on {v} ∪R.
We claim that this strategy uses, in total, at most r + ur + 1 + χISC(T
′) requests.
As written, it is not obvious that the strategy terminates at all. First we prove
that the strategy terminates, then, given that it terminates, we show that it uses
at most the claimed number of requests.
The only way the algorithm could fail to terminate would be to get stuck in one
of the while-loops indefinitely. If the algorithm gets stuck in the first while-loop,
then |Si| ≥ ur − i+ 2 for all i. Since the sets Si are disjoint subsets of R, we have∑
|Si| ≤ r, so that,
r ≥
ur+1∑
i=1
|Si| ≥
ur+1∑
i=1
i =
(ur + 1)(ur + 2)
2
=
(
ur + 2
2
)
,
contradicting the maximality of ur.
If the algorithm gets stuck in the second while-loop, then we have |Si| ≥ ur−i+2
for all i except i∗, and we have |Si∗ | = ur − i
∗ + 1. Hence
r ≥
ur+1∑
i=1
|Si| ≥
(
ur + 2
2
)
− 1.
Since r+1 is not triangular, this implies that also
(
ur+2
2
)
≤ r. This again contradicts
the maximality of ur. Hence the algorithm terminates.
Now there are essentially two ways for the algorithm to terminate: either Re-
quester finds a color ci with |Si| ≤ ur − i before switching to the game on T
′, or
she finds a color ci with |Si| = ur − i + 1 and switches to the game on T
′. In the
first case we will call ci a great color, and in the second case we will call ci a good
color.
Case 1: Requester finds a great color ci. In this case, the total number of
requests made by Requester (including her initial requests) is at most
r + i+ |Si|+ (χISC(T
′) + 1),
since after finding a great color, Requester will request a new color for each vertex
of Si and will possibly use one extra request on T
′ to avoid the color ci at w. As
|Si| ≤ ur − i, the total number of requests is at most r + ur + 1 + χISC(T
′), as
desired.
Case 2: Requester finds a good color ci. Let ck be the last color that gets
assigned to v. The total number of requests made by Requester is at most
r + k + |Sk|+ χISC(T
′).
Since |Sk| ≤ ur−k+1, the total number of requests is at most r+ur+1+χISC(T
′),
as desired. 
Next we must show that if r+1 is triangular, then χISC(T ) = χISC(T−R)+r+ur.
Here Inequality (1) is not immediately helpful, so we need to prove both the upper
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and lower bound. We break these proofs into separate lemmas. (The upper bound,
in fact, does not depend on r + 1 being triangular.)
Lemma 3.2. χISC(T ) ≤ χISC(T −R) + r + ur.
Proof. We give a strategy for Requester. The strategy is similar to the strategy
used in Lemma 3.1, except that when we find a “good” color, we play a subgame
on T − R instead of T − R − v, paying special attention to the vertex v where
this subtree overlaps with {v} ∪ R. As before, requester starts by requesting an
initial color α(x) for each x ∈ V (G), and when ci is a color, we write Si for the set
{z ∈ R : α(z) = ci}.
• Let i = 1 and let c1 = α(v).
• While |Si| ≥ ur − i+ 2:
– Increment i and request a new color ci for v.
• If |Si| ≤ ur − i:
– Perform a ci-move on {v} ∪R.
– Play an optimal strategy on T ′, except that we spend one extra request
to skip ci if it is added to the list at w.
• Otherwise, |Si| = ur − i+ 1. Let i
∗ = i. Set aside R ∪ {v} for a while, and
play an optimal strategy in T −R, assuming that α(v) = ci∗ in the T −R
game. When we choose the proper coloring of T −R, we assign v the color
ci∗ if possible.
• “Lock in” the coloring on T − R− v, and let c0 be the color assigned to v
in the proper coloring of T −R.
• If c0 = ci∗ , then perform a ci∗ -move on {v} ∪R.
• Otherwise, increment i, let ci+1 = ci, and let Si = ci.
• While |Si| ≥ ur − i+ 2:
– Increment i and request a new color ci for v.
• Now |Si| ≤ ur − i+ 1. Peform a ci-move on {v} ∪R.
The same argument as in the previous case shows that this strategy always termi-
nates. Furthermore, it always produces a proper coloring: if v receives the color
ci∗ , then the strategy in T −R guarantees that this color is different from the color
at w, and the request at each vertex of Si∗ allows us to avoid conflicts with the
leaves in R. On the other hand, if v does not receive the color ci∗ , then the strategy
played in T − R implies that its neighbor w outside R received the color ci∗ (as
otherwise we could have chosen ci∗ for v). As we also avoided conflicts with the
leaves in R, the final coloring is again proper.
We claim that this strategy always uses at most χISC(T −R) + r + ur requests.
We define great color and good color as in Lemma 3.1.
Case 1: Requester finds a great color ci. In this case, the total number of
requests made by Requester is at most
r + i + |Si|+ χISC(T
′) + 1,
which is at most
r + ur + 1 + χISC(T
′).
Since V (T−R) = V (T ′)∪{v}, Inequality 1 implies that χISC(T−R) ≥ χISC(T
′)+1,
so there are at most r + ur + χISC(T −R) requests made in total, as desired.
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Case 2: Requester finds a good color ci. Let ck be the last color assigned to v.
The total number of requests made is at most
r + |Sk|+ k + (χISC(T −R)− 1),
where we save one request in T − R because the “initial request” on v in T − R
is already counted in the k requests that were made of v in the game on R ∪ {v}.
Since |Sk| ≤ ur−k+1, the total number of requests is at most r+ur+χISC(T −R),
as desired. 
Lemma 3.3. If r + 1 is triangular, then χISC(T ) ≥ χISC(T −R) + r + ur.
Proof. We give a strategy for Supplier. It will be convenient to use the shorthand
u for ur.
Using Lemma 2.1, we may fix a Supplier strategy i on T − R such that, if
Requester requests 2 + k colors at v, where k ≥ 0, them the total number of
requests on T − R is at least χISC(T − R) + k. Furthermore, since the “excess
colors” in Lemma 2.1 can be chosen arbitrarily, we may choose this strategy so
that the same colors are always supplied to v in the same order. (The fact that the
first color can be chosen ahead of time, without depending on Requester’s moves,
follows from Observation 2.1 of [1].) Let c1, . . . , cu+1 be first u+ 1 colors supplied
to v.
We extend the Supplier strategy i to a strategy on all of T by specifying an
“initial color” for each vertex of R, to be supplied in response to the first request
at that vertex, and thereafter supplying arbitrary colors at R in response to further
requests. The initial coloring α for the vertices of R is defined as follows:
• ur vertices receive the initial color c1,
• ur vertices receive the initial color c2, and
• For each i ∈ {3, . . . , u+ 1}, ur − i+ 2 vertices receive the initial color ci.
In total, we have assigned initial colors to
(∑u+1
i=1 i
)
− 1 vertices, which is equal to
r since r + 1 is triangular.
We claim that this strategy forces Requester to use at least χISC(T −R)+ r+ur
requests. Suppose that Requester plays an optimal strategy, and let c be color given
to v in Requester’s final proper coloring.
If c /∈ {c1, . . . , cu+1}, then Requester has made at least u + 2 requests at v. By
our choice of strategy, this implies that Requester has made at least χISC(T−R)+u
requests on the vertices of T −R. Together with the r initial requests at R, we see
that Requester has made, in total, at least r + u + χISC(T − R) requests on T , as
desired.
Now suppose that c = ci for some i. In this case, Requester has made at least
i requests at v, and also must make a request at each vertex of R receiving the
color ci. If i = 1 or i = 2, then this means that Requester makes altogether r + u
requests on the vertices of R; together with the requests she must make in T − R,
this gives a total of at least r + u+ χISC(T −R) requests in total.
If i > 2 then, as before, our choice of strategy implies that Requester has made
at least χISC(T − R) + i − 2 requests on T − R. Requester must also request new
colors for the u−i+2 vertices of R receiving color ci, so the total number of requests
is at least
(χISC(T −R) + (i− 2)) + r + (u− i+ 2) = χISC(T −R) + r + u,
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as desired. 
4. The slow-coloring game
The slow-coloring game was introduced by Mahoney, Puleo, and West [4] as a
variant of paintability. The game is played on a graph G by two players named
Lister and Painter. Each round, Lister selects a vertex subset M ⊂ V (G), and
receives |M | points. Painter then chooses an independent set S ⊂ M and deletes
the vertices of S from the graph. The game continues until all vertices of G have
been deleted.
Lister wishes to maximize the number of points they receive, while Painter wishes
to minimize this quantity; the number of points scored by Lister when both players
play optimally is the slow-coloring cost of G, written s˚(G).
The game can be interpreted in terms of list coloring as follows: Lister’s choice
to present the set M on the ith round models choosing the vertices in M to have
color i in their list, while Painter’s choice of an independent set S ⊂ M models
choosing the vertices in S to receive the color i in a proper coloring from these lists.
The slow-coloring game was studied on several graph classes in [4]. In particular,
when T is a tree [4] obtained the following upper and lower bounds on s˚(T ):
Theorem 4.1 (Mahoney–Puleo–West). If T is an n-vertex tree, then
n+ un−1 = s˚(K1,n−1) ≤ s˚(T ) ≤ s˚(Pn) =
⌊
3n
2
⌋
,
where Pn is the path with n vertices.
Puleo and West [5] studied slow-coloring specifically on trees, and obtained the
following recursive formula to compute the exact value of s˚(T ) when T is a forest:
Theorem 4.2 (Puleo–West [5]). Let T be a forest. If v is a stem vertex of T and
R is the set of leaf neighbors of v, with r = |R|, then
s˚(T ) =
{˚
s(T −R− v) + r + 1 + ur, if r + 1 is not a triangular number,
s˚(T −R) + r + ur, if r + 1 is a triangular number.
This formula is identical to the formula obtained in Theorem 1.4 for the inter-
active sum choice number of a forest; thus, we obtain the following corollary.
Corollary 4.3. If T is a forest, then χISC(T ) = s˚(T ).
In light of Corollary 4.3, it is tempting to conjecture that χISC(G) = s˚(G) for
every graph G. However, as West [8] observed, this is not the case: Bonamy and
Meeks [1] proved that χISC(Cn) =
⌊
3(n+1)
2
⌋
for all n, so in particular χISC(C4) = 7,
but one can easily compute that s˚(C4) = 6. We therefore conjecture the following
relation.
Conjecture 4.4. For all graphs G, s˚(G) ≤ χISC(G).
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