We study geometrically finite one-dimensional mappings. These are a subspace of C 1+α one-dimensional mappings with finitely many, critically finite critical points. We study some geometric properties of a mapping in this subspace. We prove that this subspace is closed under quasisymmetrical conjugacy. We also prove that if two mappings in this subspace are topologically conjugate, they are then quasisym-1 metrically conjugate. We show some examples of geometrically finite one-dimensional mappings.
A celebrated Ahlfors-Beurling extension theorem [A] tells us that any quasisymmetric homeomorphism of the real line can be extended to a quasiconformal homeomorphism of the complex plane. Thus quasisymmetric property of the conjugating homeomorphism gives us a chance to use some methods and theorems in one complex variable functions to study the dynamics of some smooth one-dimensional mappings.
M. Jakobson recently considered a C
3 -folding mapping with negative Schwarzian derivative and one non-recurrent critical point. He proved that if two such mappings are topologically conjugate, they are then quasisymmetrically conjugate [Ja] . D. Sullivan [S1], M. Herman [H] , J.
Yoccoz [Y] and G. Swiatek [SW] , etc., have some interesting results on this direction for some folding mappings and critical circle mappings.
What we would like to say in this paper. We consider a subspace of piecewise C 1+α -mappings with finitely many, critically finite critical points from a compact smooth one-dimensional manifold into itself and study some geometric properties of a mapping in this subspace.
Suppose M is an oriented connected compact one-dimensional C 2 -Riemannian manifold with Riemannian metric dx 2 and associated length element dx. Suppose f : M → M is a C 1 -mapping. Furthermore, without loss generality, we will assume that f maps the boundary of M (if it is not empty) into itself and the one-sided derivatives of f at all boundary points of M are not zero.
We say c ∈ M is a critical point of f if the derivative of f at this point is zero. We say a critical point of f is critically finite if its orbit consists of finitely many points.
Suppose f : M → M is a C 1 -mapping with finitely many, critically finite critical points. There is a natural Markov partition of M by f .
This Markov partition consists of the intervals of the complement of the critical orbits of f . We call it the first partition η 1 of M by f . For any positive integer n, the n th -partition η n of M by f consists of all the intervals I ′ such that the restriction of the (n − 1) th -iterate of f is a homeomorphism from it to an interval in the first partition of M by f .
We use λ n to denote the maximum of the lengths of the intervals in the n th -partition of M by f . We say the n th -partition of M by f goes to zero exponentially with n if there are constants K > 0 and 0 < µ < 1 such that λ n ≤ Kµ n for every n.
A geometrically finite one-dimensional mapping is a C 1+α -mapping f : M → M for some 0 < α ≤ 1 with finitely many, critically finite, non-periodic power law critical points such that the n th -partition of M by f goes to zero exponentially with n. The reader may see §2 for a definition of a power law critical point of f . We also note that the definition of C 1+α for a mapping with power law critical points is given in §2 and is little different from the usual one.
To study a geometrically finite one-dimensional mapping, we introduce two concepts, bounded geometry and bounded nearby geometry, for a sequence η = {η n } ∞ n=1 of nested partitions. We say a sequence
of nested partitions has bounded geometry if there is a positive constant K such that for any J ⊂ I with J ∈ η n+1 and I ∈ η n , the ratio of lengths, |J|/|I|, is bounded by K from below. We say this sequence has bounded nearby geometry if there is a positive constant K such that for any J and I in η n with a common endpoint, the ratio of lengths, |J|/|I|, is bounded by K from below. The bounded geometry
here is an analogue to the Sullivan's definition of bounded geometry for a Cantor set on the line [S2] . One of the main theorems in this paper is the following (see Theorem A and Lemma 2).
Main Theorem. Suppose f : M → M is geometrically finite and
is the induced sequence of nested partitions of M by f .
Then the sequence {η n } ∞ n=1 of nested partitions has bounded geometry and bounded nearby geometry.
The proof of this theorem is an application of the C 1+α -DenjoyKoebe distortion lemma in [J2] .
Following the methods in [MT] , we can classify topologically the geometrically finite one-dimensional mappings by their kneading in-variants. Moreover, using these properties, bounded geometry and bounded nearby geometry, we can classify these mappings quasisymmetrically as follows.
A homeomorphism h : M → M is quasisymmetrical if there is a positive constant K such that for any two points x and y in M and
We say two mappings f and g from M to itself are quasisymmetrically conjugate if they are topologically conjugate and the conjugating homeomorphism is quasisymmetrical.
Theorem B. Suppose f and g are geometrically finite and topologically conjugate. They are then quasisymmetrically conjugate.
Geometrically finite one-dimensional mappings are closed under quasisymmetrical conjugacy in the space of C 1+α -mappings with only power law critical points as follows. This kind of mappings was systematically studied by M. Misiurewicz in 1979 [Mi] and many other people [Ja] , [BL] and [MS] , etc.
Let C 1+bv stand for C 1 with bounded variation derivative (the definition of C 1+bv for a mapping with power law critical points is given in §3.2). We say a periodic point p of a mapping f is expanding if the absolute value of the eigenvalue (some people call an eigenvalue an
is greater than one, where n is the period of p.
The main theorem in §3 is the following. 
Then η has bounded geometry.
The study of this theorem is inspired by the paper [M] where R.
Mañe [M] proved that a In Theorem D and Example 2, the condition that f is a C 1+α -, for some 0 < α ≤ 1, and C 1+bv -mapping can not be weakened to the condition that f is a C 1+α -mapping for there is a counterexample in [J1] . The construction of the counterexample in [J1] is like the construction of the Denjoy counterexample in circle diffeomorphisms and this example is not topologically conjugate to any geometrically finite one-dimensional mapping.
The condition that a C 1+α -mapping for some 0 < α ≤ 1 with only power law critical points is quasisymmetrically conjugate to a ge-ometrically finite one-dimensional mapping in Theorem C can not be weakened to the condition that a C 1+α -mapping with only power law critical points is topologically conjugate to a geometrically finite onedimensional mapping too for there is an easy counterexample (see Figure 4 in §3.3). This counterexample has a neutral fixed point (namely the absolute value of the eigenvalue of f at this fixed point is one) and suggests a question as follows. 
f is differentiable at c and the derivative of f at c is zero.
We always assume that f is C 1 at any non-critical point p, namely f is differentiable in a small neighborhood U p of p and the derivative f ′ of f in the neighborhood U p is continuous. We say a critical point c is a power law critical point if (c) c is an isolated critical point,
have nonzero limits A and B.
We call the numbers γ and τ = A/B the exponent and the asymmetry of f at c (see [J2] ). We say a critical point c of f is critically finite if the orbit {c, f (c), · · ·} is a finite set.
Although the results in this paper hold for a piecewise C 1 -mapping f : M → M with both smooth and non-smooth critical points, but we are only interested in a smooth critical point of f . Henceforth we will assume that f : M → M is a C 1 -mapping. Furthermore, without loss generality, we will assume that f maps the boundary of M (if it is not empty) into itself and the one-sided derivatives of f at all boundary points of M are not zero. We note that in the general case, a boundary point of M should count as a critical point anyhow.
We define the term C 1+α for a real number 0 < α ≤ 1. Suppose 
We define the term exponential decay.
Let η 1 be the set {I 1 , · · ·, I n } of the closures of the intervals of the complement of the critical orbits
We call it the first partition of M by f . It is a Markov partition, namely f maps every interval in it into and onto the union of some intervals in it.
Let η n = f −(n−1) (η 1 ) be the set of all the intervals, to each of which the restriction of the (n − 1) th -iterate of f is a homeomorphism from this interval to an interval in the first partition η 1 . We call it the n thpartition of M by f . We use η to denote the sequence {η n } ∞ n=1 of nested partitions and call it the induced sequence of nested partitions of M by f . Let λ n be the maximum of lengths of the intervals in the n thpartition η n . We say the n th -partition η n tends to zero exponentially with n if there are constants K > 0 and 0 < µ < 1 such that λ n ≤ Kµ n for all the positive integers n. §2.1 Geometrically finite.
mapping as follows.
Definition 2. We say a mapping f : M → M with only power law critical points is geometrically finite if it satisfies the following conditions:
Smooth condition: f is C 1+α for some 0 < α ≤ 1.
Finite condition: the set of critical orbits
∪ ∞ i=0 f • (CP ) is finite.
No cycle condition: no critical point is a periodic point of f .
Exponential decay condition: the n th -partition η n tends to zero exponentially with n. §2.2 Bounded Geometry.
We say a set of finitely many closed subintervals of M with pairwise disjoint interiors is a partition of M if the union of these intervals is
is a sequence of partitions of M. We say it is nested if every interval in η n is the union of some intervals in η n+1
for every n ≥ 1.
Definition 3. We say a sequence η = {η n } One of the main theorems in this paper is the following:
Before to prove this theorem, let me state the C 1+α -Denjoy-Koebe distortion lemma in [J2] . For a geometrically finite one-dimensional mapping, this lemma can be written in the following simple form (see §3.3 in [J2] ).
geometrically finite. There are two positive constants
A and B and a positive integer n 0 such that for any inverse branch g n of f
•n and any pair x and y in the intersection of one of the intervals in η n 0 and the domain of g n , the distortion |g n (x)/g n (y)| of g n at these two points satisfies
where D xy is the distance between {x, y} and the post-critical orbits
Proof of Theorem A. Suppose n 0 , A and B are the constants in
We say it is a critical chain of f if there is a sequence We say an interval in η n is a critical interval if one of its endpoints is a critical point. We may assume that for every critical interval in η n 0 , one of its endpoints is not in the critical orbits
U be the union of all the critical intervals in η n 0 and K 1 > 0 be the minimum of ratios, |J|/|I|, for J ⊂ I with J ∈ η n 0 +1 and I ∈ η n 0 .
For any J ⊂ I with J ∈ η n+1 , I ∈ η n and n > n 0 , let J i = f •i (J) and
We consider the intervals {I 0 , · · ·, I n−n 0 } in the two cases. One is that no one of them is in U. The other is that at least one of them is in U.
For the first case, by using the naive distortion lemma (see [J1] or [J2] ), there is a constant K 2 > 0 (which does not depend on any particular intervals J ⊂ I) such that for any x and y in I,
and moreover,
For the second case, let l ≤ n − n 0 be the greatest integer such that I l ⊂ U. We note that I i ∩ U = ∅ for i = l + 1, · · ·, n − n 0 . By using the naive distortion lemma like that in the first case, we can also show that
LetĨ i be the interval in η n 0 +l−i containing I i for i = 0, · · ·, l. Theñ I l is an interval in η n 0 and is contained in U. Suppose c q ∈ CP is an endpoint ofĨ l . The restriction of f toĨ l is comparable to the mapping
. We can find a positive constant K 4 (only depends on K 3 ) such that
We may assume that both endpoints ofĨ l are not in the post-critical
Otherwise, by the no cycle condition, there is k ≤ N 0 such thatĨ l−k has this property, one of its endpoint is a critical point of f and both of its endpoints are not in the post-critical orbits
Then we can useĨ l−k to instead ofĨ l because there is a constant K 5 (only depends on K 4 ) such that
Let K 6 be the minimum of lengths of the critical intervals in η n 0 . Now using Lemma 1 (the C 1+α -Denjoy-Koebe distortion lemma), for any x and y in I l ⊂Ĩ l ,
The bounded geometry constant BC f is greater that the maximum of
Topologically, we can classify the geometrically finite one-dimensional mappings by their kneading invariants just following the methods in and g, there is an orientation-preserving homeomorphism h : 
We call the smallest such constant QC h the quasisymmetrical constant of h. We say two mappings f and g from M to itself are quasisymmetrically conjugate if they are topologically conjugate and the conjugating homeomorphism is quasisymmetrical. In this subsection, we study the quasisymmetrical property of a conjugating homeomorphism between two geometrically finite one-dimensional mappings. §2.4.1 Bounded nearby geometry.
The bounded geometry is a nice geometric property of a hierarchical structure of intervals. But it is still not enough to get the quasisymmet-rical property of the conjugating mapping. So we introduce another concept, bounded nearby geometry. Proof. We use the same notations as that in the proof of Theorem A. Let n 2 > n 0 be a positive integer such that if two intervals I and J in η n 2 with a common endpoint, then either both of them are in U or both of them are not in U 1 , where U 1 is the union of the critical intervals in η n 2 . Let K 1 > 0 be the minimum of ratios, |J|/|I|, where J and I are intervals in η n 2 with a common endpoint.
For any n > n 2 and any two intervals J and I in η n with a common endpoint, let J i = f •i (J) and I i = f •i (I) for i = 0, · · ·, n − n 2 . We consider the intervals {J i } n−n 2 n=0 and {I i } n−n 0 n=0 in the two cases. One is that for some 0 < l ≤ n − n 0 , J l = I l . The other is that J i and I i are different (but they have a common endpoint) for every i.
For the first case, let l be the smallest such integer, then the common endpoint of J l+1 and I l+1 is an extremal critical point of f (this means that it is either maximal or minimal point of f ). It is easy to see now that there is a positive constant K 2 such that
Now we use the arguments like that of the second case in the proof of Theorem A to verify that there is a positive constant K 3 such that
For the second case, again use the arguments like that of the second case in the proof of Theorem A to demonstrate that there is a positive constant K 5 such that
The bounded nearby geometry constant NC f is greater than the maximum of K 4 and K 6 .
One of the consequences of these properties, bounded geometry and Bounded nearby geometry is the quasisymmetrical classification of geometrically finite one-dimensional mappings as follows.
Proof. Suppose h is the topological conjugacy between f and g and
Suppose BC f , NC f , BC g and NC g are the bounded geometry constants and bounded nearby geometry constants of the induced sequences {η n,f } ∞ n=1 and {η n,g } ∞ n=1 of nested partitions of M by f and g and λ n,f and λ n,g are the maximum lengthes of the intervals in η n,f and η n,g , respectively.
For any x < y in M, let z be the midpoint (x + y)/2 of them.
Suppose N > 0 is the smallest integer such that there is an interval I in η N and is contained in [x, y] (see Figure 1 , 2 and 3). 
Figure 3
Because f and g are both geometrically finite, the n th -partitions η n,f and η n,g tend to zero exponentially with n. We can find two con-
n for any n > 0. Moreover, we can find a positive integer N 1 = N 1 (BC f , NC f ) such that there are intervals J 1 and J 2 in η N +N 1 contained in [x, z] and [z, y], respectively. By the bounded geometry and bounded nearby geometry, we can find a con-
) (see Figure 1 , 2 and 3) such that
The quasisymmetric constant QC h is less than K. §2.5 Closeness under quasisymmetrical conjugacy.
Another consequence of these properties, bounded geometry and bounded nearby geometry, is that geometrically finite one-dimensional mappings is closed under quasisymmetrical conjugacy in the space of C 1+α -mappings with only power law critical points as follows.
with only power law critical points is conjugate to a geometrically finite one-dimensional mapping, then it is also a geometrically finite onedimensional mapping.
Proof. The proof of this theorem is the use of the quasisymmetrical property of the conjugating homeomorphism.
§3 Examples Of Geometrically Finite
The definition of a geometrically finite one-dimensional mapping is quit abstract. To concrete it, we show some examples. The main theorem in this section is Theorem D. §3.1 A C 3 -mapping with nonpositive Schwarzian derivative.
We say f has nonpositive Schwarzian derivative if S(f )( Proof. Suppose l 1 is the number of the intervals in the first partition η 1 . Because every critical point of f is not periodic and critically finite and every periodic point of f is expanding, we can find an integer k > 0 such that every interval in the first partition η 1 contains at least two but no more than kl 1 intervals in the k th -partition. By using the bounded geometry, we can prove this corollary.
That Example 1 is geometrically finite follows from Lemma 3, 4 and Corollary 1. §3.2 A C 1 -mapping with bounded variation derivative.
We say a function u : U → R 1 has bounded variation if V ar(u) = sup
where U is a subset of M.
We definite the term 
The main theorem in this section is the following. Then η has bounded geometry.
We prove this theorem by several lemmas. Suppose f is the mapping in Theorem D. We say an interval I is a n-homterval of f if the restriction of the i th -iterate of f to I is a homeomorphism from I to
have pairwise disjoint interiors, then we call it a n-wandering homter-val.
Lemma D1. There are constants A, B > 0 such that for any nwandering homterval I of f and points x and y in I,
•n (I) and D xnyn,∂In is the distance between {x n , y n } and the boundary of I n .
Proof. The idea of the proof of this lemma is the same as that of the proof of the C 1+α -Denjoy-Koebe distortion lemma in [J2] . We outline the proof here.
Suppose U i is the set in Definition 5. We say an interval in η n is an critical interval if one of its endpoints is a critical point of f .
Suppose n 0 is a positive integer such that every critical interval I in η n 0 is contained in some U i and one of its endpoints is not in the critical
The ratio, f •n (x)/f •n (y), equals the product
where
We divide this product into two products,
and
where U stands for the union of all the critical intervals in η n 0 and V stands for the union of all the noncritical intervals in η n 0 . The second product is bounded by exp(V ar(f ′ )/β), where β > 0 is the minimum of the absolute value of the restriction of the derivative f ′ to V.
x < c i and x i ∈ U i , and
Then both of them have bounded variations. We may write the first product into
where a i is + or −, b i the integer such that x i and y i are in U b i and
The first two products satisfy that
To estimate the last product, we write each
for x i and y i in U and
Because each critical point of f is mapped eventually to an expanding periodic point and all the periodic points of f are expanding, there is a positive constant K 1 (by the naive distortion lemma in [J2] ) such that
and Let L be the minimum of lengths of the critical intervals in η n 0 . Then
and moreover, there are constants K 2 , K 3 > 0 such that
Combining all the estimates together, we get two positive constants From Lemma D1 and Lemma D2, we have the following lemma.
Lemma D3. The maximal length of the intervals in η n tends to zero as n goes to infinity.
Proof. Suppose there is an ǫ 0 > 0 such that for any positive integer n, there is an interval I n ∈ η n with |I n | > ǫ 0 . Because M is a compact manifold, there is a subset
of the integers such that I n i goes to an intervalĨ as i goes to infinity and the length ofĨ is greater than ǫ 0 . There is an interval I ⊂Ĩ such that I ⊂ I n i for large i. The restriction of the i th -iterate of f to I n i is an embedding for any i ≤ n i .
Hence I is an ∞-homterval of f , and moreover, it is an ∞-wandering homterval. Suppose I is a maximal such interval. Let T n ⊃ I be the maximal n-homterval. Then it is again a n-wandering homterval.
Let L n and R n be the intervals in the complement of I in T n . The lengths of L n and R n go to zero as n tends to infinity. The boundary of f •n (T n ) is contained in the union of the boundary of M and the set of critical values f (CP ) of f for T n is a maximal n-homterval of
is a subsequence of the integers such that the boundary of f •n i (T n i ) are the same for all i. By using Lemma D1, one of the lengths of f
has to go to zero as i tends to infinity. Because every critical point is mapped to a periodic point eventually, the interval f
to a periodic orbit eventually. This periodic point is not topologically expanding. The contradiction proves the lemma.
Recall that in the proof of Lemma D1, U stands for the union of all the critical intervals in η n 0 and V stands for the union of all the noncritical intervals in η n 0 , where n 0 is a fixed positive integer such that every critical interval is contained in U i in Definition 5 and one of its endpoints is not in the critical orbits
Lemma D4 and Lemma D5 are two of the key lemmas in the proof of Theorem D.
Lemma D4. There is a constant K > 0 such that for an interval
for any x and y in I.
for any x ∈ I where I n = f
•n (I) ∈ η n 0 and β > 0 is the minimum of the absolute value of f ′ |V. By using this fact and Lemma D3, we can find a constant ν > 1 such that for a periodic point p of f , if
By the naive distortion lemma (see [J1] or [J2] ), we have that
for any x and y in I where K 1 is a positive constant and c is the minimum of the absolute value of f ′ |V.
Suppose I 0 , · · ·, I k−1 have pairwise disjoint interiors and I k ⊂ I 0 .
There is a periodic point p of period k in I 0 . Again by using the naive distortion lemma, there is a constant K 2 > 0 such that
for all l > 0 and 0 ≤ i < k where K 2 > 0 is a constant. Last two inequalities imply Lemma D4.
We say a critical point of f is pure if it is not in the post-critical
We say an interval I is a pure critical interval in η n 0 if one of its endpoint is pure critical point. Remember that the other endpoint of I is not in the critical orbits
Lemma D5. There is a constant K > 0 such that for an interval
Proof. By the similar arguments to the proof of Lemma D1 and that I n is far to the post-critical orbit ∪ 
for any x ∈ I. Using this fact and Lemma D3, we can find a constant ν > 1 such that for any periodic point p in a pure critical interval in η n 0 , the eigenvalue |(f •k ) ′ (p)| ≥ ν where k is the period of p.
By the version of the C 1+α -Denjoy-Koebe distortion lemma in [J2] , there is a constant K 2 > 0 such that
for any x and y in I where K 2 is a positive constant.
There is a periodic point p of period k in I 0 . Again by Lemma 1 and the naive distortion lemma (see [J1] or [J2] ), there is a constant K 3 > 0 such that In Theorem D and in Example 2, the condition that f is a C 1+α -, for some 0 < α ≤ 1, and C 1+bv -mapping can not be weakened to the condition that f is a C 1+α -mapping for there is a counterexample in [J1] . The construction of the counterexample in [J1] is like the construction of the Denjoy counterexample in circle diffeomorphisms and this example is not topologically conjugate to any geometrically finite one-dimensional mapping. §3.3 A question on C 1+α -mappings with expanding periodic points.
In Theorem C, the conditions that a C 1+α -mapping for some 0 < α ≤ 1 with only power law critical points is quasisymmetrically conjugate to a geometrically finite one-dimensional mapping can not be weakened to the condition that a C 1+α -mapping for some 0 < α ≤ 1 with only power law critical point is topologically conjugate to a geometrically finite one-mapping for there is an easy counterexample f :
[−1, 1] → [−1, 1] with the neutral fixed point −1, namely f ′ (−1) = 1 (see Figure 4) .
Figure 4
The graph in Figure 4 suggests a question as follows. The answer of this question may be negative. But we do not have a
concrete counterexample yet. The reader may refer to the construction of the counterexample in [J1] and Lemma D4 and Lemma D5 in this paper.
