Abstract-This paper is devoted to modeling, analysis, and improvement of flexible manufacturing systems with asynchronous exponential machines and finite nondedicated buffers. In such systems, each machine may process multiple types of products with different speeds, and buffers are shared for all products. Efficient algorithms to evaluate the system performance are developed. Formulas are derived to calculate line throughput in one-and two-machine lines, and a convergent recursive algorithm is introduced for longer lines. The numerical results show that the method leads to a high accuracy in performance evaluation. Using such a model, bottleneck analysis has been carried out to identify the machine or product whose improvement will lead to the largest improvement in system throughput. Indicators based on the collected data to identify bottleneck machine and product are derived without complete calculation of the partial derivatives of system performance. Such efficient algorithms provide a quantitative tool for analysis and improvement of flexible manufacturing systems.
I. INTRODUCTION

F
LEXIBILITY is critical for manufacturing firms to respond to demand uncertainty and achieve product customization. In recent years, manufacturing systems are becoming more and more complex and flexible. For example, in automotive plants, vehicles with multiple styles, models, and options can be made on the same production line. Similarly, computers with different configurations are assembled on the same line as well. In furniture production systems, the assembly workstation will assemble both complex and standard units with multiple configurations. Similar observations are found in many other manufacturing systems, appliances, electronics, and food, etc.
During the last 30 years, a substantial amount of research efforts have been devoted to flexible manufacturing systems, where performance analysis is one of the major focuses. Many studies on performance evaluation of multiproduct manufacturing systems consider single stage systems, or lines with reliable machines or infinite buffers, or with dedicated buffers for each product type. However, many manufacturing systems are much more complex. In practice, multiple stages, unreliable machines, finite and nondedicated (i.e., shared) buffers are typical in most manufacturing systems, such as automotive, appliance, food and furniture production lines. The same product sequence will be preserved among all the stations. Moreover, in addition to performance evaluation, continuous improvement plays an important role to keep sustainable production. However, there is only limited study addressing performance evaluation and continuous improvement of such systems. Therefore, developing a method to evaluate the performance of multiproduct systems with unreliable nonhomogenous machines and finite shared buffers is of importance. This paper intends to contribute to this end by presenting an analytical method to study such systems with asynchronous exponential machines.
The remainder of this paper is structured as follows: The related literature is reviewed in Section II. Section III describes the multiproduct system under consideration. Sections IV and V present the solutions for one-or two-machine lines, respectively. Aggregation approach is introduced to study longer lines in Section VI. The system bottlenecks are studied in Section VII. Finally, conclusions are formulated in Section VIII. All the derivations and proofs are provided in the Appendices.
II. LITERATURE REVIEW
During the last 30 years, multiple products manufacturing systems have been studied extensively (see, for instance, monographs [1] - [3] , reviews and surveys [4] - [7] ). Paper [4] reviews the development of analytical models of manufacturing systems, providing assessment of the strengths and weaknesses of each model. A comprehensive review of the concept of manufacturing flexibility, from flexibility definition, to its measurement and types, etc., is presented in [5] . Paper [6] discusses the guiding principles of manufacturing flexibility in an e-business environment by surveying the existing literature. In addition, the development of analytical models for multiproduct manufacturing systems is summarized in [7] .
In recent years, setup times, inventory analysis, part scheduling, etc., are the main focuses in flexible system study. For example, paper [8] considers a multiproduct CONWIP system using a multiple-chain mulitple-class closed queueing network model, with nonlinear programming to evaluate system performance and optimize kanban assignment. A similar system is studied in [9] but using a parametric decomposition approach for performance approximation. In addition, paper [10] analyzes a two-product polling model with finite buffers and setups using an iterative method. Papers [11] and [12] investigate the multiproduct manufacturing system with finite buffers, sequence-independent setup times and cyclic scheduling policy with lost sales by decomposing the system into multiple single product systems. By introducing sequence-dependent setup times, papers [13] and [14] compare the performance and the robustness of different scheduling policies in single-stage multiproduct systems with finite buffers. For multiproduct serial lines with unreliable machines and dedicated finite buffers without setups, [15] proposes a decomposition method to evaluate line throughput. Similar systems are studied in [16] and [17] . Moreover, an overlapping decomposition method is used in paper [18] to calculate performance for multiproduct systems with dedicated lanes for different products.
Bottleneck analysis has been shown as the most effective way to improve production systems performance (see [19] ). Numerous studies of production rate, due-time performance and quality bottlenecks have been carried out. For instance, [20] introduces a bottleneck identification method using blockage and starvation in Bernoulli serial lines. Such a method is extended to synchronous and asynchronous serial lines with exponential machines, and lines with reworks in papers [21] - [25] . Similarly, a due-time performance bottleneck is studied in [26] , and quality bottlenecks in Bernoulli serial lines are discussed in papers [27] and [28] . However, in all these investigations, only single product case is considered. For bottleneck in single-stage multiple products systems, the quality bottlenecks with respect to product sequencing and quality transitions are analyzed in papers [29] and [30] .
To the best of our knowledge, the only available work on performance evaluation and bottleneck analysis of multiproduct manufacturing systems with unreliable machines and finite nondedicated buffers is carried out in [31] and [32] , where a homogeneous (i.e., identical speed) exponential machine line and a Bernoulli assembly line are studied, respectively. Therefore, studying of such systems with more general models is needed. The goal of this paper is intended to contribute to -machine -product serial line.
this end by providing a method for analysis and improvement of asynchronous exponential lines.
III. SYSTEM DESCRIPTION AND PROBLEM FORMULATION
Consider an -machine production line making types of products (as shown in Fig. 1 , where the circles represent the machines and the rectangles are the buffers). The following assumptions define the machines, the buffers, the product types, and their interactions:
1) There are machines and buffers in between each pair of consecutive machines in the production line. 2) Each machine can make types of products, denoted as types . The percentage of product type in overall production volume is . Thus, . 3) All machines are independent. For product type , , the processing time for one part at machine is ; while machine capacity (or speed) is defined as . 4) The up-and downtime of machine follow exponential distribution with parameters and , respectively. Time dependent failure is assumed. 5) Each buffer has a finite capacity , , . 6) Machine , , is blocked at time if it is up, buffer is full, and does not take any part from the buffer. Machine is never blocked. 7) Machine , , is starved at time if it is up, buffer is empty and does not put any part in the buffer. Machine is never starved. 8) The incoming parts enter the system in a nonpreemptive sequence. The consecutive production time for product type at machine follows an exponential distribution with parameter . All machines follow the same production sequence. Remark 1: Assumption 4) introduces identical breakdown and repair rates for all product types at a machine. The rationale is that although a machine failure can be correlated to a product type, such as wear-out of a specific tool for its corresponding product, in many cases, failures are independent of product type (for instance, pallet jams). Moreover, the data associating the failures with a specific product is typically not available.
Remark 2: Assumption 8) indicates that machine is considered to be in a down state, if the next part to be processed by machine is type but the machine fails to process type , independent of whether it can process other types or not.
The problem addressed is then formulated as follows. 1) Problem: Given production system 1)-8), develop a method to evaluate and improve the line performance as a function of system parameters. The solutions to the problem described above are given in Sections IV-VII.
IV. ONE-MACHINE LINE
First, consider a one-machine system making product types. The state space of production process consists of states:
is up, processing type , denoted as , ; is down, but it should process type , denoted as . When is in an up state , , it can go to the corresponding down state with rate , or switch to producing part type , , with rate , or continue to produce type , depending on the incoming part sequence, where rate can be calculated from Proposition 1 below. However, when is in a down state , it has rate to go to its own up state . (Note that since only one machine is considered, the subscripts in and are omitted.) Since no sequence change is allowed in the system, it needs to work on the part that has been waiting for processing after repair. For the same reason, it cannot go to the up state or down state of another part type. An illustration of state transition diagram of three-product system is shown in the left part of Fig. 2 .
To describe the product mix, in addition to percentage and average consecutive production time in Assumptions 2) and 8), respectively, we also introduce as the state transition rate (shown in Fig. 2 ), as the average number of consecutive parts of type in a production flow, and as the arrival ratio of product type , to facilitate analysis in different scenarios. For example, and would be intuitive in defining the stochastic process of machine state change, would be easily tracked from the data collected on the factory floor, and and are both interpretable for practitioners. As these parameters are related, the following equations describe the relationship between them. (Again, subscript "1" is omitted from the notations due to only one machine in the system.)
Proposition 1: Under assumptions 1)-8) for
(1) Then, the line throughput is (4) In order to enable the possibility to extend the study to more complex cases, we propose to group all the products into an aggregated one. Specifically, all the up states are aggregated into one "up" state, and all the down states into one "down" state. Then, machine can be viewed as processing an aggregated product type. An illustration for the three-product case is shown in the right part of Fig. 2 .
Let and be the transition rates between the aggregated states, and let and be the efficiency and the speed of the machine making the aggregated product, respectively. In addition, denote and be the sojourn time of the aggregated "up" and "down" states. We obtain the following.
Proposition 2: Under assumptions 1)-8) for (5)
Proof: See Appendix A. Then, the system throughput can be expressed by By substituting the right side of the above equation with the results from Proposition 2, it can be shown that the throughput obtained from the aggregated model is exactly the same with the original one.
Corollary 1: Under assumptions 1)-8) for (6) In addition, by conservation of flow, the composition of products before and after going through the line should be the same. Thus, it follows that:
Corollary 2: Under assumptions 1)-8) for (7) V. TWO-MACHINE LINE
A. Probability Distribution
The study of two-machine lines making multiple types of products becomes difficult since we not only need to deal with the scenario of different speeds of the two machines, but also should consider the possible different part types the two machines are processing. Moreover, machine has to work on parts with the exact same sequence as machine . Therefore, the system state space needs to include the information of buffer occupancy, up-and down status of the machines, and the part types the machines are and have been working on.
Introduce the following notations:
• : the probability density that the system is in the state that machines and are both up and producing types and , respectively, when the buffer occupancy is around , , at time .
• : the probability that the system is in the state in which machines and are both up and producing types and , respectively, when the buffer is full at time .
• the probability that system is in the state in which machines and are both up and producing type when the buffer is empty at time .
• The machine down state variables are defined similarly by replacing subscript "u" with "d". The dynamic transition equations of density functions can be obtained through the integral equations. For example, the probability density at can be described by the summation of the following probabilities:
• It remains in the same state from time epoch [term 1 in
The buffer content change is characterized in , and the exponential term represents that no failure or product change in both machines during .
• Machine keeps up and machine turns up [term 2 in (8)]
The part indicates buffer content change. In the remaining part, the term indicates the probability changes state from down to up with rate . The two exponential terms are the probabilities that remains in state during and remains in state after state change at . To simplify the notation, the product of these two terms can be written as 
where defines the transfer rate to product type in machine . When is small, only one state change would occur. Therefore, these equations provide all the possible flows in and out of state . Similarly, the boundary state transition of is given as follows: in state of , machine is starved and would follow the production type in machine . Note that , , will not exist because the two machines will work on the same product type when buffer is empty (9) For boundary state transition of , it is possible that different products are processed in the two machines. When both machines are up, we obtain (10) The dynamic transitions of , , and and boundary conditions of , , and are provided in Appendix B.
Using these dynamic equations and boundary conditions, stationary probability distributions can be calculated and solutions can be obtained through a lengthy derivation. To make the paper self-contained, such derivation is provided in Appendix B. The performance measure and its accuracy are discussed next.
B. Performance Measure
The total throughput of asynchronous line is defined in three periods of time: the time when the buffer is neither empty nor full, the time when machine is speed blocked (i.e., buffer is full, is faster) and the time when machine is speed starved (i.e., buffer is empty, is faster). Using the results presented in Appendix B, all buffer occupancy probabilities in the three scenarios can be obtained. Thus (11) where and represent the probability density that both machines are in up states, and down but up, no matter which product type is being processed, respectively.
is the aggregated machine capacity, and and represent the aggregated capacity when buffer is empty and aggregated capacity when buffer is full. The throughput for product type is derived according to the conservation of flows (12) Clearly, when , the expression would be consistent with the single product case.
The probability of blockage and starvation can also be derived (13) (14) where and represent the aggregated machine capacity.
Moreover, introduce operators , , and to denote the algorithms calculating , (i.e., communication blockage), and (i.e., communication starvation), respectively, i.e., where
C. Accuracy Investigation
To investigate the accuracy of such performance estimation, simulation experiments (coded in C++ programs) have been carried out to compare with the results obtained by the method described. A total of 500 production lines have been randomly generated from the following sets with equiprobability: (15) In each simulation trial, 100 time units (hours) are selected as warmup time, and the next 10000 time units are used for data collection time. Fifty replications are executed. Let , , , and , , , represent the production rate of type , work-in-process, machine 's blockage and 's starvation probabilities, obtained by calculation and simulation, respectively. Define the accuracy as (16) The results show that the average error in total throughput estimation is 0.76%, while the maximum one is 3.98%. The maximum error happens when the aggregated speeds are very close to each other for two consecutive machines, as their differences will appear in the denominator in throughput calculation. The WIP accuracy is averaged at 2.59%, with the maximum one as 7.05%. For blockage and starvation estimation, the average difference is 0.0079 and the maximum one is about 0.0591. Thus, both results match closely.
VI. MACHINE LINE
A. Aggregation Algorithm
When a longer line with more than two product types is considered, the state space explodes easily. Therefore, an aggregation algorithm is introduced by using the two-machine calculation as a building block.
Specifically, in a backward aggregation, machine is aggregated with . Using operators and , the blockage and starvation probabilities are evaluated, and then are used to adjust the failure and repair rates (i.e., viewing blockage and starvation time as a kind of "downtime"). In addition, to accommodate the case of speed blockage and speed starvation, an adjustment of speed in the algorithm is introduced. In other words, when both machines are up, 's speed will be reduced when is slow and buffer is empty, and 's speed is reduced when is slow and buffer is full. The aggregated machine is denoted as
. Then, such a machine is aggregated with following the similar procedure to generate . Continue this process until the whole line is aggregated into a single machine . Then, we start forward aggregation. Machine is aggregated with leading to machine , and is aggregated with resulting . Continue until the serial line is aggregated into . This finishes the first iteration. In the second iteration, is aggregated with to generate , and further aggregated with to obtain . Continue this process till is obtained and the forward aggregation is carried out and is updated. Then, the process is repeated anew until a convergent condition is satisfied.
Formally, the iteration algorithm is introduced as follows:
Forward:
Initial conditions
Boundary conditions
Stop conditions where is typically selected less than . The convergence of the algorithm has been investigated. It can be shown that:
Proposition 3: Under assumptions 1)-8), Algorithm 1 is convergent. Thus, the following limits exist: (19) Proof: See Appendix C. Such convergence has also been justified in all the numerical experiments. It shows that the algorithm typically converges within 5-10 iterations, thus the computation cost is small. Then, the line throughput can be evaluated as (20) In addition, the blockage and starvation probabilities can also be calculated:
B. Accuracy Investigation
To investigate the accuracy of performance estimation, extensive simulation experiments have been carried out in the same settings as those in Section V-C except , the number of machines in line, is selected uniformly from the set . The results are summarized as follows:
• The average error in total throughput estimation is 3.07%, while the maximum one is 10.66%. The maximum error occurs when the aggregated speeds are very close to each other for two consecutive machines.
• The average difference in WIP is 7.04%, while the minimum is 0.02% and the maximum can go up to 32.3% (which occurs extremely rarely).
• For blockage and starvation estimation, the average difference is 0.0351 with the maximum to be 0.1444.
C. System Properties
To better understand the system behavior, obtain insights, and provide guidance for improvement, the system properties, such as asymptotic property, reversibility, and monotonicity, are studied. As we expected, they exhibit the same properties as in single product case.
First, when buffers are infinite, the line throughput is limited by the throughput of the worst machine in the system. Proposition 4: Under assumptions 1)-8),
Proof: See Appendix C. Second, by reversing the line, the system throughput keeps the same.
Proposition 5: Under assumptions 1)-8), the reversibility property holds, i.e., (23) where Proof: See Appendix C. Moreover, the monotonicity property holds. In other words, it is observed that the line throughput (or , ) is monotonically increasing with respect to , , , , , and , and decreasing to .
VII. BOTTLENECK IDENTIFICATION
A. Bottleneck Definitions
In asynchronous production lines, performance improvement can be achieved through adjusting the machine capacity. In order to make practical influence through finding bottlenecks, there are typically three approaches in machine capacity adjustment.
• On the given production line, find a machine whose adjustment on all product types can lead to the largest throughput improvement.
• On a given machine, find a product type whose adjustment can result in the largest throughput improvement.
• For a given product, find a machine that the improvement of which can provide the largest throughput improvement. Correspondingly, the above three items can be defined rigorously as follows.
First, we introduce the joint bottleneck machine (BN-j).
Definition 1: Machine is the joint bottleneck machine if
Second, the adjustment is for a specific product type only, such as decreasing the cycle time of one product type on a given machine . We define bottleneck product type (BN-p) for a given machine as follows.
Definition 2: Product type is the bottleneck product type for machine if Third, we define bottleneck machine with respect to a certain product type (BN-mp).
Definition 3: Machine is the bottleneck machine with respect to product type , , if
B. Bottleneck Identification Algorithms
In principle, the bottleneck machines and products can be identified directly using Definitions 1-3. However, such definitions involve calculations of partial derivatives, which may not be available, or even if they are available, substantial computation effort is needed in order to evaluate all the partial derivatives of every machine. Therefore, indirect ways are pursued to identify the bottlenecks using the data collected on the factory floor, which are accomplished through bottleneck indicators.
1) Joint Bottleneck:
To identify joint bottlenecks, introduce the following arrow assignment rule, which is the same as the one described in [19] .
Arrow Assignment Rule: If , assign the arrow pointing form to . If , assign the arrow pointing from to . Then, based on the arrows, the bottleneck indicator is introduced.
BN-j Indicator: The machine with no emanating arrows is the bottleneck machine. In case of multiple machines with no emanating arrows, a bottleneck set is identified.
An example using BN-j indicator is shown in Fig. 3 , where is identified as a BN-j both using arrow assignment rule and by evaluating and selecting the largest numerically.
To evaluate the accuracy of such an identification method, numerical experiments have been carried out with parameters randomly selected from (15) . It is observed that in more than 90% cases, a single bottleneck is identified. Among them, in about 74% cases the correct bottleneck is identified, and in another 20% the machine with the second highest partial derivative is indicated, and the differences in partial derivatives between the two bottlenecks are small. In other words, with about 94% of opportunities the indicator points to the machine that impedes line performance in the strongest or the second strongest manner. In case of multiple bottlenecks, about 88% of the time the true bottleneck is in the set identified by the indicator. Then, the BN-j can be found by only evaluating the machines in the bottleneck set. Therefore, such an indicator provides a practical way to identify joint bottlenecks with acceptable accuracy.
2) Bottleneck Product: To study bottleneck product (BN-p), the following result is obtained. Proof: See Appendix D. For many production systems, the difference in capacity between two product types is not large. Typically, the ratio between any pair of two capacities of machine is not far from 1. In addition, due to monotonicity, all terms , , are positive. Usually, is around ten times of the latter two terms. Thus, the conditions in Proposition 6 are usually satisfied. Therefore, BN-p can be identified using the information of production volume and processing time. The following indicator is proposed.
BN-p Indicator:
The product with the largest index (or ) is the bottleneck product. In other words, the bottleneck product can be identified by comparing the production volume multiplying the square of cycle time for each product type. This implies that if a product has larger percentage in production volume, and its cycle time is long (or speed is low), then it will be the bottleneck product.
The accuracy of this indicator is evaluated extensively with randomly selected data from (15) . The results show that for BN-j machines, the BN-p indicator has 96% opportunities to identify the true bottleneck product, and in the remaining cases the second severest bottleneck product (i.e., having second largest ) is identified. Similarly, on the non BN-j machines, the indicator finds 87% true bottleneck products, and discovers the second bottleneck product in 94% out of the remaining cases. Thus, such an indicator can be used in practice with high fidelity.
Using the example shown in Fig. 3 , the BN-p's are identified on each machine in Fig. 4 . One can observe that the indicators find BN-p for machines from to ; on machine , the indicator discovers the second severest product (product 2) and its throughput derivative w.r.t. speed is very close to that of the first product (product 1).
3) Bottleneck Machine for a Given Product: To identify bottleneck for a specific product, we need more precise classification of blockage and starvation events in the production systems. Introduce • , the blockage probability at machine and the next product in sequence is type ; • , the starvation probability at machine and the next product in sequence is type . Note that Such data can be directly observed on the factory floor stations by measuring the blockage and starvation as well as indicating the product type simultaneously. Using this information, a revised arrow assignment rule by only comparing the blockage and starvation probabilities for a given product type is introduced.
Revised Arrow Assignment Rule: If , assign the arrow pointing from to . If , assign the arrow pointing from to . Then, based on the arrows, the bottleneck indicator is introduced.
BN-mp Indicator:
The machine with no emanating arrows is the bottleneck machine for the given product type. In case of multiple machines with no emanating arrows, a bottleneck set is identified.
An example using BN-mp indicator is shown in Fig. 5 . Using the revised arrow assignment rule, is identified as a BN-mp. Such result is also verified by evaluating and selecting the largest numerically. Again, extensive numerical experiments have been carried out to evaluate the accuracy of BN-mp indicator. The parameters are randomly selected from (15) . In more than 80% cases, a single bottleneck is identified. Among them, in about 85% cases the correct bottleneck is identified, and in another 11% the machine with the second highest partial derivative is indicated. Thus, it is observed that the BN-mp indicator can discover the machine that impedes line performance in the strongest or the second strongest manner with 96% chance. When multiple bottlenecks are identified by the indicator, about 93% of time the true bottleneck is in the set. Then, by only evaluating the machines in the bottleneck set, the primary BN-mp can be identified. Therefore, from the practical point-of-view, such an indicator provides an acceptable accuracy in bottleneck identification.
VIII. CONCLUSION
This paper presents efficient algorithms to evaluate the performance of multiproduct serial lines with asynchronous exponential machines and finite nondedicated buffers. Analytical formulas and iteration algorithm have been presented to calculate line performance. Bottleneck analysis algorithms using indicators obtained from the data collected on the factory floor have been developed to identify the machine or product that impedes line throughput in the strongest manner. It is shown that such algorithms provide acceptable accuracy in both throughput estimation and bottleneck identification. Such a method provides a quantitative tool for production engineers and managers to design, analyze, and improve multiproduct manufacturing systems.
The future work can be carried out in the following directions.
• Extend the model to assembly systems and other manufacturing systems with complex structures. We expect that the decomposition methodology in existing work of single production lines (see [19] , [34] ) and Bernoulli multiproduct lines (see [32] ) can be applied.
• Study non-Markovian production lines, i.e., machines with general reliability models. The approximation approach introduced in [19] can be tested first.
• Consider setup time and cost in the model. This will also lead to the study of batch productions.
• Apply the method on the factory floor of multiproduct manufacturing lines.
APPENDIX A PROOFS OF SECTION IV
Proof of Proposition 1:
The sojourn time for every "up" state of the Markov chain follows exponential distribution. Therefore the average number of parts produced can be derived when the average sojourn time is divided by the production cycle time, i.e.,
The sojourn time can also be computed using the sum of outgoing rates, i.e., In addition, the volution proportion, , can be derived by the product of time share and production capacity (A5)
Proof of Proposition 2:
Consider the original system, the stationary distribution is
From [33] , the aggregated failure and repair rates can be evaluated as where represents the aggregated transition probability from up state to down state. Thus Denote as the number of products produced during total working time period . Then, the number of type products during period equals to
In addition, the aggregated speed of the machine can be represented as (A6) which implies that From (A4) and (A5), it follows that:
APPENDIX B DERIVATIONS OF SECTION V
The derivation of performance evaluation solution for twomachine line is carried out in four steps: First, the dynamic equations and steady state equations are derived. Second, the speeds of the aggregated product are calculated and the balance equations are derived. Then, the approximated boundary state equations obtained. Third, a general solution is developed for these equations. Finally, the particular solution for the two-machine line is derived.
Step 1: Dynamic Equations and Steady-State Equations:
Similar to (8) , the dynamic equations of , , and are developed as follows:
Consider equation (B2), through Taylor expansion of the righthand side, we have (B4) Taking a limit of , the dynamic equations can be converted into differential equations. Equation (B4) could be simplified as Similar steps are applied to other integral equations. Furthermore, the constructed Markov process is ergodic. Hence, the limiting distributions exist, denoted as
where the subscript * represents any possible machine states. In other words, the dynamic equations would be degenerated into stationary probability distributions by dropping off the term and the derivative terms in the equations. Therefore, the balance equations could be obtained
Similar to (9) , through analysis of boundary states when buffer is empty, transitions for states , and are obtained
In addition, when is up and down, parts will accumulate in the buffer. This implies that (B12) Therefore, the steady-state equations of the dynamics for boundary states when buffer is empty can also be derived Note that when is down and up, the buffer full status cannot be maintained, thus Again using the similar methods for empty buffer boundary equations, the steady states of full buffer boundary equations are (B16)
Step 2: Production Capacity Aggregation:
It can be observed that the number of transition equations increases quickly when the number of product types scales up. Therefore, explicitly numbering all the states and deriving their transition equations become infeasible. To overcome this difficulty, an approximation based on product aggregation is pursued here. Note that the uptime of machine is independent of that of for intermediate buffer occupancy ,
where notation " " in the subscript of denotes the summation across all observations. The second follows from the computation of machine production time.
Let , , be the processing speed (i.e., capacity) of the aggregated product on machine , i.e., represents the average speed of processing of all products when the buffer is neither full nor empty. Then, can be defined as follows:
It can be shown that when , is the same as in (5) . In order to reduce the dimension of state space, we introduce an aggregated state to denote the scenario that two machines are both on up state in regardless of which type of products it is working on. The aggregated states of denote the other machine up/down combinations. Thus, we have In this way, summing up both sides of the equations in (B6) for all possible and , and use the newly introduced notations, we obtain the ODE for the state To derive the boundary state equations for ODE, similar approximations are introduced
The rationale of such approximation is due to the conservation of production ratio between types and .
Therefore, when the buffer is empty, the aggregated capacity can be obtained as follows (where superscript "(0)" implies buffer empty):
Then, equations (B13) can be reorganized and reduced to (B24) Similarly, the aggregated speed when the buffer is full is defined as (where superscript " " indicates buffer full)
Therefore, boundary equations for aggregated products can be obtained from equations (B16) as follows:
The linear independent parts of equations (B24) and (B26) can be reorganized as the following linear equations:
A. Step 3: General Solution
Using Mathematica, the general solution for ODE (B22) is (B29) in which and are to be determined constants, and
Introduce
The introduction of these constants guarantee that Then, the general solution of boundary states could be derived using linear equations (B27) and (B28).
B. Step 4: the Particular Solution
To derive the particular solution of the listed (ODE) equations of (B22), (B27), and (B28), there are two constants ( and ) to be determined. Using equations (B27) and (B28), boundary probabilities can be expressed by probability density . Then, the total probability formula is used as the first equation to solve the constants ( and ) (B30) Next, it is noticed that if the preceding machine is faster , then , otherwise , we have . Use the same aggregation of the product types satisfying either one of the above two conditions, we find another equation to solve the constants ( and ) (B31)
In most cases, the two equations (B30) and (B31) would yield the two constants in ODE (B22). However, when , there might be a numerical problem in solving equations (B30) and (B31). In such cases, the system can be viewed as a synchronized system with capacity , which has already been addressed in [31] .
Follow the above mentioned procedures, the states of a twomachine line can be approximated, and used for performance evaluation.
APPENDIX C PROOFS OF SECTION VI
To prove Proposition 3, the following three lemmas are needed.
Lemma 1: Under assumptions 1)-8) with , probability is monotonically decreasing with respect to and , and increasing to ; while is monotonically decreasing with respect to and , and increasing to . Lemma 2: Under assumptions 1)-8) with , probability is monotonically increasing with respect to and , and decreasing to ; while is monotonically increasing with respect to and , and decreasing to . 
Proof of Lemma 2:
From the reversibility (Proposition 5) of production systems, the monotonicity of and would follow immediately.
Proof of Lemma 3:
By induction. Assume 
Proof of Proposition 3:
From Lemma 3, the sequences are monotonically decreasing and bounded below by zero, and are monotonically increasing and bounded above by , and , respectively, (see expression in Procedure 1 and and expression in the proof of Lemma 3). Thus, the aggregation process is convergent.
Proof of Proposition 4:
Since reversibility property exists (see Proposition 5), only the cases of and need to be justified.
Due to the fact that when , would be unbounded since . Thus, the to-be-determined constants would be enforced to let terms disappear in the general solution (B29), i.e., would satisfy (C3) Therefore, the general solution for , and their integration would be This also asserts and . Equation (B27) provides the summation of . Equations (B19) and (B20) present the summation of and . Put the state variables together, the total probability equation (B30) would be:
(C4) Equations (C3) and (C4) provide the solution of and . Finally, we compute the throughput For longer lines, by considering every pair of two consecutive machines and finding the pair with the smallest throughput, the above asymptotic property will be preserved.
Proof of Proposition 5:
First, consider the original line. The ODE of buffer occupancy, the boundary equations, the total probability equation, and the averaged asynchronous speed relation equations, can be found in (B22), (B27)-(B28), (B30), and (B31) in Appendix B, respectively.
When the line is reversed (denoted by superscript "r"), the ODE of buffer occupancy becomes (C5) where -, and are defined in Appendix B. Therefore, the general solution for the ODE is in which and are to be determined constants. Let
The relationship between and is
The initial conditions and can be expressed by (C7)
Similarly, the boundary equations are (C8)
By applying equations (C6) and (C7), it can be shown that the solutions of equations (B27) and (B28) would also solve equations (C8) and (C9). Thus
In addition, if and solve equation (B22), then and solve equation (C5). Therefore, it can be observed that and both satisfy the total probability equation (B30). Thus, for two machine lines and , we will have . For longer lines, using the aggregation process, the backward and forward aggregations in the reversed line can be equivalent to the forward and backward aggregations in the original line, respectively. Using the above mentioned results of two-machine line, the reversibility will be preserved. Therefore (C10)
APPENDIX D PROOF OF SECTION VII
Proof of Proposition 6:
Using the chain rule, can be expanded as 
