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Objetivos 
El objetivo principal del presente trabajo es el desarrollo de métodos 
analíticos que permitan la diferenciación de manera eficaz y rápida de las dos 
denominaciones de origen protegidas de pimentón que existen en España. Para ello 
se han considerado diversos enfoques. Por una lado se tiene en cuenta el perfil 
metálico, y por otro, los parámetros del color. 
Dado que no existe en la legislación un método para la determinación de 
metales en muestras de pimentón,  ni material de referencia para tales análisis, uno 
de los objetivos del trabajo es proponer un método para la mineralización y 
posterior determinación de metales en muestras de pimentón de Extremadura y 
Murcia. Se consideran los elementos aluminio, boro, calcio, cobre, hierro, potasio, 
magnesio, manganeso, sodio, níquel, fósforo, plomo, estroncio y zinc. Debido a que 
los métodos de digestión son una etapa crítica en el método analítico, ya que son 
una fuente potencial de errores, se ha hecho especial hincapié en el estudio de esta 
etapa de análisis, probando diversas mezclas ácidas para las digestiones.  
La etiqueta de denominación de origen implica cierta calidad en los 
productos, y por tanto una repercusión importante en el coste de estos. Por ello, otro 
objetivo de este trabajo es implementar una técnica sencilla, rápida y económica 
como es la espectroscopía ultravioleta visible, como herramienta analítica a utilizar 
en el proceso de diferenciación de origenes de pimentón. 
El carácter picante del pimentón es una de sus características más 
importantes. La medida de este carácter se realiza habitualmente a partir de la 
determinación de la concentración de capsaicinoides, que requieres una etapa previa 
de extracción y limpieza de la muestra, y posterior determinación, generalmente, 
mediante cromatografía líquida. Por tanto, otro objetivo de este trabajo ha sido 
realizar un estudio que permita simplificar la determinación del nivel de picante en 
muestras de pimentón. Para ello, se han considerado las posibilidades de la 
espectrofotometría ultravioleta visible. 
 Hasta la fecha no existen demasiados trabajos donde se apliquen técnicas de 
analisis multivariante y de reconocimiento de patrones para la caracterización de 
pimentones de orígenes españoles. Por ello, otro objetivo que se ha planteado en el 
presente trabajo a sido utilizar el perfil metálico, los espectros ultravioleta visible, 
las coordenadas L*, a*, b* y el parámetro ASTA,  calculados a partir de espectros 
ultravioleta visible, como descriptores químicos que permitan la diferenciación de 
muestras de pimentón pertenecientes a las dos denominaciones de origen protegidas 
existentes en España. En primer lugar se evaluará la capacidad discriminatoria de 
los parámetros determinados con este fin. Posteriormente se tratará de establecer, 
mediante técnicas de reconocimiento de patrones, las reglas de clasificación que 






I.1.1. Pimiento y pimentón 
El origen del descubrimiento del pimiento y el pimentón está estrechamente 
ligado con el descubrimiento de América, los viajes de Cristóbal Colón y el 
importante papel económico de la comercialización de lo que denominaban especias 
exóticas en la Europa medieval. Cristóbal Colón aseguró ser capaz de llegar a la 
India del Lejano Oriente, con la intención de encontrar la pimienta negra (Piper 
nigrum L.) también denominada oro negro, ya que, siglos atrás, había llegado a ser 
moneda de cambio entre romanos y godos [1]. Aunque no fue fácil encontrar a 
alguien dispuesto a sufragar los gastos de tal viaje, finalmente los Reyes Católicos 
aceptaron. Colón, en busca de una ruta alternativa al Oriente, se encontró con el 
Nuevo  Mundo, y en lugar de la pimienta, encontró una especia proveniente del 
pimiento que denominaban ají, aunque él la denominó pimienta, generando así la 
confusión de estos vocablos que siguen presentes, incluso hoy día. No es de extrañar, 
por tanto, que se denomine al pimiento como la planta de los muchos nombres. 
Cristóbal Colón, a la vuelta de su viaje, dio a probar a los Reyes Católicos algunos de 
los frutos y productos que había traído de las Indias, entre ellos el pimiento. 
Francisco López de Gomara [2] cuenta cómo Isabel y Fernando probaron el nuevo 
fruto y les quemó la lengua.  Muchos de los exploradores y cronistas que fueron 
llegando reportaron información sobre la forma de vida, las costumbres o la 
naturaleza del terreno americano. El Inca Garcilaso, en su crónica Comentarios 
Reales I [3] relata cómo los indios añaden ají a prácticamente todo lo que comen. 
José de Acosta dice en su libro Historia natural y moral de las India: “Pero 
la natural especería que dio Dios a las Indias de occidente es la que en Castilla 
llaman pimienta de las Indias (…) [4]. 
Hay indicios suficientes que revelan que la planta del pimiento es conocida 
desde tiempos muy remotos en América. Existen yacimientos arqueológicos que 
datan del 7000 a.C., donde se hallaron semillas y restos de frutos. Al igual que otras 





cultivados en Europa, América Central, la India y Asia. En la figura I.1. se muestra el 









Figura I.1. Esquema de la producción de pimentón. 
Se puede decir, que las especias y hierbas aromáticas han estado ligadas a la 
humanidad desde tiempos muy remotos para sazonar alimentos, conservarlos o como 
productos curativos.  
A efectos del Real Decreto 2242/1984 [5], de 26 de septiembre, se designa 
con el nombre de especia o condimento aromático a las plantas o partes de las 
mismas, frescas o desecadas, enteras, troceadas o molidas, que por su color, aroma o 
sabor característicos se destinan a la preparación de alimentos y bebidas, con el fin 
de incorporarles estas características, haciéndolos más apetecibles y sabrosos y, en 
consecuencia, consiguiendo un mejor aprovechamiento de los mismos. Las especias 
provienen de las partes duras de las planta. Generalmente son semillas, como la 
mostaza, pero también pueden ser cortezas como la canela, o raíces en el caso del 
jengibre.  Aunque aromatizan las preparaciones a las que se agregan, el uso de las 
especias influye más en el sabor que en la fragancia [6].Las hierbas aromáticas, que 
son las hojas de los vegetales, como por ejemplo el orégano o la albahaca, tienen 
como función principal aromatizar, aunque también realzan el sabor de los alimentos 
[7]. 
 
Cultivo de pimientos Secado 
Molienda Pimentón 




I.1.2. Entrada del pimiento Europa 
En la Europa del siglo XV, las especias tenían gran importancia, tanto por sus 
características de conservantes, como por influir directamente en los sabores de los 
alimentos [8]. La pimienta  negra (Piper nigrum L.) era la más consumida, siendo un 
producto valioso de interés comercial entre Oriente y Occidente. La introducción del 
pimiento en Europa fue, en sus comienzos, una forma de sustituir a la pimienta y así 
acabó siendo. Entre los años 1569 y 1590 llegaban los barcos desde América a 
Europa, principalmente a Sevilla [9] cargados con pimientos que se distribuían por 
Europa, Asia y África.  
El pimiento se difundió rápidamente en Europa. En el siglo XVI ya está 
documentada su presencia en países como Italia, Inglaterra o Hungría [10]. El 
Imperio Otomano tuvo un papel decisivo en la introducción y expansión del 
comercio de pimiento desde el golfo Pérsico hacia el Mediterráneo [11], por ello, no 
es de extrañar el amplio uso que se le da a este producto en Turquía o Grecia [1].Hoy 
en día, en Europa los principales productores de pimiento son Grecia, Hungría, 
España, Rumanía, Italia y los Países Bajos.  
 
I.2. Importancia del Género Capsicum 
El género Capsicum, junto con otros 84 géneros más, constituye la familia 
Solanaceae, entre las cuales se encuentran el tomate o el tabaco. Se trata de una 
planta herbácea o arbusto. Dentro de este género existen 22 especies silvestres y 5 
especies domesticadas que son C. annuum L., C. baccatum L., C. chinense Jacq., C. 
frutescens y C. pubescens que se cultivan en todo el mundo, siendo la C. annuum la 
más frecuente [12]. 
Dentro de estas especies existen subespecies que se clasifican por las 
características de los frutos tales como sabor picante [13], color,  forma o tamaño. Al 
existir un gran número de subespecies, la terminología del género Capsicum se hace 
confusa. Para las plantas del género Capsicum podemos encontrar distintos nombres: 





El pimiento se considera una planta exigente en temperatura si se compara 
con el conjunto de hortalizas cultivadas en zonas similares. La temperatura es un 
factor influyente  en el crecimiento, la fertilidad, e incluso en las dimensiones del 
fruto, hasta el punto de que éste no se desarrollará correctamente a menos que se den 
unas temperaturas determinadas. Si las temperaturas son demasiado bajas el fruto es 
delgado y puntiagudo, y si son demasiado altas el fruto es más redondeado [15]. 
También es muy sensible a los niveles de humedad relativa altos, siendo el nivel de 
humedad ideal del 70-75%. No presenta, sin embargo, exigencias especiales con la 
luz que recibe la planta [16]. 
Las especies del género Capsicum son muy consumidas en el mundo debido a 
su uso en diversos campos como la industria alimentaria [17], como colorante natural 
[18], en cosmética [19], en medicina debido a su actividad antitumoral [20], como 
componente en aerosoles de protección personal [21] o incluso como adsorbente para 
eliminar contaminantes [22]. La creciente demanda que este producto presenta se 
debe a varios factores entre los que cabe destacar el aumento de la población, la 
inmigración, sobre todo en países como los EE. UU y el cambio de preferencias 
alimentarias de los consumidores que apuestan más por los productos naturales frente 
a los artificiales. 
Según la FAO [15], los principales países productores de Capsicum fresco en 
2004y 2011 fueron China, Turquía, México, Indonesia, España y EE.UU. En cuanto 
al pimiento seco, los países con mayor producción son India, China y Pakistán. En la 
figura I.2. se representan estos datos. 
El comercio de productos de Capsicum, tanto fresco como seco, se recoge en 
las tablas I.1 y I.2. En el caso del pimiento fresco, los principales países importadores 
son EE.UU, Alemania y Reino Unido como se observa en la tabla I.1. 
 









Tabla I.1. Principales importadores  de Capsicum fresco y seco 
Países importadores 
Frutos secos Frutos  frescos 
Países t Países T 
EE.UU 109937 EE.UU 779393 
Malasia 54296 Alemania 351622 









México 24693 Canadá 118825 
Alemania 20228 Rusia 114571 
Indonesia 19988 Italia 96124 
Rep. Corea 16309 Austria 51305 
Bangladesh 13177 Rep. Checa 49548 
  t, tonelada métrica 
Las exportaciones mayoritarias de pimiento fresco en 2011 corresponden a 
países como México, España o los Países Bajos. En cuanto al comercio del Capsicum 
seco, los principales importadores son EE.UU., Malasia y España. China, India y 







Tabla I.2. Principales exportadores de Capsicum fresco y seco 
Países exportadores 
Frutos secos Frutos  frescos 
Países t Países T 
India 260485 México 699657 
China 98479 España 511340 
Perú 48471 Países Bajos 474013 
España 34879 EE.UU 105379 
Túnez 17451 Israel 101874 
México 11007 Canadá 98113 
Malasia 8817 China 85909 
Alemania 5480 Turquía 68599 
EE.UU 4802 Irán 64944 
Países Bajos 3954 Marruecos 61539 
t, tonelada métrica 
En 2011 la superficie cultivada con especies del género Capsicum fue 
1837704 Hectáreas. Los seis primeros países productores China, México, Turquía, 
Indonesia, EE.UU y España constituyen un 67% de esa superficie total. 
Dado que en España la importancia del cultivo del pimiento es evidente, las 
principales zonas de cultivo y producción de derivados se unen al sistema de 
regulación de productos de calidad creado por la Unión Europea en 1992, para 
promover y proteger productos de una calidad determinada [23]. 
Hace algunos años se observó cómo los consumidores tendían a otorgar 
mayor importancia a la calidad de la alimentación. Esta búsqueda de productos 
específicos se reflejaba en una demanda de productos agrícolas y alimenticios de un 
origen geográfico determinado. Existía y existe una enorme variedad de productos 
comercializados, y gran cantidad de información sobre los mismos, ya que el 
consumidor debe poder disponer de datos claros y concisos acerca del origen del 
producto para poder elegir mejor. Asimismo, la producción, la fabricación y la 
distribución de los productos agrícolas y alimenticios ocupan un lugar importante en 
la economía de los países y, por tanto, es beneficiosa  la promoción de los productos 
que presenten determinadas características para el mundo rural. 




En este contexto las designaciones de Denominación de Origen Protegida 
(DOP) e Indicación Geográfica Protegida (IGP), son muy eficaces para garantizar la 
calidad y el origen geográfico de un producto. Según el Reglamento CEE (2081/92) 
[23]  se entiende por: 
 Denominación de origen: el nombre de una región, de un lugar 
determinado o, en casos excepcionales, de un país, que sirve para designar un 
producto agrícola o un producto alimenticio, que debe ser originario de dicha 
región, de dicho lugar determinado o de dicho país, y su calidad o 
características se deban fundamental o exclusivamente al medio geográfico 
con sus factores naturales y humanos, y cuya producción, transformación y 
elaboración se realicen en la zona geográfica delimitada. 
 
 Indicación Geográfica: el nombre de una región, de un lugar determinado 
o, en casos excepcionales, de un país, que sirve para designar un producto 
agrícola o un producto alimenticio, que debe ser originario de dicha región, 
de dicho lugar determinado o de dicho país, y que posea una cualidad 
determinada, una reputación u otra característica que pueda atribuirse a dicho 
origen geográfico, y cuya producción y/o transformación y/o elaboración se 
realicen en la zona geográfica delimitada. 
Para acogerse a una DOP o una IGP, un producto agrícola o alimenticio 
deberá ajustarse a una serie de condiciones que se proponen y se corrigen en el 
Reglamento (CE) Número 510/2006 [24]. 
Las DOP relacionadas con el pimentón en España son las siguientes: 
 DOP. <<Pimentón de la Vera>> (Extremadura) [25]: En el Reglamento 
(CE) No 982/2007 de 21 de agosto de 2007 [26] se inscribe el<<pimentón 
de la Vera>> como DOP. Los pimientos usados para elaborar pimentón de 
la Vera, deben pertenecer a la zona delimitada por las cuatro comarcas 
naturales del norte de la provincia de Cáceres: La Vera, Campo Arañuelo, 
Valle del Ambroz y Valle del Alagón.  En el apartado I.3.2.1 se 





 DOP. <<Pimentón de Murcia>> (Murcia) [27]: La zona geográfica de 
producción la constituyen 14 municipios que son: Alhama de Murcia, 
Beniel, Cartagena, Fortuna, Fuente Álamo, Librilla, Lorca, Molina de 
Segura, Murcia, Puerto Lumbreras, San Javier, Santomera, Torre Pacheco 
y Totana, de la provincia de Murcia. En el apartado I.3.2.2 se desarrollará 
en detalle esta DOP.  
En España existen, además, otras DOP e IGP relacionadas con el pimiento  
 
 DOP. <<Pimiento del Piquillo de Lodosa>> (Navarra) [28]. 
 IGP. <<Pimiento Riojano>> (La Rioja) [29, 30]. 
 IGP.<<Pimiento Asado del Bierzo>> (Castilla y León) [31] 
 IGP.<<Pimiento de Fresno-Benavente>> (Castilla y León) [32].  
 IGP.<<Pimiento de Guernica" / "Gernikako piperra>> (País Vasco) [33] 
En la figura I.3 se muestran las etiquetas correspondientes a las DOP de 
pimentón presentes en España. El etiquetado de este tipo de productos está regulado 
y es uno de los parámetros de control.  
 
Figura I.3. Etiquetas para las DOP de pimentón: La Vera y Murcia. 
 
 
I.3. Pimentón. Definición, elaboración y tipos 
I.3.1. Definición y elaboración 
Se considera pimentón a aquella especia obtenida tras el secado y molienda 
de los frutos del género Capsicum que se encuentra dentro de la familia de las 
Solanáceas. El secado puede efectuarse según diversas técnicas, obteniendo 




resultados diferentes. En cierto momento de la producción es posible la adición de 
aceites vegetales en las proporciones previamente establecidas y legisladas. La 
adición de estos aceites no influye en el carácter del pimentón [25, 27]. 
 
I.3.2. Denominaciones de origen de pimentón en España 
Las primeras noticias sobre este cultivo en la provincia de Cáceres datan de 
finales del siglo XV. Fue iniciado por los frailes Jerónimos del Monasterio de 
Guadalupe; así llegó hasta el Monasterio de Yuste (Cuacos de Yuste), desde donde 
se trasladó a Murcia a través del convento de esta Orden en la Ñora [34]. 
Así se definieron las dos principales zonas de producción de pimentón de 
España: La Vera en Cáceres, (Extremadura) y Murcia. A pesar de tener un origen 
común y un desarrollo prácticamente paralelo, el proceso de producción es diferente 
en cada una de estas zonas. En ambos casos el producto es resultado del secado y 
molienda de frutos del género Capsicum, pero cambia el  tipo de secado y de 
variedad de fruto, haciéndolo así también las características organolépticas. 
 
I.3.2.1. Pimentón de La Vera (Extremadura) 
Las noticias sobre el cultivo de pimiento en la Vera son bastante antiguas. En 
los Interrogatorios de la Real Audiencia de Extremadura, en 1753, citan al pimiento 
entre los cultivos principales, en Jaraíz de la Vera. 
El proceso industrial para la obtención de pimentón se inicia a finales del 
siglo XVII, alcanzando un importante desarrollo a mediados del siglo XVIII. Los 
pimientos, entonces, se trituraban en los molinos hidráulicos de harina que se 
encontraban en los márgenes de las gargantas. El cultivo se asienta definitivamente a 
mediados del siglo XVIII en pequeños bancales en el margen derecho del río Tiétar. 
La expansión continuó  durante el siglo XIX, hasta convertirse en el cultivo principal 
de la comarca a finales de siglo, desplazando a otros productos tradicionales en La 





uso de molinos eléctricos y, como consecuencia, una sustancial mejora en las 
industrias, que comienzan a instalarse con el objetivo único de elaborar pimentón. 
En el año 1994 se aprueba con carácter provisional la notación de DOP 
«Pimentón de la Vera», haciéndose definitiva tras la aprobación de su Reglamento el 
21 de mayo de 1998. Finalmente, la DOP «Pimentón de la Vera», cuyo Reglamento 
se aprueba por el Ministerio de Agricultura, Pesca y Alimentación mediante la Orden 
APA 4/4.178/2005 de 22 de Diciembre [25] y por la UE [26] en diciembre de 2007, 
suponiendo la protección y reconocimiento de este producto en el marco de la UE.  
Según el citado Reglamento de la Denominación de Origen Protegida 
«Pimentón de la Vera» y su Consejo Regulador,  quedan protegidos con la 
Denominación de Origen Protegida «Pimentón de la Vera» los pimentones 
tradicionalmente designados bajo esta denominación geográfica que, reuniendo las 
características especificadas en este Reglamento, hayan cumplido en su producción, 
secado y elaboración todos los requisitos exigidos en el mismo y en la legislación 
vigente. 
La zona de producción de pimientos para la elaboración del «Pimentón de la 
Vera» está constituida por cuarenta y nueve municipios pertenecientes a cuatro 
comarcas naturales en el norte de la provincia de Cáceres: La Vera, Campo 
Arañuelo, Valle del Ambroz y Valle del Alagón.  En la figura I.4. se muestra un 
mapa de España con las dos zonas correspondientes a las DOP, Extremadura 
(Pimentón de La Vera)  y Murcia (Pimentón de Murcia), destacadas en verde  y 
amarillo, respectivamente. 
Los frutos rojos empleados para la producción de <<Pimentón de La Vera>> 
pertenecen a las variedades del grupo de las Ocales (Jaranda, Jariza y Jeromín) y 
Bola, dentro de las especies Capsicum annuum L. y Capsicum longum L., 
respectivamente. Dependiendo el tipo de pimentón: dulce, picante o agridulce 
(también conocido como ocal), se utilizan distintos frutos. Así, para el tipo dulce se 
utilizan los pimientos de la variedad Jaranda y Bola, para el tipo picante, Jeromín, 
Jariza y Jaranda, y para los agridulces u ocales, Jaranda y Jariza. 





Figura I.4. Mapa de España con las principales zonas de producción de pimentón. 
En verde Cáceres (Extremadura), en amarillo Murcia. 
 
Otra de las características del pimentón producido en La Vera es el 
procedimiento de secado al humo. Se considera la primera fase de elaboración del 
pimentón y se lleva a cabo en secaderos de corriente vertical con hogar inferior, 
donde los frutos se secan con los gases de la combustión lenta de madera de encina y 
roble. Este sistema se desarrolla ante la imposibilidad de secado al sol, debido a las 
lluvias otoñales que coinciden con el tiempo de cosecha. Este secado artesanal, lento 









Figura I.5. 1. Tipos de frutos. a: Jaranda; b: Jeromín; c: Jariza; d: Bola. 2. Horno de 









En la figura I.5. se muestran distintas variedades de pimientos así como un 
esquema del secado propio de la DOP de La Vera. 
 
I.3.2.2. Pimentón de Murcia (Murcia) 
Las primeras noticias que se tienen sobre el cultivo del pimiento en la Región 
de Murcia se sitúan a comienzos del siglo XVI, y son los frailes Jerónimos los 
responsables  de su introducción, al cultivarlos en unas parcelas que poseían cerca de 
la zona. Las semillas traídas de América proceden de un pimiento ligeramente 
alargado y picante, de carácter silvestre y, por ello, algunos autores comentan que las 
características originales de este tipo de pimiento han sido influidas por las 
condiciones medioambientales de Murcia y las técnicas culturales de cultivo, dando 
lugar a que en unos años se suavizara su forma y sabor, siendo más redondeado y 
algo menos picante [36]. A mediados del siglo XIX fue cuando se inició la 
industrialización del Pimentón en la Región de Murcia. Durante el XIX y mediados 
del XX, el cultivo de pimientos para pimentón se fue extendiendo por toda la Vega 
del Segura, llegando a ser la actividad económica regional más importante. En 1986 
se constituye la primera asociación del gremio del pimentón bajo el nombre “Centro 
de Exportadores de Pimiento” 
El 1998 se solicitó la protección del pimentón de Murcia y finalmente el 17 
de diciembre de 2001 se creó el Consejo Regulador de la Denominación de Origen 
Protegida. DOP  «Pimentón de Murcia» [27]. 
La zona geográfica de producción está constituida por los terrenos ubicados 
en  Alhama de Murcia, Beniel, Cartagena, Fortuna, Fuente Álamo, Librilla, Lorca, 
Molina de Segura, Murcia, Puerto Lumbreras, San Javier, Santomera, Torre Pacheco 
y Totana, de la provincia de Murcia.  
Los frutos empleados para la producción del pimentón con denominación de 
origen Murcia son frutos rojos del género Capsicum annum L., variedad Bola. Son 
pimientos dulces y de poco peso. 




En Murcia, como el  clima es seco y cálido, es posible el tradicional secado 
de pimientos al sol, lo que le proporciona un color rojo brillante característico frente 
a otros obtenidos en secaderos de aire caliente [37,38]. La técnica de secado al sol 
consiste en extender los pimientos enteros sobre eras y dejarlos expuestos al sol de 1 
a 4 días. Existe también un sector agricultor en Murcia que realiza el secado en 
secaderos de aire caliente con las fases previas correspondientes de lavado y cortado.  
La normativa impide superar la temperatura crítica de 65-75 °C en esta operación, lo 
que supone tiempos de 8-10 h de secado. A la salida del producto del secado, la 
temperatura del aire debería estar alrededor de 40 °C [39]. 
 
I.4. Parámetros de calidad del pimentón 
En los respectivos documentos oficiales [25,27] para la denominación de 
origen, elaboración, circulación y comercio de  Pimentón de la Vera y Pimentón de 
Murcia, vienen recogidas las cantidades toleradas para algunos elementos, así como 
los parámetros de calidad considerados. Estos parámetros se recogen en la tabla I.3. 
 
Tabla I.3.  Parámetros de calidad en pimentones. 
Parámetro La Vera (Extremadura) Murcia 
Dimensión de grano 16ASTM* 16ASTM* 
Humedad máxima 14% 14% 
Fibra bruta sobre materia seca 0,28 < 28% 
Extracto etéreo sobre materia seca 0,23 < 23% 
Cenizas sobre materia seca total 0,01 < 0,7% 
Color ASTA mínimo 90 > 90 
*equivalente a 1,19 mm de luz de malla. 
 
No deben contener un residuo de metales superior a 1 ppm para el arsénico y 
4 ppm para el plomo. En cuanto a los ingredientes alimentarios añadidos, se permite 
la adición de aceites vegetales comestibles en una proporción máxima del 8% sobre 








I.5. Composición mineral y orgánica 
Las propiedades organolépticas de los productos que consumimos, cada vez 
cuentan con una mayor atención por parte de los consumidores y los productores 
[40]. Las propiedades organolépticas de las muestras vegetales dependen en gran 
medida de su composición [41], que varía en función de la especie, de las 
condiciones de crecimiento, el estado de maduración, etc… 
El agua es el componente más abundante en muestras vegetales, siendo en 
ocasiones el 90% de la masa total. Además del agua existen dos grandes grupos a 
tener en cuenta en el estudio de la composición de muestras vegetales: componentes 
orgánicos e inorgánicos. Atendiendo a la fracción orgánica, cabe destacar la 
presencia de ácidos orgánicos, lípidos, ácidos grasos, carbohidratos, fibra, vitaminas, 
capsaicinoides y compuestos volátiles. 
La presencia de ácidos orgánicos varía en función de la especie. Algunos de 
los principales son el decanoico y dodecanoico, y algunos aromáticos como el 
quínico y el benzoico [42]. La concentración de los ácidos desciende con el proceso 
de maduración. La presencia de ácidos grasos y lípidos [43] varía según el fruto del 
género Capsicum que se estudie. En muestras vegetales, en general, la concentración 
de ácidos grasos es muy baja, a excepción de aguacates o aceitunas [44].Además de 
ácidos orgánicos existen otros compuestos orgánicos volátiles que son los 
responsables del aroma del pimiento. Existen ciertas diferencias en la presencia y 
concentración de éstos en el pimiento fresco y el procesado, casi siempre por 
motivos del secado del fruto. En la fracción volátil la concentración de pirazinas no 
es muy elevada; sin embargo, el 2-isobutil-3-metoxipirazina posee un fuerte aroma 
característico a pimiento, que incluso tras el proceso de secado es detectable [45]. 
Los terpenos y sus derivados, entre los que están los carotenoides, están presentes en 
los frutos frescos en concentraciones más altas que en los procesados, aunque 
también juegan un papel importante en la composición del pimiento procesado, como 
lo es el pimentón. Existen también un gran número de alcoholes, aldehídos, cetonas y 
ésteres entre otros. En total hay 125 compuestos orgánicos volátiles identificados 
presentes en el pimiento [46]. Los carbohidratos son los componentes orgánicos 
mayoritarios de las muestras vegetales, y por tanto del pimiento. Las funciones de los 




carbohidratos incluyen, entre otras, el almacenaje de la energía, y son responsables 
de algunos atributos sensoriales. La fibra dietética que se define como la cantidad de 
carbohidratos no digeribles y la lignina intrínseca e intacta en plantas [47] está 
presente en el pimiento con cantidades aproximadas del 2,1% [48]. 
Otro conjunto importante de moléculas orgánicas son las vitaminas,  
necesarias para el desarrollo pero que, generalmente, no se sintetizan de forma 
natural, sino que hay que aportarlas al organismo a través de los alimentos. El 
pimiento contiene una serie de pigmentos denominados carotenoides. A los que 
contienen átomos de oxígeno se les conoce más específicamente como xantofilas y al 
resto se les denomina carotenos. Los principales son β-caroteno, luteína, capsantina y 
capsorrubina, que son los encargados de activar la vitamina A, que juega un papel 
importante en la visión, división celular y el desarrollo de los huesos. En general, se 
acumulan más en la piel que en el fruto en sí [49]. Existen cambios en la presencia de 
estos carotenoides en el proceso de recolecta y tratamiento del pimiento  [50]. 
Phillips et al. [51] estudiaron la vitamina B9 (ácido fólico), importante en la dieta, y 
concluyeron tras realizar análisis por HPLC que el pimiento rojo tiene una 
concentración de folatos totales mayor que el pimiento verde.  Daood et al. [52] 
investigaron el efecto que tiene el secado de pimientos en la vitamina C, entre otras, 
y concluyeron que la retención de ascórbico en pimientos secados de forma natural 
era más baja que cuando se secaron con corrientes de aire. La vitamina E, también 
importante como antioxidante, incluye los tocoferoles y tocotrienoles, existiendo 
diversos isómeros, siendo el más efectivo como antioxidante el α-tocoferol [53]. La 
concentración de tocoferoles se encuentra en el rango de 3,7 a 236 mg por 100 
gramos de fruto seco [54] y al igual que la vitamina C son inhibidores de la 
oxidación lipídica, que, entre otros efectos, causa la pérdida de color de los frutos 
[55]. Los pimientos, especialmente los rojos, son una fuente rica en vitamina A, C y 
E, por lo que se consideran alimentos con buenas propiedades antioxidantes.   
Los capsaicinoides son los compuestos responsables del sabor picante de los 
pimientos [56]. Se trata de un grupo de amidas ácidas formadas a partir de 
vanillilamina y ácidos grasos de 8 a 13 átomos de carbono. La capsaicina y la 





presentes en las variedades picantes. Se han encontrado más de 13 compuestos 
capsaicinoides, siendo la nordihidrocapsaicina el tercero más abundante junto con los 
anteriormente nombrados.  La primera vez que se determinó el sabor picante, fue por 
un test organoléptico denominado escala Scoville (Scoville Heat Units, SHU) [57]. 
La tendencia en determinación del grado de picor ha sido el análisis por técnicas 
analíticas como HPLC o GC. 
Los capsinoides, conocidos también como Capsaicinoid-like substances 
(CLS) por su parecido con los capsaicinoides, son compuestos naturales que se 
encuentran en algunas variedades de pimientos dulces. Son ésteres formados a partir 
de la condensación del alcohol vainíllico y ácidos grasos. La diferencia estructural 
con respecto a los capsaicinoides es el enlace del esqueleto bencénico con la cadena 
carbonada, ya que en los capsinoides es tipo éster mientras que en los capsaicinoides 
es tipo amida.  En cuanto a propiedades organolépticas, los capsinoides no presentan 
sabor picante. En la figura I.6. se muestra la estructura de los principales 
capsaicinoides y capsinoides presentes en el pimiento. 
 
 
Figura I.6. Capsaicinoides (a) y capsinoides (b) más comunes en el pimentón. 
 
(a) (b) 




En cuanto a la  fracción inorgánica en muestras vegetales, se puede hablar de 
la presencia de elementos, también denominados macronutrientes,  que son aquellos 
presentes en mayor concentración. Éstos son Ca, K, Mg, N y P. Los micronutrientes 
están presentes en concentraciones más bajas y son Cl, F, Fe, I, Mn, Na y S. 
También, hay elementos traza presentes a muy bajas concentraciones como Co, Cu, 
Se y Zn. 
La presencia de metales en muestras vegetales tiene distintos orígenes. Por lo 
general, se debe a factores naturales y a factores antropogénicos. Los factores 
naturales se relacionan con la genética de la planta, el clima y la composición del 
suelo. Witney et al. [58] explicaron cómo se distribuyen los elementos Ca, K y Mg 
en plantas con distintas características. Tukey [59] explicó cómo las plantas absorben 
minerales del suelo mediante soluciones acuosas como el agua de lluvia o la niebla. 
Por otro lado, los factores antropogénicos o exógenos se relacionan con el uso de 
fertilizantes, insecticidas, funguicidas, procesos de secado y otras fuentes de 
contaminación [60]. Estrada et al. [61] estudiaron el efecto que pueden tener algunos 
nutrientes inorgánicos presentes en los fertilizantes en el picante de las muestras. 
 
1.5.1. Métodos de análisis de compuestos orgánicos en pimiento y pimentón. 
La fracción orgánica es la responsable de gran parte del olor y el sabor de las 
muestras vegetales, así como de ciertas propiedades nutricionales, dietéticas e 
incluso médicas. Por ello, el estudio de los componentes de las muestras, en este 
caso, de pimiento y pimentón es de gran importancia. Las principales sustancias que 
se determinan son los carotenoides, compuestos volátiles, capsaicinoides y 
capsinoides. 
La preparación previa de la muestra es un requisito para cualquier proceso de 
análisis y consiste, por lo general, en extracción, pre-concentración y filtrado de las 
muestras. La extracción de capsaicinoides y capsinoides en pimientos y pimentones 
se ha llevado a cabo con diferentes disolventes y métodos de extracción. Los 
disolventes más empleados son orgánicos como  metanol [62], etanol [63], 
acetonitrilo [64], acetona [65], acetato de etilo [66], cloroformo [67] o mezcla de 





métodos de extracción de capsaicinoides, como la maceración [64], extracción 
asistida por ultrasonido [69], extracción mediante agitación magnética [71] o 
extracción en Soxhlet [65] y extracción enzimática [72], con fluidos supercríticos o 
asistida por microondas [73]. Para los carotenoides las extracciones, son muy 
parecidas. Breithaupt y Schwack [74] determinaron el contenido de carotenoides por 
cromatografía de gases y cromatografía líquida, previa extracción y 
transesterificación de la muestra usando para la extracción una mezcla de metanol, 
acetato de etilo y éter de petróleo ligero, evaporando el disolvente y redisolviendo el 
extracto en metanol y terc-butil éter. El extracto se somete a transesterificación para 
la correcta identificación de los carotenoides. Cámara et al. [75] extrajeron los 
carotenoides de las muestras mediante el uso de distintos disolventes orgánicos 
separando los carotenos de las xantofilas y clorofilas en una columna de celulosa.  
 
1.5.1.1 Determinaciones mediante cromatografía líquida de alta resolución 
La cromatografía líquida de alta resolución, HPLC, es una de las técnicas más 
utilizadas en la determinación de compuestos orgánicos en muestras vegetales y de 
especias. Su campo de aplicación cubre una gran parte de compuestos, entre ellos 
aquellos que son termosensibles, con masas moleculares grandes o compuestos 
polares. El principal objetivo relacionado con esta técnica en el análisis de pimientos 
y derivados es la determinación y cuantificación de capsaicinoides y capsinoides 
[76]. 
Los trabajos publicados sobre de este tema sugieren prácticamente en su 
totalidad el uso de fases estacionarias apolares, cromatografía en fase inversa, para la 
separación y cuantificación de las especies capsaicinoides y capsinoides. No 
obstante, algunos autores como,  Iwai et al. [66] desarrollaron un método para la 
determinación de capsaicinoides en nuestras de pimientos, trabajando en fase normal 
y régimen isocrático con fase móvil mezcla de isopropanol:n-hexano:metanol. 
Mediante elución en fase inversa Collins et al. [77], desarrollaron métodos para 
determinar y cuantificar los cuatros capsaicinoides principales: capsaicina, 
dihidrocapsaicina, nordihidrocapsaicina y homodihidrocapsaicina en pimientos, 
empleando como fase móvil una mezcla metanol-agua (73:27 v/v).  Al Othman et al. 




[78] determinaron el contenido en capsaicina y dihidrocapsaicina en pimientos 
mediante HPLC con detección UV en  fase inversa utilizando como fase móvil una 
mezcla de acetonitrilo: agua en régimen isocrático y el grado de picor de las muestras 
[79]. Los límites de detección para el método propuesto fueron de 0,09 y 0,1 μg g-1 
para la capsaicina y dihidrocapsaicina, respectivamente. Los límites de cuantificación 
para la capsaicina y dihidrocapsaicinafueron 0,3 y 0,36 μg g-1 
Perucka et al. [68] propusieron un método de determinación de capsaicinoides 
en frutos de pimiento  mediante HPLC en fase inversa usando un gradiente de fase 
móvil acetonitrilo: agua. La extracción y separación previa de los capsaicinoides y 
carotenoides, se lleva a cabo mediante cromatografía en capa fina [80]. Schweiggert 
et al. [81] desarrollaron un método para separar y cuantificar mediante elución en 
gradiente los capsaicinoides mayoritarios y minoritarios usando como fase móvil un 
disolvente A consistente en 0,5% de ácido acético en agua: acetonitrilo (90:10 v/v) y 
uno B mezcla de un 0,5% de ácido acético en agua: acetonitrilo (10:90 v/v).  
Juangsamoot et al. [71] validaron un método para la determinación del 
contenido de capsaicina y dihidrocapsaicina en algunas variedades de pimientos 
mediante HPLC en fase inversa con detector de fila de diodos. Obtuvieron unos 
límites de detección y cuantificación de 0,5 y 1 µg g
-1
, respectivamente, y unos 
valores de repetitividad y reproducibilidad aceptables. En este caso, la extracción 
previa se hizo mediante agitación magnética y posterior limpieza en cartuchos de 
extracción en fase sólida. Betts [82] propuso una extracción en fase sólida con C18 
para la extracción de los capsaicinoides de salsas picantes a base de pimiento. La 
determinación se realiza después mediante HPLC con detector UV a 280 nm.  
Peusch et al. [83] desarrollaron un método para la determinación de los 
capsaicinoides en pimentones de bajo sabor picante que implicaba una elaborada 
preparación de la muestra. En primer lugar se estudió una primera purificación con 
oxido de aluminio [84] para la oleorresina de pimentón, mientras que para el extracto 
se propone un tratamiento con gel de sílice.  
Garcés-Claver et al. [85] desarrollaron y validaron un método analítico para 





acoplado a un espectrómetro de masas con ionización por electrospray y detector de 
tiempo de vuelo (HPLC-ESI-MS/TOF), consiguiendo límites de detección mejores 
que los obtenidos al utilizar HPLC acoplado a un detector UV-Vis. La resolución del 
MS/TOF proporciona información de la distribución isotópica, lo que se puede 
emplear para estudios metabólicos, por ejemplo en plantas sometidas a diferentes 
tipos de cultivos. Mendel et al. [86] validaron un método de HPLC para el análisis de 
ocho capsaicinoides en diferentes partes del pimiento, modificando los porcentajes 
de composición de fase móvil que influyen en los tiempos de retención y los factores 
de capacidad. La identificación de los picos se llevó a cabo usando MS, y la 
cuantificación por medio de la respuesta obtenida en el HPLC usando un detector 
UV a 280 nm.  
Singh et al. [87] propusieron un método para la determinación de los 
capsinoides mediante HPLC con detector de fila de diodos, en régimen isocrático y 
fase móvil compuesta por acetonitrilo-agua (60:40) con un flujo de 1 ml min
-1
, 
utilizando una columna monolítica C-18 para la correcta separación de dichos 
capsinoides y aprovechando las ventajas que proporcionan en cuanto al tiempo de 
análisis [88]. 
Los carotenoides se han determinado en diversas muestras de alimentos. Hart 
y Scott [89] desarrollaron un método para el análisis de carotenoides en alimentos y 
muestras vegetales, entre ellas el pimiento, y frutas consumidas en el Reino Unido. 
Tras una fase de extracción y de saponificación se determinaron los carotenoides: 
luteína, zeaxantina, β-criptoxantina, licopeno, β-caroteno y α-caroteno mediante 
HPLC con una fase móvil consistente en acetonitrilo, metanol, diclorometano 
(75:20:5). Topuz et al. [90] determinaron el contenido de carotenoides, también 
mediante HPLC, con el fin de estudiar la influencia que ejerce el tipo de secado de 
pimiento, en los carotenoides y capsaicinoides. Las muestras se trataron previamente 
y se saponificaron antes de proceder a la determinación en HPLC. Se trabajó en fase 
inversa en  régimen de gradiente con una fase móvil compuesta de  acetona-agua en 
el inicio y una velocidad de flujo de 1 mL min
-1
. Determinaron los compuestos a 450 
nm, y concluyeron que el tipo de secado influía notablemente en el color de la 
muestra. Mínguez-Mosquera et al. [91] separaron y cuantificaron varios carotenoides 




en muestras de pimientos del tipo Bola y Agridulce. Se hicieron medidas tanto de 
extractos saponificados como directos. Existe cierta controversia en el tema, pues 
algunos autores afirman que la saponificación es un procedimiento agresivo que 
altera la muestra [92], mientras que otros como Mózsik et al. [93] mantienen que si la 
saponificación es controlada, no  provoca transformaciones apreciables en la misma. 
Recientemente, Giuffrida et al. [94] han caracterizado 12 variedades del 
género Capsicum y han determinado 52 carotenoides distintos mediante HPLC con 
un detector de fila de diodos acoplado a un espectrómetro de masas con ionización 
química a presión atmosférica. 
 
1.5.1.2. Determinación mediante cromatografía de gases.  
La cromatografía de gases, GC, también se ha utilizado para la determinación 
de capsaicinoides. El análisis está limitado por la baja volatilidad de estos 
compuestos y es necesario derivatizarlos antes de la inyección.  
Muller-Stock et al. [95] desarrollaron un método para determinar 
cuantitativamente la capsaicina y otros derivados realizando una trimetilsililación de 
los compuestos. Karajewska y Powers [96] determinaron y cuantificaron 
capsaicinoides presentes en muestras de pimientos mediante pentafluorobenzilación 
y determinación con un detector de captura electrónica, CE, obteniendo límites de 
detección inferiores a 10 pg mL
-1
 para la capsaicina.  
Thomas et al. [97] desarrollaron un método de GC sin derivatización, usando 
una columna polar y con un detector termoiónico selectivo. 
La GC se emplea comúnmente en la determinación de los compuestos 
volátiles presentes en las muestras y responsables en gran medida del aroma [98]. 
Guadayol et al. [99] estudiaron cinco procedimientos de extracción de la fracción 
volátil de muestras de oleorresina de pimentón español: espacio de cabeza dinámico 
y estático, purga y trampa y destilación-extracción simultánea a presión reducida y a 
presión atmosférica, siendo estos últimos los más convenientes para evitar 
degradación térmica. Identificaron los compuestos volátiles mediante GC-MS. Para 





al. [100] realizaron la extracción de volátiles en pimientos de padrón mediante 
espacio de cabeza dinámico, y analizaron la fracción volátil mediante GC-MS. 
Pino et al. [101] identificaron 125 compuestos volátiles de pimientos del tipo 
Habanero en dos fases distintas del cultivo, usando un FID como detector y 
confirmación mediante espectrometría de masas. Estos mismos autores [102] 
caracterizaron pimientos Habaneros cultivados en Yucatan en términos de 
compuestos volátiles, que  se obtuvieron por destilación-extracción en corriente de 
vapor, y se analizaron mediante GC-FID y GC-MS.  
Buttery et al. [103] aislaron la fracción volátil mediante un sistema de 
extracción continua en corriente de vapor a vacío utilizando hexano como disolvente, 
y en corriente de vapor a presión atmosférica usando pentano. Caracterizaron las 
muestras de pimientos verdes mediante GC-MS, interpretando los espectros de masas 
y comparándolos con una muestra ya caracterizada previamente en el mismo equipo. 
Además, utilizaron  técnicas como espectroscopía infrarroja (IR) y resonancia 
magnética nuclear (RMN) para confirmar las sustancias. Los compuestos más 
abundantes encontrados fueron, limoneno, trans-β-ocimeno, metil salicilato y 2-
metoxi-3-isobutilpirazina. 
Kocsis et al. [104] investigaron el aroma de pimentones de origen húngaro 
comparando el perfil de compuestos volátiles de un pimentón picante y un dulce,  
extracción se llevó a cabo mediante destilación en corriente de vapor y la 
identificación mediante GC-MS.  
Kang y Baek [105], analizaron el perfil aromático de una salsa a base de 
pimiento rojo, mediante SPME del espacio de cabeza y GC acoplada a una nariz 
electrónica.  
Ziino et al. [106] determinaron el contenido de la fracción volátil de muestras 
del género Capsicum annuum L., pertenecientes a la zona de Calabria, mediante GC- 
MS. La extracción de los compuestos volátiles se llevó a cabo mediante SPME 
espacio de cabeza. 
 




I.5.2. Determinación de metales en pimiento y pimentón 
  Las técnicas más frecuentes en la determinación de metales en muestras 
vegetales son la espectroscopía de absorción y la de emisión atómica. Un paso 
crucial antes de llevar a cabo estos análisis es la preparación de la muestra, que 
generalmente requiere una completa digestión o mineralización [107]. La 
mineralización se puede realizar: por vía húmeda o vía seca siendo éste último el 
menos aconsejado por algunos autores [108, 109]. Dentro de los métodos de 
digestión por vía húmeda encontramos que pueden realizarse en sistemas abiertos 
[110], o sistemas cerrados [111], y en ambos casos la presión puede variar y pueden 
ser digestiones asistidas por microondas o ultrasonido. Aydin [112] comparó los 
métodos de digestión por vía seca, por vía húmeda y en microondas. Altundag y 
Tuzen [113] también compararon los efectos de realizar las digestiones de muestras 
vegetales  por vía seca, húmeda o asistida por microondas. Filgueiras et al. [114] 
compararon los resultados de extracciones de muestras vegetales usando digestión 
asistida por microondas frente a una digestión asistida por ultrasonido. Los 
resultados llevaron a concluir que la digestión asistida por ultrasonido presentaba 
ventajas frente a la extracción vía microondas, como el menor tiempo de tratamiento, 
menor cantidad de reactivos usados y mayor seguridad en cuanto a la operación. 
Lavilla et al. [115]  desarrollaron distintos métodos de digestión a baja, media y alta 
presión asistida por microondas y con calentamiento en baño de arena. 
  Antonious et al. [116] determinaron el contenido de Cu, Cd, Cr, Mo, Ni, Pb y 
Zn mediante espectroscopía de emisión atómica de plasma inducido acoplado (ICP-
OES) para evaluar el transporte de dichos metales desde la tierra al fruto del 
pimiento, pues dependiendo del tipo de variedad de pimiento se acumula en mayor 
proporción un metal u otro [117]. Khairiah et al. [118] determinaron el contenido de 
Cd, Pb y Zn en muestras vegetales, entre ellas de pimientos, para estudiar la 
especiación y toxicidad de dichos metales pesados en zonas agrícolas y el transporte 
de la tierra al fruto, mediante espectroscopía de absorción atómica (AAS), previa 
digestión por vía húmeda con mezcla de ácidos oxidante.  
 Divrikli et al. [119] determinaron el contenido de Cd, Cr, Cu, Fe, Mn, Ni, Pb 





de llama (FAAS), previa digestión ácida, y estudiaron la influencia de dichos metales 
en las muestras. Aydin [112] determinó el contenido de Cd, Co, Cr, Cu, Fe, Mg, Mn, 
Ni, Pb y Zn mediante  ICP-OES y empleó FAAS para la determinación de Na, Ca y 
K. Las muestras de origen natural requerían pre-tratamiento y se compararon 
distintos métodos de digestión. Soylak et al. [120] evaluaron el contenido de Co, Cr, 
Cu, Fe Mn, Ni, Pb y Zn en siete tipos de plantas aromáticas y especias cultivadas en 
Turquía, entre ellas Capsicum annuum L., mediante FAAS después una digestión 
ácida por vía húmeda.  
  Díaz-Alarcón et al. [121] determinaron el contenido de Se en muestras de 
especies diferentes, entre las que se encuentra el pimiento, Capsicum annuum L. del 
sudeste de España mediante espectroscopia de absorción atómica con generación de 
hidruros (HG-AAS). El valor medio de la concentración encontrada para el pimiento 
es de 2,12 ng g
-1
 de producto fresco. 
Sziklai et al. [122] determinaron la distribución de algunos micronutrientes y 
metales trazas en plantas del genero Capsicum annuuum procedentes de Hungría 
mediante espectroscopía de rayos γ usando un detector de germanio conectado a un 
analizador multicanal. Chizzola et al. [123] estudiaron los micronutrientes y metales 
pesados de hierbas, plantas medicinales y especias consumidas con asiduidad en 
Austria, mediante AAS. Cu, Mn, Fe y Zn se analizaron mediante la técnica de llama, 
y Cd y Pb con atomización electrotérmica. 
I.5.3. Otras técnicas usadas en el análisis de pimiento y pimentón 
La electroforesis capilar es una técnica de separación muy usada para la 
determinación de la composición orgánica y mineral de diversos tipos de muestras. 
Para muestras del género Capsicum, Liu et al. [124] separaron, identificaron y 
cuantificaron capsaicina y dihidrocapsaicina en muestras del género Capsicum, 
mediante electroforesis capilar (CE) y una mezcla de surfactantes, en salsas donde el 
pimiento es el ingrediente principal y en muestras de C. annuum. Laskaridou-
Monnerville [125] también utilizó CE para la determinación de capsaicina y 
dihidrocapsaicina en varias especies del género Capsicum. A diferencia de Liu et al., 




que tras la extracción únicamente microfiltraban la muestra, Laskaridou-Monnerville 
pasaba la muestras por una columna de  C-18 antes del análisis por CE.  
Bajaj y Kaup [126] desarrollaron un método colorimétrico para la 
determinación de capsaicina en frutos del género Capsicum consistente en una 
extracción, una purificación en columna de alúmina y finalmente la medida del color 
desarrollado mediante el reactivo de Folin-Ciocalteu, midiendo la absorbancia a 760 
nm. Gibbs y O’Garro [127] propusieron modificaciones al método desarrollado por 
Bajal y Kaup [126] que permitía la supresión de la etapa de pre-tratamiento y 
eliminación de interferencias. La determinación de capsaicinoides se realiza 
mediante medidas de absorbancia a 430 nm. 
También, relativo al análisis de capsaicinoides, y obteniendo resultados 
comparables a los obtenidos mediante HPLC,  Tsou et al. [128] aplicaron métodos de 
espectroscopía de infrarrojo cercano (NIR) para la determinación de capsaicinoides. 
Wang et al. [129] utilizaron técnicas basadas en la espectroscopía de reflectancia 
difusa visible e infrarrojo cercano, para determinar el contenido de Vitamina C en 
muestras de chiles. Ignat et al. [130] midieron el contenido en ácido ascórbico en 
diferentes cultivos de pimientos usando espectroscopia de reflectancia difusa de 
longitud de onda corta (SWIR) y VIS-NIR. 
Baranski et al. [131] determinaron la presencia de luteína, β-caroteno y 
capsantina, así como los cambios en sus contenidos durante el cultivo de pimientos, 
mediante espectroscopia NIR con transformada de Fourier-Raman (NIR-FT). El 
estudio se realizó in situ, con medidas de Raman en puntos concretos del fruto y 
mapeando la superficie de la muestra. Schulz et al. [132] también determinaron el 
contenido en carotenoides en muestras vegetales, mediante NIR-FT-Raman, 








I.6. Aplicación de métodos de reconocimiento de patrones a la 
caracterización de alimentos 
La autentificación de los alimentos, así como la detección de posibles 
adulteraciones y fraudes [133] es de vital importancia para los consumidores que 
buscan productos que garanticen la máxima calidad, autenticidad y pureza, 
especialmente aquellos que se encuentran dentro del marco de denominación de 
origen o indicación geográfica protegida. La química analítica cuenta con numerosas 
herramientas que permiten analizar y determinar los índices o parámetros necesarios 
para evaluar la calidad, origen o variedad de los productos estudiados. El análisis 
multivariante (AM), en combinación con las técnicas de reconocimiento de patrones, 
(PR) constituye un procedimiento muy eficaz en el estudio y caracterización de 
alimentos [134].  
Desde los trabajos de Kowalski sobre la interpretación de datos químicos 
mediante técnicas de reconocimiento de patrones [135] y sus aplicaciones a la 
diferenciación de vinos [135, 136], numerosos autores, también, han empleado 
técnicas quimiométricas para caracterizar diversos tipos de alimentos, y así 
discriminar orígenes y variedades a partir de datos multivariantes de su composición 
química.  
Luo et al. [137] realizaron un estudio en distintas variedades de manzanas, 
distintos orígenes y grados de madurez, con el fin de clasificar los distintos tipos, 
mediante espectroscopía NIR y la aplicación de tres herramientas de PR como el 
método K vecinos más próximos (KNN), mínimos cuadrados parciales y análisis 
discriminante (PLS-DA) y el método de ventana móvil junto con PLS-DA (MW-
PLS-DA). Los resultados obtenidos mostraron que la mejor técnica para elaborar un 
modelo que diferencie entre variedades, origen y grado de madurez fue MW-PLS-
DA, ya que no solo se consiguen valores de eficacia próximos al 99%, sino que 
permite la eliminación de interferencias e información ineficiente para la separación. 
Mangas et al. [138] realizaron un estudio del perfil fenólico de  distintas variedades 
de manzanas para clasificarlas como amargas o no amargas, y para ello analizaron 
los compuestos fenólicos mediante HPLC en fase inversa y emplearon técnicas 




quimiométricas como análisis en componentes principales (PCA), análisis 
discriminante lineal (LDA) o PLS. Ariana et al. [139] emplearon escaneo 
multiespectral  en los modos reflectancia y fluorescencia para adquirir imágenes de 
tres variedades de manzanas y  detectar defectos en su estructura y apariencia. A 
partir de las imágenes obtenidas por combinación de filtros desde la región visible 
hasta el NIR, se crean modelos mediante redes neuronales artificiales (ANN) para 
clasificar las distintas especies y los posibles defectos que puedan presentar.   
Zheng et al. [140] realizaron un estudio del perfil orgánico y metálico de 
vinagres con denominación de origen protegida para posteriormente construir un 
modelo aplicando PCA y LDA, que permitiera discriminar los productos con dicha 
denominación de los que no la poseen. Benito et al. [141] caracterizaron muestras de 
vinagre de dos DOP como son La Rioja y Jerez, mediante el análisis de 20 variables 
entre las que se encuentran pH, metales, extracto seco o acidez. Con los datos 
obtenidos a partir del análisis multivariante, aplicaron herramientas quimiométricas 
como PCA, ANN, y modelado suave independiente de analogía de clases (SIMCA) 
para crear modelos que permitieran la clasificación de las muestras con resultados de 
sensibilidad y selectividad superiores a un 90%. Natera et al. [142], caracterizaron 83 
muestras de vinagre según un perfil orgánico, y al conjunto de datos aplicaron 
análisis clúster (CA) y LDA para diferenciar las muestras según la materia prima 
(manzana, vino, miel…) y el procesado del vinagre (añada, no añada), presentando el 
LDA mejores resultados en ambas clasificaciones. García-Parrilla et al. [143] 
aplicaron técnicas de reconocimiento de patrones a datos de contenido polifenólico, 
con objeto de distinguir vinagres de vino procedentes de diferentes vinos y diferentes 
procesos de acetificación. 
El aceite de oliva es un producto cuya materia prima varía mucho en función 
del origen geográfico de cultivo y producción y, además, presenta una importante 
relevancia económica en varios países; por ello ha sido, y es, objeto de estudio para 
numerosos autores. Giansante et al. [144] utilizaron el contenido en ácidos grasos, 
alcoholes, triterpenos policíclicos y escualeno para la diferenciación de aceites de 
oliva de origen italiano de diferentes cultivos, combinando técnicas no supervisadas, 





como LDA, para finalmente crear el modelo de clasificación. Alonso-Salces et al. 
[145] caracterizaron geográficamente aceites de oliva virgen procedentes de España, 
Italia, Grecia, Túnez, Turquía y Siria, basándose en los datos extraídos de espectros 
de 
1
H- RMN de la materia insaponificable y tratados mediante LDA, SIMCA, PLS-
DA y árboles de clasificación y regresión, (CART). Para la diferenciación de aceite 
de oliva virgen, aceite de oliva y aceite de orujo, Peña et al. [146] propusieron la 
aplicación de técnicas de reconocimiento de patrones como CA, PCA, KNN y 
SIMCA para crear los modelos que permitieran la diferenciación, con valores de 
eficacia de 97%. Marini et al. [147] analizaron el contenido en ácidos grasos por GC 
y la composición de esteroles y triglicéridos mediante HPLC, de 40 muestras de 
aceite de salvado de arroz, con el fin de usar esos datos como variables para la 
elaboración de modelos mediante LDA y ANN que permitieran clasificar las 
muestras según su origen. Aplicando PLS y PCA a los datos obtenidos tras la 
determinación de ácidos grasos de distintos aceites de semillas, es posible agruparlos 
en función de su año de cosecha [148]. 
Muchos autores han caracterizado la miel según sus parámetros de control de 
calidad, como pH, acidez libre y total, contenido metálico, humedad, cenizas, 
presencia de hidrofurfural, entre otros, con el fin de clasificarlos según origen 
geográfico. Baroni et al. [149] caracterizaron muestras de miel según los parámetros 
de calidad y clasificaron muestras de miel procedente del norte y sur de Argentina, 
mediante KNN, tras reducir las variables y elegir las más discriminantes para el 
modelo. Yücel y Sultanoglu [150] aplicaron PCA a datos  extraídos de análisis de los 
parámetros de calidad para caracterizar mieles de Turquía. Los mismos autores 
identificaron también mieles de Hatay usando datos del contenido metálico 
determinado mediante ICP-OES en combinación con técnicas quimiométricas [151]. 
Chudzinska y Baralkiewicz [152] estudiaron el perfil mineral, determinando el 
contenido en Al, B, Ba, Ca, Cd, Cu, K, Mg, Mn, Na, Ni, Pb, Zn de tres tipos de 
mieles de Polonia, por ICP-MS, y crearon modelos de clasificación usando CA y 
PCA. Boffo et al. [153] combinaron datos de 
1
H-RMN y técnicas quimiométricas 
como PCA y análisis clúster jerárquico (HCA) para diferenciar entre tipos de mieles 
de Brasil, según el néctar empleado para la producción de la misma. 




Huang et al. [154] desarrollaron un método de análisis del flavor de distintas 
muestras de café según su perfil volátil, mediante GC-MS. Diferenciaron muestras de 
café según su flavor, de otras muestras dopadas con aroma de coco, empleando PCA 
para la diferenciación. También a partir de la fracción volátil, Ribeiro et al. [155] 
proponen crear modelos mediante PLS, utilizando el algoritmo de selección de 
predicción ordenado, (OPS), para seleccionar los componentes que más contribuyen 
a la clasificación, que permitan predecir y clasificar cafés Arábica de Brasil en 
términos de acidez, amargura, cuerpo del café y claridad, entre otros. Lelis 
Rodríguez de Oliveira et al. [156] compararon recientemente diferentes propiedades 
sensoriales del café, dependiendo de las distintas formas de cosecha y de 
tratamientos post cosecha, mediante PCA. Muñiz-Valencia et al. [157] han analizado  
y determinado el contenido en Ca, Cu, Fe, K, Mg, Mn, Na, Zn en muestras de café 
Mexicano. En primer lugar se aplicó el test de Kruskal-Wallis para detectar posibles 
diferencias en la composición mineral, y a continuación PCA para previsualizar la 
tendencia natural de los datos a diferenciarse. Se aplicó LDA con inclusión sucesiva 
de variables para corroborar dicha separación, y finalmente se recurrió a modelos 
creados mediante técnicas de reconocimiento de patrones no lineales como ANN. Un 
procedimiento similar fue aplicado por Briandet et al. [158] para la determinación de 
aditivos inusuales en muestras de café instantáneo en términos del perfil orgánico y 
en concreto de los carbohidratos mediante espectroscopia FTIR. Valentin y Walting  
[159] determinaron la concentración de 59 elementos mediante análisis por ICP-MS 
e ICP-AES para determinar el origen de muestras de café de quince países repartidos 
por los cinco continentes. El estudio estadístico realizado mediante la aplicación de  
LDA y PCA a los datos de concentraciones permitió una clasificación de las 
muestras de un 96% de exactitud. Concluyeron que el proceso de tostado, el grado de 
madurez y la fecha de recolecta no son relevantes en la clasificación.  
El té, debido a su alto consumo en todo el mundo [160], ha sido muy 
estudiado. Valera et al. [161], discriminaron entre dos tipos de té: verde y negro, 
mediante análisis multivariante y técnicas de reconocimiento de patrones. 
Consiguieron diferenciar entre tipos a partir de un modelo LDA calculado con 
variables medidas como polifenoles, aminoácidos totales y xantinas. Alcázar et al. 





negro, Oolong, blanco y Pu-erh mediante técnicas quimiométricas como PCA, LDA, 
KNN y ANN. McKenzie et al. [163] emplearon el contenido metálico de los 
diferentes tipos de té como descriptores quimiométricos para la diferenciación. En 
este caso, se emplearon modelos LDA y redes neuronales probabilísticas (PNN). 
Recientemente, Palacios-Morillo et al. [164] han conseguido diferenciar entre los 
distintos tipos de té mediante datos de espectros UV-Vis y técnicas de 
reconocimiento de patrones. Al ser una matriz de datos correlacionados entre sí, se 
realizó un análisis PCA para la reducción de variables y la obtención de unas nuevas 
que no estuvieran tan correlacionadas y se trabajó con las coordenadas de las 
muestras en el espacio de los componentes principales. 
En cuanto a las bebidas alcohólicas, existen numerosos autores que han 
autentificado muestras en términos de denominación de origen y de detección de 
fraudes. En el  caso del vino, el perfil metálico es una excelente fuente de 
información, ya que las uvas toman metales del suelo y, por tanto, la correlación 
entre el contenido y la zona de origen es muy razonable [165]. El contenido en 
metales ha sido estudiado por Latorre et al. [166], quienes determinaron la 
concentración de Li, Na, Rb, entre otros, mediante espectroscopia de emisión 
atómica de llama (FAES), con el objetivo de discriminar las distintas 
denominaciones de orígenes y adulteraciones de vinos gallegos, haciendo uso de 
PCA, LDA, CA, KNN y SIMCA. Además de FAES, Frías et al. [167] usaron FAAS 
para la determinación del contenido metálico de vinos canarios y emplearon los datos 
para la clasificación de éstos mediante PCA, CA, LDA y SIMCA. Mediante ICP-
OES, Gonzálvez et al. [168] determinaron el contenido mineral, y aplicando CA y 
PCA diferenciaron muestras de los orígenes valencianos de Utiel-Requena y Jumilla. 
Tras aplicar PCA y DA a los datos de concentraciones de elementos como Na, K, Al, 
As Cu, Rb, Sr, entre otros, obtenidos mediante ICP-OES e ICP-MS, Sperkova y 
Suchánek [169] identificaron orígenes de vinos de la República Checa. Jurado et al.  
[170] clasificaron vinos blancos de cuatro DO españolas de acuerdo con el perfil 
elemental de las muestras, utilizando máquinas de vectores soporte (SVM). La 
fracción orgánica en las muestras de vino también se ha utilizado muy 
frecuentemente. Por un lado, el color se ha empleado como parámetro diferenciador 
por varios autores. Urbano et al. [171] usaron espectroscopia UV-Vis para la 




diferenciación de vinos de La Mancha, según el tipo de uva, el origen y la añada. 
Para ello aplicaron PCA como técnica de previsualización, y a continuación, un 
modelo de clasificación mediante SIMCA. Cazzolino et al. [172] emplearon datos de 
espectroscopía Vis y NIR en combinación con PCA, regresión en componentes 
principales (PCR) y DA-PLS para la clasificación de vinos australianos. Fernández y 
Agosin [173] cuantificaron la cantidad de taninos presentes en muestras de vinos 
tintos ya que estos compuestos son indicadores de la calidad de los vinos. El análisis 
químico se realizó mediante FT-NIR, y los datos se trataron con PLS para crear un 
modelo capaz de predecir la cantidad de taninos. Jurado et al. [174] y Villiers et al. 
[175] aplicaron GC y HPLC, respectivamente, junto con técnicas quimiométricas 
para diferenciar tipos de vinos. Alcázar et al. [176] diferenciaron entre tipos de 
cerveza usando como descriptores el contenido de cloruros, fosfatos, sulfatos 
aminoácidos totales y pH. Emplearon PCA para previsualizar la tendencia natural de 
los datos a separarse, y LDA para crear el modelo que diferencia entre cerveza 
Lager, Pilsner y de bajo contenido alcohólico. Los mismos autores [177] 
diferenciaron el origen geográfico de cervezas mediante el cálculo de modelos LDA 
a partir de parámetros químicos como pH, polifenoles totales y el contenido metálico 
de las muestras. Biancolillo et al. [178] emplearon varias técnicas analíticas distintas: 
termogravimetría, espectroscopía de NIR, MIR y UV-Vis para caracterizar y 
garantizar la autenticidad de una cerveza de alta calidad, empleando como 
herramientas quimiométricas SIMCA y DA-PLS. Existen estudios de diferenciación 
para otras bebidas como tequila [179-188], anís o raki [181,182], ron, brandy, whisky 
y vodka [183]. 
Este tipo de estudios es muy útil para la detección de fraudes. Moore et al. 
[184] confeccionaron una base de datos recogiendo los fraudes más frecuentes en la 
composición de alimentos. Los más habituales son los detectados en leche,  aceite de 
oliva, miel, café y azafrán. 
De la Fuente y Juárez. [185] consideran la adulteración de la leche 
particularmente peligrosa, ya que es materia base para la industria láctea, la cual 
genera numerosos derivados.  Santos et al. [186] proponen la detección de fraudes en 





principales adulterantes como urea, suero de leche, peróxido de hidrógeno, orina 
sintética, orina y leche sintética. Mediante la aplicación de SIMCA a los datos 
obtenidos consiguieron discriminar entre la muestra de control y la adulterada con  
suero, urea, urea sintética, leche sintética y peróxido de hidrógeno, mientras que 
aplicando regresión por mínimos cuadrados parciales (PLSR) se obtienen funciones 
que distinguen la muestra de control de aquellas dopadas con suero, orina sintética, 
urea leche sintética y peróxido de hidrógeno. Otros autores como Bassbasi et al. 
[187] y Botros et al. [188] han determinado fraudes y adulteraciones en la leche 
empleando espectroscopía IR y técnicas quimiométricas.   
Mediante datos extraídos de análisis por IR y NIR, Downey et al [189] y 
Kelly et al. [190]  discriminaron entre muestras de miel sin adulterar y muestras 
adulteradas mediante la incorporación de azucares añadidos. Para ello emplearon  
técnicas de reconocimiento de patrones como KNN, PLS-DA y SIMCA. Cordella et 
al. [191] aplicaron LDA a datos procedentes del análisis de 13 azúcares mediante 
HPLC para la discriminación de muestras adulteradas mediante la adición de 
azúcares y la modificación de la alimentación de las abejas. López et al. [192], 
determinaron mediante técnicas de reconocimiento de patrones parámetros 
relacionados con el control de calidad de mieles como, por ejemplo, humedad, 
cenizas, materia insoluble, azúcares reductores, acidez total y libre o 
hidroximetilfurfural, entre otros. Para la detección de edulcorante como elemento 
adulterante en mieles, Zhu et al. [193] analizaron la composición de la miel mediante 
NIR, reduciendo la matriz de datos mediante PCA y posteriormente crearon cinco 
modelos de clasificación para discriminar entre muestras adulteradas y sin adulterar 
mediante máquinas de vectores soporte por mínimos cuadrados (LS-SVM), SVM, 
ANN, LDA y KNN. Ordoudi et al. [194] combinaron datos extraídos de FT-IR, 
complementados con análisis por HPLC-DAD, con PCA para detectar adulteraciones 
en muestras de azafrán. 
Debido a la importancia que tienen las especias, hierbas aromáticas y 
condimentos en todo el mundo, el estudio de diferenciación de éstas también se ha 
llevado a cabo por varios autores. Palacios-Morillo et al. [195] han diferenciado 
denominaciones de origen de pimentón elaborado en España a partir del contenido 




metálico. Korel et al. [196], diferenciaron distintos tipos de pimentones turcos 
mediante DA utilizando la concentración total de capsaicinoides. Yudthavorasit et al. 
[197] diferenciaron muestras de jengibre según el origen de procedencia, mediante el 
análisis por HPLC de gingerol y otros compuestos relacionados y técnicas 
quimiométricas como PCA, HCA y LDA, concluyendo que era posible asegurar la 
procedencia de las muestras de jengibre mediante este procedimiento. Karadas y 
Kara [198] evaluaron, mediante análisis quimiométrico, la relación existente entre 
hierbas y especias en términos de concentración de elementos metálicos. Así, 
mediante PCA y CA se agruparon las muestras de pimienta negra, romero, pimentón 
dulce y picante, cúrcuma, canela, comino, menta y tomillo en cinco grupos 
dependiendo del contenido mayoritario de elementos como Ba, Co, Cr, Fe, Mn, Ni, 
Sr y se comprobó mediante LDA que la clasificación en estos grupos era correcta. 
D’Archivio et al. [199] utilizaron el contenido mineral y de elementos traza 
determinado mediante ICP-MS para clasificar azafranes de distintos orígenes de 
Italia. Para ello, identificaron los elementos más discriminantes y generaron modelos 
de clasificación mediante LDA. Anastakasi et al. [200] llevaron a cabo la geográfica 
de muestras de azafrán procedente de Irán, Italia, España y Grecia, a partir de los 
datos analíticos de la  fracción volátil, analizada mediante GC-MS FID, y en 
combinación con análisis discriminante canónico (CDA). Así mismo, estos autores 
[201], utilizaron espectroscopía de IR medio para diferenciar muestras de azafrán de 
cuatro orígenes diferentes, empleando para ello los datos procedentes de AM y PCA.  
 
I.7. El color 
I.7.1 Breve introducción histórica  
El color, indudablemente, ha estado presente en la vida del hombre desde sus 
inicios, y prueba de ello son las pinturas rupestres o las cerámicas egipcias [202]. 
Aristóteles ya mostró interés hacia el color escribiendo su obra denominada De 
coloribus, donde manifestaba que el color era una propiedad de la luz. Newton, en su 
obra On colour (sobre el color) aporta los primeros conocimientos afirmando que un 
observador puede duplicar el efecto de un estímulo de color combinando la luz de 





teoría de Newton analizando el color como algo subjetivo y propio del observador 
[203]. El matemático alemán Hermann Grassmann [204], apoyándose en la 
aseveración de Newton, estudió los experimentos previos y enunció unas leyes sobre 
la mezcla aditiva del color, mostrando que, efectivamente, cualquier color puede 
expresarse como suma de tres colores primarios. Maxwell, apoyándose en las 
ecuaciones de Gassmann, fue el primero en determinar cuál es la cantidad de 
componentes primarios tricromáticos que igualan las diversas radiaciones puras del 
espectro [205]. En 1924 se crea la Commission Internationale de l’Eclairage (CIE), 
que establece las condiciones experimentales de referencia y estandariza 
observadores e iluminantes para inferirle al concepto y a los cálculos de color un uso 
de carácter internacional. 
A lo largo de la historia, el termino color se ha usado de manera diferente 
dependiendo del contexto o del interés del momento y del usuario, generando, en 
algunos casos, cierta confusión con los términos, expresiones o vocabulario. En la 
figura I.7 se presenta un esquema donde se resume una forma de entender el estudio 







































I.7.2 Definición del color  
El color es un atributo de la visión y una característica de la luz. En función 
del interés del usuario, el termino color se puede definir de una manera u otra. Por 
ello, la norma UNE y la CIE definen dos conceptos: color percibido y color 
psicofísico.  
El color percibido es un atributo de la percepción visual mediante el cual un 
observador puede diferenciar entre dos objetos del mismo tamaño, forma y textura  
basándose en las diferencias en la composición espectral (combinación cualquiera de 
elementos cromáticos y acromáticos) de las radiaciones relacionadas con la 
observación. 
El color psicofísico es la característica de la radiación visible que permite al 
observador distinguir diferencias entre dos objetos de igual forma y estructura.  
El color percibido es el que caracteriza la visión del color en términos de 
tono, brillo o luminosidad y saturación. El tono es el atributo de una sensación visual 
según el cual una superficie parece ser semejante a uno de los colores percibidos, 
rojo, amarillo, verde o azul, o a una combinación de dos de ellos.  Existen colores 
percibidos sin tono que se denominan colores acromáticos y colores percibidos con 
tono, referidos como colores cromáticos. El brillo o luminosidad es el atributo de una 
sensación visual según el cual una superficie parece emitir más o menos luz. En el 
caso del color podemos hablar de claridad como la luminosidad de una superficie 
juzgada en relación a la luminosidad de una superficie que parece blanca o posee una 
reflectancia elevada y está iluminada de idéntico modo. La cromacidad o contenido 
de color es el atributo de una sensación visual según el cual una superficie parece 
presentar un color percibido más o menos cromático. Estos tres términos, 
luminosidad, tono y  contenido de color son las tres características básicas del color 
percibido con superficies emisoras [206]. 
Existen además otros términos, en especial si nos referimos a colores 
dependientes y superficies receptoras. Haciendo un paralelismo con los términos 





como luminosidad de una superficie evaluada en relación a la luminosidad de otra 
superficie, igualmente iluminada, o que parece blanca o altamente difusora. Para 
definir el contenido de color, en este caso se necesitan dos términos: la saturación, 
que es la cromacidad de una superficie evaluada en proporción a su luminosidad, y el 
croma, que es el contenido de color de una superficie evaluado en proporción a la 
luminosidad de otra superficie, igualmente iluminada, que parece blanca o altamente 
difusora. Otros conceptos importantes a la hora de definir el color percibido son la 
cromaticidad (percibida), que es el atributo de la sensación visual formada por el 
tono y la saturación, el color (percibido) luminoso, que se define como el color 
percibido de una superficie que emite luz como una fuente de luz, o que refleja 
especularmente la luz, y el color (percibido) no luminoso, como color percibido de 
una superficie que transmite o refleja difusamente la luz. A la hora de hablar de los 
conceptos relacionados con el color, es importante aclarar que cuando se trata de 
colores de sólidos, nos referimos a la luz reflejada (no absorbida), mientras que 
cuando hablamos del color de líquidos, y disoluciones, hay que referirse a la luz 
transmitida. 
 
I.7.3 Medidas del color 
El color psicofísico está relacionado con la colorimetría, que es el conjunto 
de métodos para evaluar y medir el color, lo cual implica la asignación de números 
que relacionen el fenómeno psicológico (color) con el fenómeno físico (longitud de 
onda etc.) que provoca la percepción. Todas las medidas del color reciben el nombre 
de medidas psicofísicas.  
Las medidas del color tienen su base en la evaluación de un color en función 
de estímulos primarios o normalizados. El principio enunciado por Newton [207] y 
verificado por Young [208], basa la especificación de estímulos de color en la 
igualación de colores por mezcla aditiva de cantidades adecuadas de tres estímulos 
de color de referencia, que constituyen un sistema tricromático. Estas cantidades de 
los estímulos de referencia que en un sistema tricromático dado son necesarios para 
igualar el estímulo considerado, se denominan valores triestímulo. Existen diferentes 




formas de representar los valores triestímulo que varían en función del sistema 
tricromático. Sobre la base de esta propiedad se construye la colorimetría que 
conocemos hoy en día. 
H. Grassmann introdujo las dimensiones del espacio de color a través de tres 
magnitudes independientes, tono, intensidad del color e intensidad del blanco. Los 
estudios de Grassmann [204] parten de un artículo de Helmholtz [209] y se basan en 
la hipótesis de Newton [210] según la cual para producir el blanco son necesarios 
tres colores espectrales. Por ello Grassmann propone sus cuatro postulados: 
I. Una sensación de color se especifica completamente con tres magnitudes: 
tono, brillo del color y brillo del blanco. 
II. Si una luz varía de forma continua, la sensación de color de la mezcla 
aditiva con otra luz fija también varía de forma continua. 
III. El resultado de una mezcla aditiva de colores depende sólo de su aspecto y 
no de su composición física. 
IV. La intensidad luminosa de una mezcla aditiva de colores es la suma de la 
intensidad luminosa de los colores mezclados. 
 
Figura I.8. Rueda de color de Grassmann. 
Estos postulados destacaron, sobre todo,  por dos aspectos. En primer lugar 
por el concepto de valores triestímulo, que más adelante se concluirá que esos tres 
vectores pueden ser también los colores primarios. Por otro lado, Grassmann 
introduce el tema de la continuidad a la hora de plasmar la rueda de color (figura I.8), 






El sistema triestímulo más empleado hoy en día, es el que propone la CIE.  
 CIE 
La CIE  propone el uso de un campo de visión global, nivel visual fotópico 




) y como estímulos de referencia se 
debían usar radiaciones espectrales de 435,8, 546,1 y 700 nm [211]. W. D. 
Wright [212] y J. Guild [213], con la ayuda de diez y siete observadores 
respectivamente, establecieron valores experimentales de las magnitudes de 
los primarios que igualaban los colores espectrales. Se normalizaron los 
resultados para hacer comparables las funciones entre sí. 
- Observador CIE RGB  
Se eligen tres estímulos correspondientes con tres colores primarios rojo (R), 
verde (G) y azul (B), que se pueden representar por λR, λG y λB. En el 
sistema CIE 1931 se toman como primarios el 435,8 nm (violeta), el 546,1 
(verde) y el 700 (rojo). Para igualar los estímulos a una radiación dada se 
aplica la Ecuación 1.1: 
               a b B c G d R        (1.1) 
y con el fin de normalizar, para los cocientes se establecen los siguientes 
coeficientes: 
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Estableciendo que  




         (1.3) 
La ecuación queda como, 
         λ ( )b B g G r R     (1.4) 




Uno de los problemas que presenta este sistema de coordenadas es que las 
funciones colorimétricas r(λ), b(λ) y g(λ) muestran valores negativos, y el 
manejo de cantidades negativas pare referirse al color no es lo más intuitivo 
para el usuario. Por ello surge el observador CIE XYZ. 
- Observador CIE XYZ 
Este observador queda definido por tres funciones derivadas de la sensibilidad 
del ojo humano hacia tres estímulos primarios. En este caso no se trata de tres 
colores reales, sino de estímulos denominados X, Y, Z derivados del rojo (R), 
verde (G) y azul (B) mediante una serie de ecuaciones. Estas funciones 
colorimétricas son aplicables a campos de visión de 4º. Posteriormente, se 
recomendó el observador suplementario CIE 1964 para aquellos casos en que 
se desee una correlación con la visión de objetos con un ángulo mayor de 4º. 
- Observador suplementario CIE XYZ 
Esta serie de valores triestímulo patrón, se crean porque el sistema 
colorimétrico patrón CIE 1931 sólo es aplicable a ciertos campos visuales con 
ángulos de observación de hasta 4º. En la práctica, los campos de visión que 
se emplean son mayores, por lo que la CIE en 1959 publicó dichos valores 
espectrales basándose en trabajos y experimentos anteriores. Así se definió en 
Observador Colorimétrico UNE 4 (CIE 1964), al que también se llamó 
Observador Suplementario y Observador 10º, ya que las medidas se 
obtuvieron empleando un ángulo de observación de 10º [214]. 
En ocasiones la representación tridimensional es complicada, y por ello se 
prefiere una representación en un plano definido por unas coordenadas de 
cromaticidad que son cada valor triestímulo dividido por su suma.  
 
I.7.4 Ordenación del color 
Los sistemas de ordenación de color se hacen necesarios, ya que la 





complicado. Se ordenan los colores de manera metodológica, racional, y a partir de 
un sistema de referencia normalizado que facilite la percepción rápida de la relación 
que existe entre colores y la posición de uno con respecto al resto. Los sistemas de 
ordenación se basan en las mezclas de colores y por ello se pueden clasificar en 
aditivos, partitivos y sustractivos y sistemas basados en la percepción.  
 
 
Figura I.9. Esquema original de color. (a) Newton; (b) Grassmann; (c) Helmholtz. 
 
Dentro de los sistemas de ordenación aditivos, Newton fue el primero en 
ordenar los colores realizando diagramas del espectro visible en el que las luces de 
color están en forma circular. El rojo, verde y azul eran tomados como colores 
primarios, y los complementarios amarillo, naranja, índigo y violeta alrededor del 
círculo. Estos siete colores, originariamente sin distribución uniforme, como puede 
verse en la figura I.9., componen el círculo cromático de Newton. Grassmann 
duplicó el círculo de Newton, pero tampoco incluyó el púrpura, aunque enunció que 
era el complementario del verde. Helmholtz propuso que los colores del espectro no 
se disponían en torno a un círculo, sino sobre un diagrama de forma particular en el 
que actúa la ley del baricentro y que constituyó una primera revisión importante del 
diagrama de los colores espectrales de Newton y Grassmann.  
Los sistemas gráficos, relacionados con los medios informáticos, ofrecen  
modelos de ordenación del color basados en sistemas aditivos, como puede ser el 
modelo RGB. Existe cierta controversia a la hora de hablar de modelos RGB, ya que 
algunos autores consideran el RGB como un sistema de ordenación [211] y otros 
como un espacio de color definido por tres vectores [215]. Entendido como sistema 
de ordenación, se basa en la teoría tricomática donde los colores se definen mediante 




mezcla de los colores primarios, rojo, verde, azul (Red, Green, Blue, RGB) por 
adición (Figura I.10a). 
Cuando se habla de los sistemas de ordenación sustractivos, se hace 
referencia sobre todo a los atlas y catálogos de ordenación del color como el manual 
publicado por Hicketier [216] o el Atlas de Color de Villalobos y Villalobos [217]. 
Dentro de los sistemas sustractivos cabe destacar también el sistema propuesto por 
Ostwald [218], basado en colores marginales y sus combinaciones. Otros sistemas de 
ordenación sustractivos de tipo gráfico, es decir, basados en métodos informáticos, 
son los modelos CMY y CMYK (Figura I.10b). 
 
Figura I.10. (a) modelo RGB, (b) modelo CMYK. 
Ostwald crea un espacio de color basado en la longitud de onda dominante, 
pureza y luminancia, representándolos con los valores de matiz, saturación y brillo. 
Los colores se pueden ver en el corte del plano horizontal del sólido de colores. El 
círculo se divide en ocho sectores diferenciados: amarillo, naranja, rojo, púrpura, 
azul ultramar, turquesa, verde mar y verde hoja. Cada uno de estos sectores está 
dividido en tres partes, dando un total de 24 tonos para todo el círculo. El número 
variable de cada división se indica por la letra N que va de 1 a 24. Dividiendo el 
doble sólido por un plano que contenga al eje común, se obtienen dos triángulos 
cuyos tonos son complementarios, cada uno de los cuales está dividido en 28 colores 
de un mismo tono. A estos triángulos Ostwald los llama triángulos monocromáticos. 
El eje vertical del doble cono está dividido en 8 pasos perceptualmente iguales que 
van desde el blanco al negro. La saturación crece desde el eje central hacia afuera. 
Los tonos están distribuidos a lo largo del círculo central de tal manera que cada 
color tiene diametralmente opuesto a su complementario. De esta manera, el punto 





         1z k w         (1.5) 
Donde z indica la cantidad de blanco, k, la cantidad de color y w, la cantidad 
de negro. 
Las ventajas de este sistema de ordenación de colores es la simplicidad, pero 
su teoría no era correcta, ya que evaluación de la reflectancia espectral en base a la 
existencia de colores puros, como él define, no es cierta.  
Los sistemas de ordenación basados en la percepción son, principalmente,  
escala de grises Munsell, DIN, NCS, UNE y el modelo HSV. El sistema de escala de 
grises se basa en construir una escala visual en cinco etapas a partir de blancos y 
negros. El sistema Munsell [219], creado por Albert Henry Munsell, consiste en una 
órbita donde el ecuador lo forman una banda de colores y los ejes son una escala de 
valores donde el blanco es el norte y el negro el sur. Los ejes se denominan tono, 
claridad y croma (figura I.11). El sistema DIN, es una norma alemana basada en un 
sólido de color espaciado colorimétricamente donde las tres dimensiones son 
similares al tono, croma y claridad de Munsell. El sistema NCS-UNE, Natural Color 
System, está basado en las percepciones de los seis colores: amarillo, rojo, azul, 
verde, blanco y negro; todos los demás colores son mezcla de los anteriores. El 
modelo HSV (figura I.12a) es parte de un sistema gráfico, por lo tanto de índole 
informática, donde las variables que definen al color son tono (H), saturación (S) y 
luminosidad (L). En este caso la geometría del modelo es un cono cuya base superior 






Figura I.11. Sistema Munsell. 
Los sistemas descriptivos dentro de los basados en la percepción son los 
nombres de color, diccionarios de color, el colour index y el modelo HSL (figura 




I.12b). Este último es un sistema gráfico que también responde a una geometría 
cónica, en este caso doble cónica, y presenta ciertas analogías con el sistema 
Munsell.  
 
Figura I.12. (a) modelo cónico HSV; (b) modelo doble cónico HSL. 
 
La forma definitiva del diagrama, que acabaría llamándose diagrama de 
cromaticidad, la presentaría la CIE en 1931, y aunque no es estrictamente un método 
de ordenación del color, es el medio más conveniente para representar las relaciones 
entre colores.  
 
I.7.5 Espacios de color 
Una vez se establece el observador patrón CIE 1931, con los valores 
triestímulo X, Y, Z, es posible introducir muchas coordenadas calculadas a partir de 
expresiones matemáticas. Estas coordenadas sitúan cada color en un espacio 
determinado, que tendrá tantas dimensiones como coordenadas se necesiten. Por ello, 
cuando se eligen las coordenadas colorimétricas, queda definido un espacio de color. 
Un espacio de color es la representación geométrica de los colores en el espacio, 
generalmente de tres dimensiones, mediante vectores que tienen por origen el punto 
representativo del estímulo acromático. Una de las propiedades más importantes que 
se le va exigir a cualquier espacio de color utilizado para nombrar colores es la 
uniformidad, es decir, que todas las diferencias de color igualmente percibidas se 





Como se ha mencionado, un  espacio puede ser descrito por diferentes 
sistemas de coordenadas colorimétricas y valores triestímulo, como por ejemplo, el 
sistema Munsell, Ostwald, RGB o CIE. El sistema Munsell usa el tono o matiz, el 
brillo y el croma, mientras que el Ostwald describe el espacio con las coordenadas 
pureza, luminancia y longitud de onda dominante. Usar los colores primarios RGB 
como vectores, también es útil para definir un espacio de color. En la figura I.13.se 
representan estos espacios. El sistema de coordenadas más común y recomendado es 
el descrito por la CIE, y por ello se prestará especial atención a éste. En un primer 
momento se empleó el cálculo de las coordenadas XYZ, pero en 1976 la CIE 
perfeccionó su sistema de medida e instauró y recomendó el uso de las coordenadas 
L*, a*, b*, creando así el espacio CIELab. 
 
Figura I.13. Espacios de color basados en sistemas  (a) Munsell, (b) Ostwald, (c) RGB 
El espacio CIELab es el recomendado en numerosos casos por la CIE y otros 
autores [220], aunque en algunas aplicaciones se recomienda el uso de otros espacios 
de color como el CIELUV o  el espacio CIEUVW. En general, la disyuntiva que 
pueda presentar el uso de un espacio de color u otro viene dado por el problema que 
supone definir un espacio verdaderamente uniforme. Existen otros espacios de color 
en la bibliografía como son el LABHNU [221] o el espacio zeta de Sanderson-Milner 
[222]. 
 
I.7.5.1 Espacio  CIELab 
El espacio CIELab es usado para describir todos los colores que percibe el ojo 
humano. Los vectores que definen el espacio tridimensional son la claridad, L* 




(L*=0 negro y L*=100 blanco), la posición entre el magenta y verde (a*<0 verde, 
a*>0 magenta) y la posición entre el amarillo y azul (b*<0 azul, b*>0 amarillo). 
A continuación explicaremos la relación matemática entre XYZ y las 
coordenadas L*a*b*, partiendo de las coordenadas X, Y, Z que se calculan según las 
siguientes expresiones: 
   
10(( ) ( ) ) ( )
ΔX K T S X

          (1.6) 
   10( )( ) ( ) ( )ΔY K T S Y

        (1.7) 
   10( )( ) ( ) ( )ΔZ K T S Z

       (1.8) 
donde     es la medida de transmitancia de la muestra para cada longitud de onda, 
    el paso de longitud de onda elegido para registrar el espectro de absorbancia en 
el rango de medida, en este caso 1 nm,      es un coeficiente que depende del 
iluminante usado,        ,        y         son coeficientes que dependen del 
observador considerado y que están recogidos en las tablas publicadas por la CIE 
[223],  y K es una constante de normalización que se calcula según [224]: 





   

    (1.9)   
 Una vez obtenidos los valores triestímulo, es posible calcular a partir de ellos 
las coordenadas L*, a* y b*, que definen el espacio CIELab. La claridad, L* se 
calcula según la ecuación 1.10 y en los casos en que  
   
           hay que 
incluir la modificación de Pauli para evitar la pérdida de uniformidad. la ecuación 
utilizada en este caso para el cálculo de L* se muestra en la ecuación 1.11. Los 
valores                  como ya se ha explicado, se corresponden con un estímulo 
blanco de referencia que dependerá del iluminante elegido. 



















     (1.11) 
Las coordenadas a* y b* forman un plano perpendicular con la coordenada 
L* (figura I.14.). Para el cálculo de a* y b* se emplean las siguientes ecuaciones: 
       * 500 1 2a f f     (1.12) 
       * 200 2 3b f f     (1.13) 
donde,      
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   (1.16) 
 Las funciones f(i) son función de los valores triestímulo, que dependen de la 
claridad de la muestra y se relacionan con las siguientes variables: 
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Cuando 
        1/3  0,000856 ( )G i f i G i     (1.20) 
y si  
               
1/3 160,000856 7,787    
116
G i f i G i      (1.21) 
.  





Figura I.14. Espacio CIELab. 
 
I.7.6 El color en pimientos y pimentones 
Los responsables del color en los pimientos y el pimentón son los 
 carotenoides, que son pigmentos orgánicos del grupo de los isoprenoides, que se 
encuentran de forma natural en plantas y otros organismos fotosintéticos como algas, 
algunas clases de hongos y bacterias. Se conoce la existencia de más de 700 
compuestos pertenecientes a este grupo. Los carotenoides son el grupo más 
representativo de los tetraterpenos, compuestos que se caracterizan normalmente por 
tener una estructura con 40 átomos de carbono. Estos átomos de carbono se 
encuentran ordenados formando cadenas poliénicas conjugadas, en ocasiones 
terminadas en anillos de carbono. A los carotenoides que contienen átomos de 
oxígeno se les conoce más específicamente como xantofilas. Los restantes 
constituyen el grupo de los llamados carotenos. La concentración y la composición 
de carotenoides son responsables de los diversos colores observados en los pimientos 
[225]. Así, la clorofila contribuye al color verde [226], α- y β-caroteno, zeaxantina, 
luteina and β-criptoxantina lo hacen al color amarillo-naranja [225], y el pigmento 
rojo es el resultado de la presencia de capsantina y capsorubina [227]. Esta variedad 
en los colores se encuentra directamente relacionada con su estructura. Mientras el 
número de enlaces dobles conjugados aumenta, la longitud de onda de la luz 





En el caso de los frutos del genero Capsicum y del pimentón, el color toma 
una especial relevancia, ya que se emplea como colorante y, además, como agente 
antioxidante [228]. Es evidente que la apariencia física y la presentación de 
alimentos juegan un papel decisivo en la aceptación del consumidor [229], siendo el 
color una de las características organolépticas más cruciales, ya que afecta de forma 
inmediata a la apariencia del producto [230]. Si se hace referencia al  extracto o el 
pimentón, color y calidad del producto están relacionados en el sentido de que la 
calidad aumenta al aumentar la capacidad colorante [231].  
Los pimientos frescos son de los vegetales con una concentración mayor de 
vitamina C [232] y los efectos beneficiosos para la salud que presentan los pimientos 
se atribuyen, en parte, a su contenido en dichos carotenoides. Hay estudios que 
revelan que el consumo de estos compuestos liposolubles ofrece protección contra 
ciertos cánceres, previenen úlceras gástricas, estimulan el sistema inmunológico, y 
protegen contra enfermedades cardiovasculares o de cataratas [233]. 
Por ello, la medida del color asegura la calidad del producto, que es, por otra 
parte,  la base para las transacciones comerciales [234, 235]. El contenido de 
pigmentos de pimientos se ha estudiado en profundidad para determinar los cambios 
que sufre el color en el proceso de almacenamiento [238] y tras el secado del 
producto fresco [237]. 
Para la medida del color a nivel industrial, la simple observación visual no es 
adecuada, ya que no es fácilmente reproducible, al depender de la apreciación 
personal del observador, de la luz incidente o de la humedad. Hasta la fecha, existen 
varios métodos para la medida del color en general y, en particular, para el pimiento 
y el pimentón. El método más frecuente es el propuesto por la Asociación Americana 
para el  Comercio de Especias (ASTA), que consiste en una medida de absorbancia a 
una longitud de onda de 460 nm de una muestra extraída en acetona [79]. Es la 
medida utilizada como criterio de calidad por el Consejo Regulador de DOP de 
pimentón de Murcia y La Vera [26, 35]. Es una prueba efectiva en la medida del 
color pero cuenta, principalmente, con el inconveniente de que no es capaz de 
detectar adulteraciones debidas a la adición de otros colorantes [236]. Existen otros 




métodos para la medida de color cómo el cálculo de los parámetros L*, a* y b* del 
espacio CIELab de color. En la bibliografía se encuentran procedimientos para la 
medida por ambos métodos y autores que afirman que no son intercambiables sino 
complementarios.   
Lannes et al. [239] estudiaron el color de 49 muestras de Capsicum chinense 
mediante el método ASTA observando que las muestras que presentaban valores 
ASTA entre 0-99 eran frutos amarillos en su mayoría, y también anaranjados. En el 
rango de valores comprendido entre 100-199 unidades ASTA encontraron que, 
aproximadamente la mitad de los frutos eran anaranjados y la otra mitad rojos. Para 
valores superiores a 200 unidades ASTA, todos los frutos eran rojos.  
Krajayklang et al. [240] estudiaron mediante el método CIELab las 
diferencias de colores en pimientos en distintos estadios de la cosecha, así como la 
influencia de una adición exógena de etileno a los pimientos ya cosechados. También 
midieron el color del extracto seco del fruto por el método ASTA. Los resultados 
obtenidos mostraron que existen diferencias en los colores en función del momento 
de cosecha, y que para la detección de color del pimiento seco y molido, el método 
CIELab no es una alternativa al método ASTA ya que no refleja con exactitud los 
cambios de color producidos. También en esta línea, Mínguez-Mosquera et al. [234], 
estudiaron el color en varias muestras del género Capsicum, y correlacionaron las 
unidades ASTA con la fracción roja y amarilla de las mismas muestras determinadas 
mediante HPLC y espectrofotometría. Las unidades ASTA y la cantidad total de 
carotenoides totales están directamente relacionadas. Sin embargo, cuando se analiza 
el cociente entre la fracción roja y la amarilla (R/Y) no se encuentra relación con las 
unidades ASTA, pero con ambas medidas se puede determinar las pérdidas de color 
durante el proceso de almacenaje, secado, etc.  Gómez Ladrón de Guevara y Pardo-
González  [241], estudiaron y compararon los parámetros del sistema CIE-Yxy, Y, x, 
y,  así como L*, a* y b* del espacio CIELab, ambos propuestos por la CIE. Con la 
representación de las coordenadas en el espacio CIELab lograron identificar las 
distintas fases de maduración de las 13 variedades estudiadas.  
En cuanto a las pérdidas de color durante el almacenamiento, autores como  





de la temperatura, una variable crucial en el proceso de almacenamiento. Otros 
autores como Khan et al. [243] han establecido la relación entre los parámetros del 
espacio de color CIELAB y la cantidad de carbono orgánico, CaCO3 y minerales en 
la composición del suelo, siendo posible la caracterización de las diferentes capas de 
del suelo empleadas para compost. González-Dugo et al. [244] estudiaron el efecto 
del riego en el color del pimiento para pimentón en las etapas de pre-cosecha.  
Si nos referimos al efecto y cambios de color en productos procesados, donde 
uno de los principales ingredientes es el pimentón, encontramos que Fernández-
López et al. [245] analizaron en términos de coordenadas del espacio CIELAB la 
influencia del pimentón en chorizos elaborados en España durante la etapa de curado. 
Por otra parte, aunque también en términos de parámetros L*, a* y b*, Park et al. 
[246] han estudiado los cambios en el contenido de carotenoides, ácido ascórbico y 
cualidades de los frutos del género Capsicum annuum L. cultivados en Corea, que se 
han sometido a un proceso de escabechado. Mouly et al. [18] caracterizaron extractos 
de pimentón presentes en zumos de naranja, adulterados para conseguir un color más 
rojo-naranja, mediante HPLC y estudiando el perfil de los caroteniodes. La escala de 
estándares que se usó para comparar colores fue la propuesta por el Departamento de 
Agricultura de los Estados Unidos (USDA) [48]. Hayashi et al. [247] también 
analizaron el color producido por la adición de pimentón a distinta muestras de 
alimentos como tortas de arroz, preparado para refrescos gaseosos edulcorados o 
pimientos escabechados, mediante HPLC. En éste caso, los valores de color se 
midieron usando acetona y las medidas de color definidas en los Métodos Oficiales 
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II.1. Introducción a la quimiometría 
La automatización y computarización de los laboratorios ha llevado consigo 
algunas consecuencias. Una de ellas es la rápida adquisición de gran cantidad de datos 
analíticos sobre muchos componentes de una misma muestra. Cuadras [1] define el 
análisis multivariante como la parte de la estadística y el análisis de datos que estudia, 
analiza, representa e interpreta los datos que resultan de observar más de una variable 
estadística sobre una muestra de individuos. Hablamos, por tanto, de datos 
multivariantes cuando se dispone de varias variables medidas para una misma muestra. 
La adquisición de estos datos requiere de un diseño apropiado de los experimentos y 
procedimientos a realizar, para poder extraer la máxima información posible. En el 
ámbito de la química, la Quimiometría es la disciplina que tiene esta finalidad ya que se 
encarga de desarrollar las herramientas matemáticas necesarias [2]. 
Las raíces de la Quimiometría se remontan a 1969 cuando Jurs, Kowalski e 
Isenhour publicaron una serie de artículos en la revista Analytical Chemistry sobre la 
aplicación de máquinas de aprendizaje lineales para clasificar espectros de masas de 
baja resolución [3]. En ese momento se introdujo una nueva forma de pensar con la que 
se pretendía transformar una gran cantidad de datos en información útil. Fue en 1977 
cuando Wold publicó un artículo donde utilizaba un algoritmo matemático para el 
análisis multivariante de datos [4]. Estas nuevas técnicas, que no pasaron inadvertidas 
para los investigadores, sirvieron para que los especialistas en el campo de la química 
analítica concluyeran que algunas teorías matemáticas, como el reconocimiento de 
patrones [5] o la teoría de la información [6] tenían especial relevancia en química 
analítica para la evaluación, optimización, selección, clasificación y decisión de 
procedimientos a aplicar.  
Las técnicas de análisis multivariante, aunque proporcionan una información 
valiosa, son relativamente complejas y requieren de ciertos conocimientos previos sobre 





variables. Hair et al. [7] proponen el esquema que se muestraen la figura II.1.para 



















Figura II.1. Esquema de la secuencia previa a la aplicación del análisis multivariante. 
 
En primer lugar hay que definir, en términos conceptuales, cuál es el problema y 
qué técnicas se pretenden  usar y qué variables se van a observar. A continuación se 
determina el tamaño de lamuestra y se evalúa la aplicabilidad de la técnica, por ejemplo, 
si los datos a tratar muestran una distribución normal, linealidad u homocedasticidad. 
En cuarto lugar, se aplica el modelo y se observa si las variables elegidas son aptas para 
la construcción de este y si el nivel de bondad de ajuste es el adecuado. Se interpretan 
los resultados, y en ocasiones hay que volver a redefinir los apartados 3 y 4, porque las 
variables elegidas no proporcionen los resultados esperados. Por último, una vez que el 
modelo se ha construido y se ha decidido que se adapta bien a los requerimientos 
propuestos, es necesario validarlo  para, de alguna manera, asegurar que esos datos son 
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extensibles al resto de la población. La validación cruzada mediante jacknife o bootstrap 
son técnicas de validación frecuentes. 
Tal y como se señala en el esquema de la figura II.1., la normalidad es una 
característica de los datos que es necesario determinar porque en función de si la 
distribución es normal o no, se aplica estadística básica previa, paramétrica o no 
paramétrica, respectivamente. Para verificar que las variables observadas siguen de 
forma conjunta una distribución normal multivariante, es posible comprobar la 
normalidad de las variables de forma individual ya que si una de las variables 
analizadas individualmente no presenta distribución normal, el conjunto tampoco lo 
hará [8]. Por tanto, la normalidad univariante es condición necesaria pero no suficiente 
para que el conjunto multivariante sea normal. Los contrastes univariantes son más 
sencillos de aplicar que los contrastes de significación multivariante [9], que son 
bastante más complejos. El hecho de poder analizar la normalidad univariante introduce 
una ventaja importante en el análisis estadístico. 
 
II.2. Pruebas de normalidad 
Como ya se ha mencionado, en función de la distribución que presenten los 
datos a tratar habrá que realizar una estadística, previa a los métodos de reconocimiento 
de patrones, paramétrica o no paramétrica. Las pruebas comúnmente más empleadas 
son las siguientes: 
 
 Contrastes de asimetría y curtosis 
 
Antes de empezar a aplicar test estadísticos, es posible y de manera gráfica, tener 
cierta idea de si la distribución será normal o no, aunque finalmente haya que verificar 
con pruebas estadísticas. Este tipo de contrastes permiten determinar si la forma de la 
distribución de las observaciones muestrales se aleja significativamente de la de un 
modelo normal en lo que a su simetría y curtosis se  refiere. Se tiene una distribución 
simétrica cuando los valores que están a la misma distancia de la media tienen igual 
frecuencia; en caso contrario se trata de  una curva asimétrica positiva o negativa. La 





central de la distribución. Se  suele considerar el coeficiente de curtosis relativo, para 
poder comparar la forma de la distribución con la de la distribución normal (campana de 

















donde s es la desviación estándar típica, N el número total de muestras y x  el valor 
medio de las muestras. En función de los resultados obtenidos se definen tres tipos de 
distribuciones [10]: 
- Si 
2 0g   entonces se trata de una distribución mesocúrtica que presenta el 
mismo grado medio de concentración alrededor de los valores centrales de la 
variable, que en el caso de una distribución normal.  
- Si 
2 0g   entonces se trata de una distribución leptocúrtica que presenta un 
mayor grado de concentración alrededor de los valores centrales de la variable. 
- Si 
2 0g  entonces se trata de una distribución platicúrtica que presenta un 
reducido grado de concentración alrededor de los valores centrales de la 
variable. 
En la figura II.2.se muestran distintas distribuciones, normales y no normales 
con asimetrías y curtosis de distintos tipos. 
 
 
 Figura II.2. (a) Distribuciones simétricas y asimétricas; (b) distribuciones 
con distintos coeficientes de curtosis. 
 
 





 Contraste de Shapiro-Wilks 
El test de Shapiro-Wilks fue publicado en 1965 por Samuel Shapiro y Martin 
Wilks y es  considerado uno de los test más potentes para el contraste de normalidad 
[11]. Para efectuar la prueba es necesario calcular la media y la varianza muestral, S
2
, y 
ordenar las observaciones en orden creciente. Se calculan las diferencias entre: el primer 
y el último valor; el segundo y el penúltimo y así sucesivamente y se corrigen con unos 





     (2.2)  
donde D es la suma de las diferencias corregidas.  La hipótesis nula se rechazará cuando 
se obtengan valores de W menores que el valor crítico tabulado para un tamaño 
muestral y nivel de significación, α, dados, concluyendo que la muestra no proviene de 
una distribución normal. Este contraste es el más adecuado cuando el  tamaño de 
muestra es pequeño, no superior a 50. 
 Prueba de Anderson-Darling 
La prueba de Anderson-Darling se usa para probar si un conjunto de datos 
proviene de una población con una distribución específica (por ejemplo una población 
normal) [12]. Se basa en la comparación de la distribución de probabilidades empírica 
con la distribución de probabilidades teórica. Presenta la ventaja de una buena 
sensibilidad y la desventaja de que los valores críticos deben ser calculados para cada 
tipo de distribución. En el caso de la distribución normal, estos valores críticos están 
tabulados. El estadístico de la prueba es, en este caso: 
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donde F es la función distribución de la distribución específica, evaluada en el i-ésimo 
elemento en orden ascendente de la muestra, ya que Yi se refiere a los datos ordenados 
crecientemente. La hipótesis nula, que supone que la muestra aleatoria proviene de una 
distribución específica, se rechaza cuando el estadístico A
2 
toma un valor menor que el 
valor crítico tabulado para un tamaño muestral y nivel de significación, α, dados.  
 
 Prueba de Lilliefors 
Es una modificación del contraste de bondad de ajuste de Kolmogorov-Smirnov, 
propuesta por Hubert Lilliefors, profesor de estadística en la Universidad George 
Washington [13]. Se emplea para probar la hipótesis nula de que los datos provienen de 
una población distribuida normalmente, cuando la hipótesis nula no especifica los 
parámetros de la distribución normal, es decir, no especifica el valor esperado y la 
varianza de la distribución.Este contraste compara la función de  distribución empírica 
muestral con la teórica de una población normal, de manera que se  rechazaría la 
hipótesis nula de normalidad si el valor experimental del estadístico, L,  es mayor que el 
teórico tabulado para un número de observaciones y nivel α de confianza dado, Ltab(α,ν) 
(tabla A2.1. del anexo 2). Este contraste resulta muy apropiado cuando el tamaño de 
muestra es grande. 
El estadístico, L, se calcula según:  
 
         (2.5)ˆn nL sup F x F x 
 
 
donde Fˆ  es la distribución normal cuyas media y varianza son las estimadas, es decir 
con Z normal típica. 
Existen más pruebas para determinar la distribución de las muestras, como el 









II.3. Contrastes de significación paramétricos 
II.3.1. Contraste t de Student 
Las distribuciones t de Student se atribuyen al estadístico William Sealy Gosset, 
nacido en Canterbury y conocido por su sobrenombre Student, el cual solía emplear 
para publicar en la revista Biometrika [14]. 
La idea de la distribución t de Student surge ante el problema de necesitar una 
distribución que pudiera ser usada cuando el tamaño de la muestra fuera pequeño y la 
varianza desconocida y, además de poder estimarse a partir de los datos [15]. 
Algunas de las propiedades que se pueden destacar de la distribución t son [16]: 
a) La distribución t de Student tiene un tamaño diferente para cada tamaño de 
muestra. 
b) La distribución t de Student tiene igual forma que la distribución normal 
(campana simétrica) pero cuando el tamaño de muestra es grande, refleja una 
mayor variabilidad. A medida que el tamaño de la muestra, n, se hace más 
grande, la distribución t de Student se acerca a la distribución normal. 
c) La distribución t de Student tiene una media de 0 t  y una desviación 
estándar mayor que uno. 
Un contraste t de Student se aplica cuando se quiere comparar la media de una 
muestra con un valor supuesto verdadero. La hipótesis nula es que la media de la 
población de la que se extrae la muestra es igual al valor verdadero µ. Se calcula el 





   (2.6)  
Y se compara con el valor tabulado t(α,n-1) (tabla A2.2 del anexo 2). Si el valor 





En el caso de la comparación de los valores promedio de dos muestras, el 
cálculo del estadístico t, depende de varios factores muestrales, como la igualdad o no 
de la varianza o los tamaños muestrales. Para decidir si se asume o no que las varianzas 
son iguales, hay que aplicar la prueba F de Snedecor [17], dando lugar a dos 
posibilidades: 
1) Si las varianzas no difieren se calcula una varianza promedio  























Este valor de t se compara con el valor tabulado t para α=0,05 y n1 + n2 – 2 
grados de libertad (tabla A2.2. del anexo 2). Si t <tcrit se acepta la hipótesis nula, es 
decir, las dos medias son estadísticamente iguales. 













Ahora los grados de libertad efectivos de la varianza combinada se deben 
calcular mediante la ecuación de Welch-Satterthwaite [18]:  






















El valor de t se compara con t(α, νeff) (tabla  A2.2 del anexo 2). 
 
 




II.3.2. Análisis de la varianza 
 
El análisis de la varianza, ANOVA, es una herramienta de estadística 
paramétrica empleada para comparar a la vez varias medias muestrales. Se trata de 
comprobar si todas las medias son iguales o si existe, al menos, alguna que introduzca 
un sesgo significativo. Cuando se tiene un único factor, se trata de una generalización 
de la prueba t de Student para un diseño con más de dos muestras. 
Aunque el objetivo del ANOVA es comparar medias y no varianzas, cuando se 
aplica ANOVA al conjunto de datos, se descompone la varianza total de un conjunto de 
datos en dos contribuciones, una debida al error aleatorio y que se mide a través de la 
varianza de repetitividad (INTRA) y otra debida a un error sistemático provocados por 
factores controlados  (INTER). Se comparan dichas varianzas mediante un ensayo F de 
Snedecor-Fisher para comprobar si el factor controlado incrementa la varianza por un 
sesgo distinto a los errores aleatorios.Si la igualdad de las varianzas no se acepta, es 
necesario averiguar mediante ensayos de comparación múltiple, qué nivel de variación 
del factor está introduciendo dicho error [19]. 
 
II.3.2.1. ANOVA de un factor 
La prueba de ANOVA de un solo factor nos permite comparar las medias de h 
grupos (h>2). Para poder aplicar ANOVA hay que asegurarse de que las muestras se 
distribuyen normalmente, lo que se debería comprobar aplicando algún test de 
normalidad como el de Lilliefors. Otro requisito es que las varianzas se distribuyan 
homogéneamente, lo que se puede comprobar mediante la prueba C de Cochran 
(sección II.5.3). Si estas condiciones se cumplen, la media obtenida para cada grupo 
será: 









































En el ANOVA de un factor la hipótesis nula es que las medias de los h grupos se 
extraen de una población de media  y varianza 2.Esta varianza se puede estimar de 
dos formas, estudiando la variación dentro de las muestras y la variación entre muestras 
[20]. 
La varianza debida al error puramente aleatorio, 
2
PEs , también conocida como 




















   (2.14) 
La varianza debida al factor, conocida como varianza entre muestras (o entre 
grupos), es una estimación de la varianza de la población,σ2. Si todas las medidas se 
extraen de una población de varianza,σ2, entonces sus medias (obtenidas variando un 
factor controlado) proceden de una población de varianza 2 / n . La varianza debida al 
















  (2.15) 
Bajo la hipótesis nula, la variabilidad entre grupos no deberá superar 
significativamente a la variabilidad dentro del grupo. Es decir, el hecho de variar el 
factor no introduce un error significativo en comparación con el puramente aleatorio. Se 
comprueba esto mediante un test de Fisher, calculando F como: 












   (2.16) 
Se compara F con el valor tabulado F(0.05, h-1, h(n-1)) (tabla A2.3. del anexo 2) 
para contraste de una cola. Si el valor de F calculado es menor que el tabulado, no 
existen diferencias significativas entre las dos varianzas, es decir, el hecho de variar el 
factor no introduce un sesgo significativo. 
Si se ha rechazado la hipótesis nula de igualdad de medias, es decir, que F sea 
mayor que el valor de F crítico,  se supone que existe al menos una diferencia, pero no 
se sabe cuántas, ni entre qué niveles del factor. Para poder ver lo que ocurre se ordenan 
las medias de forma creciente y se comparan las diferencias de los valores adyacentes 









     (2.17) 
 Otra posibilidad es aplicar la prueba de la genuina diferencia significativa de 
Tukey, como se explica en el apartado II.3.2.3. 
 
II.3.2.2. ANOVA de dos factores anidados 
 
 Cuando varios grupos o muestras se asignan a diferentes combinaciones de dos 
factores, el ANOVA correspondiente se denomina de dos factores y se diferencia del 
ANOVA de un factor porque se estudia la posible interacción entre dichos factores los 
cuales pueden estar afectando a los resultados de los experimentos. En este caso la 
varianza se descompone en la varianza de cada factor, la correspondiente a la 
interacción de ambos y la del error aleatorio [21]. Existen multitud de modelos de 
ANOVA, por ejemplo en función del número de factores (ANOVA de un factor, 
ANOVA de dos factores...) o del muestreo de niveles, (cuántos  K niveles se asignan a 
cada factor), entre otros. Un tipo de ANOVA es el modelo anidado en donde los 
factores subordinados aparecen anidados en el factor superior. El análisis ANOVA 
anidado de dos factores, tiene una hipótesis nula, H0, para cada factor; los subgrupos 





tipo de ANOVA es útil para diseñar y determinar errores en experimentos analíticos o 
procesos industriales, ya que informa del grado de variabilidad dentro de cada factor. 
 
 Si se realizan una serie de experimentos variando un factor A en i=(1-a) niveles 
y en cada factor A se varía un factor B en j=(1-b) niveles realizando, además k =(1-r) 
replicados, se tiene una situación como la que se muestra en el esquema de la figura 
II.3. Rijk sería el  k-ésimo resultado (replicado) del experimento obtenido para el j-ésimo 




Figura II.3. Esquema anidado de un experimento variando dos factores con replicación. 
 
 Del esquema anterior se puede deducir que  
ijR  es la media aritméticadelos 
rreplicados del nivel  j del factor B en el nivel  i del factor A. 
iR  es la media aritmética 
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    (2.20) 
Como se ha dicho anteriormente, la varianza total se descompone en diferentes 
niveles.   En el caso del ANOVA anidado de dos factores el modelo estadístico es el 
siguiente[23]: 
  i ijijk ijkR A B       (2.21) 
siendo, 
µ:la media global. 
Ai: el efecto del nivel i-ésimo del factor A (i=1…i…a). 
Bij: el efecto producido por el nivel j-ésimo del factor B en el nivel i-ésimo del factor A 
(j= 1…j…b). 
ijk : termino de error aleatorio para la k-ésima observación del j-ésimo subnivel del 
nivel i. 
Las ecuaciones empleadas para el cálculo de estas varianzas se resumen en la 
tabla II.1. 
 
Tabla II.1. Cálculo de las varianzas para un ANOVA de dos factores anidados. 
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Una vez realizados los cálculos es necesario comprobar mediante una prueba de 
significación si existe efecto significativo de los factores. Se comparan las varianzas 
obtenidas en cada nivel del experimento, es decir A o B, con la varianza del error puro 
mediante una prueba F de dos colas (tabla A2.4. del anexo 2). Para asegurar que no 
existe un sesgo significativo introducido por el factor, es necesario que Fcal sea menor 
que Ftab para un 95% de nivel de confianza. 
Si el resultado de Fexp>Fcal, y por tanto al ir variando los niveles de un factor se 
introducen en los resultados errores de tipo sistemático, es necesario averiguar qué nivel 
del factor es el responsable de dichas diferencias. ANOVA no proporciona esta  
información por lo que hay recurrir a otros análisis denominados análisis post-hoc como 
Tukey-HSD, entre otros.  
 
II.3.2.3. Prueba de la genuina diferencia significativa de Tukey 
La prueba de Tukey-HSD (Host Significance Difference) [24] es una prueba de 
comparación múltiple que compara dos a dos las diferencias de un conjunto de grupos. 
En el caso del ANOVA compara niveles de un factor. Se calculan, por tanto, todas las 
diferencias de medias muestrales entre los niveles del factor estudiado y los niveles que 
sean significativamente diferentes del resto serán los responsables del sesgo. 
Cuando se quiere estudiar si hay o no diferencias significativas entre dos niveles 
q y t del factor principal de un sistema de dos factores anidados, hay que comprobar si 
existen diferencias significativas entre los valores promedio de estos dos niveles, 
  t qR y R ,y demostrar que ambos provienen, o no, de una misma población de distribución 
normal, de media µ y varianza 
2 . Si 
 tR es la media muestral de una población de 
media 
t  qy R  es la media muestral de una población de media  q , y no existe 
diferencias entre los niveles debe cumplirse la hipótesis nula de H0: t q   [25]. 
Se define el intervalo de confianza de Tukey como: 












      
 
    (2.22) 






  es el valor de la distribución del rango estandarizado [26] que depende del 
número de repeticiones, r, de los grados de libertad, ν, utilizados para obtener la 
desviación estándar, s, que se usa en el cálculo de este intervalo y del nivel de confianza 
elegido, α. 
Como la varianza empleada en la ecuación 2.22 es una estimación de la 
población y se debe considerar todas las muestras, se sustituye por la varianza del error 
puro. Además, normalmente el número de muestras de los niveles es el mismo luego 
t qn n n   y el intervalo de confianza de Tukey queda como: 





      (2.23) 
Como 0t q   , el intervalo de confianza de Tukey debe contener el cero, si 
no es así, se rechaza la H0. 
    ,ν ,ν
1 1
0   t q r rep t q r repR R q S R R q S
n n
            
   
  (2.24) 
En la práctica se parte de la H0: t q   y se calcula un valor de q experimental de 
acuerdo con la siguiente fórmula: 















Se compara este valor experimental de q con el valor tabulado [26] (tabla A2.5. 
del anexo 2). Si qexp>qtab se rechazaría H0, con lo que las dos medias presentarían 
diferencias significativas entre sí. El nivel que presente diferencias significativas con el 
resto, se considera como causa del efecto significativo en la varianza total. 
Si se tienen tamaños muestrales distintos esta prueba pasa a denominarse prueba 


















   (2.26) 
II.4. Contrastes de significación no paramétricos 
En contraposición a la estadística paramétrica, que presupone una distribución 
normal de los datos, la estadística no paramétrica es aquella que no exige una 
distribución concreta de la población de datos. En estadística no paramétrica se emplean  
los conceptos mediana, en lugar de la media, percentiles y moda [27]. Las pruebas de 
significación que se han explicado en el apartado III.3.no son válidas para el caso de 
una distribución que no sea normal, por lo que es necesario describir otro tipo de 
pruebas. En los siguientes apartados se explicarán las pruebas no paramétricas que se 
han usado en este trabajo. 
 
II.4.1. Prueba U de Mann-Whitney 
La prueba U de Mann-Whitney fue propuesta por H.B. Mann y D.R. Whitney en 
1947 [28] y está basada en la prueba Wilcoxon, para muestras independientes.  La 
prueba U de Mann- Whitney permite contrastar si dos grupos independientes de datos 
proceden de poblaciones donde una variable aleatoria cuantitativa se distribuye 
idénticamente [29].En cierta medida puede considerarse como la alternativa no 
paramétrica del estadístico t de Student, para la comparación de medias de dos 
distribuciones. Parte de una hipótesis nula, H0, de que las muestras provienen de 
poblaciones idénticas. Es necesario calcular el estadístico U tal y como sigue: 
 
 1 1




U n n R

      (2.27) 
 
 2 2





U n n R
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   (2.28) 




donde n1 y n2 son los tamaños muestrales y R1y R2 la suma de los rangos de las  
muestras 1 y 2, respectivamente.  Los estadísticos U1 y U2 se transforman en valores z, 
según la ecuación 2.29 [30]. 
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Por último se compara el estadístico zi mínimo entre z1 y z2 con el valor de z 
tabulado (tabla A2.6. del anexo 2) para un tamaño de muestra y nivel de significación 
dados. 
 Si zcal < ztab se acepta la H0, de que ambas muestras provienen de la misma 
población 
 Si zcal > ztab se rechaza la H0 y no se puede aceptar que las dos muestras 
pertenezcan a la misma población.  
 
II.4.2. Test de Kruskal- Wallis  
La prueba de Kruskal-Wallis, o prueba H de Kruskal-Wallis, propuesta por 
William Kruskal y W. Allen Wallis [31] puede considerarse la alternativa no 
paramétrica al ANOVA y una extensión de la prueba U de Mann Whitney cuando los 
grupos a comparar son más de dos. El objetivo de la prueba es, por tanto, contrastar la 
diferencia de localización de K poblaciones por medio de n muestras independientes de 
tamaños relativos.  
 
El procedimiento para el cálculo del estadístico H se basa en una suma de 


























nj es el número de casos para un grupo particular. 




R es la suma de los rangos de todas las j observaciones en el grupo i. 
El estadístico H se distribuye como χ2 para n-1 grados de libertad. Una vez se ha 
fijado el nivel de significación, α, y se ha elegido el tipo de prueba, si Hcal>χ
2
tab para un 
α y ν dados(tabla A2.7. del anexo 2),se rechaza la hipótesis nula consistente en que los 
K grupos provienen de la misma población. Antes de utilizar la prueba de Kruskal-
Wallis es necesario asegurarse que el tamaño de muestra sea el adecuado. Cuando se 
aplica Kruskal-Wallis para tres grupos, es necesario que haya al menos cinco 
observaciones para cada uno. Si existen más de tres grupos a comparar, el test se puede 
aplicar con dos observaciones por grupo [32]. 
 
II.5. Detección de valores extremos 
II.5.1. Valores extremos: definición y tipos 
Cuando se realiza un experimento, es posible encontrar, a pesar de una buena 
planificación del mismo, resultados que puedan parecer anómalos con respecto al resto 
o a los esperados, es decir, valores extremos [33]. Según la norma ISO3534[34], los 
valores extremos se definen como observaciones de una muestra cuyo valor aparece 
bastante separado del resto, lo que sugiere que puede provenir de una población 
diferente a la estudiada o son el resultado de un error en la medida.  Estos valores 
extremos se pueden dividir en dos grupos: valores aberrantes (outliers) cuando se 
detectan para un nivel de confianza del 99% y valores rezagados (stragglers) cuando son 
detectados entre el 95 y el 99% del nivel de confianza [35]. 
Cuando en una serie de resultados tenemos observaciones aberrantes, es 
necesario eliminarlas, para evitar la distorsión de las conclusiones. Eliminar los valores 
extremos implica el empleo de herramientas estadísticas, ya que aunque a priori pueden 
detectarse es necesario seguir unos criterios estadísticos fijados. Los resultados outliers, 
pueden aparecer en los valores promedio y en la varianza de los replicados siendo 
outliers centrales en el primer caso, y outliers dispersivos en el segundo.  Existen varios 




criterios para establecer los límites para los cuales un valor se considera extremo o no, 
pero en este caso se explicará la forma de detección de outliers centrales según la 
AOAC [36]. 
II.5.2. Detección de outliers centrales. 
Cuando se sospecha que un valor se aleja del resto, hay que realizar un ensayo 
estadístico para comprobar si efectivamente es significativamente diferente del resto. 
Como con cualquier prueba de significación es necesario calcular un estadístico y 
comparar con los valores críticos tabulados para un nivel de confianza dado. Si los 
valores calculados son mayores que los tabulados, los valores sospechosos se 
considerarán outliers o stragglers, según el criterio establecido anteriormente. 
Existen diversos ensayos para el contraste de outliers centrales, y cada uno 
depende del tipo de outlier que se trate: un solo valor sospechoso correspondiente al 
primero o último valor de los resultados ordenados, dos valores sospechosos y en 
extremos opuestos o dos valores extremos alejados del resto, pero vecinos entre sí. Para 
ello, la AOAC recomienda los ensayos de Grubbs con los que se pueden detectar 
outliers en estos tres casos [37]. Los valores tabulados se muestran en la tabla A2.8 del 
anexo 2. 
 Ensayo G1 para outliers simples 
Mediante este ensayo se puede comprobar si un valor sospechoso es anómalo, 







   (2.31) 
siendo
ix  el valor sospechoso, x  la media del conjunto global de valores y s la 
desviación estándar.   
 





Cuando dos valores se encuentran distantes del resto pero en extremos opuestos, 








  (2.32) 
siendo  nx  el valor extremo superior de la serie, lx  el valor extremo inferior y s 
la desviación estándar del conjunto de resultados. 
 Ensayo G3 para outliers  dobles vecinales 
El estadístico G3, que se calcula según la ecuación 2.33, sirve para comprobar si 















   
  
  (2.33) 
Donde n es el número total de valores, s
2
 su varianza y s
2
n-2 la varianza de los 
valores excluyendo los extremos. 
 
II.5.3. Detección de outliers dispersivos 
Cuando se presenta una serie de resultados agrupados en replicados, y se 
sospecha que un nivel de replicación puede constituir un outlier dispersivo, es decir, que 
presenta una varianza superior a la del resto de series, se usa la prueba de Cochran[38, 
39]. La hipótesis nula que se propone es que todos los grupos provienen de una 















  (2.34) 
siendo 
2
maxS  la varianza sospechosa, l el número de grupos y 
2
iS  las varianzas de cada 
una de estas series. El valor obtenido se compara con el tabulado C (α, l, n) para un 










  (2.35) 




siendo f el valor del estadístico F de Fisher para una probabilidad α’=1-α/l, para (l-1)(n-
1) y (n-1) grados de libertad (tabla A2.9. del anexo 2). 
Aunque este criterio está pensado para un número de replicados fijo para cada 
serie (n = constante), se puede modificar el procedimiento para aplicarlo de forma 
general. Simplemente se calcula un valor promedio del número de medidas y se 










    (2.36) 
II.6. Diseño experimental 
La mayoría de los métodos estadísticos de diseño experimental se deben a 
trabajos desarrollados por  R. A. Ficher y F. Yates durante estudios sobre actividades 
agrícolas [40]. Se entiende por diseño experimental, el proceso de plantear los pasos que 
se deben seguir en una investigación, y en qué orden para obtener la máxima 
información con el coste mínimo y la eficiencia máxima. Por ello, hoy en día el diseño 
experimental está ligado a multitud de campos disciplinares como por ejemplo el campo 
industrial o de análisis químico [41]. Montgomery [42] describe siete fases que definen 
un correcto diseño de experimento y se recogen en el esquema de la tabla II.2. 
Si nos centramos en el campo de la química, cuando se realiza una investigación, 
existen factores (variables independientes) que se pueden controlar, como la 
temperatura o la ejecución por parte de un analista u otro, y se llaman factores 
controlados. También existen otros factores que no se pueden controlar denominados 
factores incontrolables. El modelo de la superficie de diseño puede escribirse como: 
  1 2Φ , , iY x x x e      (2.37) 
donde xi son los distintos factores que pueden afectar al experimento y e el error 
experimental. 
El número de experimentos posibles, cuando se consideran todas las 
combinaciones de niveles de cada factor, de un diseño experimental completo, viene 
dado por la expresión: 
 

















Existen multitud de diseños experimentales en función del objetivo o estrategia 
de comparación y la forma de variar las variables independientes. Algunos de los 



















Diseños en bloque y 
fraccionales  
D. factorial a 2 niveles 





Elegir el tipo de diseño experimental que conduzca a resultados óptimos en función del 
número de niveles y factores. 
 
Seleccionar los factores que se van a analizar, especificar si son cuantitativos o 
cualitativos y escoger los niveles que sevan a estudiar. Los niveles pueden ser fijoso 
aleatorios. El numero de niveles y factores van a influir en el tamaño del diseño 
experimental. 
 
Preguntar por qué se va a realizar la investigación o qué conclusiones se pretenden sacar. 
 
Elegir qué variables de respuesta o variables dependientes son las que proporcionan la 
información adecuada y definir cómo se van a medir. 
 
Recolectar los datos experimentales 
Tratamientos estadísticos de los datos obtenidos 
1. Reconocimiento y 
formulación del 
problema. 
2. Selección de los 
factores y niveles. 
 
3. Selección de variables 
de respuesta. 
 
4. Selección del diseño 
experimental 
 
5. Realización del 
experimento. 
6. Análisis de los datos. 




Decidir sobre las condiciones de los factores, teniendo en cuenta, también, criterios de 
practicidad. 
Tabla II.2. Fases del diseño experimental según Montgomery. 




II.6.1. Diseño experimental simple 
En un diseño simple, se aplica un valor conocido de una variable independiente 
a un grupo de muestras y otro valor de la misma variable independiente a un segundo 
conjunto de muestras y se estudia mediante la función de respuesta o variable 
dependiente el efecto de dicha variación. Para evaluar los resultados obtenidos es 
frecuente el uso de ANOVA o métodos de regresión lineal múltiple, MRL [43]. 
 
II.6.2. Diseño experimental factorial 
En determinadas ocasiones es importante estudiar la influencia de varias 
variables independientes y para ello es necesario definir niveles dentro de las variables 
para poder estudiar las posibles interacciones. El caso más simple es el diseño 
experimental factorial a dos niveles. 
 
II.6.2.1. Diseño factorial a dos niveles. 
Un diseño experimental a dos niveles es de gran utilidad, ya que se evalúa la 
influencia de las variables independientes, pero con la ventaja de un número de 
experimentos  no demasiado grande, 2
f
, con cada factor a dos niveles. En primer lugar 
es necesario codificar los niveles y se suele hacer según: nivel alto = +1, y nivel bajo = -
1. El hecho de codificar las variables introduce la ventaja de un sistema de coordenadas 
adimensional de los factores. Por tanto, en el espacio de factores los niveles más altos 
son +1, los más bajos -1 y las coordenadas del centro del diseño son cero y coinciden 
con el origen de coordenadas. Esta codificación es equivalente a reemplazar cada factor 



































Otra de las ventajas que se obtienen al codificar los factores, es que se construye 
una matriz de diseño mediante vectores (columnas) ortogonales entre sí que simplifican 
los análisis de regresión. La matriz es de filas por columnas tiene la forma 2
f 
x f de los 
niveles codificados.  
Si se tienen tres factores (f=3)  codificados a dos niveles (n=2) será necesario 
ejecutar 2
3
=8 veces el experimento para tener el diseño completo. La matriz de diseño 
que contiene 8 x 3 de niveles codificados se presenta en la tabla II.3. En dicha tabla se 
observan todas las combinaciones posibles para tres factores a dos niveles y un nivel 
correspondiente al cero (0).  
Tabla II.3. Matriz de diseño para tres 
factores x1, x2, x3,  con dos niveles y ocho 
experimentos. 
  Factor Respuesta 
   Nº exp x1 x2 x3 Y 
1 + + + Y1 
2 + + - Y2 
3 + - - Y3 
4 + - + Y4 
5 - - + Y5 
6 - + - Y6 
7 - - - Y7 
8 - + + Y8 
0 0 0 0 Y9 
     
El modelo estadístico de un diseño factorial a dos niveles es lineal. Estos 
modelos representan superficies más o menos curvadas debido a los términos de 
interacción entre factores, pero sin llegar a máximos y mínimos y se llaman modelos de 
primer orden [44]. La función completa para tres factores según el modelo de regresión 
lineal múltiple es: 
 1 1 2 2 3 3 12 1 2 13 1 3 23 2 3 123 1 2 3
ˆ
oY b b x b x b x b x x b x x b x x b x x x          (2.42) 
Los coeficientes  b1, b2y b3consideran los efectos principales de los factores, x1, 
x2 y x3, respectivamente. Por otro lado, b12, b13, b23 y b123 representan los términos de 




las tres interacciones de segundo y tercer orden, respectivamente. El término bo 
representa la respuesta en el nivel cero de cada factor. Si los factores no tuvieran ningún 
efecto, las respuestas se distribuirían alrededor de bo con un error experimental debido al 
ruido. Este tipo de diseños a dos niveles, se denominan diseños saturados porque el 
número de ejecuciones requerido es igual al número de coeficientes a determinar. Sólo 
en el caso de realizar replicados o experimentos adicionales, se podrá estimar el error. 
En caso contrario no será posible porque no existen grados de libertad, ya que para 
realizar una regresión el número de grados de libertad necesarios es igual al número de 
ensayos realizados menos el número de coeficientes a determinar [43]. 
A partir de los valores de las respuestas, Y, se pueden estimar los coeficientes, 
pero a falta de grados de libertad, no se pueden estimar los errores asociados a los 
mismos. La interpretación de dichos valores deberá realizarse empleando el sentido 
común, eliminando los resultados próximos a cero. Si se consigue comprobar que 
algunos coeficientes no son significativamente diferentes de cero, entonces se pueden 
eliminar y ya se tienen grados de libertad para poder calcular errores asociados a 
coeficientes. En este caso, se realiza un ensayo de significación para los coeficientes de 








    (2.43) 
siendo
kb  el coeficiente determinado y bks  su desviación estándar asociada. Un 
coeficiente será significativo si el valor de 
kt  es mayor que el ttab(ν,α) para ν grados de 
libertad y un nivel de significación α. 
La única manera de poder determinar los coeficientes sin obviar ninguno de 
ellos, es realizar replicados de los experimentos, bien realizando duplicados de cada 




 + r  respuestas, 
respectivamente. Esto es equivalente a decir 2
f
 y r grados de libertad. En cualquier caso, 
es necesario aplicar una prueba t de Student para eliminar los coeficientes no 






II.6.2.2. Diseño factorial a más de dos niveles. 
Cuando f es muy grande, el número de observaciones que se necesita para 
completar un diseño factorial, 2
f
, es demasiado elevado. Por ello, surgen los diseños 
factoriales fraccionados del tipo 2
f-p
, en los que se necesita agrupar las variables en 
bloques.  
 
II.6.3. Diseño experimental de bloque y diseño fraccional 
Uno de los requisitos primordiales para la metodología de superficie de 
respuesta es que los factores incontrolables deben producir como salida un ruido de 
fondo que varíe de forma aleatoria. Para poder asegurar esta condición es necesario que 
los experimentos se realicen bajo las mismas condiciones, lo cual es imposible si son 
demasiados. Por ello, en este diseño, el experimentador agrupa las unidades 
experimentales o experimentos en bloques. Los experimentos que pertenecen a cada 
bloque se suelen escoger según su homogeneidad (entre ellos), pero diferentes en 
término medio a otros bloques [45].  
El diseño en bloques más simple es en el que cada factor de observa el mismo 
número de veces en cada bloque y se denomina diseño en bloques completo. La matriz 
de un diseño completo para cuatro factores x1, x2, x3 y x4, con dos niveles y 8 
experimentos, siendo x4=x1x2x3 la variable de bloque, se presenta en la tabla II.4. 
Cuando x1x2x3=1 se tiene el bloque I (experimentos 1, 3, 5 y 6) y cuando x1x2x3=-1 se 
tiene el bloque II (experimentos 2, 4, 7 y 8). Cada uno de estos bloques constituye una 
media fracción (2
3-1
















Uno de los fundamentos para el uso de fracciones es la hipótesis de que las 
interacciones de orden alto no son significativas. Así, se resuelve de manera sencilla las 
confusiones (cuando los efectos de doso más factores no se pueden separar). Esto se 
basa en la idea de que cuanto mayor es el orden de una interacción menor es su efecto y, 
por tanto, una fracción es buena si se confunden los efectos principales de los factores 
con interacciones de órdenes altos. Siguiendo el mismo criterio, una fracción es mala si 
los efectos principales de los factores son confundidos entre sí. La manera de cuantificar 
estas diferencias en el tipo de confusión  que se dan en una fracción, es mediante un 
concepto importante que surge en estos casos y se denomina  resolución del  diseño. Se 
define la resolución como [46]: 
  1R I    (2.44) 
donde I es el orden de interacción más bajo confundido con algún efecto principal, de 
forma que a mayor resolución mejor sea la fracción.En un diseño de resolución 
completa, se separan las interacciones y los efectos principales. Cuando la resolución es 
V, implica que se separan las interacciones binarias y efectos principales. En un diseño 
de resolución IV, se confunden entre sí las interacciones de segundo orden pero se 
separan de los efectos principales. Y en un diseño de resolución III, se confunden los 
efectos principales con las interacciones de segundo orden. 
Tabla II.4. Matriz de diseño completo para cuatro 
factores x1, x2, x3 y x4, con dos niveles y 8 
experimentos, siendo x4=x1x2x3 la variable de bloque. 
    Factor Respuesta 
Nº exp. x1 x2 x3 X4=x1x2x3 Y 
1 + + + + Y1 
2 + + - - Y2 
3 + - - + Y3 
4 + - + - Y4 
5 - - + + Y5 
6 - + - + Y6 
7 - - - - Y7 





Existen diseños de bloque fraccionales de órdenes superiores, como un cuarto 2
f-
2
, un octavo, 2
f-3
 y en general, un k-avo, 2
f-k
. Un diseño 2
f-k





 bloques seleccionando k variables de bloque. El tipo de diseño 
completo o fraccional junto con el número de experimentos a realizar en este tipo de 
diseños 2
f-k


















II.6.4. Evaluación de los resultados de un diseño experimental: Función deseada 
Existen diferentes métodos para evaluar un diseño experimental en términos de 
decisión sobre un conjunto de variables dependientes. Estos métodos se denominan 
MCDM, del inglés multi-criterion decisión-making.  
Tabla II.5. Resolución y número de experimentos 
necesarios para diseños completos y fraccionales 2
f-k
. 
f k Diseño Resolución Nºexp. 
3 0 2
3
 Completa 8 
3 1 2
3-1
 III 4 
4 0 2
4
 Completa 16 
4 1 2
4-1
 IV 8 
5 0 2
5
 Completa 32 
5 1 2
5-1
 V 16 
5 2 2
5-2
 III 8 
6 0 2
6
 Completa 64 
6 1 2
6-1
 VI 32 
6 2 2
6-2
 IV 16 
6 3 2
6-3
 III 8 
7 0 2
7
 Completa 128 
7 1 2
7-1
 VII 64 
7 2 2
7-2
 IV 32 
7 3 2
7-3
 IV 16 
7 4 2
7-4
 III 8 




La función deseada de Derringer es un método de toma de decisiones basado en 
varios criterios propuesto por Harrington [47] y posteriormente desarrollado por 
Derringer en el campo de la calidad en el desarrollo de productos, aunque es una 
aproximación a los MCDM muy empleada en el campo de la química y en particular a 
la optimización de métodos de análisis por HPLC [48]. Esta función es una medida 
global de la calidad y proporciona información para comparar y elegir los parámetros 
que optimicen el análisis.  
El cálculo de la función deseada se basa en la transformación de las propiedades 
medidas en una escala adimensional, d, de manera que aunque se evalúen parámetros 
medidos en distintas unidades, se pueden combinar [49]. La escala de la función 
deseada va desde  0, d  para una respuesta no deseada a 1d  , para una respuesta 
totalmente deseada, y por encina de la cual una mejora de las variables dependientes no 
generan mejoras globales. Existen dos tipos de transformaciones posibles, dependiendo 
de los valores óptimos se encuentran en un los límites de una serie de valores o si se 
encuentran en un intervalo. En el primer caso, y cuando se pretende maximizar el 
resultado de una variable se realiza una transformación unilateralaplicándose la 
siguiente ecuación, 
0d             isiY Y
  










   
 
 (2.45) 
 1            id siY Y




 es el valor mínimo aceptado según un criterio establecido e Y
+
 es el resultado 
máximo por encima del cual no se produce ninguna mejora. Estos parámetros deben ser 
fijados por el usuario. Cuando se quiere minimizar el valor de una variable, nos 
encontramos con un caso de transformación unilateral inversa donde las ecuaciones que 
se aplican son las del conjunto 2.45, pero en lugar de buscar la forma de maximizar los 





En el caso de que no interesen valores extremos sino valores de dentro de un 
intervalo, se aplica una transformación bilateral, dada por las siguientes ecuaciones 
[50], 
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   
 
 
0                 i id si Y Y o Y Y
     





El siguiente paso es obtener un valor global de D como la media geométrica de 
los distintos valores d obtenidos dependiendo de los criterios establecidos. Si el valor D 
toma valores en el intervalo [0-1], es que todos los parámetros a estudiar han sido 
optimizados correctamente, mientras que si toma valores por debajo de 0D  , es que 
hay parámetros cuyos resultados están por debajo del límite deseado [51]. 
 
 
II.7. Reconocimiento de patrones 
 
II.7.1. Introducción a los métodos de reconocimiento de patrones 
 
El reconocimiento de patrones es una rama de la inteligencia artificial que 
aborda problemas de clasificación a partir de grandes conjuntos de datos [52]. Su campo 
de aplicación es bastante extenso, abordando problemas de clasificación de disciplinas 
como la psicología, la medicina, la química o la lingüística, entre otras. Los grandes 
avances informáticos contribuyen de forma directa al rápido avance de las técnicas de 
reconocimiento de patrones.  
Al hablar de reconocimiento de patrones, el término patrón se refiere a un tipo de tema, 
suceso u objeto recurrente de un conjunto de objetos. Estos elementos se repiten de 
manera predecible y presentan características bien establecidas y definidas. A un 
conjunto de patrones caracterizados por una relación común se le denomina clase. En el 
caso de la química, los patrones son conjuntos de muestras descritas por  una serie de 
variables o descriptores, que pueden ser parámetros físicos o químicos y que 
(2.46) 




caracterizan a dichas muestras. En reconocimiento de patrones se puede utilizar tanto 
métodos de análisis multivariante, como otros que no se basen en la estadística, por 
ejemplo, algoritmos neuronales.  
Albano et al. [53], definieron cuatro niveles de reconocimiento de patrones. El 
primer nivel consiste en establecer fronteras entre patrones que permitan la clasificación 
de muestras dentro de esas clases de patrones previamente definidas. Se asume, por 
tanto,  que todos los objetos pertenecen a alguna de las clases inicialmente definidas. 
Cuando, como en este caso, el patrón va asignado a una determinada clase, hablamos de 
“modelado duro” (hard modelling). El segundo nivel añade al primero la posibilidad de 
outliers. Es decir, si un objeto está dentro de la clase definida por una estructura 
matemática cerrada, se considera perteneciente a la clase. Los objetos fuera de estas 
fronteras se considera que no pertenecen a ninguna de las clases definidas. Se trata de 
un “modelado suave” (soft modelling). En el tercer y cuarto nivel propuesto por Albano 
et al. se estudia la capacidad para relacionar las variables medidas con otras variables o 
propiedades externas.  
Dentro del campo del análisis y la composición de alimentos podemos 
considerar varios factores básicos desde el punto de vista de la diferenciación de clases. 
En primer lugar la aplicación de la ingeniería genética a los alimentos procedentes del 
mundo animal y vegetal. El segundo factor es el componente ambiental, considerando el 
tipo de suelo, clima y organismos simbióticos o parásitos. El tercer factor es el 
componente agronómico, que tiene en cuenta las prácticas de cultivo, riego, 
fertilizantes, abonos, piensos, medicamentos, pesticidas y recolección. El cuarto factor 
es el sistema de elaboración utilizado para obtener el producto final [54]. De esta forma, 
se suelen considerar los problemas de clasificación atendiendo, principalmente, al 
origen geográfico de los productos, a las variedades genéticas o a los distintos 










II.7.1.1. Conceptos básicos 
 
Espacio de patrones (Pattern Space) 
Cualquier objeto i estudiado, en este caso hablamos de muestra, viene descrito 
por un conjunto c de variables y se representa por un vector fila: 
  1ijx j a c   (2.47) 
cuyas componentes serán xi1,xi2,…,xic. Estos vectores que forman las filas de la matriz 
de datos X en el espacio de las variables reciben el nombre vectores patrón (pattern 
vector). Si trabajamos en el espacio de los patrones u objetos, hablamos de vectores 
columna: 
  1ijx i a r     (2.48) 
cuyas componentes son los valores de una misma variable en cada una de las muestras 
x1j, x2j,…xrj, y forman las columnas de la matriz de datos.  
 
Estas formas de analizar los datos conducen a dos categorías de técnicas 
analíticas llamadas modo R y modo Q. Las técnicas en modo R tratan las relaciones 
entre las variables del experimento y examinan las dependencias entre las columnas de 
la matriz de datos (vectores columna), mientras que las técnicas en modo Q tratan las 
relaciones o agrupamientos entre los casos examinando las dependencias entre las filas 
de la matriz X (vectores patrón).  
Cuando se trabaja en el modo R, el punto de partida es calcular la matriz de 
covarianzas C, que se obtiene según C=X
T
X.  Es necesario el autoescalado antes del 
cálculo de la matriz de covarianzas con el fin de evitar el predominio de descriptores 
que presenten valores elevados sobre otros de valores más pequeños. Este autoescalado 










   (2.49) 
donde: 































   (2.51) 
Así la matriz de covarianza para los datos autoescalados se transforma en la 
matriz de correlaciónR, donde los elementos de la diagonal rij son siempre la unidad y el 
resto de elementos son los coeficientes de correlacion rij = rji< 1. 
Si se trabaja en modo Q, se comienza con una matriz de distancias en el 
espacio de los modelos ya que en este caso se estudian las relaciones entre los casos 
examinando las filas. Existen diversas formas de expresar la distancia entre dos 
vectores. 
 
Distancias en el espacio patrón 
 La capacidad humana de encontrar patrones en el mundo externo es 
indiscutible ya que es nuestra forma de responder de una manera más sistemática a los 
estímulos externos [55]. En los años 30, R.A. Fisher [56] estableció los principios 
matemáticos de la estadística del reconocimiento de patrones, que es una de las maneras 
más adecuadas de afrontar el problema.  
 Se parte de que cualquier medida, objeto o patrón  puede ser tomado como un 
punto en un espacio llamado espacio de patrones o espacio de modelos (Pattern Space). 
El espacio de modelos es, por tanto, el espacio de los datos de entrada. El conjunto de 
datos multivariante (N variables) puede representarse como un punto en un espacio de 
modelos multidimensional (N dimensional). 
 Cuando se trabaja en modo Q, examinando dependencias entre filas de la matriz 
X hay que comenzar con una matriz de distancia en el espacio de modelos ya que la 
posterior clasificación se podrá efectuar en función de la menor distancia a una de las 
clases en el espacio de características. Si las clases están bien separadas entre sí, puede 





características a una de las clases.  Se consideran dos vectores patrón xa y xb que 
pertenecen al espacio c-dimensional, de modo que, 
  1 2,a a acx x x ax    (2.52) 
 1 2,b b bcx x x bx     (2.53) 
Cuando se habla de distancia hay que referirse a  la longitud del camino más corto 
entre dos entidades. Para un conjunto de elementos X, se define distancia como 
cualquier función binaria d(a,b) de X xX en  R que verifique las siguientes condiciones: 
 
a) No negatividad 
  , 0  ,   d a b a b X  ò    (2.54) 
b) Simetría 
    ,  ,    ,   d a b d b a a b X  ò    (2.55) 
c) Desigualdad triangular 
      , ,  ,   , ,    d a b d a c d c b a b c X   ò    (2.56) 
Existen varias formas de expresar las distancias cuantitativas pero las que más 
suelen emplearse son las siguientes: 
 
 Distancia euclídea 
Es una generalización del teorema de Pitágoras y a pesar de su sencillez de 
cálculo y de que verifica algunas propiedades interesantes tiene algunos 
inconvenientes. En primer lugar es que es una distancia sensible a las unidades 
de medida y, en segundo lugar, es que si las variables están correlacionadas la 
información que obtendríamos sería repetitiva. La distancia euclídea es 
recomendable cuando las variables son homogéneas y están medidas en 















     (2.57) 
 Distancia Mahalanobis 
En estadística, la distancia de Mahalanobis es una medida de distancia 
introducida por Mahalanobis en 1936. Su utilidad radica en que es una forma de 
determinar la similitud entre dos variables aleatorias multidimensionales y se 
diferencia de la distancia euclídea en que tiene en cuenta la correlación entre las 
variables aleatorias.Esta distancia solventa los dos inconvenientes que presenta 
el uso  de la distancia euclídea, ya que es invariante ante los cambios de escala y 
no depende de las unidades de medida y elimina la posible correlación de las 
variables al introducir en el cálculo la matriz de covarianza, C. La distancia 
Mahalanobis viene dada por la fórmula de la ecuación 2.58.  
    2 1  
T
ab a b a bd x x C x x
      (2.58) 
 Distancia Minkowski 
Esta distancia presenta los mismos inconvenientes que la distancia euclídea. La 
distancia Minkowski se calcula según la ecuación 2.59, donde k es un número 
entero. Un caso particular de la esta distancia es la distancia City Block o 













     (2.59) 















 Distancia de Canberra 














     (2.61) 
 Distancia de Karl Pearson 




c) es la matriz 
diagonal quecontiene las varianzas de X1…..Xc. Esta expresión equivale a 
reescalar cada variable en unidades de desviación típica. El peso que se atribuye 
a la diferencia entre individuos es mayor cuanto menor es la dispersión en esa 
variable. Sigue suponiendo que las variables no están correlacionadas. 
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     (2.62) 
 Distancia Hamming 










XOR (2.63)  
 
II.7.1.2. Preprocesado de datos 
El preprocesado de los datos sobre los que se va a trabajar consiste en realizar 
manipulaciones algebraicas sobre la matriz inicial, para mejorar la aplicación de las 
técnicas de reconocimiento de patrones. Existen, principalmente, dos métodos de 
preprocesado de datos como son: escalado y ponderación. En el escalado de datos se 
equiparan los valores de las variables, para evitar que existan distintos rangos de 
magnitud en las medidas, mientras que en el ponderado se pretende diferenciar entre los 
valores de descriptores que pertenecen a distintas clases, y su uso permite discernir 
entre las variables más importante a la hora de distinguir entre categorías.  




En las técnicas de escalado se distinguen los siguientes procedimientos [57]: 
 Centrado 
Los nuevos valores vienen dados por la siguiente expresión 
 
ij jx x x     (2.64) 
donde
jx  viene dado por la ecuación 2.50. 
 
 Normalización de columnas 
Se trata de dividir los valores de las variables entre la desviación estándar 










      (2.65) 
 Autoescalado 
Las variables originales sufren una transformación tipo Student que viene dada 
por la ecuación 2.49. 
 
 Escalado del rango 
Transformación del intervalo de valores entre un máximo de 1 y un mínimo de 
0. 
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 Perfiles de fila 













En el caso de ponderación de las variables encontramos, principalmente, los 
siguientes procedimientos: 
 Ponderación de la varianza[58] 
se realiza aplicando la siguiente ecuación: 
 
   
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    (2.68) 
donde m es el valor promedio de todos los patrones considerados(ecuación 2.69) 
y m
(l)
 el valor promedio de los patrones de una determinada clase L (ecuación 









    (2.69) 
 









     (2.70) 
 Pesos de Fisher [59]:  
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   (2.71) 
siendo m
(l)
 el valor promedio de la clase L y s
(l)
 su desviación estándar. 
 














    (2.72) 
Siendo 
(1)m  el valor promedio de la clase L y 
(1)s  su desviación estándar. 














    (2.73) 
donde
rS  es la matriz de varianza total y WS  es la matriz intraclase, que mide la 
dispersión dentro de cada clase. Los valores del parámetro Λ  de Wilks van 
desde 1.0 (ningún poder discriminatorio) a 0,0 (poder discriminatorio máximo). 







  r i iS x m x m    (2.74) 
Para una variable, mientras que la covarianza entre las variables j y k es: 
  
1




r jk ij j ik k
i
S x m x m    (2.75) 
La matriz intraclase se define como: 




  W i iS x m x m   (2.76) 
Cuando es entre dos variables j y k se tiene: 
 
1 1
( ) ( )( ) 
irL
l i 
  W jk ij j ik kS x m x m   (2.77) 
 
II.7.2.Análisis de componentes principales 
El PCA es un método de visualización, que tiene como principal objetivo reducir 
el tamaño de la matriz de datos pero manteniendo la mayor parte de la información útil 
y descartando la información redundante. Cuando se tiene un conjunto  de datos 





estas variables están correlacionadas, la información que se tiene, como ya se ha 
mencionado anteriormente, es redundante.  Se busca una nueva matriz, denominada 
matriz de correlación que se consigue transformando las c variables originales en otros c 
nuevos ejes llamados componentes principales, mediante un giro en el espacio de r 
dimensiones. Los  nuevos ejes no están correlacionados entre sí, ya que son ortogonales 
y se van generando sucesivamente, de manera que el primero explica la mayor parte de 
la varianza total de los datos y los siguientes explican cantidades decrecientes de la 
varianza residual [63]. 
Matemáticamente expresado, se parte de una matriz de datos Xr,c sometida a un 
preprocesado. La matriz de covarianzas viene dada por C=X
T
X. El PCA transforma 
ortogonalmente esa matriz para tener una matriz de similaridad, Uc,c que actúe sobre la 
matriz de datos Xr,c para originar otra matriz Yr,c, llamada matriz de scores, en la que los 
datos están referidos a los nuevos ejes o PCs: 
 
, , ,  r c r c c cY X U   (2.78) 
La matriz 
,r cY  debe cumplir: 
 T
r,c r,c c,cY Y = Λ    (2.79) 
donde
,  c cΛ es la nueva matriz de covarianzas, que es una matriz diagonal. Por tanto se 
tiene que: 
         Λ
TT T
Y Y XU XU U CU  (2.80) 
De donde se obtiene la expresión final Λ TU CU  que se conoce como 
transformación de Karhunen-Loève (Karhunen-Loéve transformation, KLT) [64]. U es 




. Si en la 
expresión de KLT se multiplica a ambos lados por U se tiene que .ΛU CU  Si se 
reescribe la ecuación matricial en forma vectorial se tiene que: j j ju λ I CU .Esta es 
una ecuación de autovalores o autovectores, es decir, ( ) 0 jCλ I , por lo que debe 
cumplirse que det(C-λI)=0, donde I es la matriz unidad. Esto lleva a un polinomio de 
grado c: 





1 2 0     (2.81)
c c c
ca a a  
      
Como la matriz C es simétrica las c soluciones son números reales y positivos. 
Los valores λj son elementos de la diagonal principal de la matriz Λ y son las varianzas 
de los datos referidas a los nuevos ejes. Se ordenan en sentido decreciente de los valores 
de λj, de forma que:  
 
1 2 c       (2.82) 
siendo la suma de todos los λj igual a la suma de las varianzas de los datos originales. A 
partir de estos autovalores se calculan los vectores columna uj y con ellos la matriz U 
queda completa. Las coordenadas de los datos en los nuevo ejes, Y, reciben el nombre 
de  scores. 
Las variables se pueden expresar linealmente en función de los PCs y viceversa. 
Así: 
 1 1 2 2 3 3  ij i i i i i i ic irx a Pc a Pc a Pc a Pc    (2.83) 
los coeficientes aik se denominan pesos (loadings) e indican la contribución del 
componente principal PCk a la variable original. Como los primeros PCs contienen la 
mayor parte de la información, es posible descartar aquellos que no proporcionen 















Algunos de los criterios empleados para seleccionar el número de componentes 
principales son: 
 Criterio de Kaiser [64] 
Es uno de los más sencillos y empleados. Admite que los datos están 
autoescalados y considera componentes explicativos aquellos cuyos autovalores 






 Criterio de la proporción de la varianza explicada [66] 
Se trata de descartar componentes con autovalores muy pequeños. Normalmente, 
los componentes son eliminados hasta que el resto de ellos explican un 
porcentaje del total de la varianza de al menos un 70%. 
 
 Criterio de la validación cruzada [67] 
Se trata de un método basado en el algoritmo NIPALS (Nonlinear Iterative 
Partial Least Square). Básicamente este método se lleva a cabo dividiendo el 
conjunto de datos en un número determinado de grupos, normalmente de 5 a 9, y 
se van construyendo modelos con uno de los grupos no incluidos. Después de 
desarrollar todos los modelos se calcula la suma de cuadrados del error de 
predicción (Predicted Residual Sum of Squares, PRESS), como se indica en la 
ecuación 2.85, y se comparan mediante la ecuación 2.86, los errores PRESS de 
modelos que incluyen f componentes o f+1 componentes. Si la ecuación 2.86 
toma valores >1, no es necesario añadir más componentes, de lo contrario habrá 


















  (2.86) 
donde ˆ
iy  es el valor predicho de la í-esima respuesta observada  e iy  el valor 
real de la í-esima respuesta observada. 
 
 Selección escalonada[68] 
Los procesos de selección conocidos como hacia atrás o hacia delante y por 
pasos, son muy frecuentes ya que proporcionan buenos resultados cuando el 
número de variables es muy grande. En estos procedimientos las variables se 
introducen o eliminan del modelo siguiendo un criterio de entrada-salida. En el 
procedimiento hacia delante (forward) o de inclusión progresiva,  se estudian las 




correlaciones lineales simples de las variables con la respuesta y se incluye la 
que proporcione un mejor r
2
 y que además cumplan con el criterio de entrada 














  (2.87) 
donde '   exp expSC y SC  son las sumas de cuadrados de las varianzas incluyendo y 
excluyendo la variable estudiada, respectivamente y '
resSC  es la suma de 
cuadrados de la varianza residual incluyendo la variable estudiada.En el 
procedimiento hacia atrás (backward) o de eliminación progresiva, se incluyen 
todas las variables y se van eliminando aquellas que están poco correlacionadas 
y que no cumplen el criterio F explicado en la ecuación 2.87. En el 
procedimiento por pasos  (stepwise)  se incluyen las variables como en el 
modelo de inclusión progresiva, sólo que una vez se han incluido, cabe la 
posibilidad de eliminar según el procedimiento de eliminación progresiva.  
 
Cuando se han seleccionado los fcomponentes principales significativos 
mediante alguno de los criterios descritos, se pueden escribir las variables originales: 
 
1 1 2 2     (2.88)j j j jf f jx a PC a PC a PC e     
siendo ej el error de ajuste para la variable xj. 
Una vez realizado el PCA, se ha minimizado el número de variables sin eliminar 
información útil del conjunto de datos. PCA es, además, una manera efectiva de  
visualizar las relaciones existentes entre casos y descriptores, mediante el uso de 
BIPLOTS [69]. En este tipo de gráficos se representan a la vez, los scores de los objetos 
y las contribuciones de las variables con respecto a los primeros PCs. En la 
representación, las variables suelen ser vectores y los objetos puntos. La distancia 
euclídea entre dos puntos del BIPLOT es la distancia existente entre dos casos, por lo 





de los datos a agruparse en el espacio. En el caso de las variables, es posible decidir de 
manera gráfica, cuáles son las que  mejor discriminan entre clases.  
 
II.7.3. Reconocimiento de patrones no supervisados 
El conjunto de técnicas que componen el grupo de reconocimiento de patrones 
no supervisados, se caracterizan porque ni las clases ni el número de clases se conocen a 
priori sino que se van definiendo conforme avanza la clasificación. Estas técnicas están 
basadas en agrupar los datos mediante algún criterio de proximidad, por lo tanto hay 
que de definir: 
 La medida de proximidad: indica como de similares o distintos pueden 
considerarse dos vectores de características. 
 El criterio de agrupamiento: se define generalmente mediante alguna función de 
error que mide cómo de bueno son los agrupamientos. 
 El algoritmo de agrupamiento: se encarga de obtener el óptimo global de la 
función error. 
  El método de validación de los resultados: se encarga de verificar la validez de 
los resultados, normalmente mediante test estadísticos. 
 
Un ejemplo de técnica de reconocimiento de patrones no supervisado es el 
análisis clúster cuyo objetivo es básicamente encontrar agrupamientos de muestras a 
partir de las variables medidas [70]. 
 
En este trabajo no se emplean técnicas de reconocimiento de patrones no 
supervisadas por lo que la atención se centrará en las técnicas de reconocimiento de 
patrones supervisadas. 
 
II.7.4. Reconocimiento de patrones supervisados 
Las técnicas de reconocimiento de patrones supervisadas suponen que se conoce 
a priori el número de clases así como la pertenencia a las mismas de cada uno de los 
miembros del conjunto de datos. La finalidad es diseñar  y aplicar reglas de 




clasificación para predecir las clases a las que pertenecen un conjunto de muestras 
desconocidas. Para llevar a cabo la clasificación el conjunto de muestras se divide en 
dos: un set de entrenamiento (training), sobre el que se diseña el modelo de clasificación 
y otro set de evaluación  (test) [71]. La división suele ser de un 75% de los casos 
iniciales para el conjunto training y un 25% para el conjunto test [72]. La selección de 
estos porcentajes se realiza de manera aleatoria pero aplicándose a los objetos de cada 
clase, tomando estocásticamente el 75% de objetos en la clase I, la II, etc., para formar 
el conjunto de entrenamiento.  
La habilidad predictiva del modelo se puede evaluar mediante validación 
cruzada de los siguientes tipos: 
 Validación cruzada aleatoria (Delete A Group Jacknife, DAGJK) [73,74]: se 
trata de dividir aleatoriamente el conjunto de datos de entrenamiento y el 
conjunto de datos de prueba. Para cada subconjunto se calcula una función de 
clasificación que se ajusta a partir de los datos de training/test del subconjunto 
estudiado. El resultado final es el promedio de los valores obtenidos para las 
diferentes divisiones.  Lo más común es utilizar la validación cruzada de 10 
iteraciones. 
 
 Validación cruzada dejando uno fuera (leave-one-out) [75]: En esta técnica 
se parte del conjunto conocido completo y a continuación se selecciona 
aleatoriamente uno de los objetos y se deja fuera, es decir, este único objeto va 
a constituir el conjunto de ensayo y el resto de casos formarán el conjunto de 
entrenamiento. Se desarrolla la regla de clasificación y se contabilizan los casos 
correctamente clasificados. Se repite el proceso de forma iterativa dejando un 
objeto distinto fuera. La eficacia predictiva se calcula contabilizando los éxitos 
y fallos en clasificar cada patrón. 
Los fundamentos  estadísticos comunes de los métodos reconocimiento de 
patrones supervisados se explican a continuación. 
Considerando el caso particular de dos clases I y II, cada caso xij está 





variable. Se denomina probabilidad a priori de la clase I, P(I), a la probabilidad de que 
sin conocer el valor de las variables x, un caso pertenezca a la clase I. Si sólo se 
considera la existencia de dos clases se tiene que P(I) + P(II) = 1. La probabilidad 
condicional se define como P(x/I), y es la probabilidad de que los valores de las 
variables de un caso que pertenece a la clase I sean los componentes de x. Según los 
axiomas de probabilidad propuestos por Kolmogorov en 1933, donde se establecen las 
condiciones mínimas que deben verificarse para que una función definida sobre un 
conjunto de sucesos determine consistentemente sus probabilidades [76], se tiene que: 
    ( ) ( ) ( )P x P x I P I P x II P II    (2.89) 
Por otro lado, se define probabilidad a posteriori como la probabilidad de que el 
caso pertenezca a la clase I conocido el valor de sus variables x. Según el teorema de 
Bayes: 
     ( ) ( )P I x P x I P I P x (2.90) 
de manera análoga  
     ( ) ( )P II x P x II P II P x (2.91) 
de acuerdo con esta aproximación estadística [77], se puede considerar que la región 
óptima, es decir la que minimiza la probabilidad de error, es la que asigna el caso a la 
clase para la cual la probabilidad a posteriori es mayor. Si P(I/x)> P(II/x), el caso se 
asigna a la clase I. 
II.7.4.1. Análisis Discriminante Lineal 
Éste es uno de los métodos supervisados más aplicado, el cual estima la 
probabilidad a posteriori de que un objeto pertenezca a una determinada categoría, 
creando funciones de decisión que separan las clases a las que pertenecen los objetos a 
partir del conjunto de entrenamiento. El LDA consiste en encontrar las mencionadas 
funciones discriminantes lineales admitiendo que la separación entre categorías pueda 
realizarse mediante hiperplanos. 




Esta técnica se basa en los trabajos desarrollados por Fisher a finales de los años 
treinta [78]. El procedimiento consiste en encontrar combinaciones lineales de las 
variables, que van a ser las denominadas funciones discriminantes, tal que sea máximo 
el cociente: 







wS  es la varianza intramuestral, calculada según la ecuación 2.76, y BS  la 
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donder y m quedan definidos en el apartado II.7.1.2. 
Para realizar el cálculo de las funciones discriminantes, previamente, se 
seleccionan las variables con mayor poder discriminatorio utilizando para ello criterios 
de selección sucesiva (stepwise criteria) de forma que se incluyen sólo aquellas R 
variables que son verdaderamente relevantes para la discriminación [79]. A 
continuación se enumeran varios de estos criterios. 










Los valores  de Λ  van desde 1 (ningún poder discriminante) hasta 0 
(máximo poder discriminatorio). 
 
 Λ   parcial de Wilks. Es la medida de  Λ   para la contribución de una 
variable determinada en el modelo: 
 
Λ( después de añadir la variable) 
Λ     (2.95)
Λ( antes de añadir la variable)





 Estadístico F [80], que se obtienen a partir del valor de Lambda parcial según: 
  
1 Λ











donde N es el número total de objetos, k es el número de clases y R el número de 
variables consideradas. 
Si se van seleccionando las variables más discriminantes por un método de 
inclusión progresiva, al comienzo, en el paso 0, no hay variables en el modelo y, por 
definición, Λ 1 .Después de añadir la primera variable, se cumple que Λ Λparcial  . 
De todas las variables, se selecciona como primera aquella cuyo valor de F tiene 
un menor nivel de significación (p-level). Se continúa añadiendo variables hasta que F 
presente un p-level superior a un valor especificado de antemano (por ejemplo 0,05). 
Existe un método análogo pero esta vez se incluyen de todas las variables en el modelo, 
eliminando una en cada paso, atendiendo a su menor poder discriminante y se denomina 
método de eliminación progresiva (backward selection). 
Una vez seleccionadas las R variables más significativas, se procede al cálculo 
de las funciones discriminantes, también denominadas variables canónicas [81], que son 
combinación lineal de las R variables discriminantes, de modo que se observe la mayor 
separación posible entre clases y se reduzca el número de dimensiones sin que haya 
pérdidas en la diferenciación entre clases. Las funciones discriminantes constituyen 
unos nuevos ejes donde las diferencias entre categorías se observan más claramente.La 
expresión analítica de estas funciones es la siguiente: 
  1 2 1 1 2 2, , ,       (2.97)
T
R r Rf x x x v x v x v x v x      
 En definitiva, las funciones discriminantes son rotaciones en el espacio de las 
variables reducidas que generan combinaciones lineales que deben caracterizar bien una 
clase. 
 El objetivo de la técnica es hacer que los promedios entre cada categoría sean lo 
más diferentes entre sí y, por otra parte, que cada clase tenga la menor desviación 




interna posible. Esto se consigue calculando los vectores 
T
v que hacen máximo el 
cociente: 









 El vector v, para el cual se maximiza el valor de F, será aquel para el cual la 
derivada primera sea nula: 
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     0        (2.101)t tB w B wS v v S v v S v S v   
 0       (2.102)B wS v FS v   
finalmente: 
 1      (2.103)w BS S v Fv
   
Esta es la típica ecuación de autovalores y autovectores. Así pues, habrá un 
número determinado de autovalores distintos de cero que corresponderán al número de 
funciones discriminantes para separar las categorías. Ese número, normalmente, es el 
mínimo entre el número de clases menos uno y el número de variables, es decir: min(k-
1, R). 
Por otra parte, se denomina discriminant score de un objeto 
iX  que pertenece a 
la clase k a la expresión: 





De esta forma, el objeto 
iX  se puede clasificar según su posición con respecto al 
nuevo eje f, comparándolo con los centroides de las clases existentes. Suponiendo dos 




DS , el objeto iX  
pertenecerá a la clase 1 si se cumple: 
 
(1) (2)
      (2.105)i iDS DS DS DS    
En caso contrario, pertenecerá a la clase 2. 
Esta es una manera de clasificar objetos pero, generalmente en el análisis 
discriminante lineal, se suelen calcular reglas de clasificación basadas en la estimación 
de las probabilidades a posteriori de la pertenencia de un objeto a una clase empleando 
estimación Bayesiana. 
De acuerdo con las definiciones de probabilidad a priori, probabilidad 
condicional y probabilidad a posteriori, expresadas en el apartado II.3.4. y según el 
teorema de Bayes, se tiene que la probabilidad a posteriori, para un objeto  iX de 
pertenecer a una clase 
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Normalmente, si se desea establecer la regla de clasificación por el método 
bayesiano, se suelen hacer tres suposiciones: 
1) Las características 
ijX  son estadísticamente independientes, lo cual significa 
que la matriz de covarianzas es diagonal con todos los elementos de la diagonal 
iguales. 
2) Las distribuciones P(
ij kX c ) siguen la ley de Gauss. 




3) Estas distribuciones tienen la misma varianza y solo se diferencian en sus 















   (2.107)
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La expresión anterior se puede reescribir como: 
  
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Tomando como función discriminante: 
    ( )( ) ln ln /        (2.111)ki k i kg x P c P x c   
Y sustituyendo  /i kP x c  por su expresión, queda:   
       ( ) 11 1( ) ln ( ln 2 ln( ))  ( )     (2.112)
2 2
k
i kg x P c R 
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k kT





Los dos primeros términos de la expresión anterior son independientes de la 
clase k, ya que se admite que las probabilidades a priori son iguales   ( )jP c P k  y Σ  
es común. Por tanto: 
 
       
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donde ( )k
iD  es la distancia de Mahalanobis del patrón ix  al centroide de la clase k. 
Operando, se tiene: 
 
     ( ) 1 1 11 1( )       (2.114)
2 2
     Σ Σ Σ
k k T kk T T
i i i ig x x x x μ μ   μ  
El primer término de la expresión carece de poder discriminante, por lo que ésta 
se puede escribir como: 
     ( ) 1 11( )      (2.115) 
2
  Σ Σ
k k T kk T
i ig x x μ μ μ  
A esta expresión también se le denomina classification score,así: 
     ( ) 1 11      (2.116)
2
  Σ Σ
k k T kk T
i iCS x μ μ   μ  
En la práctica, se emplea 
wS ,es decir, la varianza intraclase, como una mejor 
estimación de Σ . Y, además, si llamamos ( )km a la expresión: 
( ) ( )
1
1
     (2.117)
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El classification score queda: 
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Esta es la denominada función de clasificación de Fisher, por la que cada objeto 
ix se asigna a la clase k para la cual la función de clasificación 
( )k
iSC presente el mayor 
valor. 
 
II.7.4.2. Máquinas de vectores soporte 
Las máquinas de vectores soporte o SVM son un conjunto de algoritmos de 
aprendizaje supervisado desarrollados por Vladimir Vapnik [82]. Son métodos 
empleados en la resolución de problemas de clasificación y regresión. Cuando se tiene 
un conjunto de muestras de entrenamiento, se pueden etiquetar las clases y entrenar las 
SVMs para construir un modelo que prediga las clases de las muestras de un conjunto 
test [83]. Originariamente las SVMs fueron creadas para resolver problemas de 
clasificación binaria, y hoy en día sirven, también, para resolver problemas de regresión 
o multiclasificación. Las SVM pertenecen a la familia de clasificadores lineales ya que 
se basan en separadores lineales o hiperplanos en espacios de alta dimensionalidad, pero 
también es posible la clasificación no lineal [84].  
En concreto, Cortes y Vapnik [82] encontraron que si existía una frontera entre 
las regiones en las que se distribuyen las muestras de las distintas clases y la separación 
entre clases pudiera hacerse linealmente, se podría obtener un hiperplano óptimo que 
maximizara las distancias entre clases. SVM utiliza muestras de los márgenes de las 
clases (vectores soporte) para obtener un hiperplano óptimo que separe ambas clases. 
Dicho hiperplano equidista de los márgenes definidos por los vectores soporte. El 
número de vectores soporte debe ser pequeño, generalmente entre 2 y 4. En la figura 
II.5. se observa como los vectores soporte son los que deciden la posición del 
hiperplano y los puntos que no se encuentran en la frontera no tienen influencia en la 
posición del mismo. En el caso concreto de esta figura, se observa cómo se establece un 







Figura II.5. Hiperplano óptimo a partir de tres vectores soporte. 
Otra característica de las SVM es que, mientras la mayoría de los métodos de 
aprendizaje se centran en minimizar los errorescometidos por el modelo generado a 
partir de los casos de entrenamiento (error empírico), el sesgo inductivo asociado a las 
SVMs radica en la minimización del denominado riesgo estructural. 
Las SVM permiten resolver problemas lineales basándose en separadores 
lineales o hiperplanos, pero en la realidad, los problemas no suelen tener solución lineal 
por lo que hay que recurrir a funciones matemáticas que permitan transformar el 
problema en un espacio de mayor dimensión, denominado espacio de características, 
donde sí es posible la separación lineal [84]. Esta transformación se realiza mediante 
funciones kernel.    
Un modelo SVM pretende, por tanto, buscar una función adecuada que permita 
llevar a cabo una diferenciación de clases dentro de un conjunto de datos. La 
descripción de los algoritmos empleados en SVM se explica en tres partes. En primer 
lugar la definición básica para clases linealmente separables, en segundo lugar y con 
funciones kernel, la ampliación a casos no linealmente separables, y en tercer lugar la 
solución general con el termino de error de penalización, que controla la complejidad 
del modelo [85]. 
En el caso de dos conjuntos linealmente separables, las SVM forman líneas o  
hiperplanos que separan los datos de entrada en dos grupos, cada uno con una etiqueta 




propia {-1 y 1}, y son estos datos los que definen la función de separación que se puede 
expresar de la siguiente manera: 
1
( ) sgn( ) sgn( )
J
i i j ij
j
g x b b w x

   wx   (2.119) 
donde x es el conjunto de datos de entrenamiento, w y b son un vector peso y una 
constante (sesgo), respectivamente, determinados del conjunto de entrenamiento.  
 
 El signo de g determina a qué clase se asigna una muestra, por ejemplo A (>0) y 
B (<0). Existen muchos planos que satisfacen la condición 〈w·x〉+ b=0, que es la que 
divide el espacio de datos en dos regiones de signo contrario. Si las dos clases se pueden 
separar, es posible definir un margen entre las dos clases de manera que: 
1,b wx  c = +1  (2.120) 
1,b  wx  c = -1  (2.121) 
 
 Los parámetros w y b se pueden escalar de manera adecuada para que siempre 
se tenga un margen con una distancia + 1 de la línea central. La frontera o hiperplano, 
debe ser equidistante a los dos extremos de cada clase. Existen infinidad de hiperplanos 
o líneas que cumplen las condiciones para poder separar dos clases, por lo que hay que 
definir una regla de decisión para determinar cuál es el hiperplano óptimo. En la 
construcción de SVM se considera hiperplano óptimo, definido por w y b, aquel que 
maximiza la distancia entre el hiperplano óptimo y el valor de entrada más cercano 
(maximización del margen) con la intención de forzar la generalización de la máquina 
que se esté construyendo.  
 
 La optimización se puede expresar de manera algebraica con la siguiente 
ecuación:  
1




b c b 

   w α ww ww  (2.122) 
donde el parámetro α se denomina multiplicador de Larrange y se emplea para 





del margen representa un problema de optimización cuadrático con restricciones 
lineales que se puede resolver mediante programación cuadrática. 
 
 El problema de dos clases linealmente separables no suele corresponderse a 
una situación real, ya que en los ejemplos reales suele haber ruido en las muestras y no 
son perfectamente separables por un hiperplano. Para ello se recurre a lo que se 
denomina margen máximo con holgura, permitiendo cierto grado de error en el 
hiperplano de separación de margen máximo.Desde el punto de vista de la formulación 
para definir el hiperplano óptimo, se incluyen unas variables reales denominadas 
variables de holgura, ξi, que permiten cuantificar el número de ejemplos no separables 
que se está dispuesto a admitir, es decir: 
( , ) 1 ,ci i b i    w x 0, 1...., .i n   (2.123) 
 De acuerdo a esta expresión, variables de holgura igual a cero corresponden a 
casos separables, mayores que cero corresponden a ejemplos no separables y mayores 
que uno corresponden a ejemplos no separables y mal clasificados. Como las 
restricciones se han relajado con la intención de poder separar ejemplos que no son 
perfectamente linealmente separables, en la expresión para conseguir el hiperplano 
óptimo, ya no basta con maximizar el margen, sino que hay que incluir los errores de 









b w C  

  w     (2.124) 
donde C es una constante elegida por el usuario, denominada error de penalización [85],  
que permite regular el compromiso entre el grado de sobreajuste del clasificador y la 
proporción del número de ejemplos no separables. El nuevo problema de optimización 
consistirá en encontrar el hiperplano definido por w y b, que minimicen la expresión 
2.124 y sujeto a las restricciones de la ecuación 2.123. A los hiperplanos así definidos 
se les denomina de margen blando, en contraposición a los hiperplanos de margen duro 
que se definían para ejemplos perfectamente linealmente separables.  




 En la figura II.6 se representan los vectores soporte apoyados en los márgenes 
de cada clase, muestras dentro de los márgenes (ξ=0), muestras entre los márgenes 
(0<ξ<1) y muestras mal clasificadas ξ>1.  
 
 
Figura II.6.Hiperplano optimo a partir de tres vectores soporte, muestras 
clasificada correctamente y muestras mal clasificadas. 
 Hasta ahora se ha planteado la resolución de problemas de clasificación lineal 
o parcialmente lineal mediante SVM. No obstante, la mayoría de los problemas reales 
incluyen casos en los que la separación lineal no es posible de ninguna manera. Las 
SVM son más útiles en estos casos, ya que las separaciones lineales se pueden realizar 
mediante otras técnicas menos complejas, pero los problemas no linealmente separables 
no se pueden resolver con cualquier herramienta. En estos casos, la manera en que las 
SVM  resuelven la situación es definir un espacio de dimensiones mayores al espacio de 
las variables, que se denomina espacio de características donde sí es posible la 








Figura II.7. Transformación del espacio de entrada a un espacio de características de 
mayor dimensión. 
 El principal inconveniente que encontramos es la dificultad de encontrar una 
función de transformación adecuada, además de la dificultad de transformar vectores x 
(espacio de variables)en vectores f  (espacio de características). La solución a estos 
problemas son las funciones kernel.  
 
El uso de funciones kernel permite describir de manera más sencilla el problema 
en un espacio de características de mayor dimensión y explicar un problema no lineal 
mediante métodos lineales. Las funciones kernel se aplican sobre vectores de X y su 
resultado es un producto escalar sobre un espacio de características F, es decir: 
l( , ) ( ), (i l iK x x  Φ x Φ x ) l( , ) ( ), (i l iK x x  Φ x Φ x )  (2.125) 
 Las funciones kernel, por tanto, permiten calcular productos escalares en el 
espacio F de características aplicando la función kernel sobre el espacio X de las 
variables. 
La optimización se escribe ahora de la siguiente manera,  
1
( ) ( , )
2
l
i i i l l l i
i VS l VS i VS
c K x x c   
  
  α   (2.126) 
De nuevo, la tarea de optimización implica un problema de programación 
convexa cuadrática, que se resuelva de manera sencilla en términos de K(xi,xl), ya que 
es posible la transformación sin tener que crear el espacio de características y trabajando 
solo en el espacio original en el que K(xi,xl), es definido. En otras palabras, en un 
algoritmo que pueda expresarse en función de productos escalares sobre su espacio de 
entrada, se sustituye el producto escalar original por la función kernel. Se consigue que 




el algoritmo original pase a aplicarse al espacio de características. Este atributo se 
conoce como el truco de kernel y es lo que hace que las SVM sean de gran utilidad en 
problemas de clasificación y regresión.  
La función de decisión para la clasificación se formula de la siguiente forma: 




x K s x    (2.127) 
donde si es una matriz que contiene los vectores soporte. El plano sigue 
dependiendo de los vectores soporte. Luego se vuelve el espacio de variables 
consiguiendo la separación mediante fronteras no lineales. En la figura II.8. se observa 
cómo se crea una frontera para un caso de muestras no separables. En un espacio de 
dimensiones mayores se genera un plano a partir de tres vectores soporte y cuando se 
vuelve al espacio inicial es posible la separación de las clases. 
 
 
Figura II.8. (a) Clases no separables. (b) Proyección en un espacio de 
dimensiones superiores. (c) proyección en dos las dimensiones iniciales. 
 
Las funciones kernel más comunes son las siguientes: 
 Función de base radial (RBF) que se define como












K x x (2.129) 
donde γ=1/2σ.  
 Función polinómica (PF), ( , ) ( )
j
c
i j ja b 
T
K x x x x (2.130). 
 Función sigmoidal (SF), ( , ) tanh( )
ji j ja b 
T
K x x x x (2.131). 
 Función identidad, ( , )






Las SVM presentan ciertas ventajas con respecto a otras técnicas de clasificación 
y regresión. Las SVM aprenden de los márgenes por lo que es posible trabajar con 
conjuntos de muestras pequeños, además transforman de espacios sin posibilidad de 
separación lineal en un espacio de dimensiones superior, donde la separación lineal es 
posible, luego vuelve al espacio de variables original generando fronteras no lineales. 
Es una técnica capaz de tratar problemas de alta dimensionalidad de manera 
satisfactoria [86]. 
Sin embargo, existe un inconveniente en el uso de las SVM y es el sobreajuste, 
que ocurre cuando se han aprendido muy bien los datos de entrenamiento pero no se 
pueden clasificar bien ejemplos nunca antes vistos. Para ello en la ecuación 2.124 se 
incluye un parámetro denominado error de penalización, basado en el  principio de 
minimización del riesgo estructural, para que el usuario tenga en cuenta y optimice de 
manera que se evite en la medida de lo posible el sobreajuste. 
 
 
II.7.4.3. Modelado suave independiente por analogía de clases.  
El modelado suave independiente por analogía de clases (SIMCA) es una técnica 
supervisada de reconocimiento de patrones es un procedimiento denominado de 
modelización blanda, ya que puede que algún caso no se clasifique dentro de alguna de 
las categorías existentes, Así, el método SIMCA [53,87-90] asocia a cada clase 
conocida un modelo matemático individual, de tal forma que cada patrón desconocido 
se compara con cada uno de los modelos establecidos para comprobar si se ajusta a 
alguno de ellos, perteneciendo entonces a dicha categoría. En caso de pertenecer a otro 
tipo de distribución constituiría un outlier con respecto a las clases conocidas en el 
conjunto de entrenamiento. 
SIMCA divide  la matriz de datos original en submatrices correspondientes a 
cada una de las k categorías y realiza un PCA por separado para cada una de las clases 
del conjunto de entrenamiento [91]: 
 
       ( ) ( ) ( ) 1 1 2 2    
k kk k T kx Y U y u k y u k    (2.133) 




Mediante el método de la validación cruzada y empleando el algoritmo NIPALS, 
explicado en el apartado II.7.2., se seleccionan f PCs explicativos de la mayor parte de 














  E (2.134) 
donde E es la matrizerror que contabiliza los residuales de cada caso, es decir, la 
diferencia entre los datos originales y la estimación del modelo. 
La varianza residual para la clase K con 
kr  objetos es: 
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Para un elemento cualquiera, se tiene: 
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
  (2.137) 
Con esta ecuación se calcula el valor estimado para 
klx  según el modelo PCA 
realizado para la clase k y se evalúa el error de ajuste. Esto se repite para cada uno de 
los elementos en cada una de las clases. 
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Al emplear un criterio F para establecer la pertenencia de un objeto a la clase 
considerada, el método SIMCA es evidentemente paramétrico. 
 
II.8. Regresión múltiple y multivariante  
 En muchas ocasiones nos encontramos con que es necesario predecir una 
variable respuesta a partir de otra variable relacionada y que se usa como predictora. 
Este problema es fácilmente abordable desde el punto de vista de la regresión lineal 
simple (RLS). Sin embargo, en otras ocasiones, es necesario tener en cuenta varias 
variables predictoras para generar una respuesta, lo cual se denomina regresión 
múltiple. En el caso de necesitar varias variables predictoras para varias variables 
respuesta, estaríamos hablando de regresión multivariante [92]. En este trabajo se utiliza 
la regresión múltiple en lugar de multivariante, y es por ello que se desarrollarán los 
conceptos relacionados con la primera. 
 
II.8.1. Modelos de regresión múltiple  
Cuando se pretende predecir una variable, y, a partir de variables 
independientes, x1, x2…xi se emplea el siguiente modelo de regresión lineal múltiple, 
que es el más habitual en regresión lineal multivariante [93]: 
 
1 1 2 2  ˆ o j jy b b x b x b x    (2.140) 
donde
ob es el valor de yˆ  cuando x1, x2…xi toman el valor cero,  jb  indica la variación 
que se produce en yˆ  por efecto de un aumento de xj para todo xi constante. 




El siguiente problema que encontramos es que los coeficientes b1, b2…bi no son 
comparables, ya que las variables x1, x2…xi no están medidas en las mismas unidades y 
no tienen los mismos errores. Por ello, se describen los términos βi o coeficientes de 
correlación, para comparar el aporte de cada variable independiente sobre ˆ.y  Otra 
forma de escribir la ecuación 2.132 es mediante un sistema de ecuaciones. Para el caso 
de dos variables independientes, x1 y x2: 
 
1 1 2 2 1  x x x yr r    (2.141) 
 
1 2 1 2 2x x x yr r   (2.142) 
rx1y y rx2y son los coeficientes de regresión, r, de las rectas x1y y x2y, respectivamente, 
1 2x xr  se define como el coeficiente de correlación lineal simple (o de Pearson) entre dos 













1 2,x xS S  son las desviaciones estándar del conjunto de muestras 1 y 2, 
respectivamente y  1 2,S x x  es la covarianza muestral entre x1 y x2 y se calcula según: 
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Por último para calcular b0, se multiplican los coeficientes b1, b2 calculados por 
los valores medios de x1 y x2, respectivamente, se calcula el valor de y : 
 
0 1 1 2 2  b y b x b x   (2.147) 
El modelo puede incluir efectos no lineales como x
2
1, o efectos de interacción 
x1x2. 
Uno de los problemas no resueltos, que se pueden encontrar cuando se trata con 
RLM, son la colinealidad y la alta dimensionalidad de las variables x. Para solventar 
estos problemas, que pueden causar resultados no deseados o incluso la imposibilidad 
de ejecutar el modelo, es necesario tratar los datos originales para transformarlos en 
otros, aptos para el análisis de RLM [94]. Existen, principalmente, dos métodos: la 
regresión de componentes principales (PCR) y de mínimos cuadrados parciales (PLS). 
La colinealidad, que se refiere a la dependencia que existe entre las  variables 
predictoras, dificulta enormemente cuantificar el efecto que cada variable predictora 
tiene sobre la variable dependiente. Para evaluar la colinealidad de un conjunto de 
medidas existen dos parámetros denominados factor de inflación de varianza (Variance 
Inflation Factor, VIF) y el número de condición, , que se calculan según las ecuaciones 














jR es el coeficiente de determinación obtenido al efectuar la regresión de Xj 
sobre el resto de las variables predictoras del modelo. Si VIF > 10 se considera que 
existe colinealidad. 
El número de condición, η, es la prueba más adecuada para la detección de la 
colinealidad según Judgeet al. [96]. Esta prueba se planteó inicialmente por Rachudel 
(1971) y se desarrolló años después por  Belsleyet al. [97] y se calcula según: 











max  y min  son los autovalores máximos y mínimos, respectivamente de la 
matriz de datos estudiada. Cuando η > 30 se considera que sí existe colinealidad. 
Como ya se ha mencionado PLS y PCR son técnicas que permiten solventar este 
problema y la alta dimensionalidad de las variables predictoras. En ambos casos, se 
transforman las variables en componentes ortogonales y, es necesario decidir cuáles son 
los que formaran parte de los modelos posteriores. Para ello, existen distintas formas de 
selección de componentes. Las más comunes son las explicadas en el apartado II.7.2. 
 
II.8.2. Regresión en componentes principales 
La PCR fue inicialmente propuesta por Massy [98] y trata de aplicar modelos de 
regresión lineal múltiple sobre un conjunto de componentes principales, obtenidos a 
partir de la matriz de correlación, tal y como se explica en la sección II.7.2. En el 








Figura II.9. Esquema de la secuencia de construcción de un modelo PCR. 
 
II.8.3.  Regresión por Mínimos Cuadrados Parciales 
En el caso de PCR, se ha explicado cómose usan los componentes principales 
del bloque x como variables predictoras por lo que las respuestas no tienen por qué estar 
Pretratamiento de los datos 
Reducción de la matriz de datos 
Selección de componentes f<j 






correlacionadas ya que sólo se emplea el bloque x.  La PLSR, fue introducida por 
H.Wold [99], para aplicarse, sobre todo a ciencias sociales y económicas. Con los años 
ha ido ganando popularidad en el mundo de la quimiometría. El PLS es una técnica que, 
a día de hoy, sigue siendo objeto de estudio. La metodología PLS generaliza y combina 
características del PCA y RLM. En PLS se utilizan como variables predictoras vectores 
que explican menos varianza que los PCs pero que están más correlacionados con las 
respuestas. En PLSR suele haber dos pasos fundamentales, en primer lugar la 
transformación de la matriz de variables predictoras X con ayuda del vector de 
respuestas Y de orden nx1, en una matriz de componentes latentes no correlacionadas. 
Estos componentes son los que se denominan PLS. En segundo lugar, se calcula el 
modelo de regresión estimado usando el vector respuesta original como variables y 
como predictoras los componentes PLS seleccionados (apartado II.7.2) 
Existen dos tipos de PLS en función de si se trata de una RLM o regresión lineal 
multivariante, PLS-1 y PLS-2, respectivamente. En este trabajo se utilizará en todos los 
casos PLS-1. 
Las ventajas que proporcionan estos métodos frente a PCR son la reducción del 
impacto sobre el modelo de las variaciones del bloque X que no tienen correlación con 
la respuesta, y en el caso de PLS sí, y la reducción del número de componentes que 
explican la máxima varianza, ya que las direcciones del espacio que están poco 
relacionadas con las respuestas no se incluyen en el caso de PLS.  
 
II.9. Reconocimiento de patrones mediante algoritmos basados en 
redes neuronales artificiales 
Las redes neuronales consisten en algoritmos puramente  matemáticos que 
trabajan mimetizando el funcionamiento del cerebro humano. El funcionamiento de 
estos métodos radica, principalmente, en cómo están interconectadas esas neuronas 
artificiales, es decir, en la arquitectura de la “red”. Precisamente, una de las razones por 
las que las redes neuronales gozan de una amplia adaptabilidad para el tratamiento de 
datos es la mencionada arquitectura de las redes, junto con el número de neuronas que 
las componen y la posibilidad de llevar a cabo tanto un aprendizaje supervisado como 




no supervisado, por lo que tienen un amplio campo de aplicación. Dentro del campo de 
la química, existen numerosas aplicaciones con un elevado número de artículos 
publicados sobre control de procesos [100], predicción de la estructura secundaria de las 
proteínas [101], optimización de métodos cromatográficos [102] o a la clasificación de 
objetos en distintas categorías [103], entre otras. 
Inicialmente, podemos considerar la red neuronal como una caja negra que 
acepta una serie de datos de entrada y proporciona uno o más datos de salida, tal y como 
se representa en la figura II.10. 
 
Figura II.10. Red neuronal en forma de caja negra. 
 
En el interior de dicha caja existen unidades básicas conectadas unas con otras 
llamadas neuronas. Las entradas pasan a través de estas conexiones, que son las líneas 
de la red, transformándose y distribuyéndose en cada una de estas neuronas de forma 
que producen una o varias salidas [104]. Los datos de entrada son m-dimensionales, 
siendo la salida n-dimensional. Normalmente se utilizan redes en las que los datos de 
salida tienen una dimensión menor que los de entrada. 
Las aplicaciones más comunes de las redes neuronales son [105]: 
 Autoasociación: el sistema es capaz de reconstruir un dato de salida correcto 
a partir de un dato de entrada incompleto, es decir, identifica patrones 
corruptos. 
 Heteroasociación: el sistema realiza asociación uno a uno entre los miembros 





 Clasificación: asigna a los objetos una clase en base a una o varias 
propiedades que caracterizan a una determinada clase. El proceso de 
clasificación puede realizarse tanto de forma supervisada como no 
supervisada. El entrenamiento se realiza con un subconjunto de los datos.  
Posteriormente, la red es capaz de predecir la clase o el cluster al cual 
pertenecen objetos desconocidos. 
 Transformación: la red lleva a cabo la transformación de datos del espacio 
multivariante a otro tipo de datos, también multivariantes de igual o menor 
dimensionalidad manteniendo la topología de los datos, es decir, manteniendo 
la relación entre los datos. 
 Modelización: consiste en buscar una función analítica o “modelo” que 
proporcione unos datos de salida n-dimensionales para una entrada m-
dimensional. En la modelización clásica es necesario conocer de antemano la 
función de modelización; en el caso de los algoritmos neuronales sólo se 
necesita un número suficiente de datos de entrada, lo suficientemente 
espaciados como para que la red se adapte a cualquier relación no lineal 
entre los datos de entrada y los de salida. 
 
II.9.1. Tipos y clasificaciones de las redes neuronales artificiales. 
Existen una serie de modelos de ANN presentes en la bibliografía y en 
numerosos estudios. A lo largo de la historia se han propuesto diferentes clasificaciones 
para ordenar, de alguna manera, los tipos de redes existentes [106]. 
En primer lugar, existe una clasificación en  función del patrón de conexiones 
que presentan, definiéndose tres tipos básicos de redes: 
 Redes de propagación hacia delante o acílicas: las señales van desde la capa 
de entrada a la de salida sin existir ciclos. En este grupo aparecen las redes 
monocapas (perceptrón o Adaline) y las multicapa (perceptrón multicapa) 
 Redes recurrentes: presentan al menos un ciclo cerrado de activación 
neuronal (máquina de Boltzmann). 




JJ. Montaño Moreno [107] expone en sus trabajos una clasificación que parte de 
los distintos sistemas de aprendizaje de las redes, y las va clasificando en función de los 
tipos de conexiones o las funciones de las mismas. Se trata de una clasificación 
exhaustiva que se resume en el esquema de la figura II.11. 
 Aprendizaje supervisado: estas redes necesitan que los datos de entrada estén 
previamente clasificados  o que el objetivo respuesta se conozca (perceptrón 
simple, Adaline, perceptrón multicapa, red de retropropagación 
(backpropagation), y la red de memoria asociativa bidireccional). 
 Aprendizaje no supervisado o autoorganizado: no necesitan que se conozca 
una clasificación previa de los datos de entrada (redes de Hopfield, máquina 





















1. Con conexiones feedforward 
 - Lineales (perceptrón, Adaline) 
 - Perceptrón multicapa (MLP) (Backpropagation,  
correlación en cascada) 
 - Función de Base Radial (RFB) 
2. Con conexiones  feedback 
 - Máquina de Boltzmann 
3. Competitivo 
 - Gausiana ARTMAP 
1. Competitivo 
 - Teoría de la Resonancia Adaptativa (ART) 
 - Mapa Auto Organizado    
2. Reducción dimensaionalidad 
 - Regla de Oje 
 - Sanger 
3. Autoasociacion 
 - Red de Hopfield 
 - Brain-state-in a box 
Redes Neuronales 
Artificiales (ANN) 





II.9.2. Neuronas y redes 
Las redes neuronales artificiales son modelos matemáticos con una similitud 
muy superficial a las redes neuronales biológicas. En la neurobiología, a la modulación 
de la señal que se transmite entre las neuronas se denomina fuerza sináptica, y en el 
caso que nos ocupa, a esta fuerza sináptica se la denomina peso (w). Este peso va a 
determinar la cantidad de señal que entra en una neurona. Si asignamos la señal de 
entrada como ( 1, ., )is i m  , que actúa sobre los pesos iw , la señal de entrada global 
va a ser una función de todas las 
is  que llegan en cada momento y de todos los pesos iw
, es decir, la señal global neta (Net) va a ser una suma de los productos 
i iw s . Se 
denomina función de propagación o de red (Net). En laecuación siguiente se representa 
esta idea. 






Estas redes se van a someter a un proceso de aprendizaje para que puedan tomar 
decisiones que nos ayuden a nuestros propósitos de clasificación. Este proceso de 
aprendizaje en la red no es más que un cierto número de cambios en los valores de los 
pesos 
iw . La expresión analítica de la señal Net es: 
 
1 1 2 2  m mNet w s w s w s   (2.151) 
Las señales 
is  se combinan en un vector de entrada X, cuyas componentes van a 
ser las 
is . De esta forma tenemos: 
    1 2 1 2, , , , , ,  m ms s s X x x x   (2.152) 
w11   w12   …w1m 
w21   w12   …w1m 
……wji… 
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De la misma forma las fuerzas sinápticas se escriben en forma de un vector de 
pesos W: 
  1 2, , , mW w w w  (2.153) 
De manera que la función Net será que el producto escalar de los dos vectores W 
y X: 
 Net WX (2.154) 
Generalmente se añade un off-set adicional llamado bias: 
 0 Net WX  (2.155) 
La adición de este término permite una mayor adaptabilidad para el aprendizaje. 









  (2.156) 
 
Todo proceso de aprendizaje implica el cálculo del vector de pesos óptimos que 
proporcione decisiones correctas. Para evaluar ese vector se utiliza la Regla Delta. 
Inicialmente, el vector de pesos óptimo se escoge al azar y se calcula Net para 
un objeto determinado X.  Si no se ha obtenido un resultado correcto, deberá 
modificarse W de la siguiente forma: 
 
( ) ( )nuevo viejoW W W   (2.157) 
Esta modificación es proporcional a una determinada cantidad   del vector de 
pesos W: 














donde η  es una constante de proporcionalidad llamada factor de aprendizaje. La 
ecuación estándar para la regla delta es: 
 W X  (2.160) 
Al principio del proceso de aprendizaje es conveniente mantener η 1  y 
conforme va aumentando el tiempo de cálculo, mejorándose el aprendizaje, es 
aconsejable ir reduciendo el valor de η . 
Una vez obtenido W y calculada Net, hay que transformar de forma no lineal 
esta función Net de forma análoga al comportamiento biológico. Esta modificación de 
Net para calcular la salida de la neurona se denomina Función de transferencia (Sal): 
  Sal f Net (2.161) 
Esta función de transferencia debe cumplir tres requisitos: 
 No ser negativa. 
 Debe ser continua y estar confinada dentro de un determinado rango. 
 Debe ser derivable. 
Aunque existen muchas funciones matemáticas que cumplen estas condiciones, 
una de las más empleadas en aplicaciones de redes neuronales es la función sigmoidea, 










Una de las ventajas que presenta esta función de transferencia es que el cambio 
es el de máximo aprendizaje y una ventaja adicional es que la derivada de la función 
contiene a la propia función. 




Existen otras funciones como la función  identidad cuya expresión viene dada 
por la siguiente ecuación: 
     f Net Net (2.163) 
la función exponencial o softmax o la función tangencial. 
En la figura II.12. se presentan dos redes neuronales. En la parte superior,  una 
red con una función tipo sigmoidea  y en la parte inferior, otra con función identidad. 
 
 
Figura II.12. Representación gráfica de una ANN con (a) función de activación 
sigmoidea; (b) ANN con función de activación identidad. 
 
La señal de entrada debe adecuarse al conjunto de neuronas conectadas en la red, 
por lo tanto, la señal de entrada debe atacar a todas las neuronas a la vez, cada una de 
ellas con sus propios vectores de pesos, W, y señales de salida (Sal). 
Al grupo de neuronas que reciben el mismo conjunto de señales de entrada X y 
producen otras tantas salidas simultáneas se les denomina capa. Todas las neuronas de 
la misma capa deben tener la misma dimensión. Como cada neurona j produce su propia 
función 
jNet  y su correspondiente señal de salida jSal , cada señal individual de una 
misma capa se puede englobar en los respectivos vectores x, Net y Sal. El vector de 
salida Sal de una capa será el vector de entrada X dela siguiente capa de neuronas. 
Entrada     Conexiones     Función de red    Función de activación 















Dentro de la red se pueden distinguir tres tipos de capas[108]: 
 Capa de entrada: es la capa que recibe directamente la información 
proveniente de las fuentes externas de la red, los datos de entrada. Es una 
capa  no activa. 
 Capas ocultas: son internas a la red y no tienen contacto directo con el 
entorno. El número de niveles ocultos puede estar entre cero y un número 
elevado. Las neuronas de las capas ocultas pueden estar interconectadas de 
distintas maneras, lo que determina,  junto con su número, las distintas 
topologías de redes neuronales. 
 Capa de salida: es la que transfiere información de la red al exterior.  
Independientemente de la arquitectura de la red, se debe cumplir que a todas las 
neuronas de la misma capa les ha de llegar igual número de entradas, incluyendo una 
entrada adicional (bias). Además, el número de pesos en cada neurona viene fijado por 
el número de señales procedentes de la capa anterior. 
Desde  el punto de vista matemático, vamos a considerar una capa de n 
neuronas, cada una de ellas con un vector de pesos m-dimensional, por lo que se tendrá 
una matriz de pesos W para una red multicapa. Cada elemento de esta matriz tendrá un 
superíndice indicativo de la capa a la cual pertenece y un subíndice j representativo de 
su neurona correspondiente  1jiw . 
Para aplicar una señal de entrada m-dimensional a una red neuronal con una 
capa de n neuronas, cada una de ellas con m pesos, tendremos que multiplicar un vector 
X
1 2 1( , , ., ,1)mx x x  por una matriz de pesos W de dimensión n x m. El resultado es un 
vector Net
1 2( , , .., )mNet Net Net .  
Para una red multicapa, se cumple que la señal de entrada de la capa 1 es la 
salida de la capa 1-1: 
 
1  l lX Sal  (2.164) 
Según esto se puede escribir: 











Net w sal 

 (2.165) 
para j=1,2,……., n. 
La señal de salida de la capa 1 se obtiene a partir de 
lNet  mediante la señal de 
transferencia, en el caso de utilizar la función sigmoidea: 
  l lSal sf Net (2.166) 
II.9.3. Aprendizaje no supervisado 
En el caso de algoritmos neuronales con aprendizaje no supervisado la red debe 
descubrir por sí sola características, correlaciones o categorías de los datos de entrada y 
obtenerlas de forma codificada a la salida. En este sentido se puede decir que estas 
unidades y conexiones muestran cierto grado de autoorganización. Uno de los modelos 
más característicos de redes no supervisadas es el de mapas autoorganizados de 
Kohonen [109]. 
II.9.4. Aprendizaje supervisado 
En estos sistemas se dispone de algún tipo de información que permite decidir 
cuándo dejar de aprender, con qué intensidad aprender o cada cuánto tiempo hacerlo. 
Rumelhart et al. [110] idearon un método, basado en otros investigadores [111,112], 
para que una red neuronal aprendiera la asociación existente entre los patrones de 
entrada a la misma y las clases correspondientes empleando varias capas de neuronas. 
Este método es el que se conoce como backpropagationo error de retropropagación.  
La principal ventaja de este tipo de aprendizaje es que la corrección de los pesos 
está muy bien definida. Dicha corrección empieza a ser aplicada a los pesos de la última 
capa (capa de salida) continuando hacia atrás hasta llegar a la capa de entrada. En la 
figura II.13.se muestra un esquema de la secuencia que se sigue cuando se tiene una red 






Figura II.13. Corrección de pesos en el aprendizaje por retropropagación. 
 
La arquitectura de la red de retropropagación es muy flexible, de forma que el 
número de capas así como el número de neuronas que las forman varían según la 
aplicación para la cual se está desarrollando la red. En la mayoría de los casos una red 
de retropropagación consiste en una capa de entrada con tantas neuronas como 
componentes tenga la señal de entrada, y dos capas activas: la oculta y la capa de salida. 
El proceso de aprendizaje es supervisado porque precisa de un conjunto 
predefinido de parejas de datos de entrada, que consiste en objetos (X) junto  con unos 
objetivos o targets asociados (T). Durante el proceso de entrenamiento, se ajustan los 
pesos de la red con el fin de que las entradas introducidas produzcan las salidas 
deseadas. Los pasos a seguir en el entrenamiento son: 
a) Elegir dos conjuntos de objetos de entrada y de objetivos e introducir el 
primer vector de entrada (X) en la red. 
b) Calcular la salida de la red. 
c) Calcular el error entre la salida de la red y la salida deseada (Target). 
d) Modificar los pesos de la red con el fin de minimizar el error, empleando la 
regla Delta. 
Se repiten los pasos anteriores para cada vector del conjunto de entrenamiento 
hasta disminuir convenientemente el error. Las neuronas de la capa de entrada actúan 
como buffers de entrada de los datos, los cuales son ponderados por cada una de las 
neuronas de la capa. La siguiente capa, es decir, la capa oculta, recibe las salidas ya 
















suma a través de la función de transferencia. El resultado obtenido pondera y pasa hacia 
la capa de salida donde se repite el proceso de suma y transformación. El valor de la 
función de transferencia de la capa de salida constituye la respuesta de la red del objeto 
introducido.  
El proceso de entrenamiento se realiza de forma iterativa introduciendo en la red 
todos los miembros del conjunto de parejas conocido objeto-objeto (set entrenamiento). 
Cada paso del conjunto completo se denomina época. El aprendizaje termina cuando no 
se mejore la diferencia entre la salida de la red y el objetivo correspondiente, o bien 
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III. Parte Experimental 
III.1. Material y reactivos 
 III.1.1. Aparatos 
 Espectrómetro de plasma inducido acoplado ULTIMA 2 (HORIBA JOBIN 
YVON, Kioto, Japón) equipado con: 
- Antorcha Minitorch. 
- Nebulizador Meinhard. 
 Cromatógrafo líquido (HITACHI, Tokyo, Japón):   
- Bomba binaria para HPLC Hitachi Elite L-2130. 
- Inyector Rheodyne con bucle de 20 µl. 
- Detector UV  Hitachi Elite L-2400. 
- Columna cromatográfica TRACER EXCEL de fase inversa, C18,        
150 mm de longitud, 4 mm d.i., 5 µm de tamaño de partícula.  
- Horno para columna GECKO 2000. 
 Espectrofotómetro Thermo Spectronic Unicam UV 500 
 Baño de arena P Selecta Combiplac. 
 Baño de Ultrasonido P Selecta Ultrasons H-D.  
 Estufa Memmert UNB 500 (Schwabach, Alemania) 
 
 III.1.2. Reactivos y disoluciones 
III.1.2.1. Reactivos 
Todos los reactivos utilizados en la realización de este trabajo fueron de, al menos,  
calidad para análisis. 
 Acetona, CH3COCH3,  (Panreac, Barcelona, España) 
 Acetonitrilo, CH3CN, calidad gradiente para cromatografía de líquidos 
(Teknokroma, Barcelona, España) 
 Ácido bórico, H3BO3, (Merck, Darmstadt, Alemania) 
 Ácido clorhídrico, HCl, (37%) (Merck, Darmstadt, Alemania) 




 Ácido nítrico, HNO3,  (65%) (Merck, Darmstadt, Alemania) 
 Ácido perclórico, HClO4, (60%) (Merck, Darmstadt, Alemania) 
 Ácido sulfúrico, H2SO4, (96%) (Merck, Darmstadt, Alemania) 
 Amonio dihidrogeno fosfato, (NH4)H2PO4,  (Merck, Darmstadt, Alemania) 
 Capsaicina, C17H27NO3,  (Sigma Aldrich, Saint Louis, USA) 
 Carbonato de calcio, CaCO3, (Sigma Aldrich, Saint Louis, USA) 
 Cloruro de manganeso, MnCl2, (Sigma Aldrich, Saint, Louis, USA). 
 Cloruro de níquel, NiCl2, (Sigma Aldrich, Saint Louis, USA)  
 Cloruro de potasio, KCl, (Sigma Aldrich, Saint Louis, USA) 
 Cloruro de sodio, NaCl, (Sigma Aldrich, Siant Louis, USA) 
 Cobre metálico, Cu, (Merck, Darmstadt, Alemania) 
 Dicromato de potasio, K2Cr2O7, (Merck, Darmstadt, Alemania). 
 Dihidrocapsaicina, C17H29NO3, (Sigma Aldrich, Saint Louis, USA) 
 Hierro metálico, Fe, (Merck, Darmstadt, Alemania) 
 Peróxido de hidrógeno, H2O2,  (30%) (Merck, Darmstadt, Alemania) 
 Metanol, CH3OH, calidad gradiente para cromatografía de líquidos,  
(Teknokroma, Barcelona, España) 
 Nitrato de aluminio, Al(NO3)3·9H2O, (Merck, Darmstadt, Alemania) 
 Nitrato de cobalto, Co(NO3)2·6H2O, (Merck, Darmstadt, Alemania) 
 Nitrato de magnesio, Mg(NO3)2·6H2O, (Sigma Aldrich, Saint Louis, USA) 
 Nitrato de plomo, Pb(NO3)2, (Merck, Darmstadt, Alemania). 
 Nitrato de estroncio, Sr(NO3)2,  (Sigma Aldrich, Saint Louis, USA). 
 Sulfato de amonio, (NH4)2SO4, (Merck, Darmstadt, Alemania). 
 Sulfato de cinc, ZnSO4·H2O, (Merck, Darmstadt, Alemania). 
III.1.2.2.  Disoluciones estándar 
 Las disoluciones estándar (1000 mg L-1) de Al, B, Ca, Cu, Fe, K, Mg, Mn, Na, 
Ni, P, Pb, Sr, Zn, se prepararon de acuerdo con lo descrito en la guía de 
preparación de patrones de espectroscopía atómica de PERKIN-ELMER 
(Norwalk, CN) [1]. 
 




 Las disoluciones de trabajo se obtuvieron por dilución de las anteriores 
empleando siempre agua tratada con un sistema Milli-Q (Millipore, Bedford, 
MA) con una resistividad de 18,2 M·cm. 
 
 Capsaicina (250 mg L-1). Se toman 125 mg, medidos con precisión hasta la 
décima de mg, de reactivo puro enrasando con 500 mL de metanol. 
 
 Dihidrocapsaicina (250 mg L-1). Se toman 125 mg, medidos con precisión hasta 
la décima de mg, de reactivo puro enrasando con 500 mL de metanol. 
 
 Las disoluciones de trabajo de capsaicina y dihidrocapsaicina se obtuvieron por 
dilución de las anteriores empleando siempre agua Milli-Q. 
 
 Disolución de sulfato de amonio y cobalto (II) hexahidratado (34,96 g L-1) y 
dicromato potásico (0,3005 g L
-1
) en disolución de ácido sulfúrico 1,8 M.  
 
 Disolución de sulfato de amonio y nitrato de cobalto (II) (para 100 mL): 10 mL 
de sulfúrico concentrado 98%, 3,54 g de nitrato de cobalto (II) y 0,03 g de 
sulfato de amonio. 
 
III.1.3. Muestras  
Se han analizado 144 muestras de pimentón de las denominaciones de origen Murcia y 
Extremadura [2,3], de diversas marcas comerciales adquiridas en comercio minorista.  
72 son de la DOP Extremadura y 72 de la DOP Murcia. En la tabla III.1 se incluye un 
listado de las muestras estudiadas con indicación del código utilizado para su 
identificación, la marca del producto, así como el origen geográfico y el tipo de 
pimentón, dulce, picante o agridulce. El código de cada muestra incluye una referencia 
de la DOP correspondiente, un número de orden y un superíndice que indica si se trata 
de pimentón dulce (d), picante (p) o agridulce (a). 
 
  




Tabla III.1. Muestras de pimentón estudiadas 
Código Origen Marca Tipo 
EX01ª Extremadura Tiburcio Pérez Trancón Agridulce 
EX02ª Extremadura Tiburcio Pérez Trancón Agridulce 
EX03ª Extremadura La Chinata Agridulce 
EX04ª Extremadura La Chinata Agridulce 
EX05ª Extremadura Ntra. Sra. Del Salobral Agridulce 
EX06ª Extremadura Ntra. Sra. Del Salobral Agridulce 
EX07ª Extremadura Los Extremeños Agridulce 
EX08ª Extremadura Los Extremeños Agridulce 
EX09ª Extremadura Vega 31 Cáceres Agridulce 
EX10ª Extremadura Vega 31 Cáceres Agridulce 
EX11ª Extremadura Carlos I Agridulce 
EX12ª Extremadura Carlos I Agridulce 
EX13ª Extremadura El rey de la Vera Agridulce 
EX14ª Extremadura El rey de la Vera Agridulce 
EX15ª Extremadura El rey de la Vera Agridulce 
EX16ª Extremadura El rey de la Vera Agridulce 
EX17ª Extremadura El Colorín Agridulce 
EX18ª Extremadura El Colorín Agridulce 
EX19ª Extremadura Jaseret Agridulce 
EX20ª Extremadura Jaseret Agridulce 
EX21ª Extremadura El caballo de oros Agridulce 
EX22ª Extremadura El caballo de oros Agridulce 
EX23ª Extremadura Paz Agridulce 
EX24ª Extremadura Paz Agridulce 
EX25
d
 Extremadura La Chinata Dulce 
EX26
d
 Extremadura La Chinata Dulce 
EX27
d
 Extremadura Triburcio Pérez Trancón Dulce 
EX28
d
 Extremadura Triburcio Pérez Trancón Dulce 
EX29
d
 Extremadura La Chinata Dulce 
EX30
d
 Extremadura La Chinata Dulce 
EX31
d
 Extremadura Ntra. Sra. Del Salobral Dulce 
EX32
d
 Extremadura Ntra. Sra. Del Salobral Dulce 
EX33
d
 Extremadura Los Extremeños Dulce 
EX34
d
 Extremadura Los Extremeños Dulce 
EX35
d
 Extremadura Vega 31 Cáceres Dulce 
EX36
d
 Extremadura Vega 31 Cáceres Dulce 
EX37
d
 Extremadura Carlos I Dulce 
EX38
d
 Extremadura Carlos I Dulce 
 




Tabla III.1. Continuación. 
Código Origen Marca Tipo 
EX39
d
 Extremadura El rey de la Vera Dulce 
EX40d Extremadura El rey de la Vera Dulce 
EX41
d
 Extremadura El rey de la Vera Dulce 
EX42
d
 Extremadura El rey de la Vera Dulce 
EX43
d
 Extremadura El Colorín Dulce 
EX44
d
 Extremadura El Colorín Dulce 
EX45
d
 Extremadura Gualtaminos Dulce 
EX46
d
 Extremadura Gualtaminos Dulce 
EX47
d
 Extremadura SPP Dulce 
EX48
d
 Extremadura SPP Dulce 
EX49
p
 Extremadura La Chinata Picante 
EX50
p
 Extremadura La Chinata Picante 
EX51
p
 Extremadura Triburcio Pérez Trancón Picante 
EX52
p
 Extremadura Triburcio Pérez Trancón Picante 
EX53
p
 Extremadura La Chinata Picante 
EX54
p
 Extremadura La Chinata Picante 
EX55
p
 Extremadura Ntra. Sra. Del Salobral Picante 
EX56
p
 Extremadura Ntra. Sra. Del Salobral Picante 
EX57
p
 Extremadura Los Extremeños Picante 
EX58
p
 Extremadura Los Extremeños Picante 
EX59
p
 Extremadura Vega 31 Cáceres Picante 
EX60
p
 Extremadura Vega 31 Cáceres Picante 
EX61
p
 Extremadura Carlos I Picante 
EX62
p
 Extremadura Carlos I Picante 
EX63
p
 Extremadura El rey de la Vera Picante 
EX64
p
 Extremadura El rey de la Vera Picante 
EX65
p
 Extremadura El rey de la Vera Picante 
EX66
p
 Extremadura El rey de la Vera Picante 
EX67
p
 Extremadura El Colorín Picante 
EX68
p
 Extremadura El Colorín Picante 
EX69
p
 Extremadura Paz Picante 
EX70
p
 Extremadura Paz Picante 
EX71
p
 Extremadura SPP Picante 
EX72
p
 Extremadura SPP Picante 
MU01ª Murcia Oro molido Agridulce 
MU02ª Murcia Oro molido Agridulce 
MU03ª Murcia Oro molido Agridulce 
MU04ª Murcia Oro molido Agridulce 
MU05ª Murcia Oro molido Agridulce 
  




Tabla III.1. Continuación. 
Código Origen Marca Tipo 
MU06ª Murcia Oro molido Agridulce 
MU07ª Murcia Exportación Cervantes Agridulce 
MU08ª Murcia Exportación Cervantes Agridulce 
MU09ª Murcia Exportación Cervantes Agridulce 
MU10ª Murcia Oro molido Agridulce 
MU11ª Murcia Oro molido Agridulce 
MU12ª Murcia Oro molido Agridulce 
MU13ª Murcia Oro molido Agridulce 
MU14ª Murcia Oro molido Agridulce 
MU15ª Murcia Oro molido Agridulce 
MU16ª Murcia Ecoato Agridulce 
MU17ª Murcia Ecoato Agridulce 
MU18ª Murcia Ecoato Agridulce 
MU19ª Murcia Ecoato Agridulce 
MU20ª Murcia Ecoato Agridulce 
MU21ª Murcia Ecoato Agridulce 
MU22
d
 Murcia J. Antonio Navarro Dulce 
MU23
d
 Murcia J. Antonio Navarro Dulce 
MU24
d
 Murcia J. Antonio Navarro Dulce 
MU25
d
 Murcia La Odalisa Dulce 
MU26
d
 Murcia La Odalisa Dulce 
MU27
d
 Murcia La Odalisa Dulce 
MU28
d
 Murcia Alteza Dulce 
MU29
d
 Murcia Alteza Dulce 
MU30
d
 Murcia Alteza Dulce 
MU31
d
 Murcia Alteza Dulce 
MU32
d
 Murcia Alteza Dulce 
MU33
d
 Murcia Alteza Dulce 
MU34
d
 Murcia FG Dulce 
MU35
d
 Murcia FG Dulce 
MU36
d
 Murcia FG Dulce 
MU37
d
 Murcia FG Dulce 
MU38
d
 Murcia FG Dulce 
MU39
d
 Murcia FG Dulce 
MU40
d
 Murcia Pichi Dulce 
MU41
d
 Murcia Pichi Dulce 
MU42
d
 Murcia Pichi Dulce 
 




Tabla III.1. Continuación. 
Código Origen Marca Tipo 
MU43
p
 Murcia J. Antonio Navarro Picante 
MU44
p
 Murcia J. Antonio Navarro Picante 
MU45
p
 Murcia J. Antonio Navarro Picante 
MU46
p
 Murcia La Odalisa Picante 
MU47
p
 Murcia La Odalisa Picante 
MU48
p
 Murcia La Odalisa Picante 
MU49
p
 Murcia Exportación Cervantes Picante 
MU50
p
 Murcia Exportación Cervantes Picante 
MU51
p
 Murcia Exportación Cervantes Picante 
MU52
p
 Murcia Exportación Cervantes Picante 
MU53
p
 Murcia Exportación Cervantes Picante 
MU54
p
 Murcia Exportación Cervantes Picante 
MU55
p
 Murcia Alteza Picante 
MU56
p
 Murcia Alteza Picante 
MU57
p
 Murcia Alteza Picante 
MU58
p
 Murcia Alteza Picante 
MU59
p
 Murcia Alteza Picante 
MU60
p
 Murcia Alteza Picante 
MU61
p
 Murcia Coato Picante 
MU62
p
 Murcia Coato Picante 
MU63
p
 Murcia Coato Picante 
MU64
p
 Murcia Choricero oro Picante 
MU65
p
 Murcia Choricero oro Picante 
MU66
p
 Murcia Choricero oro Picante 
MU67
p
 Murcia Choricero oro Picante 
MU68
p
 Murcia Choricero oro Picante 
MU69
p
 Murcia Choricero oro Picante 
MU70
p
 Murcia Pichi Picante 
MU71
p
 Murcia Pichi Picante 
MU72
p
 Murcia Pichi Picante 
 
En las tablas III.2, III.3 y III.4 se incluyen las muestras que se han estudiado 
considerando distintos tipos de variables. La tabla III.2 presenta las muestras que se han 
estudiado considerando el perfil metálico. En la III.3 se han incluido las muestras 
estudiadas por espectrofotometría UV-Vis, determinando el parámetro ASTA, y las 
coordenadas CIELab. La tabla III.4 incluye las muestras en las que se ha calculado el 
parámetro SHU.  
 











Tabla III.3. Muestras analizadas mediante espectroscopia UV-Vis. 






























































































Tabla III.4. Muestras analizadas para determinar el parámetro SHU. 




























Tabla III.2. Muestras analizadas mediante ICP-AES. 
Origen Tipo nº de muestras Códigos 



































III.2.1. Determinación de la humedad en muestras de pimentón 
La humedad de las muestras se ha determinado siguiendo las recomendaciones 
de la AOAC para muestras vegetales [4]. En primer lugar se colocó la capsula destapada 
y la tapa durante 1 hora a 105ºC, y empleando unas pinzas se trasladó a un desecador, 
donde se dejó enfriar durante 30 minutos; a continuación se pesó con una precisión de 
0,1 mg. A continuación, se pesan 2 g de muestra, se colocan en la capsula destapada y 
se introducen en la estufa a 105ºC durante 4 horas. Una vez trascurrido el tiempo se tapa 
la capsula y se lleva con unas pinzas al desecador, donde se deja durante 30 minutos 
para asegurar que se enfría hasta temperatura ambiente. Se pesa la muestra con la 
capsula tapada dos veces con un intervalo de 2 minutos para verificar que no existen 
variaciones en la pesada. Puesto que la medida de humedad de la muestra se basa en la 
determinación gravimétrica de la pérdida de masa correspondiente al agua presente, la 











    (3.1) 
donde  m1 es la masa en gramos de la capsula vacía y de su tapa; m2 es la masa en 
gramos de la capsula y la tapa con la muestra tapada antes del secado, y m3 es la masa 
en gramos de la cápsula tapada  con la muestra desecada.  
 
III.2.2. Determinación de Al, B, Ca, Cu, Fe, K, Mg, Mn, Na, Ni, P, Pb, Sr y Zn 
mediante ICP-AES 
 Para la  determinación de los elementos anteriormente citados es preciso llevar a 
cabo la mineralización de las muestras. Se aplicaron tres métodos de digestión distintos 
por vía húmeda utilizando distintas mezclas de ácidos.  Una descripción de cada uno de 
ellos se detalla a continuación.  
 
 




 Método 1 (M1) 
En este procedimiento se utiliza una mezcla HNO3/H2SO4 (15:2) para llevar a 
cabo la digestión. Se coloca 1g de pimentón en un vaso de precipitado de 100 ml  
y se añaden 2 ml de H2SO4, 5 ml HNO3  y se calienta a 90-100ºC en un baño de 
arena. El resto de HNO3 se va añadiendo paulatinamente. Se calienta hasta una 
reducción de aproximadamente el 95% del volumen inicial y hasta que deje de 
observarse desprendimiento de vapores rojos de óxido nitroso.  
 Método 2 (M2) 
En este caso se utiliza una mezcla HNO3/H2O2  (4:1) para llevar a cabo la 
digestión. Se coloca 1g de pimentón en un vaso de 100 ml y se añaden 5 ml de 
HNO3 y 5 ml de H2O2, se calienta a 90-100ºC en un baño de arena. Se añaden 15 
ml más de HNO3, paulatinamente, y se sigue calentando hasta que dejen de 
observarse vapores rojos de óxido nitroso.  
 Método 3 (M3) 
 Para la mineralización de la muestra en este caso se recurre a una mezcla de 
HNO3/HClO4  (4:1). Se coloca 1 g de pimentón en un vaso de precipitado de 100 
ml junto a 5 ml de HClO4 y 5 ml de HNO3 gota a gota para evitar reacciones 
bruscas. Se calienta durante 10 minutos a unos 90-100ºC y a continuación se 
añaden 15 ml de HNO3, paulatinamente. Se calienta hasta que dejan de 
observarse vapores rojos de óxido nitroso.  
  Todas las disoluciones resultantes de la aplicación de estos procedimientos de 
mineralización se dejan enfriar a temperatura ambiente, se filtran (0,45 µm) y se 
transfiere  a un matraz aforado de 50 ml, enrasando con agua Milli-Q. 
  Las condiciones instrumentales para la medida mediante ICP-AES se presentan 
en la tabla III.5.  
  





















III.2.3. Medidas espectrofotométricas  
Los parámetros ASTA y las coordenadas CIELab se han calculado a partir de 
medidas de absorbancia en el intervalo UV-Vis, realizadas con cubetas de cuarzo de 1,0 




Tabla III.5. Condiciones instrumentales ICP-AES 
RF frecuencia 40,68 MHz 
Potencia operacional 1000 W 
Observación Radial 
Flujo de argón (plasma) 12 L min
-1
 
Tipo de nebulizador Meinhard 




Elemento  / nm 


















III.2.3.1. Determinación del parámetro ASTA 
Para determinar el color en muestras de pimentón se sigue el procedimiento 
ASTA 20.1 [4]. Se pesan entre 0,07 y 0,1 g de pimentón, se disuelven en acetona, se 
agita, se deja reposar, y se enrasa con el disolvente a 100 mL. Antes de medir la 
absorbancia a 460 nmm, se vuelve a agitar y se dejan depositar las partículas 2 minutos.  
Es necesario realizar un cálculo de corrección del equipo, If, tal y como se 
muestra en la ecuación 3.2. Para ello se mide la absorbancia del patrón consistente en 
una disolución de sulfato de amonio y cobalto (II) hexahidratado (34,96 g L
-1
) y 
dicromato de potasio (0,3005 g L
-1
), en disolución de ácido sulfúrico 1,8 M. El cálculo 




    (3.2) 
siendo AP la absorbancia teórica del patrón a 460 nm (0,6) y A la absorbancia 
experimental del patrón a 460 nm.  
El cálculo de grados ASTA se realiza según la ecuación 3.3: 
 m




     (3.3) 
donde Am es la absorbancia de la muestra a 460 nm y m la masa de la muestra en 
gramos.  
 
III.2.3.2. Registro de espectros para el cálculo de las coordenadas CIELab. 
Para calcular las coordenadas CIELab se registran los espectros UV-Vis de las 
muestras en el intervalo de longitudes de onda 360 – 800 nm, con un intervalo de 1 nm. 
Las muestras se preparan de manera similar a la indicada en el apartado III.2.3.1.  
 
III.2.3.3. Registro de espectros para el cálculo del parámetro SHU. 
 Se pesa 1 g de muestra de pimentón y se añade un volumen de acetonitrilo de   
20 mL, tratándose durante 20 minutos en un baño de ultrasonido a 50ºC. Se toman 0,5 




mL y se llevan a un volumen final de 10 mL con acetonitrilo. Los espectros se registran 
en el intervalo de longitudes de onda de 215 a 800 nm. Como las bandas características 
de los capsaicinoides se encuentran en el intervalo de 230 a 280 nm [6], los cálculos se 
han realizado utilizando los valores de absorbancia comprendidos entre 215 y 315 nm 
[6]. Como la mayoría de los carotenoides absorben a longitudes de onda comprendidas 
entre 560-580 nm, este intervalo de longitudes de onda no es útil [7,8]. 
 
III.2.4. Determinación de capsaicinoides mediante HPLC-UV 
 En primer lugar se realiza una extracción de los capsaicinoides. Se pesa 1 g de 
muestra de pimentón y se añade un volumen de 20 mL de acetonitrilo. Se aplica 
ultrasonido durante 20 minutos a 50ºC. A continuación, se extraen los capsaicinoides de 
la disolución obtenida mediante SPE con cartuchos de 200 mg de C18 [8]. Para 
acondicionar el cartucho se hacen pasar 5 mL de acetonitrilo y después 5 mL de agua. 1 
mL de la disolución inicial obtenida se diluye con agua hasta 10 mL. Estos 10 mL se 
pasan a través del cartucho de C18 acondicionado. Los capsaicinoides se eluyen con 5 
mL de acetonitrilo. La disolución se microfiltra a través filtros de nylon de 0,45 µm y se 










Tabla III.6. Condiciones cromatográficas para la determinación 
de capsaicinoides en muestras de pimentón.  
Fase móvil Acetonitrilo/agua (63:37) 
Fase estacionaria C18 
Flujo de la fase móvil 1,1 mL min
-1
 
Volumen de inyección 20 µL 
Temperatura de la columna 43ºC 
Longitud de onda de detección  280 nm 
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IV. Discusión y resultados. 
IV.1. Determinación de Al, B, Ca, Cu, Fe, K, Mg, Mn, Na, Ni, P, Pb, Sr 
y Zn por ICP-AES 
  Se han propuesto tres métodos de mineralización para la determinación de Al, B, 
Ca, Cu, Fe, K, Mg, Mn, Na, Ni, P, Pb, Sr y Zn en muestras de pimentón, llevándose a 
cabo una comparación de los mismos, con el propósito de seleccionar el más adecuado. 
Dichos métodos, descritos en la parte experimental III.2.1.1,  consisten en una digestión  
por vía húmeda utilizando las mezclas ácidas: H2SO4:HNO3 (M1), H2O2:HNO3 (M2) y 
HClO4:HNO3 (M3). 
 
IV.1.1. Comparación de los métodos de mineralización  
La comparación entre métodos de mineralización, se llevó a cabo mediante un 
estudio de la exactitud, ya que este parámetro tiene en cuenta las incertidumbres 
relacionadas con el sesgo inherente al método [1]. El protocolo LGC/VAM [2] propone 
varios métodos para determinar la incertidumbre relacionada con la veracidad: el 
análisis de un material de referencia, la comparación con un método de referencia y los 
ensayos de recuperación con muestras fortificadas. 
En el caso del pimentón no existe ningún tipo de material de referencia 
certificado, con lo que la comparación se realiza mediante el análisis de las 
recuperaciones obtenidas tras aplicar cada método de digestión a muestras fortificadas 
[3]. Para ello, se fortificaron distintas porciones de una muestra de pimentón con los 
elementos a determinar, Al, B, Ca, Cu, Fe, K, Mg, Mn, Na, Ni, P, Pb, Sr y Zn. Se 
realizaron adiciones a tres niveles de concentración, con el fin de cubrir los rangos 
esperados a partir de una serie de análisis previos en distintas muestras de pimentones. 
Se consideraron tres niveles de adición, 1, 2, y 3, correspondientes al 80, 100 y 120 % 
de los valores esperados para cada elemento, respectivamente. El análisis se realizó por 





























Tabla IV.1. Recuperaciones en muestras fortificadas a tres niveles 
Elemento Nivel de adición 
Recuperación (%)  
M1 M2 M3 
Al 
1 100,72 99,79 97,84 
2 96,91 106,31 99,41 
3 99,25 100,03 100,01 
B 
1 94,03 105,45 97,02 
2 100,94 105,00 97,20 
3 100,29 101,67 95,61 
Ca 
1 99,68 112,10 103,54 
2 107,43 99,94 99,19 
3 99,46 98,00 96,20 
Cu 
1 91,62 89,73 96,34 
2 92,18 82,06 97,35 
3 87,87 95,49 97,53 
Fe 
1 86,88 101,08 102,67 
2 81,37 116,19 100,75 
3 77,46 99,61 99,59 
K 
1 101,00 92,41 99,44 
2 99,38 104,74 100,35 
3 99,58 106,13 100,23 
Mg 
1 113,55 100,12 101,63 
2 105,47 99,68 99,46 
3 106,00 99,30 102,16 
Mn 
1 109,73 81,94 98,21 
2 80,51 94,70 96,67 
3 88,92 95,45 97,74 
Na 
1 100,50 78,01 99,05 
2 93,78 80,21 96,56 
3 99,07 94,64 98,62 
Ni 
1 101,21 94,79 97,01 
2 95,36 97,43 95,89 
3 81,51 85,71 100,04 
P 
1 103,45 99,66 100,76 
2 88,47 101,48 99,51 
3 96,97 106,16 101,09 
Pb 
1 92,04 83,06 99,58 
2 92,93 104,07 102,13 
3 85,30 90,04 99,87 
Sr 
1 105,5 77,47 99,09 
2 86,33 87,01 96,48 
3 83,53 82,11 94,22 
Zn 
1 107,40 113,67 95,25 
2 104,66 102,79 98,30 
3 117,13 125,93 94,12 
M1: H2SO4-HNO3; M2: H2O2-HNO3; M3: HClO4-HNO3 




La comparación de los resultados obtenidos por los tres métodos se ha realizado  
mediante un ANOVA de dos factores anidados. El método de digestión (factor A) varía 
en i= (1…a). Por cada i método de digestión se tienen j= (1…b) niveles de fortificación 
(factor B) y se realizan k= (1…r) replicados. Esta serie de experimentos se puede 
esquematizar en la figura IV.1, donde Rijk es la recuperación del k-ésimo replicado para 
el nivel j del método i,     es el valor medio de las recuperaciones Rijk,    la recuperación 













La recuperación Rijk de cada elemento se calcula según la ecuación 4.1 







donde Cnativaes la concentración del analito en la muestra sin fortificar, Cobservada la 
determinada en la muestra fortificada y Cañadida la concentración añadida de analito.   
Para comparar los métodos de mineralización a partir de los cálculos de ANOVA 
y detectar sesgos significativos, se compara la varianza entre métodos (S
2
metodo) 
         
Nivel de adición  
(Factor B) (    ) 
 
 
 Replicados (    ) 
 
Figura IV.1. ANOVA de dos factores anidados para el estudio de la recuperación. 
Método  
(Factor A) (   ) 
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(ecuación  4.2) con la de error puro (S
2
rep) (ecuación 4.3), mediante una prueba F de 










































  (4.4)  
Si el valor calculado de F  es mayor que el tabulado para α= 0,05 y con a-1 y 
ab(r-1) grados de libertad (anexo A2.3), existe entonces un sesgo significativo debido a 
los métodos. Esto implica que al menos una de las recuperaciones medias,      difiere del 
resto. En la tabla IV.2.sepresentan los resultados obtenidos en estas pruebas de 
significación. Como se observa, no hay diferencias entre los métodos para los elementos 
B, Ca, K Mn y Ni. En la tabla IV.2., el estadístico F indica la existencia de un sesgo 
significativo debido al método para los elementos Al, Cu, Fe, Mg, Na, P, Pb, Sr y Zn. 
Para detectar el método de digestión que produce el sesgo se realiza la prueba de la 
genuina diferencia significativa (HSD) de Tukey [4], comparando las recuperaciones 
medias obtenidas por cada método. 
Como puede observarse que en el caso del Sr existen diferencias entre todos los 
métodos. Fe y Mg presentan diferencias entre M1 y los demás métodos. Al presenta las 
diferencias significativas entre M3 y el resto, y para Cu, Pb y Zn es el método M3 el 
que presenta diferencias significativas. Na y P sólo presentan diferencias entre M1 y 
M2. Estas diferencias deben ser analizadas con más detalle.  
  
(4.2) 





Diferencias significativas para Fexp> Ftab(0,05,2,18) = 3,5 
Las diferencias pueden aparecer en uno o varios niveles de concentración. Las 
recuperaciones deben tener valores del orden del 100% para todos los niveles de 
fortificación, dando un resultado global del 100%. Para poder detectar la presencia de 
niveles de fortificación con recuperaciones diferentes del 100% se representa la 
recuperación media de cada nivel j para cada método i con su desviación estándar. 
Las figuras IV.2.- IV.15.incluyenlos valores de recuperación por niveles y 
métodos para los distintos elementos 
En el caso del Al, en la figura IV.2., se aprecian diferencias significativas en el 
M2 para el nivel 2 de fortificación. Para el caso del B, Mn, Ni y Ca no existen 
diferencias entre los métodos de digestión. Sin embargo, si se realiza un análisis post-
Tabla IV.2. Cálculos ANOVA y análisis post-hoc. 





rep Fexp M1-M2   M1-M3   M3-M2 
Al 27,4 5,8 4,72
a
        
         B 139,7 96 1,46      
         Ca 42,7 59 0,72      
         Cu 162,4 8,5 19,11
a
        
         Fe 1423 24,6 57,85
a
      
         K 3,6  9,4  0,38       
         Mg 193,8 6,6 29,36
a
        
         
Mn 108,9 74,4 1,46         
         
Na 558,4 5,8 96,28
a
        
         Ni 74,4 85,6 0,87       
         P 88,3 21,7 4,07
a
        
         Pb 270,6 15,1 17,92
a
       
         Sr 489,5 16,9 28,96
a
      
         
Zn 815,6 123,5 6,60
a





hoc, se puede ver como en el caso del Mn sí existen diferencias significativas en los 
valores de recuperación para el nivel 1 de fortificación del 80% del M2 y en el nivel 2 
del M1. Para el Ni y el Ca, el análisis post-hoc revela que no existen diferencias 
significativas entre niveles. Como se observa en  la figura IV.4.los valores de 
recuperación del nivel 1del Ca para el M2 difieren del resto. En el caso del Ni (figura 
IV.11.) los valores de recuperación para el nivel 3, correspondiente al 120%  de 
fortificación, difieren del resto. En el caso del Cu, Pb y Zn, de acuerdo con la tabla 
IV.2., vemos que existen diferencias del M3 con respecto al 1 y al 2, lo que se confirma 
en las figuras IV.5., IV.13., y IV.15.En el caso del Fe, en la figura IV.6.se observa cómo 
el M1 presenta diferencias con respecto al 2 y al 3. Con el M1 se obtienen valores de 
recuperaciones más bajos que para los M2 y M3. Considerando los valores del Fe para 
el M2 se aprecia que son superiores a 100% para el nivel intermedio de fortificación. El 
análisis post-hoc para el K no muestra diferencias entre los métodos, pero al considerar 
los resultados para cada nivel, se aprecia que en el caso de los niveles 1 y 3 del M2 hay 
diferencias importantes, tal y como se aprecia en la figura IV.7. En el caso del Mg, el 
análisis post-hoc da resultados similares a los obtenidos con el Fe, en el que el M1 da 
resultados diferentes a los otros dos; no obstante, en este caso, los valores del M1 son 
mayores, lo que se puede ver en la figura IV.8. Los resultados del análisis post-hoc para 
el Na muestran diferencias entre los M1 y M2. En la figura IV.10.se comprueba que los 
niveles 1 y 2 del M2 presentan diferencias con los demás, ya que son muy bajos. En el 
caso del P, existen diferencias entre M1 y M2, y en la figura IV.12.se aprecia cómo el 
nivel 2 del M2 da valores diferentes. En el caso del Sr, los tres métodos de digestión 
presentan diferencias entre sí, apreciándose en la figura IV.14.que el nivel 1 del M2 da 
valores especialmente bajos. Análogamente, los niveles 2 y 3 de  M2 y M1 son bajos.  





Figura IV.2. Recuperación para Al en los distintos niveles de fortificación. 
M1 (
___





Figura IV.3. Recuperación para B en los distintos niveles de fortificación. 
M1 (
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Figura IV.4. Recuperación para Ca en los distintos niveles de fortificación. 
M1 (
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Figura IV.5. Recuperación para Cu en los distintos niveles de fortificación. 
M1 (
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Figura IV.6. Recuperación para Fe en los distintos niveles de fortificación. 
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Figura IV.7. Recuperación para K en los distintos niveles de fortificación. 
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Figura IV.8. Recuperación para Mg en los distintos niveles de fortificación. 
M1 (
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Figura IV.9. Recuperación para Mn en los distintos niveles de fortificación. 
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Figura IV.10. Recuperación para Na en los distintos niveles de fortificación. 
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Figura IV.11. Recuperación para Ni en los distintos niveles de fortificación. 
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Figura IV.12. Recuperación para P en los distintos niveles de fortificación. 
M1 (
___
), M2 (---), M3 (···). 
 
 
Figura IV.13. Recuperación para Pb en los distintos niveles de fortificación. 
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Figura IV.14. Recuperación para Sr en los distintos niveles de fortificación. 
M1 (
___
), M2 (---), M3 (···). 
 
 
Figura IV.15. Recuperación para Zn en los distintos niveles de fortificación. 
M1 (
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En el estudio sobre las recuperaciones es importante conocer la incertidumbre 
asociada a cada uno de los valores obtenidos para los distintos niveles de recuperación 
en cada método.  
Cada valor de   ij tendrá asociada una incertidumbre u    ij), que viene dada por 
la desviación estándar de las medidas de cada nivel ij. La incertidumbre correspondiente 
a los valores de   i tiene dos términos. Uno es la incertidumbre combinada uc    i), que 
corresponde a la propagación de las incertidumbres de cada nivel ij (4.5). 










  (4.5) 
donde b es el número de niveles. 
El otro término es la desviación estándar de la media   i, que es una 


















La incertidumbre total para cada método, u    i),  se calcula según: 
     2 2i c i rep iu R u R u R        (4.7) 
La incertidumbre expandida se calcula multiplicando        por un factor de 
cobertura, k, que para un 95% de nivel de confianza es igual a 2 [5]. 
  2  ( )i iU R u R      (4.8) 
Los métodos se considerarán exactos cuando sus recuperaciones sean 
estadísticamente iguales a 100, es decir, cuando la siguiente desigualdad sea cierta. 
100 ( )i iR U R     (4.9) 
Los resultados obtenidos se recogen en la tabla IV.3. 




Como puede observarse para la mayoría de los valores obtenidos, el intervalo de 
confianza incluye el 100%. En el caso del Cu, Fe, Mn, Na, Ni, Pb, Sr y Zn, se obtienen 
valores de recuperación más próximos al 100% cuando se emplea el M3. Además, este 
método presenta menores valores de incertidumbre. De todos modos, a la hora de 
comparar métodos hay que considerar también otros criterios además de los puramente 
estadísticos, como los relacionados con la adecuación práctica del método [6]. 
Por un lado, la presencia de ácidos en la disolución final puede producir cierto 
efecto matriz, debido a diferencias de viscosidad entre las disoluciones de patrones y de 
las muestras. Por tanto, es útil eliminar la mayor cantidad posible de exceso de ácido y 
es mucho más fácil cuando se utiliza ácido perclórico o peróxido de hidrógeno en lugar 
de ácido sulfúrico ya que el punto de ebullición de este último es mayor. Además, el 
tratamiento nítrico-sulfúrico puede dejar residuos insolubles en forma de sulfatos de 
metales alcalinotérreos o de Pb. Por otra parte, el uso de peróxido de hidrógeno hace 
que la digestión no sea tan violenta como con ácido perclórico, pero la mezcla no es tan 







Por lo tanto, desde el punto de vista estadístico y práctico, el método más 
adecuado para la digestión y análisis de muestras de pimentón es el M3, siendo por eso 
el empleado en la mineralización de las muestras para la determinación de los catorce 
elementos en estudio. 
 
IV.1.2. Efecto Matriz 
Para estudiar el efecto matriz se realizó con fines comparativos el calibrado 
externo y el calibrado de adición patrón. En ausencia de efecto matriz, las pendientes en 
ambos casos deben ser iguales, hecho que se puede comprobar estadísticamente 
mediante un test t de Student. En primer lugar realizamos el cociente entre ambas 






     (4.10) 




           )            )            ) 
Al 99 + 4 102 + 5 99 + 1 
B 98 + 13 104 + 15 97 + 3 
Ca 102 + 15 103 + 11 99 + 2 
Cu 91 + 6 89 + 8 97 +3 
Fe 82 + 6 106 + 14 101 + 3 
K 100 + 4 101 + 10 100 + 2 
Mg 108 + 6 100 + 5 101 + 2 
Mn 93 + 23 91 + 11 98 + 4 
Na 98 + 5 84 + 11 98 + 3 
Ni 93 + 17 93 + 15 98 + 4 
P 96 + 10 102 + 8 100 + 1 
Pb 90 + 8 92 + 13 101 + 3 
Sr 92 + 14 82 + 9 97 + 3 
Zn 110 + 13 114 + 24 96 + 4 














   
 
    (4.11) 
donde bCEy bAP son las pendientes de las rectas de calibrado externo y adición patrón, 
respectivamente, y sbCE y sbAP son sus desviaciones estándar correspondientes. Si ambas 
pendientes son estadísticamente iguales, su cociente, R, no debe ser significativamente 








  (4.12) 
El valor calculado se compara con el obtenido para los grados de libertad 
efectivos  de SR y un 95% de nivel de confianza (anexo A2.1). Los grados de libertad 
efectivos se calculan a  partir de la ecuación de Welch-Satterthwaite [8] como: 















  (4.13) 
 
Los resultados se muestran en la tabla IV.4. En todos los casos el valor tcal es 






Tabla IV.4. Estudio sobre la presencia de efecto matriz. 
Elemento bAP sbap bCE sbCE tcal ttab (95%) 
Al 974,4 23,4 1034,0 17,9 2,20 3,18 
B 181,9 8,8 170,2 7,4 0,93 4,30 
Ca 13,3 0,3 14,3 0,4 2,00 3,18 
Cu 104,8 0,5 110,5 0,2 0,67 4,30 
Fe 124,8 8,6 119,8 1,1 0,55 4,30 
K 104,2 6,0 111,5 0,7 1,30 4,30 
Mg 1192,3 18,3 1147,4 34,3 1,08 4,30 
Mn 1364,7 22,7 1509,4 107,0 1,61 4,30 
Na 122,1 1,8 110,6 3,1 2,74 3,18 
Ni 1361,6 39,0 1247,9 59,1 1,38 3,18 
P 27,9 0,25 27,4 0,23 1,58 2,78 
Pb 389,5 13,8 348,0 11,4 1,97 3,18 
Sr 120,7 4,6 109,4 6,3 1,23 3,18 
Zn 168,7 7,4 178,7 7,7 1,01 3,18 
bAP: pendiente recta AP; sbAP: desviación estándar recta AP; bCE: pendiente recta CE; sbCE: desviación 
estándar recta CE. 
 
La representación gráfica de las rectas de calibrado externo junto a las de adición 
patrón para cada uno de los elementos analizados permite visualizar las posibles 
diferencias. Las figuras IV.16. – IV.29.muestran las rectas de adición patrón (AP) y 













Figura IV.17. Recta de calibrado externo (CE   )  y adición patrón (AP   ) de 
boro. 
AP 
y = 974,4x + 3423,5 
R² = 0,9988 
CE 
y = 1034,0x + 26,7 



















Al (mg L-1) 
AP 
y = 181,9x + 42,3 
R² = 0,9954 
CE 
y = 170,2x - 1,7 


































y = 13,3x + 486,2 
R² = 0,9989 
CE 
y = 14,3x - 3,7 




















Ca (mg L-1) 
AP 
y = 110,9x + 13,5 
R² = 0,9999 
CE 
y = 110,5x + 0,6 



















Cu (mg L-1) 













y = 124,8x + 539,5 
R² = 0,9907 
CE 
y = 119,8x - 21,0 



















Fe (mg L-1) 
AP 
y = 104,2x + 3306,4 
R² = 0,9934 
CE 
y = 111,5x - 566,2 

































y = 1192,3x + 53599,0 
R² = 0,9995 
CE 
y = 1147,4x + 1118,1 



















Mg (mg L-1) 
AP 
y = 1364,7x + 639,5 
R² = 0,9994 
CE 
y = 1509,37,1x + 31,6 



















Mn (mg L-1) 










Figura IV.25. Recta de calibrado externo (CE   )  y adición patrón (AP   ) de 
níquel. 
AP 
y = 122,1x + 1754,6 
R² = 0,9996 
CE 
y = 110,6x - 727,6 



















Na (mg L-1) 
AP 
y = 1361,6x + 19,4 
R² = 0,9984 
CE 
y = 1248,0x + 1,7 

































y = 27,9x + 1927,5 
R² = 0,9998 
CE 
y = 27,4x - 19,9 



















P (mg L-1) 
AP 
y = 389,5x + 5,8 
R² = 0,9975 
CE 
y = 348,0x + 1,1 



















Pb (mg L-1) 









Figura IV.29. Recta de calibrado externo (CE   )  y adición patrón (AP   ) de 
zinc. 
AP 
y = 120,7x + 21,1 
R² = 0,9971 
CE 
y = 109,4x + 1,4 



















Sr (mg L-1) 
AP 
y = 168,7x + 85,6 
R² = 0,9961 
CE 
y = 178,7x - 8,6 




























A partir de los datos incluidos en la tabla IV.3.para el método M3 se comprueba 
la veracidad del método para la determinación de Al, B, Ca, Cu, Fe, K, Mg, Mn, Na, Ni, 
P, Pb, Sr y Zn. Se analizaron muestras fortificadas en tres niveles de adición, realizando 
tres repeticiones en cada nivel. Como se observa, los intervalos de los valores de 
recuperación obtenidos contienen el 100% para todos los elementos analizados, 
confirmándose que el método es veraz. 
IV.1.4. Precisión  
La precisión del método se estudió en condiciones de repetitividad y de 
precisión intermedia. La repetitividad se refiere a la precisión obtenida al realizar 
medidas repetidas en un día sin variar las condiciones operacionales. La precisión 
intermedia se refiere al grado de concordancia de los resultados obtenidos entre sí 
cuando se realizan las medidas en días distintos cambiando alguna condición 
experimental. 
La precisión se puede estudiar a partir de un análisis de varianza (ANOVA).  
Para ello realizamos n replicados durante h días en condiciones de precisión intermedia. 
La varianza de repetitividad o error puro (varianza dentro el grupo),    
 , vendrá dada 
















  (4.14) 
mientras que la debida al factor o varianza entre días (varianza entre grupos),        
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Como en la ecuación 4.15 están incluidas las medidas de cada grupo, se estaría 
considerando el efecto de la repetitividad dentro del efecto del factor. Por eso, se debe 




calcular una varianza neta entre grupos que solo depende de la varianza entre las 
medidas de los grupos y la media global, tal y como se muestra en la ecuación 4.16. 
22







La precisión intermediase calcula finalmente como la suma de la repetitividad 
(error puro) y la varianza neta debida al factor (neta entre grupos) según la ecuación. 
4.17  [9]. 
2 2 2
R PE BS S S      (4.17) 
 
Horwitz dedujo una expresión (ecuación 4.18) para predecir el valor esperado 








El valor de RSD obtenido se compara con el predicho por Horwitz (RSDH) 






    (4.19) 
Valores iguales a uno muestran una correspondencia adecuada entre el valor 
predicho y el obtenido, mientras que valores mayores que uno y particularmente 
mayores que dos, indican precisiones no aceptables [11]. 
Los valores de  repetitividad y precisión intermedia se dan como desviación 
estándar relativa y se presentan en la tabla IV.5. junto con el parámetro de Horrat. Los 
valores de repetitividad varían entre 0,72 y 10,21 %. Los elementos Zn, Ni y Mn tienen 
los valores más elevados, mientras que P y Al los tienen más bajos. En el caso de la 
precisión intermedia, el rango de valores oscila entre 1,17 y 11,69 %. Zn, Ni y Mn son 
los elementos que presentan los valores de precisión intermedia más altos, y Al y P 

























Los valores de Horrat calculados varían entre 0,14 y 0,66. Al, Cu, P y Pb tienen los 
valores más pequeños, siendo 0,14, 0,18, 0,14 y 0,16, respectivamente. Para Mn y Zn 
los valores de Horrat son más altos, 0,63 y 0,66, respectivamente. Como puede 
apreciarse, el valor del Horrat es inferior a 1 para todos los elementos determinados, por 
lo tanto se puede considerar que la precisión del método es aceptable, tanto en 








Tabla IV.5. Repetitividad y precisión intermedia, dados como desviación 





Al 0,88 1,86 0,14 
B 6,37 8,38 0,43 
Ca 2,44 3,50 0,37 
Cu 3,07 3,97 0,18 
Fe 2,25 3,89 0,29 
K 2,10 2,79 0,29 
Mg 2,04 3,16 0,35 
Mn 8,26 11,43 0,63 
Na 4,34 4,69 0,47 
Ni 7,93 10,00 0,34 
P 0,72 1,17 0,14 
Pb 4,19 4,74 0,16 
Sr 1,57 8,30 0,40 
Zn 10,21 11,69 0,66 




IV.1.5. Calibración y linealidad 
Teniendo en cuenta la ausencia de efecto matriz, se utilizó el método de 
calibrado externo para la cuantificación de los elementos en las muestras. Los 
parámetros de las rectas de calibrado, obtenidos utilizando la intensidad de emisión en 
kilocuentas como señal analítica y la concentración en mgL
-1
, se presentan en la tabla 
IV.6. 
La linealidad se establece a partir de la pendiente de la recta de calibrado y su 
desviación estándar, según la ecuación 4.20 [12]. 




    (4.20)  
En la tabla IV.6.se  muestran los valores de linealidad encontrados para los 
elementos estudiados. Como puede observarse las linealidades oscilan en el intervalo de 
95-99,1. 
 
IV.1.6. Límite de detección y límite de cuantificación 
El límite de detección (LOD) se define como la cantidad de analito presente que 
da lugar a la menor señal analítica que puede detectarse con certeza razonable 
(YLOD)[13]. Esta señal puede estimarse a partir de medidas repetidas del blanco de 
muestra a partir de la expresión: 
0
0 3LOD YY Y s  (4.21) 
donde    es la media de las señalesmedidas para el blanco y     su desviación estándar 
[13]. A partir de los parámetros de la recta de calibrado se puede calcular la 














Puesto que la señal del blanco debe coincidir con la ordenada en el origen (a), la 









El límite de cuantificación (LOQ) se define como la cantidad de analito presente 









    (4.24) 
La tabla IV.7.incluye los valores de LOD y LOQ obtenidos. Los límites de 
detección, están comprendidos entre 0,001 y 0,064 mgL
-1
. Salvo en los casos del B, K y 
P, todos los valores están por debajo de 0,010 mgL
-1
.Los mayores límites de 
Tabla IV.6. Rectas de calibrado y linealidad para los distintos elementos determinados 
Elemento 









Al 0-10 103,3+ 23 61,6+ 157 0,999 98,8 
B 0,2-1 152,4+ 8 3,9+ 5 0,999 96,8 
Ca 20-100 13,1 + 1 18,9+ 53 0,996 99,1 
Cu 0,2-1 109,1+ 3 -0,34 + 2 0,999 99,0 
Fe 0-10 133,3+ 5 - 71,5+ 34 0,997 98,9 
K 20-100 85,8+ 4 640,5+ 237 0,999 98,6 
Mg 20-100 1159,0 + 15 786,5+ 977 0,999 95,3 
Mn 0,2-1 1516,5+ 61 -33,6+ 41 0,999 97,2 
Na 20-100 123,3+ 4 - 1161,2+ 240 0,999 98,4 
Ni 0,02-0,1 1401,6+ 43 - 3,1+ 2 0,999 98,7 
P 20-100 27,4 + 0,22 - 20,7+ 15 0,999 99,1 
Pb 0,02-0,1 354,8+ 11 1,6+ 0,3 0,999 96,9 
Sr 0,2-1 117,2+ 3 -0,31 + 1 0,999 98,4 
Zn 0,2-1 176,8+ 6 -9,1+ 4 0,998 98,3 
b: pendiente de la recta de calibrados. sb: desviación estándar de la pendiente. a: ordenada en el origen de la 
recta de calibrado. sa: desviación estándar de ordenada en el origen. R
2
: coeficiente de determinación. 




cuantificación encontrados son el B y el K, que son 0,210 y 0,15 mgL
-1
, 
respectivamente. El resto de elementos presentan límites de cuantificación que oscilan 
desde 0,003 mgL
-1
, como es el caso del Fe, Mn, Sr, Zn o Mg, hasta 0,020 mgL
-1

















IV.1.7. Determinación de Al, B, Ca, Cu, Fe, K, Mg, Mn, Na, Ni, P, Pb, Sr y Zn en 
muestras de pimentón. 
 
Los valores determinados se refieren a base seca. Para ello, se ha determinado la 
humedad de las muestras de acuerdo con el procedimiento explicado en el apartado 
III.2.1. En todos los casos encontramos que los valores de humedad calculados para las 
muestras están por debajo del máximo exigido por la legislación vigente para los 
pimentones de Extremadura y Murcia. 
 
 






Al 0,002 0,007 
B 0,064 0,21 
Ca 0,002 0,007 
Cu 0,009 0,03 
Fe 0,001 0,003 
K 0,045  0,150  
Mg 0,001 0,003 
Mn 0,001 0,003 
Na 0,008 0,027 
Ni 0,006 0,02 
P 0,011 0,037 
Pb 0,008 0,03 
Sr 0,001 0,003 





Siguiendo el procedimiento descrito se ha determinado el contenido de Al, B, 
Ca, Cu, Fe, K, Mg, Mn, Na, Ni, P, Pb, Sr y Zn, en muestras de pimentón. Los resultados 
se han incluido en la tabla del anexo 1 A1.1. 
Como se puede observar, el elemento más abundante es el K, con 
concentraciones del orden de 15000 mg kg
-1
o superiores en muchas muestras. El P es el 
elemento con mayor concentración después del K, y los valores están en torno a 3500 
mg kg
-1
. Ca y Mg están presentes en concentraciones similares y del orden de 2000    
mg kg
-1
. Las concentraciones de Na oscilan alrededor de 500 mg kg
-1
, que son bastante 
inferiores a las de K, y por lo tanto se puede considerar que el pimentón es un alimento 
rico en K [14], lo cual es importante para mantener el equilibrio Na/K en el cuerpo. Una 
parte de la energía del cuerpo se utiliza para mantener las concentraciones de K y Na en 
una relación dada, ya que  dicho equilibrio es importante para mantener la función del 
corazón, transmisión nerviosa y contracción muscular. Otros elementos que se 
encuentran en concentraciones del orden de 200 mg kg
-1
 son el Fe y el Al, siendo en 
general mayores los valores para el Fe. Zn y Mn tienen concentraciones inferiores a 30 
mg kg
-1
, aunque en algunas muestras los valores están por encima de este valor. B, Cu y 
Sr presentan niveles inferiores y próximos a 15 mg kg
-1
. Como se puede observar, los 
elementos minoritarios son Pb y Ni. Los contenidos medios de estos elementos son 0,42 
y 0,97 mg kg
-1
 respectivamente.  
Las muestras que presentan menos concentración de Na son las de Extremadura, 
346,31 mg kg
-1
, mientras de las muestras de Murcia presentan valores de concentración 
para el Na de 502,55 mg kg
-1
. En los demás casos las concentraciones de Ca, Mg, P y K 
son muy similares entre los dos tipos. Para elementos como Al, B, Cu, Mn, Sr o Zn 
encontramos que las concentraciones son similares, siendo los valores más altos en 
Extremadura para los elementos Al, Mn, Zn y B y más bajos en Cu, Sr y Fe. Estas 
tendencias se analizarán con más detalle para llevar a cabo un estudio de diferenciación 
del origen del pimentón. 
Estos resultados son acordes con los publicados por otros autores como Brunner 
et al. [15] que determinaron el contenido de metales en muestras de pimentón húngaro y 
Filgueiras et al. [16] que determinan la concentración de algunos metales presentes en 
muestras de pimentón. 




IV.2. Diferenciación de origen geográfico de pimentón según su perfil  
metálico 
IV.2.1. Análisis estadístico básico 
Las muestras de pimentón estudiadas son de tres tipos diferentes: dulces, 
picantes y agridulces. Para realizar el estudio de diferenciación geográfica se comprueba 
previamente si debe realizarse considerando los tipos por separado o tomando todas las 
muestras en conjunto. Para ello, se comprueba si existen diferencias significativas entre 
los tipos de pimentón. Teniendo en cuenta los valores incluidos en la tabla IV.8.se 
aprecia que hay variaciones importantes en las concentraciones de los elementos 
determinados en los grupos de muestras correspondientes a cada DOP. No obstante, 
puede observarse, si se comparan los orígenes MU y EX sin atender al tipo de 
pimentón, que existen ciertas diferencias. En el caso del Al, Ca, Fe, Mg, Na y Sr, 
encontramos valores máximos mayores para el origen de MU que para el de EX. En 
concreto, para elementos como Na, los valores de concentración en muestras de la DOP 
MU oscilan entre168,2 y 947,6 mg kg
-1
, mientras que para las muestras de la DOP EX 
los valores se encuentran dentro del rango 154,6-559,9 mg kg
-1
. Para el Al los valores 
máximos son 245,7 mg kg
-1
 para EX y 276,3 mg kg
-1
 para MU. Al considerar los 
valores para el Cu, se comprueba que las diferencias entre los valores máximos son 
menos marcadas, ya que para EX el valor máximo es 22,6, mientras que para MU es 
20,6. En los casos del P y Zn las variaciones tienen una tendencia similar a la 
comentada para el Cu. El P tiene concentraciones máximas de 4266,1 y 4226,4 mg kg
-1
 
en las DOP EX y MU, respectivamente, mientras que para el Zn los valores son 69,6 y 
69,0 mg kg-1, respectivamente. Fe, Mg, Na, Sr presentan unos valores que tienen 
variaciones más similares a las comentadas para Al y Na. En el caso de B, K, Mn, Ni, y 
Pb, la tendencia es inversa, ya que los valores máximos mayores corresponden a las 
muestras de la DOP EX. Por ejemplo, la concentración máxima de K para muestras EX 
es 23416,4 mg kg
-1
, mientras que el valor en el caso de las muestras MU es 20157,8 mg 
kg
-1
. Considerando las medianas se aprecia que los valores son mayores para los 
elementos Al, B, K, Mg, Mn, P, Pb y Zn en la DOP EX, y menores para Cu, Fe, Na y Sr 






Tabla IV.8. Mediana, mínimo y máximo (mg kg
-1
). 
Elemento MURCIA   EXTREMADURA 
Al 118,1  123,8 
(26,4-276,3)  (79,6-245,7) 
B 12,2  13,4 
(0,263-23,6)  (5,8-27,9) 
Ca 1911,4  1911,9 
(1011,8-2789,8)  (832,9-2465,1) 
Cu 11,6  10,3 
(9,11-22,6)  (6,98-20,6) 
Fe 200,6  178,0 
(85,3-418,5)  (83,8-295,4) 
K 14685,2  14927,7 
(7691,0-20157,8)  (10318,2-23416,4) 
Mg 1999,1  2179,2 
(1642,3-2717,6)  (1483,4-2460,9) 
Mn 14,8  27,6 







































(14,2-69,0)   (18,3-69,6) 
Valores mínimos y máximos entre paréntesis. 
 
En la tabla IV.9. se han incluido los valores de mediana, máximo y mínimo para 
los grupos de muestras estudiadas, diferenciando el origen geográfico y los tipos. 
Dentro del origen MU, encontramos que en todos los elementos existen diferencias 
entre tipos para los valores de la mediana. En el caso de los pimentones de EX se 
encuentra una tendencia similar, excepto para el caso del Ni en el que los valores de la 
mediana para los tres tipos, dulce, picante y agridulce, son prácticamente iguales. 




Si comparamos valores de mediana de muestras pimentón picante entre los 
orígenes MU y EX,  encontramos que las diferencias no son muy acusadas, siendo 
mayores los valores para Al, Ca, Cu, Fe, K, Mg y Na en el origen MU, mientras que B, 
Mn, Ni, P, Pb, Sr y Zn son mayores para el origen EX. En el caso de los dulces, existen 
diferencias importantes entre los valores de las medianas, siendo mayores en las 
muestra de origen MU que en EX. Así mismo, en las muestras de tipo agridulce se 
observan valores más elevados para EX.  
Para visualizar de una forma más clara las tendencias de los datos, se han 
representado en los diagramas de caja y bigotes de las figuras IV.30.- IV.35., la mediana y 
los datos incluidos en el primer cuartil para los elementos determinados. Como primera 











Figura IV.30. Diagrama de caja y bigotes para Al y Fe. 
 
En el caso del Al los valores de las medianas de los orígenes MU y EX son 118,1 
y 123,8 mg kg
-1
 respectivamente y no muestran una gran diferencia. Para el Fe la 



















 Figura IV.31. Diagrama de caja y bigotes para B, Cu, Mn, Sr y Zn. 
 
Considerando los elementos B, Cu y Zn, tal y como se observa en la figura 
IV.31., los valores de las medianas para ambos orígenes son similares. En el caso del B, 
para el origen MU es 12,2y para EX 13,4 mg kg
-1
. Los valores para Cu son 11,6 y 10,3 
mg kg
-1
 para MU y EX, respectivamente. Para el Zn, los valores de las medianas son 
31,7 y 33,9 mg kg
-1
, para MU y EX, respectivamente. El recorrido es similar para estos 
tres elementos en los dos orígenes. Para el Sr y Mn se aprecia una mayor diferencia en 
los valores de las medianas,que para el Sr son 16,10 y 9,17 mg kg
-1
 para MU y EX, 
respectivamente, mientras que para el Mn son 14,8 y 27,6 mg kg
-1
, respectivamente. La 
distribucion de los datos en los distintos cuartiles varía en los dos orígenes para Sr y 
Mn, siendo mayor para el Sr en el origen MU,  y menor para el Mn en este origen. El 
valor máximo del Mn en el origen EX es especialmente elevado. 
  
 
Tabla IV.9. Valores de la mediana, mínimo y máximo mg kg
-1
del contenido metálico en muestras de pimentón. 
 MURCIA EXTREMADURA 
 Dulce Picante Agridulce Dulce Picante Agridulce 
Al 139,6 136,3 42,15 132,0 117,2 128,0 
(94,8-276,3) (43,0-352,6) (26,4-136,8) (79,6-245,7) (83,5-160,1) (91,1-227,3) 
B 14,2 12,2 7,92 14,8 13,5 10,5 
(7,38-20,8) (0,260-22,6) (5,46-23,6) (7,28-27,9) (7,01-23,5) (5,77-23,8) 
Ca 1946,2 2191,1 1493,8 1894,800 2043,8 1862,1 
(1498,0-2442,0) (1011,8-2789,8) (1030,6-2174,1) (1062,6-2465,1) (832,9-2436,8) (1112,6-2421,7) 
Cu 20,3 12,9 11,1 11,6 12,7 9,84 
(9,25-22,2) (9,11-22,6) (9,21-22,6) (5,98-20,0) (7,4-20,6) (6,49-20,6) 
Fe 228,7 200,6 105,9 178 167,8 183,1 
(182,5-402,9) (123,3-418,5) (85,3-264,5) (83,8-295,4) (123,1-235,7) (150,4-246,9) 
K 15687 14537,8 14387,3 14734,0 14261,4 15205,8 
(9169,0-20157,8) (9226,0-19765,2) (7691,0-17547,5) (11174,7-17581,2) (10639,6-23416,5) (10318,2-20213,2) 
Mg 2011,8 2256,5 1785,4 2188,6 2174,4 2194,3 
(2134,2-2011,8) (1703,4-2717,6) (1642,3-2190,3) (1483,4-2460,9) (1866,5-2389,9) (1950,6-2345,6) 
Mn 24,9 20,5 10,3 26,9 26,1 28,7 
(10,7-35,8) (12,3-53,1) (9,05-27,7) (19,7-97,6) (15,3-55,6) (19,1-68,5) 
Na 509,1 440,6 545,6 327,6 333,3 377,3 
(418,9-880,6) (168,2-783,7) (277,8-947,6) (154,6-531,1) (255,4-496,6) (21,0-559,9) 
Ni 0,930 1,06 0,610 1,00 1,01 1,02 
(0,810-1,43) (0,830-1,56) (0,540-0,880) (0,170-2,94) (0,520-2,1) (0,490-3,40) 
P 3396,2 3555,2 3643,8 3613,2 3568 3619,3 
(3080,9-3575,2) (2685,5-4092,6) (3154,4-4226,3) (2498,7-4266,1) (3169,5-3950,1) (3263,0-4139,9) 
Pb 0,490 0,400 0,100 0,400 1,12 0,420 
(0,03-10,7) (0,09-11,2) (0,01-9,08) (0,03-19,0) (0,100-16,8) (0,04-21,3) 
Sr 29,8 0,400 12,2 8,71 9,40 9,18 
(9,59-38,5) (8,5-38,4) (9,04-32,1) (5,68-29,1) (5,48-21,3) (6,62-16,3) 
Zn 43,3 15,1 30,5 35,7 32,0 33,4 
(14,9-62,2) (14,2-60,8) (23,9-69,0) (14,2-62,7) (18,9-62,2) (18,3-60,5) 



























Figura IV.32. Diagrama de caja y bigotes para Ca, Mg y Na. 
 
Para el caso del Ca, en la figura IV.32. se puede ver como los valores de las 
medianas son similares, 1911,4 y 1911,9 mg kg
-1
 para MU y EX, respectivamente. El 
rango en el que oscilan los valores del primer cuartil es mayor para el orígen MU. Los 
recorridos para ambos orígenes son similares, aunque el valor mínimo del Ca en el 
origen EX es bastante bajo. 
Considerando los valores para el Mg se aprecia que las medianas no son tan 
similares siendo 1999,1 y 2179,2 mg kg
-1
 para MU y EX, respectivamente. La 
dispersión de datos en el primer cuartil es mayor para el origen MU, aunque los 
recorridos son similares. 
En el caso del Na, se puede observar que el valor de la mediana para el origen 
EX, 346,3 mg kg
-1
,  es menor que en el caso del origen MU, que tiene un valor igual a 
502,6 mg kg
-1
. La dispersión de los valores en el primer cuartil es mayor en el origen 
MU, e igual ocurre con el recorrido, que es mayor en MU. 
  














Figura IV.33. Diagrama de caja y bigotes para K. 
 
La figura IV.33 muestra los diagramas de caja y bigotes de los datos 
correspondientes al elemento K para los dos orígenes geográficos. En ambos casos, los 
valores de las medianas son bastante parecidos, 14685,2 y 14927,7 mg kg
-1
, para las 
DOP MU y EX, respectivamente. Las dispersiones en el primer cuartil y el recorrido 
son similares en ambos orígenes, aunque los valores mínimo y máximo para el origen 
MU son menores.  
En la figura IV.34 se muestra el diagrama de caja y bigotes para el  P. Se puede 
apreciar que el valor de la mediana para el origen EX, 3591,0 mg kg
-1
,  es algo mayor 
que el correspondiente al origen MU, 3495 mg kg
-1
. Hay una mayor dispersión de los 
datos en el primer cuartil para MU, mientras que el recorrido es mayor en EX.  
En la figura IV.35., se han incluido los diagramas de caja y bigotes Pb y Ni. Se  
observa que los valores de la mediana del Pb, 0,372 y 0,471 mg kg
-1
, para MU y EX, 
respectivamente, son parecidos en ambos casos orígenes. En el caso del Ni los valores 
0,93 y 1,01 mg kg
-1
 para MU y EX, respectivamente, son muy parecidos. Excepto en el 










































Las diferencias observadas entre los distintos orígenes deben ser comprobadas 
estadísticamente mediante las correspondientes pruebas de significación. La secuencia 
operativa para determinar la normalidad o no de las muestras y las diferencias entre 
tipos se recogen en el esquema de la figura IV.36. Primero se realiza una prueba de 
normalidad para ver qué tipo de estadística debe utilizarse, paramétrica o no 
paramétrica. Para ello se lleva a cabo la prueba de Lilliefors [17]. El siguiente paso es 
comprobar si se pueden analizar los tres tipos de pimentón en conjunto o si existen 
diferencias entre los pimentones dulces, picantes y agridulces. Para ello, se aplica un 
ANOVA en el caso que la prueba de Lilliefors concluyera con que la estadística a 
realizar es paramétrica, o un test de Kruskal- Wallis en caso contrario. Si resulta que no 
existen diferencias entre los tipos, la diferenciación geográfica MU-EX puede hacerse 
sin distinguir tipos. No obstante, en caso contrario, la diferenciación geográfica MU-EX 
debe hacerse distinguiendo entre tipos, dulce, picante y agridulce. 
Los resultados de la prueba de Lilliefors para comprobar si los datos se ajustan a 
una distribución normal se han incluido en la tabla IV.10, que muestra los valores 
calculados del parámetro estadístico L. Estos valores se comparan con los valores 
tabulados, y si el valor calculado es menor que el tabulado se puede considerar que los 
datos se ajustan a una distribución normal. En caso contrario habría que utilizar 
estadística no paramétrica. Según se aprecia en la tabla IV.10., los valores calculados del 
estadístico L son menores que el valor tabulado, Ltab para α=0,01, para los elementos B, 
Ca, K, Mg, Na, P y Zn en el caso del tipo dulce. En el caso del tipo agridulce los 
elementos que presentan distribución normal son K y P. Para el pimentón del tipo 
picante los elementos que presentan valores de Lcal menor que Ltab, y por tanto 
distribución normal, son B, Mg, Na y P. La distribución no es normal para los demás los 
elementos. Por lo tanto, se considera que, en conjunto, los datos no tienen una 









Tabla IV.10. Test de Lilliefors para normalidad. 
Elemento Lcal D
a
 L cal A
a
 L cal P
b
 
Al 0,13 0,19 0,21 
B 0,12 0,16 0,10 
Ca 0,09 0,14 0,17 
Cu 0,21 0,26 0,19 
Fe 0,19 0,19 0,22 
K 0,12 0,12 0,15 
Mg 0,09 0,14 0,06 
Mn 0,24 0,19 0,14 
Na 0,12 0,14 0,11 
Ni 0,20 0,29 0,17 
P 0,11 0,07 0,09 
Pb 0,30 0,41 0,36 
Sr 0,15 0,21 0,24 
Zn 0,09 0,27 0,15 






El estudio estadístico no paramétrico para la comparación entre los valores 
correspondientes a los distintos tipos se ha llevado a cabo mediante el test de Kruskal-
Wallis [18]. En la tabla IV.11.se pueden observar los valores del estadístico H calculado, 
así como el análisis post hoc, marcando las comparaciones en las que hay diferencias 
significativas. Se han obtenido valores de H mayores que el valor tabulado, 2 = 5,99, 
para los elementos Al, B, Ca, Fe, Mg, Mn, Ni, P y Pb. Los valores de H mayores se 
obtuvieron para Al, B, Fe y Mg, siendo estos elementos los que presentan diferencias 
significativas para, al menos, dos de las tres comparaciones consideradas. Los tipos 
picante y agridulce presentan diferencias para los elementos Al, B, Ca, Fe, Mg, Mn, Ni 
y Pb, mientras que los tipos agridulce y dulce presentan diferencias para Al, B, Fe, Mg y 
P. Ninguno de los elementos estudiados refleja diferencias entre los tipos picante y 
dulce. Los elementos Cu, K, Na, Sr y Zn presentan valores menores que χ2, para α=0,05,  













Puesto que el hecho de considerar en conjunto los tres tipos puede introducir una 
varianza importante a la hora de establecer los modelos de diferenciación geográfica, se 
procede a realizar el estudio de diferenciación del origen considerando los diferentes tipos. 









Figura IV.36. Secuencia operativa empleada  para determinar si se discrimina entre 
tipos. D: dulce; P: picante; A: agridulce. 
Tabla IV.11. Test de Kruskal-Wallis para la comprobación del 
contenido elemental en pimentones picantes, dulces y agridulces 
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         Cu 3,88 
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         Na 1,84 
            Ni 13,54 
  
  
         P 7,95 
    
  
       Pb 10,39 
  
  
         Sr 3,19 
            Zn 0,81           
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Antes de aplicar métodos de reconocimiento de patrones, se comprueba si los 
datos de los tipos dulce, picante y agridulce, dentro de cada origen, siguen una 
distribución normal. Para ello se aplica el test univariante de Lilliefors a cada uno de los 
elementos. Los valores de Lcal y Ltab se recogen en la tabla IV.12. Como la distribución 
no es normal para todos los elementos, se aplica una estadística no paramétrica.  
 
Para ver qué elementos presentan poder discriminante dentro de los distintos 
orígenes, se realiza una prueba U de Mann-Whitney (tabla IV.13.), que es un ensayo 
similar a la t de Student, pero para datos que no tienen una distribución normal. La 
prueba U de Mann-Whitney nos revela qué elementos presentan mayor poder 
discriminante a la hora de diferenciar entre orígenes. En el caso de la diferenciación de 
los orígenes EX y MU para el tipo picante, encontramos que los elementos que 
presentan mayores valores de z son Al, Cu, Fe, Na, Pb y Sr. En el caso del tipo dulce, 
los elementos que mayor poder discriminante presentan son Cu, Fe, Mn, Na, P y Sr, y 
para el tipo agridulce, los valores mayores de z son para Al, Ca, Fe, Mg, Mn, Na, Ni, Pb 
y Sr. Si se realiza la prueba U de Mann-Whitney considerando los tres tipos en global, 
los elementos de mayor poder discriminante son Cu, Mg, Mn, Na, P, Pb y Sr. 
 





 L cal P
b




 L cal P
c
 L cal A
c
 
Al 0,16 0,21 0,35 0,17 0,13 0,21 
B 0,15 0,10 0,23 0,10 0,13 0,16 
Ca 0,13 0,20 0,26 0,15 0,25 0,07 
Cu 0,33 0,25 0,36 0,18 0,26 0,28 
Fe 0,25 0,23 0,42 0,18 0,13 0,17 
K 0,15 0,15 0,17 0,15 0,21 0,15 
Mg 0,21 0,08 0,21 0,22 0,16 0,13 
Mn 0,15 0,28 0,45 0,30 0,20 0,23 
Na 0,19 0,12 0,24 0,10 0,16 0,13 
Ni 0,21 0,22 0,21 0,20 0,19 0,23 
P 0,21 0,15 0,13 0,15 0,09 0,12 
Pb 0,33 0,45 0,46 0,30 0,28 0,41 
Sr 0,19 0,31 0,26 0,29 0,25 0,23 






















De acuerdo con estos resultados obtenidos se puede afirmar que existen 
diferencias significativas entre los valores de concentración obtenidos para las muestras 
pertenecientes a los dos orígenes geográficos considerados. Por lo tanto, resulta 
adecuada la aplicación de técnicas de reconocimiento de patrones para la obtención de 
modelos de clasificación que permitan la diferenciación de muestras provenientes de 
dichos orígenes.  
Otra conclusión interesante de la aplicación de la prueba U de Mann-Whitney es 
que también puede ser utilizada como primera aproximación para excluir las variables 
con menos poder discriminante [19]. Por ello, en la sucesiva aplicación de técnicas de 
reconocimiento de patrones, se usarán como variables los elementos que tras aplicar la 
prueba U de Mann-Whitney presentan valores de z mayores de 1,96, que es el valor 
crítico para el parámetro z. 
 
IV.2.2.Aplicación de técnicas de reconocimiento de patrones. 
Una vez realizado el estudio estadístico básico, la secuencia operativa que se va 
a seguir para este estudio se describe en la figura IV.37. En primer lugar, se aplica como 
técnica de previsualización de la tendencia de los datos el análisis PCA en dos 
Tabla IV.13. Prueba U de Mann-Whitney para los orígenes EX y MU 
Elemento zcal 
P D A G 
Al 2,52 1,04 4,89 0,49 
B 1,65 0,14 1,30 1,45 
Ca 1,76 0,83 2,75 0,22 
Cu 2,54 2,41 1,89 3,79 
Fe 2,85 3,66 4,19 1,75 
K 0,7 1,46 1,75 0,13 
Mg 1,29 0,64 5,37 2,40 
Mn 1,48 2,32 4,96 4,95 
Na 2,58 4,82 3,09 6,07 
Ni 0,38 0,16 4,14 1,47 
P 0,05 3,96 0,36 2,34 
Pb 2,42 0,36 3,39 2,51 
Sr 2,91 4,23 3,23 5,94 
Zn 0,1 1,02 0,20 1,00  





modalidades. Por un lado se realiza un análisis PCA
a
, donde las variables que se 
emplean son las que tras aplicar la prueba U de Mann Whitney se consideran más 
discriminantes. Por otro lado, se lleva a cabo un PCA
b
 usando todas las variables. El 
análisis PCA genera una serie de componentes principales (PC) a partir de las variables 










Figura IV.37. Secuencia operativa seguida en el análisis quimiométrico. 
Posteriormente, se aplica análisis discriminante lineal (LDA), mediante el cual 
se calculan funciones discriminantes a partir de las combinaciones lineales de las 
variables originales, para diferenciar las clases consideradas minimizando la relación  
varianza dentro de la clase y la varianza entre clases [21]. El primer análisis LDA
a
 para 
establecer relaciones de pertenencia de los casos a las categorías estudiadas se construye 
con las variables iniciales más discriminantes según prueba U de Mann-Whitney. Por 
otro lado, se realiza un LDA
b
, pero en este caso utilizando todas las variables obtenidas, 
para así seleccionar las variables con mayor poder discriminante, que se utilizarán en la 
aplicación de otras técnicas de clasificación. 
Si la clasificación se puede realizar mediante modelos lineales se crean los 
modelos a partir de LDA, máquinas de vectores soporte (SVM) [22] lineales o 
modelado suave independiente de analogías de clases (SIMCA) [23]. Si por el contrario 
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la separación es compleja y no se puede realizar mediante un modelo lineal, hay que 
recurrir a técnicas como SVM no lineales o redes neuronales artificiales (ANN)[24]. 
Para hacer una validación cruzada de los modelos de clasificación se aplica el 
procedimiento de jacknife estratificado, eliminando un grupo de muestras (Delete-A-
Group-Jacknife, DAGJK) [25], y creando nueve replicados para los conjuntos de 
entrenamiento (training) y prueba (test). DAGJK elimina de forma aleatoria un grupo de 
muestras de cada clase y construye el modelo. El grupo eliminado se usa como conjunto 
de prueba y se calcula la sensibilidad (SENS) y especificidad (SPEC) según las 
















donde TN son los verdaderos negativos, TP los verdaderos positivos, FP los falsos 
positivos y FN los falsos negativos. En todos los casos se calcula la SENS y SPEC para 
los orígenes MU y EX, y una SENS y SPEC global ponderada teniendo en cuenta el 
número de muestras en cada origen. 
 
IV.2.2.1. Diferenciación geográfica de pimentones dulces. 
Se prepara una matriz de datos con 14 columnas, una por cada elemento 
determinado, y 45 filas, correspondientes a cada una de las muestras de pimentón dulce 
analizadas. 
Se realizan dos análisis PCA, uno (PCA
a
) utilizando como variables el contenido 
de los elementos Cu, Fe, Na, P, Mn y Sr, que son los señalados por la prueba U de 
Mann-Whitney, y otro (PCA
b
) utilizando todas las variables. Después se realizará una 
comparación de los resultados obtenidos en ambos casos.  
En el caso del PCA
a 
se obtienen los tres primeros componentes principales cuya 
expresión se incluye en las ecuaciones 4.27-29, que explican el 78,81% de la varianza 





dos primeros explican el 64,3% de la misma, y son los que se consideran puesto que sus 
autovalores son mayores que 1, 2,53 y 1,35para PC1 y PC2, respectivamente, y según el 
criterio de Kaiser explican más varianza que una variable original [27]. 
P 1:  0, 9  e  0, 1 P  0,5   u  0,1   n  0,5   r  0,    a ( .  ) 
P  :0,    e  0,   P  0,    u  0,    n  0,11  r  0,    a ( .  ) 
P  :0,       0,   P  0,11  u  0,0   n  0,1   r  0,11  a ( . 9) 
 
La distribución de las muestras de pimentón según su origen MU y EX en el 
espacio definido por los dos primeros PCs se puede ver en la figura IV.38. Si 
consideramos las coordenadas de PC1 y PC2, se observa que las muestras 
pertenecientes al origen EX están separadas de las del origen MU con valores negativos 
de PC2 y positivos y negativos de PC1. No se aprecia una separación completa de los 
dos orígenes, pero se puede observar que hay cierta tendencia a ello, con lo que cabe 
esperar que se pueda conseguir un modelo de clasificación adecuado para la 
diferenciación geográfica de ambas clases.  
En cuanto a los pesos de las variables, hay que tener en cuenta que, si son 
superiores de 0,7, en valor absoluto, muestran una fuerte correlación; pesos entre 0,7 y 
0,4 indican una participación moderada en la influencia de las variables a los PCs, y si 
tienen valores por debajo de 0,4 su influencia puede considerarse prácticamente nula 
[28]. La tabla IV.14. muestra los valores de los pesos de las variables obtenidos al 
aplicar PCA
a
. En relación al PC1, las variables que tienen mayor poder discriminante 
son Cu, Sr y Fe, mientras que para el PC2 tenemos que las variables que mayor peso 
presentan son Mn, y Na. En el caso del PC3, el P es el que presenta mayor contribución.  





Figura IV.38. Distribución de muestras de pimentones dulces según su origen en 








Elemento PC1 PC2 PC3 
Cu 0,83 -0,37 -0,10 
Fe 0,62 0,38 0,42 
Mn 0,28 -0,83 0,04 
Na 0,57 0,53 0,10 
P -0,49 -0,25 0,79 
Sr 0,91 -0,13 0,15 
 
En el caso del PCA
b
, considerando el contenido de todas las variables, se han 
calculado los tres primeros componentes principales, que explican el 64,67% de la 
varianza de los datos originales. PC1 explica un 39,66%, PC2 un 13,35% y PC3 un 
11,66 %. Se consideran estos tres primeros PCs puesto que sus autovalores son mayores 
que 1, siendo 4,54, 2,37 y 2,05 para PC1, PC2 y PC3, respectivamente. 



























En este caso, las variables Al, B, Ca, Cu, Sr y Zn presentan un peso mayor en 
PC1, Fe y Zn están más correlacionados a PC2 y no existen correlaciones especialmente 
importantes de ningún elemento para PC3. En la tabla IV.15.se recogen estos pesos. 
 
 
En la figura IV.39.se puede observar la distribución de las muestras en el espacio 
definido por los tres primeros PCs. La mayoría de las muestras del origen EX aparecen 
a valores negativos de PC2 y positivos de PC3. Las muestras del origen MU aparecen 
distribuidas para valores positivos y negativos de PC2 y PC3.Considerando la 
distribución con respecto al eje PC1, La mayoría de las muestras de EX se sitúan en la 
parte del gráfico que corresponde a los valores positivos de PC1, mientras que las 
muestras del origen MU se encuentran en la parte del gráfico correspondiente a valores 
negativos de PC1, aunque varias muestras también aparecen para valores positivos de 
PC1. Al igual que en cálculo realizado según PC
a
, se aprecia una cierta separación de las 
muestras, aunque hay solapamiento de las mismas. 




Elemento PC1 PC2 PC3 
Al -0,70 0,48 0,05 
B -0,70 -0,36 -0,04 
Ca -0,73 0,01 0,30 
Cu -0,86 -0,18 -0,25 
Fe -0,44 0,86 0,05 
K 0,34 0,27 -0,56 
Mg -0,43 0,55 0,48 
Mn -0,65 -0,39 0,28 
Na -0,24 0,39 -0,64 
Ni 0,39 0,13 -0,42 
P 0,19 -0,06 0,58 
Pb 0,26 0,32 0,58 
Sr -0,76 0,19 -0,01 
Zn -0,68 -0,62 -0,03 





Figura IV.39. Distribución de muestras de pimentones dulces según su origen en el 
plano definido por los tres primeros PCs. 
 
Una vez realizado el PCA se aplica una técnica de reconocimiento de patrones 
supervisado como el LDA, con el que pueden obtenerse reglas de clasificación 
adecuadas que permiten diferenciar las muestras. También es posible utilizar LDA como 
técnica exploratoria de datos para seleccionar las variables que más contribuyan al 
modelo de clasificación, y poder así eliminar las que menos contribuyan 
[29].Nuevamente, para la realización del LDA es posible partir de las variables que tras 
aplicar la prueba U de Mann-Whitney presentaban diferencias significativas (LDA
a
), o 
partir de todas las variables (LDA
b
). 
En el caso de LDA
a
 se aplicó un análisis sucesivo incluyendo progresivamente 
las variables más discriminantes para obtener las que más contribuyen a la 
diferenciación. Estas variables son: Mn, Sr, Na, Cu y P. En la figura IV.40.se observa la 
separación que se consigue entre los orígenes geográficos de las muestras utilizando 
esas variables. Como se puede apreciar hay una buena separación de las muestras 
correspondientes a las DOP EX y MU. La ecuación. 4.30corresponde a la función 
discriminante (DF1), en la que se puede apreciar la contribución de cada variable. 
 






Figura IV.40. Distribución de las muestras de pimentones dulces en DF según  el 




La validación del modelo se realizó según el procedimiento DAGJK. En la tabla 
IV.16.se muestran los resultados globales de la capacidad del modelo creado para 
diferenciar orígenes de muestras de pimentón junto con los valores de SENS y SPEC. 
Los resultados globales se corresponden con una media ponderada de los resultados de 
SENS y SPEC de los orígenes geográficos MU y EX.  
Como puede apreciarse, los resultados del modelo de clasificación obtenidos 
mediante LDA
a
 son buenos, ya que SENS y SPEC del conjunto de todas las muestras 
son 96,2 y 96,9, respectivamente.  
Como ya se ha indicado, el cálculo de LDA
b
 se realizó utilizando de partida 
todas las variables. El procedimiento es similar al descrito anteriormente, ya que se 
aplicó un análisis sucesivo incluyendo progresivamente las variables más 
discriminantes, y para hacer la validación cruzada del modelo de clasificación se aplica 
igualmente el procedimiento DAGJK con nueve replicados. Las variables que se han 
eliminado en este caso son, Sr y Zn.  




En la ecuación 4.31 se presenta la función discriminante (DF1), con la 
contribución de cada variable. 
D 1:   ,       1,9   i  1,    e  1, 5 P  1,99  n  1, 5  a  0,5     1,15     1,05 Pb  
 0,   Al  0, 9    0,    g      ( . 1) 
En la figura IV.41.serepresenta la distribución de las variables según la función 
discriminante calculada. Como se puede apreciar hay una buena separación utilizando 
esta función discriminante con las variables indicadas. Se han calculado SENS y SPEC 
de los orígenes MU y EX, y los valores obtenidos se incluyen en la tabla IV.16.  
 





Siguiendo con el esquema propuesto, y para intentar conseguir modelos más 
eficaces, se ha aplicado la técnica SVM lineal. En este caso también se realizan dos 
modelos, a y b, con las mismas variables originales que los modelos de LDA descritos. 
Al igual que para el LDA, el modelo de clasificación debe ser construido a partir 





dividió el conjunto de muestras en un 70% para muestras de entrenamiento y un 30% 




. El modelo se sometió a la 
validación cruzada aplicando la prueba DAGJK. Los resultados globales de predicción 
de los modelos SVM se muestran en la tabla IV.16. 
Como puede observarse en la tabla IV.16., el modelo obtenido con SVM
a 
mejora 
ligeramente los resultados obtenidos mediante LDA
a
. SENS y SPEC son 98% y 97%, 
respectivamente. En el caso del modelo SVM
b
, la SENS obtenida para las muestras de 




Tabla IV.16. Resultados de los modelos de clasificación global para muestras de 
pimentón dulce 
 MU EX Global (MU-EX) 
 SENS SPEC SENS SPEC SENS SPEC 
LDA
a
 93 + 11 100 100 93 + 11 96 + 6 97 + 5 
LDA
b
 100 100 100 100 100 100 
SVM
a
 97 + 10    97 + 6 97 + 6 97 + 10 98 + 6 97 + 5 
SVM
b
 100 98 + 7 98 + 7 100 99 + 3 99 + 4 
SIMCA
a
 84 ± 9 96 ± 7 97 ± 7 100 91 ± 3 99 ± 4 
SIMCA
b
 89 + 15 100 76 + 15 100 83 + 10 100 
ANN
a
 100 100 100 100 100 100 
ANN
b
 100 100 100 100 100 100 
MU: Murcia; EX: Extremadura; G: Global. SENS: sensibilidad; SPEC: especificidad. a: Mann-
Whitney. b: LDA con todas las variables y SVM,    SIMCA y ANN con las variables incluidas al aplicar 




SIMCA realiza un análisis PCA para cada clase considerada determinando el 
número de PCs necesarios para describir la estructura de cada clase. SIMCA permite 
una visualización muy eficaz de la clasificación de las muestras, así como de los falsos 
positivos y negativos, ya que al ser una técnica de modelado suave permite que una 
muestra pueda pertenecer o no a una clase, y también clasificarse en el espacio 
confluente entre  las clases. En este caso, la sensibilidad es la proporción de muestras 
que pertenecen a una y se clasifican correctamente. La especificidad es la proporción de 
muestras que no pertenecen a una clase determinada y son identificadas como extrañas 
por el modelo [30].La SPEC aumenta cuando muestras de una clase que no se asignan 
dentro de su clase, no son asignadas a otras distintas, sino como pertenecientes a 
ninguna clase.  




Tal y como se ha hecho hasta ahora, se calcularon dos modelos de clasificación 
con SIMCA. En uno donde se eligen las variables consideradas como más 
discriminantes según la prueba Mann-Whitney, SIMCA
a
. Se calcula otro modelo 






En el caso de SIMCA
a
 las variables que se emplearon fueron Cu, Fe, Mn, Na, P 
y Sr. En la tabla IV.16, donde se muestran los resultados, se puede observar cómo SPEC 
mejora cuando se trata de los resultados del origen EX y también para los globales. En 
este caso de la SENS disminuye porque existen muestras tanto de EX como de MU que 
no se asignan a ninguna clase. 
En el gráfico de la figura IV.42., denominado gráfico de Cooman, se representan 
las distancias críticas que definen un modelo y otro y las distancias de las muestras a 
esos dos modelos.  
 




Para el cálculo del modelo SIMCA
b
 se tomaron las variables elegidas mediante 
LDA
b
, es decir, todas las variables iniciales a excepción del Sr y Zn. La figura IV.43 
muestra el gráfico de Cooman. Se aprecia que todas las muestras del origen EX están 






























clase, estando todas las demás dentro del origen MU. Según esta apreciación SPEC y 
SENS para EX sería 100%. No obstante, al realizar la validación cruzada con distintos 
grupos de muestras no se obtiene una eficacia tan elevada. Los valores de SPEC y 
SENS para ambos orígenes se encuentran en la tabla IV.16. Para el origen EX son 100 y 
76%, respectivamente, y para el origen MU son 100 y 89%. 
 
 




Una vez aplicados métodos lineales como LDA, SVM y SIMCA para obtener 
modelos de clasificación de las muestras de pimentón dulce, y con fines comparativos 
se han aplicado métodos no lineales como son las redes neuronales  artificiales, ANN. 
Las redes que se emplean son redes de perceptrones multicapas (MLP) que consisten en 
neuronas organizadas en capas, una de entrada correspondiente a las variables elegidas 
para crear el modelo, otra oculta donde cada neurona realiza una suma ponderada de las 
variables de entrada y las transforma en una respuesta de salida, y otra capa de salida 
donde se calcula la probabilidad de pertenecer a una clase u otra. Las MLP-ANN se 

























Distancia a Extremadura 
Extremadura 
Murcia 




conjunto de muestras de verificación. Las muestras se dividen en un 50%, 25% y 25% 
para entrenamiento, verificación y test, respectivamente.  
Se realizan dos modelos MLP-ANN, uno empleando las variables que 
permanecen tras aplicar el test de Mann-Whitney (MLP-ANN
a
), y otro con las variables 
que LDA
b
 detectó como más discriminantes (MLP-ANN
b
). La arquitectura de la MLP-
ANN
a
 es 6:7:2 y la de la MLP-ANN
b
 12:7:2. En la tabla IV.16. se muestran los 
resultados obtenidos Ambos tipos de redes permiten clasificar las muestras de pimentón 
dulce, obteniéndose resultados del 100% con independencia de las variables empleadas 
en la construcción del modelo. 
 
IV.2.2.2. Diferenciación geográfica de pimentones picantes. 
El primer paso es preparar una matriz de datos con 14 columnas, una por cada 
elemento analizado, y 64 filas correspondientes a cada una de las muestras de pimentón 
picante estudiadas.  
Siguiendo el esquema de la figura IV.37 se realiza, en primer lugar, un  análisis 
PCA
a
, utilizando como variables el contenido de los elementos que según la prueba U 
de Mann-Whitney son buenos descriptores, ya que presentan diferencias significativas. 
Por otro lado, se realiza un análisis PCA
b
 empleando todas las variables.  
En el caso de PCA
a
, los elementos que poseen más poder discriminante son  Al, 
Cu, Fe, Na, Pb y Sr.  El 89,7% de la varianza de los datos originales se puede expresar 
con los tres primeros PCs, cuyas expresiones se incluyen en las ecuaciones. 4.32-4.34. 
Los dos primeros explican el 77,3% de la misma, el PC1 un 54,8% y el PC2 un 20,5%. 
PC3 explica un 14,4 % de la varianza. En este caso se consideran los dos primeros PCs 
puesto que sus autovalores son mayores que 1, siendo 3,29 y 1,23 para PC1y PC2 
respectivamente. 
P 1:0,50 Al  0,51  e  0,    u  0,   Pb  0, 5  r  0,1   a ( .  ) 
P  : 0,1  Al  0,0   e  0, 9  u  0,   Pb  0,0    r  0,    a ( .  ) 






En la figura IV.44.se representa la distribución de las muestras de pimentón dulce 
según su  origen MU y EX en el espacio definido por los dos primeros PCs. Las 
muestras de MU se distribuyen, en su mayoría, en la zona de valores positivos de PC2 y 
negativos y positivos de PC1. Las muestras de EX se distribuyen con valores  negativos 
de PC1 y PC2. En la zona de valores negativos de PC2 y positivos de PC1 se mezclan 
algunas muestras de EX y MU. No se aprecia una separación completa de los dos 
orígenes, pero sí es posible advertir cierta tendencia a la separación de las muestras de 
los distintos orígenes. 
 
Figura IV.44. Distribución de muestras de pimentón picante según su origen en el plano 
definido por los dos primeros PCs. 
 
Atendiendo al peso de las variables originales en el primer componente 
principal, las que mayor poder discriminante tienen son Al, Cu, Fe, y Sr, mientras que si 
observamos PC2 tenemos que las variables que mayor contribución presentan son Sr, y 
Na. En el caso del tercer PC la variable que más peso tiene es Pb, lo cual se puede 
observar en la tabla IV.17. 
 
 
































En el caso del PCA
b
, los tres primeros PCs explican el 71,3% de la varianza 
total. Las expresiones de cada uno de los tres PCs se recogen en las ecuaciones 4.35-
4.37. Se consideran estos tres PCs ya que sus autovalores son mayores que 1, con los 
valores 6,23, 2,27 y 1,49para PC1, PC2 y PC3, respectivamente.  
1:  0,32  0,24  0,30   0,38   0,31   0,17   0,24   0,35  
 0,05   0,22   0,13   0,20   0,26   0,35
PC Al B Ca Cu Fe K Mg Mn
Na Ni P Pb Sr Zn
       
     
 
2:  0,22   0,16   0,10   0,02   0,31   0,28   0,30  
 0,26   0,51   0,22   0,22   0,12   0,34   0,18
PC Al B Ca Cu Fe K Mg
Mn Na Ni P Pb Sr Zn
      
      
 
3:  0,14   0,45  0,12   0,04   0,15   0,19  0,12   0,
| |
03  
 0,15   0,12   0,63   0,47   0,06   0,17
PC Al B Ca Cu Fe K Mg Mn
Na Ni P Pb Sr Zn
      
     
 
Los pesos de las variables en los tres PCs considerados se muestran en la tabla 
IV.18. Los elementos que más contribuyen a PC1 son Al, Ca, Cu, Fe, Mn y Zn, ya que 
presentan pesos superiores a 0,7. En el segundo componente principal, el elemento Na 
tiene un peso superior a 0,7, mientras que en el tercer componente principal es el P. Por 
lo tanto, para este modelo, éstas son las variables que más discriminan ya que son las 
que presentan los pesos mayores en los tres primeros componentes principales. Para 
visualizar las tendencias definidas por el análisis en componentes principales PCA
b 
se 
representa la distribución de las muestras de pimentón picante en el espacio de los tres 
primeros PCs. 
 




Elemento PC1 PC2 PC3 
Al -0,89 -0,14 0,27 
Fe -0,93 0,00 0,17 
Cu -0,86 -0,33 0,02 
Sr -0,81 0,40 0,00 
Pb -0,43 -0,29 -0,85 















Elemento PC1 PC2 PC3 
Al -0,80 -0,33 0,17 
B -0,61 0,23 -0,55 
Ca -0,75 -0,15 -0,15 
Cu -0,95 0,03 -0,04 
Fe -0,78 -0,46 0,19 
K 0,43 -0,41 0,23 
Mg -0,59 -0,58 -0,14 
Mn -0,87 0,40 0,03 
Na 0,12 -0,77 0,18 
Ni -0,55 0,34 0,15 
P 0,33 -0,33 -0,77 
Pb -0,50 0,18 0,57 
Sr -0,64 -0,51 -0,08 
Zn -0,87 0,28 -0,21 
 
En la figura IV.45. se muestra esta distribución, en la que se no aprecia una 
separación de las muestras de origen diferente, pero hay ciertas tendencias. Las 
muestras de EX están distribuidas principalmente en la zona positiva de PC2, mientras 
que las de MU lo hacen a valores negativos de PC2. 
 
Figura IV.45. Distribución de muestras de pimentón picante según su origen en el plano 
definido por los tres primeros PCs. 
 




Una vez realizado el PCA se aplica el LDA, utilizando, en primer lugar, las 
variables que tras aplicar la prueba U de Mann-Whitney presentaban diferencias 
significativas, LDA
a
. Por otra parte, y siguiendo un esquema de trabajo similar al 
utilizado para las muestras de pimentón dulce, se llevará a cabo un LDA con todas las 
variables, LDA
b
. En ambos casos se ha aplicado un análisis sucesivo incluyendo 
progresivamente las variables más discriminantes para obtener las que más contribuyan 
a la diferenciación. En el caso de LDA
a
, las variables más discriminantes son Fe, Na y 
Pb. En la figura IV.46.semuestra la distribución de las muestras de pimentón picante 
según la función discriminante calculada. Como puede verse, no hay una diferenciación 
total, ya que existe un solapamiento de ambos orígenes, lo que indica que son necesarias 
otras técnicas para la correcta clasificación.  En la ecuación 4.38 se presenta la función 
discriminante con la contribución de cada variable. 
D 1:  0,       0,95  e  0, 5 Pb        ( .  ) 
En la tabla IV.19.se muestran los resultados de la capacidad del modelo creado 
para diferenciar orígenes de muestras de pimentón picante junto con la SENS y SPEC 
del modelo. 
Figura IV.46. Distribución de las muestras de pimentones picantes en DF según  el 







Tabla IV.19. Resultados de los modelos de clasificación global para muestras de 
pimentones picantes. 
 
MU EX Global (MU-EX) 
 
SENS SPEC SENS SPEC SENS SPEC 
LDA
a
 74 + 14 84 + 8 84 + 8 74 + 14 80 + 9 78 + 10 
LDA
b
 89±13 93±12 93±12 89±13 91±10 91±10 
SVM
a
 72 + 19 89 + 7 89 + 7 72 + 19 82 + 6 79 + 10 
SVM
b
 87±18 83±12 83±12 87±18 85±9 85±8 
SIMCA
a
 83 ± 25 26 ± 19 76 ± 24 81 ± 34 80 ± 14 55 ± 20 
SIMCA
b
 89±16 35±21 78±20 88±20 85±11 59±19 
MLP-ANN-6:7:2
a
 97 ± 6 98 ± 5 98 ± 5 97 ± 6 97 ± 4 98 ± 3 
MLP-ANN-10:7:2
b
 99 ± 4 96 ± 7 96 ± 7 99 ± 4 98 ± 4 97 ± 4 
MU: Murcia; EX: Extremadura; G: Global. a: Mann-Whitney. b: LDA con todas las variables y SVM, 




Si analizamos los datos para LDA
b
, encontramos que las variables que se eliminan del 
modelo son Al, Na, Ni y P. La ecuación de la función discriminante es la que se muestra a 
continuación. 
1:  0,87   0,69   0,18   0,25   2,25   1  
 1,29  0,97   0,52   0,38
DF Fe Pb B Sr Cu Mn
Zn Mg Ca K
     
   
 
 
En la figura IV.47.semuestra la distribución de las muestras de pimentón picante 
pertenecientes a las dos denominaciones de origen consideradas según la función 
discriminante calculada. Las muestras del origen MU aparecen en la parte izquierda del 
gráfico, que corresponde a valores negativos de la función discriminante, mientras que 
las del origen EX se sitúan en la parte derecha, que corresponde a valores positivos de la 
función discriminante. Puede apreciarse un solapamiento en la zona central, lo cual 
indica que la diferenciación no es adecuada. Este comportamiento es similar al que se 
obtuvo con el modelo LDA
a









Figura IV.47. Distribución de las muestras de pimentones picantes en DF según  el 




Se realiza la validación del modelo siguiendo el procedimiento DAGJK. Los 
resultados obtenidos para los parámetros SENS y SPEC se han incluido en la tabla 
IV.19. El modelo LDA
b
 da valores mayores, que son iguales al 91% cuando se tiene en 
cuenta el conjunto de las dos denominaciones de origen. 
Los resultados de SENS y SPEC del modelo LDA
b
 son mejores que los 
correspondientes al modelo LDA
a
. No obstante, para intentar conseguir valores de 
SENS y SPEC más próximos al 100%, y con fines comparativos se han aplicado otros 
procedimientos de cálculo basados en las técnicas SVM, SIMCA y ANN. 
Se crea un modelo a partir de SVM lineal de acuerdo a la prueba U de Mann-
Whitney (SVM
a
) y otro a partir de las variables que LDA
b
 determinó como más 
discriminantes (SVM
b
). Al igual que en el caso de ambos LDA, el modelo de 
clasificación debe ser construido a partir de un conjunto de muestras de entrenamiento 
(70%) y otro de prueba (30%). Los resultados de SENS y SPEC se muestran en la tabla 





sustancialmente los de LDA, por lo que se recurre a otra técnica para crear otro modelo 
de clasificación.  
Los resultados del modelo  SIMCA
a
 se muestran en la tabla IV.19.Tanto en la 
tabla de resultados como en el gráfico de Cooman (figura IV.48.), se observa que los 
resultados no responden a una buena clasificación. En el gráfico se aprecia cómo 
muestras de MU y EX son asignadas a ambos orígenes y muestras de EX se asignan 
como MU. En el caso de SIMCA
b
, donde se utilizan para construir el modelo todas las 
variables originales excepto Al, Na, Ni y P, tampoco se obtienen buenos resultados. El 
gráfico de Cooman de la figura IV.49.muestra claramente cómo la separación no es 









En la tabla IV.19. se presentan los valores de SENS y SPEC encontrando que no 
es posible una separación mediante técnicas de reconocimiento de patrones lineales, y 























Distancia a Extremadura 
Extremadura 
Murcia 










Haciendo uso de redes neuronales artificiales del tipo perceptrón multicapa, MLP-
ANN, se han conseguido mejores resultados.  En el caso de MLP-ANN
a
, la red se 
construye a partir de 6 neuronas en la capa de entrada, ya que son 6 variables las que se 
emplean para la construcción del modelo, 7 en la capa oculta y 2 en la capa de salida. 
En el caso de MLP-ANN
b
 la estructura de la red es 10:7:2, porque en este caso son las 
10 variables, B, Ca, Cu, Fe, K, Mg, Mn, Pb, Sr y Zn las que se emplean para crear el 
modelo.  
En ambos casos se tienen resultados mejores que los obtenidos utilizando otros 
métodos, por lo que la separación no lineal ofrece, efectivamente, mejores resultados. 
Considerando los resultados que se muestran en la tabla IV.19.se puede concluir que, 
para las muestras de pimentón picante la clasificación según el origen, no existen 
prácticamente diferencias a la hora de emplear las variables determinadas por Mann-
Whitney o LDA
b































IV.2.2.3. Diferenciación geográfica de pimentones agridulces. 
 
Se prepara una matriz de datos con 14 columnas, una por cada elemento 
analizado, y 45 filas correspondientes a cada una de las muestras de pimentón agridulce. 
Se realiza un análisis PCA
a
 a la matriz de datos, utilizando como variables el 
contenido de los elementos Al, Ca, Fe, Na, Pb, Sr, Ni, Mn y Mg, seleccionados a partir 
de los resultados de la prueba U de Mann-Whitney. Con el contenido de estos 
descriptores se obtienen tres componentes principales (ec.4.40-4.42), que explican el 
83,1% de la varianza de los datos originales. Los dos primeros explican el 70,2% de la 
misma, el PC1 un 50,1%, el PC2 un 20,1%, y el PC3 un 12,9%. Se consideran estos tres 
PCs, puesto que sus autovalores son mayores que 1: 4,51, 1,81  y 1,16  para PC1, PC2 y 
PC3, respectivamente. 
P 1: 0, 1     0,    e  0, 1  n  0,0   r  0,    i  0,   Pb   0,10  a  
 0,    g  0,    a ( . 0) 
P  :  0,0      0,19  e  0,05  n  0,    r  0,1   i  0,   Pb   0, 1  a  
 0,    g  0,1   a ( . 1) 
P  :  0, 5     0,    e  0,    n  0,1   r  0,    i  0, 5 Pb   0, 1  a  
 0,    g  0,05  a ( .  ) 
La distribución de las muestras de pimentón agridulce según su origen MU y EX 
en el espacio definido por los tres primeros PCs se puede ver en la figura IV.50. Si 
consideramos las coordenadas de PC1, PC2 y PC3, las muestras de Murcia se 
distribuyen en la zona negativa de PC1 y PC2 y en la frontera de la zona positiva y 
negativa de PC3. Las muestras de Extremadura se distribuyen con valores  positivos de 
PC1, negativos y positivos, en su mayoría,  de PC2 y alrededor de todo el eje PC3. 
Atendiendo al peso de las variables originales en el primer componente principal, las 
que mayor poder discriminante tienen son Al, Ca, Fe, Mg, Mn y Pb, mientras que si 
observamos el PC2 tenemos que las variables que mayor contribución presentan son Sr 
y Na, y por último en el PC3, no existen variables con un peso superior a 0,7 pero 
algunas como Ni, Pb y Fe se aproximan y son las variables con mayor peso. 





Figura IV.50.Distribución de muestras de pimentones agridulces según su origen en 
el plano definido por los tres primeros PCs. 
 
En la tabla IV.20.se muestran los pesos de las variables en los distintos PCs 




Elemento PC1 PC2 PC3 
Al 0,88 -0,04 -0,38 
Ca 0,81 0,22 -0,01 
Fe 0,81 0,25 -0,45 
Mg 0,80 -0,29 -0,39 
Mn 0,88 -0,07 0,35 
Na -0,20 0,82 -0,23 
Ni 0,68 -0,23 0,47 
Pb 0,71 0,29 0,48 
Sr 0,07 0,89 0,19 
 
El caso de PCA
b 
es diferente, ya que se parte de todas las variables. Con los tres 
primeros PCs, cuyas ecuaciones se incluyen en ec. 4.43-4.45, se explica el 73% de la 
varianza original. Se consideran los tres primeros PCs atendiendo al criterio de Kaiser. 









1:  0.30   0,30   0,31   0,33   0,31   0,02   0,24  
 0,36  0,04   0,25   0,09   0,34   0,17   0,34
PC Al B Ca Cu Fe K Mg
Mn Na Ni P Pb Sr Zn
      
      
 
2 :  0,29   0,25   0,15   0,31   0,17   0,23   0,39   
0,14   0,41   0,20   0,11   0,04   0,43   0,27   
PC Al B Ca Cu Fe K Mg
Mn Na Ni P Pb Sr Zn
       
     
 
3:  0,10   0,14   0,03  0,03   0,08   0,44   0,35  
 0,11   0,07   0,20   0,71   0,28   0,03   0,09
PC Al B Ca Cu Fe K Mg
Mn Na Ni P Pb Sr Zn
      
      
 
 
Como se puede observar en la tabla IV.21. los elementos que más contribuyen a 
PC1 son Al, B, Ca, Cu, Fe, Mn, Pb y Zn. Na y Sr presentan mayor contribución a PC2 y 
P a PC3. 
 




Elemento PC1 PC2 PC3 
Al -0,73 -0,5 -0,12 
B -0,72 0,42 -0,18 
Ca -0,75 -0,25 -0,04 
Cu -0,79 0,53 -0,04 
Fe -0,74 -0,28 -0,10 
K 0,04 -0,39 0,54 
Mg -0,57 -0,66 -0,43 
Mn -0,87 -0,25 0,14 
Na -0,09 0,71 -0,09 
Ni -0,6 -0,35 0,24 
P 0,21 -0,19 -0,86 
Pb -0,81 0,07 0,35 
Sr -0,40 0,73 -0,04 
Zn -0,82 0,47 -0,11 
 
La figura IV.51. muestra la distribución de las muestras de pimentón agridulce 
en el espacio definido por los tres primeros PCs. La mayoría de las muestras de MU 
presentan una distribución en la zona positiva de PC1 y PC2, mientras que las muestras 
de EX se distribuyen en torno a valores menores de PC2. Las muestras, tanto de MU 














Figura IV.51. Distribución de muestras de pimentón agridulce según su origen en el 
plano definido por los tres primeros PCs. 
 
Una vez realizado el PCA, se puede observar la tendencia natural de los datos a 
separarse. A continuación se aplica  LDA para generar el modelo LDA
a
. Se aplica un 
análisis sucesivo que incluye las variables Fe, Mn, Sr, Ni, Pb, Na, Mg y Ca. En la figura 
IV.52.se observa la separación que se consigue entre tipos de pimentones utilizando este 
modelo. En la ecuación 4.46 se presenta la función discriminante con la contribución de 
cada variable. 
 
1:  1,55   3,00  1,70   0,31   2,69   0,64  
 0,23   0,69 
DF Fe Mn Sr Ni Pb Na
Mg Ca




En la tabla IV.22.se muestran los resultados de la capacidad del modelo creado 
para diferenciar orígenes de muestras de pimentón agridulce en términos de SENS y 
SPEC. Aunque se obtenga un resultado del 100%, LDA es un método de modelado 
duro, con lo que puede que si se realiza una clasificación con SIMCA, la SENS y la 
SPEC disminuyan porque haya muestras que no se asignen a ninguna clase o que se 








Figura IV.52. Distribución de las muestras de pimentones del tipo agridulce en DF 




Tabla IV.22. Resultados de los modelos de clasificación global para muestras de pimentón 
agridulce. 
 
MU EX Global (MU-EX) 
 
SENS SPEC SENS SPEC SENS SPEC 
LDA
a
 100 100 100 100 100 100 
LDA
b
 100 100 100 100 100 100 
SVM
a
 100 100 100 100 100 100 
SVM
b
 100 100 100 100 100 100 
SIMCA
a
 76 ± 17 100 96 ± 11 98 ± 7 93 ± 7 99 ± 3 
SIMCA
b
 73 + 24 100 91 + 15 100 86 + 12 100 
MLP-ANN-10:8:2
a
 100 100 100 100 100 100 
MLP-ANN-12:8:2
b
 100 100 100 100 100 100 
MU: Murcia; EX: Extremadura; G: Global. a: Mann-Whitney. b: LDA con todas las variables y SVM, 




Siguiendo el procedimiento anterior, se genera un modelo alternativo de LDA 
empleando todas las variables de partida, LDA
b
. Igualmente se aplica un análisis de 
inclusión sucesiva de variables y las únicas variables que no se incluyen en este caso 




son el Al y el Mn. En la figura IV.53.se observa la separación que se consigue entre 
tipos de pimentones utilizando esas variables, y en la ecuación 4.47 se presenta la 
función discriminante con la contribución de cada variable. 
 
1:  1,01   2,22   2,89   0,61   0,38   
0,90  0,30   1,37   1,20   2,00   0,82   1,43  
DF Mg Sr Pb P Ni
K Ca Fe Na Zn B Cu
     
     
 
 
Figura IV.53. Distribución de las muestras de pimentones del tipo agridulce en 




Se obtienen resultados del 100% en el caso del modelado mediante LDA
b
, pero 
como se ha comentado anteriormente, habría que construir un modelo SIMCA para 
comprobar que no haya muestras que no se asignen a ninguna de las clases o a las dos. 
Si se sigue con el esquema propuesto, el siguiente paso es construir dos modelos 
de clasificación mediante SVM. Uno de ellos usa todas las variables excepto B, Cu, K y 
Zn, que son las variables que Mann-Whitney considera con menor poder discriminante, 
SVM
a
. Por otro lado, se crea el modelo SVM
b
 con las variables que LDA
b
 determinó 
como más determinantes, es decir, todas menos Al y Mn. En ambos casos, con los 




































, no proporciona resultados de SENS del 100%, ya que 
algunas muestras de MU no se asignan a ninguna clase, o se asignan erróneamente. En 

















  En el caso del  modelo SIMCA
b
 ocurre algo similar con los valores de SENS que 
disminuyen y se alejan del 100%. En este caso, la especificidad sí se mantiene en 100% 
porque no hay ninguna muestra erróneamente asignada a los dos orígenes. Los 
resultados de la tabla IV.22.se refieren a los resultados globales teniendo en cuenta los 9 
replicados, y por tanto, aunque en el gráfico de Cooman (figura IV.55.) no se observen 
muestras de EX asignadas como no clase, la SENS no es del 100%. 
 En el caso de las muestras agridulces, también se recurre a técnicas no lineales 
como las MLP-ANN con fines comparativos.  
 
 
































. En el primer caso las 
neuronas correspondientes a la capa de entrada son 10, mientras que en el segundo caso 
son 12. La capa oculta se compone de  7 y 8 neuronas, respectivamente, quedando dos 





respectivamente. Los resultados se muestran en la tabla IV.22., y como se puede 
observar son del 100% en todos los casos, demostrando que el uso de una técnica no 
lineal permite la correcta clasificación de muestras de pimentón agridulce según origen 
de procedencia MU o EX.  
 
IV.2.2.4. Diferenciación geográfica de pimentones mediante un modelo global 
Una vez realizado el estudio sobre la diferenciación de muestras, de los tipos 
dulce, picante y agridulce, según su origen geográfico, se he planteado la opción de 
utilizar modelos que permitan diferenciar el origen geográfico de las muestras 
independientemente del tipo al que pertenezcan. Para comenzar el estudio sobre este 
modelo global, se considera, en primer lugar la prueba U de Mann-Whitney para 



























presentaron en la tabla IV.13., donde se muestra que las variables consideradas como 
más discriminantes cuando se consideran todos los tipos de pimentones en conjunto son 
Cu, Mg, Mn, Na, P, Pb y Sr. 
Se ha seguido el mismo esquema de trabajo planteado en la figura IV.37. Por 
tanto, primer lugar se ha calculado PCA, realizando un análisis PCA
a
 empleando las 
variables anteriormente seleccionadas como más discriminantes, y después un análisis 
PCA
b
 empleando todas las variables.  
En el caso de PCA
a
, se han calculado los tres primeros PCs, cuyos autovalores 
son 2,73, 1,47 y 1,25 para PC1, PC2 y PC3, respectivamente. Estos tres primeros PCs 
explican un 77,85% de la varianza total y la contribución de cada variable se presenta 
en las ecuaciones 4.48-4.50. 
P 1:0, 9  u  0,0   g  0, 1  n  0,05  a  0,0  P  0,1  Pb  0,1   r ( .  ) 
P  :0,01  u  0,0   g  0,1   n  0,5   a  0,01 P  0,0  Pb  0,19  r ( . 9) 
P  :0,01  u  0, 5  g  0,001  n  0,0 5  a  0, 1 P  0,1  Pb  0,0   r  ( .50) 
Cuando se representan las muestras en el plano de PC1 y PC2 (figura IV.56.) se 
observa que las muestras del origen EX se distribuyen en torno a valores negativos de 
PC2 y negativos y positivos de PC1, formando dos grupos de muestras. Las muestras 
pertenecientes al origen MU se sitúan en el cuadrante opuesto, es decir, en la zona de 
valores positivos de PC2 y positivos y negativos de PC1. Existen muestras de MU 
situadas en la zona de valores negativos de PC1 y PC2. La separación no es completa, 
pero se intuye una tendencia a la separación de las muestras en función del origen 
geográfico.  
Las variables más contribuyentes a PC1 son Cu y Mn, mientras que para PC2 las 
que poseen mayor poder discriminante son Na y Sr, aunque con un peso menor de 0,7 
como muestra la tabla IV.23.  En el caso de PC3,  P es la única variable con un peso 
mayor de 0,7. Sin embargo, el Mg también es un elemento que presenta una también 
una fuerte contribución.  
  








Elemento PC1 PC2 PC3 
Cu -0,90 0,12 -0,08 
Mg -0,45 -0,31 -0,66 
Mn -0,76 -0,51 -0,02 
Na -0,12 0,88 -0,08 
P 0,45 -0,13 -0,72 
Pb -0,69 -0,15 0,42 
Sr -0,68 0,53 -0,32 
 
 
Figura IV.56. Distribución de las muestras según su origen en el plano de los dos 
primeros PCs. 
 
Por otro lado, se ha realizado el cálculo del modelo PCA
b
, utilizando todas las 
variables. Se obtienen 3 PCs, que explican el 64,7% de la varianza total. A continuación 
se considerará cuál es el peso de las variables en cada uno de los PCs calculados. 
Atendiendo a los valores incluidos en la tabla IV.24 se puede comprobar cuáles son los 
elementos que están más correlacionados con PC1, PC2 y PC3. 
  









































Como se puede observar, PC1 está correlacionado fuertemente con variables 
como Al, Ca, Cu, Fe, Mn y Zn y moderadamente correlacionado con B, Mg, Pb y Sr. 
PC3 está correlacionado con el contenido de Na y moderadamente con Sr. Sin embargo, 
no se encuentran correlaciones importantes con PC2. La figura  IV.57.muestra la 
distribución de las muestras en el espacio formado por los tres PCs. Se aprecian dos 
grupos de muestras correspondientes al origen EX, uno a valores negativos de PC1 y 
positivos de PC2, y otro grupo en la zona correspondiente a valores positivos de PC1 y 
de PC2. Las muestras correspondientes al origen MU presentan una dispersión mayor a 
lo largo del eje del PC2. Las muestras de este origen se distribuyen formando dos 
agrupaciones, que se sitúan a valores positivos y negativos de PC1. La mayoría de las 
muestras del origen EX se sitúan en la zona de valores positivos de PC3, mientras que 
las del origen MU presentan scores negativos en PC3, situándose en la parte inferior del 
gráfico, que corresponde a la parte negativa del eje PC3. 
Utilizando LDA se han calculado dos tipos de modelos de clasificación. Uno de 
ellos utiliza las variables que con la prueba Mann-Whitney se consideraron como más 
discriminantes, LDA
a








Elemento PC1 PC2 PC3 
Al -0,78 -0,46 0,09 
B -0,69 0,33 -0,07 
Ca -0,76 -0,19 0,16 
Cu -0,87 0,25 -0,25 
Fe -0,70 -0,61 -0,14 
K 0,23 -0,50 0,17 
Mg -0,58 -0,62 0,27 
Mn -0,79 0,27 0,40 
Na -0,05 -0,20 -0,77 
Ni -0,49 0,05 0,42 
P 0,30 -0,11 0,16 
Pb -0,54 0,28 0,16 
Sr -0,64 -0,09 -0,64 
Zn -0,77 0,49 -0,09 






Figura IV.57. Distribución de las muestras según su origen en el plano de los tres 
primeros PCs. 
 
Para el modelo LDA
a
 se aplicó un análisis LDA de inclusión progresiva para 
obtener las variables más discriminantes, que son Cu, Mn, Na, P, Pb y Sr. En la figura 
IV.58. se representan las muestras del origen EX distribuidas en la parte positiva de la 
DF, mientras que las muestras del origen MU lo hacen a valores negativos. Existe cierto 
solapamiento, lo que concuerda con el hecho de que los resultados de la clasificación en 
términos de SENS y SPEC no sean del 100%. En la tabla IV.25.se muestran los 
resultados correspondientes a LDA
a
. Los resultados de SENS a la hora de clasificar 
muestras del origen MU son mejores que en el caso del origen EX, y lo contrario ocurre 
con la SPEC. Considerando los resultados de manera conjunta, se obtiene un 90% tanto 
para SENS como SPEC. En la ecuación 4.51 se presenta la función discriminante, DF, 
con la contribución de cada variable. 
 




 se obtiene a partir de un análisis de inclusión progresiva de las 
variables más discriminantes. En este caso el modelo se construye con todas las 











En la figura IV.59. se ha incluido la distribución de las muestras de acuerdo con 
la función discriminante calculada según LDA
b
. Se aprecia que las muestras 
correspondientes al origen EX se distribuyen en torno a valores negativos de DF1, 
mientras que las muestras correspondientes al origen MU lo hacen a valores positivos. 
También se observa cierto solapamiento en la zona central del gráfico. En la tabla 
IV.25.se muestran los resultados obtenidos con este modelo en términos de SENS y 
SPEC. Para el origen EX, los valores de SENS y SPEC son 98 y 94%, respectivamente, 
mientras que para el origen MU son 94 y 98%, respectivamente. Haciendo un cálculo 
promedio o global entre los dos orígenes se obtiene un valor del 96%, tanto para SENS 
como para SPEC. Este comportamiento se puede deber a las muestras del tipo picante, 
que, como ya se comprobó en el apartado IV.2.2.2 no se diferenciaban con los modelos 
LDA. No obstante, los valores de SENS y SPEC obtenidos con el modelo LDA
b
 






















Tabla IV.25. Resultados de los modelos de clasificación global para muestras de pimentones 
dulces, picantes y agridulces. 
 MU EX Global (MU-EX) 
 SENS SPEC SENS SPEC SENS SPEC 
LDA
a
 87 ± 7 94 ± 4 94 ± 4 87 ± 7 90 ± 4 90 ± 4 
LDA
b
 94 ± 7 98 ± 4 98 ± 4 94 ± 7 96 ± 4 96 ± 4 
SVM
a
 98 ± 7 87 ± 4 87 ± 4 97 ± 7 93 ± 4 90 ± 4 
SVM
b
 94 ± 7 87 ± 4 87 ± 4 94 ± 7 91 ± 4 90 ± 4 
SIMCA
a
 27 ± 7 28 ± 15 60 ± 7 22 ± 17 43 ± 8 23 ± 6 
SIMCA
b
 87 ± 6 64 ± 7 84 ± 7 84 ± 6 86 ± 3 74 ± 5 
MLP-ANN-8:6:2
a
 100 99 ± 3 99 ± 3 100 99 ± 1 99 ± 1 
MLP-ANN-13:11:2
b
 99 ± 4 99 ± 2 99 ± 2 99 ± 4 99 ± 2 99 ± 2 
MU: Murcia; EX: Extremadura; G: Global. a: Mann-Whitney. b: LDA con todas las variables y SVM, SIMCA y 





Figura IV.59. Distribución de las muestras de pimentones global en DF según  el 




Se han obtenido otros modelos de clasificación utilizando máquinas de vectores 
soporte, SVM.  Al igual que con las otras técnicas se han realizado dos tipos de cálculo.  
SVM
a 
se ha obtenido utilizando las variables Cu, Mg, Mn, Na, P, Pb y Sr. Para el 
modelo SVM 
b
se han utilizado todas las variables excepto el K. La tabla IV.25. muestra 





















También se ha aplicado SIMCA, que tiene la ventaja de que permite visualizar 
las muestras asignadas a cada origen, y también cuáles no se clasifican de manera 
correcta. El modelo SIMCA
a
 se construye utilizando las variables que Mann-Whitney 
consideró con mayor poder discriminante, y SIMCA
b
 con las variables que quedaron en 
el modelo tras aplicar LDA
b
.  





, respectivamente. En ambos casos se puede observar cómo hay muchas 
muestras que se asignan a los dos orígenes geográficos. Cuando se calculan SENS y 
SPEC, para estos modelos, se obtienen valores especialmente bajos, que para SIMCA
a
 
son inferiores al 50% (tabla IV.25.). En el caso de SIMCA
b
 los valores varían entre 64 y 
87%.En los gráficos de Cooman se aprecia que hay bastantes muestras que no se 
asignan a ningún origen, y que también hay muestras asignadas a los dos orígenes. 
 
 




Al aplicar tanto LDA como SVM se han obtenido mejores resultados que con 
SIMCA, lo cual puede significar que al usar una técnica lineal de modelado duro se 
enmascaren resultados, y por ello se consigan porcentajes más altos. El uso de técnicas 
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su origen geográfico, sin tener en cuenta los tipos dentro de cada origen. Por ello, y con 
fines comparativos se han utilizado modelos de clasificación basados en redes 
neuronales artificiales.  
En las clasificaciones anteriores fue necesario el uso de MLP-ANN para 
conseguir resultados adecuados de SENS y SPEC. En el caso de los pimentones dulces 
y agridulces, con las MLP-ANN se consiguieron resultados del 100% de SENS y SPEC. 
Sin embargo, para la clasificación de pimentones picantes el uso de esta técnica no 
lineal no proporcionó resultados del 100%, aunque sí mejoraron los obtenidos con 
modelos lineales. Para la clasificación global cabe esperar, por tanto, que los resultados 








Se generan dos modelos MLP-ANN  al igual que en los casos anteriores; en 
primer lugar MLP-ANN
a
 con las variables, Cu, Mg, Mn, Na, P, Pb y Sr; en segundo 
lugar MLP-ANN
b 
con Al, B, Ca, Cu, Fe, Mg, Mn, Na, Ni, P, Pb, Sr  y Zn.  
El primer modelo de MLP-ANN
a 
presenta una arquitectura 8:6:2, y los 
































obteniéndose valores globales de SENS y SPEC mayores al 99% (tabla IV.25.). El 
modelo MLP-ANN
b
 utiliza una red con 13 neuronas en la capa de entrada, 11 en la capa 
oculta y 2 en la de salida. SENS y la SPEC, tal y como se muestra en la tabla IV.25., 
presentan valores del99%, mejorando considerablemente los resultados obtenidos tras 
aplicar métodos lineales.  
 
IV.3. Diferenciación geográfica de pimentón mediante el estudio del 
color y espectros de absorción ultravioleta visible. 
 
En este apartado se propone una metodología rápida y económica para la 
diferenciación de origen de muestras de pimentón de las denominaciones de origen de 
Murcia y de la Vera. El problema de la diferenciación se va a abordar desde dos puntos 
de vista, por un lado se calculan los parámetros relacionados con el color, ASTA y las 
coordenadas CIELab, y por otro se hace un estudio considerando el espectro de 
absorción en el rango UV-Vis. Se trata de un procedimiento sencillo que no requiere 
instrumentación sofisticada, con una preparación muy simple de las muestras [27]. 
Se registra el espectro de absorción en el rango de longitud de onda de 250-800 
nm de un extracto de pimentón en acetona. A partir de los datos de absorbancia se 
calcula el parámetro ASTA y las coordenadas L* a* y b*. Con el fin de realizar la 
diferenciación geográfica se aplican técnicas como PCA, LDA, SVM o ANN. En primer 
lugar, para poder observar las tendencias que presentan los datos a diferenciarse, se 
aplica PCA. A continuación, se construyen modelos lineales como LDA o SVM, y 
modelos no lineales como SVM-no lineales y ANN, para los casos en que la 
diferenciación no sea posible con un modelo lineal. Por otro lado, se lleva a cabo la 
diferenciación mediante una segunda estrategia utilizando los datos de absorbancia de 
los espectros transformados en sus correspondientes PC-scores mediante PCA. Esta 
transformación permite la reducción del número de variables a utilizar en los modelos 
de clasificación, ya que no es viable trabajar con todo el rango de longitudes de onda y 
además son variables muy correlacionadas entre sí. A los PC-scores, de manera análoga 
a como se hizo con las coordenadas del color, se aplica, en primer lugar, un modelo 
LDA. Si LDA no genera resultados adecuados, se emplean SVM o ANN.  




En todos los casos, se divide la matriz de datos en un subconjunto de 
entrenamiento (75% de las muestras) que se emplea para construir el modelo de 
clasificación, y un subconjunto de prueba (25% de las muestras) para calcular la eficacia 
del mismo. La eficacia se evalúa a través del cálculo de los parámetros sensibilidad 
(SENS) y especificidad (SPEC) empleando las ecuaciones 4.25 y 4.26. Para realizar la 
validación cruzada del modelo se  lleva a cabo un procedimiento de submuestreo 
DAGJK con nueve replicados, similar al realizado en el epígrafe dedicado al estudio del 
perfil metálico. Cuando se calculan modelos de clasificación mediante redes neuronales 
de perceptrón multicapa, MLP-ANN, es necesario incluir un tercer set de muestras 
llamado de verificación para evitar el sobreentrenamiento, ya que estos modelos se 
entrenan mediante retropropagación (back propagation, BP). Se emplea el mismo 
método aleatorio DAGJK, pero el set de entrenamiento se divide en un 50% para 






Figura IV.62. Esquema del proceso de obtención de modelos de clasificación. 
 
IV.3.1. Estudio del color en base al parámetro ASTA y coordenadas CIELab para 
la diferenciación de pimentones. 
En este epígrafe se presenta el estudio del color de extractos de pimentones de 














El parámetro ASTA puede obtenerse de la medida de la absorbancia a 460nm de 
acuerdo al procedimiento descrito en el apartado III.2.3.1.  
En la tabla A1.2 del anexo 1 se incluyen los resultados de los valores ASTA para 
todas las muestras de los distintos tipos. Para poder analizar de manera más sencilla los 
datos, se incluyen los diagramas de caja y bigotes (figura IV.63.) para la variable 
ASTA, así como una tabla en la que están recogidos los valores de las medianas y los 
máximos y mínimos de ASTA para los distintos orígenes y tipos (tabla IV.26.). 
En el caso de los pimentones tipo dulce, los valores más altos de ASTA se 
corresponden al origen Extremadura, siendo 140 y 124 los valores máximos para 
Extremadura y Murcia, respectivamente. El rango de los valores ASTA para el tipo 
dulce es de 83-140 y 63-124, para Extremadura y Murcia, respectivamente. El valor de 













Figura IV.63. Diagrama de caja y bigotes del parámetro ASTA para muestras de 











 Las muestras de pimentón picante del origen Extremadura son los que presentan 
mayores valores de ASTA, presentando dicha procedencia un valor máximo de 155. Las 
diferencias entre los pimentones picantes de Extremadura y Murcia se pueden observar 
en el diagrama de caja y bigotes de la figura IV.63. Los valores la mediana son 
parecidos si se comparan ambos orígenes, aunque aparecen diferencias entre los rangos 
obtenidos para ambas clases. En el caso de Extremadura, los valores de ASTA oscilan 
entre 73 y 155, mientras que para los pimentones procedentes de Murcia los valores se 
mueven en la horquilla de 62-119. Se observa además una mayor dispersión para los 
valores de este parámetro en el caso de las muestras de pimentón procedentes de 
Extremadura.  
 En el caso de los pimentones agridulces, cuando se realiza el estudio del 
parámetro ASTA, se observa una tendencia opuesta a la que se ha visto para los 
pimentones dulces y picantes. El valor de la mediana es mayor para las muestras 
procedentes de Murcia, aunque, los valores máximos se corresponden con el origen 
Extremadura. En el caso de los valores mínimos existe una diferencia más notable entre 
orígenes, siendo los pimentones de Murcia los que presentan valores menores. Tanto en 
la tabla IV.26. como en la figura IV.63., se puede observar estos hechos así como una 
mayor dispersión para las muestras procedentes de Murcia. En cuanto a los valores de la 
mediana, existe una diferencia más pronunciada entre los valores ASTA de los distintos 
orígenes en el tipo de pimentón dulce que en el agridulce. En el diagrama de caja y 
bigotes de la figura IV.63. se observan claramente estas diferencias en cuanto a mediana 











Tabla IV.26. Valores de mediana, mínimo y máximo para el parámetro ASTA y las coordenadas 
L*, a*, b*, C* y H para los distintos orígenes y tipos de pimentón. 
Variable 
MURCIA EXTREMADURA 
Dulce Picante Agridulce Dulce Picante Agridulce 
ASTA 90,5 99,5 104,5 104,5 105,0 100,5 
(63-124) (62-119) (54-130) (83-140) (73-155) (67-137) 
L* 68,9 66,4 80,4 61,2 54,8 76,1 
(37,6-88,1) (44,7-81,4) (21,9-88,8) (36,7-82,8) (21,0-85,8) (60,0-87,7) 
a* 13,5 12,0 12,2 17,0 15,0 17,6 
(7,5-17,3) (3,1-18,5) (5,2-20,2) (4,5-22,2) (1,0-34,7) (9,0-21,6) 
b* 65,2 62,1 75,3 77,3 73,6 83,2 
(59,6-81,0) (24,8-84,3) (42,4-84,7) (31,4-97,00) (10,2-109,8) (64,5-104,0) 
C* 66,6 63,0 76,7 79,1 75,1 85,6 
(60,9-82,8) (25,0-86,3) (43,8-87) (31,7-99,5) (10,3-115,1) (65,1-106,2) 
H 66,6 63,0 79,9 77,7 77,3 78,2 
(76,4-83,3) (76,8-83,4) (75,4-84,2) (76,5-82,0) (72,4-84,4) (76,1-82,0) 
Valores mínimos y máximos entre paréntesis. 
 
 A partir del espectro de absorción en el intervalo 380-780 nm se calculan los 
valores triestímulo, que a su vez sirven para medir el color percibido y relacionarlo con 
los términos adecuados que describen el espacio de color CIELab. En primer lugar, a 
partir de las absorbancias (A) se obtienen los valores de transmitancia como: 
 10 AT (4.52) 
Posteriormente se calculan los valores triestímulo, X, Y, Z según las ecuaciones 4.55-
4.57. 
10(( ) ( ) ) ( )
ΔX K T S X

        (4.53) 
10( )( ) ( ) ( )
ΔY K T S Y

      (4.54) 
10( )( ) ( ) ( )
ΔZ K T S Z

     (4.55) 




donde     es la medida de transmitancia de la muestra para cada longitud de onda, 
    el paso de longitud de onda elegido para registrar el espectro de absorbancia en el 
rango de medida, en este caso 1nm,      es un coeficiente que depende del iluminante 
usado,        ,        y         son coeficientes que dependen del observador considerado 
y que están recogidos en las tablas publicadas por la CIE [33], y K es una constante de 
normalización que se calcula según [34]: 





   


   (4.56) 
 Una vez obtenidos los valores triestímulo, es posible calcular a partir de ellos las 
coordenadas L*, a* y b*, que definen el espacio CIELab, según las siguientes 
ecuaciones: 
 * 116 2 16L F            (4.57) 
   * 500 1 2a F F        (4.58) 
   * 200[ 2 3 ]b F F    (4.59) 
donde F(1), F(2) y F(3) son funciones de los valores triestímulo, X, Y y Z, 















 (4.62)         
donde Xn, Yn y Zn son las coordenadas triestímulo referencia de un blanco o cero, 
asumido como difusor perfecto para el intervalo visible del espectro 380-780 nm. Estos 





El uso del algoritmo en las ecuaciones (4.57-4.59) permite la unificación en una 
sola ecuación, teniendo en cuenta la variabilidad del factor luminancia, Y/Yn [35], 
Si     1/30,008856 ( )G i f i G i     (4.63) 
Si        
1/3
0,008856 7,787 16 / 116G i f i G i       (4.64) 
Para terminar, según proceda, se sustituye el valor de F(i) en las ecuaciones 
4.57-4.59. 
El croma y el tono se pueden calcular según las siguientes expresiones [35]: 










       (4.66) 
 En la tabla IV.26. se recogen los valores de mediana, mínimo y máximo para las 
coordenadas L*, a* y b*, así como para C* y H dependiendo del tipo y procedencia del 
pimentón. Los valores obtenidos para cada muestra se pueden consultar en la tabla 
A.1.2. del Anexo 1. Los términos C* y H no se emplearán como variables para la 
diferenciación de orígenes ya que al obtenerse a partir de los valores a* y b* presentan 
una alta correlación con estos y no aportan información nueva al modelo. Además, la 
elevada correlación complica la obtención de modelos mediante LDA, pues se obtienen 
matrices singulares que no pueden invertirse. 
 Al igual que con los valores de ASTA, es posible comparar los resultados entre 
orígenes por tipos de pimentones para ver si existen algunas diferencias que indiquen 
que variables pueden emplearse como variables discriminantes en modelos posteriores. 
En este caso se representa en las figuras IV.64-IV.66.la distribución de las muestras en el 
espacio CIELab para estudiar las coordenadas L*, a* y b* de los distintos tipos según el 
origen.  





Figura IV.64. Distribución de las muestras de pimentones dulces en el espacio formado 
por L*, a* y b*. EX: Extremadura, MU: Murcia. 
 
 Para las muestras del tipo dulce, se puede observar en la figura IV.64. que los 
valores de L* son similares entre ambos orígenes, aunque algunas muestras procedentes 
de Murcia presentan valores más altos. En el caso de la coordenada a* se observa como 
las muestras del origen Extremadura tienden a agruparse en torno a valores mayores que 
las muestras de Murcia. Aunque el valor máximo de b* se corresponde con el origen 
Extremadura, existen unas muestras de dicho origen, situadas en la parte de valores 
inferiores de b*. 
 En el caso de las muestras picantes, tal y como se observa en la figura IV.65. las 
muestras de Extremadura se distribuyen en torno a valores más altos de a* y b*. En 
cuanto a la coordenada L*, aunque el valor máximo corresponda al origen Extremadura, 
la mayoría de las muestras de Murcia se sitúan en torno a valores más altos de L* que 
las muestras de Extremadura. La dispersión de a* dentro de las muestras de 










Figura IV.65. Distribución de las muestras de pimentones picantes en el espacio 
formado por L*, a* y b*. EX: Extremadura, MU: Murcia. 
 
 Para las muestras pertenecientes al tipo agridulce (figura IV.67.), encontramos 
que las que proceden del origen Extremadura se agrupan, en su mayoría, en torno a 
valores superiores de a* y de b*. Las muestras de Murcia presentan mayor dispersión 
para el parámetro L*. 
 En relación al conjunto total de muestras, con respecto al parámetro L* se puede 
observar que los valores oscilan entre 21 y 88,85, con lo que la claridad varía bastante 
entre tipos y orígenes. En las figuras IV.65. se observa cómo los valores de L* son 
menores para las muestras picantes y dulces procedentes de Extremadura, mientras que 
para el caso del tipo agridulce, encontramos los valores mínimos de L* para las 
muestras de Murcia. En el caso de los pimentones agridulces hay diferencias 
importantes si se comparan los valores mínimos de los dos orígenes, aunque la 
diferencia no es tan llamativa si se comparan los valores medios. Para el caso de los 
pimentones dulces no encontramos tal diferencia, ya que el rango de valores es muy 
parecido. Sin embargo, si se comparan los resultados de L* correspondientes a los 
pimentones picantes, se observa que el valor mínimo para los pimentones del origen 
Extremadura es mucho menor que el mínimo de los de Murcia siendo estos valores 








L* para pimentones picantes es lo que los convierte en los de apariencia menos clara a 
la vista (figura IV.67.), ya que L* es el parámetro que indica la dimensión de la claridad. 
 
Figura IV.66. Distribución de las muestras de pimentones agridulces en el espacio 
formado por L*, a* y b*. EX: Extremadura, MU: Murcia. 
 
 Las coordenadas a* y b* definen el plano de cromaticidad cuyo centro es 
neutral. La coordenada a* da información sobre el rango rojo-verde (a*>0 rojo, a*<0 
verde), y b*<0 es la dirección del azul, mientras que b*>0 es la dirección del amarillo 
[36]. En el plano formado por a* y b* llama la atención el caso de los pimentones 
picantes, que presentan los valores mínimos de a* y de b*, y en particular los valores de 
a* y b* del origen Extremadura, que son 1,0 y 10,2, respectivamente. Una disminución 
del valor del parámetro a* indica que el color se torna menos rojo, y cuando el 
parámetro b* es menor indica que se aleja del amarillo. En la figura IV.67.se aprecia 
como el color del pimentón picante de Extremadura se percibe como menos claro y 
menos rojo que el resto, así como los agridulces parecen ser los más claros y los más 
rojos. Los pimentones picantes de ambos orígenes muestran los valores más bajos de b* 
siendo los valores de la mediana de b* para los orígenes Extremadura y Murcia 73,6 y 
62,1, respectivamente. Sin embargo, los valores máximos de b* de los dos orígenes y 









Figura IV.67. Muestras de pimentones de los tipos agridulces (A), dulce (D) y picantes 
(P) de los orígenes Extremadura (EX) y Murcia (MU). 
 
 El croma, C*, que da cuenta de la intensidad del color puede tomar valores 
desde 0 a 150. En este caso los resultados se encuentran dentro del rango de la horquilla 
23 a 115 (tabla IV.26.), siendo los pimentones agridulces los que mayores valores 
presentan, seguidos de los picantes. Para el cálculo del tono H, el signo de a* y b* es 
decisivo para obtener correctamente la posición de la coordenada H en el cuadrante 
adecuado. En este caso, como a* y b* son positivos, y por tanto trabajamos en el primer 
cuadrante (rojo-amarillo). El valor que obtenemos al aplicar la ecuación 4.66, oscila 
entre 0-90º, como es de esperar. 
 Considerando datos bibliográficos se encuentran concordancias con otros 
resultados publicados. En primer lugar, con respecto al ASTA, tanto el BOE que rige las 
características del pimentón de la Vera [37] como la norma referida al pimentón de 
Murcia [38], exige que el ASTA sea mayor de 90 unidades en el momento de la 
molienda. En algunos casos encontramos valores inferiores de ASTA pero esto es 
debido al periodo de almacenamiento. Topuz et al. [39] estudiaron el efecto que produce 
el secado y almacenamiento en el color de distintos tipos de pimientos, concluyendo 
que el parámetro ASTA puede disminuir hasta un 15% de los valores originales, 
pasando de un producto rojizo brillante a uno más marrón y apagado [40]. En Spices 
and Seasonings: A Food Technology Handbook [41] encontramos que los valores 




típicos para los pimientos secados y molidos están en torno a 85-150 unidades ASTA. 
Los parámetros L*, a* y b* nos proporcionan una información adicional a la que se 
obtiene tras estudiar la tendencia de los valores ASTA, ya que ofrecen información 
sobre la fracción rojo/amarillo. El parámetro ASTA da cuenta del contenido total de 
carotenoides y no es posible saber si un pimentón es más o menos rojo únicamente en 
función de su valor ASTA [42]. Los valores de L*, a*, b*, C* y H, están acordes a los 
valores publicados por otros autores, siendo a* y b* siempre valores positivos para el 
caso de muestras rojas, amarillas o anaranjadas [43]. Si se tratara con variedades de 
pimientos verdes las coordenadas, sobre todo la a*, serían muy diferentes, ya que los 
valores negativos a* son los relacionados con el color verde [44]. 
 
IV.3.1.1. Diferenciación geográfica de muestras de pimentones dulces a partir del 
parámetro ASTA y coordenadas CIELab. 
En este apartado se incluyen los resultados del estudio de diferenciación de los 
orígenes de muestras de pimentón a partir de cuatro variables, como son el parámetro 
ASTA y las tres coordenadas que definen el espacio CIELab. En el esquema de trabajo a 
seguir se usará PCA como técnica de previsualización de la tendencia de los datos y, a 
continuación, se construirán modelos de clasificación a partir de LDA, SVM o ANN 
(figura IV.62.). En todos los casos se subdivide la matriz de datos y se aplica DAGJK 
como procedimiento de validación cruzada. 
Cuando se realiza el PCA, se encuentra que con los dos primeros PCs se explica 
hasta un 96,39% de la varianza. En este caso los dos primeros PCs presentan 
autovalores mayor que la unidad, 2,32 y 1,54, respectivamente. Tanto PC1 como PC2 
están muy correlacionados con las cuatro variables, en particular PC1 con L*, a* y b* y 
PC2 con el parámetro ASTA, como se observa en la tabla IV.27. 
Tabla IV.27. Peso de las variables en los PCs. 
 PC1 PC2 PC3 PC4 
ASTA 0,43 0,87 0,23 -0,01 
L -0,82 -0,53 0,23 -0,04 
a -0,77 0,61 -0,15 -0,07 






En la figura IV.68. se puede observar la distribución de las muestras en el plano 
formado por PC1 y PC2. Las muestras de MU y EX, casi en su totalidad, se distribuyen 
de forma dispersa en dicho plano, no observándose ninguna tendencia de separación 
clara. 
 
















Figura IV.68. Distribución de las muestras de pimentón dulce en el espacio formado 
por PC1 y PC2. 
Como primer paso para la creación de un modelo capaz de diferenciar orígenes, 
se aplica LDA. En este caso se obtendrán dos modelos, uno incluyendo todas las 
variables y un segundo seleccionando solo las más discriminantes. 
El primer modelo se obtiene aplicando un LDA estándar utilizando las cuatro 
variables L*, a*, b* y ASTA. En lafigura IV.69. se puede apreciar cómo la separación 
no es completa, observandose solapamiento entre los dos orígenes en la zona donde la 
DF toma valores  entre -1 y 1. En la tabla IV.28. se muestran los resultados de SENS y 
SPEC que son del orden del 70 y 65%, respectivamente. 





Figura IV.69.Distribución de las muestras de pimentones dulces en DF según  el origen. 
 
El segundo modelo que se construye emplea un LDA de inclusión progresiva 
(forward LDA, FLDA), donde las variables se van incluyendo en función de su poder 
discriminante. En este caso, cuando se emplea FLDA, encontramos que sólo considera 
que la variable ASTA es apropiada para la diferenciación, pero no es posible construir 
un modelo de clasificación con sólo una variable. 
El siguiente paso es obtener modelos de clasificación mediante SVM. Se crean 
dos modelos con las cuatro variables, uno con Kernel del tipo función de base radial, 
RBF-SVM y otro con Kernel tipo sigmoidal, S-SVM. Los resultados globales no 
mejoran con respecto a LDA, y se encuentra, sobre todo en S-SVM, el problema de que 
la desviación estándar es demasiado elevada. En la tabla IV.28. se muestran estos 
resultados. La SENS para las muestras de MU en el caso de las SVM sigmoidales es 
mucho menor que la SENS en el caso de RFB-SVM.  En resumen, aunque las RBF-
SVM presentan mejores resultados que las S-SVM, ninguno de estos modelos aportan 






Tabla IV.28. Resultados de los distintos modelos para la clasificación de pimentones dulces. 
 
Modelo 
Extremadura Murcia Global 
SENS  SPEC  SENS  SPEC  SENS  SPEC  
LDA  82 ± 14 56 ± 22 56 ± 22 82 ± 14 72 ± 10 66 ± 13 
S-SVM 90 ± 14 17 ± 26 17 ± 26 90 ± 14 58 ± 8 49 ± 13 
RFB-SVM  86 ± 16 36 ± 25 36 ± 25 85 ± 16 64 ± 12 58 ± 14 
MLP-ANN 4:7:2 98 ± 5 86 ± 18 86 ± 18 98 ± 5 93 ± 8 91 ± 12 
SENS: sensibilidad; SPEC: especificidad. 
       
 
El empleo de ANN permite la construcción de modelos más eficaces en la 
diferenciación de tipo dulce según el origen. Se obtiene un modelo de arquitectura 
4:7:2, utilizando las cuatro variables. En este caso se han empleado funciones de 
activación simples como lo son la logística e identidad. El número de neuronas dentro 
de la capa oculta suele determinarse por medio de ensayo error [45]. 
Los resultados que se presentan en la tabla IV.28. muestran una mejora con 
respecto a LDA y SVM. La SENS para las muestras de EX es 98% mientras que la 
SENS para el origen MU es 86%.  
 
IV.3.1.2. Diferenciación geográfica de muestras de pimentones picantes a partir del 
parámetro ASTA y coordenadas CIELab. 
 
Para los pimentones picantes se sigue el mismo esquema que en el caso anterior. 
Al realizarse el análisis PCA se comprueba que los dos primeros PCs son los que 
muestran autovalores mayores que la unidad, siendo estos 2,21 y 1,34 para PC1 y PC2, 
respectivamente. Con estos dos primeros componentes se explica el 88,7% de la 
varianza, ya que PC1 explica el 55,2% y PC2 el 33,5%. El siguiente PC, con un 
autovalor de 0,43 explica por sí mismo un 11,2% por lo que con los tres primeros se 
explica más de un 99% de la varianza total.  
En la tabla IV.29.se muestran las correlaciones de las variables con los PCs. En 
este caso existe una fuerte correlación entre PC1 y las variables a* y b*. PC2 está más 
correlacionado con L* y ASTA. 
 









Cuando se representa la distribución de las muestras en el plano formado por 
PC1 y PC2 en la figura IV.70. se observa que la tendencia de las muestras de EX es 
agruparse en la zona negativa de PC1 extendiéndose a lo largo de PC2, mientras que las 
muestras de MU lo hacen en torno a valores negativos de PC2, con valores positivos y 
negativos de PC1. 
















Figura IV.70. Distribución de las muestras de pimentón del tipo picante en el plano 
formado por PC1 y PC2. 
 
Utilizando las cuatro variables elegidas para la diferenciación se crean dos 
modelos LDA, uno estándar considerando todas las variables y otro de inclusión 
progresiva, FLDA, donde las variables se van introduciendo según su poder 
discriminante. En este caso, el FLDA consideró como variables más discriminantes L* 
y b*, dejando el parámetro ASTA y a* fuera del modelo. En las siguientes figuras IV.71. 
Tabla IV.29. Pesos de las variables en los PCs 
 PC1 PC2 PC3 PC4 
ASTA -0,54 0,71 0,46 0,00 
L* -0,25 -0,89 0,38 -0,03 
a* -0,96 0,05 -0,24 -0,09 





y IV.72., se representan los resultados del LDA estándar y de FLDA, respectivamente, 
observándose solapamiento entre muestras de los dos orígenes para los dos modelos 
considerados. 
Los resultados obtenidos en ambos casos, presentados en la tabla IV.30., son 
muy similares. A la luz de estos resultados, se considera la posibilidad de mejorar la 
diferenciación y para ello se prueban técnicas capaces de resolver problemas no 
lineales. 
 
Figura IV.71. Distribución de las muestras de pimentones picante en DF según  el 
origen, para LDA estándar. 
 





Figura IV.72.Distribución de las muestras de pimentones del tipo picante en DF según 
el origen para FLDA. 
 
Se han obtenido cuatro modelos de clasificación SVM. Dos modelos usando las 
cuatro variables y cambiando el tipo de Kernel (RBF, y S). Por otra parte, se crean otros 
dos modelos empleando las variables señaladas por LDA, L* y b*, y los dos tipos de 
Kernel citados. Los resultados obtenidos se muestran en la tabla IV.30. Si se analizan 
los resultados de SENS y SPEC globales se observa que el empleo de las dos variables 
más discriminantes introduce una mejora en los resultados. Además, el Kernel 
sigmoidal ofrece mejores resultados ya sea empleando cuatro o dos variables. Las 
desviaciones estándar de estos modelos son altas, como en el caso del pimentón dulce, 
aunque sí es cierto que la SENS y la SPEC mejoran con respecto a los resultados de 
SVM en la clasificación del tipo dulce.  
Para conseguir modelos más adecuados, se han usado ANNs multicapa para los 
dos casos posibles, uno empleando las cuatro variables de las que se parte, y otro 
empleando las dos variables más discriminantes de acuerdo al modelo FLDA. Las redes 
tienen la arquitectura 4:5:2 y 2:4:2, respectivamente. Se emplean en este caso funciones 
de activación del tipo tangencial y logística, y el número de capas ocultas se elige 





Tabla IV.30. Resultados de los distintos modelos para la clasificación de pimentones 
picantes. 
 Modelo Extremadura Murcia Global 
    
 SENS SPEC SENS SPEC  SENS  SPEC 
LDA
a
 82 ± 10 68 ± 12 68 ± 12 82 ± 10 75±7 73 ± 8 
FLDA
a
 86 ± 5 68 ± 12 68 ± 12 86 ± 5 78 ± 5 75 ± 7 
S-SVM
a
 78 ± 18 49 ± 33 49 ± 33 78 ±18 65 ± 11 62 ± 15 
RFB-SVM
a
 69 ± 17 71 ± 16 71 ± 16 69 ±17 70 ± 11 70 ± 11 
S-SVM
b
 81 ± 15 63± 30 63 ± 30 81 ± 15 73±13 71 ±16 
RFB-SVM
b
 79 ± 12 70 ± 15 70 ± 15 79 ± 12 75± 9 74 ± 10 
MLP-ANN
a
-4:5:2 98 ± 5 91 ± 10 91 ± 10 98 ± 5 94 ± 4 94 ± 5 
MLP-ANN
b
-2:4:2 97 ± 6 90± 11 90 ± 11 97 ± 6 94 ±7 93 ± 8 
a: modelo calculado con las variables ASTA, L*, a* y b*. b: modelos construido con L* y b*. SENS: 
sensibilidad; SPEC: especificidad. 
 
Los resultados obtenidos de SENS y SPEC, presentados en la tabla IV.30., son 
mejores cuando se aplica ANN que cuando se han empleado LDA o SVM. Los 
resultados globales están por encima del 90%, y si se analizan de forma individual 
encontramos que la SENS de la clase EX es del 97% y la de MU del 90%. Aunque en el 
caso de las SVMs los resultados mejoraban cuando se emplean las variables 
consideradas como más discriminantes según FLDA, en el caso de las ANN se obtienen 
mejores resultados cuando el modelo se construye a partir de las cuatro variables 
originales.  
 
IV.3.1.3. Diferenciación geográfica de muestras de pimentones agridulces a partir 
del parámetro ASTA y coordenadas CIELab. 
Cuando se lleva a cabo el PCA en el caso de las muestras de pimentón agridulce 
se observa que los PCs que presentan autovalores mayor que la unidad son PC1 y PC2, 
con valores de 2,15 y 1,68, respectivamente. En este caso los tres primeros PCs explican 
una varianza total del 99,6%. Si se consideran solo PC1 y PC2, la varianza acumulada 
que explican es de un 95,8%, de la cual PC1 explica un 53,8% y PC2 un 42%. La 
correlación de las variables con los componentes principales se muestra en la tabla 
IV.31. Las correlaciones más importantes son las que existen entre las variables ASTA y 










Tras analizar los datos de PCA, se representa la distribución de las muestras en 
el plano que forman PC1 y PC2 (figura IV.73.) y se observa que la separación de 
muestras de MU y EX no es demasiado buena ya que existe cierta dispersión, sobre 
todo en el caso de las muestras de Murcia. Las muestras de EX se agrupan en su 
mayoría en torno a valores negativos de PC1 y positivos y negativos de PC2.  

















Figura IV.73.Distribución de las muestras de pimentón del tipo agridulce en el plano 
PC1 y PC2. 
 
Tabla IV.31. Peso de las variables en los PCs. 
 
PC1 PC2 PC3 PC4 
ASTA -0,83 0,48 0,29 0,00 
L* 0,44 -0,87 0,22 -0,04 
a* -0,94 -0,31 -0,14 -0,08 





A continuación, como primer paso para la obtención de un modelo capaz de 
diferenciar orígenes, aplicamos un LDA estándar a las cuatro variables, y otro FLDA. 
Este último modelo incluye las cuatro variables iniciales por lo que los resultados no 
varían con respecto al primer LDA estándar. No se obtiene una buena clasificación, 
como se puede apreciar en la figura IV.74. y en los resultados de la tabla IV.32. Los 
valores de SENS para la clase EX son mejores que para MU, obteniéndose unos 
resultados globales de SENS y SPEC están en torno al 70%. 
 
Figura IV.74. Distribución de las muestras de pimentones del tipo agridulce en DF 
según origen para LDA estándar. 
 
Se procede a la construcción de modelos mediante SVM para comprobar si 
mejoran los resultados aplicando un método no lineal. Se han generado dos modelos 
empleando las cuatro variables, uno con Kernel sigmoidal, S-SVM, y otro con Kernel 
de función de base radial, RBF-SVM. 
Con respecto a LDA; los resultados individuales de SENS de EX muestran una 
mejoría. Sin embargo, tanto para la SENS de MU, como globalmente, no se produce 
ninguna mejora. Además, las desviaciones estándar son muy elevadas cuando se analiza 




la clasificación por tipos, lo que nos da una idea de que el modelo no es robusto. Los 
resultados, que se muestran en la tabla IV.32, indican que los valores individuales de 
SENS y SPEC son mejores cuando se emplea RFB-SVM que al aplicar S-SVM.  
 
Tabla IV.32. Resultados de los distintos modelos para la clasificación de 
pimentones agridulces. 
Modelo Extremadura Murcia Global 
 
SENS SPEC SENS SPEC SENS SPEC 
LDA 80 ±14 62 ± 16 62 ± 16 80 ± 14 72 ± 11 70 ± 11 
S-SVM 93 ± 12 11 ± 18 11 ± 18 93 ±12 56 ± 3 48 ±5 
RFB-SVM 85 ± 16 40 ± 25 40 ± 25 85 ± 16 64 ± 9 61 ± 10 
MLP-ANN-4:3:2 98 ± 6 92 ± 14 92 ± 14 98 ± 6 95± 8 95 ± 9 
       
 
Se construye un modelo de ANN multicapa, MLP-ANN, empleando las cuatro 
variables y cuya arquitectura es 4:3:2 que mejora notablemente los resultados. Se 
obtienen valores de SENS y SPEC globales en torno al 95% en ambos casos. La SENS 
a la hora de clasificar las muestras de MU es mayor que en el caso de EX. Con las ANN 
se consigue una separación que no se había conseguido con otros métodos de 
reconocimiento de patrones lineales y no lineales.  
 
IV.3.2. Estudio del color en base al espectro ultravioleta visible. 
En los siguientes apartados se pretende diferenciar el origen de los pimentones 
dulces, picantes y agridulces a partir de los datos de absorbancia obtenidos tras registrar 
los espectros en el rango de 250 a 800 nm. Siguiendo con el esquema de la figura IV.62. 
una vez registrado el espectro, se elige el rango de longitudes de onda de 380 a 780 nm, 
y las absorbancias correspondientes a esas longitudes de onda son utilizadas como 
variables de entrada para los modelos que se van a construir. Al ser un número elevado 
de variables y además presentar una elevada correlación, se emplea PCA para disminuir 
el número de variables y generar unas nuevas no correlacionadas entre sí. Los valores 
de cada muestra para esas nuevas variables, denominados scores, se emplean para 





IV.3.2.1. Diferenciación geográfica de muestras de pimentones dulces a partir del 
espectro UV-vis. 
Se registran los espectros de las muestras de pimentón de los dos orígenes en el 
rango de longitudes de onda de 380 a 780 nm. Para llevar a cabo el estudio 
quimiométrico se genera una matriz de datos con 400 columnas, una por cada valor de 
absorbancia a las longitudes de onda desde 380 a 780nm, y 34 filas, una por cada 
muestra analizada (14 muestras de Murcia y 20 de Extremadura). Se aplica PCA para 
reducir el número de variables y observar posibles tendencias. En la figura IV.75.se 
muestra el espectro de absorción promedio (línea continua) + la desviación estándar de 
las muestras de pimentón de los dos orígenes considerados (línea discontinua). 
 
Figura IV.75. Espectro medio (línea continua) + desviación estándar (línea discontinua) 
de las muestras de pimentón dulce de Extremadura y Murcia. 
 
De acuerdo al criterio de Kaiser [27], el número de PCs necesarios para explicar 
la tendencia de los datos, viene marcado por aquellos cuyo autovalor es superior a la 
unidad. En este caso pretendemos construir modelos de clasificación a partir de los 
valores obtenidos para las muestras en el espacio de los PCs. Aunque los 4 primeros 
PCs cumplen el criterio de Kaiser, se retiene la información de un quinto PC para una 






















En la figura IV.76.se pueden observar las correlaciones de los PCs con las 
absorbancias a cada longitud de onda. El PC1 aparece correlacionado con longitudes de 
onda a partir de 490 nm, mientras que PC2 está más correlacionado con la primera parte 
del espectro. Pesos superiores a 0,7 indican una fuerte correlación, mientras que el 
intervalo 0,7-0,4 indica una correlación moderada. Valores menores que 0,4 muestran 
que no existe correlación entre las variables y los PCs [28]. En este caso, PC3, PC4 y 
PC5 no presentan correlaciones importantes, ya que en ningún caso toman valores 
superiores a 0,7. 
Figura IV.76.Correlación de los PCs con las absorbancias a las longitudes de onda 
indicadas para las muestras de pimentón dulce. 
 
Los dos primeros PCs son los que mayor porcentaje de varianza explican. El 
PC1 explica un 73,2%, mientras que PC2 un 25,7%. Con los cuatro primeros PCs, de 
autovalores 293,47, 103,23, 2,27 y 1,69, el porcentaje de varianza explicado es del 
99,9%.  
Cuando se representan las muestras en el plano de PC1 y PC2, figura IV.77., se 
puede observar que no hay una separación clara en función de su origen. Las muestras 
de Murcia están generalmente agrupadas en torno a valores positivos de PC1 y positivos 
y negativos de PC2, aunque varias de las muestras se agrupan a valores negativos de 
ambos PCs. En el caso de las de Extremadura, las muestras aparecen dispersas en los 
















































Figura IV.77. Distribución de las muestras de pimentón del tipo dulces en el plano de 
PC1 y PC2. 
 
Una de las técnicas empleadas para construir modelos de clasificación es LDA. 
El primer modelo de LDA se construye empleando los PCs con autovalores superiores a 
la unidad, es decir, los cuatro primeros PCs. Los resultados que se obtienen se muestran 
en la tabla IV.33. El valor de SENS en el caso de las muestras de EX es mayor que para 
las muestras de MU. Las desviaciones estándar son elevadas, por lo que la robustez del 
método no se puede asegurar. El hecho de que no presenten una clara separación entre 
orígenes, aunque sí cierta tendencia a separarse, puede observarse en la figura IV.78., 
donde se representan las muestras de EX y MU según su coordenada para la función 
discriminante. Si se realiza un análisis de inclusión progresiva partiendo de los cuatro 
primeros PCs, nos encontramos con que el modelo queda definido por muy pocas 
variables sin mejora de los resultados (datos no incluidos).   





Figura IV.78. Distribución de las muestras de pimentón del tipo dulce en DF según el 
origen para LDA con 4PCs. 
 
El segundo modelo LDA que se realiza emplea los cinco primeros PCs. El 
gráfico de la figura IV.79. muestra que la separación tampoco es completa, aunque los 
resultados de la tabla IV.33. indican que existe una cierta mejora en los valores, globales 
y por clases, de SENS y SPEC. Analizando los resultados globales, cuando se incluye 
una variable más al modelo, se tienen resultados de SENS y SPEC del 85 y 80%, 
respectivamente, mientras que cuando se calcula el modelo a partir de los cuatro 







Figura IV.79.Distribución de las muestras de pimentón del tipo dulce en DF según el 
origen para LDA con 5PCs. 
 
Con el fin de mejorar los resultados obtenidos por LDA, se han realizado 
modelos mediante SVM. Se aplican dos tipos de funciones Kernel [49], S y RFB,  
dando lugar a dos modelos distintos. 
Igual que en el caso de LDA se construyen modelos con 4 y 5 PCs. Los 
resultados de los cuatro modelos se calculan a partir de nueve replicados, realizando la 
validación cruzada DAGJK, y los parámetros SENS y SPEC se presentan en la tabla 
IV.33. 
Los resultados globales logrados mediante SVM cuando se emplean 4 PCs no 
mejoran los que se obtenían con los modelos LDA. Analizados de forma individual, los 
resultados de SENS para clasificar las muestras de Extremadura son mucho mejores 
cuando se emplean SVM que LDA, sin embargo, la SENS de Murcia empeora con 
respecto al empleo de LDA. En el caso de las S-SVM con 5 PCs, la SENS de MU es 
mucho mayor que la de EX pero los resultados globales siguen sin introducir ninguna 




mejoría. Además las desviaciones estándar de los replicados de validación cruzada 
vuelven a presentan valores muy altos, con lo que no se obtienen modelos robustos.  
 
Tabla IV.33. Resultados de los distintos modelos para la clasificación de pimentones dulces. 
 
Modelo 
Extremadura Murcia Global 
   SENS  SPEC  SENS  SPEC  SENS  SPEC  
LDA
a
 82 ± 11 64 ± 22 64 ± 22 82 ± 11 75 ± 12 71 ± 15 
LDA
b
 88 ± 9 80 ± 10 80 ± 10 88 ± 9 85 ± 9 83 ± 9 
S-SVM
a
 96 ± 9 33 ± 26 33 ± 27 96 ± 9 72 ± 10 57 ± 16 
RFB-SVM
a
 93 ± 9 52 ± 20 52 ± 20 93 ± 9 78 ± 8 68 ± 12 
S-SVM
b
 33 ± 26 96 ± 9 96 ± 9 33 ± 26 72 ± 10 57 ± 16 
RFB-SVM
b
 88 ± 14 53 ± 22 53 ± 22 88 ± 14 74 ± 12 66 ± 15 
MLP-ANN
a
-4:7:2 93 ± 7 91 ± 15 91 ± 15 93 ± 7 92 ± 8 92 ± 10 
MLP-ANN
b
-5:8:2 96 ± 9 98 ± 7 98 ± 7 96 ± 9 97 ± 7 97 ± 6 
a: modelo calculado con los cuatro primeros PCs. b: modelos construido con los cinco primeros PCs. 
SENS: sensibilidad; SPEC: especificidad. 
 
Se construyen modelos mediante MLP-ANN con 4 y 5 PCs, con la subdivisión 
necesaria en set de entrenamiento, verificación y test. La red construida con los cuatro 
primeros PCs tiene una arquitectura 4:7:2, mientras que la segunda red construida a 
partir de los 5 primeros PCs presenta 5 neuronas en la capa de entrada, 8 en la oculta y 2 
en la capa de salida. Los resultados de ambos modelos se recogen en la tabla IV.33. En 
este caso sí se mejoran los resultados de SENS y SPEC cuando se obtiene el modelo 
MLP-ANN con un PC de más con respecto a los elegidos según el criterio de Kaiser. 
Los valores de SENS y SPEC están en torno al 92% para el primer modelo ANN y al 
97% para el segundo. Por tanto, es posible clasificar y diferenciar pimentones del tipo 
dulce según el origen mediante datos del espectro UV-vis y MLP-ANN. 
IV. 3.2.2. Diferenciación geográfica de muestras de pimentones picantes a partir 
del espectro UV-vis. 
Se han registrado los espectros de las muestras de pimentones del tipo picante y 
distintos orígenes en el rango de longitud de onda de 250 a 800 nm. En la figura IV.79 
se representan los valores medios de las longitudes de onda de las 48 muestras medidas 





discontinuas representan los valores promedios de las absorbancias más y menos las 
desviaciones estándar correspondientes. En este caso se emplean 20 muestras del origen 
Murcia (MU) y 28 de Extremadura (EX). 
 
Figura IV.80. Espectro medio (línea continua) + desviación estándar (línea discontinua) 
de las muestras de pimentón picante de Extremadura y Murcia. 
 
Al igual que se hizo en el caso de los pimentones dulces, se genera la matriz de 
datos con 400 columnas, una por cada longitud de onda desde 380 a 780nm, y 48 filas 
una por cada muestra analizada. Con el PCA se reduce el número de variables. Se utiliza 
el criterio de Kaiser para elegir las variables retenidas, PC1 y PC2 en este caso, aunque 
se ha retenido la información de PC3 para comprobar la posibilidad de alguna mejora 
tras su inclusión en los modelos de clasificación. 
En la figura IV.81. se observa nuevamente cómo las correlaciones más 
importantes son las que presentan PC1 a partir de 480 nm y PC2 en la primera zona del 





























Figura IV.81.Correlación de los PCs con las absorbancias a las longitudes de onda 
indicadas para las muestras de pimentón picante. 
 
 
En cuanto a la varianza acumulada, PC1 y PC2 explican un 99,73% de la 
varianza total, presentando autovalores 308,14 y 91,78, respectivamente. El tercer PC, 
con un autovalor de 0,79, explica un 0,20% de la varianza total. 
Al representar las muestras en el espacio definido por los dos primeros PCs se 
obtiene la figura IV.81., donde no se aprecia una separación clara entre clases, pero sí se 
observa cierta tendencia por parte de las muestras de EX y MU a distribuirse de manera 
diferente en el plano. Las muestras de EX se agrupan en su mayoría en torno a valores 
positivos de PC2 y negativos de PC1, y las muestras de MU presentan valores positivos 











































Figura IV.82. Distribución de las muestras de pimentones picantes en el plano de PC1 y 
PC2. 
 
Se han construido dos modelos de clasificación mediante LDA estándar, uno 
empleando los dos primeros PCs y otro con los tres primeros.  
En el primer caso, no se obtiene una diferenciación completa de las muestras 
según origen (figura IV.83.). Los resultados, que se muestran en la tabla IV.34., son del 
orden de los obtenidos en los apartados anteriores donde la SENS y SPEC se mueven en 
el rango de 70-85% aproximadamente.  
Cuando se emplean los tres primeros PCs para el cálculo del modelo LDA 
estándar, los resultados empeoran ligeramente con respecto a los obtenidos para dos 
PCs. En la figura IV.84. se observa cómo existe solapamiento entre muestras de los dos 
orígenes cuando se representan según la DF del modelo. 





Figura IV.83.Distribución de las muestras de pimentón del tipo picante en DF según el 
origen para LDA con 2PCs.
 
Figura IV.84. Distribución de las muestras de pimentón del tipo picante en DF según el 





Se crean cuatro modelos SVM combinando el tipo de Kernel, RFB o S, con el 
uso de 2 o 3 PCs. Analizando los resultados presentados en la tabla IV.34., se puede 
observar como cuando se realiza la clasificación mediante SVM empleando los tres 
primeros PCs, los resultados empeoran con respecto a los dos modelos propuestos LDA. 
Sin embargo, los resultados fruto de emplear el modelo RFB-SVM con dos PCs son 
comparables a los obtenidos mediante LDA.  
 
Tabla IV.34. Resultados de los distintos modelos para la clasificación de pimentones picantes. 
Modelo 
Extremadura Murcia Global 
   
SENS  SPEC  SENS  SPEC  SENS  SPEC  
LDA
a
 84 ± 9 89 ±14 89 ±14 84 ± 9 86 ± 9 87±10 
LDA
b
 79 ± 6 87 ± 13 87±13 79 ± 6 82 ± 8 84 ± 10 
S-SVM
a
 70 ± 17 79 ± 31 79 ±31 70 ± 17 74 ± 10 76 ± 14 
RFB-SVM
a
 77 ± 11 90 ± 10 90 ± 10 77 ± 11 82 ±7 85 ± 6 
S-SVM
b
 74 ± 14 74 ±29 74 ± 29 74 ± 14 74 ± 7 75 ±13 
RFB-SVM
b
 76 ± 17 76± 31 76 ± 31 76 ± 17 76 ± 10 76± 15 
MLP-ANN
a
-2:6:2 94 ± 5 92 ± 10 92 ±10 94 ± 5 94 ± 6 93 ± 7 
MLP-ANN
b
-3:6:2 94 ± 5 93 ± 11 93 ± 11 94 ±5 94 ±3 94 ±5 
a: modelo calculado con los dos primeros PCs. b: modelos construido con los tres primeros PCs. SENS: 
sensibilidad; SPEC: especificidad. 
 
Para intentar mejorar los resultados obtenidos con LDA y SVM se han 
construido modelos de clasificación MLP-ANN. Se crean dos modelos, MLP-ANN-
2:6:2 y MLP-ANN-3:6:2, para 2 PCs y 3 PCs, respectivamente. La ANN basada en el 
uso de 3 PCs, presenta mejores resultados de clasificación que la de arquitectura 2:6:2. 
En la tabla IV.34. se recogen estos resultados en base a la SENS y SPEC, con resultados 
del 94 % para ambos parámetros. 
  




IV.3.2.3. Diferenciación geográfica de muestras de pimentones agridulces a partir 
del espectro UV-vis. 
En el caso del tipo agridulce, se tienen 18 muestras de Extremadura (EX) y 14 
muestras correspondientes al origen Murcia (MU). En la figura IV.85. se representan 
mediante líneas continuas el espectro de absorción promedio y las líneas discontinuas 
representan los límites al sumar y restar la desviación estándar de dicha medidas para 
cada origen. 
Se genera una matriz de datos con 400 columnas, una por cada longitud de onda 
desde 380 a 780nm, y 32 filas, una por cada muestra analizada.  
 
 
Figura IV.85. Espectro medio (línea continua) + desviación estándar (línea discontinua) 
de las muestras de pimentón agridulce de Extremadura y Murcia. 
 
Cuando se realiza el PCA, se obtiene que los tres primeros PCs son los que 
presentan autovalores mayores a la unidad (373,43, 22,69 y 1,5), y al igual que en los 
casos anteriores, se retiene la información de un PC más. 
Analizando estos datos se observa que un 99,9% de la varianza total se retiene 
con los tres primeros PCs. Los pesos de cada variable en los distintos PCs se muestran 























espectro y el PC2 está más influenciado por las absorbancias en el rango de 440 a 490 
nm, si bien los coeficientes de correlación son menores que 0,7 en este caso. 
 
Figura IV.86. Correlación de los PCs con las absorbancias a las longitudes de onda 
indicadas para las muestras de pimentón agridulce. 
 
Cuando se representan los scores de las muestras en el plano PC1 - PC2 (figura 
IV.87.) se observa como las muestras de Extremadura se agrupan mayoritariamente a 
valores positivos de PC2 mientras que las de Murcia lo hacen a valores negativos. Las 
muestras de Murcia se presentan a valores positivos de PC1 y las de Extremadura se 
distribuyen en torno a valores positivos y negativos de PC1. Puesto que se observa 
cierta tendencia natural a la separación de las muestras de los distintos orígenes, se 
recurre a los modelos de clasificación para conseguir esta separación a partir de las 









































Figura IV.87.Distribución de las muestras del tipo agridulce en el plano de PC1 y PC2. 
 
Los primeros modelos de clasificación se construyen mediante LDA. En primer 
lugar se obtiene un modelo LDA empleando los PCs con autovalores superiores a la 
unidad, es decir, los tres primeros. En la figura IV.88. se observa la distribución de las 
muestras según la función discriminante calculada. Como se puede observar, el modelo 
no diferencia adecuadamente las muestras. Tras validar el modelo mediante DAGJK se 
obtienen los valores de SENS y SPEC que se muestran en la tabla IV.35. 
Los valores de SENS son mayores para el caso de las muestras de Extremadura, 
siendo éstos del 80% en este caso mientras que para las muestras de Murcia 
encontramos valores del 76%. Las desviaciones estándar toman, en ambos casos, 






Figura IV.88.Distribución de las muestras de pimentón del tipo agridulce en DF según 
el origen para LDA con 3PCs. 
 
Para comprobar si estos resultados son mejorables introduciendo información 
adicional del sistema, se construye un nuevo modelo LDA usando el cuarto PC. En la 
figura IV.89. se observa que el modelo no separa adecuadamente las muestras, pero en 
los datos de la tabla IV.35. se observa cierta mejoría. 
En este caso, los valores de SENS para las muestras de Extremadura siguen 
siendo mayores que los de Murcia, con valores del 92% y 75%, respectivamente. Las 









Figura IV.89.Distribución de las muestras de pimentón del tipo agridulce en DF según 
el origen para LDA con 4PCs. 
 
Con el objetivo de mejorar estos resultados, se recurre a SVM. Se aplican dos 
tipos, S-SVM y RFB-SVM, dando lugar a cuatro modelos distintos. En ambos casos se 
partió de los tres primeros PCs, y posteriormente se usaron los cuatro primeros PCs. Se 
realizó la validación cruzada mediante DAGJK. Los resultados de ambos modelos en 






Tabla IV.35. Resultados de los distintos modelos para la clasificación de pimentones 
agridulces. 
Modelo 
Extremadura Murcia Global 
SENS  SPEC  SENS  SPEC  SENS  SPEC  
LDA
a
 80 ± 16 76 ± 12 76 ± 12 80 ± 16 78 ±7 78 ± 5 
LDA
b
 92 ±10 75 ± 14 75 ± 14 92 ± 10 84 ± 6 83 ±7 
S-SVM
a
 85 ± 21 28 ± 31 28 ± 31 85 ± 21 59 ± 11 54 ± 13 
RFB-SVM
a
 84 ± 21 30±34 30 ± 34 84 ± 21 58 ± 13 55 ± 14 
S-SVM
b
 72 ±35 42 ± 39 42 ± 39 72 ±35 55 ± 14 60 ± 10 
RFB-SVM
b
 78 ± 34 41 ± 41 41 ± 41 78 ± 34 57±16 61 ± 11 
MLP-ANN
a
-3:9:2 93 ± 7 90±12 90±12 96 ± 7 94 ± 5 93 ± 6 
MLP-ANN
a
-4:6:2 89 ± 14 92 ± 12 92 ± 13 89 ± 14 90 ± 8 91 ±8 
a: modelo calculado con los tres primeros PCs. b: modelos construido con los cuatro primeros PCs. SENS: 
sensibilidad; SPEC: especificidad. 
Las SVM no incluyen mejoras en los resultados globales con respecto a LDA. 
En el caso de la SENS para el origen Extremadura cuando se calcula el modelo con 3 
PCs, se observa que el empleo de ambos SVM proporciona resultados mejores. Si se 
analiza de forma individual la SENS en la clasificación de las muestras de MU ocurre lo 
contrario, disminuyendo del 70% cuando se aplica LDA al 30% si se clasifican las 
muestras según modelos SVMs. 
Par mejorar estos resultados se emplean modelos mediante redes neuronales 
artificiales de perceptrones multicapa. En este caso se han creado dos modelos, MLP-
ANN 3-9-2 y MLP-ANN 4-6-2, empleando 3 PCs y 4 PCs, respectivamente. Los 
resultados se muestran en la tabla IV.35. Para el modelo MLP-ANN 3-9-2 se obtienen 
valores globales de SENS y SPEC del 94% y 93% respectivamente. En el caso de MLP-
ANN 4-6-2, estos valores son del 90% y 91% para SENS y SPEC, respectivamente. 
A la luz de los resultados se puede concluir que el modelo que proporciona 
mejores resultados a la hora de clasificar pimentones del tipo agridulce en función de su 
origen es el basado en MLP-ANN. En este caso no existe mucha diferencia en cuanto a 
usar los tres primeros PCs o los cuatro primeros.  
 
 




IV.3.3. Comparación de modelos de clasificación a partir de datos de parámetros 
ASTA y coordenadas CIELab y UV-vis. 
En este apartado se van a comparar de manera gráfica los resultados de los 
distintos modelos, tanto los calculados a partir de los datos ASTA, L*, a* y b* como los 
obtenidos a partir de los PC-scores de los datos de las absorbancias, para los distintos 
tipos de pimentón. Se presentan diagramas de barras donde aparece el porcentaje de 
SENS y SPEC obtenidos, mostrando la desviación estándar como una barra de error 
sobre la barra del porcentaje.  
En la figura IV.90. se comparan los resultados obtenidos tras aplicar LDA, SVM 
y MLP-ANN a los datos de ASTA, L*, a* y b*, en el caso se los pimentones dulces y se 
observa que el modelo que mejores resultados ha proporcionado es el MLP-ANN 4:7:2, 
con resultados cercanos al 100% para la SENS y la SPEC. Los resultados, tanto de 
SENS como de SPEC, obtenidos para LDA son mejores que los que proporcionan  los 
dos tipos de SVM.  
 
Figura IV.90. Diagrama de barras para la comparación de los modelos empleados en la 




















En la figura IV.91. se representa el diagrama equivalente al anterior pero con los 
modelos obtenidos a partir de los PC-scores. En este caso, los modelos que proveen 
mejores resultados son los MLP-ANN, en concreto el MLP-ANN
b
, que además 
presentan valores de desviación estándar menores. Si se compran los modelos LDA, se 
tiene que LDA
b
 proporciona mejores resultados. En el caso de RFB-SVM, el modelo 
RFB-SVM
a 
ofrece mayor porcentaje de SENS y SPEC. Ambos modelos de S-SVM 
presentan resultados similares y las desviaciones estándar semejantes. Eligiendo las 









se pueden comparar con los resultados obtenidos cuando se calculan los modelos con el 
parámetro ASTA y las coordenadas CIELab. En la figura IV.92. se representan estos 
resultados.  
 
Figura IV.91. Diagrama de barras para la comparación de los modelos empleados en la 
clasificación geográfica de pimentón dulce a partir de UV-Vis. 
 
Como se puede observar en la figura IV.92. cuando se comparan los modelos 
obtenidos mediante parámetros del color y mediante PC-scores, los mejores resultados 





































Figura IV.92. Diagrama de barras para la comparación de los modelos empleados en la 
clasificación geográfica de pimentón dulce a partir de parámetros del color (izquierda) y 
a partir de PC-scores (derecha). 
 
En el caso de los pimentones de tipo picante, en la figura IV.93. se han 
comparado los resultados obtenidos tras aplicar LDA, SVM y MLP-ANN a los datos de 
ASTA, L*, a* y b*. Se puede observar como el modelo que presenta mejores resultados 
es MLP-ANN-4:5:2. Los porcentajes de ambos modelos MLP-ANN son similares pero 
la desviación estándar de SENS y SPEC es menor en el caso en el que se usa el 
parámetro ASTA y las coordenadas L*, a* y b* como variables de entrada. El resto de 
modelos proporciona mejores resultados cuando se usan las cuatro variables de entrada, 
excepto en el caso de LDA, que es mejor cuando sólo se emplean L* y b*. En este caso 






















Figura IV.93. Diagrama de barras para la comparación de los modelos empleados en la 
clasificación geográfica de pimentón dulce a partir de ASTA, L*, a* y b*. 
 
Si se realiza la comparación entre los modelos calculados con los valores de los 
PC-scores se observa, en la figura IV.94., que el modelo MLP-ANN empleando como 
variables de entrada los tres primeros PCs proporciona mejores resultados que el resto 
de modelos y valores de desviación estándar menores. El resto de modelos mejoran sus 





































Figura IV.94. Diagrama de barras para la comparación de los modelos empleados en la 
clasificación geográfica de pimentón dulce a partir de los PC-scores. 
 
Al igual que en el caso de los pimentones picantes, se eligen las mejores 
variantes de cada modelo para comparar los resultados obtenidos al utilizar los 
parámetros colorimétricos o los datos transformados mediante PCA. Los resultados 
obtenidos a partir de los PC-scores son generalmente mejores que los obtenidos a partir 
de los parámetros del color, excepto en el caso de RFB-SVM. En la figura IV.95., se 
observa como las MLP-ANN son los modelos con los que mejores resultados se 
obtienen, independientemente de la transformación de las variables de entrada 
empleadas. Por otra parte, los resultados obtenidos con MLP-ANN para la clasificación 
de pimentones dulces, son mejores que cuando hablamos de pimentones picantes, al 





































Figura IV.95. Diagrama de barras para la comparación de los modelos empleados en la 
clasificación geográfica de pimentón dulce a partir de los parámetros del color 
(izquierda) y de los PC-scores (derecha). 
 
En el caso de los pimentones agridulces, las redes MLP-ANN vuelven a ser la 
mejor opción para clasificar muestras de ambos orígenes a partir de datos de ASTA, L*, 
a* y b*. El análisis LDA proporciona mejores resultados que cualquiera de los tipos de 
SVM, aunque las desviaciones estándar son mayores. Al igual que ocurría en los casos 
anteriores, las RFB-SVM ofrecen mejores resultados que las S-SVM. En la figura IV.96. 
se observan estos resultados, en forma de gráficos de barras con las desviaciones 
estándar.  
Cuando se realiza la comparación entre los modelos que se han calculado a partir 
de los datos espectro UV-Vis transformados mediante PCA, se tiene que el modelo 
MLP-ANN con los tres primeros PCs proporciona mejores resultados que MLP-ANN 
con 4 PCs y las desviaciones estándar tanto de SENS como de SPEC son menores. En la 
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Figura IV.96. Diagrama de barras para la comparación de los modelos empleados en la 




Figura IV.97. Diagrama de barras para la comparación de los modelos empleados en la 




















































Cuando se emplea LDA los resultados mejoran cuando se utilizan los 4 primeros 
PCs. En el caso de los dos tipos de SVM, la SENS aumenta cuando se usan 3PCs. Sin 
embargo la SPEC aumenta cuando se usan 4PCs.  
Por último, se eligen las variantes de mejor resultado para cada modelo, el que 
emplea los parámetros del color y el que utiliza los PC-scores, con fines comparativos. 
Como se observa en la figura figura IV.98, los modelos MLP-ANN ofrecen mejores 
resultados con independencia de que se usen PC-scores o parámetros del color. 
 
 
Figura IV.98. Diagrama de barras para la comparación de los modelos empleados en la 
clasificación geográfica de pimentón agridulce a partir de  parámetros del color 
(izquierda) o PC-scores (derecha). 
  
En el caso de los modelos construidos a partir de PC-scores los resultados de 
SENS y SPEC de LDA son mayores que cuando se usan las coordenadas colorimétricas 
y el parámetro ASTA. Las RFB-SVM son una mejor alternativa cuando se construyen a 
partir de ASTA y coordenadas CIELab, y las S-SVM cuando el modelo usa como 
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IV.4. Determinación de capsaicinoides en pimentón mediante 
cromatografía líquida de alta eficacia 
Los capsaicinoides son los responsables de la sensación picante de muchos 
frutos del género Capsicum, entre ellos los pimientos. En la bibliografía hay constancia 
de cinco capsaicinoides naturales: capsaicina (C), dihidrocapsaicina (DHC), 
nordihidrocapsaicina (NDHC), homocapsaicina (HC) y homodihidrocapsaicina 
(HDHC), cuyas estructuras se basan en amidas ácidas de vanilamina y cadenas C9-C11 
de ácidos grasos [50]. En la figura IV.99. se representan las estructuras de los cinco 
capsaicinoides.  La C y la DHC son los capsaicinoides principales en los pimientos, y 
por tanto en los pimentones, constituyendo alrededor del 90% de los capsaicinoides 
totales [51]. Por ello, son los que se van a considerar en este estudio. Los  métodos más 
habituales para la determinación de C y DHC en muestras de pimiento y pimentón  son 
GC y HPLC, aunque también se ha utilizado electroforesis capilar [52]. La técnica más 
habitual es HPLC, que es la que se va a utilizar en este trabajo. 
 
Figura IV.99.  Capsaicina (C), dihidrocapsaicina (DHC), nordihidrocapsaicina (NDHC), 







Antes de llevar a cabo la determinación de C y DHC hay que realizar una 
extracción y limpieza del extracto. Se han descrito diversos métodos para la extracción 
de capsaicinoides en muestras de pimiento y pimentón, como la agitación magnética 
(MSE) combinada con el uso de SPE con cartuchos de C18 [53], fluidos supercríticos 
(SFE) y subcríticos [54], extracción asistida por microondas (MAE) [55] o extracción 
mediante ultrasonido (USE) [50]. También se han utilizado una gran variedad de 
disolventes como metanol [56], etanol [57], acetonitrilo [58], acetona [59,60], acetato 
de etilo [61], o mezclas de disolventes como acetona y éter etílico [62]. En este trabajo, 
se propone una extracción de C y DHC con acetonitrilo como extractante, y  USE. 
Antes de la determinación mediante HPLC, es necesario aplicar un procedimiento de 
limpieza delextracto de la muestra mediante SPE con cartuchos  de C18.  
 
IV.4.1. Optimización de las condiciones cromatográficas 
Teniendo en cuenta la bibliografía [63 – 65], se ha puesto a punto un método de 
cromatografía de fase inversa con detección por absorción UV.  La selección de la 
longitud de onda se realizó de acuerdo a los datos referencia de la bibliografía [66] y 
teniendo en cuenta el espectro UV de la capsaicina y dihidrocapsaicina (figuras IV.100.-
IV.101.). Se eligió 280 nm, que es la longitud de onda de máxima absorción de ambos 
compuestos. 
 



























De acuerdo con la bibliografía consultada, se ha utilizado una fase móvil 
acetonitrilo – agua, y una columna de C18. Para optimizar las condiciones 
cromatográficas se ha llevado a cabo un diseño experimental, en el los factores de 
respuesta utilizados han sido la resolución entre los picos, R, y la inversa del tiempo de 
retención del segundo pico, 1/tr2’. El diseño experimental ha constado de  tres factores 
(f=3) codificados a dos niveles (n=2).  Los factores son: el porcentaje de acetonitrilo en 
la fase móvil (x1), el flujo de fase móvil (x2) y la temperatura (x3). Los niveles 
considerados para el primer factor fueron 50%  y 40% de acetonitrilo, codificados como 
1 y -1, respectivamente. Para el segundo factor se han tomado como niveles 1,2 y1,0 mL 
min
-1
, codificados como 1 y -1, respectivamente. Para el tercer factor los niveles 
codificados 1 y -1 fueron 50 y 40 ºC, respectivamente. Para el nivel cero de cada factor 
se tomaron los valores medios de los dos niveles considerados, es decir 30% de 
acetonitrilo, 1,1 mL min
-1
 y 45 
o
C. Se realizaron un total de 10 experimentos. Ocho de 
ellos definidos por el diseño, teniendo en cuenta los tres factores y los dos niveles de 
cada uno, 2
3 
= 8, más dos repeticiones del punto central con los valores del nivel cero. 
























Cada uno de los experimentos se realiza con muestras de disolución patrón, de 
concentración 25 mgL
-1
, y se calculan los parámetros cromatográficos de interés,  como 
son: el factor de retención, k’, y la resolución, R, obtenidos según las ecuaciones 4.67 y 
4.68, respectivamente. El factor de retención proporciona información sobre el tiempo 
de elución. Cuando k’<1, la elución es demasiado rápida y puede producirse el 
solapamiento de los picos de los analitos con los compuestos no retenidos. Si k’> 0, la 
retención es excesiva [67]. Por otra parte, la resolución es una medida cuantitativa del 
grado de separación de dos picos.  El valor de R aceptado como referencia para una 
buena separación es 1,5 [68], aunque suele considerarse 2 como valor óptimo, para 







    (4.67) 
donde tr  es el tiempo de retención, t0 es el tiempo muerto y  
2 1
1 2





    (4.68) 
donde W es la anchura de pico. 
Tabla IV.36.Matriz de diseño para optimizar las 
condiciones cromatográficas 
 Factor Respuesta 
Experimento x1 x2 x3 Y 
A 1 1 1 Y1 
B 1 1 -1 Y2 
C 1 -1 -1 Y3 
D 1 -1 1 Y4 
E -1 -1 1 Y5 
F -1 1 -1 Y6 
G -1  -1 -1 Y7 
H -1 1 1 Y8 
I 0 0 0 Y9 
J 0 0 0 Y10 
x1= % ACN; x2= temperatura; x3=flujo fase móvil 




En los distintos cromatogramas registrados se obtienen valores de k’ dentro del 
rango 3,98 – 7,56 para C y 6,09 – 11,92 para DHC. Estos valores de k’ están, dentro del 
intervalo 1<k’<20. Los valores de R varían entre 2,89 y 3,93.  
Se buscan, las condiciones en las que R y 1/tr ’ presenten un valor máximo, lo 
que implica la mayor separación posible en menor tiempo de análisis. Los resultados 
obtenidos se muestran en la tabla IV.37. En la figura IV.102.se presentan los diagramas 
de superficie para las distintas respuestas elegidas, R, y 1/tr ’, en función de las 
variables estudiadas siendo A el porcentaje de acetonitrilo, B la temperatura y C el flujo 
de la fase móvil. En los diagramas de la izquierda se observa como R se hace mayor 
cuando aumenta el porcentaje de acetonitrilo (a) y en el caso (b) cuando disminuye. En 
el caso de la temperatura la variación no es demasiado importante en ninguno de los 
casos. En los diagramas centrales ocurre el mismo efecto contrapuesto con el porcentaje 
de acetonitrilo y la variación del flujo afecta en el sentido que a mayor flujo, mayor R y 
mayor 1/tr2’. Por último, en los diagramas de la derecha, se puede observar para la 
temperatura, en el caso (b) es más conveniente una temperatura más baja que en caso 
(a), mientras que el flujo es interesante mantenerlo alto en cualquier caso.  
 
Figura IV.102. Superficie de respuesta para las distintas variables. 











A 2,97 0,115 
B 2,91 0,097 
C 2,89 0,094 
D 3,08 0,111 
E 3,93 0,065 
F 3,79 0,062 
G 2,91 0,057 
H 3,26 0,052 
I 3,37 0,079 
J 3,29 0,079 
 
Es necesario llegar a una situación de compromiso que favorezca a ambas 
respuestas. Para comprobar si el efecto de los factores es significativo sobre las 
respuestas se han representado los diagramas de Pareto. En ambos casos, R (figura 
IV.103.a) y 1/tr2' (figura IV.103.b) se observa que el porcentaje de acetonitrilo y el flujo 
producen una variación significativa. Cuando se considera la respuesta1/tr2
’
, la 
temperatura juega un papel más importante que cuando se usa R. No obstante, en ambos 
casos, la influencia de la temperatura no es significativa así como la combinación de 
ésta con los demás factores. 
En la figura IV.104. se representan la variación de los valores promedio de R y 
1/tr2', junto con su desviación estándar  para los tres factores. En el caso del porcentaje 
del acetonitrilo se produce una disminución de la respuesta R y un aumento para el caso 
de 1/tr2’. La combinación de ambas respuestas presenta un máximo para el valor central 
del diseño. La temperatura tiene una ligera influencia negativa en el caso de R, y 
positiva para 1/tr2’. La combinación de las dos respuestas, prácticamente, no sufre 
variación para los niveles considerados en el diseño. El flujo de fase móvil da lugar a un 
aumento en las dos respuestas, y también en la combinación de respuestas.  
 




















Figura IV.103. Diagrama de Pareto. a)  R; b)tr2'.  
A: % acetonitrilo; B: temperatura; C: flujo. 
 
Cuando se considera la respuesta R, los valores mayores se obtienen cuando 
disminuye el porcentaje de acetonitrilo, al contrario que 1/tr2', que disminuye en esos 
casos. Si analizamos el efecto de la temperatura no se observa una variación tan drástica 
como con el porcentaje de acetonitrilo, pero la tendencia es similar, cuando disminuye 
la temperatura encontramos valores de R mayores y ligeramente menores de 1/tr2'. En el 
caso del flujo, cuando trabajamos a flujos bajos, R toma los valores más bajos al igual 
que 1/tr2', aunque no existen tanta oscilación en este último factor.. 
Se combinan ambas respuestas en una función deseada para obtener los valores 
óptimos de los factores estudiados para las dos variables al mismo tiempo. Se llega a 
una situación de compromiso en la que las condiciones óptimas del porcentaje de 
acetonitrilo y la temperatura son, 43% acetonitrilo y 43ºC. En el caso del flujo, el 
(a) 
(b) 
p = 0,05 





máximo para ambas respuestas se obtiene para un flujo de 1,2 mL min
-1
, y es previsible 
un aumento con el mismo. Un aumento de flujo implica un aumento de la presión de 
trabajo en el sistema cromatográfico, y por cuestiones de tipo práctico se elige un flujo 




Figura IV. 104. Variación de las respuestas individuales y función deseada en función de 
los factores considerados en el diseño experimental. 
 
 
En la figura IV.105. se presentan las distintas funciones de deseo para las 
variables estudiadas. Cuando se estudia la función de deseo en el caso del % de 
acetonitrilo y la temperatura, se observa como la situación más favorable es cuando se 
tienen % de acetonitrilo y temperatura media. Cuando se representa la función de deseo 
para las variables flujo y % de acetonitrilo, los valores más altos de dicha función se dan 
cuando se trabaja a flujos altos y % medio de acetonitrilo, mientras que si se estudia el 
flujo y la temperatura, los valores más altos de la función de deseo se observan a flujos 
altos independientemente de la temperatura, que no afecta tanto como el flujo. 
 





Figura IV.105. Diagramas de superficie de la función deseada 
 
Las condiciones cromatográficas óptimas elegidas a partir del diseño 
experimental se recogen en la tabla IV.38. En la figura IV.106. se muestra un 
cromatograma de una disolución conteniendo concentraciones de 25 mg L
-1
de C y 
DHC. Se comprueba que los picos de los compuestos están completamente separados. 
Los tiempos de retención son 8,7 y 12,6 min para la C y DHC, respectivamente. Con 
estas condiciones cromatográficas se consigue una separación adecuada de los dos 
analitos considerados, y además la retención es suficiente para que no haya 
solapamiento con los picos de compuestos no retenidos que pueden aparecer al 














Figura IV.106. Cromatograma disolución patrón de 25 mg L
-1 




IV.4.1.1. Asimetría y factor de cola 
 
Los picos cromatográficos deben tener forma gaussiana, pero en muchos casos 
se producen desviaciones del comportamiento ideal. La asimetría (As) y el factor de 
Tabla IV.38. Condiciones cromatográficas para la 
determinación de C y DHC en muestras de pimentón 
Fase móvil Acetonitrilo/agua (63:37) 
Fase estacionaria C18 
Flujo de la fase móvil 1,1 mL min
-1
 
Volumen de inyección 20 µL 
Temperatura de la columna 43ºC 
Longitud de onda de detección  280 nm 




cola del pico (PTF) son los parámetros que se utilizan para evaluar la simetría de un 
pico cromatográfico. 
La asimetría del pico (As) se calcula mediante la ecuación 4.69. Los segmentos 






B es la distancia desde la bisectriz del pico hasta la cola del mismo y A la distancia entre 
el frente del pico y dicha bisectriz. Se considera que la forma de un pico es simétrica si 
As toma valores comprendidos entre 1,0 y 1,05, siendo 1,2 el valor máximo aceptable 
[68]. 








En este caso los valores de A y B se miden a una altura igual al 5% de la altura 
total de pico. Este factor también debe tener un valor próximo a 1 para considerar que la 
simetría de pico es adecuada.  
Los valores de As y PTF se calcularon para los picos obtenidos para una muestra 
de pimentón con las condiciones cromatográficas óptimas. En el caso de la C se obtiene 
un valor de 1,1 para As y 0,97 para PTF. Cuando se trata de la DHC los valores son de 
0,96 y 1,02 para As y PTF, respectivamente. Los valores obtenidos cumplen los 
requisitos de calidad de un pico cromatográfico. 
 
IV.4.2. Optimización de las condiciones de extracción 
 Como ya se indicó en el apartado IV.4, teniendo en cuenta la bibliografía 
consultada se seleccionó el acetonitrilo como disolvente, para utilizarlo en la extracción 
con ultrasonido. Se han estudiado las condiciones de extracción de C y DHC en 
pimentón. Las variables que se han considerado son: volumen de extractante, tiempo de 





variable de manera independiente y los resultados obtenidos se presentan en las figuras 
IV.104 – IV.106. La técnica de extracción elegida en este caso no ha sido una variable 
en el estudio si no que se ha elegido en base a la bibliografía existente y a las ventajas 
que ofrece con respecto a otros métodos. La extracción USE se basa en la energía 
ultrasónica para conseguir mayor eficiencia en el contacto entre la muestra y el 
disolvente [69]. Este método que permite la extracción de matrices sólidas con 
disolventes líquidos, sin tener que emplear un volumen excesivo de disolvente, y 
utilizando un tiempo de extracción menor que en el caso de la extracción Soxhlet [70] o 
métodos clásicos como la maceración [71]. Pastor et al. [72] han obtenido mediante 
USE recuperaciones similares a las logradas con la MAE. Estas ventajas sumadas a que 
numerosos autores [50, 54], en trabajos previos, han recurrido a USE para la extracción 
de capsaicinoides han servido para decidir sobre el método de extracción. La elección 
de acetonitrilo como disolvente para la extracción, está basada en varios trabajos donde 
se concluye que el uso de acetonitrilo disminuye la cantidad de interferencias 
provocadas por los carotenoides, presentes en la muestra en cantidades importantes 
[73,74]. Aunque algunos autores proponen que la adición de pequeñas porciones de 
agua al volumen total de disolvente favorece la extracción [75], no se ha realizado, ya 
que el capsaicinoide menos polar, o sea, la dihidrocapsaicina no se extraía 
correctamente. Este hecho también ha sido confirmado por otros autores  [76]. 
En primer lugar se ha considerado el volumen de extractante. Por lo general, en 
las extracciones sólido-líquido una disminución de la relación masa/volumen, favorece 
la extracción, ya que hay un mismo volumen para extraer una cantidad menor de soluto 
[77]. En este caso se consideró la extracción de 1 g de muestra con 5, 10, 15 y 20 mL de 
acetonitrilo.  
 La extracción se realizó con ultrasonido a 50ºC, durante un tiempo de 20 
minutos. Estas condiciones que se mantuvieron fijas en los diversos ensayos realizados 
con volúmenes diferentes de disolvente extractante. Los resultados obtenidos se 
muestran en la figura IV.107. Como se puede apreciar, la extracción máxima de 
capsaicina se obtiene a partir de un volumen de 10 mL de extractante, con una pequeña 
disminución para volúmenes superiores. En el caso de la dihidrocapsaicina se obtienen 




rendimientos para un volumen de 20 mL de acetonitrilo. En función de estos resultados, 
los experimentos posteriores se hicieron utilizando este volumen de extractante. 
 
 
Figura IV.107. Concentración de capsaicinoides extraídos (mg kg
-1
) en función del 
volumen de extractante 
 
Para optimizar el tiempo de extracción se consideraron 5, 15, 20 y 30 min, 
manteniendo constante un volumen de 20 mL de acetonitrilo, para un peso de la muestra 
1 g, y una temperatura de 50ºC. El tiempo es una variable relevante a estudiar, ya que 
tiempos cortos pueden dar lugar a que la extracción no sea completa, y en algunos 
casos, si el tiempo es demasiado largo se puede producir algún tipo de degradación en la 
muestra. Los resultados obtenidos se muestran en la figura IV.108. Como se puede 
observar, a partir de 15 min la extracción de capsaicina alcanza el valor máximo. Para la 
dihidrocapsaicina, el valor máximo se alcanza a partir de los 20 min de extracción. Se 
eligió un tiempo de 20 min para asegurar la extracción de los dos compuestos. Los 
experimentos posteriores para optimizar la temperatura se llevaron a cabo utilizando un 






























Figura IV.108. Concentración de capsaicinoides extraídos (mg kg
-1
) en función del 
tiempo de extracción. 
 
Una vez fijados el volumen de extractante y el tiempo de extracción, se optimiza 
la temperatura. Se consideraron las temperaturas 30, 40, 50 y 60ºC, manteniendo fijo un 
volumen de acetonitrilo y el tiempo. Los resultados obtenidos se presentan en la figura 
IV.109. Como puede apreciarse la cantidad máxima, tanto de capsaicina como de 
dihidrocapsaicina se obtiene con una temperatura de 50 
o
C. A temperaturas superiores se 
aprecia una disminución de la cantidad extraída de ambos compuestos. Este efecto 
puede deberse a una descomposición térmica de los de C y DHC, que da lugar a una 
bajada del rendimiento de extracción. Aunque algunos autores [78] han descrito que los 
capsaicinoides pueden soportar temperaturas más elevadas sin que se produzca una 
degradación de los mismos, se ha considerado que la temperatura más adecuada para 
llevar a cabo la extracción es de 50ºC. De esta forma se previene la posible degradación 





























Figura IV.109. Concentración de capsaicinoides extraídos (mg kg
-1
) en función de la 
temperatura de extracción. 
 
Una vez realizada la extracción es necesario llevar a cabo la limpieza del 
extracto. Para ello se han utilizado SPE. Considerando los datos encontrados en la 
bibliografía [79] se utilizaron cartuchos de C18 y acetonitrilo como disolvente para eluir 
los capsaicinoides retenidos en el cartucho. Teniendo en cuenta el trabajo realizado por 
Attuquayefio et al. [79], sobre la extracción de capsaicinoides en  muestras de pimentón 
y de pimiento fresco, se utilizaron cartuchos SPE, con 200 mg de C18. En ese trabajo la 
muestra se eluye con 4 mL de acetonitrilo y 1 mL de acetonitrilo al 1% en ácido acético  
para evitar la turbidez. En nuestro caso, no se empleó acético puesto que no se apreciaba 
turbidez, pero sí se microfiltró la muestra con un filtro de nylon de 0,45 µm , llevándola 
a un volumen final de 5 mL, antes de la inyección en el cromatógrafo. 
Tras decidir las condiciones de extracción, realizar la limpieza y microfiltrar, se 






























IV.4.3. Efecto matriz 
Para estudiar la presencia de efecto matriz, se prepararon rectas de calibrado 
externo y de adición patrón sobre una muestra de control, representando el área de los 
picos cromatográficos frente a la concentración de los patrones o las adiciones. En 
ausencia de efecto matriz, las pendientes deben ser estadísticamente iguales. Los 
resultados se calculan según las ecuaciones 4.10-4.12.  Los grados de libertad se 
calculan de acuerdo a la ecuación  Welch-Satterthwaite (ecuación  4.13). Cuando el 
valor de tcal es menor que el de ttab (ν, 95%) se considera que no existe efecto matriz. En 
la tabla IV.39. se pueden observar estos resultados. 
Tabla IV.39.Efecto matrizen la determinación de capsaicinoides. 
 Analito bAP sbAP bCE sbCE tcal ttab (95%) 
Capsaicina 36501,9 1913,0 31402,6 553,32 2,94 4,30 
Dihidrocapsaicina 26904,3 2012,1 30071,0 108,78 1,67 1,96 
b: pendiente de la recta de calibrado. sb: desviación estándar de la pendiente. a: ordenada en el origen de 
la recta de calibrado. sa: desviación estándar de la ordenada en el origen. tcal: t calculada. ttab: t tabulada 
(AP: adición patrón; CE: calibrado externo). 
 
Los valores de tcal son menores que los de ttab en ambos casos. De esta forma se 
comprueba que los valores de las pendientes de las rectas de calibrado externo y de 
adición patrón de la capsaicina y dihidrocapsaicina son estadísticamente iguales. Por lo 
tanto, se puede afirmar que no existe efecto matriz. En las figuras IV.110. y IV.111. se 
muestran las rectas de calibrado y adición patrón para ambos compuestos. Teniendo en 
cuenta la ausencia de efecto matriz, las determinaciones de capsaicina y 
dihidrocapsaicina por HPLC se realizaron mediante calibrado externo. 
 
 















y = 36501,9x + 173521,2 
R² = 0,9945 
y = 31402,6x + 8359,1 
















[Capsaicina] (mg L-1) 
y = 26904,3x + 59631,4 
R² = 0,9913 
y = 30071,0x + 6042,5 























IV.4.4. Parámetros de calidad del método 
 
IV.4.4.1. Veracidad 
La veracidad se comprobó mediante ensayos de recuperación. Se analizaron 
muestras fortificadas en tres niveles de adición (tabla IV.40.), realizando tres 
repeticiones en cada nivel. Se calculó la incertidumbre expandida, y utilizó un factor de 
cobertura igual a 2 [5].  
Tabla IV.40. Niveles de adición recuperación capsaicinoides. 
Nivel de adición 1 2 3 
    Capsaicina (mg L
-1
) 3,2 4 4,8 
Dihidrocapsaicina (mg L
-1
) 3,2 4 4,8 
     
Los valores de recuperación medios así como la incertidumbre expandida, 
      , para la C  y DHC se recogen en la tabla IV.41. En el caso de C la recuperación es 
del 96% y el valor de        15. Para  la DHC los valores de recuperación y        son 
97% y 14, respectivamente. La desigualdad                  se cumple en todos los 
casos, y los valores de recuperación obtenidos con sus incertidumbres expandidas, 
contienen al 100%, pudiendo afirmar que es un método veraz.  
Tabla IV.41. Recuperaciones de C y DHC. 
 
Analito 
Recuperación (%)  
(R + U) 
Capsaicina 96 + 15 
Dihidrocapsaicina 97 + 14 











La precisión del método se ha estudiado considerando la repetitividad y la 
precisión intermedia. Se analizó una muestra de control en condiciones de repetitividad 
y precisión intermedia [10]. Mediante un ANOVA se ha calculado la precisión 
intermedia y la repetitividad que se muestran en la tabla IV.42. en términos de 
desviación estándar relativa. También se han incluido los valores Horwitz de referencia 
para las concentraciones del orden correspondiente. Los valores de Horwitz y de la 
AOAC para concentraciones de 10 ppm son 11,3 y 7,3, respectivamente y 8 y 5,3 para  
concentraciones del orden de100 ppm. En todos los casos, los resultados obtenidos 
están dentro de los rangos dados por Horwitz y por la AOAC [11, 81]. Se incluye, 
además, el parámetro Horrat calculado según las ecuaciones 4.18 y 4.19. Como los 
valores son inferiores a 1, se puede considerar que la precisión es aceptable.  
 
Tabla IV.42. Repetitividad y precisión intermedia para la determinación de C y DHC 











C 3,81 4,44 16 11 0,39 
DHC 3,59 4,27 16 11 0,38 
 
 
IV.4.4.3. Calibración, linealidad y límites de detección y cuantificación 
Se realizó un calibrado externo para la determinación de capsaicinoides en 
muestras de pimentones con patrones desde 0,3 mg L
-1
 a 20 mg L
-1
. Se utiliza el área de 
pico cromatográfico como señal analítica, que se representa frente a la concentración 
para obtener las rectas de calibrado. La tabla IV.43 incluye los datos correspondientes a 
las pendientes, las ordenadas en el origen, y sus respectivas desviaciones estándar; 
también se han incluido los valores de los coeficientes de determinación. Las figuras 







Figura IV.112. Recta de calibrado externo para la determinación de capsaicina. 
 
 
Figura IV.113. Recta de calibrado externo para la determinación de dihidrocapsaicina. 
  
y = 31402,6x + 8359,1 

















Capsaicina (mg L-1) 
y = 30071,0x + 6042,5 

















Dihidrocapsaicina (mg L-1) 




Tabla IV.43. Parámetros de calibración para la determinación de C y DHC en muestras 








b sb a sa sy/x R
2
 
        
C 0,3-20 31402,6 553,319 8359,1 4815,8 9840,6 0,9985 
DHC 0,3-20 30071,0 108,784 6042,5 946,8 1934,7 0,9999 
b:pendiente de la recta de calibrado. sb: desviación estándar de la pendiente. a: ordenada en el origen de la 
recta de calibrado. sa: desviación estándar de la ordenada en el origen. Sy/x: error típico de la recta de 
calibrado. R
2
= coeficiente de determinación. 
Otros parámetros de calidad son la linealidad y los límites de cuantificación 
(LOQ) y detección (LOD). Los valores de LOD y LOQ se calculan a partir de la 
relación señal ruido [68], considerando una relación señal/ruido 3:1 y 10:1 para los 
LOD y LOQ, respectivamente. En la tabla IV.44. se recogen los valores calculados para 
la C y DHC.  
Tabla IV.44. LOD y LOQ, mg L
-1
,  para C y DHC 
Analito LOD LOQ 
C 0,06  0,2  
DHC 0,12 0,4  
 
La linealidad se establece a partir de la pendiente de la recta de calibrado y su 
desviación estándar, según la ecuación. 4.22 [12]. En el caso de la capsaicina la 
linealidad es de un 98,4%, y en el caso de la dihidrocapsaicina es igual a 99,4%. 
También se puede estudiar la linealidad gráficamente, representando el factor de 
respuesta frente a la concentración. Se define como rango lineal aquél en el que los 
valores de señal/concentración se mantienen entre un 95-105% del valor de la mediana 
de estos valores [82]. Como se observa en la figura IV.114.,  para la capsaicina, el rango 
lineal varía en el intervalo 0,3 – 20 mg L-1, ya que todos los puntos están dentro de los 
límites de confianza. En el caso de la dihidrocapsaicina  (figura IV.115.) el rango es 








Figura IV.114. Rango lineal capsaicina. 
 
 
Figura IV.115. Rango lineal dihidrocapsaicina. 
 
IV.4.5.Determinación de capsaicinoides en pimentones picantes. 
El método puesto a punto se ha aplicado al análisis de muestras de pimentón 
picante. En la tabla A1.3. del anexo 1 se muestran los resultados obtenidos. Los valores 
que se encuentran bajo el LOQ no han sido eliminados de la tabla de acuerdo a las 
recomendaciones de la IUPAC [83]. En la tabla IV.45. se muestran los valores de la 
mediana, así como los máximos y mínimos obtenidos. Además de la concentración de C 






























































Dihidrocapsaicina (mg L-1) 




La relación que existe entre la concentración de capsaicina y las unidades 
Scoville (SHU) es la siguiente [85]: 




       (4.71) 
Los valores de la mediana para las muestras del origen MU para las 
concentraciones de C y DHC son mayores que los valores de los pimentones 
procedentes de Extremadura. Los valores de las medianas de la concentración de DHC 
son más parecidos entre orígenes que los valores de C. En el caso de los valores 
mínimos, las muestras procedentes de Extremadura presentan valores más bajos, tanto 
en el caso de C como de DHC. El valor mínimo de C para Extremadura es 26,4 mg kg
-1
 
y el de DHC 17,2 mg kg
-1
. Los pimentones procedentes de Murcia son los que presentan 
valores máximos más elevados para los dos capsaicinoides, 919,8 y 476,4 mg kg
-1
 para 
C y DHC, respectivamente. La dispersión en los valores de C de Murcia es mayor que 
en el caso de Extremadura.  
Tabla IV.45. Valores de mediana, mínimo y máximo (mg kg
-1
) 













Valores mínimos y máximos entre paréntesis. C: capsaicina, DHC: 
dihidrocapsaicina; SHU: unidades Scoville. 
 
El parámetro SHU se calcula en función de la concentración de capsaicina 
(ecuación 4.71), por lo que la mayor mediana y el valor máximo se corresponden con 





procedente de Extremadura, al igual que lo hacía el valor mínimo de C. En el caso de 
Murcia, encontramos un intervalo de valores muy amplia que va desde 1463 hasta 
14810 unidades SHU. En el caso de los pimentones picantes de Extremadura el rango 
de SHU comprende valores desde 424 hasta 4477. A pesar de las diferencias entre los 
orígenes, en casi todos los casos nos encontramos con unidades SHU correspondientes 
al sabor picante, como se puede ver en la tabla IV.46.  
La figura IV.116.muestra un cromatograma de una muestra de pimentón picante 
donde se observan los picos de C y DHC a los tiempos de retención esperados para las 
condiciones cromatográficas dadas. En la parte inicial del cromatograma aparece un con 
junto de picos que corresponden a compuestos no retenidos. Se aprecia una buena 
resolución entre los picos de los analitos, capsaicina y dihidrocapsaicina, y los otros 
picos que aparecen en el cromatograma. 
 
Figura IV.116. Cromatograma de una muestra de pimentón picante.  












Los resultados obtenidos coinciden con los que aparecen en la bibliografía para 
muestras similares. Barbero et al. [55] determinaron capsaicinoides en pimientos 
mediante extracción por microondas y HPLC con detector de fluorescencia encontrando 
valores en torno a los 200 mg kg
-1
 de capsaicina y 80 mg kg
-1
 de dihidrocapsaicina. 
Perucka et al. [86] determinan mediante HPLC, además de carotenoides, los 
capsaicinoides de muestras de pimientos del género Capsicum annuum L., obteniendo 
valores medios totales capsaicina más dihidrocapsaicina de 700 mg kg
-1
. Juangsamoot 
et al. [53] determinaron capsaicina y dihidrocapsaicina por RP-HPLC, llevando a cabo 
la extracción mediante agitación magnética y limpieza del extracto con cartuchos C18. 
En este caso se analizaron pimientos chiles picantes y se obtuvieron concentraciones de 
capsaicinoides dentro del rango de 1758-7068 mg kg
-1
, lo que se corresponde con 
valores de en torno a 25.000-80.000 SHU.  En cuanto al pimentón, Daood et al. [54] 
estudiaron la extracción de capsaicinoides en pimentones húngaros y encontraron 
valores totales en torno a 500 mg kg
-1
, que implican pimentones con 8000 SHU; este 
dato coincide con los valores mostrados en la tabla IV.46. López, Simal y Vázquez [87] 
determinaron la concentración de capsaicina en pimentones españoles mediante 
espectroscopía derivada, obteniendo valores que oscilan entre 80 y 400 mg kg
-1
, 
teniendo en cuenta que la recuperación del método fue del 84%. En este estudio de 
pimentones españoles, se obtienen concentraciones similares. En el caso de las unidades 
SHU el rango es amplio y se encuentran valores correspondientes a pimientos muy 
ligeramente picante, chile rocotillo y pimiento de Padrón, en el caso de los más 
picantes. Hay que recordar que la escala Scoville está basada en parámetros 






Tabla IV.46. Escala Scoville. 






homocapsaicina, homodihydrocapsaicina y nordihydrocapsaicina 
2.000.000–5.300.000 
Nivel estándar del aerosol de pimienta en EE.UU., munición 
irritante  
2.200.000 Carolina reaper 
1.300.000–2.000.000 Naga viper, Trinidad Scorpion Butch T 
855.000–1.041.427 Naga Jolokia 
350.000–580.000 Habanero savinas Roja 
100.000–350.000 Chile habanero, Scotch Bonnet, chile dátil, Capsicum chinense 
100.000–200.000 Rocoto, chile jamaicano picante, piri piri 
50.000–100.000 Chile thai, chile malagueta, chile chiltepín, chile piquín 
30.000–50.000 
Pimienta roja o de cayena, ají escabeche, chile tabasco, algunas 
tipos de chile chipotle 
10.000–23.000 Chile serrano, algunos tipos de chile chipotle 
5.000–8.000 Variedad Nuevo México chile anaheim, chile húngaro de cera 
2.500–5.000 Chile jalapeño, pimiento de Padrón, salsa tabasco 
1.500–2.500 Chile rocotillo 
1.000–1.500 Chile poblano 
500–1.000 Chile anaheim 
100–500 Pimiento, pepperoncini 
0 No picante, pimiento verde 
 
 
IV.4.6. Determinacion de capsaicinoides en pimentones agridulces. 
El contenido de C y DHC se ha determinado en pimentones agridulces por el 
método descrito. Los resultados oobtenidos se muestran en la tabla A1.4. del anexo 1 
para las muestras de pimentones agridulces analizadas mediante HPLC. Se han incluido 
los valores que están fuera de LOQ y LOD según recomendación de la IUPAC [83].En 
este caso, hay una cierta dispersión entre los resultados  obtendios, debida a que el 
proceso de obtención de pimentones agridulces se basa en un mezclado manual de 




pimentones dulces y picantes. En muchos casos los resultados están  por debajo de los 
LOD y LOQ pero se han estimado las concentraciones de capsaicina y 
dihidrocapsacina. En otros casos encontramos valores por encima tanto de LOD como 
LOQ.  
En la figura IV.117. se muestra un cromatograma correspondiente a una muestra de 
pimentón agridulce analizada mediante HPLC según las condiciones mostradas en la 
tabla IV.38. En la tabla IV.47. se recogen los valores de la mediana, los mínimos y los 
máximos para las concentraciones de C y DHC de ambos orígenes así como los del 
parametro SHU.  
 
Tabla IV.47. Valores de mediana, mínimo y máximo de la 
concentración (mg kg
-1
) de C y DHC y el parámetro SHU para  













Valores mínimos y máximos entre paréntesis. C: capsaicina, DHC: 
dihidrocapsaicina; SHU: unidades Scoville. 
 
 
En la tabla IV.47. se observa como dentro del origen Extremadura se encuentra 
la muestra mas picante con una concentracion de capsaicina de 20,1 mg kg
-1
. El valor 
mínimo de capsaicina también se encuentra en una muestradel origen Extremadura, y el 
valor de la mediana más alto lo presentan las muestras de Murcia. Con respecto a la 
concentracion de dihidrocapsaicina, la situación es identica a la encontrada para la 





La figura IV.117 muestra un cromatograma correspondiente a una muestra de 
pimentón agridulce. Se aprecian los picos de capsaicina y dihidrocapsaicina, que tienen 




Figura IV.117. Cromatograma de una muestra de pimentón agridulce. Condiciones 
cromatográficas tabla IV.38. 
 
 En cuanto al parámetro SHU, los resultados obtenidos están en el rango de 0-324 
unidades SHU, lo que significa que según la escala de Scoville, no tienen sabor picante 
o se trata de un ligero sabor picante, ya que están en la parte más baja de la escala. Los 
valores máximos y mínimos encontrados para los pimentones agridulces los 
encontramos para el origen Extremadura, aunque como se explicaba anteriormente, la 
dispersión de los datos es muy grande debido a la aleatoriedad del mezclado. El rango 
de unidades SHU es de 0-324 para las muestras de Extremadura y 0-237 SHU para el 
origen Murcia. Los valores de la mediana de SHU  para Extremadura y Murcia son 99 y 
121,5, respectivamente. 




IV.4.7. Determinacion de capsaicinoides en pimentones dulces. 
En el caso de los pimentones dulces, se realizó el mismo procedimiento de 
tratamiento de la muestra y posterior analisis mediante HPLC. Los valores de 
concentración de capsaicina y dihidrocapsaicina fueron mucho menores que en el caso 
de las muestras de pimentón picante o agridulce. En muchas de las muestras no se 
detectaron ninguno de los dos compuestos. 
En la tabla A3.5. del anexo 1 se recogen los resultados obtenidos en la 
determinación de capsaicinoides de pimentones dulces de los origenes de Murcia y 
Extremadura. En la tabla IV.48. se muestran los valores de la mediana, mínimos y 
máximos para la concentración de C, de DHC y el parámetro SHU.  
Tabla IV.48. Valores de mediana, mínimo y máximo de la 
concentración (mg kg
-1
) de C y DHC y el parámetro SHU para  













Valores mínimos y máximos entre paréntesis. C: capsaicina, DHC: 
dihidrocapsaicina, SHU: unidades Scoville. 
 
Al ser pimentones dulces, el sabor picante no es una caracteristica propia de 
ellos, y se ve reflejado en la concentración, especialmente, de capsaicina. Para los 
pimentones del origen Extremadura, el valor máximo de C y de DHC es 7,8 y 3,4 mg 
kg
-1
, respectivamente, mientas que los procedentes de Murcia presentan máximos de 8,9 
y 4,7 mg kg
-1





rango de 42-144, que como puede observarse en la tabla  IV.46. se corresponde con un 
rango en el que los pimientos o pimentones no pican.  
El valor de SHU más alto se presenta en una muestra de Murcia, mientras que el 
más bajo que se ha podido detectar se corresponde con el origen Extremadura, siendo 
estos 144 y 42, respectivamente. El rango de unidades SHU para las muestras de 
Extremadura es de 0-126 siendo 42 el valor mínimo que se ha podido observar y 0-144 
SHU para el origen Murcia, siendo el valor más bajo de 47. Los valores de la mediana 
de SHU  para Extremadura y Murcia son 57 y 77, respectivamente. 
 
IV.4.8. Modelos para predecir las unidades SHU en pimentones picantes a partir 
del espectro de UV-vis.  
En este apartado se incluye el estudio realizado para correlacionar el grado de 
picor de los pimentones con los espectros de absorción molecular en el UV-Vis. A partir 
de los espectros registrados según el procedimiento descrito en el apartado III.2.2. y las 
concentraciones de capsaicina, se pretende generar un modelo que permita predecir los 
valores SHU para muestras de pimentones picantes. La construcción de modelos 
apropiados que permitan predecir el valor de SHU a partir de espectros de UV-Vis, 
implicaría conocer estos valores mediante una técnica simple, rápida y barata. Como se 
ha explicado anteriormente, es posible determinar la concentración de capsaicinoides 
mediante técnicas como HPLC y de ahí calcular el valor de SHU. Pero este tipo de 
técnicas suponen un coste económico y de tiempo elevado debido principalmente al 
pretratamiento y limpieza de las muestras, así como el tiempo necesario para el registro 
de los cromatogramas y acondicionamiento del equipo. El procedimiento que se 
propone aquí, al tratarse del registro de un espectro UV-vis, reduce el pretratamiento de 
las muestras y el tiempo de análisis se acorta considerablemente. El coste económico es 
menor que el de un método cromatográfico, pues se reduce el uso de disolventes y se 
elimina el uso de precolumnas, necesarias para evitar que las muestras de pimentón 
dañen la columna cromatográfica. Existe otra forma de determinar de manera cualitativa 
la concentración de capsaicinoides, y es mediante catas ciegas de muestras de pimiento 
y pimentón. Esta práctica, además de ser cualitativa, tiene un coste más elevado que las 




medidas espectrofotométricas, ya que para realizar una cata de pimientos y pimentones 
es necesario disponer de un personal altamente cualificado y un número de muestras 
amplio para preparar el panel de cata. El tiempo que se consume en una cata es otro 
inconveniente frente a las medidas de UV-vis, ya que existe en el proceso una primera 
fase visual, y posteriormente una olfativa y otra gustativa [88]. 
 Existen estudios en la bibliografía sobre la predicción de parámetros cualitativos 
a partir de variables químicas donde se construyen modelos mediante métodos de 
regresión lineal y no lineal. Sousa et al. [89,90] proponen modelos de predicción de la 
concentración de ozono por hora en el aire a partir de MLR y ANN y datos provenientes 
de PCA. Las variables predictoras empleadas son la concentración en el aire de NO, 
NO2 y datos meteorológicos como la velocidad del viento, la humedad relativa y la 
temperatura ambiental. Chauchard et al. [91] determinaron la acidez total en uvas 
mediante un modelo creado a partir de datos de NIR y PLS. Mo et al. [92] determinaron 
la concentración de capsaicinoides en pimientos rojos a partir de un modelo creado por 
PLSR y usando como variables predictoras datos de espectroscopia UV-Vis-NIR. 
Generalmente se suelen usar técnicas de regresión lineal en la construcción de 
estos modelos, pero se pueden presentar dos problemas: multicolinealidad y alta 
dimensionalidad de las variables predictoras. En este estudio, las variables están muy 
correlacionadas entre sí, debido a que son valores de absorbancia de un espectro 
contínuo como el de UV-vis. Además existe una alta dimensionalidad puesto que existe 
una variable, el valor de absorbancia, para cada longitud de onda. Las soluciones para 
estos problemas son la aplicación de PLS o PCA. En ambos casos, las variables 
predictoras originales se transforman en nuevas variables ortogonales que corrigen el 
problema de la multicolinealidad y reducen el espacio de las variables predictoras.   
En este caso, se han empleado técnicas lineales como regresión lineal múltiple, 
PLS, PCA y técnicas no lineales como ANN para la construcción de los modelos. Se 














Se pretende obtener un modelo que permita predecir el rango de SHU al que 
pertenecen las muestras de pimentón picante. Para evaluar los modelos se estudian los 
resultados en términos del intervalo de unidades SHU al que pertenecen las muestras. 
Para ello, los intervalos se codifican tal y como se muestra en la tabla IV.49, y los 
resultados obtenidos individualmente por el modelo para cada muestra se transforman 
en los códigos correspondientes a dicho intervalo. Por ejemplo, si se determina 
experimentalmente que la muestra presenta un valor SHU dentro de un intervalo de la 
tabla IV.49. y el valor predicho por el modelo pertenece al mismo intervalo se considera 
un acierto, en caso contrario se considera un error.  
Las muestras elegidas para este estudio son las que pertenecen a los intervalos E 
(n=17) y F (n=10). En el caso de A, B, C, D y G no existe un número de muestras 
representativo para realizar un cálculo adecuado de los modelos. 
Para hacer una validación cruzada de los modelos de clasificación se aplica, 
DAGKJ, creándose nueve replicados en la matriz de las 27 muestras. Para los conjuntos 
de entrenamiento se emplean 2/3 de las muestras y para el conjunto prueba 1/3 del total. 
En los casos en los que se aplican ANN, el conjunto de entrenamiento se subdivide en 
un 50% validación y 50% entrenamiento.  
Se han estudiado diferentes modelos con el objetivo de conocer cuál proporciona 
mejores resultados de predicción a la hora de conocer el grado de picor de pimientos y 
pimentones, a partir de datos obtenidos mediante HPLC y transformados en unidades 
SHU. Todos los modelos parten de los espectros UV-Vis correspondientes a las 
muestras de pimentón picante. El rango de longitud de onda que se emplea para este 
estudio va desde los 215 a los 315 nm, ya que existen dos picos característicos para los 












capsaicinoides dentro de ese rango a 230 y 280 nm [93]. Varios autores utilizan, 
también, un rango de longitud de onda similar, ya que los espectros no introducen ruido 
debido a que la mayoría de los carotenoides absorben a longitudes de onda mayores, 
entre 560 y 580 nm, principalmente [94,95]. Además, en un estudio realizado por Davis 
et al. [96] sobre capsaicinoides, registraron un espectro en el rango de 190 a 1100 nm y 
seleccionaron la región de 215 a 300 nm para los estudios de los modelos regresión. 
Como ya se ha comentado previamente, en este caso existen problemas de 
multicolinealidad y alta dimensionalidad por lo que es necesario recurrir a otras 
variables diferentes de las originales. Para seleccionar el número de variables 
transformadas que se emplearan en los modelos, es necesario un criterio de selección. El 
criterio empleado para retener los PCs es el criterio PRESSf+1/PRESSf>1, donde PRESS 









    (4.72) 
siendo ˆiy  el valor predicho de la í-esima respuesta observada cuando se deja un 
conjunto fuera del entrenamiento e iy  el valor real de la í-esima respuesta observada. 
Según este criterio, se siguen incluyendo PCs hasta que el cociente es mayor que 1, lo 
que indicaría que la inclusión de un nuevo PC no favorece los resultados del modelo. 
El error PRESS, que tiene en cuenta los valores individuales, da una idea de la 
calidad del modelo, pero éste se evalúa teniendo en consideración cuántas muestras 
dentro de cada conjunto del DAGJK se clasifican correctamente en el intervalo al que 
pertenecen. La eficacia del modelo se calcula a partir del cociente de muestras 
correctamente clasificadas entre muestras totales. La idea de evaluar los modelos 
mediante intervalos de la escala SHU se basa, principalmente, en que la conversión de 
la concentración de capsaicinoides a unidades de parámetros cualitativos y viceversa 
puede introducir errores de más del 20%, como ocurre en el caso del parámetro ASTA 
[97], y hay que recordar que la escala SHU se trata de una escala organoléptica creada a 






 Modelo I 
El modelo I se basa en la aplicación de PCA al conjunto de datos, seguido de una 
regresión lineal múltiple. Cuando estas dos herramientas se combinan hablamos de 
PCR. Se trata de una alternativa para poder tratar datos correlacionados entre sí, que 
solamente con regresión lineal múltiple no se podrían tratar. 
En PCR, tal y como se procede en un modelo lineal múltiple, se establece una 
relación funcional entre variables dependientes Y e independientes X. Esta relación 
permitirá realizar predicciones de las variables del conjunto Y mediante las 
proyecciones ortogonales de las columnas de esa matriz, sobre el espacio generado por 
las columnas de X.  
 Inicialmente se hace un cálculo de PCs a partir de los valores de absorbancia 
correspondientes al intervalo de longitud de onda de 215 a 315 nm. Se obtienen los PCs 
que expliquen la mayor varianza posible en los datos originales y usando estos PCs 
como variables se construye el modelo de regresión.  
 En el caso del modelo I, se construye con los PCs con autovalores mayores que 
la unidad y se van incluyendo según el criterio previamente mencionado. En la siguiente 
tabla (IV.50.) se puede observar los autovalores y la varianza explicada por los cinco 
primeros PCs. 
 
Tabla IV.50. Autovalores, varianza y varianza 
acumulada para pimentones picantes en el modelo I. 





PC1 99,64 98,65 98,65 
PC2 1,09 1,08 99,73 
PC3 0,15 0,15 99,88 
PC4 0,07 0,07 99,94 
PC5 0,04 0,04 99,98 
 
La primera variante del modelo I, se construye con los dos primeros PCs, ya que 
son los que presentan autovalores mayores que uno. Se van añadiendo PCs a los 




cálculos hasta que el cociente PRESSf+1/PRESSf sea mayor que uno. Los errores PRESS 
calculados se presentan en la tabla IV.51. 
 
Tabla IV.51. Errores PRESS para los cálculos con 
distinto número de PCs. 
Nº de PCs PRESS* PRESSf+1/PRESSf 
2 9,36  
3 10,12 1,0810574 
4 9,60 0,9491521 




Como se puede observar en la tabla IV.51., cuando el modelo se construye con 
los dos primeros PCs, se obtienen mejores resultados que al añadir un tercer PC. Sin 
embargo, como el valor obtenido no es mucho mayor que la unidad, se siguen 
añadiendo más PCs para comprobar que efectivamente no existen mejoras importantes. 
Además, no es aconsejable calcular modelos con tan pocas variables [98]. En el caso de 
la inclusión de un cuarto PC, se obtiene un error PRESS menor, y por tanto un resultado 
mejor que el modelo con 3PCs. Al incluir un quinto PC, PRESS se hace mayor y el 
cociente de la ecuación 4.72. es mayor que uno.  
En la tabla IV.52.se muestran los porcentajes de eficacia para cada variante del 
modelo I, así como la desviación estándar a partir de los replicados DAGJK. En el caso 
del modelo calculado a partir 4 PCs, se observa mayor eficacia que en los demás casos.  
 
Tabla IV.52. Eficacia del modelo I según nº de PCs.  
Nº de PCs Eficacia (%) 
2 41 + 6 
3 42 + 12 
4 48 + 11 







La inclusión de un cuarto PC mejora la eficacia del modelo con respecto al caso 
de 2,3 y 5 PCs. Sin embargo, los resultados obtenidos no son suficientemente buenos y 
por ello se recurre a técnicas de clasificación no lineales, ya que el problema de predecir 
los intervalos SHU es complejo y puede que las técnicas lineales no sean una 
herramienta adecuada para este caso.  
 
 Modelo II: 
En este segundo modelo se ha considerado una aproximación no lineal 
construyendo una ANN. Los scores de los PCs se emplean como variables 
independientes y como variable dependiente los valores SHU. Inicialmente se construye 
una red con los dos primeros componentes principales y el número de PCs incluidos se 
decide con el mismo criterio de minimizar la relación de PRESS previamente propuesta. 
La tabla IV.53. incluye los resultados obtenidos.  
 
Tabla IV.53. Errores PRESS para los cálculos del modelo II 
con distinto número de PCs. 
Nº de PCs PRESS* PRESSf+1/PRESSf 
2 8,737  
3 6,203 0,7099647 
4 6,798 1,0958567 




Para los modelos con 2, 3,4 y 5 PCs, siguiendo el criterio PRESSf+1/PRESSf la 
inclusión de un tercer PC sería suficiente, ya que el error PRESS es menor en el caso de 
3PCs. Sin embargo se han realizado modelos con 4 y 5 PCs, para comprobar los valores 
de la eficacia.  En todos los casos se han empleado redes neuronales del tipo MLP-
ANN. En el primer caso, se obtiene una red neuronal de arquitectura 2:5:1. Las 
funciones de activación de la capa oculta y de la de salida son exponencial y tangencial, 
respectivamente. Se obtiene un 46% de eficacia, lo cual no mejora los resultados 
obtenidos en el modelo I. En el caso de las MLP-ANN, es conveniente emplear más de 
dos variables para el cálculo [99]. Los resultados de eficacia se recogen en la tabla IV.54 
 




Tabla IV.54.  Eficacia del modelo II según nº de PCs. 
nº de PCs  Eficacia (%) 
2 54 + 18 
3 67 + 23 
4 64 + 22 
5 68 + 22 
 
Se construye un segundo modelo empleando un PC más con una arquitectura 3-
4-1 y la función de activación tangencial tanto para la capa oculta como para la de 
salida. Se obtiene un menor valor de PRESS y un mayor porcentaje de acierto en este 
caso que cuando se obtiene el modelo con 2 PCs. Si se incluye un cuarto PC, la mejor 
red obtenida es de arquitectura 4:10:1 con función de activación exponencial para la 
capa oculta y tangencial para la de salida. Esta nueva versión del modelo II lleva a una 
situación en la que PRESS4PCs> PRESS3PCs y la eficacia es menor. Si se incluye un 
quinto PC, al igual que se hizo en el modelo I, nos encontramos con un error PRESS 
menor que en cualquier caso, además de un porcentaje de eficacia mayor. Para todos 
estos modelos la desviación estándar obtenida a partir del DAGJK es comparable con 
independencia del número de componentes incluidos. 
 
 Modelo III 
Este modelo se puede considerar como una generalización de la MRL, con la 
ventaja de que al incluir un análisis PLS se pueden analizar datos fuertemente 
correlacionados entre sí o con ruido debido a variables que no proporcionan ninguna 
información a los problemas de predicción o clasificación. PLS es una alternativa muy 
eficiente pero poco usada en quimiometría según Frank y Friedman [100]. Con este 
modelo, se consiguen nuevas variables que son estimaciones de las variables latentes y 
se denominan t-scores. Estas variables nuevas, t-scores, son las que se usan como 
variables independientes (predictoras) en el modelo de regresión. Al igual que ocurría 
con los PCs, es necesario saber qué componentes son los que explican mayor varianza y 
tienen, por tanto, autovalores mayores. En la tabla IV.55. se recogen estos resultados. En 
este caso, el primer componente es el único que tiene un autovalor mayor que uno, 
aunque se han calculado los modelos con 2, 3, 4, y 5 t-scores, evaluando el error PRESS 





Tabla IV.55. Autovalores, varianza y varianza acumulada 
para pimentones picantes en el modelo III. 





t-scores 1 92,45 91,53 91,53 
t-scores 2 0,71 0,70 92,23 
t-scores 3 0,21 0,20 92,44 
t-scores 4 0,04 0,04 92,47 
t-scores 5 0,01 0,01 92,49 
 
Como se ha indicado, los t-scores de las muestras se emplean como variables 
independientes, xi, mientras que los valores de SHU son las variables dependientes, yi. 
Los valores SHU se predicen mediante MLR, calculando los valores PRESS (tabla 
IV.56.) y obteniendo una eficacia de predicción a partir de los valores SHU de las 
muestras del conjunto test para nueve replicados, según el procedimiento DAGKJ (tabla 
IV.57.).  
Tabla IV.56. Errores PRESS para los cálculos del modelo III 
con distinto número de t-scores. 
Nº de t-scores PRESS* PRESSf+1/PRESSf 
2 10,264  
3 9,315 0,9074977 
4 7,272 0,7806889 





Al igual que ocurría con el modelo I, los mejores resultados de PRESS se 
obtienen cuando se emplean 4 variables de entrada, t-scores en este caso. La inclusión 
de un quinto t-score aumenta el valor de PRESS, con lo que es de suponer que la 










Tabla IV.57. Eficacia del modelo III según nº de t-scores. 
Nº de t-scores Eficacia (%) 
2 50 + 11 
3 67 + 16 
4 70 + 16 
5 69 + 17 
 
El porcentaje de acierto en la predicción de los intervalos con 2 t-scores es de un 
50% con una desviación estándar de 11. Cuando se hace el cálculo con más t-scores la 
eficacia aumenta hasta un 70 %. Cuando se utilizan más variables puede ocurrir que las 
nuevas variables incluyan más ruido sin mejora de la eficacia [101], pero en este caso la 
desviación estándar de las variantes del modelo II son similares.  
Los modelos III, donde se emplean exclusivamente técnicas lineales, permiten 
obtener resultados que mejoran notablemente respecto a PCR (modelo I).  
 
 Modelo IV 
En este modelo, como alternativa no lineal, se utilizan MLP- ANNs para llevar a 
cabo la regresión. La matriz de datos se compone de los t-scores obtenidas por PLS 
como variables independientes, y los valores SHU como variables dependientes.  
Se construyen sendas redes con los 2 y 3 t-scores de arquitectura 2:7:1 y 3:5:1, 
respectivamente. La función de la capa oculta en ambos casos es tangencial, mientras 
que la función de la capa de salida es logística y exponencial, respectivamente. La tabla 
IV.58 muestra los valores de PRESS obtenidos. Cuando se emplean tres t-scores el error 
PRESS disminuye. El cálculo se repite considerando cuatro y cinco t-scores, para 
comprobar posteriormente la eficacia del modelo. Al añadir un t-score más se obtiene 
un error PRESS menor que en cualquiera de los demás modelos, por lo tanto, es 
presumible que el valor de eficacia también será mayor en este caso. Se añade un t-score 







Tabla IV.58. Errores PRESS para los cálculos del 
modelo IV con distinto número de t-scores. 
Nº de t-scores PRESS* PRESSf+1/PRESSf 
2 7,869  
3 5,911 0,7511619 
4 4,144 0,7010083 





Los valores de eficacia junto con la desviación estándar obtenidos se muestran 
en la tabla IV.59. La eficacia conseguida con el modelo IV con 4 t-scores es 80%. Este 
valor es el más alto de todos los modelos obtenidos.  
 
Tabla IV.59. Eficacia del modelo IV según nº de t-scores. 
Nº de t-scores  Eficacia (%) 
2 58 + 17 
3 71 + 24 
4 80 + 13 
5 61 + 17 
 
En la figura IV.118 se comparan los resultados obtenidos, relativos a su eficacia, 
para cada modelo junto con el error asociado a los replicados del DAGJK. Como puede 
observarse, los mejores resultados se tienen para el modelo PLS-MLP-ANN (modelo 
IV) empleando las cuatro primeras variables latentes como datos de entrada. 
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V. Resumen y conclusiones 
 
1. Se  ha estudiado el perfil metálico de muestras de pimentón 
pertenecientes a las denominaciones de origen Pimentón de la Vera, localizada en la 
Comunidad Autónoma de Extremadura, y Pimentón de Murcia, determinando los 
contenidos de aluminio, boro, calcio, cobre, estroncio, fósforo, hierro, magnesio, 
manganeso, níquel, plomo, potasio, sodio y zinc. 
 
2. Se ha realizado un estudio comparativo, utilizando ANOVA y la prueba 
de la genuina diferencia de Tukey, sobre diversos procedimientos de mineralización 
de la muestra, considerándose métodos por vía húmeda con distintas mezclas de 
ácidos. Según los resultados obtenidos y teniendo en consideración criterios de 
adecuación práctica, se ha concluido que el método de mineralización más 
adecuado es el que emplea una mezcla HNO3/HClO4.  
 
3. Se ha puesto a punto un método de determinacion de aluminio, boro, 
calcio, cobre, estroncio, fósforo, hierro, magnesio, manganeso, níquel, plomo, 
potasio, sodio y zinc en muestras de pimentón por espectrometría de emisión 
atómica. La veracidad se validó mediante ensayos de recuperación, obteniéndose 
valores estadisticamente iguales al 100% para todos los elementos considerados. La 
precisión se ha validado considerando la repetitividad y la precisión intermedia. Los 
valores de repetitividad, dados como desviación estándar relativa, varían entre 
0,72% y 10,21%, y valores de precisión intermedia entre 1,17% y 11,68%. Estos 
valores se ajustan al criterio de aceptacion de Horwitz. La linealidad que se obtiene 
en todos los casos está comprendida en el intervalo 97-99%. Los límites de 
detección se encuentran en el rango de 0,001-0,064 mg L
-1
, mientras que los límites 




4. Se han determinado los contenidos de aluminio, boro, calcio, cobre, 
estroncio, fósforo, hierro, magnesio, manganeso, níquel, plomo, potasio, sodio y 
zinc en muestras de los tres tipos de pimentón, dulce, picante y agridulce, 
pertenecientes a las denominaciones de origen Pimentón de la Vera y Pimentón de 





presentan concentraciones más elevadas, con valores del orden de 14500, 3500, 
2000, 1900 y 400 mg kg
-1
, respectivamente. Hierro y aluminio tienen 
concentraciones alrededor de 190 120 mg kg
-1
, respectivamente. Boro, cobre, 
manganeso, estroncio y zinc tienen concentraciones entre 34 y 9 mg kg
-1
. Los 




5. Se ha hecho un estudio para calcular los parámetros ASTA y las 
coordenadas de color L*, a*, b*, c* de muestras de pimentón pertenecientes a las 
denominaciones de origen Pimentón de la Vera y Pimentón de Murcia. El cálculo se 
ha realizado a partir de los espectros de absorción UV-Vis, registrados en el rango 
de 250 – 800 nm. Los resultados obtenidos indican que los valores de ASTA son 
mayores para los pimentones picantes de Extremadura y agridulces de Murcia. En 
el caso de las coordenadas L*, b*, C* y H los valores mayores se corresponden con 
los pimentones agridulces de los dos orígenes considerados.  
 
6. Se ha puesto a punto un método para la determinación de los 
capsaicinoides, capsaicina y dihidrocapsaicina en muestras de pimentón mediante 
HPLC, utilizando una columna de C18 y una fase móvil acetonitrilo/agua, con 
detección ultravioleta a 280 nm. Las condiciones cromatográficas se han 
optimizado mediante un diseño experimental factorial con dos niveles y tres 
factores. 
 
7. El método cromatográfico se ha validado considerando la exactitud y la 
precisión. La exactitud se validó mediante ensayos de recuperación. Las 
recuperaciones obtenidas fueron del 96 y 97% para la capsaicina y 
dihidrocapsaicina, respectivamente. Se ha estudiado la repetitividad y la precisión 
intermedia, obteniéndose valores de repetitividad iguales a 3,81% y 3,59% y de 
precisión intermedia iguales a 4,44% y 4,27%  para capsaicina y dihidrocapsaicina, 
respectivamente. Estos valores están dentro de los límites propuestos por Horwitz y 
la AOAC. Los límites de detección y cuantificación para la capsasicina son 0,06 mg 
L
-1
 y 0,2 mg L
-1
,  respectivamente y para la dihidrocapsaicina 0,12 mg L
-1
  y 0,4 mg 
L
-1
. La linealidad es superior al 98% en ambos casos.  
 





8. Se han optimizado las condiciones de extracción de capsaicina y 
dihidrocapsaicina en muestras de pimentón. Se utilizado acetonitrilo como el 
disolvente extractante, y se ha estudiado la influencia del volumen de extractante, y 
el tiempo y temperatura de extracción. Se utilizan cartuchos SPE de C18 para 
purificar los extractos obtenidos. 
 
9. Se han determinado los contenidos de capsaicina y dihidrocapsaicina en 
muestras de pimentón de los tres tipos, picante, agridulce y dulce, pertenecientes a 
las denominaciones de origen Pimentón de la Vera y Pimentón de Murcia. El rango 
de concentraciones de capsaicina para las muestras de pimentón picante es de 26,4 a 
919,8 mg kg
-1 
y de 17,2 a 476,4 mg kg
-1 
 para la dihidrocapsaicina. Para las 
muestras agridulces el intervalo de capsaicina es 1,3 a 20,1 mg kg
-1 
y 1,6 a 20,6 mg 
kg
-1 
para la dihidrocapsaicina. Las muestras de pimentón dulce presentaron valores 
de capsaicina comprendidos entre 2,6 y 8.9 mg kg
-1
, y entre 1,1 y 4,7 mg kg
-1 
para 
la dihidrocapsaicina.  
   
10. Se han calculado modelos que han permitido predecir las unidades 
SHU de las muestras a partir de los resultados de la concentración de capsaicinoides 
de los pimentones picantes, y los datos de absorbancia de obtenidos a partir de 
espectros UV-Vis, medidos en el rango de 215-315 nm. Con este fin, se han 
aplicado técnicas de regresión lineal múltiple, regresión en componentes 
principales, regresión por mínimos cuadrados parciales y redes neuronales. Los 
modelos obtenidos predicen valores SHU con una eficacia del 80%.    
 
11. Se han aplicado técnicas de reconocimiento de patrones para la 
diferenciación geográfica de muestras pertenecientes a las dos denominaciones de 
origen de pimentón español, Pimentón de la Vera (Extremadura) y Pimentón de 
Murcia. Dentro de cada denominación de origen se han considerado los tipos de 
pimentón picante, dulce y agridulce. El estudio se ha llevado a cabo considerando 
distintos tipos de variables: perfil metálico, absorbancias en la zona UV-Vis, 






12. Las técnicas de reconocimiento de patrones utilizadas han sido análisis 
en componentes principales (PCA), análisis discriminante lineal (LDA), máquinas 
de vectores soporte (SVM), modelado suave por analogía de clases (SIMCA) y 
redes neuronales artificiales (ANN). PCA se ha usado como técnica de 
previsualización y LDA, SVM, SIMCA y ANN para obtener modelos de 
clasificación.  
 
13. Cuando se ha utilizado el perfil metálico, los elementos con mayor 
poder discriminante para las muestras de pimentón picante fueron cobre, fósforo, 
hierro, manganeso, sodio y estroncio. En el caso  de las muestras de pimentón 
picante han sido aluminio, cobre, hierro, sodio, plomo y estroncio, y para las 
muestras de pimentón agridulce los elementos con mayor poder discriminante 
resultaron ser aluminio, calcio, hierro, sodio, plomo, estroncio, níquel, manganeso y 
magnesio. Los modelos más eficaces de clasificación se han obtenido con ANN, 
dando valores de los parámetros SENS y SPEC del 100%. 
 
14. Los modelos de clasificación obtenidos a partir de los parámetros 
ASTA, L*, a* y b* han sido evaluados en función de los parámetros SENS y SPEC. 
Los valores, en muchos casos, no superan el 70%. Cuando se han utilizado redes 
neuronales perceptrón multicapa (MLP-ANN) se han obtenido valores de SENS y 
SPEC próximos al 95%. 
 
15. Se han utilizado las absorbancias UV-Vis, en el intervalo 380 – 780 
nm, como parámetros para construir modelos de clasificación para diferenciar el 
origen geográfico de muestras de pimentón. Los valores de SENS y SPEC 
obtenidos para el modelo MLP-ANN son superiores al 95%. El resto de los 
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A1.1. Concentración (mg kg
-1
) de Al, B, Ca, Cu, Mg, Mn, Na, Ni, P, Pb, Sr y Zn en muestras de pimentón 
Muestra Al B Ca Cu Fe K Mg Mn Na Ni P Pb Sr Zn 
EX01ª 133,9(1) 10,9(1) 1445,8(8) 8,62(7) 208,6(5) 15475,8(9) 2288,1(3) 21,5(2) 542,9(6) 1,06(5) 3954,8(9) 0,605(6) 6,89(1) 25,0(1) 
EX02ª 129,8(9) 11,4(3) 1566,2(1) 9,47(2) 211,1(8) 16038,1(2) 2269,7(6) 23,4(3) 559,9(4) 1,12(3) 3961,3(5) 0,656(5) 7,65(1) 26,3(7) 
EX03ª 144,9(9) 17,5(5) 2085,1(2) 19,8(7) 155,8(6) 15272,7(4) 2129,3(6) 61,8(7) 426,8(7) 3,29(8) 3473,7(9) 8,13(5) 16,32(5) 60,5(5) 
EX04ª 157,4(4) 21,8(4) 2183,9(3) 19,4(2) 166,4(8) 11673,7(3) 2198,6(5) 66,8(4) 435,1(6) 3,40(9) 3555,8(3) 8,09(9) 16,18(2) 59,0(5) 
EX05ª 120,6(6) 23,8(6) 1796,6(2) 19,4(6) 171,6(4) 12501,6(2) 2319,2(4) 36,6(8) 381,0(1) 0,688(6) 4139,9(8) 0,280(4) 16,10(9) 56,6(7) 
EX06ª 114,2(5) 23,3(4) 1679,2(6) 19,6(2) 165,5(8) 10318,2(4) 2237,7(1) 37,3(5) 361,7(8) 0,673(5) 4007,4(1) 0,134(3) 15,87(7) 52,5(1) 
EX07ª 118,8(2) 15,3(3) 1795,7(8) 15,1(5) 185,4(5) 14998,2(6) 2072,5(1) 52,1(3) 404,6(4) 0,755(9) 3460,8(8) 8,44(5) 12,82(8) 45,0(5) 
EX08ª 124,4(9) 15,2(9) 1768,0(8) 17,1(8) 191,0(9) 15335,8(2) 1964,4(3) 54,5(1) 404,9(9) 0,696(8) 3263,0(9) 9,27(3) 14,40(2) 50,7(3) 
EX09ª 139,0(1) 13,7(6) 2232,2(8) 7,87(8) 229,3(6) 20213,2(6) 2108,4(5) 23,2(6) 434,9(1) 1,23(7) 3353,7(7) 0,917(1) 12,92(6) 22,8(9) 
EX10ª 126,2(3) 10,1(9) 2169,2(4) 7,44(5) 210,9(1) 18633,2(1) 2107,1(9) 22,3(6) 399,5(2) 1,09(2) 3285,0(9) 0,321(5) 11,24(7) 21,1(6) 
EX11ª 91,1(5) 8,98(7) 1594,9(5) 9,82(7) 160,2(1) 14937,6(2) 2219,0(4) 27,5(7) 301,9(9) 2,18(8) 3612,2(9) 0,439(9) 7,44(8) 21,3(3) 
EX12ª 91,5(2) 8,4(3) 1590,7(6) 9,86(1) 159,5(3) 20084,5(3) 2096,6(5) 24,4(5) 306,9(9) 2,16(9) 3424,3(9) 0,466(4) 7,08(2) 18,3(6) 
EX13ª 110,8(4) 6,68(5) 1905,6(4) 9,07(6) 153,6(2) 15093,8(5) 2118,8(5) 23,0(2) 373,7(1) 0,843(9) 3932,8(4) 0,103(4) 9,05(6) 33,9(8) 
EX14ª 130,7(4) 6,95(5) 2017,2(4) 8,88(9) 160,7(3) 12994,6(8) 2200,8(1) 22,4(5) 362,2(1) 0,868(8) 3896,7(4) 0,094(5) 9,25(1) 33,9(8) 
EX15ª 115,5(5) 6,36(7) 1722,0(2) 8,59(2) 150,4(1) 15428,7(2) 1988,2(3) 21,4(4) 349,4(4) 0,804(8) 3601,0(5) 0,260(2) 8,37(8) 36,1(4) 
EX16ª 135,0(8) 6,83(7) 1918,2(2) 8,96(8) 164,5(5) 17452,0(9) 2207,1(2) 22,2(2) 396,2(1) 0,984(1) 3805,0(5) 0,165(2) 9,13(1) 34,3(7) 
EX17ª 104,2(3) 6,27(8) 1833,8(1) 9,81(8) 183,7(1) 11462,5(5) 2227,5(1) 32,3(4) 225,2(3) 1,66(2) 3947,6(2) 0,044(5) 6,62(2) 30,4(5) 
EX18ª 106,6(6) 5,77(4) 1890,3(7) 9,93(2) 187,6(7) 12794,0(1) 2163,6(8) 32,0(4) 228,9(1) 1,55(7) 3809,7(2) 0,325(7) 6,76(4) 33,0(3) 
EX19ª 227,3(1) 6,03(1) 1933,0(5) 6,53(4) 241,9(7) 15138,9(6) 2345,6(9) 19,4(9) 437,3(8) 0,492(5) 3715,6(7) 0,409(2) 8,79(4) 27,4(4) 
EX20ª 210,9(1) 7,65(7) 2066,1(3) 6,49(2) 246,9(4) 12390,4(4) 2288,3(2) 19,1(9) 409,3(5) 0,487(3) 3626,5(6) 0,131(8) 8,20(1) 27,5(5) 
EX21ª 178,4(6) 15,1(7) 2421,7(9) 17,5(9) 214,6(6) 14189,6(3) 2204,7(2) 68,4(8) 205,3(1) 2,19(3) 3459,4(7) 19,02(3) 11,45(8) 47,7(4) 
EX22ª 174,5(7) 14,8(3) 2349,0(9) 20,6(3) 225,2(7) 15460,3(6) 2189,9(2) 68,5(3) 201,0(3) 2,09(6) 3364,5(5) 21,28(1) 11,80(3) 56,6(5) 
EX23ª 132,7(1) 11,2(9) 1281,7(3) 11,0(5) 182,6(1) 16208,7(5) 2062,7(9) 31,3(5) 300,8(5) 0,774(2) 3810,8(3) 0,478(8) 9,22(7) 27,8(3) 
EX24ª 117,8(2) 10,1(5) 1112,6(1) 10,2(1) 167,5(9) 16810,4(3) 1950,6(6) 29,9(2) 279,0(5) 0,875(9) 3555,2(9) 0,266(6) 8,45(4) 30,3(9) 
EX25
d
 188,9(3) 14,7(9) 1764,8(9) 10,9(3) 264,9(1) 16223,8(8) 2128,4(9) 28,6(7) 531,1(6) 2,94(2) 3495,9(1) 3,32(3) 7,48(9) 28,1(3) 
EX26
d








Muestra Al B Ca Cu Fe K Mg Mn Na Ni P Pb Sr Zn 
EX27
d
 168,3(9) 12,5(6) 1732,9(4) 11,6(5) 294,9(7) 13576,0(1) 2283,3(5) 19,7(4) 344,3(3) 1,03(3) 4128,5(4) 0,196(6) 23,35(2) 29,4(2) 
EX28
d
 171,6(4) 12,8(7) 1456,5(7) 11,6(9) 295,4(1) 13620,9(2) 2314,7(2) 19,7(8) 350,6(7) 1,07(4) 4188,9(1) 0,234(9) 25,78(1) 31,8(7) 
EX29
d
 244,3(2) 27,9(6) 1877,5(5) 20,0(9) 229,3(7) 15872,4(8) 1976,1(1) 55,5(8) 482,5(3) 2,51(7) 3544,6(5) 3,50(6) 15,37(4) 68,9(8) 
EX30
d
 245,7(2) 22,9(7) 2329,4(4) 20,0(3) 222,6(3) 15486,6(7) 2215,3(4) 55,9(7) 483,7(5) 2,46(2) 3569,8(5) 3,05(1) 15,35(3) 69,6(6) 
EX31
d
 172,6(9) 21,7(7) 2465,1(5) 15,1(1) 230,8(6) 11859,9(5) 2460,9(4) 97,6(3) 410,8(8) 0,626(7) 3653,5(2) 0,096(5) 29,09(9) 62,7(4) 
EX32
d
 139,3(9) 22,0(6) 2185,0(6) 14,1(7) 209,2(2) 11174,6(3) 2292,8(1) 88,1(2) 384,5(1) 0,570(7) 3428,3(6) 0,272(6) 26,06(9) 56,7(3) 
EX33
d
 119,7(1) 15,7(8) 2103,7(7) 19,1(1) 202,0(3) 15064,7(7) 2154,8(4) 47,5(1) 393,6(9) 2,01(3) 3185,0(1) 15,41(9) 19,67(3) 48,4(5) 
EX34
d
 95,5(3) 18,0(4) 2389,4(1) 16,4(8) 137,7(2) 14704,7(2) 2210,6(8) 39,5(7) 367,8(2) 1,77(6) 3191,9(8) 18,98(6) 15,07(2) 40,9(3) 
EX35
d
 105,4(6) 9,11(1) 1900,0(1) 5,98(5) 158,8(7) 16256,8(9) 2058,0(9) 22,0(7) 294,0(8) 0,615(9) 3636,5(1) 0,129(5) 7,25(4) 29,7(6) 
EX36
d
 99,1(1) 7,29(8) 2194,0(6) 6,95(5) 157,2(3) 14917,8(5) 2172,9(7) 23,2(6) 292,6(7) 0,611(9) 3811,6(2) 0,048(7) 7,82(8) 32,7(2) 
EX37
d
 79,6(2) 17,8(7) 1649,4(8) 9,64(5) 177,2(2) 14691,6(2) 2276,6(1) 22,8(4) 366,0(4) 1,14(8) 3721,0(3) 0,434(2) 8,88(6) 18,8(2) 
EX38
d
 82,7(3) 8,92(9) 1545,9(9) 9,51(5) 176,8(5) 14580,2(7) 2277,0(8) 22,4(5) 338,9(7) 1,23(6) 3768,3(8) 0,509(6) 8,36(1) 19,7(8) 
EX39
d
 125,6(7) 15,4(4) 2221,4(9) 12,2(5) 176,4(8) 14649,0(3) 2173,4(2) 25,7(7) 299,3(7) 0,966(5) 3968,2(7) 0,308(5) 8,55(5) 34,1(7) 
EX40
d
 138,6(6) 14,9(6) 1988,4(5) 11,5(9) 178,9(8) 13496,1(7) 2237,7(8) 25,3(8) 288,7(5) 1,08(7) 3920,7(4) 0,231(3) 8,86(4) 33,1(1) 
EX41
d
 106,9(9) 20,3(1) 2215,9(2) 19,2(1) 155,5(6) 17571,3(9) 2203,8(8) 44,8(6) 269,2(1) 0,947(6) 3638,0(8) 8,37(1) 15,90(4) 62,1(2) 
EX42
d
 146,8(3) 17,9(2) 1880,9(4) 19,8(9) 175,9(9) 16775,8(8) 2135,2(1) 44,5(2) 270,4(3) 1,26(7) 3541,4(4) 7,98(1) 15,65(9) 63,7(8) 
EX43
d
 143,4(6) 7,44(1) 1962,5(7) 9,10(2) 182,8(7) 13692,7(3) 2273,1(2) 28,5(3) 252,0(6) 0,452(8) 4266,0(4) 0,039(6) 7,96(3) 38,1(5) 
EX44
d
 145,5(4) 7,85(9) 2136,4(8) 9,24(1) 183,1(1) 13144,4(4) 2279,6(8) 27,9(8) 237,9(4) 0,452(5) 4158,5(3) 0,360(8) 7,89(7) 37,3(8) 
EX45
d
 100,1(8) 15,1(6) 1376,8(6) 14,4(3) 109,7(1) 15225,1(3) 1933,9(8) 26,0(5) 195,7(8) 0,213(7) 3228,8(5) 6,36(3) 7,07(7) 57,2(6) 
EX46
d
 98,8(6) 7,66(7) 1138,4(1) 10,5(9) 83,8(8) 14763,3(8) 1483,4(1) 20,7(8) 154,6(6) 0,168(1) 2498,7(8) 6,36(3) 6,37(5) 48,0(1) 
EX47
d
 102,4(3) 9,91(7) 1068,1(8) 8,40(7) 154,9(5) 17581,2(4) 1879,1(9) 20,1(3) 316,3(8) 0,497(6) 3590,0(4) 0,093(5) 6,29(2) 32,6(4) 
EX48
d
 100,8(8) 11,5(4) 1062,6(9) 8,67(8) 156,4(4) 14636,9(8) 1842,0(8) 20,4(3) 308,7(3) 0,413(5) 3560,0(6) 0,033(5) 5,69(8) 29,7(3) 
EX49
p
 124,4(2) 8,88(6) 2120,7(8) 9,16(5) 168,3(7) 20482,4(9) 2299,5(8) 20,3(9) 343,4(6) 0,711(3) 3812,0(7) 6,88(2) 6,15(4) 24,8(9) 
EX50
p
 126,8(2) 10,5(4) 1832,5(8) 7,89(8) 153,5(6) 18911,5(8) 1952,8(2) 17,7(8) 278,9(1) 0,521(5) 3321,3(2) 6,13(8) 5,48(9) 18,9(3) 
EX51
p
 127,6(3) 10,4(4) 858,8(4) 9,18(1) 235,7(4) 13131,0(6) 2176,5(8) 15,3(6) 479,5(8) 1,05(7) 3581,1(9) 0,408(8) 7,26(1) 21,1(6) 
EX52
p







Muestra Al B Ca Cu Fe K Mg Mn Na Ni P Pb Sr Zn 
EX53
p
 128,0(6) 21,2(3) 2240,9(9) 15,7(7) 123,1(4) 13471,2(4) 2191,5(6) 31,9(6) 356,9(4) 0,833(7) 3581,5(2) 0,347(1) 9,21(6) 45,5(2) 
EX54
p
 147,8(4) 16,4(1) 2033,0(1) 16,4(6) 133,0(5) 14177,3(2) 1997,0(9) 31,9(3) 348,3(1) 0,769(3) 3552,9(4) 0,154(9) 9,45(4) 49,9(2) 
EX55
p
 104,6(7) 23,0(6) 2151,2(1) 17,5(3) 213,3(6) 10815,8(1) 2249,8(2) 42,9(4) 288,5(3) 0,818(1) 3769,2(1) 0,675(3) 16,24(4) 57,1(8) 
EX56
p
 98,3(6) 23,5(2) 2170,6(2) 16,9(1) 198,7(4) 10639,6(8) 2239,5(6) 41,9(9) 291,6(8) 0,737(5) 3804,4(8) 1,33(7) 15,54(9) 62,2(3) 
EX57
p
 116,2(1) 18,0(3) 2277,1(8) 20,6(4) 191,4(9) 13991,4(6) 2389,9(6) 55,6(4) 304,8(6) 2,03(8) 3555,0(9) 9,58(5) 21,28(3) 51,2(5) 
EX58
p
 123,2(2) 16,8(5) 2318,2(5) 20,6(9) 210,5(7) 12664,7(4) 2292,3(1) 54,4(1) 287,0(9) 2,13(9) 3432,2(7) 9,93(1) 19,85(6) 48,9(5) 
EX59
p
 83,5(6) 13,1(6) 2125,7(2) 7,71(8) 148,3(8) 19703,1(9) 2191,6(5) 23,2(5) 371,2(4) 0,735(9) 3667,5(5) 0,461(2) 9,36(3) 22,3(7) 
EX60
p
 95,9(7) 13,5(8) 2126,8(4) 7,36(7) 153,3(6) 14973,6(5) 2172,4(2) 22,6(7) 341,2(4) 0,814(9) 3606,5(6) 0,348(9) 9,51(7) 21,5(1) 
EX61
p
 97,1(2) 13,4(3) 1490,7(5) 18,3(7) 201,1(2) 14345,4(5) 2152,6(9) 27,8(1) 432,9(1) 1,36(4) 3384,9(1) 7,98(1) 15,72(1) 44,8(3) 
EX62
p
 104,2(3) 14,4(9) 1685,5(2) 18,3(2) 207,7(3) 14485,8(5) 2143,7(1) 27,8(8) 427,3(5) 1,25(1) 3412,1(7) 8,89(3) 14,85(7) 35,3(1) 
EX63
p
 160,1(5) 13,4(3) 2054,0(2) 16,4(1) 158,3(2) 15591,6(5) 1976,3(8) 43,5(1) 275,3(4) 1,68(4) 3169,5(6) 9,27(5) 13,90(2) 53,6(5) 
EX64
p
 136,9(3) 16,1(6) 2286,1(4) 15,8(8) 147,1(6) 15163,8(4) 1992,1(4) 45,2(5) 279,8(8) 1,59(8) 3208,9(8) 11,05(9) 14,05(5) 54,9(1) 
EX65
p
 128,0(6) 12,8(7) 2157,2(1) 9,11(5) 158,6(6) 13047,0(7) 2071,7(7) 24,5(3) 302,7(2) 1,43(5) 3592,0(1) 0,921(3) 7,72(7) 28,5(5) 
EX66
p
 116,6(2) 14,4(8) 2436,8(3) 9,22(2) 164,3(2) 15353,2(7) 2201,6(6) 24,3(2) 325,3(7) 1,65(7) 3950,1(4) 0,282(4) 7,65(1) 28,7(6) 
EX67
p
 113,7(4) 18,8(8) 2028,4(6) 17,5(4) 209,3(2) 14959,1(4) 2169,6(5) 49,7(9) 496,6(4) 1,61(4) 3340,5(7) 13,12(6) 17,31(2) 53,9(3) 
EX68
p
 117,8(6) 20,2(4) 2033,6(9) 17,0(8) 191,5(7) 13192,3(6) 2134,8(2) 49,2(3) 474,9(2) 1,65(4) 3349,3(1) 16,81(8) 17,02(6) 49,2(3) 
EX69
p
 104,3(7) 9,0(3) 1003,5(4) 8,87(8) 167,4(1) 13886,2(5) 1866,5(5) 22,6(1) 310,9(4) 0,943(4) 3286,0(4) 0,901(9) 7,97(9) 24,5(1) 
EX70
p
 118,8(6) 9,87(6) 1190,8(4) 9,66(5) 184,4(2) 15998,8(6) 2051,5(2) 24,2(1) 370,3(8) 2,13(7) 3520,5(1) 2,85(4) 8,63(2) 24,0(7) 
EX71
p
 85,3(4) 7,01(3) 1900,2(8) 7,76(4) 134,7(2) 23416,4(3) 2212,3(6) 20,0(9) 295,4(2) 0,625(3) 3800,5(1) 0,427(2) 6,75(5) 26,1(4) 
EX72
p
 84,6(5) 13,3(5) 1839,7(5) 7,97(3) 130,0(7) 13510,4(7) 2330,0(6) 20,5(6) 255,4(5) 0,672(3) 3892,5(8) 0,095(8) 7,30(7) 27,4(5) 
MU01ª 44,5(3) 5,61(9) 1214,4(8) 10,2(2) 107,5(9) 14654,5(2) 1737,8(3) 9,50(9) 541,8(9) 0,587(4) 3643,8(9) 0,140(7) 11,30(8) 32,6(1) 
MU02ª 50,7(6) 5,46(9) 1170,9(9) 10,6(6) 106,3(3) 16529,8(8) 1744,2(4) 9,05(8) 557,5(1) 0,549(9) 3669,9(2) 0,194(6) 11,41(1) 29,7(7) 
MU03ª 41,1(9) 6,29(6) 1293,8(3) 10,3(7) 99,8(8) 14387,3(8) 1774,5(1) 9,54(3) 545,6(2) 0,576(9) 3725,4(2) 0,010(9) 11,50(8) 34,6(3) 
MU04ª 44,3(6) 6,07(2) 1208,3(7) 11,3(4) 105,1(6) 15116,3(4) 1833,1(9) 10,0(8) 570,4(4) 0,570(7) 3721,8(7) 0,144(4) 11,78(1) 30,9(7) 
MU05ª 42,1(8) 5,58(1) 1121,7(3) 10,4(7) 103,2(2) 14525,9(4) 1683,2(2) 9,34(5) 522,7(1) 0,543(9) 3590,5(8) 0,011(3) 10,78(6) 26,8(9) 













Muestra Al B Ca Cu Fe K Mg Mn Na Ni P Pb Sr Zn 
MU07ª 114,8(4) 22,9(6) 2174,1(9) 22,6(7) 223,2(4) 14981,1(6) 1937,6(6) 26,5(3) 924,7(9) 0,756(6) 3402,1(3) 5,45(9) 30,97(6) 59,0(3) 
MU08ª 136,8(2) 14,2(1) 2117,8(3) 20,7(9) 264,4(1) 13150,3(2) 1911,8(9) 26,5(5) 947,6(9) 0,868(8) 3418,0(4) 7,72(7) 30,02(1) 69,0(4) 
MU09ª 131,6(4) 23,6(1) 2132,3(1) 22,0(9) 261,1(3) 13606,2(2) 1986,4(4) 27,7(2) 940,9(6) 0,877(2) 3530,4(6) 9,09(7) 32,13(1) 67,4(3) 
MU10ª 33,5(7) 12,4(4) 1099,8(9) 11,1(1) 108,8(3) 14716,0(3) 1807,7(4) 10,9(6) 598,0(6) 0,589(5) 3620,2(9) 0,041(1) 10,77(9) 29,4(5) 
MU11ª 26,4(8) 11,9(7) 1036,3(2) 11,1(3) 99,3(8) 13913,0(5) 1767,4(3) 10,6(7) 538,0(8) 0,550(7) 3529,7(3) 0,099(4) 10,64(7) 26,8(9) 
MU12ª 32,4(1) 12,9(1) 1030,6(2) 9,21(2) 106,6(6) 10263,6(1) 1659,0(4) 10,3(6) 589,6(7) 0,544(4) 3274,7(2) 0,023(4) 10,60(3) 30,4(4) 
MU13ª 46,2(4) 13,5(3) 1241,9(3) 11,8(2) 105,9(7) 12471,1(5) 1780,6(9) 10,2(7) 565,2(3) 0,625(4) 3817,8(1) 0,454(5) 12,15(5) 30,5(2) 
MU14ª 44,1(8) 13,4(7) 1181(1) 11,9(1) 110,0(9) 12270,5(7) 1775,6(2) 10,7(9) 576,5(3) 0,603(3) 3665,1(4) 0,110(7) 9,04(1) 23,9(5) 
MU15ª 40,1(5) 13,3(2) 1271,4(8) 11,7(4) 103,0(5) 7691,0(2) 1802,0(4) 10,7(7) 494,4(8) 0,681(7) 3812,1(1) 0,038(9) 12,83(2) 33,1(6) 
MU16ª 28,0(1) 6,81(3) 1720,3(5) 9,95(7) 87,5(7) 14285,5(4) 1772,9(5) 9,47(4) 286,7(6) 0,612(9) 3550,2(5) 0,006(5) 17,85(1) 30,5(7) 
MU17ª 34,6(9) 6,53(2) 1739,8(7) 10,1(3) 99,1(4) 14569,6(2) 1796,0(2) 9,13(5) 298,1(4) 0,631(6) 3616,3(4) 0,226(1) 18,25(2) 29,5(8) 
MU18ª 34,1(4) 7,92(9) 1913,1(1) 11,2(7) 98,4(3) 15820,3(6) 1985,8(6) 10,7(9) 331,5(4) 0,711(1) 3864,4(1) 0,011(5) 20,50(5) 29,7(6) 
MU19ª 29,7(9) 6,86(4) 1519,9(3) 9,44(9) 85,3(8) 13330,6(8) 1642,3(2) 9,23(1) 277,8(5) 0,565(7) 3154,4(1) 0,021(6) 17,01(2) 27,1(7) 
MU20ª 31,9(7) 7,19(9) 1870,1(2) 10,3(7) 96,5(6) 14764,0(2) 1842,1(1) 9,61(2) 319,8(1) 0,622(2) 3648,4(4) 0,000(8) 18,86(1) 27,7(6) 
MU21ª 43,7(1) 8,16(2) 2130,8(6) 12,3(7) 115,5(2) 13182,1(9) 2190,3(7) 10,9(6) 342,8(9) 0,753(4) 4226,3(3) 0,232(7) 22,25(4) 32,7(7) 
MU22
d
 117,0(8) 12,8(4) 1688,5(5) 10,5(5) 231,8(8) 17349,4(3) 1874,3(5) 14,3(6) 683,1(2) 0,987(6) 3404,2(9) 4,92(3) 16,52(3) 22,3(3) 
MU23
d
 115,2(2) 11,5(5) 1605,4(8) 10,8(2) 227,2(3) 18129,4(3) 1889,7(5) 14,4(1) 684,2(6) 1,12(7) 3406,0(9) 0,373(9) 16,25(9) 23,9(2) 
MU24
d
 103,7(9) 11,2(3) 1498(9) 9,37(6) 228,7(4) 16710,8(2) 1757,6(3) 12,5(9) 634,2(4) 0,930(4) 3154,1(3) 0,102(4) 14,23(4) 14,9(4) 
MU25
d
 98,1(6) 11,4(9) 1673,2(1) 9,33(7) 182,5(2) 18595,6(5) 1968,3(9) 12,5(2) 606,0(8) 0,843(8) 3484,2(5) 0,350(8) 10,79(7) 24,9(2) 
MU26
d
 94,8(8) 15,0(3) 1710,8(6) 9,25(4) 188,5(2) 18730,0(4) 2026,6(5) 10,7(1) 613,4(8) 0,819(8) 3575,2(8) 0,318(7) 9,59(2) 18,3(6) 
MU27
d
 105,0(9) 14,2(1) 1811,7(5) 9,41(7) 197,2(1) 20157,8(8) 2011,8(1) 12,7(9) 638,4(7) 0,815(5) 3559,9(9) 1,93(1) 10,07(6) 24,9(9) 
MU28
d
 130,3(3) 20,5(5) 2283,3(3) 20,3(8) 208,0(5) 9169,1(5) 1942,8(4) 25,4(1) 438,8(3) 0,808(9) 3458,5(3) 0,115(3) 33,74(1) 46,8(7) 
MU29
d
 139,6(1) 7,38(3) 2272,5(2) 21,3(2) 214,9(3) 15435,2(2) 1942,1(7) 25,7(4) 496,0(5) 0,820(4) 3329,0(4) 0,030(7) 34,45(1) 48,6(7) 
MU30
d
 120,9(7) 20,8(3) 2384(2) 20,7(2) 210,3(5) 9722,2(5) 1931,5(7) 24,9(1) 446,2(5) 0,870(9) 3400,1(2) 0,174(5) 34,86(8) 48,5(4) 
MU31
d
 132,8(8) 18,3(9) 2150,3(4) 22,2(6) 217,1(2) 16145,7(4) 1894,3(6) 25,6(7) 509,1(4) 1,34(4) 3435,7(9) 1,99(4) 35,36(3) 53,1(1) 
MU32
d










Muestra Al B Ca Cu Fe K Mg Mn Na Ni P Pb Sr Zn 
MU33
d
 119,5(7) 19,8(3) 2182,2(2) 20,3(2) 211,3(2) 13624,6(8) 1922,4(7) 25,2(1) 493,5(4) 0,960(6) 3478,5(4) 1,97(2) 33,28(4) 53,4(8) 
MU34d 167,1(5) 10,8(2) 1987,5(6) 10,0(6) 375,6(6) 15194,5(3) 2487,8(3) 17,9(7) 432,2(1) 1,000(7) 3093,9(8) 0,490(5) 19,09(3) 15,1(7) 
MU35
d
 190,0(9) 10,3(2) 1909,6(9) 10,2(5) 402,9(7) 15820,8(9) 2475,1(7) 17,4(4) 419,9(5) 1,08(1) 3080,8(1) 0,429(4) 17,31(5) 14,9(5) 
MU36
d
 173,7(6) 10,7(6) 1896,2(5) 10,1(9) 393,5(4) 14394,9(7) 2489,3(7) 17,2(5) 418,9(6) 0,932(6) 3098,4(5) 0,679(5) 18,20(4) 15,5(8) 
MU37
d
 276,3(8) 15,6(8) 2275,3(9) 21,1(7) 362,3(7) 17185,0(9) 2622,1(6) 34,6(9) 427,5(9) 0,874(1) 3204,9(2) 0,369(1) 38,50(2) 43,7(7) 
MU38
d
 227,2(5) 15,6(4) 2340,8(5) 21,0(6) 370,6(2) 15352,5(1) 2566,7(9) 33,3(2) 423,8(9) 0,827(4) 3145,8(3) 0,462(4) 36,52(9) 41,1(8) 
MU39
d
 220,4(8) 15,9(2) 2442,0(7) 20,1(4) 374,6(3) 14833,7(3) 2656,5(8) 35,8(4) 438,4(8) 0,927(6) 3238,1(7) 0,749(5) 36,93(5) 43,4(4) 
MU40
d
 186,2(9) 15,2(8) 1946,2(9) 21,8(8) 299,4(3) 16083,9(1) 2284,0(8) 30,2(3) 880,6(8) 1,43(8) 3396,2(1) 10,71(5) 30,90(1) 55,6(8) 
MU41
d
 180,9(3) 11,1(2) 1726,2(5) 20,6(7) 260,1(9) 13250,9(5) 2061,9(3) 27,5(4) 768,6(8) 1,29(2) 3118,1(6) 9,55(2) 28,46(4) 48,6(1) 
MU42
d
 170,8(6) 14,1(9) 1798,9(7) 20,3(9) 281,3(7) 15687,0(2) 2235,7(3) 29,7(3) 820,7(9) 1,39(5) 3415,4(7) 10,24(4) 29,82(5) 43,3(4) 
MU43
p
 133,9(7) 13,8(5) 1494,3(4) 9,58(6) 189,4(4) 13650,0(8) 1984,9(9) 15,4(8) 569,4(7) 0,948(5) 3240,7(1) 0,497(6) 10,90(4) 17,6(9) 
MU44
p
 132,4(9) 13,5(1) 1279,8(2) 9,46(3) 193,8(1) 13047,7(2) 2014,4(1) 15,1(1) 479,4(7) 0,980(5) 3372,1(4) 0,694(4) 11,28(5) 18,5(1) 
MU45
p
 131,6(4) 13,2(8) 1312,3(1) 9,86(9) 194,5(6) 14738,1(2) 1967,4(2) 15,5(2) 479,8(8) 0,953(2) 3391,9(4) 0,287(6) 11,15(4) 21,6(1) 
MU46
p
 111,0(9) 9,98(2) 1442,4(2) 9,43(6) 182,9(6) 19646,5(1) 2405,9(7) 12,6(9) 413,9(1) 1,08(6) 3828,5(6) 0,520(8) 8,49(7) 14,2(1) 
MU47
p
 108,9(4) 9,08(1) 1439,6(2) 9,39(5) 178,6(9) 19765,2(6) 2363,8(6) 13,1(4) 403,1(2) 1,06(9) 3855,8(2) 0,503(3) 8,60(5) 17,0(1) 
MU48
p
 106,8(3) 9,54(2) 1420,7(1) 9,11(9) 178,4(3) 19275,8(6) 2260,1(4) 13,2(7) 407,1(1) 1,02(1) 3702,5(8) 0,395(7) 8,76(5) 15,2(7) 
MU49
p
 201,7(9) 19,3(2) 2551,5(1) 20,2(3) 309,5(6) 13107,2(7) 2237,0(4) 34,2(2) 416,5(9) 1,24(4) 3630,8(4) 0,305(8) 33,86(8) 59,0(3) 
MU50
p
 207,9(9) 22,7(3) 2505,4(4) 22,6(3) 329,1(3) 10862,3(6) 2439,5(3) 35,7(8) 426,7(6) 1,48(7) 3958,5(6) 0,444(9) 36,81(5) 58,8(3) 
MU51
p
 210,8(9) 22,2(5) 2550,4(7) 21,2(1) 294,6(1) 11784,3(9) 2460,5(7) 36,8(3) 434,0(5) 1,42(1) 4074,4(7) 0,405(8) 35,65(1) 51,9(6) 
MU52
p
 220,0(3) 17,5(9) 2536,0(9) 21,8(6) 307,4(5) 14507,0(9) 2409,3(9) 36,4(6) 452,3(2) 1,30(6) 3829,0(4) 0,268(3) 35,03(2) 51,8(9) 
MU53
p
 138,7(2) 0,261(6) 1689,7(7) 14,0(9) 169,9(3) 9226,0(7) 1703,4(4) 25,5(7) 524,6(5) 0,831(5) 2685,5(6) 0,364(6) 25,75(6) 36,5(7) 
MU54
p
 219,1(8) 16,1(3) 2343,1(1) 21,8(4) 327,3(4) 14010,9(4) 2418,3(7) 36,0(6) 447,1(5) 1,28(8) 3898,0(3) 0,537(9) 34,84(8) 53,9(4) 
MU55
p
 230,0(9) 12,1(2) 2700,2(1) 21,2(9) 343,5(7) 14129,3(6) 2269,6(6) 50,9(3) 176,7(2) 1,50(2) 3131,8(2) 5,48(3) 11,09(7) 49,8(3) 
MU56
p
 203,7(5) 11,1(1) 2614,6(3) 19,7(3) 330,1(3) 13144,4(4) 2149,2(4) 49,6(4) 168,2(1) 1,43(5) 2917,1(1) 9,16(2) 11,05(4) 51,1(1) 
MU57
p








Muestra Al B Ca Cu Fe K Mg Mn Na Ni P Pb Sr Zn 
MU58
p
 203,1(8) 15,7(2) 2578,3(4) 21,3(9) 283,0(6) 14163,5(1) 2264,7(6) 52,2(5) 202,7(8) 1,33(1) 3218,7(5) 0,263(6) 10,28(7) 51,4(1) 
MU59
p
 208,9(3)  15,8(5)  2590,3(6)  22,6(4)  294,3(8)  13887,8(7)  2330,9(5)  53,0(4)  200,7(5)  1,23(3)  3301,5(2)  0,106(7)  11,36(5)  48,1(5)  
MU60
p
 235,8(1)  13,0(1)  2789,8(4)  20,0(2)  306,6(9)  14480,0(1)  2339,0(3)  53,0(6)  206,5(6)  1,26(7)  3355,1(3)  0,098(5)  10,07(3)  45,3(2)  
MU61
p
 47,9(6)  12,2(1)  1015,0(1)  11,5(6)  123,9(3)  13587,0(5)  1885,5(3)  12,3(9)  354,9(7)  0,849(3)  3505,8(6)  0,443(9)  15,49(5)  27,8(9)  
MU62
p
 43,0(9)  11,5(7)  1011,8(7)  10,9(4)  123,3(2)  16127,2(5)  1899,5(9)  12,3(7)  377,6(3)  0,891(3)  3564,8(3)  0,091(3)  14,11(1)  26,7(7)  
MU63
p
 52,8(8)  12,2(2)  1123,9(9)  11,7(1)  133,9(5)  14568,6(7)  1933,1(4)  12,9(2)  358,9(5)  1,06(2)  3545,5(2)  0,225(6)  16,22(1)  29,6(1  
MU64
p
 110,7(2)  9,11(4)  2181,0(1)  11,9(3)  194,7(8)  18577,1(7)  2252,8(1)  14,4(6)  701,9(8)  1,05(2)  4092,6(3)  0,203(3)  15,97(2)  30,4(2)  
MU65
p
 118,4(4)  6,95(2)  2062,1(9)  10,8(1)  198,7(3)  15009,0(6)  2078,6(2)  13,6(5)  617,2(6)  0,907(9)  3961,5(3)  0,109(7)  14,92(8)  25,8(5)  
MU66
p
 109,2(8)  7,01(9)  1957,2(8)  11,0(8)  171,0(2)  15690,0(8)  2044,9(1)  13,2(5)  598,2(7)  0,921(6)  3728,3(8)  0,282(8)  15,26(1)  24,7(5)  
MU67
p
 96,5(8)  8,45(7)  2095,9(9)  11,5(2)  152,1(2)  17950,8(5)  2119,1(8)  13,8(6)  641,4(2)  0,959(9)  3901,6(7)  0,401(6)  15,74(8)  32,5(1)  
MU68
p
 117,8(5)  7,08(6)  2201,2(3)  10,8(7)  198,2(8)  17294,4(7)  2133,8(6)  13,7(5)  647,7(2)  1,01(4)  3952,9(7)  0,154(2)  15,28(9)  26,6(1)  
MU69
p
 111,0(9)  7,73(5)  2107,0(9)  11,4(3)  202,4(1)  17293,7(9)  2103,8(3)  13,2(8)  730,2(6)  0,947(4)  3882,7(1)  0,372(2)  14,83(8)  24,9(9)  
MU70
p
 252,7(5)  14,2(8)  2465,9(7)  19,9(3)  418,5(5)  17040,2(6)  2628,0(8)  33,6(6)  742,0(2)  1,05(6)  3064,8(9)  11,17(6)  36,18(9)  39,3(5)  
MU71
p
 237,8(8)  12,2(6)  2464,9(9)  20,4(8)  414,8(1)  17479,8(1)  2717,6(5)  34,1(7)  783,7(1)  1,07(6)  3132,9(5)  8,18(8)  38,36(4)  40,3(2)  
MU72
p
 252,2(3)  14,4(4)  2515,7(4)  19,8(9)  416,3(8)  14964,3(9)  2710,1(4)  33,6(9)  739,0(4)  1,01(4)  3105,3(5)  10,53(4)  37,02(2)  39,4(4)  

















 107 62,89 17,55 78,27 80,21 77,36 
EX02
a
 108 61,79 17,64 77,45 79,43 77,17 
EX03
a
 92 64,07 12,12 64,91 66,03 79,42 
EX04
a
 90 65,27 11,82 65,53 66,59 79,77 
EX05
a
 85 84,3 16,00 90,05 91,46 79,93 
EX06
a
 87 83,36 15,96 89,55 90,96 79,89 
EX07
a
 92 65,04 19,36 82,8 85,03 76,84 
EX08
a
 92 65,45 20,74 83,68 86,21 76,08 
EX09
a
 134 61,18 16,33 73,6 75,39 77,49 
EX10
a
 137 60,04 16,01 72,65 74,39 77,57 
EX12
a
 102 81,61 21,54 103,12 105,34 78,2 
EX13
a
 102 82,26 21,59 103,96 106,18 78,26 
EX15
a
 99 76,86 19,69 97,9 99,86 78,63 
EX16
a
 102 75,33 19,54 96,8 98,76 78,59 
EX17
a
 110 78,71 19,69 93,22 95,28 78,08 
EX18
a
 113 78,18 20,35 93,96 96,13 77,78 
EX23
a
 67 87,67 9,01 64,46 65,09 82,05 
EX24
a
 70 86,58 9,3 65,35 66,01 81,9 
MU03
a
 50 85,44 5,17 50,72 50,98 84,18 
MU04
a
 50 85,73 5,3 51,21 51,49 84,09 
MU05
a
 66 85,48 10,4 71,68 72,43 81,75 
MU06
a
 67 85,58 11,36 72,4 73,29 81,08 
MU07
a
 103 69,8 14,68 75,78 77,19 79,03 
MU09
a
 106 68,15 14,49 74,87 76,26 79,05 
MU10
a
 95 80,84 13,54 77,05 78,23 80,03 
MU11
a
 98 79,44 13,76 76,86 78,09 79,85 
MU15
a
 109 88,82 11,29 77,49 78,31 81,71 
MU16
a
 113 88,47 12,27 79,6 80,54 81,24 
MU17
a
 106 52,28 20,19 84,66 87,04 76,59 
MU18
a
 112 48,38 19,28 80,52 82,8 76,53 
MU19
a
 125 25,27 12,09 47,05 48,58 75,59 
MU20
a
 130 21,92 11,03 42,42 43,83 75,43 
EX25
d
 103 56,67 12,52 62,49 63,74 78,67 
EX26
d
 99 60,29 12,46 65,24 66,42 79,18 
EX27
d




Muestra ASTA L* a* b* C* H 
EX28
d
 87 78,55 11,9 71,31 72,29 80,53 
EX29
d
 130 59,65 17,35 77,62 79,54 77,4 
EX30
d
 139 53,67 16,21 72,14 73,94 77,34 
EX33
d
 96 74,6 19,28 88,54 90,61 77,71 
EX34
d
 102 69,65 18,37 84,36 86,34 77,72 
EX37
d
 129 47,18 18,54 80,43 82,53 77,02 
EX38
d
 131 45,67 18,2 78,44 80,52 76,93 
EX39
d
 100 71,87 22,24 97,00 99,52 77,09 
EX40
d
 110 64,19 21,38 90,34 92,83 76,68 
EX41
d
 88 71,71 20,27 84,76 87,15 76,55 
EX42
d
 90 71,14 20,53 85,26 87,7 76,46 
EX43
d
 119 66,63 17,59 80,75 82,64 77,71 
EX44
d
 125 62,11 16,75 76,94 78,74 77,72 
EX45
d
 105 39,15 5,92 36,43 36,91 80,77 
EX46
d
 105 39,06 6,00 36,33 36,82 80,63 
EX47
d
 123 39,04 4,47 31,8 32,11 82 
EX48
d
 127 37,59 4,50 31,36 31,68 81,83 
MU22
d
 90 69,41 13,11 65,21 66,52 78,63 
MU23
d
 91 68,4 12,28 64,16 65,33 79,17 
MU24
d
 63 88,08 7,53 64,44 64,88 83,34 
MU25
d
 63 88,13 7,62 64,99 65,44 83,32 
MU27
d
 82 69,39 15,05 71,17 72,75 78,06 
MU28
d
 86 65,55 14,37 67,97 69,47 78,06 
MU29
d
 105 71,54 17,32 80,95 82,79 77,92 
MU30
d
 115 64,77 16,6 75,94 77,73 77,67 
MU31
d
 89 70,51 13,46 65,21 66,58 78,34 
MU35
d
 87 72,15 13,58 66,42 67,79 78,45 
MU36
d
 98 61,81 14,62 68,61 70,15 77,97 
MU37
d
 106 53,09 12,48 59,61 60,9 78,17 
MU38
d
 124 37,59 13,15 62,52 63,89 78,12 
MU42
d
 115 44,17 14,78 61,1 62,86 76,4 
EX49
p
 75 85,12 12,24 74,48 75,48 80,67 
EX50
p
 74 85,85 12,25 75,26 76,25 80,76 
EX51
p
 141 52,99 13,03 64,78 66,08 78,62 
EX52
p





Muestra ASTA L* a* b* C* H 
EX53
p
 72 41,21 2,75 22,85 23,02 83,15 
EX54
p
 72 41,11 2,77 22,94 23,11 83,11 
EX55
p
 106 58,7 33,12 108,01 112,97 72,95 
EX56
p
 115 59,62 34,71 109,77 115,13 72,45 
EX57
p
 143 40,94 20,29 76,12 78,77 75,07 
EX58
p
 154 28,72 15,81 56,35 58,52 74,32 
EX59
p
 104 71,61 24,16 104,31 107,07 76,96 
EX60
p
 110 67,75 23,69 101,05 103,79 76,81 
EX61
p
 131 46,26 17,63 77,39 79,37 77,16 
EX62
p
 129 48,18 17,7 79,61 81,55 77,47 
EX63
p
 88 21,22 1,03 10,22 10,27 84,26 
EX64
p
 88 21,04 1,01 10,21 10,26 84,36 
EX65
p
 102 69,4 21,29 92,17 94,6 76,99 
EX66
p
 105 67,26 21,33 91,02 93,48 76,81 
EX67
p
 80 58,9 13,14 65,82 67,12 78,71 
EX68
p
 85 53,02 11,76 60,25 61,39 78,95 
EX69
p
 124 46,87 19,99 82,85 85,23 76,44 
EX70
p
 132 39,81 17,58 72,69 74,79 76,41 
EX71
p
 100 58,28 3,97 32,46 32,7 83,02 
EX72
p
 104 56,55 4,11 31,91 32,18 82,66 
MI45
p
 79 61,72 5,04 41,67 41,98 83,11 
MU46
p
 62 74,43 5,47 47,02 47,34 83,37 
MU47
p
 90 78,96 11,66 68,22 69,21 80,3 
MU48
p
 93 76,89 11,61 67,4 68,39 80,23 
MU50
p
 78 76,92 15,43 80,13 81,6 79,1 
MU53
p
 81 73,99 15,1 77,79 79,24 79,01 
MU54
p
 97 77,22 13,45 74,96 76,15 79,82 
MU55
p
 105 72,24 13,05 72,42 73,59 79,78 
MU57
p
 105 62,95 15,48 73,03 74,65 78,03 
MU58
p
 107 61,7 15,11 72,34 73,9 78,2 
MU59
p
 113 67,64 18,32 84,33 86,3 77,74 
MU60
p
 119 64,68 18,54 83,06 85,1 77,42 
MU61
p
 89 65,24 10,1 56,78 57,68 79,92 
MU62
p
 95 61,4 9,83 54,55 55,43 79,78 
MU63
p





Muestra ASTA L* a* b* C* H 
MU64
p
 116 80,54 6,61 51,36 51,79 82,67 
MU65
p 108 49,93 13,09 55,78 57,3 76,79 
MU66
p
 118 44,68 12,36 52,81 54,23 76,83 
MU70
p
 99 60,85 3,22 24,79 24,99 82,59 
MU71
p
 100 60,21 3,13 24,76 24,96 82,8 




A1.3. Concentración de C, DHC para pimentón picante en mg Kg-1. 
SHU: Unidades Scoville  
Muestra [C] [DHC] SHU 
EX49
p
 246,34(1) 129,82(6) 3966 
EX50
p
 208,33(8) 108,88(7) 3354 
EX51
p
 115,65(6) 70,13(1) 1862 
EX52
p
 139,98(7) 88,35(9) 2254 
EX53
p
 34,14(8) 22,54(3) 550 
EX54
p
 26,36(3) 17,25(3) 424 
EX55
p
 269,71(1) 155,02(6) 4342 
EX56
p
 191,34(8) 89,95(5) 3081 
EX57
p
 59,18(7) 28,88(8) 953 
EX58
p
 59,85(0) 25,36(9) 964 
EX59
p
 105,77(4) 60,34(0) 1703 
EX60p 102,59(6) 78,41(1) 1652 
EX61
p
 78,5(1) 49,95(9) 1264 
EX62
p
 32,58(4) 62,31(8) 525 
EX63
p
 229,37(5) 160,92(2) 3693 
EX64
p
 278,09(9) 256,12(1) 4477 
EX65
p
 144,72(6) 102,91(4) 2330 
EX66
p
 135,61(2) 95,62(4) 2183 
EX67
p
 120,46(1) 113,82(1) 1939 
EX68
p
 94,52(0) 29,65(8) 1522 
EX69
p
 92,66(8) 69,56(3) 1492 
EX70
p
 83,96(3) 98,95(9) 1352 
EX71
p
 57,96(1) 41,96(8) 933 
EX72
p
 70,81(2) 55,47(6) 1140 
MU45
p
 90,85(2) 27,49(5) 1463 
MU46
p
 97,6(4) 58,54(0) 1571 
MU47
p
 547,23(0) 299,02(9) 8810 
MU48
p
 494,47(8) 443,62(7) 7961 
MU50
p
 136,46(7) 82,78(6) 2197 
MU53
p
 129,07(3) 72,15(7) 2078 
MU54
p
 904,22(0) 396,64(0) 14558 
MU55
p
 919,86(8) 476,36(2) 14810 
MU57
p
 153,93(9) 94,45(5) 2478 
MU58
p
 133,41(3) 95,42(6) 2148 
MU59
p





EX: Extremadura, MU: Murcia, p: picante, C: capsaicina, DHC: 
dihidrocapsaicina, SHU: unidades Scoville. 














 586,04(2) 401,32(1) 9435 
MU61
p
 243,28(4) 198,48(9) 3917 
MU62
p
 145,58(1) 165,44(3) 2344 
MU63
p
 238,26(0) 135,45(2) 3836 
MU64
p
 252,78(1) 118,06(6) 4070 
MU65
p
 150,25(5) 68,79(9) 2419 
MU66
p
 126,45(0) 110,12(2) 2036 
MU70
p
 154,09(0) 81,03(5) 2481 
MU71
p




A1.4. Concentración de C, DHC para pimentón agridulces en mg Kg-1. 
SHU: Unidades Scoville  
Muestra [C] [DHC] SHU 
EX01
a
 3,59(4) 5,71(2) 58 
EX02
a
 3,95(9) 6,28(1) 64 
EX03
a
 7,33(6) 1,59(0) 118 
EX04
a

































 20,14(6) 20,65(0) 324 
EX13
a













 1,28(6) 8,35(8) 21 
EX18
a
 1,54(2) 6,68(2) 25 
EX23
a
 6,29(3) 4,87(9) 101 
EX24
a
 6,18(1) 4,79(2) 99 
MU03
a
 9,78(0) 3,21(5) 157 
MU04
a























 14,74(6) 7,96(7) 237 
MU11
a























 7,93(5) 13,77(5) 128 
MU20
a
 7,14(2) 12,39(2) 115 
EX: Extremadura, MU: Murcia, C: capsaicina, DHC:dihidrocapsaicina, SHU: 




 cifra significativa 




A1.5. Concentración de C, DHC para pimentón dulce en mg Kg-1. 
SHU: Unidades Scoville  
Muestra [C] [DHC] SHU 
EX25
d
 7,59(0) 3,41(9) 122 
EX26
d
 7,81(9) 2,39(5) 126 
EX27
d
 n.d. n.d. 77 
EX28
d
 4,08(3) 2,6(0) 66 
EX29
d
 n.d. n.d. nd 
EX30
d
 3,47(7) 1,27(8) 56 
EX33
d
 3,54(6) 1,79(0) 57 
EX34
d
 3,51(4) 2,06(7) 57 
EX37
d
 n.d. n.d. nd 
EX38
d
 n.d. n.d. nd 
EX39
d
 n.d. n.d. nd 
EX40
d
 2,58(2) n.d. 42 
EX41
d
 2,95(3) 1,34(8) 47 
EX42
d
 2,99(9) n.d. 48 
EX43
d
 3,11(2) 1,76(2) 50 
EX44
d
 3,75(0) n.d. 60 
EX45
d
 3,56(9) 2,78(0) 57 
EX46
d
 n.d. n.d. nd 
EX47
d
 5,22(4) n.d. 84 
EX48
d
 4,42(9) 2,05(9) 71 
MU22
d
 n.d. n.d. nd 
MU23
d
 n.d. n.d. nd 
MU24
d
 3,96(9) n.d. 64 
MU25
d
 2,94(0) 1,72(1) 47 
MU27
d
 8,94(2) 4,68(6) 144 
MU28
d
 5,48(0) 3,18(5) 88 
MU29
d
 n.d. n.d. nd 
MU30
d
 n.d. n.d. nd 
MU31
d
 5,72(5) 1,44(0) 92 
MU35
d
 4,97(2) 2,08(2) 80 
MU36
d
 5,41(4) 1,12(5) 87 
MU37
d
 4,47(3) 6,76(2) 72 
EX: Extremadura, MU: Murcia, C: capsaicina, DHC:dihidrocapsaicina, SHU: 
unidades Scoville. Valor entre paréntesis: error asociado a la última cifra 
significativa 











































A2.1. Distribución del estadístico Lilliefors  
 
α 
ν 0,2 0,15 0,05 0,01 0,001 
4 0,303 0,321 0,376 0,413 0,433 
5 0,289 0,303 0,343 0,997 0,439 
6 0,269 0,281 0,323 0,371 0,424 
7 0,252 0,264 0,304 0,351 0,402 
8 0,239 0,25 0,288 0,333 0,384 
9 0,227 0,238 0,274 0,317 0,365 
10 0,217 0,228 0,262 0,304 0,352 
11 0,208 0,218 0,251 0,291 0,338 
12 0,2 0,210 0,242 0,281 0,325 
13 0,193 0,202 0,234 0,271 0,314 
14 0,187 0,196 0,226 0,262 0,305 
15 0,181 0,190 0,219 0,254 0,296 
16 0,176 0,184 0,213 0,247 0,287 
17 0,171 0,179 0,207 0,24 0,279 
18 0,167 0,175 0,202 0,234 0,273 
19 0,163 0,170 0,197 0,228 0,266 
20 0,159 0,166 0,192 0,223 0,26 
25 0,143 0,150 0,173 0,201 0,236 
30 0,131 0,138 0,159 0,185 0,217 
>30      
  
 
     
  
 
     
  
 
     
  
 






zA2.2. Valores de la distribución t de Student 
ν 
α 
0,25 0,2 0,1 0,025 0,01 0,05 0,001 0,005 0,0001 
1 2,41 3,08 6,31 25,45 63,66 12,71 636,62 127,32 6366,20 
2 1,60 1,89 2,92 6,21 9,92 4,30 31,60 14,09 99,99 
3 1,42 1,64 2,35 4,18 5,84 3,18 12,92 7,45 28,00 
4 1,34 1,53 2,13 3,50 4,60 2,78 8,61 5,60 15,54 
5 1,30 1,48 2,02 3,16 4,03 2,57 6,87 4,77 11,18 
6 1,27 1,44 1,94 2,97 3,71 2,45 5,96 4,32 9,08 
7 1,25 1,41 1,89 2,84 3,50 2,36 5,41 4,03 7,88 
8 1,24 1,40 1,86 2,75 3,36 2,31 5,04 3,83 7,12 
9 1,23 1,38 1,83 2,69 3,25 2,26 4,78 3,69 6,59 
10 1,22 1,37 1,81 2,63 3,17 2,23 4,59 3,58 6,21 
11 1,21 1,36 1,80 2,59 3,11 2,20 4,44 3,50 5,92 
12 1,21 1,36 1,78 2,56 3,05 2,18 4,32 3,43 5,69 
13 1,20 1,35 1,77 2,53 3,01 2,16 4,22 3,37 5,51 
14 1,20 1,35 1,76 2,51 2,98 2,14 4,14 3,33 5,36 
15 1,20 1,34 1,75 2,49 2,95 2,13 4,07 3,29 5,24 
16 1,19 1,34 1,75 2,47 2,92 2,12 4,01 3,25 5,13 
17 1,19 1,33 1,74 2,46 2,90 2,11 3,97 3,22 5,04 
18 1,19 1,33 1,73 2,45 2,88 2,10 3,92 3,20 4,97 
19 1,19 1,33 1,73 2,43 2,86 2,09 3,88 3,17 4,90 
20 1,18 1,33 1,72 2,42 2,85 2,09 3,85 3,15 4,84 
21 1,18 1,32 1,72 2,41 2,83 2,08 3,82 3,14 4,78 
22 1,18 1,32 1,72 2,41 2,82 2,07 3,79 3,12 4,74 
23 1,18 1,32 1,71 2,40 2,81 2,07 3,77 3,10 4,69 
24 1,18 1,32 1,71 2,39 2,80 2,06 3,75 3,09 4,65 
25 1,18 1,32 1,71 2,38 2,79 2,06 3,73 3,08 4,62 
26 1,18 1,31 1,71 2,38 2,78 2,06 3,71 3,07 4,59 
27 1,18 1,31 1,70 2,37 2,77 2,05 3,69 3,06 4,56 
28 1,17 1,31 1,70 2,37 2,76 2,05 3,67 3,05 4,53 
29 1,17 1,31 1,70 2,36 2,76 2,05 3,66 3,04 4,51 
30 1,17 1,31 1,70 2,36 2,75 2,04 3,65 3,03 4,48 
31 1,17 1,31 1,70 2,36 2,74 2,04 3,63 3,02 4,46 
32 1,17 1,31 1,69 2,35 2,74 2,04 3,62 3,01 4,44 
33 1,17 1,31 1,69 2,35 2,73 2,03 3,61 3,01 4,42 
34 1,17 1,31 1,69 2,35 2,73 2,03 3,60 3,00 4,41 
35 1,17 1,31 1,69 2,34 2,72 2,03 3,59 3,00 4,39 
40 1,17 1,30 1,68 2,33 2,70 2,02 3,55 2,97 4,32 
50 1,16 1,30 1,68 2,31 2,68 2,01 3,50 2,94 4,23 
75 1,16 1,29 1,67 2,29 2,64 1,99 3,43 2,89 4,11 
 1,16 1,29 1,66 2,28 2,63 1,98 3,39 2,87 4,05 







A2.3. Valores críticos F de Fisher para una cola. ν1: numerador; ν2: denominador 
α 
 ν1  
ν2 1 2 3 4 5 6 7 8 
0,05 
1 
161,4 199,5 215,7 224,6 230,2 234,0 236,8 238,9 
0,025 647,8 799,5 864,2 899,6 921,8 937,1 948,2 956,7 
0,01 4052,2 4999,5 5403,4 5624,6 5763,6 5859,0 5928,4 5981,1 
0,005 16210,7 19999,5 21614,7 22499,6 23055,8 23437,1 23714,6 23925,4 
0,05 
2 
18,5 19,0 19,2 19,2 19,3 19,3 19,4 19,4 
0,025 38,5 39,0 39,2 39,2 39,3 39,3 39,4 39,4 
0,01 98,5 99,0 99,2 99,2 99,3 99,3 99,4 99,4 
0,005 198,5 199,0 199,2 199,2 199,3 199,3 199,4 199,4 
0,05 
3 
10,13 9,55 9,28 9,12 9,01 8,94 8,89 8,85 
0,025 17,44 16,04 15,44 15,10 14,88 14,73 14,62 14,54 
0,01 34,12 30,82 29,46 28,71 28,24 27,91 27,67 27,49 
0,005 55,55 49,80 47,47 46,19 45,39 44,84 44,43 44,13 
0,05 
4 
7,71 6,94 6,59 6,39 6,26 6,16 6,09 6,04 
0,025 12,22 10,65 9,98 9,60 9,36 9,20 9,07 8,98 
0,01 21,20 18,00 16,69 15,98 15,52 15,21 14,98 14,80 
0,005 31,33 26,28 24,26 23,15 22,46 21,97 21,62 21,35 
0,05 
5 
6,61 5,79 5,41 5,19 5,05 4,95 4,88 4,82 
0,025 10,01 8,43 7,76 7,39 7,15 6,98 6,85 6,76 
0,01 16,26 13,27 12,06 11,39 10,97 10,67 10,46 10,29 
0,005 22,78 18,31 16,53 15,56 14,94 14,51 14,20 13,96 
0,05 
6 
5,99 5,14 4,76 4,53 4,39 4,28 4,21 4,15 
0,025 8,81 7,26 6,60 6,23 5,99 5,82 5,70 5,60 
0,01 13,75 10,92 9,78 9,15 8,75 8,47 8,26 8,10 
0,005 18,63 14,54 12,92 12,03 11,46 11,07 10,79 10,57 
0,05 
7 
5,59 4,74 4,35 4,12 3,97 3,87 3,79 3,73 
0,025 8,07 6,54 5,89 5,52 5,29 5,12 4,99 4,90 
0,01 12,25 9,55 8,45 7,85 7,46 7,19 6,99 6,84 
0,005 16,24 12,40 10,88 10,05 9,52 9,16 8,89 8,68 
0,05 
8 
5,32 4,46 4,07 3,84 3,69 3,58 3,50 3,44 
0,025 7,57 6,06 5,42 5,05 4,82 4,65 4,53 4,43 
0,01 11,26 8,65 7,59 7,01 6,63 6,37 6,18 6,03 
0,005 14,69 11,04 9,60 8,81 8,30 7,95 7,69 7,50 
0,05 
9 
5,12 4,26 3,86 3,63 3,48 3,37 3,29 3,23 
0,025 7,21 5,71 5,08 4,72 4,48 4,32 4,20 4,10 
0,01 10,56 8,02 6,99 6,42 6,06 5,80 5,61 5,47 
0,005 13,61 10,11 8,72 7,96 7,47 7,13 6,88 6,69 
0,05 
10 
4,96 4,10 3,71 3,48 3,33 3,22 3,14 3,07 
0,025 6,94 5,46 4,83 4,47 4,24 4,07 3,95 3,85 
0,01 10,04 7,56 6,55 5,99 5,64 5,39 5,20 5,06 






 ν1  
ν2 1 2 3 4 5 6 7 8 
0,05 
11 
4,84 3,98 3,59 3,36 3,20 3,09 3,01 2,95 
0,025 6,72 5,26 4,63 4,28 4,04 3,88 3,76 3,66 
0,01 9,65 7,21 6,22 5,67 5,32 5,07 4,89 4,74 
0,005 12,23 8,91 7,60 6,88 6,42 6,10 5,86 5,68 
0,05 
12 
4,75 3,89 3,49 3,26 3,11 3,00 2,91 2,85 
0,025 6,55 5,10 4,47 4,12 3,89 3,73 3,61 3,51 
0,01 9,33 6,93 5,95 5,41 5,06 4,82 4,64 4,50 
0,005 11,75 8,51 7,23 6,52 6,07 5,76 5,52 5,35 
0,05 
15 
4,54 3,68 3,29 3,06 2,90 2,79 2,71 2,64 
0,025 6,20 4,77 4,15 3,80 3,58 3,41 3,29 3,20 
0,01 8,68 6,36 5,42 4,89 4,56 4,32 4,14 4,00 
0,005 10,80 7,70 6,48 5,80 5,37 5,07 4,85 4,67 
0,05 
20 
4,35 3,49 3,10 2,87 2,71 2,60 2,51 2,45 
0,025 5,87 4,46 3,86 3,51 3,29 3,13 3,01 2,91 
0,01 8,10 5,85 4,94 4,43 4,10 3,87 3,70 3,56 
0,005 9,94 6,99 5,82 5,17 4,76 4,47 4,26 4,09 
0,05 
50 
4,03 3,18 2,79 2,56 2,40 2,29 2,20 2,13 
0,025 5,34 3,97 3,39 3,05 2,83 2,67 2,55 2,46 
0,01 7,17 5,06 4,20 3,72 3,41 3,19 3,02 2,89 
0,005 8,63 5,90 4,83 4,23 3,85 3,58 3,38 3,22 
0,05 
75 
3,97 3,12 2,73 2,49 2,34 2,22 2,13 2,06 
0,025 5,23 3,88 3,30 2,96 2,74 2,58 2,46 2,37 
0,01 6,99 4,90 4,05 3,58 3,27 3,05 2,89 2,76 
0,005 8,37 5,69 4,63 4,05 3,67 3,41 3,21 3,05 
0,05 
100 
3,94 3,09 2,70 2,46 2,31 2,19 2,10 2,03 
0,025 5,18 3,83 3,25 2,92 2,70 2,54 2,42 2,32 
0,01 6,90 4,82 3,98 3,51 3,21 2,99 2,82 2,69 
0,005 8,24 5,59 4,54 3,96 3,59 3,33 3,13 2,97 
0,05 
 
3,85 3,00 2,61 2,38 2,22 2,11 2,02 1,95 
0,025 5,04 3,70 3,13 2,80 2,58 2,42 2,30 2,20 
0,01 6,66 4,63 3,80 3,34 3,04 2,82 2,66 2,53 






    ν1      
ν2 10 11 12 15 20 50 75 1000 
0,05 
1 
241,9 243,0 243,9 245,9 248,0 251,8 252,6 254,2 
0,025 968,6 973,0 976,7 984,9 993,1 1008,1 1011,5 1017,7 
0,01 6055,8 6083,3 6106,3 6157,3 6208,7 6302,5 6323,6 6362,7 
0,005 24224,5 24334,4 24426,4 24630,2 24836,0 25211,1 25295,3 25451,7 
0,05 
2 
19,4 19,4 19,4 19,4 19,4 19,5 19,5 19,5 
0,025 39,4 39,4 39,4 39,4 39,4 39,5 39,5 39,5 
0,01 99,4 99,4 99,4 99,4 99,4 99,5 99,5 99,5 
0,005 199,4 199,4 199,4 199,4 199,4 199,5 199,5 199,5 
0,05 
3 
8,79 8,76 8,74 8,70 8,66 8,58 8,56 8,53 
0,025 14,42 14,37 14,34 14,25 14,17 14,01 13,97 13,91 
0,01 27,23 27,13 27,05 26,87 26,69 26,35 26,28 26,14 
0,005 43,69 43,52 43,39 43,08 42,78 42,21 42,09 41,85 
0,05 
4 
5,96 5,94 5,91 5,86 5,80 5,70 5,68 5,63 
0,025 8,84 8,79 8,75 8,66 8,56 8,38 8,34 8,26 
0,01 14,55 14,45 14,37 14,20 14,02 13,69 13,61 13,47 
0,005 20,97 20,82 20,70 20,44 20,17 19,67 19,55 19,34 
0,05 
5 
4,74 4,70 4,68 4,62 4,56 4,44 4,42 4,37 
0,025 6,62 6,57 6,52 6,43 6,33 6,14 6,10 6,02 
0,01 10,05 9,96 9,89 9,72 9,55 9,24 9,17 9,03 
0,005 13,62 13,49 13,38 13,15 12,90 12,45 12,35 12,16 
0,05 
6 
4,06 4,03 4,00 3,94 3,87 3,75 3,73 3,67 
0,025 5,46 5,41 5,37 5,27 5,17 4,98 4,94 4,86 
0,01 7,87 7,79 7,72 7,56 7,40 7,09 7,02 6,89 
0,005 10,25 10,13 10,03 9,81 9,59 9,17 9,07 8,89 
0,05 
7 
3,64 3,60 3,57 3,51 3,44 3,32 3,29 3,23 
0,025 4,76 4,71 4,67 4,57 4,47 4,28 4,23 4,15 
0,01 6,62 6,54 6,47 6,31 6,16 5,86 5,79 5,66 
0,005 8,38 8,27 8,18 7,97 7,75 7,35 7,26 7,09 
0,05 
8 
3,35 3,31 3,28 3,22 3,15 3,02 2,99 2,93 
0,025 4,30 4,24 4,20 4,10 4,00 3,81 3,76 3,68 
0,01 5,81 5,73 5,67 5,52 5,36 5,07 5,00 4,87 
0,005 7,21 7,10 7,01 6,81 6,61 6,22 6,13 5,96 
0,05 
9 
3,14 3,10 3,07 3,01 2,94 2,80 2,77 2,71 
0,025 3,96 3,91 3,87 3,77 3,67 3,47 3,43 3,34 
0,01 5,26 5,18 5,11 4,96 4,81 4,52 4,45 4,32 
0,005 6,42 6,31 6,23 6,03 5,83 5,45 5,37 5,20 
0,05 
10 
2,98 2,94 2,91 2,85 2,77 2,64 2,60 2,54 
0,025 3,72 3,66 3,62 3,52 3,42 3,22 3,18 3,09 
0,01 4,85 4,77 4,71 4,56 4,41 4,12 4,05 3,92 






ν2 10 11 12 15 20 50 75 1000 
0,05 
11 
2,85 2,82 2,79 2,72 2,65 2,51 2,47 2,41 
0,025 3,53 3,47 3,43 3,33 3,23 3,03 2,98 2,89 
0,01 4,54 4,46 4,40 4,25 4,10 3,81 3,74 3,61 
0,005 5,42 5,32 5,24 5,05 4,86 4,49 4,40 4,24 
0,05 
12 
2,75 2,72 2,69 2,62 2,54 2,40 2,37 2,30 
0,025 3,37 3,32 3,28 3,18 3,07 2,87 2,82 2,73 
0,01 4,30 4,22 4,16 4,01 3,86 3,57 3,50 3,37 
0,005 5,09 4,99 4,91 4,72 4,53 4,17 4,08 3,92 
0,05 
15 
2,54 2,51 2,48 2,40 2,33 2,18 2,14 2,07 
0,025 3,06 3,01 2,96 2,86 2,76 2,55 2,50 2,40 
0,01 3,80 3,73 3,67 3,52 3,37 3,08 3,01 2,88 
0,005 4,42 4,33 4,25 4,07 3,88 3,52 3,44 3,27 
0,05 
20 
2,35 2,31 2,28 2,20 2,12 1,97 1,93 1,85 
0,025 2,77 2,72 2,68 2,57 2,46 2,25 2,20 2,09 
0,01 3,37 3,29 3,23 3,09 2,94 2,64 2,57 2,43 
0,005 3,85 3,76 3,68 3,50 3,32 2,96 2,87 2,70 
0,05 
50 
2,03 1,99 1,95 1,87 1,78 1,60 1,55 1,45 
0,025 2,32 2,26 2,22 2,11 1,99 1,75 1,69 1,56 
0,01 2,70 2,63 2,56 2,42 2,27 1,95 1,87 1,70 
0,005 2,99 2,90 2,82 2,65 2,47 2,10 2,00 1,80 
0,05 
75 
1,96 1,92 1,88 1,80 1,71 1,52 1,47 1,35 
0,025 2,22 2,17 2,12 2,01 1,90 1,65 1,58 1,43 
0,01 2,57 2,49 2,43 2,29 2,13 1,81 1,72 1,53 
0,005 2,82 2,74 2,66 2,49 2,31 1,92 1,82 1,61 
0,05 
 
1,84 1,80 1,76 1,68 1,58 1,36 1,30 1,11 
0,025 2,06 2,01 1,96 1,85 1,72 1,45 1,36 1,13 
0,01 2,34 2,27 2,20 2,06 1,90 1,54 1,44 1,16 




A2.4. Valores críticos F de Fisher para dos colas. ν1: numerador; ν2: denominador 
α 
 ν1 
ν2 1 2 3 4 5 6 7 8 
0,05 
1 
647,8 799,5 864,2 899,6 921,8 937,1 948,2 956,7 
0,025 2593,2 3199,5 3458,0 3599,6 3688,6 3749,6 3794,0 3827,7 
0,01 16210,7 19999,5 21614,7 22499,6 23055,8 23437,1 23714,6 23925,4 
0,005 64844,9 79999,5 86460,3 89999,6 92224,4 93749,6 94859,4 95702,7 
0,05 
2 
38,5 39,0 39,2 39,2 39,3 39,3 39,4 39,4 
0,025 38,5 39,0 39,2 39,2 39,3 39,3 39,4 39,4 
0,01 98,5 99,0 99,2 99,2 99,3 99,3 99,4 99,4 
0,005 398,5 399,0 399,2 399,2 399,3 399,3 399,4 399,4 
0,05 
3 
17,44 16,04 15,44 15,10 14,88 14,73 14,62 14,54 
0,025 17,44 16,04 15,44 15,10 14,88 14,73 14,62 14,54 
0,01 55,55 49,80 47,47 46,19 45,39 44,84 44,43 44,13 
0,005 89,58 79,93 76,06 73,95 72,62 71,71 71,04 70,53 
0,05 
4 
12,22 10,65 9,98 9,60 9,36 9,20 9,07 8,98 
0,025 18,62 15,89 14,77 14,15 13,75 13,48 13,28 13,13 
0,01 31,33 26,28 24,26 23,15 22,46 21,97 21,62 21,35 
0,005 45,67 38,00 34,96 33,30 32,26 31,54 31,02 30,62 
0,05 
5 
10,01 8,43 7,76 7,39 7,15 6,98 6,85 6,76 
0,025 14,52 11,93 10,86 10,28 9,90 9,64 9,45 9,31 
0,01 22,78 18,31 16,53 15,56 14,94 14,51 14,20 13,96 
0,005 31,41 24,96 22,43 21,05 20,18 19,58 19,14 18,80 
0,05 
6 
8,81 7,26 6,60 6,23 5,99 5,82 5,70 5,60 
0,025 12,40 9,93 8,91 8,35 8,00 7,75 7,56 7,42 
0,01 18,63 14,54 12,92 12,03 11,46 11,07 10,79 10,57 
0,005 24,81 19,10 16,87 15,65 14,88 14,35 13,96 13,67 
0,05 
7 
8,07 6,54 5,89 5,52 5,29 5,12 4,99 4,90 
0,025 11,12 8,74 7,77 7,22 6,88 6,64 6,46 6,32 
0,01 16,24 12,40 10,88 10,05 9,52 9,16 8,89 8,68 
0,005 21,11 15,89 13,84 12,73 12,03 11,55 11,19 10,91 
0,05 
8 
7,57 6,06 5,42 5,05 4,82 4,65 4,53 4,43 
0,025 10,28 7,96 7,02 6,49 6,15 5,92 5,74 5,61 
0,01 14,69 11,04 9,60 8,81 8,30 7,95 7,69 7,50 
0,005 18,78 13,89 11,98 10,94 10,28 9,83 9,49 9,24 
0,05 
9 
7,21 5,71 5,08 4,72 4,48 4,32 4,20 4,10 
0,025 9,68 7,42 6,49 5,98 5,65 5,41 5,24 5,11 
0,01 13,61 10,11 8,72 7,96 7,47 7,13 6,88 6,69 
0,005 17,19 12,54 10,73 9,74 9,12 8,68 8,36 8,12 
0,05 
10 
6,94 5,46 4,83 4,47 4,24 4,07 3,95 3,85 
0,025 9,23 7,01 6,10 5,60 5,27 5,04 4,88 4,74 
0,01 12,83 9,43 8,08 7,34 6,87 6,54 6,30 6,12 









 ν1  
ν2 1 2 3 4 5 6 7 8 
0,05 
11 
6,72 5,26 4,63 4,28 4,04 3,88 3,76 3,66 
0,025 8,89 6,70 5,81 5,31 4,99 4,76 4,60 4,47 
0,01 12,23 8,91 7,60 6,88 6,42 6,10 5,86 5,68 
0,005 15,17 10,85 9,17 8,25 7,67 7,27 6,97 6,74 
0,05 
12 
6,55 5,10 4,47 4,12 3,89 3,73 3,61 3,51 
0,025 8,61 6,45 5,57 5,08 4,76 4,54 4,37 4,25 
0,01 11,75 8,51 7,23 6,52 6,07 5,76 5,52 5,35 
0,005 14,49 10,29 8,65 7,76 7,20 6,80 6,51 6,29 
0,05 
15 
6,20 4,77 4,15 3,80 3,58 3,41 3,29 3,20 
0,025 8,05 5,95 5,10 4,62 4,31 4,09 3,93 3,80 
0,01 10,80 7,70 6,48 5,80 5,37 5,07 4,85 4,67 
0,005 13,13 9,17 7,63 6,80 6,26 5,89 5,62 5,40 
0,05 
20 
5,87 4,46 3,86 3,51 3,29 3,13 3,01 2,91 
0,025 7,53 5,50 4,67 4,20 3,90 3,69 3,53 3,40 
0,01 9,94 6,99 5,82 5,17 4,76 4,47 4,26 4,09 
0,005 11,94 8,21 6,76 5,97 5,46 5,11 4,85 4,65 
0,05 
50 
5,34 3,97 3,39 3,05 2,83 2,67 2,55 2,46 
0,025 6,71 4,79 4,00 3,56 3,27 3,06 2,91 2,78 
0,01 8,63 5,90 4,83 4,23 3,85 3,58 3,38 3,22 
0,005 10,14 6,77 5,47 4,75 4,30 3,98 3,74 3,55 
0,05 
75 
5,23 3,88 3,30 2,96 2,74 2,58 2,46 2,37 
0,025 6,55 4,65 3,87 3,43 3,14 2,94 2,78 2,66 
0,01 8,37 5,69 4,63 4,05 3,67 3,41 3,21 3,05 
0,005 9,79 6,50 5,22 4,52 4,08 3,76 3,53 3,35 
0,05 
∞ 
5,04 3,70 3,13 2,80 2,58 2,42 2,30 2,20 
0,025 6,26 4,40 3,64 3,21 2,93 2,72 2,57 2,45 
0,01 7,91 5,33 4,30 3,74 3,37 3,11 2,92 2,77 





    ν1      
ν2 10 11 12 15 20 50 75 ∞ 
0,05 
1 
968,6 973,0 976,7 984,9 993,1 1008,1 1011,5 254,2 
0,025 3875,6 3893,2 3907,9 3940,5 3973,5 4033,5 4047,0 4072,0 
0,01 24224,5 24334,4 24426,4 24630,2 24836,0 25211,1 25295,3 25451,7 
0,005 96899,0 97338,5 97706,5 98521,9 99344,9 100845,4 101182,0 101807,9 
0,05 
2 
39,4 39,4 39,4 39,4 39,4 39,5 39,5 19,5 
0,025 39,4 39,4 39,4 39,4 39,4 39,5 39,5 39,5 
0,01 99,4 99,4 99,4 99,4 99,4 99,5 99,5 99,5 
0,005 399,4 399,4 399,4 399,4 399,4 399,5 399,5 399,5 
0,05 
3 
14,42 14,37 14,34 14,25 14,17 14,01 13,97 8,53 
0,025 14,42 14,37 14,34 14,25 14,17 14,01 13,97 13,91 
0,01 43,69 43,52 43,39 43,08 42,78 42,21 42,09 41,85 
0,005 69,81 69,54 69,32 68,82 68,31 67,39 67,18 66,79 
0,05 
4 
8,84 8,79 8,75 8,66 8,56 8,38 8,34 5,63 
0,025 12,91 12,83 12,76 12,61 12,45 12,17 12,10 11,98 
0,01 20,97 20,82 20,70 20,44 20,17 19,67 19,55 19,34 
0,005 30,04 29,83 29,66 29,26 28,86 28,12 27,95 27,64 
0,05 
5 
6,62 6,57 6,52 6,43 6,33 6,14 6,10 4,37 
0,025 9,10 9,02 8,95 8,81 8,66 8,38 8,31 8,19 
0,01 13,62 13,49 13,38 13,15 12,90 12,45 12,35 12,16 
0,005 18,32 18,14 17,99 17,66 17,32 16,69 16,55 16,28 
0,05 
6 
5,46 5,41 5,37 5,27 5,17 4,98 4,94 3,67 
0,025 7,22 7,14 7,08 6,94 6,79 6,52 6,45 6,34 
0,01 10,25 10,13 10,03 9,81 9,59 9,17 9,07 8,89 
0,005 13,24 13,08 12,95 12,65 12,35 11,78 11,66 11,41 
0,05 
7 
4,76 4,71 4,67 4,57 4,47 4,28 4,23 4,15 
0,025 6,12 6,05 5,99 5,85 5,70 5,43 5,37 5,26 
0,01 8,38 8,27 8,18 7,97 7,75 7,35 7,26 7,09 




4,30 4,24 4,20 4,10 4,00 3,81 3,76 2,93 
0,025 5,41 5,34 5,28 5,14 5,00 4,73 4,67 4,55 
0,01 7,21 7,10 7,01 6,81 6,61 6,22 6,13 5,96 
0,005 8,87 8,73 8,61 8,35 8,09 7,59 7,48 7,26 
0,05 
9 
3,96 3,91 3,87 3,77 3,67 3,47 3,43 3,34 
0,025 4,92 4,85 4,79 4,65 4,51 4,24 4,18 4,06 
0,01 6,42 6,31 6,23 6,03 5,83 5,45 5,37 5,20 
0,005 7,77 7,63 7,52 7,28 7,02 6,54 6,43 6,22 
0,05 
10 
3,72 3,66 3,62 3,52 3,42 3,22 3,18 2,54 
0,025 4,56 4,48 4,42 4,29 4,15 3,88 3,82 3,70 
0,01 5,85 5,75 5,66 5,47 5,27 4,90 4,82 4,65 









ν2 10 11 12 15 20 50 75 ∞ 
0,05 
11 
3,53 3,47 3,43 3,33 3,23 3,03 2,98 2,41 
0,025 4,28 4,21 4,15 4,01 3,87 3,61 3,55 3,43 
0,01 5,42 5,32 5,24 5,05 4,86 4,49 4,40 4,24 
0,005 6,41 6,29 6,18 5,95 5,71 5,25 5,15 4,94 
0,05 
12 
3,37 3,32 3,28 3,18 3,07 2,87 2,82 2,30 
0,025 4,06 3,99 3,93 3,80 3,66 3,39 3,33 3,21 
0,01 5,09 4,99 4,91 4,72 4,53 4,17 4,08 3,92 
0,005 5,97 5,85 5,74 5,52 5,28 4,83 4,73 4,53 
0,05 
15 
3,06 3,01 2,96 2,86 2,76 2,55 2,50 2,07 
0,025 3,62 3,55 3,49 3,36 3,22 2,95 2,88 2,76 
0,01 4,42 4,33 4,25 4,07 3,88 3,52 3,44 3,27 
0,005 5,10 4,98 4,88 4,67 4,44 4,00 3,90 3,70 
0,05 
20 
2,77 2,72 2,68 2,57 2,46 2,25 2,20 2,09 
0,025 3,22 3,15 3,09 2,96 2,82 2,54 2,48 2,35 
0,01 3,85 3,76 3,68 3,50 3,32 2,96 2,87 2,70 
0,005 4,35 4,24 4,15 3,94 3,72 3,29 3,19 2,99 
0,05 
50 
2,32 2,26 2,22 2,11 1,99 1,75 1,75 1,56 
0,025 2,61 2,54 2,48 2,34 2,20 1,96 1,90 1,66 
0,01 2,99 2,90 2,82 2,65 2,47 2,16 2,10 1,80 
0,005 3,28 3,18 3,09 2,89 2,68 2,32 2,24 1,91 
0,05 
75 
2,22 2,17 2,12 2,01 1,90 1,69 1,65 1,35 
0,025 2,48 2,42 2,36 2,22 2,07 1,82 1,77 1,51 
0,01 2,82 2,74 2,66 2,49 2,31 1,99 1,92 1,61 
0,005 3,08 2,98 2,89 2,69 2,48 2,12 2,04 1,68 
0,05 
∞ 
2,06 2,01 1,96 1,85 1,72 1,45 1,36 1,13 
0,025 2,27 2,20 2,14 2,01 1,86 1,52 1,42 1,15 
0,01 2,54 2,45 2,38 2,21 2,02 1,61 1,50 1,18 








A2.5. Valores críticos para la prueba de Tukey. 
α 
 ν1 
ν2 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
0,05 
1 
18 29,98 32,82 37,08 40,41 43,12 45,4 47,36 49,07 50,59 51,96 53,2 54,33 55,36 56,32 57,22 58,04 58,83 59,56 
0,01 90,03 135 164,3 185,6 202,2 215,8 227,2 237 245,6 253,2 260 266,2 271,8 277 281,8 286,3 290,4 294,3 298 
0,05 
2 
6,1 8,33 9,8 10,88 11,74 12,44 13,03 13,54 13,99 14,39 14,75 15,08 15,38 15,65 15,91 16,14 16,37 16,57 16,77 
0,01 14,04 19,02 22,29 24,72 26,63 28,2 29,53 30,68 31,69 32,59 33,4 34,13 34,81 35,43 36 36,53 37,03 37,5 37,95 
0,05 
3 
4,5 5,91 6,82 7,5 8,04 8,48 8,85 9,18 9,46 9,72 9,95 10,15 10,35 10,53 10,69 10,84 10,98 11,11 11,24 
0,01 8,26 10,62 12,17 13,33 14,24 15 15,64 16,2 16,69 17,13 17,53 17,89 18,22 18,52 18,81 19,07 19,32 19,55 19,77 
0,05 
4 
3,93 5,04 5,76 6,29 6,71 7,05 7,34 7,6 7,83 8,03 8,21 8,37 8,52 8,66 8,79 8,91 9,03 9,13 9,23 
0,01 6,51 8,12 9,17 9,96 10,58 11,1 11,55 11,93 12,27 12,57 12,84 13,09 13,32 13,53 13,73 13,91 14,08 14,24 14,4 
0,05 
5 
3,64 4,6 5,22 5,67 6,03 6,33 6,58 6,8 6,99 7,17 7,32 7,47 7,6 7,72 7,83 7,93 8,03 8,12 8,21 
0,01 5,7 6,97 7,8 8,42 8,91 9,32 9,67 9,97 10,24 10,48 10,7 10,89 11,08 11,24 11,4 11,55 11,68 11,81 11,93 
0,05 
6 
3,46 4,34 4,9 5,31 5,63 5,89 6,12 6,32 6,49 6,65 6,79 6,92 7,03 7,14 7,24 7,34 7,43 7,51 7,59 
0,01 5,24 6,33 7,03 7,56 7,97 8,32 8,61 8,87 9,1 9,3 9,49 9,65 9,81 9,95 10,08 10,21 10,32 10,43 10,54 
0,05 
7 
3,34 4,16 4,68 5,06 5,36 5,61 5,82 6 6,16 6,3 6,43 6,55 6,66 6,76 6,85 6,94 7,02 7,09 7,17 
0,01 4,95 5,92 6,54 7,01 7,37 7,68 7,94 8,17 8,37 8,55 8,71 8,86 9 9,12 9,24 9,35 9,46 9,55 9,65 
0,05 
8 
3,26 4,04 4,53 4,89 5,17 5,4 5,6 5,77 5,92 6,05 6,18 6,29 6,39 6,48 6,57 6,65 6,73 6,8 6,87 
0,01 4,74 5,63 6,2 6,63 6,96 7,24 7,47 7,68 7,87 8,03 8,18 8,31 8,44 8,55 8,66 8,76 8,85 8,94 9,03 
0,05 
9 
3,2 3,95 4,42 4,76 5,02 5,24 5,43 5,6 5,74 5,87 5,98 6,09 6,19 6,28 6,36 6,44 6,51 6,58 6,64 
0,01 4,6 5,43 5,96 6,35 6,66 6,91 7,13 7,32 7,49 7,65 7,78 7,91 8,03 8,13 8,23 8,32 8,41 8,49 8,57 
0,05 
10 
3,15 3,88 4,33 4,65 4,91 5,12 5,3 5,46 5,6 5,72 5,83 5,93 6,03 6,11 6,2 6,27 6,34 6,4 6,47 
0,01 4,48 5,27 5,77 6,14 6,43 6,67 6,87 7,05 7,21 7,36 7,48 7,6 7,71 7,81 7,91 7,99 8,07 8,15 8,22 
0,05 
11 
3,11 3,82 4,26 4,57 4,82 5,03 5,2 5,35 5,49 5,61 5,71 5,81 5,9 5,99 6,06 6,14 6,2 6,26 6,33 
0,01 4,39 5,27 5,62 5,97 6,25 6,48 6,67 6,84 6,99 7,13 7,25 7,36 7,46 7,56 7,65 7,73 7,81 7,88 7,95 
0,05 
12 
3,08 3,77 4,2 4,51 4,75 4,95 5,12 5,27 5,4 5,51 5,62 5,71 5,8 5,88 5,95 6,03 6,09 6,15 6,21 














































2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
0,05 
15 
3,01 3,67 4,08 4,37 4,6 4,78 4,94 5,08 5,2 5,31 5,4 5,49 5,58 5,65 5,72 5,79 5,85 5,9 5,96 
0,01 4,17 4,83 5,25 5,56 5,8 5,99 6,16 6,31 6,44 6,55 6,66 6,76 6,84 6,93 7 7,07 7,14 7,2 7,26 
0,05 
16 
3 3,65 4,05 4,33 4,56 4,74 4,9 5,03 5,15 5,26 5,35 5,44 5,52 5,59 5,66 5,72 5,79 5,84 5,9 
0,01 4,13 4,78 5,19 5,49 5,72 5,92 6,08 6,22 6,35 6,46 6,56 6,66 6,74 6,82 6,9 6,97 7,03 7,09 7,15 
0,05 
17 
2,98 3,63 4,02 4,3 4,52 4,71 4,86 4,99 5,11 5,21 5,31 5,39 5,47 5,55 5,61 5,68 5,74 5,79 5,84 
0,01 4,1 4,74 5,14 5,43 5,66 5,85 6,01 6,15 6,27 6,38 6,48 6,57 6,66 6,73 6,8 6,87 6,94 7 7,05 
0,05 
18 
2,97 3,61 4 4,28 4,49 4,67 4,82 4,96 5,07 5,17 5,27 5,35 5,43 5,5 5,57 5,63 5,69 5,74 5,79 
0,01 4,07 4,7 5,09 5,38 5,6 5,79 5,94 6,08 6,2 6,31 6,41 6,5 6,58 6,65 6,72 6,79 6,85 6,91 6,96 
0,05 
19 
2,96 3,59 3,98 4,25 4,47 4,65 4,79 4,92 5,04 5,14 5,23 5,32 5,39 5,46 5,53 5,59 5,65 5,7 5,75 
0,01 4,05 4,67 5,05 5,33 5,55 5,73 5,89 6,02 6,14 6,25 6,34 6,43 6,51 6,58 6,65 6,72 6,78 6,84 6,89 
0,05 
20 
2,95 3,58 3,96 4,23 4,45 4,62 4,77 4,9 5,01 5,11 5,2 5,28 5,36 5,43 5,49 5,55 5,61 5,66 5,71 
0,01 4,02 4,64 5,02 5,29 5,51 5,69 5,84 5,97 6,09 6,19 6,29 6,37 6,45 6,52 6,59 6,65 6,71 6,76 6,82 
0,05 
30 
2,89 3,49 3,84 4,1 4,3 4,46 4,6 4,72 4,83 4,92 5 5,08 5,15 5,21 5,27 5,33 5,38 5,43 5,48 
0,01 3,89 4,45 4,8 5,05 5,24 5,4 5,54 5,65 5,76 5,85 5,93 6,01 6,08 6,14 6,2 6,26 6,31 6,36 6,41 
0,05 
40 
2,86 3,44 3,79 4,04 4,23 4,39 4,52 4,63 4,74 4,82 4,91 4,98 5,05 5,11 5,16 5,22 5,27 5,31 5,36 
0,01 3,82 4,37 4,7 4,93 5,11 5,27 5,39 5,5 5,6 5,69 5,77 5,84 5,9 5,96 6,02 6,07 6,12 6,17 6,21 
0,05 
60 
2,83 3,4 3,74 3,98 4,16 4,31 4,44 4,55 4,65 4,73 4,81 4,88 4,94 5 5,06 5,11 5,16 5,2 5,24 
0,01 3,76 4,28 4,6 4,82 4,99 5,13 5,25 5,36 5,45 5,53 5,6 5,67 5,73 5,79 5,84 5,89 5,93 5,98 6,02 
0,05 
120 
2,8 3,36 3,69 3,92 4,1 4,24 4,36 4,48 4,56 4,64 4,72 4,78 4,84 4,9 4,95 5 5,05 5,09 5,13 
0,01 3,7 4,1 4,5 4,71 4,87 5,01 5,12 5,21 5,3 5,38 5,44 5,51 5,56 5,61 5,66 5,71 5,75 5,79 5,83 
0,05 
∞ 
2,77 3,31 3,63 3,86 4,03 4,17 4,29 4,39 4,47 4,55 4,62 4,68 4,74 4,8 4,85 4,89 4,93 4,97 5,01 







A2.6. Distribución estándar normal. Valores correspondientes al área izquierda de z 
z 0 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 
0 0,5000 0,5040 0,5080 0,5120 0,5160 0,5199 0,5239 0,5279 0,5319 0,5359 
0,1 0,5398 0,5438 0,5478 0,5517 0,5557 0,5596 0,5636 0,5675 0,5714 0,5753 
0,2 0,5793 0,5832 0,5871 0,5910 0,5948 0,5987 0,6026 0,6064 0,6103 0,6141 
0,3 0,6179 0,6217 0,6255 0,6293 0,6331 0,6368 0,6406 0,6443 0,6480 0,6517 
0,4 0,6554 0,6591 0,6628 0,6664 0,6700 0,6736 0,6772 0,6808 0,6844 0,6879 
0,5 0,6915 0,6950 0,6985 0,7019 0,7054 0,7088 0,7123 0,7157 0,7190 0,7224 
0,6 0,7257 0,7291 0,7324 0,7357 0,7389 0,7422 0,7454 0,7486 0,7517 0,7549 
0,7 0,7580 0,7611 0,7642 0,7673 0,7704 0,7734 0,7764 0,7794 0,7823 0,7852 
0,8 0,7881 0,7910 0,7939 0,7967 0,7995 0,8023 0,8051 0,8078 0,8106 0,8133 
0,9 0,8159 0,8186 0,8212 0,8238 0,8264 0,8289 0,8315 0,8340 0,8365 0,8389 
1 0,8413 0,8438 0,8461 0,8485 0,8508 0,8531 0,8554 0,8577 0,8599 0,8621 
1,1 0,8643 0,8665 0,8686 0,8708 0,8729 0,8749 0,8770 0,8790 0,8810 0,8830 
1,2 0,8849 0,8869 0,8888 0,8907 0,8925 0,8944 0,8962 0,8980 0,8997 0,9015 
1,3 0,9032 0,9049 0,9066 0,9082 0,9099 0,9115 0,9131 0,9147 0,9162 0,9177 
1,4 0,9192 0,9207 0,9222 0,9236 0,9251 0,9265 0,9279 0,9292 0,9306 0,9319 
1,5 0,9332 0,9345 0,9357 0,9370 0,9382 0,9394 0,9406 0,9418 0,9429 0,9441 
1,6 0,9452 0,9463 0,9474 0,9484 0,9495 0,9505 0,9515 0,9525 0,9535 0,9545 
1,7 0,9554 0,9564 0,9573 0,9582 0,9591 0,9599 0,9608 0,9616 0,9625 0,9633 
1,8 0,9641 0,9649 0,9656 0,9664 0,9671 0,9678 0,9686 0,9693 0,9699 0,9706 
1,9 0,9713 0,9719 0,9726 0,9732 0,9738 0,9744 0,9750 0,9756 0,9761 0,9767 
2 0,9772 0,9778 0,9783 0,9788 0,9793 0,9798 0,9803 0,9808 0,9812 0,9817 
2,1 0,9821 0,9826 0,9830 0,9834 0,9838 0,9842 0,9846 0,9850 0,9854 0,9857 
2,2 0,9861 0,9864 0,9868 0,9871 0,9875 0,9878 0,9881 0,9884 0,9887 0,9890 









z 0 0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 
2,5 0,9938 0,9940 0,9941 0,9943 0,9945 0,9946 0,9948 0,9949 0,9951 0,9952 
2,6 0,9953 0,9955 0,9956 0,9957 0,9959 0,9960 0,9961 0,9962 0,9963 0,9964 
2,7 0,9965 0,9966 0,9967 0,9968 0,9969 0,9970 0,9971 0,9972 0,9973 0,9974 
2,8 0,9974 0,9975 0,9976 0,9977 0,9977 0,9978 0,9979 0,9979 0,9980 0,9981 
2,9 0,9981 0,9982 0,9982 0,9983 0,9984 0,9984 0,9985 0,9985 0,9986 0,9986 
3 0,9987 0,9987 0,9987 0,9988 0,9988 0,9989 0,9989 0,9989 0,9990 0,9990 
3,1 0,9990 0,9991 0,9991 0,9991 0,9992 0,9992 0,9992 0,9992 0,9993 0,9993 
3,2 0,9993 0,9993 0,9994 0,9994 0,9994 0,9994 0,9994 0,9995 0,9995 0,9995 
3,3 0,9995 0,9995 0,9995 0,9996 0,9996 0,9996 0,9996 0,9996 0,9996 0,9997 
3,4 0,9997 0,9997 0,9997 0,9997 0,9997 0,9997 0,9997 0,9997 0,9997 0,9998 
3,5 0,9998 0,9998 0,9998 0,9998 0,9998 0,9998 0,9998 0,9998 0,9998 0,9998 
3,6 0,9998 0,9998 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 
3,7 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 
3,8 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 0,9999 






A2.7. Valores críticos        
  de  la distribución    
  Chi-cuadrada 
ν 
α 
0,995 0,99 0,975 0,95 0,9 0,1 0,05 0,01 0,005 
1 7,879 6,635 5,024 3,841 2,706 0,016 0,004 0,000 0,000 
2 10,597 9,210 7,378 5,991 4,605 0,211 0,103 0,020 0,010 
3 12,838 11,345 9,348 7,815 6,251 0,584 0,352 0,115 0,072 
4 14,860 13,277 11,143 9,488 7,779 1,064 0,711 0,297 0,207 
5 16,750 15,086 12,833 11,070 9,236 1,610 1,145 0,554 0,412 
6 18,548 16,812 14,449 12,592 10,645 2,204 1,635 0,872 0,676 
7 20,278 18,475 16,013 14,067 12,017 2,833 2,167 1,239 0,989 
8 21,955 20,090 17,535 15,507 13,362 3,490 2,733 1,646 1,344 
9 23,589 21,666 19,023 16,919 14,684 4,168 3,325 2,088 1,735 
10 25,188 23,209 20,483 18,307 15,987 4,865 3,940 2,558 2,156 
11 26,757 24,725 21,920 19,675 17,275 5,578 4,575 3,053 2,603 
12 28,300 26,217 23,337 21,026 18,549 6,304 5,226 3,571 3,074 
13 29,819 27,688 24,736 22,362 19,812 7,042 5,892 4,107 3,565 
14 31,319 29,141 26,119 23,685 21,064 7,790 6,571 4,660 4,075 
15 32,801 30,578 27,488 24,996 22,307 8,547 7,261 5,229 4,601 
16 34,267 32,000 28,845 26,296 23,542 9,312 7,962 5,812 5,142 
17 35,718 33,409 30,191 27,587 24,769 10,085 8,672 6,408 5,697 
18 37,156 34,805 31,526 28,869 25,989 10,865 9,390 7,015 6,265 
19 38,582 36,191 32,852 30,144 27,204 11,651 10,117 7,633 6,844 
20 39,997 37,566 34,170 31,410 28,412 12,443 10,851 8,260 7,434 
21 41,401 38,932 35,479 32,671 29,615 13,240 11,591 8,897 8,034 
22 42,796 40,289 36,781 33,924 30,813 14,041 12,338 9,542 8,643 
23 44,181 41,638 38,076 35,172 32,007 14,848 13,091 10,196 9,260 
24 45,559 42,980 39,364 36,415 33,196 15,659 13,848 10,856 9,886 
25 46,928 44,314 40,646 37,652 34,382 16,473 14,611 11,524 10,520 
26 48,290 45,642 41,923 38,885 35,563 17,292 15,379 12,198 11,160 
27 49,645 46,963 43,195 40,113 36,741 18,114 16,151 12,879 11,808 
28 50,993 48,278 44,461 41,337 37,916 18,939 16,928 13,565 12,461 
29 52,336 49,588 45,722 42,557 39,087 19,768 17,708 14,256 13,121 
30 53,672 50,892 46,979 43,773 40,256 20,599 18,493 14,953 13,787 
40 66,766 63,691 59,342 55,758 51,805 29,051 26,509 22,164 20,707 
50 79,490 76,154 71,420 67,505 63,167 37,689 34,764 29,707 27,991 
75 110,286 106,393 100,839 96,217 91,061 59,795 56,054 49,475 47,206 





A2.8. Valores críticos de Grubbs 
  α=0,05 α=0,01 
n G(1) G(2) G(3) G(1) G(2) G(3) 




4 1.463 2.43 0.9992 1.492 2.44 1 
5 1.672 2.75 0.9817 1.749 2.8 0.9965 
6 1.822 3.01 0.9436 1.944 3.1 0.9814 
7 1.938 3.22 0.898 2.097 3.34 0.956 
8 2.032 3.4 0.8522 2.221 3.54 0.925 
9 2.11 3.55 0.8091 2.323 3.72 0.8918 
10 2.176 3.68 0.7695 2.41 3.88 0.8586 
12 2.285 3.91 0.7004 2.55 4.13 0.7957 
13 2.331 4 0.6705 2.607 4.24 0.7667 
15 2.409 4.17 0.6182 2.705 4.43 0.7141 
20 2.557 4.49 0.5196 2.884 4.79 0.6091 
25 2.663 4.73 0.4505 3.009 5.03 0.532 
30 2.745 4.89 0.3992 3.103 5.19 0.4732 
35 2.811 5.026 0.3595 3.178 5.326 0.427 
40 2.866 5.15 0.3276 3.24 5.45 0.3896 
50 2.956 5.35 0.2797 3.336 5.65 0.3328 
60 3.025 5.5 0.245 3.411 5.8 0.2914 
70 3.082 5.638 0.2187 3.471 5.938 0.2599 
80 3.13 5.73 0.1979 3.521 6.03 0.235 
90 3.171 5.82 0.181 3.563 6.12 0.2147 
100 3.207 5.9 0.1671 3.6 6.2 0.198 
110 3.239 5.968 0.1553 3.632 6.268 0.1838 
120 3.267 6.03 0.1452 3.662 6.33 0.1716 
130 3.294 6.086 0.1364 3.688 6.386 0.1611 










Grupos 2 3 4 5 6 7 8 9 10 
0,05 
2 
0.998 0.975 0.939 0.906 0.877 0.853 0.833 0.816 0.801 
0,01 1.000 0.995 0.979 0.959 0.937 0.917 0.899 0.882 0.867 
0,05 
3 
0.967 0.871 0.798 0.746 0.707 0.677 0.653 0.633 0.617 
0,01 0.993 0.942 0.883 0.833 0.793 0.761 0.734 0.711 0.691 
0,05 
4 
0.906 0.768 0.684 0.629 0.589 0.560 0.536 0.518 0.502 
0,01 0.968 0.864 0.781 0.721 0.676 0.641 0.613 0.590 0.570 
0,05 
5 
0.841 0.684 0.598 0.544 0.506 0.478 0.456 0.439 0.424 
0,01 0.928 0.789 0.696 0.633 0.588 0.553 0.526 0.504 0.485 
0,05 
6 
0.781 0.616 0.532 0.480 0.445 0.418 0.398 0.382 0.368 
0,01 0.883 0.722 0.626 0.563 0.520 0.487 0.461 0.440 0.423 
0,05 
7 
0.727 0.561 0.480 0.431 0.397 0.373 0.354 0.338 0.326 
0,01 0.838 0.664 0.568 0.508 0.466 0.435 0.411 0.391 0.375 
0,05 
8 
0.680 0.516 0.438 0.391 0.359 0.336 0.318 0.304 0.293 
0,01 0.794 0.615 0.521 0.463 0.423 0.393 0.370 0.352 0.337 
0,05 
9 
0.638 0.477 0.403 0.358 0.328 0.307 0.290 0.277 0.266 
0,01 0.754 0.573 0.481 0.425 0.387 0.359 0.338 0.321 0.307 
0,05 
10 
0.602 0.445 0.373 0.331 0.303 0.282 0.267 0.254 0.244 
0,01 0.717 0.536 0.447 0.393 0.357 0.331 0.311 0.295 0.281 
