The Supplemental Material can be viewed in the online version of this article [https://doi.org/10.1016/ j.athoracsur.2018. 03 .003] on http://www.annalsthoracic surgery.org. R isk models are used for multiple purposes in adult cardiac surgery including quality measurement, clinical practice improvement, voluntary public reporting, and research. These risk models are used by The Society of Thoracic Surgeons (STS) to benchmark participant outcomes in comparison with national aggregate data in STS feedback reports; to enable case-mix adjustment in the calculation of participant and individual surgeon composite performance measures; and to support the STS voluntary public reporting initiative. To maximize the validity of its performance metrics, the STS has developed a portfolio of risk models that are customized for specific procedure populations and that adjust for numerous patient preoperative factors.
The 2008 STS adult cardiac surgery risk models were based on data from 2002 to 2006 [1] [2] [3] . Since the publication of these models, a recalibration factor has been applied to each subsequent harvest period so that the ratio of observed to expected outcomes would equal 1. In the decade since publication of the 2008 risk models, successive Adult Cardiac Surgery Database (ACSD) versions have been introduced to account for temporal changes in procedures, patient populations, surgical practices, outcomes, and the identification of new risk factors. Using the most recent data version available at the time of this analysis, we sought to develop a completely new set of STS adult cardiac surgery risk models.
Part 1 of this report [4] provides a detailed background and conceptual framework for the risk model update and provides a high-level methodologic summary of the update process. In Part 2, we provide the detailed statistical methods and results.
Patients and Methods

Endpoints
Risk models were developed for the following nine endpoints chosen for consistency with prior STS risk models and current performance metrics (eg, STS composite scores): (1) operative mortality, defined in all STS databases as all deaths, regardless of cause, occurring during the hospitalization in which the operation was performed even if after 30 days (includes patients transferred to other acute care facilities), and all deaths, regardless of cause, occurring after discharge from the hospital but before the end of the 30th postoperative day; (2) strokean acute episode of focal or global neurologic dysfunction caused by brain, spinal cord, or retinal vascular injury as a result of hemorrhage or infarction in which the neurologic dysfunction lasts for more than 24 hours; (3) renal failure-a new requirement for dialysis or meeting the RIFLE (Risk, Injury, Failure, Loss of kidney function, and End-stage kidney disease) criteria based on creatinine levels or glomerular filtration rate [5] ; (4) prolonged ventilation or reintubation-more than 24 hours; (5) mediastinitis/deep sternal wound infection (DSWI) occurring during the index hospitalization or within 30 days of operation; (6) reoperation for bleeding, tamponade, or any cardiac reason; (7) major morbidity or mortality-a composite defined as the occurrence of any one or more of the above endpoints; (8) prolonged postoperative length of stay (PLOS)-PLOS more than 14 days (alive or dead); and (9) short PLOS, defined as PLOS less than 6 days and patient alive at discharge. The follow-up period for endpoint definitions was from operation until the latter of hospital discharge or 30 days for mortality and DSWI and until hospital discharge for all other endpoints.
Endpoints with notable definition changes compared with the STS 2008 models included stroke (changed duration of symptoms from more than 72 hours to more than 24 hours), reoperation (changed from any reason to any cardiac reason), DSWI (added mediastinitis and included both inhospital and 30-day timeframe), and renal failure (definition changed to more closely align with RIFLE criteria [5] ).
Study Cohort
Models were developed and evaluated using data from July 1, 2011, to December 31, 2016, and were limited to the three major procedure populations that have been designated for outcomes reporting in the STS participant feedback report: (1) isolated CABG; (2) isolated valve; and (3) valve plus CABG. Data collected under STS version 2.73 (July 1, 2011, to June 30, 2014) were used to develop the models and perform a preliminary internal assessment of discrimination and calibration. Data collected under STS version 2.81 (July 1, 2014, to December 31, 2016) were used to assess model performance in a separate patient sample.
The valve cohort includes operations for aortic valve replacement (AVR), mitral valve replacement (MVR), and mitral valve repair (MVr). The valve plus CABG population includes AVR plus CABG, MVR plus CABG, and MVr plus CABG. Definitions of these populations are provided in the Supplemental Material. Briefly, each operation type includes patients undergoing a standalone operation and excludes planned major concomitant operations with a few exceptions, most notably, that concomitant tricuspid valve repair, surgical ablation for atrial fibrillation, or repair of atrial septal defect are allowed concomitantly with MVR or MVr in the valve and 
Risk Models
For each endpoint except DSWI, separate risk models were developed for each major procedure population (8 endpoints Â 3 populations ¼ 24 risk models). For DSWI, the low number of endpoint events in the valve (n ¼ 244) and valve plus CABG (n ¼ 285) populations prompted concern that models in these populations may prove to be inaccurate because of overfitting the data. To mitigate overfitting, we developed a single DSWI model combining all three procedure populations. The DSWI models used indicator variables to adjust for operation type (eg, AVR, MVr, MVR, and so forth) and included interaction terms to account for the importance of selected risk factors that differ across these operation types.
Selection of Candidate Predictor Variables
The 2018 STS risk models were developed using data from version 2.73, but these models will be applied to patients entered into the STS ACSD using versions 2.81 and later. Accordingly, to be an acceptable candidate variable, it was necessary to assure that the variable was present in version 2.73 and in version 2.81 (or a similar, mappable analogue in the latter). Because the main goal of the models is to adjust for case mix, only preprocedural patient variables were considered for inclusion.
To begin the selection process, each surgeon member of the working group (n ¼ 10) independently reviewed a list of 187 potentially relevant preprocedure factors from the v2.73 data collection form and used an online questionnaire to rate his or her a priori assessment of each variable's prognostic potential. Variables identified as potential risk factors by at least four of the 10 surgeons were retained for further consideration and were discussed in detail in a series of conference calls. To facilitate this discussion, each variable's frequency distribution and percentage of missing data were tabulated overall and across operation types.
Missing data frequency was less than 1% for the majority of preprocedural variables. Those few variables with missing data rates greater than 5%, or variables associated with a test or study that had not been performed in more than 5% of the relevant study population, were also excluded. Specific examples of excluded variables are described in Part 1 of this report [4] .
Considerations regarding adjustment of outcomes measures for socioeconomic status or sociodemographic factors (eg, race, ethnicity, education, income, payer [eg, Medicare-Medicaid dual eligible status]) are discussed in detail in Part 1 of this report [4] . In general, we based our modeling decisions on principles from epidemiology and causal inference, evaluating those available socioeconomic status or sociodemographic risk factors potentially having an empirical association with outcomes and relevant to case-mix adjustment, while avoiding more philosophical considerations.
Surgery date was included as a candidate predictor to adjust for temporal trends in endpoint occurrence rates and detection rates across the 3-year development period. Risk calculators implementing these models will account for time trends by predicting risk standardized to a January 1, 2014, surgery date.
Simulations to Assess Statistical Precision and Overfitting
When the number of predictors in a model is too large in relation to the available sample size, the estimated numerical coefficients are likely to be inaccurate because of overfitting the current study data [6] . Using a data-driven variable selection procedure can reduce the number of predictors in a model but may not mitigate overfitting because each predictor tested for inclusion in the model has the potential to be selected because of overfitting [7] .
To assess the potential statistical accuracy of risk models based on this project's available sample size and candidate risk factors, a simulation study was conducted. This involved creating 200 bootstrap samples by sampling records with replacement from the overall development sample and using each bootstrap sample to estimate two models for each combination of model population and endpoint, based on the surgeon panel's proposed list of candidate predictors. The first model included the entire set of proposed candidate predictor variables, a so-called full model. The second model started with the same set of predictors but applied backward selection with a significance threshold of 0.05. Regression coefficients from each bootstrap sample were then used to calculate predicted risk estimates for each patient in the overall development sample. Ideally, in a setting of high statistical precision, the predicted risk estimate for the same patient and endpoint should not vary depending on which bootstrap sample was used to estimate regression coefficients.
To quantify estimation error, we estimated the average Pearson correlation between risk estimates for the same patient across all possible pairs of bootstrap samples. This was done separately for each combination of population (CABG, valve, valve plus CABG), endpoint, and modeling strategy (all predictors, backward selection). Results indicated that predicted risk estimates were generally stable with Pearson correlation coefficients greater than 0.90 for most population and endpoints combinations whether retaining all predictors or using backward selection.
Models with low consistency across bootstrap samples were those with relatively few endpoint events, including stroke in the valve and valve plus CABG populations (correlations 0.58 to 0.69) and DSWI in the valve and valve plus CABG populations (correlations 0.25 to 0.41). These findings led the model committee to consider both predictive accuracy and parsimony in the final selection of candidate predictors and to estimate a single combined model for DSWI, instead of separate DSWI models for each procedure population, as mentioned previously.
Optimal Coding of Candidate Covariates
We attempted to achieve the most computationally efficient and clinically relevant coding, or parameterization, of candidate variables. That typically involved collapsing or combining clinically related or collinear variables, and was particularly important in cases where multiple STS variables relate to a single underlying clinical concept, for example, insurance status (12 variables), previous cardiac interventions (31 STS variables), and preoperative arrhythmias (7 STS variables). In some instances, uncommon but important variables were combined with other related variables (eg, catheter-based assist devices and extracorporeal membrane oxygenation were combined with shock, their usual indication).
For some variables, informal exploratory analyses using STS data from an earlier period (2007 to 2011) helped to determine the optimal modeling strategy. For example, we used data from 2007 to 2011 to explore how best to model body mass index (BMI) and body surface area (BSA) given that both variables describe aspects of a patient's body habitus and are highly correlated. For these investigations, we initially estimated a multivariable model for mortality that did not adjust for BSA or BMI but included all other preoperative factors from the published STS 2008 mortality model. After fitting this model to data from 2007 to 2011, we then compared observed versus predicted mortality rates across subgroups defined by categorizations of BSA and BMI as well as sex. The observed pattern of residuals indicated that BSA and BMI were both independently associated with mortality and that inclusion of both variables was needed to capture variation in the residuals. When the model was reestimated after including BSA but not BMI, the pattern of residuals indicated a U-shape relationship between BMI and mortality, leading to the inclusion of both linear and quadratic terms for BMI. We investigated the following approaches for BSA and BMI: BSA linear; BSA quadratic; interaction between BSA and sex; BMI linear; BMI quadratic; and BMI alternatives. In some instances, extreme values were truncated (eg, BMI values greater than 50 were mapped to 50).
Similar analyses were conducted to explore modeling issues for insurance status, race, myocardial infarction history, and history of prior procedures, and to explore the functional form of various other continuous variables.
Selection of Final Covariates
After choosing the list of candidate covariates, the final set of covariates for each model were selected. For each combination of population and endpoint, we estimated a full model that included all candidate covariates and a set of reduced models that were chosen by backward variable selection. To estimate the optimal significance level for backward selection, we repeated the backward selection process using five different significance levels (0.0001, 0.001, 0.01, 0.05, and 0.1) and estimated performance metrics for the resulting models. The goal of this analysis was to select the optimum significance level to use for each combination of population and endpoint. Because of overfitting the data, model performance is likely to be overestimated when models are developed and naively tested in the same sample of data. To obtain approximately unbiased performance estimates, each full model and the backward selection process was repeated in 200 bootstrap samples drawn with replacement from the original development sample.
To assess overfitting, we applied estimated regression coefficients from the bootstrap sample to patients in the overall development sample and then entered each patient's calculated risk score (log-odds) into a univariable logistic regression model predicting the endpoint. The slope coefficient for the risk score in this model was interpreted as a measure of overfitting, with a slope of 1.0 indicating perfect calibration and a slope less than 1 indicating possible overfitting [6] . Discrimination was assessed by calculating the c-statistic (the area under the receiver-operating characteristics curve) and using a bootstrap adjustment to correct for optimism [7] .
To assess calibration, the backward selection process was subsequently repeated using ninefold cross validation. For each cross-validation replicate, models were developed in an 8/9 training sample and evaluated for calibration in a 1/9 testing sample. Calibration was assessed graphically by plotting observed versus expected endpoint event rates across deciles of predicted risk among patients in each testing sample. That was done for the full model and for each significance level when using backward selection. The main objective of this exercise was to determine whether there were compelling statistical differences between significance levels to support one particular choice.
In the absence of compelling statistical differences between the performance of various models, the final model was chosen by surgeon members of the working group, as described in Part 1 of this report [4] . Beginning with the full model, surgeons carefully reviewed the predictors in each model (full, and using backward selection criteria p ¼ 0.1, 0.05, 0.01, 0.001, and 0.0001). Each progressively more parsimonious model was evaluated to be certain that no variables had been eliminated that would jeopardize clinical face validity. Generally, the most statistically parsimonious model that did not compromise clinical face validity was chosen as the final model.
Missing Data and Imputation Strategies
Covariate data were missing in fewer than 5% of cases in each procedure population for all but one candidate covariate (aortic root abscess in AVR and AVR plus CABG; missing ¼ 13%). Overall, 15% of records had missing or unknown mortality data for at least one component of the operative mortality definition. Rates of missing or unknown data were 0.06% for discharge mortality status and 15.0% for 30-day mortality status. Previous linkage of the STS ACSD to the Social Security Death Master File [8] reveals that capture of 30-day deaths occurring before discharge is highly accurate, and that these inhospital deaths represent the majority (79%) of all 30-day deaths. Capture of the remaining 30-day deaths occurring after discharge was less complete and warranted improvement. Consequently, in 2016, the STS implemented more stringent requirements for all data fields related to operative mortality. As of January 1, 2016, participants were not included in the benchmark population for STS performance metrics, nor were these participants eligible to receive an STS star rating unless their rate of missing data for 30-day mortality and discharge mortality was less than 5% missing or unknown; in January 2017 this threshold was further decreased to 2%.
Missing data rates for endpoints other than mortality were less than 0.25%. For initial exploratory and variable selection analyses, missing covariate and endpoint values were handled using a simple single imputation strategy. Values were imputed to the most common category of binary or categorical variables and to the median or subgroup-specific median of continuous variables. This single imputation strategy was previously validated for the 2008 STS risk models by demonstrating that coefficients and predicted risk estimates obtained using single imputation were similar to the gold standard of multiple imputation [1] .
After finalizing the selection of model covariates, as described above, regression coefficients were subsequently reestimated using a multiple imputation strategy for covariates with more than 5% missing data and for all endpoints. The principle motivation for using multiple imputation was to make efficient use of data from the discharge mortality status field when imputing operative mortality status among patients who were discharged alive. Multiple imputation was implemented using the method of chained equations as implemented in the SAS software (SAS Institute, Cary, NC) PROC MI procedure with the full conditional specification option [9, 10] . To avoid bias due to perfect prediction [11] , separate imputation models were estimated for discharge deaths and discharge survivors. To speed computation and resolve convergence errors, covariates with less than 5% missing data were imputed by single imputation before estimating the multiple imputation model.
Final Model Assessment
The validation sample was created by applying the study's inclusion criteria to STS data for the period July 1, 2014, to December 31, 2016, as the goal was to assess model performance in future data. Data from hospitals with more than 5% missing data for an endpoint within a procedure population were excluded from validation analyses for that population and endpoint. Discrimination was quantified by the c-statistic. To provide context for interpreting discrimination results, c-statistics were calculated in the validation sample for both the current STS 2018 models and the prior STS 2008 models. Calibration was assessed by plotting observed versus expected event rates across deciles of predicted risk in the validation sample.
Results
A total of 670,830 records met study inclusion criteria and were included in the development samples for CABG (n ¼ 439,092), valve (n ¼ 150,150), and valve plus CABG (n ¼ 81,588). The number of endpoint events in the development sample ranged from 1,875 for DSWI to 286,362 for short PLOS ( Table 2) . As discussed above, the relatively small number of DSWI endpoints in valve (n ¼ 244) and valve plus CABG (n ¼ 285) populations raised concerns about potential overfitting in these populations, and that led to a decision to estimate a single combined model for DSWI. For the other eight endpoints, the number of occurrences ranged from 2,008 for stroke in valve plus CABG to 211,820 for short PLOS in CABG. Table 3 summarizes the final list of candidate covariates. These 65 variables were included in the "full" model for each endpoint and population and were the starting point for variable selection by backward selection with bootstrapping and cross validation, and subsequent clinical assessment by the surgeon panel. Details of how each candidate variable was parameterized in the model are provided in the Supplemental Material. After inclusion of nonlinear, categorical, and interaction terms, the number of model parameters in the full model was 122 for CABG, 218 for valve, and 215 for valve plus CABG. The number of endpoint events per parameter in the full model ranged from 9 in the stroke model for valve plus CABG to 1,736 in the short PLOS model for CABG.
Supplemental Tables 1 to 4 in the Supplemental Material summarize risk factors in the final selected model for each population and endpoint. The number of risk factors in these models ranged from 25 in the model for stroke in valve plus CABG to 50 in the models for composite mortality or major morbidity and short PLOS in CABG. Full specifications for these models including formulas, coefficients, and intercept parameters will be publicly available from the STS website. Performance of the final models in the development sample was excellent for most of the population and endpoint combinations (Supplemental Material, Supplemental Tables 5, 6 ). Across the three model populations, the bootstrap-adjusted c-statistics were lowest for reoperation (range, 0.574 to 0.627) followed by stroke (range, 0.616 to 0.704) and were highest for renal failure (range, 0.749 to 0.810). Slopes to assess overfitting were generally close to the ideal value of 1.0 and were greater than 0.90 for all but three population-endpoint combinations. Models with slopes less than 0.90 were reoperation in valve (0.88), reoperation in valve plus CABG (0.78), and stroke in valve plus CABG (0.79). Calibration plots based on cross validation revealed acceptable calibration and no obvious violation of modeling assumptions.
After selecting the final set of models, regression coefficients were subsequently reestimated using multiple imputation to deal with missing endpoint data. After multiple imputation, the average predicted mortality risk across all populations increased from 2.50% to 2.58% (relative increase ¼ 3%).
The c-statistics in the validation sample ranged from 0.588 for reoperation in valve plus CABG to 0.826 for renal failure in CABG. Table 4 presents c-statistics calculated in the validation sample for the final selected models and compares them with c-statistics calculated in the validation sample for the prior STS 2008 risk models. Although the DSWI model was estimated in a combined cohort that included all three procedure populations, its discrimination was assessed in each procedure population individually in Table 4 . The c-statistics of the new STS models exceeded those of the STS 2008 models for all populations and endpoints except for the valve model for stroke; all but two of the p values were less than 0.05 (stroke and DSWI in valve plus CABG) and most were less than 0.0001 (Supplemental Table 7 ).
Calibration graphs in the validation sample are presented in Figures 1, 2 , and 3. These reveal excellent calibration for the vast majority of populations and endpoints. The DSWI model appears to systematically underestimate infection risk in CABG by a factor of approximately 0.80, presumably because of a somewhat higher rate of this complication in more recent data. This underestimation of risk will be corrected when these models are used to calculate observed to expected ratios in the STS feedback reports; the report methodology applies a calibration factor that causes the expected rate to equal the observed rate within each calendar year of the reporting period. After applying the STS feedback report recalibration methodology to the validation sample, the calibration of the recalibrated DSWI model was excellent, as shown in Supplemental Figure 1 . When these models are used to calculate STS composite scores, deteriorating calibration over time will be corrected automatically because model coefficients will be reestimated in the current STS data before composite scores are calculated.
Comment
We have described the development and validation of a comprehensive set of new STS adult cardiac surgical risk models that will be used to adjust for case mix in the STS participant feedback report and the STS voluntary public reporting program. Our approach to model development incorporated several novel features including the use of simulations to assess the feasible number of predictors in relation to sample size, and the combined use of bootstrapping and cross validation to estimate model operating characteristics as a function of the significance level for variable inclusion. Because the main intended use of these models was case-mix adjustment, we did not focus on parsimony (small number of covariates) as our primary goal but rather selected the optimal covariates for accurate risk prediction using a combination of statistical and clinical face validity approaches. The models showed good calibration, and 24 of 25 models had superior discrimination compared with the STS 2008 models when evaluated in the contemporary dataset used for model validation.
