If X(c E t) and c H X(t) have the same finite-dimensional distributions for some pair of linear operators E and H, we say that the random vector field X(t) is operator self-similar. The exponents E and H are not unique in general, due to symmetry. This paper characterizes the possible set of range exponents H for a given domain exponent, and conversely, the set of domain exponents E for a given range exponent.
Introduction
A random vector is called full if its distribution is not supported on a lower dimensional hyperplane. A random field X = {X(t)} t∈R m with values in R n is called proper if X(t) is full for all t = 0. A linear operator P on R m is called a projection if P 2 = P . Any nontrivial projection P = I maps R m onto a lower dimensional subspace. We say that a random vector field X is degenerate if there exists a nontrivial projection P such that X(t) = X(P t) for all t ∈ R m . We say that X is stochastically continuous if X(t n ) → X(t) in probability whenever t n → t. In (1.1), indicates equality of finite-dimensional distributions, E ∈ M (m, R) and H ∈ M (n, R), where M (p, R) represents the space of real-valued p × p matrices, and c M = exp(M (log c)) =
Results
This section contains the main results in the paper. All proofs can be found in Section 3. The domain and range symmetries of X are defined by The definition (1.1) is more general than it appears. Given E ∈ M (m, R), a proper nondegenerate random field X will be called E-range operator self-similar if there exist invertible linear operators B(c) ∈ M (n, R) such that Given H ∈ M (n, R), we say that a proper nondegenerate random vector field X is H-domain operator self-similar if there exists an invertible linear operator A(c) ∈ M (m, R) such that Given an o.s.s. random field X with domain exponent E, the set of all possible range exponents H in (1.1) will be denoted by E ran E (X). Given a range exponent H, we denote by E dom H (X) the set of all possible domain exponents. Given a closed group G ⊆ GL(m, R), one can define its tangent space
{X(c E t)} t∈R m {B(c)X(t)} t∈R

{X(A(c)t)} t∈R m {c H X(t)} t∈R
The next two theorems are the main results of this paper. 
Moreover, we can always choose an exponent H 0 ∈ E ran E (X) such that 
Moreover, we can always choose an exponent 
In addition, assume that X has a spectral density f X (x) = x −γ I, x ∈ R 2 \{0}, 2 < γ < 4, where · denotes the Euclidean norm and I is the identity matrix. This means that its covariance function can be written as = O (2) . Now note that, by a change of variables in (2.9) and the continuity of the spectral density except at zero,
. Therefore, from (2.5) and (2.7), 
Hudson and Mason [15] also considered o.s.s. stochastic processes for which the eigenvalues of the range exponent H can have zero real parts. In this case, the process can be decomposed into two component processes of lower dimension. One is associated with the eigenvalues of H with null real parts, and the resulting random field has constant sample paths; the other has a range exponent whose eigenvalues all have positive real parts, and equals zero at t = 0 a.s. Next we show that the same is true for random fields. Hence the condition assumed throughout the rest of this paper, that every eigenvalue of H has positive real part, entails no significant loss of generality. 
Proofs
Lemmas 3.1-3.9, to be stated and proved next, will be used in the proofs of Proposition 2.1 and Theorem 2. 
Proof. By compactness and continuity, there exists a sequence
which establishes the claim. 
i.e., A ∈ G ran 1 . As for boundedness, by contradiction assume that there exists some
Consequently,
This contradicts the properness of X(t 0 ). We now turn to G dom 1
. To show closedness, take
where convergence follows from stochastic continuity. Then,
is closed in the latter group. To show boundedness, by contradiction suppose that there exists
This contradicts the properness of X(w 0 ). 2
The next lemmas show that an H-domain o.s.s. random vector field X must satisfy a domain scaling law. For any λ > 0 and any C λ ∈ GL(m, R) such that
let G λ denote the class of matrices defined by
Note that, since X is domain o.s.s., the set G λ is not empty. Also, note that G
if and only if
Lemma 3.3. For any matrix C ∈ G λ we can write
, then by Lemma 3.2,
Thus, again by Lemma 3.2, D ∈ G λ . This shows that CG
and establishing (3.5) .
where
The same argument can be used for the converse. 2 .2), define the product relation
Then, under (3.6), the set
is a group of equivalence classes G • of matrices in GL(m, R).
Proof. Let C ∈ G λ and λ > 0. Since X is nondegenerate, there exist C λ and S C ∈ G dom 1 such that
.
Thus, CD ∈ G μλ and, consequently, G λ G μ ⊆ G λμ . By taking r = 1/λ, s = λμ, we also obtain that
Consequently, G is a group, as claimed. 2
Proof. We argue by contradiction. By Lemma 3.
we obtain a system of equalities leading to the conclusion that
Since every eigenvalue of H has positive real part, a straightforward computation using the Jordan decomposition of H shows that c H x → 0 as c → 0 for any x ∈ R n , see Theorem 2.
in Meerschaert and
Scheffler [23] . It follows that (
Proof. Lemma 3.6 shows that ζ is well-defined. Suppose that 
Therefore, in view of (3.1) we have X(t)
→ 0, which contradicts properness. Therefore, {λ k } is relatively compact and there is a convergent subsequence
, which again contradicts properness. Therefore, λ 0 > 0 and
Thus, D ∈ G λ 0 , and by Lemma 3.5, G is a closed subgroup of GL(m, R) in the relative topology, as stated. Let us turn back to the original sequence {λ k } k∈N of scalars associated with {D k } k∈N . We claim that there does not exist a convergent subsequence {λ Lemma 3.6 , which is a contradiction. As a consequence, for any subsequence {λ k }, by relative compactness there exists a further subsequence {λ k } ⊆ {λ k } such that λ k → λ 0 . This is equivalent to saying that ζ(
is not a neighborhood of I in G.
Proof. We need to build a sequence of matrices
Assume by contradiction that {C such that C k t k → 0 and t k → t 0 = 0. By (3.8), stochastic continuity and the assumption that X(0) = 0 a.s.,
This contradicts the properness of X(t 0 ). As a consequence, there is a subsequence {C
, where C ∈ G by Lemma 3.8.
Stochastic continuity then yields
This implies that
. By Lemma 3.6, , which is a contradiction. Thus, β = 0, and we can take E := β −1 A to obtain log ζ(r E ) = log r for r > 0. Therefore, r E ∈ G r for r > 0. By Lemma 3.2, (1.1) holds. 2
Proof of Theorem 2.4. Let
Since X is E-range o.s.s., G ran λ = ∅, λ > 0. By the proof of Theorem 2.1 in Li and Xiao [20] , p. 1190, G ran is a subgroup of GL(n, R) which is closed in the relative topology. Moreover, by Lemmas 3.3 and 3.5 in Li and Xiao [20] ,
is a well-defined, continuous homomorphism.
Now define the continuous group mapping
In view of (3.10), the mapping L is well-defined, since exp(Q) ∈ G ran for Q ∈ T (G ran ), see for example Meerschaert and Scheffler [23] , Proposition 2.2.10.c. By the same argument as on p. 137 of Meerschaert and Scheffler [23] , the mapping L is linear; moreover, L characterizes the tangent space of the symmetry group G ran 1
We would like to show that
and from the definition (2.4),
, s ∈ R, whence exp(Hs) ∈ G ran . Since (3.10) is a continuous homomorphism, the mapping s → ξ(exp(Hs)) is a continuous additive homomorphism. Therefore, there is some β ∈ R such that log ξ(e Hs ) = βs. Since log ξ(e H ) = 1, then β = 1. Therefore, log ξ(exp(H log λ)) = log λ, whence λ H ∈ G ran λ , λ > 0. In other words, H ∈ E ran H (X). This proves (3.11). By the linearity of L, for any H such that
which establishes the relation (2.5).
To prove the existence of a commuting exponent, let
where H is the Haar measure on the compact group G Proof of Theorem 2.5. The proof is similar to Meerschaert and Scheffler [23] , pp. 137-138. We outline the main steps, and point out some minor differences.
Recall the definitions of G and G λ in expressions (3.7) and (3.2), respectively, and the mapping ζ(·) from Lemma 3.15. As in the proof of Theorem 2.4, define the continuous group mapping L : T (G) → R by the relation
L(B) = log(ζ(exp(−B))), B ∈ T (G).
By the same argument as on p. 137 of Meerschaert and Scheffler [23] , the mapping L is linear; moreover, L characterizes the tangent space of the symmetry group G dom 1 in the sense that T (G
L(B) = 0}. We need to characterize the set of all exponents in terms of the function L(·), namely, we will show that
The argument resembles that for establishing (3.11), but we lay it out for the reader's convenience. For
Then, −Bs ∈ T (G), s ∈ R, whence exp(−Bs) ∈ G, and ζ(exp(−Bs)) is well defined. As in the proof of Theorem 2.3, Lemmas 3.7 and 3.8 imply that the mapping s → log(ζ(exp(−Bs))) is a continuous additive homomorphism; therefore, there exists β ∈ R such that log(ζ(e −Bs )) = βs. Since log(ζ(e −B )) = 1, then β = 1. Therefore, log(ζ(exp(−B log(λ)))) = log(λ), whence λ −B ∈ G λ , λ > 0. In other words, B ∈ E dom H (X). This proves (3.13) .
By the linearity of L, for any E such that
which establishes the relation (2.7).
We now prove the existence of a commuting exponent. Notice that for any
where H is the Haar measure on the compact group G dom 1
. By the relation (2.7), E dom H (X) is closed and convex. So, from (3.14), we conclude that B 0 ∈ E dom H (X). Moreover, the same argument as in Meerschaert and Scheffler [23] , p. 138, yields AB 0 A −1 = B 0 , from which (2.8) follows.
The last statement is akin to Theorem 5.2.14, Meerschaert and Scheffler [23] , p. 139, and can be proved in the same way. 2
Proof of Corollary 2.6. Equation (2.11) follows easily from (2.5), and equation (2.12) is a direct result of (2.7). 2
Finally we come to the proof of Theorem 2.7, where we relax the assumption that every eigenvalue of H has positive real part. For this purpose, in the sequel we will state and prove Proposition 3.10 and Lemmas 3.11-3.15. 
. For notational simplicity, we drop the superscript and write k. By operator self-similarity, c
There is a j×j Jordan block J h in J H associated with the eigenvalue h;
for simplicity, we can assume that J h occupies the upper left j × j block in J H . Let π ≤j be the projection operator onto the first j entries of a vector in C n . By the continuity in probability of the random field X,
which contradicts the properness of X(t 0 ).
(ii) Suppose that e = ib is an eigenvalue of E with zero real part. The Jordan form of the matrix exponential c E = P c and hence also an eigenvalue of the transpose H * , the linear operator such that the inner product relation
Hx, y = x, H * y holds for all x, y ∈ R n . As in (ii), it follows that there exists a vector x 0 and a sequence
in distribution, and since X(t) is full, we arrive at a contradiction. 2
For the next lemma, recall that O(n) denotes the orthogonal group in GL(n, R). Proof. The proof is by construction. By the Jordan decomposition of H over the field R (see Meerchaert and Scheffler [23] , Theorem 2.1.16), there exists a conjugacy P ∈ GL(n, R) such that H = P J H,R P −1 , where
. . , q, is either the scalar zero or has the form
Therefore, exp{c diag(J 1 , . . . , J q )} ∈ O(n) for any c ∈ R. In particular, this holds for c = 1. Now let X = P Z, where Z ∼ N (0, I). Then, (3.15) holds, since [23] and Biermé et al. [5] . Suppose the real parts of the eigenvalues of E ∈ M (m, R) are positive. Then, there exists a norm · 0 on R m for which
is a homeomorphism, where S 0 = {x ∈ R m : x 0 = 1}. One can then uniquely write the polar coordinates representation 19) where τ E (x) > 0, l E (x) ∈ S 0 are called the radial and directional parts, respectively. One such norm · 0 may be calculated explicitly by means of the expression 20) where · * is any norm in R m . The uniqueness of the representation (3.19) yields 
and let π ≤j be the projection operator on the first j entries of a vector in C n . Then,
where, by continuity in probability,
Moreover, by the expression for the matrix exponential (see, for instance, Didier and Pipiras [9] , p. 31, expression (D2)),
Looking at the first two entries of (3.22), we arrive at the system and Z has constant sample paths. Consider Q n and define the set of functions (sample paths)
Then, P ({X(t)} ∈ D) = P ({Z(t)} ∈ D) = 1, by (3.26) . In particular, for t 0 ∈ Q n , P (X(t 0 ) = X(0) = Z(t 0 )) = 1. For t 0 / ∈ Q n , consider a sequence {t k } ⊆ Q n such that t k → t 0 . Then, Z(t 0 ) = X(0) = X(t k ) → X(t 0 ) in probability, where the equalities hold a.s. and the limit is a consequence of continuity in probability. Therefore, Z(t 0 ) = X(t 0 ) a.s., i.e., P (Z(t) = X(t)) = 1, t ∈ R m , as claimed. 2
Proof of Theorem 2.7. The proof is akin to Theorem 4 in Hudson and Mason [15] . We provide the details for the reader's convenience. Recall the decomposition (3.17) of the minimal polynomial of H, where the roots of f 1 have zero real parts. Let π 2 be the projection operator onto V 2 defined by the direct sum decomposition. By Lemma 3.12, the restriction {π 2 X(t)} is (E, H 2 )-o.s.s. on V 2 . Since every eigenvalue of H 1 has real part zero, it follows from Lemma 3.14 that π 1 X(0) is full in V 1 . Hence, by Lemma 3.15, there is a version {X 1 (t)} of {π 1 X(t)} with constant sample paths. Moreover, every eigenvalue of E has positive real part, and every eigenvalue of H 2 has positive real part,
This establishes (i) and (ii). 2
