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ON THE COHERENT RISK MEASURE REPRESENTATIONS IN
THE DISCRETE PROBABILITY SPACES
KEREM UG˘URLU
Abstract. We give a complete characterization of both comonotone and not
comonotone coherent risk measures in the discrete finite probability space,
where each outcome is equally likely. To the best of our knowledge, this is the
first work that characterizes and distinguishes comonotone and not comono-
tone coherent risk measures via AVaR representation in the discrete finite
probability space of equally likely atoms. The characterization gives a more
efficient and exact way of representing the law invariant coherent risk measures
in this probability space, which is crucial in applications and simulations.
1. Introduction
In the seminal paper of Artzner et al. [13], the coherent risk measures are in-
troduced and their properties are axiomatized. Risk measures have gained a lot of
interest both in theory and applications since then. This paper addresses represen-
tations of the coherent risk measures in the discrete probability space (Ω, 2|Ω|,P),
where |Ω| = n and P(ω(i)) = 1/n for all i = 1, 2, ..., n. The purpose of this pa-
per is to give a complete characterization of both comonotone and not neccessarily
comonotone coherent risk measures in this probability space. We appeal to the
natural risk statistics formulation of [15] and to the concept of functional coherence
introduced independently in [7] and [9] and represent any coherent risk measure in
this discrete probability space. The closest works in this direction are [17] and [7].
In both of these works, the characterization of comonotone coherent risk measures
are given via AVaR as building blocks. In [7], the not comonotone case is given via
a supremum of AVaR sums formulation, whereas in [17] there is no referring to not
comonotone case. To the best of our knowledge, this is the first work that charac-
terizes and distinguishes comonotone and not comonotone coherent risk measures
via a simplified AVaR representation in this probability space, which is crucial in
the applications and simulations.
The rest of the paper is as follows. In Section 2, we give the theoretical back-
ground along with the necessary definitons. In Section 3, we show first that any
coherent risk measure is SSD preserving in the discrete finite probabilty space,
where each outcome is equally likely. Then, we give our two theorems which give
the characterizations of comonotone and not comonotone coherent risk measures in
this probability space. In the rest of the paper, we prove these two results.
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2. Preliminaries and Theoretical Background
Let (Ω,F ,P) be the atomless standard probability space. Hence without loss of
generality we can take Ω to be the unit interval [0, 1], P to be the Lebesgue measure
with F to be the Borel sigma algebra. Let (Ω,G,P) be the probability space, where
|Ω| = n, G = 2Ω and P is a probability measure that satisfies P(ωi) = 1/n for
all i ∈ {1, 2, ..., n}. We call this probability space the uniform discrete probability
space. A random variable (r.v.) X is a measurable function from Ω to R. The
cumulative distribution function of a r.v. is defined by FX(x) = P(X ≤ x). The
p-quantile of a r.v. X is denoted by VaRp(X) := inf{x : P (X ≤ x) ≥ p}, which is
left-continuous and lower semi-continuous.
Definition 2.1. Given two r.v.’s X and Y , we say X second-order stochastically
dominates (SSD) Y and write X  Y , if
(2.1.1)
∫ t
−∞
FX(s)ds ≤
∫ t
−∞
FY (s)ds, ∀t ∈ R.
Definition 2.2. The coherent risk measure ρ is a function that is mapping R-valued
r.v.’s into the real numbers R or to +∞, which satisfies the following axioms
• (monotonicity): ρ(Y1) ≤ ρ(Y2) whenever Y1 ≤ Y2 almost surely.
• (positive homogeneity): ρ(λY ) = λρ(Y ) whenever λ > 0.
• (convexity) ρ((1− λ)Y0 + λY1) ≤ (1− λ)ρ(Y0) + λρ(Y1) for 0 ≤ λ ≤ 1.
• (translation invariance) ρ(Y + c) = ρ(Y ) + c if c ∈ R.
Definition 2.3. A coherent risk measure ρ is called law invariant if two r.v.’sX and
Y on a probability space having the same distribution implies that ρ(X) = ρ(Y ).
An important coherent risk measure that we will use throughout the paper is
the Average-Value-at-Risk denoted by AVaRα(Y )
(2.3.1) AVaRα(Y ) :=
1
1− α
∫ 1
α
VaRu(Y )du
An alternative representation to (2.3.1) for AVaRα(Y ) is given in [2] with the fol-
lowing form
(2.3.2) AVaRα(Y ) = min
s∈R
{
s+
1
1− α
E[(X − s)+]
}
where the minimum in (2.3.2) is attained at VaRα(Y ).
Remark 2.4. We note from (2.3.2) that α→ AVaRα(Y ) is a continuous function
with respect to variable α on the interval [0, 1). Note also that AVaR0(Y ) = E[Y ]
and limα→∞ AvaRα(Y ) = ess sup[Y ].
Moreover, it is shown in [1] via the Fenchel-Moreau theorem (see e.g.[18]) that we
have the following equivalent representation for AVaRα(Y ), and Y ∈ L
p(Ω,H,P),
with p ≥ 1
(2.4.1) AVaRα(Y ) = sup
µ∈C
〈µ, Y 〉
where C is the set of probability densities with absolutely continuous probability
densities h ∈ Lq(Ω,H,P) with respect to underlying reference probability measure
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P satisfying
(2.4.2) C =
{
h ∈ Lq : 0 ≤ h ≤
1
1− α
,
∫
Ω
hdP = 1
}
.
Here Lq(Ω,H,P) is the dual of Lp(Ω,H,P). It is also the case, that supremum in
(2.4.1) is attained, whenever 1 ≤ p <∞.
Remark 2.5. Note that, in the discrete uniform case with P (ω(i) = 1n ), we imme-
diately get that the absolutely continuous probability density functions h(ω) are of
the form
(2.5.1) h(ωi) ≤ min{
1
n− i
, 1}, for all 1 ≤ i ≤ n.
Remark 2.6. We also remark that, in fact, more general is true. Due to Fenchel-
Moreau theorem, any law invariant coherent risk measure in Lp(Ω,H,P), 1 ≤ p ≤ ∞
has the representation
(2.6.1) ρ(X) = sup
ν∈D
〈µ,X〉
where D is a convex set of absolutely continuous probability densities of ν with
respect to reference probability measure P in the dual of Lp (see [13]).
We will need the following dependence property of random variables and coherent
risk measures, correspondingly.
Definition 2.7. A pair of r.v.’s X and Y is said to be comonotone, if the following
condition holds.
(2.7.1) (X(ω1)−X(ω2))(Y (ω1)− Y (ω2)) ≥ 0 a.s.
Similarly, a coherent risk measure ρ is said to be comonotone additive, if for every
pair of comonotone r.v.’s X and Y
(2.7.2) ρ(X + Y ) = ρ(X) + ρ(Y )
holds.
Remark 2.8. We know by [3] that AVaRα(X) is comonotone additive whenever
α < 1 and, by considering the continuity of AVaRα(X), whenever AVaRα(X) 6=
ess sup[X ]. However, below we provide a simple example that the coherent risk
measure ess sup[X ] is not comonotone additive.
Example 2.9. Let Ω be the discrete uniform probability space of four atoms
ω1, ω2, ω3, ω4. Let X(ω1) = Y (ω1) = 0, X(ω2) = Y (ω2) = 1, X(ω3) = 0.8,
Y (ω3) = −1 and X(ω4) = 3 and Y (ω4) = 0.5. Note that X and Y are comonotone
but ess sup[X + Y ] < ess sup[X ] + ess sup[Y ].
In his seminal work Kusuoka [4] showed the following characterization of law
invariant coherent risk measure on the atomless probability space (Ω, L∞,P), which
later extended to the atomless Lp, p ≥ 1 case (see [5] and [14]).
Theorem 2.10. [4] A mapping ρ : Lp → R∪{∞}, p ≥ 1 on an atomless probability
space (Ω,F ,P) is a law invariant coherent risk measure if and only if it admits the
following representation
(2.10.1) ρ(X) = sup
µ∈M
∫
[0,1]
AVaRt(X)dµt
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for any r.v. X, where M is a probability measure on [0, 1]. If, in addition ρ
is comonotone additive, then supremum is attained in (2.10.1) for a probability
measure µ∗ on [0, 1] such that
(2.10.2) ρ(X) =
∫
[0,1]
AVaRt(X)dµ
∗
t .
We proceed with the following definition.
Definition 2.11. A coherent risk measure ρ is said to preserve SSD if X  Y
implies that ρ(X) ≥ ρ(Y )
The following result shows the strong dependence of SSD-preservation and co-
herent risk measures, (see, [6], Theorem 2.58 and Remark 4.38.)
Theorem 2.12. For X,Y ∈ L∞ the following conditions are equivalent:
• X  Y ,
• E[U(X)] ≤ E[U(Y )] for all nondecreasing concave functions U on R,
• AVaRα(Y ) ≤ AVaRα(X) for all α ∈ [0, 1].
Leitner [8] showed that admitting Kusuoka representation (2.10.1) and preserv-
ing SSD are exactly the same properties of the coherent risk measure ρ in the
general probability space.
Theorem 2.13. [8] In a not necessarily atomless probability space (Ω,F ,P), a
coherent risk measure ρ admits Kusuoka representation (2.10.1) iff ρ is SSD pre-
serving.
Next, we give the concept that is introduced in [7] and [9] independently.
Definition 2.14. Given a not necessarily atomless probability space (Ω,G,P), a law
invariant mapping ρ(X) on (Ω,G,P) is called a functionally coherent risk measure,
if there exists a law invariant coherent risk measure ̺(X) defined on the standard
atomless probability space (Ω,F ,P) such that ρ(X) = ̺|(Ω,F ,P)(X). In addition to
the above property, if ρ(X) is also comonotone additive, then we say that ρ(X) is
a functionally coherent and comonotone additive risk measure.
We conclude this section with the definition introduced in [15] and [10] related
to the underlying probability distribution of the random variable X .
Definition 2.15. If the underlying probability distribution is discrete and finite
with |Ω| = n, then a coherent risk measure ρ is said to be permutation invariant if
ρ(Xpi) = ρ(X) for every permutation π ∈ Sn, where Sn is the set of all permutations
of {1, 2, ..., n} and Xpi denotes the permuted vector, i.e. Xpi = (xpi(1), ..., xpi(n)). A
coherent risk measure ρ(X) : Rn → R that is also permutation invariant is called a
natural risk statistic.
3. Main Results
In this section, we give our main results along with the proofs. The first re-
sult shows that in the finite discrete uniform probability space, any law invariant
coherent risk measure preserves the SSD property.
Theorem 3.1. A law invariant coherent risk measure ρ on the uniform discrete
probability space is SSD preserving.
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Proof. Given two r.v.’s X and Y , denote them with
X = (x1, x2, ..., xn)
Y = (y1, y2, ..., yn)(3.1.1)
Since the probabilities of all elementary events are equal, the SSD relation coincides
with the concept of weak majorization (see [11]).
(3.1.2) [X  Y ] ⇐⇒ [
n∑
k=1
x[k] ≤
n∑
k=1
y[k]],
where x[k] denotes the kth smallest component of X. It follows from the theorem
by Hardy, Littlewood and Polya (see [16] and Proposition D.2.b in [11]) that weak
majorization is equivalent to the existence of a doubly stochastic matrix A such
that
(3.1.3) X ≤ AY.
According to Birkhoff’s theorem (see [12]), the doubly stochastic matrix A is a
convex combination of permutation matrices, i.e. there are permutation matrices
Bj and weights αj , j = 1, .., n with αj ≥ 0 and
∑n
j=1 αj = 1 such that
(3.1.4) A =
n∑
j=1
αjBj
Define random variables Zj : Ω→ R such that Zj(wi) is the ith component of Bjy.
Then Zj, j = 1, ..., n all have the same distribution as Y and it follows from above
that
(3.1.5) X ≤
n∑
j=1
αjZj
Monotonicity,convexity and law invariance imply
ρ(X) ≤ ρ(
n∑
j=1
αjZj) ≤
n∑
j=1
αjρ(Zj)
=
n∑
j=1
αjρ(Y ) = ρ(Y )(3.1.6)
so we complete the proof. 
Theorem 3.1 will lead to the simplified characterizations of the coherent risk
measures in the finite discrete uniform probability space. We state these two rep-
resentations below.
Theorem 3.2. Let P := {W ∈ Rn|
∑n
j=1 wj = 1, wj ≥ 0, j = 1, ..., n} and
D := {X ∈ Rn|x1 ≤ x2 ≤ ... ≤ xn}. Any coherent and comonotone additive risk
measure ρ in the uniform discrete probability space has the following form
(3.2.1) ρ(X) =
n−1∑
i=0
µiAVaRi/n(X), ∀X ∈ R
n,
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where
0 ≤ µi ≤ 1, for all i = 0, 1, ..., n− 1
n−1∑
i=0
µi = 1
AVaR i
n
(X) =
1
n− i
(
X[i+1] + ...+X[n]
)
.(3.2.2)
i.e. AVaR i
n
(X) satisfies
AVaR i
n
(X) = max
W∈P∩D
〈W,Xos〉(3.2.3)
= w1X[1] + w2X[2] + ...+ wnX[n]
0 ≤ wj ≤
1
n− i
, for all j = 1, 2, ..., n
0 ≤ w1 ≤ w2 ≤ ... ≤ wn ≤ 1,
n∑
j=1
wj = 1
Similarly, for the coherent risk measure ρ, which is not comonotone additive, we
have the following characterization.
Theorem 3.3. Let P and D be as above. Any coherent but not comonotone additive
risk measure ρ in the uniform discrete probability space has the following form
(3.3.1) ρ(X) =
n−1∑
i=0
µiAVaRi/n(X) + µnAVaR1(X), ∀X ∈ R
n,
0 ≤ wj ≤
1
n− i
, ∀j = 1, 2, ..., n
0 ≤ w1 ≤ w2 ≤ ... ≤ wn ≤ 1,
n∑
j=1
wj = 1
0 ≤ µi ≤ 1 for all i = 0, 1, ..., n
µn > 0
n∑
i=0
µi = 1
In the rest of the paper, we give the proofs of the Theorem 3.2 and Theorem
3.3 and also derive several corollaries on the way. We borrow a result from [7],
which gives the equivalence of functional coherence and Kusuoka representation on
a general probability space.
Theorem 3.4. [7] Consider a (not necessarily atomless) probability space (Ω,G,P),
and a value p ∈ [1,∞].
• A mapping ρ is a functionally coherent risk measure if and only if it has the
Kusuoka representation of the form (2.10.1) for some family of probability
measures M⊂ P.
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• A mapping ρ is a functionally coherent and comonotone additive risk mea-
sure if and only if it has the representation (2.10.2).
Based on Theorem 3.4, we get the following characterization of law invariant
coherent risk measures immediately.
Theorem 3.5. A law invariant coherent risk measure ρ on the (not necessarily
atomless) probability space is SSD preserving if and only if ρ is functionally coher-
ent.
Proof. A law invariant coherent risk measure ρ is SSD preserving iff ρ admits a
Kusuoka representation by [8], and by [7], ρ admits the Kusuoka representation iff
it is functionally coherent, thus we conclude the proof. 
Corollary 3.6. Any law invariant coherent risk measure ρ(X) on the discrete
uniform probability space is necessarily functionally coherent.
Proof. By Theorem 3.1, on the discrete uniform probability space, a coherent risk
measure ρ(X) is SSD preserving. Hence the result follows from Theorem 3.5. 
We proceed with the lemma below.
Lemma 3.7. On the discrete probability space with uniform distribution, the co-
herent risk measure AVaRα(X) is permutation invariant.
Proof. Let W = {w1, , w2, ..., wn} be the vector of nonnegative weights with∑n
i=1 wi = 1, and X = {x1, x2, ..., xn} be the vector form of r.v. X . Then by
(2.4.1) that
AVaRα(X) = max
{0≤w≤1/n(1−α)}
〈X,µ〉
= w1X1 + w2X2 + ...+ wnXn(3.7.1)
Hence, we see that when we interchange xi with xj where i 6= j, by interchanging
the wi and wj we get the same result. This implies that AVaRα(X) is permutation
invariant. 
Next we will state the result of [10] and [15] for natural risk statistics.
Theorem 3.8. Let D := {X ∈ Rn|x1 ≤ x2 ≤ ... ≤ xn} and P := {X ∈
R
n|
∑n
i=1 xi = 1, xi ≥ 0, i = 1, ..., n} and denote by Xos the order statistics of
X, i.e. Xos := (x[1], x[2], ..., x[n]) for some π ∈ Sn such that Xpi ∈ D. Suppose
the natural risk statistic ρ is subadditive. Then there exists a closed convex set of
weights W ⊂ P ∩ D such that
(3.8.1) ρ(X) := max
W∈W
〈W,Xos〉, ∀X ∈ R
n.
We are now ready to prove Theorem 3.2 and Theorem 3.3.
Proof of Theorem 3.2. Using the definition (2.3.1), by a straightforward calculation
we get that
(3.8.2) AVaRi/n(X) =
1
n− i
[X[i+1] + ...+X[n]]
Moreover, for i−1n ≤ α ≤
i
n , let λ =
n(1−α)−(n−i+1)(i−nα)
n(1−α) . Then, it is easy to verify
that 0 ≤ λ ≤ 1 with
(3.8.3) AVaRα(X) = λAVaR i
n
(X) + (1− λ)AVaR i−1
n
(X)
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Then, by Theorem 3.1, we have, for the comonotone coherent risk measure ρ
ρ(X) =
∫ 1
0
AVaRp(X)dµ(p)
=
n∑
i=1
∫ i
n
i−1
n
AVaRp(X)dµ(p)
=
n∑
i=1
∫ i
n
i−1
n
(
pAVaR i−1
n
(X) + (1− p)AVaR i
n
(X)
)
dµ(p)
=
n∑
i=1
AVaR i−1
n
(X)
∫ i
n
i−1
n
p dµ(p) + AVaR i
n
(X)
∫ i
n
i−1
n
(1− p) dµ(p)(3.8.4)
We note here that the positive coefficients of AVaR i
n
for 0 ≤ i ≤ n add up to∫ 1
0 dµ(p) = 1, since µ is a probability measure on [0,1]. We denote those coefficients
as µi. We also know that the last coefficient µn =
∫ 1
n−1
n
(1−p)dµ(p) = 0, since ρ is a
comonotone coherent risk measure. Moreover, since we are in the discrete uniform
probability space, by Lemma 3.8. AVaRα(X) is permutation invariant, hence a
natural risk statistic. It is also subadditive by being a coherent risk measure.
Thus, the representation (3.8.2) necessarily satisfies (3.7.1) where
0 ≤ wj ≤ min
{
1
n− i
, 1
}
, for all 1 ≤ i ≤ n
0 ≤ w1 ≤ w2 ≤ ... ≤ wn ≤ 1
n∑
j=1
wj = 1,(3.8.5)
which implies wj =
1
n−i for i+ 1 ≤ j ≤ n and wj = 0 for 1 ≤ j ≤ i. 
Proof of Theorem 3.3. Modulo the same arguments as in the proof of Theorem 3.2,
we have that any law invariant coherent risk measure is of the form
(3.8.6) ρ(X) = sup
µ∈M
i=n∑
i=0
µiAVaRi/n(X).
But, since µ = {µ0, µ1, µ2, ..., µn} is an element in the unit simplex in R
n+1, by
Heine-Borel Theorem, representation (3.8.6) attains its maximum for a specific µ.
We also know by [3] that AVaRi/n(X) is comonotone additive for 0 ≤ i ≤ n − 1.
Hence any combination with µn = 0 is necessarily comonotone, and the weight µn
is strictly positive. The theorem is proven. 
Remark 3.9. Note that, for a finite uniform probability space with equal proba-
bilities, two random variables X and Y are distributionally equivalent if and only
if there is a permutation transferring one into another. Hence, any law invari-
ant coherent risk measure ρ is necessarily permutation invariant, and is a natural
risk statistic in the discrete finite uniform probability space due to (2.6.1), as well.
Thus, we note that the formulations of the coherent risk measure in Theorem 3.2
and Theorem 3.3 satisfy the representation (3.8.1) in Theorem 3.8. This also re-
veals that being more risk averse, i.e. adding more weight to X[n] causes that the
coherent risk measure ρ loses its comonontonicity property.
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