Introduction
Crop production is exposed to a variety of risks that increase the volatility of farm profits (e.g., Hardaker et al. 2004) . In particular, the high variability of weather is of relevance for agricultural producers, encouraging the development of efficient risk management tools. In this context agricultural insurance schemes traditionally play a major role in many countries (Glauber 2013) . To overcome problems caused by asymmetric information associated with indemnity-based insurance solutions, index insurance products have been suggested as an alternative (Turvey 2001) . These insurance solutions also have been discussed as a viable strategy for adapting to increasing climatic risks caused by climate change (Patt et al. 2009 ). In contrast to traditional insurance products, the payout of index or parametric insurances does not depend on actual losses but on the performance of a predefined index or trigger value. Weather indices, such as the sum of precipitation in a certain accumulation period, are used as underlying of the index [see, e.g., Leblois and Quirion (2013) for an overview]. In this example, a payout occurs if a strike level of the underlying precipitation value is undercut or exceeded, depending on the contract design. To allow for the efficient reduction of on-farm losses, the chosen index must adequately describe on-farm results (Woodard and Garcia 2008) . The remaining basis risk-that is, the discrepancy between the losses experienced by the farmer and the indemnity of the index insurance-is one of the key challenges for acceptance by farmers (e.g., Elabed et al. 2013) . Although several index insurance products are available in the market, basis risk remains the biggest hurdle to overcome (see, e.g., Turvey and McLaurin 2012) . More specifically, three sources of basis risk are important. First, the design basis risk describes the fact that the index value does not include all the relevant information for predicting the targeted farm-level yield. Second, spatial basis risk is caused by the distance between the point of index measurement (e.g., weather station) and the farm's location (Leblois et al. 2014b; Ritter et al. 2014) . Third, temporal basis risk captures the imperfect choice of the time frame for index determination (Deng et al. 2007; Díaz-Nieto et al. 2010) .
In our analysis we will build upon various contributions to reduce design risk that have been suggested (e.g., Pelka and Musshoff 2013; Conradt et al. 2015a) . In this study, we further aim to present novel approaches to reduce both spatial and temporal basis risk. We synthesize the different approaches used to reduce spatial and temporal basis risk in a literature review presented in the subsequent section. The approaches used so far provide promising and innovative ways to reduce basis risk effectively. However, the suggestions made in earlier research are usually both considerably complex and costly. Thus, these approaches limit acceptability by farmers and insurance providers. To overcome these problems, we propose the use of publicly provided weather grid data and regional plant growth observations in weather index-based insurance (WII) design.
Our empirical results show that grid data do not outperform station data in terms of the reduction of basis risks. Yet, the use of grid data can facilitate index insurance design. The use of phenological observations is found to significantly reduce basis risk and thus increase farmers' expected utility. The remainder of this paper is structured as follows. We first present a literature review on strategies to cope with spatial and temporal basis risk. Second, the conceptual background of index design, option pricing, expected utility, and hypotheses tests is presented. Third, the datasets for weather, phenology, and yields are described. Fourth, we present our results. Finally, results are discussed and concluding remarks are presented.
Literature review
Regarding spatial basis risk, for instance, Woodard and Garcia (2008) suggest using weather data obtained from a station as close as possible to the farm. This is of particular relevance for precipitation indices, because the correlation between the index and losses quickly declines with increasing distance (Odening et al. 2007; Norton et al. 2012) . To overcome problems with low densities of weather stations, other authors (Heimfarth and Musshoff 2011; World Bank 2013) suggest either interpolating weather station data to on-farm locations or creating a portfolio of contracts from different stations around the farm. For instance, kriging techniques have been used to estimate on-farm rainfall based on nearby weather stations' data (Paulson et al. 2010) and to explain the relationship between rainfall at the two locations (Norton et al. 2015) . Along these lines, the World Bank (2013) used a model to interpolate station data to a grid of 9 km 3 9 km resolution covering Guatemala and Honduras. Other studies suggest creating a portfolio of several weather options based on the data from different weather stations using a geographic cross hedging effect (Berg and Schmitz 2008; Woodard and Garcia 2008; Ritter et al. 2014) . Norton et al. (2012) detected that weighting this portfolio by geographical parameters, such as longitude, latitude, altitude, or distance, further decreases spatial basis risk.
Besides spatial basis risk arising from imprecise weather information, temporal basis risk mainly results from choosing index measurement time windows that are imperfect for two reasons. First, the chosen time windows that are based on general calendrical definitions-that is, choosing the cumulative rainfall in a specific month-are just proxies for critical vegetation periods. In reality, these growing phases vary across space and time. Only a few studies have incorporated growing seasons explicitly (e.g., Kapphan et al. 2012; Leblois et al. 2014b; Conradt et al. 2015b; Kumar et al. 2016) . While Kapphan et al. (2012) extracted information on vegetation phases from a crop model, Leblois et al. (2014a) and Conradt et al. (2015b) used growing degree days to specify vegetation periods. Kumar et al. (2016) identified heat-sensitive growth stages from experimental data based on observed phenological phases. Second, the start and end dates of these windows of index measurement are usually fixed; that is, they are identical in every year (e.g., start and end dates of months). This choice ignores the fact that the timing of single-growth stage periods varies from year to year. These fixed time windows are, however, chosen in all studies on weather index insurances so far.
1 As an exception, Conradt et al. (2015b) used flexible weather index definitions based on vegetation periods defined using growing degree days (GDD), allowing index measurement windows to be specially suited to the vegetation phase and to vary from year to year. This flexible index definition was found to be superior to a fixed index definition (Conradt et al. 2015b ). However, the definition of vegetation phases based on GDD faces several challenges, for example, that assumptions must be made on the occurrence of vegetation periods based on GDD across various crops and varieties used, and that precise knowledge of sowing dates might be required (Conradt et al. 2015b ).
All of the described approaches to reduce temporal and geographical basis risk imply a decrease in the traceability and an increase of the complexity of the weather index insurance. Furthermore, holding several contracts to reduce geographical basis risk increases transaction costs (Ritter et al. 2014) . Along these lines, Odening and Shen (2014) stated that increasing the complexity of index insurance in order to reduce basis risk counteracts market acceptance due to the demand for easily understandable products (Odening et al. 2007 ). Therefore, Leblois et al. (2014a, p. 532) suggest using ''the most transparent index among indices reaching similar outcomes'' (see also Patt et al. 2009 ). In contrast, WII uptake is also limited due to basis risk (Gine et al. 2008; Elabed et al. 2013 2 ). Thus, there is a clear trade-off between index complexity and basis risk reduction potential. In addition, weather portfolios (or more general weather processing) or the specification of growing seasons (e.g., using GDD) by the insurance company could potentially lead to mistrust and therefore transaction costs, as there is the potential of moral hazard on the insurers' side. Cole et al. (2013) and Leblois and Quirion (2013) showed that insurance adoption increases with increasing trust in the product and the supplying institution. In summary, a straightforward index calculation that is based on data provided by a trustworthy public institution is required in order to increase market acceptance of index insurances. However, at the same time, risk reduction must be realized and basis risk must be low.
Building upon this background, our research aims to contribute to improving index-based insurance solutions by investigating the potential of publicly available information that has massive potential to reduce both geographical and temporal basis risk. More specifically, we investigated whether gridded precipitation data and locally reported vegetation phases provided (in real time and without costs) by the Deutscher Wetterdienst (DWD, the German meteorological service) improve rainfall-based index products for northern Germany. High-resolution gridded precipitation data are not only potentially valuable due to their effect on geographical basis risk, but they can also facilitate index-based insurances by providing complete and reliable long-term data series, which might not necessarily be the case for data obtained from a weather station. These advantages of gridded weather data also stimulated its use in other disciplines, such as in particular meteorology [see, e.g., Zolina et al. (2014) for a recent example]. Considering the abovementioned literature findings, the procedure proposed herein could reduce spatial and temporal basis risk of weather index insurance in a traceable and transparent manner. In this regard, we assume that farmers' trust in the weather index calculation is higher if the insured weather value is directly obtained from an official body rather than if the index calculation is made by the insurer.
To evaluate basis risk reduction potential, we tested two hypotheses: (i) whether WII based on grid data (denoted in the remainder of the paper as Grid) outperforms the common practice of using station data (denoted Station) and (ii) whether index accumulation based on phenological observations (denoted Phenology) outperforms monthly index accumulation (denoted Month). Risk-reducing properties are evaluated using an expected utility (EU) framework. Throughout the paper a particular emphasis was given to the consideration of the role of downside risks.
Conceptual background a. Index design
Crop yield y is a function of weather, represented by a weather index denoted as r. Additional factors that affect crop yields, but are uncorrelated with r, are summarized within the term «:
We focus on a precipitation index in our analysis because this is a major determinant of winter wheat yield variability in our case study (see also Schillinger et al. 2008; Cabas et al. 2010 ). More specifically, we used a cumulative precipitation index that captures the precipitation over a specific period (Leblois et al. 2014a; Roberts et al. 2013) . The calculation of this index r R ti , for year t and farm i is made as follows:
where R ti d is the precipitation at day d in year t relevant for farm i. Start and end dates are either calculated using (i) dates recorded from phenology reporters (start and end dates vary across years) or (ii) following the common practice in other approaches, where the beginning and end of months are chosen as start and end dates, respectively.
2 See also Clarke (2016) for a detailed microeconomic assessment of how basis risk affects insurance demand.
The payout p put t of the insurance contract is triggered when the weather index undercuts a certain threshold value (strike level S i ). Depending on the payout per missing index point (tick size T i ), the overall insurance payout is determined. Thus, we focus on indemnification for situations where a lack of precipitation is observed, that is, a payout structure from a European put option, defined as p put ti 5 PfT i max[(S i 2 r R ti ), 0]g The term T i denotes the payout per missing millimeter of precipitation in our case study, whereas S i indicates the strike level of rainfall (mm) under which the payout is triggered. The wheat price P was assumed to be 15.8 Euros (EUR) per deciton (dt) (FAO 2016) . Determination of T i and S i is based on the empirical relationship between wheat yields and precipitation, 3 with the latter being obtained either from a weather station or for the specific location of the farm from the grid model. Here the random yieldỹ i is stochastically dependent on the random weather index e r R i and an error term« i . The yield observation can thus be decomposed as follows:
where b i is the change in yield (slope coefficient) given a one-unit change in rainfall r R i . The term r R i is a vector of precipitation values per farm over the years, obtained either from a weather station or out of the weather grid, whereas c i is an intercept.
Tick size T i of farm i is then defined as the estimated slope coefficientb i , that is, the change in winter wheat yield given a rainfall change of 1 mm. The term S i is the index value that corresponds with the mean yield 4 y [S i 5 g 21 i (y i )]; that is, insert mean yield y together with estimates ofĉ i andb i into Eq. (3) and solve for r R i . We follow Conradt et al. (2015a) and estimate the parameters of Eq. (3) using quantile regression (QR). QR has been shown to be superior to the use of ordinary least squares (OLS) regression in the WII context for two reasons. First, it is more robust with respect to outliers. Second, it focuses on a particular quantile of interest, which improves the explanation of low-yield events, that is, downside risks. The estimation problem is as follows:b i (t) 5 arg min
QR minimizes the absolute deviance rather than the squared distances between fitted value and residual. Thus, the potential influence of outliers is reduced. The parameter t defines the quantile of interest, and the estimated relationships between winter wheat yield and rainfall index are thus quantile specific. We follow Conradt et al. (2015a) and choose t 5 0.4, 5 because a special emphasis on explaining yields below this threshold is enabled by this choice (t 5 0.5 would focus on below-median yields in general). Hence, the insurance contract parameters T i and S i are especially suited to indemnify low yield outcomes.
The ''quantreg'' package (Koenker 2015) from the statistical software environment R (R Core Team 2014) was used.
PRICING
Insurance premiums G i , are calculated separately for each farm. We consider two scenarios for the costs of the insurance. First, we use actuarially fair premiums, where the premium for each farm is equal to the expected payout from the WII. Second, we assume a loading factor of 10% in excess of this fair premium to represent other costs for the insurance. Only the former results will be presented here, as there are no differences with respect to hypotheses tests (numerical results are available in the online supplement). The fair premium is derived using a nonparametric burn rate method. To this end, a bootstrap procedure was used to obtain consistent results, where 10 000 payout values were derived from random draws from the given time series of precipitation (Spicka and Hnilica 2013). 6 b. Expected utility framework and test strategy
The insurance contract should lead to a reduction of the risk faced by farmers and thus should increase the utility of a risk-averse decision-maker. The riskreducing property of the insurance strongly depends on the decision-maker's risk preference. To consistently account for downside risk aversion, we use a power utility function 7 (see also Berg et al. 2009; Leblois et al. 2014a) . The function converts the farmer's realization of terminal wealth W ti (in monetary units) in year t into a utility value that depends on the decision-maker's risk preferences. The expected utility of farm i is the probability-weighted average of these yearly utility values (Chavas 2004) .
We employ six scenarios of risk aversion in our analysis. More specifically, coefficients of relative risk aversion of a 5 0, 0.5, 1, 2, 3, and 4 are inserted into the utility function, representing a gradient from risk neutrality to high risk aversion (e.g., Chavas 2004) . Assuming that farmer i only holds the assets' initial wealth, wheat production, and insurance, the yearly terminal wealth is equal to W ti 5 Py ti 1 p put ti 2 G i 1 W 0 , where W 0 indicates initial wealth. To empirically specify the latter, the average level of direct payments in Lower Saxony, Germany, is used (EUR 280 8 ha
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; T. Lihl, Chamber of Agriculture Lower Saxony, 2015, personal communication). Given that W ti . 0, the farmer's utility arising from a terminal wealth level W ti is determined as
We thus obtain utility values U ik out of each yearly outcome W ti , insurance product k 2 [Grid, Station, Phenology, Month]
9
, and coefficient of relative risk aversion a. For each farm the insurance product, the coefficient of relative risk aversion, and the average utility levels across all years are derived and are used to set up expected utility matrices EU i,a,k . Each of these jkj(54) matrices contains jij (5number of farms) columns and jaj (56) rows with EU values per farm and level of risk aversion.
As stated above, we subsequently test (i) EU i,a,Grid against EU i,a,Station and (ii) EU i,a,Phenology against EU i,a,Month by determining which of the insurance schemes provides the highest expected utility. Both tests are conducted across all levels of risk aversion.
Taking into account the ordinal nature of expected utility values, we use a nonparametric one-sided paired Wilcoxon rank sum test to compare the utility levels for different insurance products. As a sensitivity analysis, a nonparametrical sign test is used, which did not result in different test results.
Data a. Weather data
All weather data were obtained from the German meteorological service (DWD), which is directed by the German public authorities. Hence, weather data are freely available for both insurer and insured. Thus, index calculation is traceable and easy to understand. Two approaches were considered for deriving precipitation data to be used as index underlying. First, the insurance is designed based on weather station data. Following Norton et al. (2012) , a nearby station was allocated to each farm (in our study, the average distance between farm and weather station was 8.5 km). Second, grid data were used to derive WII. To overcome the traceability issue and to ensure minimal geographical basis risk, a gridded rainfall dataset was chosen that covered the whole study period and provided immediate rainfall information for around 600 000 locations in Germany. These data were derived from the gridded dataset RegNie 10 , which provides daily rainfall data within a grid layer of 1 km 3 1 km resolution. RegNie uses multiple linear regression and connects inverse distance weighted station data and orographic parameters in order to interpolate stationary measured precipitation into a grid. Further, RegNie ensures that both zero precipitation and extreme precipitation events at a weather station are not smoothed out by the values of surrounding stations but remain in the gridded data. However, zero precipitation events in between station grid cells remain difficult to predict (Rauthe et al. 2013) .
11 Compared to weather station data, the gridded 7 See Di Falco and Chavas (2006 ) and Finger (2013 for a motivation of this functional form. 8 As the power utility function implies decreasing absolute risk aversion (DARA) preferences, we tested sensitivity toward changes in the initial wealth parameter and found no qualitative differences in our results. DARA preferences imply that absolute risk aversion decreases with increasing wealth. 9 The levels of k denote different index underlyings, namely, Grid = gridded precipitation data as described in section 3a; Station = precipitation data obtained from weather station as described in section 3a; Phenology = index time frame determination using phenology observations as described in section 3b; and Month = index time frame determination using start and end dates of months as described in section 3b. 10 The model's name RegNie stands for Regionalisierte Niederschlagshöhen (regionalized amount of precipitation).
11 The overall correlation between weather station precipitation and gridded precipitation was around 0.95. However, differences were mainly due to missing dry days in the gridded dataset.
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dataset is less vulnerable to technical failure, as breakdowns at single stations are compensated by surrounding ones. For a more detailed explanation of the RegNie model see Rauthe et al. (2013) . Detailed summary statistics of the precipitation data used are presented in the online supplement (for a summary of these statistics see Table 1 herein). In contrast to other models used in WII applications so far (e.g., Ritter et al. 2014; World Bank 2013) , this dataset is provided by an independent and public institution. The data are directly available and no further calculations are necessary, as the model provides a realtime precipitation value for each grid cell online. 12 b. Phenology data Wheat plants are sensitive to a low water supply in the growing phases of stem elongation-ear emergence, ear emergence-yellow ripeness, or stem elongationyellow ripeness 13 (Farooq et al. 2012; Conradt et al. 2015b; Varga et al. 2015) . To represent this sensitivity, we used two ways of designing index accumulation periods: (i) a fixed accumulation period and (ii) a flexible accumulation period based on phenology reports (Table 2) .
For the fixed accumulation periods, we follow Menzel and Sparks (2006) , who found that critical periods mostly occur during the periods 1 April-31 May (PM1) and 1 June-31 July (PM2), or during the whole period from 1 April to 31 July (PM1 1 2). This monthly accumulation is an often used index in the context of WII for our case study on German wheat production (Heimfarth et al. 2012; Pelka and Musshoff 2013) .
For the flexible index accumulation window, phenological observations are used. More specifically, the DWD provides a ''phenological observation network'' for a variety of plants consisting of about 1200 locations all over Germany (Deutsche Wetterdienst 1991, p. 151) . ''Phenological yearly reporters'' observe a reference field 14 and capture a phenological phase, when about 50% of all plants reach it. Reporting is done by a volunteer who reports the growth stage occurrence of different plants around his reporting location. 15 For a detailed explanation of the reporting procedure and plants observed see Kaspar et al. (2014) . For winter wheat, the observed and reported phases are (i) tilling, (ii) seedling growth, (iii) stem elongation, (iv) ear emergence, (v) milk ripeness, (vi) yellow ripeness, and (vii) harvest. We used this phenological reporters' data to determine the calendar dates of above-watersensitive winter wheat growing stages. Specifically, phases III to IV (PP1), IV to V (PP2), or III to V (PP1 1 2) are utilized. We matched the appropriate location of a reporter to a specific farm using GIS information of phenological regions as defined by Ssymank (1994) . 16 Concerning both the fixed and the flexible determinations, we considered possible farm-specific differences in the accumulation period. More specifically we chose the rainfall accumulation period farm individually by utilizing the one providing the highest EU increase per farm from the three possible periods. Thus, for both monthly and phenology stage accumulated indices, three insurance products are offered to the farmer, namely, PM1, PM2, or PM1 1 2 for 12 We assume that a farmer's trust in the supplying institution fosters trust in a farm's individual weather value obtained from a gridded dataset. 13 Note that the important growth phases of winter wheat plants take place after the winter months because plant growth is stopped at the beginning of the cold winter period and resumed afterward. Thus, winter rainfall actually has only a small effect on winter wheat growth.
14 Note that the observed sites are cultivated under practical, nonexperimental conditions. 15 A reviewer indicated that this could give incentives to insured farmers to influence the reporters to provoke insurance payouts, which should be considered if implementing the methodology proposed here. 16 See the online supplement for a GIS map of these regions.
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monthly and PP1, PP2, or PP1 1 2 for phenology accumulation dates. We further assume that a farmer chooses the WII insurance product that provides the highest EU value for his or her farm. Consequently, we obtain two optimal accumulation periods per farm, one for monthly and one for phenology phase accumulation indices.
17
For detailed summary statistics of rainfall during the different accumulation periods, see the sections ''Monthly Precipitation'' and ''Phenology Phase Precipitation'' in the online supplement. It should be noted that the variation in rainfall is considerably higher in the phenology phase accumulated dataset compared to the monthly accumulated precipitation (see Table 2 ).
c. Study area and yield dataset
Winter wheat panel data were available from 1996 to 2010 for 29 farms in the southeastern part of the federal states of Lower Saxony and Saxony-Anhalt. 18 The locations of farms are presented in Fig. 1 . Crop production, particularly winter wheat, is an important part of a farm's portfolio in this region (Lower Saxony Ministry of Food, Agriculture, Consumer Protection and Regional Development 2011). The average farm size in the study area is around 60 ha (Heimfarth et al. 2012 ) with podzols and luvisols being predominant soil types. The yield data have been provided by Pelka and Musshoff (2013) in detrended form. The detrending to control for technological change conducted by Pelka and Musshoff (2013) was based on linear regressions as motivated by Heimfarth et al. (2012) . 19 The yield data are summarized in Table 3 . The mean annual precipitation within the study period is 710 mm, and precipitation is characterized by high volatility with an average standard deviation of 154 mm across all the stations considered in our analysis.
Results
Compared to a situation without insurance, all the insurance products that were tested showed an EU increase that was significantly greater than zero. Tick sizes, strike levels, premiums, number of payouts within 15 years, and optimal accumulation periods are documented in detail in the online supplement. Table 4 summarizes the option parameters for a coefficient of relative risk aversion equal to one. The very high FIG. 1. Location of case study farms. Farms are presented as red points (Heimfarth et al. 2012; Pelka and Musshoff 2013) . 17 We indicated optimal phases in the ''Accumulation Phase'' section of the online supplement. 18 Note that farms within the panel have neither indemnity-nor index-based insurance protection during the investigation period. We thus assume that cultivation decisions are made based on good agricultural practice with no incentives to produce at lower cost, as there is no protection against low-yield outcomes. 19 In Heimfarth et al. (2012) , different regression approaches have been considered, that is, linear and quadratic trend models, as well as OLS and robust regression approaches (Finger 2010) . ) values in the strike-level section reflect cases of poor quantile regression results with respect to the estimates of intercept and slope coefficient. 20 In our analysis we focus on put options, reflecting that a lack of rainfall causes yield losses, and thus we assume that farmers insure only if the slope coefficient of the regression is positive. Based on this exclusion criterion, the combination of station rainfall and flexible adjusted periods resulted in 28 out of 29 possible farmers being insured, whereas ''Grid and Phenology'' and ''Station and Months'' result in 26 and 24 contracts, respectively (Table 4) .
Recalling the abovementioned description of the test procedure, we tested the following null hypotheses:
(i) The EU of farmers insured using gridded precipitation data is greater than or equal to the EU of insured farmers using precipitation data obtained from nearby weather stations (denoted as EU Grid $ EU Station ). (ii) The EU of farmers insured via flexible rainfall accumulation period determined using phenological observations is less than or equal to that of farmers insured using monthly accumulated precipitation (denoted as EU Month $ EU Phen ).
The results of test procedures are displayed in Table 5 . In contrast to our expectation, we find that using gridded precipitation data as provided by DWD in designing weather index insurance did not lead to a higher EU for farmers in our example. This result holds for all levels of risk aversion considered. In contrast, implementing phenological observations significantly contributed to an EU increase for risk-averse farmers. Thus, we can reject the null hypothesis for all levels of risk aversion greater than zero, supporting the alternative hypothesis that the EU of index-insured farmers using flexible rainfall accumulation periods determined using phenological observations is greater than the EU of index-insured farmers using fixed monthly rainfall accumulation periods.
Discussion and conclusions
In this paper we present the first study that tests the performance of gridded precipitation data and phenological observations provided by a public body in a WII framework. For our case study, we reject the hypothesis that precipitation grid data reduce spatial basis risk. Two reasons are expected to cause this result. First, the rainfall interpolation model underestimates the occurrence of dry days and therefore low rainfall risks (Fosser 2013) . 21 Second, the weather station density was rather high in our sample, as the mean distance between farm and station location was 8.5 km with a minimum of 0.45 km and a maximum of 18 km. Despite this result, two important advantages of grid data must be highlighted for practical implementation. First, using grid data, it is no longer necessary to find an appropriate weather station. Second, the time series of grid data weather information is always complete and technical failure is less likely, as the underlying grid model excludes data gaps of affected stations. Based on these aspects, future research should develop institutionally provided grid data that are especially designed for insurance practice. Providing such data to the local insurance industry could significantly increase the attractiveness of WII products, without providing premium subsidies.
In line with our initial hypothesis, we find that the use of phenological observations significantly reduces basis risk. The finding that accounting for growing phases improves WII performance is in line with the recent findings of Conradt et al. (2015b) . Our results, however, also made use of a rich available pool of reported phenological observations that has not yet been considered in weather index insurance research. The utility gains identified in our analysis reveal potential benefits for both farmers and insurance companies. Thus, phenological observations should be included in weather index insurance practice, especially in view of their relevance in crop science (Olesen et al. 2012) . However, further approaches to find occurrence dates of growth stages could be tested in the WII context, such as satellite imagery (Vrieling et al. 2013) or weather data (Saiyed et al. 2009 ).
Based on our results and in view of these data sources becoming increasing availabile in countries other than Germany [MeteoSwiss 2011 [MeteoSwiss , 2016 USA National Phenology Network (2016) for example in Switzerland and the United States], as well as the increasing availability of satellite data (de Leeuw et al. 2014) , there is a high potential for improvements in WII solutions. Further research should take into account additional datasets that combine interpolation and radar observations into a grid layer, as this methodology increases accuracy in extreme event estimation [Radar Online Adjustment (RADOLAN) for Germany; ftp://ftp. dwd.de/pub/CDC/grids_germany/daily/radolan/]. Moreover, these datasets can stimulate the further development of index insurance at the farm level, as there is a tendency in index insurance literature to concentrate on the ''meso'' level or agribusiness firms instead of focusing on single farms (Miranda and Gonzalez-Vega 2010; Farrin and Miranda 2015; Weber et al. 2015) . 
OCTOBER 2016 D A L H A U S A N D F I N G E R

