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Introduction
In this paper, we consider the following Dirichlet problem − B u = g(x, u), x ∈ int B, u = 0 o n ∂B (1.1) where g(x, u) satisfies some subcritical or critical hypothesis. For the critical case we mainly discuss g(x, u) = λu +|u| 2 * −2 u for 2 * = 
2,0 (B).
The definition of such distribution spaces will be given in the next section. The analysis on manifolds with conical singularities and the properties of elliptic, parabolic and hyperbolic equations in this setting are intensively studied in the last decades. More specifically, in aspects of partial differential equations and pseudo-differential theory of configurations with piecewise smooth geometry, the work of Kondrat'ev (see [14] ) has to be mentioned here as the starting point of the analysis of operators on manifolds with conical singularities. The foundations of our paper have been developed through the fundamental works by B.-W. Schulze, and subsequently further expended by him and his collaborators, such as J.B. Gil, J. Seiler, T. Krainer and so on. The main subject of their work is the calculus of pseudo-differential operators on manifolds with singularities (see [23] and the references therein). On the other hand, R. Melrose and his collaborators gave various methods and ideas in the pseudo-differential calculus on manifolds with singularities, cf. Melrose and Mendoza [16] , Melrose and Piazza [17] , Melrose and Nistor [18] and Mazzeo [15] . All these mathematicians investigated deeply the underlying pseudo-differential calculi and the connected functional spaces. While these theories are nowadays well-established, many aspects are still to be interested, for instance, the existence theorem for the corresponding nonlinear elliptic equations on manifolds with singularities. In particular this is the main aim of our present paper.
Our work is in fact motivated by the work of Schrohe and Seiler in [22] , where they introduced the so-called L p -theory for the cone Sobolev spaces. Moreover, in [7] [8] [9] , Coriasco, Schrohe and Seiler discussed the applications of those theory for linear and nonlinear parabolic equations on manifolds with conical singularities (with or without boundary). In [11] , Dreher and Witt introduced the edge Sobolev spaces and dealt with the hyperbolic operators of degenerate type. They proved the wellposedness of the associated linear and semilinear Cauchy problems and considered the propagation of singularities for solutions to semilinear problems. All the mathematicians mentioned above provided important progress, by different approaches, on the general theory of totally characteristic operators, equations on singular manifolds, wave-front sets and propagation of singularities, etc.
Recently, the authors established the so-called cone Sobolev inequality (see Proposition 2.3) and Poincaré inequality (see Proposition 2.4) for the weighted Sobolev spaces (2.1) (see [5] for details). Such kind of inequalities are fundamental to prove the existence of the solutions for such nonlinear problems with totally characteristic degeneracy, and they are expected to be very useful in solving some geometry problem, e.g. Yamabe problem on manifolds with conical singularities. In [5] , by using these inequalities and the variational method we already got the existence theorem for a class of semilinear degenerate equations on manifolds with conical singularities, that is, for the following Dirichlet problem − B u = |u| p−2 u, x ∈ int B, u = 0 o n ∂B, (1.2) there exists a non-trivial solution u in H 1,
. In this paper, we consider that the nonlinearity g(x, u) satisfies the subcritical condition and we get the multiplicity result as follows. 
In their famous paper [4] , Brezis and Nirenberg studied the following equation
and get a positive solution of (1.3) in H 1 0 (Ω) for λ ∈ (0, λ 1 ) when n 3, where λ 1 is the first eigenvalue of − with Dirichlet boundary condition. Later on Devillanova and Solimini [10] proved that (1.3) has infinitely many solutions for λ > 0 when n 7 and Schechter and Zou [21] got infinitely many sign-changing solutions for λ > 0 when n 7. Based on these achievements, we focus on the following Dirichlet problem
where λ > 0, and 2 * = 2n n−2
. In [6] we have already proved that there exists a positive solution of (1. In Section 2 we give some preliminaries, such as the definition of weighted Sobolev spaces and some lemmas which will be used in the later sections.
In Section 3 we discuss the existence of multiple solutions to the degenerate elliptic equations with subcritical exponent and give the proof of Theorem 1.1.
In Section 4 we will deal with the existence of infinitely many solutions to the degenerate elliptic equations with critical exponent. Since the Sobolev embedding is noncompact in this case, the idea to get this result is to extract a convergent subsequence from a noncompact (PS) sequence, which depends mainly on a uniformly bound estimate of solutions to the problem with subcritical exponent and Morse index theory and min-max method. Section 4.1 is dealt with some integral estimates for controlled concentrating sequences. In Section 4.2 we mainly discuss the local uniform bounds on controlled concentrating sequences. In Section 4.3 we give the proof of Theorem 1.3 of solutions to the degenerate elliptic equations with subcritical case. Section 4.4 concerns the proof of Theorem 1.2.
Preliminaries

Cone Sobolev spaces and inequalities
Here we introduce the manifolds with conical singularities and the corresponding cone Sobolev spaces.
Let X be a closed, compact C ∞ manifold of dimension n − 1, and set
which is the local model interpreted as a cone with the base X . Since the analysis is formulated off the singularity it makes sense to pass to X ∧ = R + × X the open stretched cone with the base X .
A finite dimensional manifold B with conical singularities is a topological space with a finite subset 
Definition 2.1.
Moreover, the weighted L p -spaces with weight data γ ∈ R is denoted by L
Now we can define the weighted Sobolev space for 1 p < +∞. 
for arbitrary α ∈ N, β ∈ N n−1 , and |α| + |β| m. In other words, if u( 
In this paper by a cut-off function we understand any real-valued ω( 
is the pull-back function with respect to 1 × χ j : The similar results can be found in [22, 24] . [22, 24] .) We have the following properties.
Proposition 2.2. (See
is Banach space for 1 p < ∞, and is Hilbert space for p = 2. We first recall the cone Sobolev inequality and Poincaré inequality. For details we refer to [5, 6] and the references [12, 16, 19] .
Proposition 2.3 (Cone Sobolev Inequality). Assume that
, (2.3) where the constant c = c 1 + αc 2 .
, (2.4) where 
The global compactness
We first introduce a scale operation on our Sobolev spaces.
and u σ and is determined by the "center"
or "concentration" pointx and the "modulus" σ .
and u σ
as required. In fact, let
) σ and y =x + σ (x −x ), then we have
.
In an analogous manner, we can get u σ
Definition 2.4. Let {u m } m∈N be a given sequence, we shall say that {u m } m∈N is
• a controlled sequence if each u m is a solution to • a balanced sequence if each u n solves (1.5) for some p ∈ [2, 2 * ].
The corresponding functional to (1.4) is
and for λ = 0 we denote
We recall the definition of (PS) sequence.
Definition 2.5. Let V be a Banach space and a functional E ∈ C 1 (V , R). We say that the functional E satisfies the (PS) c condition, if for any sequence {u m } m∈N ⊂ V with the properties:
there exists a subsequence which is convergent, where E (·) is the Fréchet differentiation of E and V * is the dual space of V . If (PS) c condition holds for every c ∈ R, we say that E satisfies the (PS) condition and {u m } m∈N is called the (PS) sequence. 
such that up to a subsequence, {u m } m∈N satisfies
We call concentrating sequence any bounded sequence which satisfies a weaker case of the property in Proposition 2.8. More precisely, we say that the sequence {u m } m∈N is a concentrating sequence if the limit (2.10) holds in the L Since the proof of Proposition 2.8 is similar to the proof of Theorem 3.1 in Chapter III of Struwe [26] , so we omit it here. The similar proof can also be found in [25] and references therein. However, by Proposition 2.8, we know that from any noncompact (PS) sequence we can extract a will also be considered to be given when we have fixed any concentrating sequence. Now we can define the so-called "safe region" for (PS) sequences and they are the sets on which the local uniform bounds will be established. Let us denote the "ball" in R n + in the sense of measure
dx with the center y = (y 1 , y ) and radius r as follows:
Then it is easy to see that the "ball" in the "origin" with radius r is indeed Ω r (x 0 ) for x 0 = (1, 0) and sometimes we denote Ω r (x 0 ) or Ω r (y) by Ω r . Fig. 1 is a graph of (2.11) in 3-dimension case.
Proof of Theorem 1.1
In this section we will give the proof of Theorem 1.1. The following propositions will be used in the proof. For details one can see Struwe [26] or Ambrosetti and Rabinowitz [1, 20] . [26] .) Suppose that the functional E has the following properties.
Proposition 3.1. (See
Any (PS)
sequence for E is bounded in some Banach space V with dual V * . [26] .) Suppose V is an infinite dimensional Banach space and suppose the functional
For any u
is finite dimensional, and assume the following conditions:
Then E possesses an unbounded sequence of critical values.
Proof of Theorem 1.1. We define the functional
Hypothesis (2) implies that E is Fréchet differentiable on H 1, n 2 2,0 (B). The assertion of this theorem is equivalent to the assertion that E admits an unbounded sequence of critical points.
dx . In order to show that E satisfies (PS) condition, we first note that the 
, we have 
where |B| is the measure of B in the sense of
dx , and o(1) → 0 as m → ∞. By hypotheses (2) and (3), the last term is finite and the desired conclusion follows. Moreover, since g is odd and E is even, then E(0) = 0. Denote 0 < λ 1 < λ 2 λ 3 · · · the eigenvalues of − B on B with homogeneous Dirichlet data, and let ϕ j be the corresponding eigenfunctions. We claim that for k 0 sufficiently large there exist ρ > 0, α > 0 such that for all u ∈ V + := , whenever u −R 0 .
By integrating the above two inequalities with respect to
, whenever u −R 0 .
That is,
For any finite dimensional subspaces 
where W k = span{ϕ j ; j k} and
The proof is complete. 2
Proof of Theorem 1.2
The proof of Theorem 1.2 is divided into four parts.
Integral estimates for controlled concentrating sequences
For fixed p 0 ∈ (2, 2 * ), we can choose a sequence {p m } n∈N such that p m → 2 * . Let 0 < λ 1 < λ 2 λ 3 · · · λ k · · · be the eigenvalues of − B and let φ k (x) be the eigenfunction corresponding to λ k . Denote In order to prove the above proposition, we need several lemmas. 
(R
, we get
Analogously, since the equality 
Since B is a bounded set and a 1 
for any p 1 such that
, and (see Remark 4.1) 
together with the fact that 2 − n r
. Therefore, from Remark 4.1, we get
Now by Lemma 4.1 together with the p 1 and p 2 chosen as above, we get
under a suitable choice of the bound of the norm of a 0 . Finally we use the triangular inequality to obtain We begin with a weaker estimate. m respectively. If this newũ m could satisfy (4.7) we will not need to look for other choices. Otherwise, we repeat the same argument and then choose the second candidate y (2) m in the same way. For any fixed m ∈ N, we proceed recursively finding a sequence y 
with a constant C independent of m. For any m ∈ N, there exists r m ∈ [
and p 2 = 
, where for i = 1, 2,
, by the Hölder inequality, we get
On the other hand,
and this concludes the proof. 
Since u m is a solution to (2.6), by Proposition 4.2 and (3) we have
Here we use the fact that σ m 1 for m large. 2 
Local Pohozaev identity
Now we fix a general open smooth set B in R n + and consider a semilinear elliptic equation of the form 14) where ν is the outward normal to ∂ B. Multiplying (4.13) by ∇ B u · (ln x 1 , x ) from both sides, since
using the Divergence Theorem and integrating by parts we can get
On the other hand, if we denote by G(u) a primitive of the function g(u), then by integrating by parts we have 
(4.17)
Multiplying (4.14) by n 2 * and together with (4.17), we get
(4.18)
In our case, taking g(u) = λu + |u| p−2 u, the above equality becomes
Since we can move (1, 0) to any point x 0 = (x 0,1 , x 0 ) ∈ R n by a translation and p < 2 * , we get the following "Pohozaev-type" inequality
Now we shall use the local "Pohozaev" Identity to prove that concentrations are not possible for balanced sequences in dimension n 7. 
dx , namely of the order of σ −2 m because ϕ corresponds to the less concentrated global solution. Moreover, the following estimates hold 
and Corollary 4.1 and our choice of Ω m , give us
Finally, from Proposition 4.1, Corollary 4.1, and the Hölder inequality, we have
Combining these estimates, we see that the right-hand side of (4. for m large, i.e., n 6, which contradicts the fact n 7. 2
The next lemma shows that from a noncompact balanced sequence {u m } m∈N we can always extract a concentrating sequence, even if {u m } m∈N is not a (PS) sequence.
Let {u m } m∈N be a given bounded sequence of functions in H 1, Proof. Assume that {u m } m∈N has no converging subsequence. Under a null extension of u m to the whole R n + , we can use the analogous structure theorem for bounded sequence (see [25] , where we can modify the result for our Sobolev spaces), according to which every term of the sequence can be approximated by a sum in H 1, n 2 2 (R n + ) of the scaled "restored scale limits" of the sequence itself.
Furthermore, it is also needed to know how to quantify the number of such limits and to quantify them as multiplicities of global solutions. To this aim, we will prove that (1) the weak limit u ∞ of the sequence solves (1.4); (2) any restored scale limit ϕ i of the sequence is a solution to the limit critical problem on R n + multiplied by a constant α i .
For any m ∈ N, we call p m the exponent such that u m is solution to (1.5 
Multiple solutions to the critical problem
In this part we will give the proof of Theorem 1. 
