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らは、CNNをベースに、rectied linear unitsの導入や、local response normalization[12],　
overlapping pooling, 一定の重みを強制的に 0にする drop-out[13]など多くの手法を統合し、
大規模な DCNN(deep convolutional neural networks)モデル [14]を提案した。この DCNN
は 5層の畳み込み層と 2層の全結合層をもち、入出力と合わせて合計 9層の構造を持つ。こ
のモデルは、the ImageNet Large-Scale Visual Recognition Challenge (ILSVRC-2012)にお





























































































サイズ map数 local contrast normalization
pooling
サイズ
入力 7x7 50x50 3 - -
C1 5x5 48x48 35 3x3
max pooling
3x3
C2 5x5 24x24 50 3x3
average pooling
3x3
C3 - 12x12 64 -
average pooling
3x3









チャネル (c = R;G;B) の画素を Ix;y;cとすると、C1層の k番目のカーネル (畳み込み関数)








wkx;y;cは k番目のカーネル、wk0;0は k番目のバイアス、 は畳み込み範囲を表し、入力層で
は (x; y)を含む周囲 7x7ピクセルの範囲内を表す。畳み込み層における各ノードの活性化関
数は rectied linear unitと呼ばれる関数になっており、式 (3.4)に示すとおりである。




























の近傍を平均した値を得る Average-poolingを実施している。ある特徴マップ hl を小領域
p1; p2; :::; pP に分割するとき、小領域 prのAverage poolingの結果 paverageは式 (3.6)のよう








pmax = max(pr) (3.7)
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Fig. 3.12: Average pooling 概要図
























残りの 10編は評価データとして使用した。評価データはそれぞれ 30秒間隔で 300秒間キャ









あった。一方で、システムが CLAとして検出した数は 6160個であった。この内 3540個の
CLAは正しい聴講者領域であり、残りの 2620個は非聴講者領域であった。このことからこ
の段階での聴講者検出精度は、Precision = 57.5%、Recall = 69.3%であった。聴講者の検出
結果を Fig4.1～Fig4.10に、また個々のCLAの例を Fig4.11に示す。
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Fig. 4.1: 聴講者検出結果 1 (Precision=52.3%,Recall=74.2%)
Fig. 4.2: 聴講者検出結果 2 (Precision=56.0%,Recall=83.9%)
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Fig. 4.3: 聴講者検出結果 3 (Precision=47.0%,Recall=63.9%)
Fig. 4.4: 聴講者検出結果 4 (Precision=57.3%,Recall=69.4%)
20
Fig. 4.5: 聴講者検出結果 5 (Precision=63.8%,Recall=61.2%)
Fig. 4.6: 聴講者検出結果 6 (Precision=54.2%,Recall=78.9%)
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Fig. 4.7: 聴講者検出結果 7 (Precision=61.1%,Recall=84.6%)
Fig. 4.8: 聴講者検出結果 8 (Precision=62.5%,Recall=60.3%)
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Fig. 4.9: 聴講者検出結果 9 (Precision=73.8%,Recall=73.8%)









の処理後の聴講者の検出をPrecision = 84.8%、Recall = 61.8%((809+373+559+1415)/5110;
全聴講者数)で行えていることがわかる。聴講者検出結果の章で述べたように、Haar-like特







集中 809 373 61
非集中 559 1415 120??
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