It is known that the computation of the Poisson cohomology is closely related to the classification of singularities of Poisson structures. In this paper, we will first look for the normal forms of germs at (0,0) of Poisson structures on K 2 (K = R or C) and rediscover a result given by Arnold. Then we will compute the Poisson cohomology of these normal forms.
Introduction
The Poisson cohomology of a Poisson manifold gives several informations on the geometry of the manifold. It has been first introduced by Lichnerowicz in [L] . Unfortunately, the computation of these cohomology spaces is quite complicated and few explicit results have been found. In the symplectic case, the Poisson cohomology is naturally isomorphic to the de Rham cohomology. In [V] and [X] , some results are given in the case of regular Poisson manifolds. Some particular cases on R 2 have been studied. In [V] , Vaisman began to compute the cohomology of (x 2 + y 2 ) ∂ ∂x ∧ ∂ ∂y . His idea was to consider the homomorphism i * : H . (R 2 ) −→ H . (R 2 \ {(0, 0)}) induced by the inclusion i : R 2 \ {(0, 0)} ֒→ R 2 . Few years later, Nakanishi used this idea and computed the Poisson cohomology of quadratic Poisson structures on R 2 (see [N] ). In the present paper, our approach is more direct and uses some tools arising from the theory of singularities. More precisely, we first study the normal forms of the main germs at (0,0) of Poisson structures vanishing at (0,0) and we rediscover the list given by Arnold in [A] . Then we compute the Poisson cohomology of these models.
Quasi-homogeneity
Here and throughout, K will indicate the field R or C. Let (ω 1 , ω 2 ) ∈ N * × N * . We denote W the vector field ω 1 x ∂ ∂x + ω 2 y ∂ ∂y on K 2 . Now, let T a p-vector (p ∈ {0, 1, 2}). We will say that T is quasihomogeneous with weights ω 1 , ω 2 and of (quasi)degree d ∈ Z if [W, T ] = dT where [.,.] indicates Schouten's bracket. Note that T is then polynomial. If f is a quasihomogeneous polynomial of degree d then d = iω 1 + jω 2 with (i, j) ∈ N 2 ; so, an integer is not necessarily the quasidegree of a polynomial. If f ∈ K [x, y] , we can write f = ∞ i=0 f i with f i quasihomogeneous of degree i (we adopt the convention that f i = 0 if i is not a quasidegree); f is said to be of order d (ord(f ) = d) if all of its monomials have degree d or higher. For more details consult [AGV] . It is important to notice that −ω 1 (in the same way deg( ∂ ∂y ) = −ω 2 ); the minimal degree of a vector field is − max(ω 1 , ω 2 ). Note also that an integer can be the quasidegree of a vector field without being the quasidegree of a polynomial. Finally, note that
is quasihomogeneous of degree −ω 1 − ω 2 .
3 Local models of Poisson structures in dimension 2
We recall that any Poisson structure Π on K 2 can be written (with coordinates (x, y)) Π = f ∂ ∂x ∧ ∂ ∂y where f is a function. We are going to study normal forms of Poisson structures in a neighbourhood of (0,0); that is if Π is a Poisson structure on a neighbourhood of (0,0) in K 2 , we simplify the expression of Π via a suitable local change of coordinates. The splitting theorem ( [W] ) allows us to assume that Π (0,0) = 0.
functions (vector fields, 2-vectors). We also denote Diff 0 (K 2 ) the group of local diffeomorphisms at (0,0) sending (0,0) to itself. Finally,
indicates the space of germs depending differentiably on t ∈ R.
Two germs Π = f Here and throughout, all the germs of Poisson structures we will study will be of type Π = f ∂ ∂x ∧ ∂ ∂y where f vanishes and is singular at(0,0). Furthermore, we will assume that f is of finite codimension; that is Q f = F (K 2 )/I f (I f is the ideal spanned by ∂f ∂x and ∂f ∂y ) is a finite dimension vector space. We recall that such a germ is R-equivalent to its k-jets for k sufficiently large (Tougeron's theorem).
Normal forms of germs of functions ([AGV])
Let f be a finite codimension germ having at (0,0) a critical point with critical value 0. We will say that f is simple if a sufficiently small neighbourhood (with respect to Whitney's topology; see [AGV] ) of f intersects only a finite number of R-orbits. Simple germs are those who present a certain kind of stability under deformation. 
Simple germs at (0,0) of real analytic or C ∞ functions are, up to R-equivalence,
It is important to notice that these models are quasihomogeneous polynomials.
Normal forms of Poisson structures
Let f be one of the models above (f is a (ω 1 , ω 2 ) -quasihomogeneous polynomial of degree d > 0 where (ω 1 , ω 2 ) ∈ N * × N * ) and a ∈ F(K 2 ) verifying a(0, 0) = 0. We consider the germ of Poisson structure Π = f a ∂ ∂x ∧ ∂ ∂y . Here and throughout, quasihomogeneity will be with respect to (ω 1 , ω 2 ); we recall that
We are going to prove the following theorem; thanks to which it will be easy to deduce the local models of Poisson structures.
Theorem 3.3 Up to a multiplicative constant, Π is equivalent to a germ of Poisson structure of type
f (1 + h) ∂ ∂x ∧ ∂ ∂y where h is a quasihomogeneous poly- nomial of degree d − ω 1 − ω 2 (on condition that d − ω 1 − ω 2
is a quasidegree, otherwise this term disappears).
In order to simplify the writing, we will suppose that a(0, 0) = 1 (if a(0, 0) = λ = 0 we will only have to multiply by λ the normal form we will find.
Lemma 3.4 Let Z = αW with α ∈ F(K 2 ). We denote (ϕ t ) its local flow. Then f is a factor in ϕ t * Π for any t.
Proof : Actually, we only need to show that f divides f • ϕ t for any t because then, f will divide Jac
is such that λ 0 ≡ 1 and λ t (0, 0) = 0 for any t, then we have the following equivalences:
Here, Z = αW so that Z.f = dαf . If we consider λ t ∈ F t (K 2 ) defined for (x, y) in a neighbourhood of (0,0) by
Proof : We can write a = 1 + a r1 + S where ord j ∞ 0 (S) > r 1 and a r1 is quasihomogeneous of degree
For (x, y) in a neighbourhood of (0,0), we will have ϕ t (x, y) = (xe ω1tβ(x,y) , ye ω2tβ(x,y) ). Thus, ϕ 1 looks like ϕ 1 (x, y) = (x + xω 1 β(x, y) + ..., y + yω 2 β(x, y) + ...) for any (x, y) (note that ϕ 1 is indeed, depending on the case, analytic or C ∞ at (0,0)). According to the former lemma, f is a factor in ϕ 1 * Π. Thus it is easy to show that
Proceed in this way step by step until the Poisson structure has the required form.
Proof of theorem 3.3 : According to proposition 3.5, we can assume that Π is of type
We are going to apply Moser's path method :
and we try to prove the existence of
. Actually we will look for a X t of type α t W with α t ∈ F t (K 2 ). Then, the former equation is equivalent to
where
1+h+tR . Let us notice two things :
if Π is analytic (C ∞ ) then R t and λ t are analytic too
Now, we just have to show that there exists α t satisfying (E).
Resolubility of equation (E) :
We can write λ t = (d − ω 1 − ω 2 ) + µ t where µ t ∈ F t (K 2 ) satisfies µ t (0, 0) = 0. In order to show that (E) admits a solution : 1-we prove that there exists β t ∈ F t (K 2 ) verifying W.β t − µ t β t = 0 with β t (0, 0) = 0 2-we prove that there exists
3-α t := β t γ t will then be a solution of (E).
1-In order to show the first claim, we need the following result whose proof can be found in [R] .
Theorem 3.6 Let X t ∈ X t (K 2 ) having an isolated singularity at (0,0). Moreover, suppose that the eigenvalues of its linear component at (0, 0) 
We also need the following lemma.
Proof of the lemma : Formal case : Assume that
is quasihomogeneous of degree i. If we put ν t = i>0
Analytical case : Assume that T t is analytic at (0,0). Imitate the former proof noting that, so defined, ν t is analytic at (0,0).
y] be such that W.ε t =T t . Borel's theorem ensures the existence of ε t ∈ C ∞ (R 2 ) such that j ∞ 0 (ε t ) =ε t . Thus W.ε t = T t + m t where m t is flat at (0,0). Let n t be flat at (0,0) and such that W.n t = −m t (n t exists by theorem 3.6); ν t = ε t + n t suits.
Consequently, to prove the 1-, we put β t = exp ν t .
2-Note first that if d
The following lemma will prove the second claim.
Lemma 3.8 i) Let k and l in N and
Proof : i) We use an induction : For k = l = 0: see lemma 3.7. Now, assume that i) is true for (k, l) ∈ N 2 . We are going to show that it is true for k + 1 et l (for k and l + 1 it is the same proof). Let
∂x . Then we define γ t by γ t (x, y) = x 0 δ t (u, y) du for (x, y) in a neighbourhood of (0,0). An easy computation shows that W.γ t − ((k + 1)ω 1 + lω 2 )γ t = T t . ii) We use again an induction : For k = 0: we know that there exists δ t ∈ F t (K 2 ) such that W.δ t = y 0 T t (x, u) du. If we put γ t = ∂δt ∂y then we get W.γ t + ω 2 γ t = T t . The end of the proof can be achieved as in i).
Remark : For the i) of this lemma, it is important to assume that ord(j ∞ 0 (T t )) > kω 1 + lω 2 because if P is a quasihomogeneous polynomial, it is impossible to find Q quasihomogeneous such that W.Q − (deg P )Q = P . This is therefore where proposition 3.5 comes in.
List of normal forms : Now we only need to apply theorem 3.3 to each model of theorem 3.2. 
Remark : We rediscover here the results given (with only sketches of the proofs) in [A] .
Poisson cohomology
Let Π be a germ of Poisson structure on K 2 . We have then the complex
∂y . We will denote X g this vector field (it is the Hamiltonian of g with respect to Π) and H g the vector field 
This space is clearly isomorphic to H 2 (Π). Actually, we will compute the cohomology of the Poisson structures given in the former section. Let (ω 1 , ω 2 ) ∈ N * × N * . Here and throughout, the quasihomogeneity will be understood as being in the sense of (ω 1 , ω 2 ) (W will again indicate the vector field ω 1 x 
The following result will be usefull in the sequel.
Proof : We can write X = A 
Computation of H
Proof : Direct application of lemma 4.1
Proof : first case : div X = 0. We then show that f divides X. Since X.f − (div X)f = 0, we have X.f = 0 and then X = γH f with ord j ∞ 0 (γ) > 0. We prove that f divides γ. Let µ ∈ F(K 2 ) be such that W.µ = γ (µ exists according to lemma 3.7). We have
Theorem 4.4 Denoting e 1 , ..., e r the monomials of degree
Proof : Lemma 4.3 allows us to restrict the study to quasihomogeneous vector fields having degree d − ω 1 − ω 2 or lower.
W where α ∈ K and div X is a quasihomogeneous polynomial of degree d − ω 1 − ω 2 . Therefore the family generates H 1 (Π 0 ). -Suppose that i λ i e i W + αH f ∈ B 1 (Π) where α, λ 1 , . . . , λ r are scalars. Then
Consequently, div i λ i e i W + αH f = 0 i.e. i λ i e i = 0. We deduce that λ 1 = . . . = λ r = 0 and α = 0.
Proof : It is sufficient to notice that X ∈ Z 1 (Π) ⇔ X 1+h ∈ Z 1 (Π 0 ) and
(i) and X = i≥d−max(ω1,ω2)
If
. Analytical case : If X is analytic at (0,0), div X is analytic too and since lim i→+∞ 1 2d−ω1−ω2−i = 0 the vector field defined above is also analytic in (0,0).
+ ε where ε is flat at (0,0). Since B 2 (f ) ⊂ I f , ε is in I f so that ε = P.f where P is a flat vector field. According to lemma 3.8, there exists α ∈ F(K 2 ) such that
Theorem 4.7 Denoting {u 1 , ..., u c } a monomial basis of Q f = F (K 2 )/I f (for the existence of such a basis, see [AGV] 
Proof :-This family generates
where g is a quasihomogeneous polynomial of degree 2d − ω 1 − ω 2 and λ i ∈ K for any i. We have
-This family is free : Let g 1 = r i=1 λ i e i and g 2 = c j=1 µ j u j with λ i and µ j in K for any i and j. If g 1 f + g 2 ∈ B 2 (f ) then g 2 ∈ B 2 (f ) (because of degrees) and so g 2 ∈ I f which is possible only if µ 1 = ... = µ c = 0. On the other hand, since g 1 f = X.f − (div X)f for some quasihomogeneous vector field X of degree d − ω 1 − ω 2 , if Y denotes the vector field If δ < d − ω 1 − ω 2 then X (δ) ∈ Z 1 (Π 0 ) and so, X (δ) = 0 (cf proof of theorem 4.4). In the same way, we can prove that X (i) = 0 for any i < d − ω 1 − ω 2 . Consequently, P f = X d−ω1−ω2 .f − div X d−ω1−ω2 that is, P f ∈ B 2 (f ), which is possible only if P = 0 (cf proof of theorem 4.7). Now, it is easy to compute the cohomology of the Poisson structures given in theorem 3.9. Remark : Our first approach to these problems was to use the spectral sequence associated to our complex, filtred by the valuation (whith respect to the quasihomogeneous degree). But our method gives better results.
