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I. INTRODUCTION
Increasing energy demand and more strict environmental regulations have led to a turn to renewable energy generation sources, both large-scale (e.g., photovoltaic parks) and building-dedicated solutions, like, e.g., photovoltaic (PV) panels on building roofs. This way, traditional electric grids, in which centralized power plants transmit energy to the users directly, progressively transform to smart electrical grids (Hashmi et al., 2011; Massoud Amin and Wollenberg, 2005) , where the existing power grid is enhanced by distributed, small-scale renewables-based energy generation systems, such as photovoltaic panels, wind turbines, and hydroelectric factories, to name but a few -a process supported by novel ICT components. Buildings, under the smart grid perspective are no longer isolated, but are considered interconnected entities which adaptively interact (Rokach, 2012) , or even active members of the grid, contributing excess energy produced (for the case of positive-energy buildings) (Gamauf et al., 2011) .
The use of renewables into the grid inserts uncertainty to the system, due to their stochastic output profile which strongly depends on local weather conditions. Moreover, at peak demand periods the renewable energy production is not sufficient to cover the demand and the necessity to use expensive additional electric generation capacities, such as gas power plants, emerge. A significant research effort toward grid management techniques and renewables incorporation approaches, in order to overcome these downsides, is available in literature -see Azzopardi and Mutale (2009) ; Kanchev et al. (2011); Oyarzabal et al. (2005) ; Qi et al. (2011) , and the references therein.
One of the most common and effective methods for tackling the peak demand period problem in buildings is the use of electricity tariffs with Time-Of-Use charges, which are based on higher energy rates during high demand periods, in order to encourage electricity load-shifting from peak-demand periods to periods with lower demandsee for example Gamauf et al. (2011) ; Kanchev et al. (2011); Ma et al. (2011 Ma et al. ( , 2010 ; Oldewurtel et al. (2011 Oldewurtel et al. ( , 2010 ; Qi et al. (2011); Van Staden et al. (2011); Zong et al. (2012) , and their references. This is a way of assessing the impact of the final users on the whole energy market and on the environment, while acknowledging limitations such as energy resource scarcity and finite capacities of the electricity grid.
The incentive for the users behind Time-Of-Use tariffs is that compliance to the high-level demand-shifting strategy designed by the electricity provider (and expressed through the tariff scheme) yields economic benefits for the end-users. Toward adjusting to the tariff scheme, the near-deterministic nature of shiftable static loads (Wu et al., 2011) makes them amenable to such approaches. Still, managing and load-shaping for thermal (heating and cooling) loads remains a challenging task (Choi et al., 2011) . A critical factor in determining the demand flexibility for heating and cooling is end-user (building occupant) thermal comfort which, according to ISO7730 standard (International Organization for Standardization, 2005) should not be violated except, maybe, for small intervals during the building operation. In that sense, thermal comfort constraints should be satisfied by all acceptable control strategies. In fact, the ability to explore different operation strategies for the building systems in order to shape the thermal loads while maintaining comfort within acceptable ranges (as indicated by international standards) is a crucial component toward a discovering efficient strategies. Here, a detailed model of the building able to predict the impact of different control actions on the fi-nal energy consumption and thermal comfort, utilizing available weather and occupancy forecasts and in-building sensor measurements, is required.
The methodology presented here is a method for automatically designing Building Energy Management Systems optimized for a specific building and targeted to the microclimate conditions of each area, able at adapting to signals from the grid and properly shaping the building thermal loads toward maximizing the renewables energetic benefits while preserving indoor comfort requirements. The novelty of the approach stems from the utilization of detailed thermal simulation models, possibly available from the design phase, which are capable of incorporating advanced comfort indices, International Organization for Standardization (2005) and a plethora of Heating, Ventilation, and Air Conditioning (HVAC) and energy systems. The potential of the proposed approach is demonstrated on an example building located in Athens, Greece, but the generality of the method allows application in any building and in any test area, regardless of constructional, geographical, and climatic variations.
II. METHODOLOGY
In the present work, a detailed thermal simulation model of a test building is assumed to be available, along with weather forecasts for the target area and predictions on the behavior of the occupants, while a day-ahead notification on a (hypothetical) tariff plan is also provided (Fromby, 2007) . A model-assisted control approach is defined, where a stochastic optimization algorithm generates and evaluates series of candidate controllers taking into account (a) the renewables production, as estimated using the weather forecasts; (b) the thermal behavior of the building, using the detailed thermal simulation model along with the weather forecasts and occupancy predictions; and (c) the electricity tariffs. In the remainder of the section, each component of the proposed methodology is analyzed.
A. Building Thermal Simulation Models
Buildings are complex systems exposed to various time-dependent, climatic, and userinduced influences. A building might consist of the building envelope, windows, glazed facade, shading devices, active and passive solar elements, heating-cooling, and airsupply systems, electrical systems, lighting systems and various control systems. Building thermal simulation models are commonly used in engineering and science since they describe the dynamic behavior of the system without necessitating measurements from the physical building. Thus, simulations are orders of magnitude faster and less expensive than experiments. In order to perform a simulation, the design of a mathematical model, capturing the real system's features, is required.
With respect to building thermal simulation models, a building consists of one or more thermal zones which are coupled with each other and with the environment. A zone consists of an air volume of a uniform temperature and all surfaces bounding or inside that air volume.
The basis for the zone air temperature estimation is the formulation of energy and moisture balances for the zone air and the solution of the resulting ordinary differential equations. The formulation of the solution scheme starts with the heat balance on the zone air:
here ∑ N si i=1Q i is the sum of the convective internal loads;
is the convective heat transfer from the zone surfaces;
is the heat transfer due to interzone air mixing;ṁ inf C p (T ∞ − T z ) is the heat transfer due to infiltration of outside air;Q sys are the air systems outputs; and C z (∂T z )/(∂t) is the energy stored in zone air.
This set of equations, along with differential equations for all the necessary components for detailed building thermal simulation (like humidity ratio calculations) is included in intergrated toolboxes for building simulation. In the present work, one such a simulator is used (EnergyPlus) (Crawley et al., 2001 ), but others like TRNSYS (Klein et al., 1976) or Modelica (Haase et al., 2007) can be used.
EnergyPlus provides three different solution algorithms to solve the differential equations of heat (1) and mass balance (not presented here), two of which use a finitedifference approximation, such as the first-order accurate in time (or Euler) formula:
Using a Predictor/ Corrector approach, EnergyPlus calculates the actual zone mean air temperature. The overall idea is to predict the air system load needed to reach the desired temperature (predictor), then simulate the air system to determine its actual capability (corrector), and finally reconfigure the zone air heat balance to calculate the actual zone mean air temperature. The following steps summarize the Predictor/ Corrector process:
1. The air system energy required to balance Eq. (1) is estimated, given that the zone air temperature is equal to the set-point temperature (defined by a zone thermostat);
2. Having this quantity as a demand, the air system is simulated and its actual supply capability at the time of the simulation is determined;
3. According to the selected solution algorithm, the corresponding equation is used to calculate the resulting zone temperature, whereQ sys is equal to the actual air system capability estimated by step 2.
B. The Control Problem
The application of the finite-difference approximator of Eq. (2) yields a discretization of the differential equation. The resulting system of equations is a nonlinear, discrete, timevarying state-space model capable of describing in detail the dynamics of the building. Introducing a partitioning in the continuous time t ∈ [0, T f ] of N segments and defining an index τ ∈ {0, 1, . . . , T f } to the new discrete-time partitions, a more compact representation of the building thermal model, which obviously includes all physical models and details, is defined:
In this equation, x τ ∈ X are the states, u τ ∈ U are the actions, τ is the time-index, and X ∈ R m and U ∈ R n are constrained sets. The state variables are the smallest possible subset of system variables that can represent the entire state of the system at any given time and, in our case, include the building states (like wall and air temperatures, humidity, etc.) and the weather conditions. The vector x i containing the state variables at any given time is called the state vector. Similarly, the input vector u i contains the control inputs applied to the building (heating and cooling loads, shading angle, etc.). The state-space representation [Eq. (3)] is a mathematical model of the physical system as a set of input u τ , output x τ+1 and state x τ variables related by first-order differential equations.
Having the model of the process at hand, the goal is to discover a series of inputs u i that lead the system to a set of states x i which are optimal with respect to a performance index J. This index is called the cost function and is defined as
x τ and u τ here are the same as in Eq. (3). The intuition behind the cost function can be understood with the help of a simple example: assume a simple one-room building equipped with an Air-Conditioning (AC) system, located in Athens, Greece; every day during summer period a series of set-points of the AC (u τ ) are required in order to keep the building states (x τ ) -like the air temperature inside the room -comfortable for the users levels for all the time-steps τ; moreover, the transition to the desired states should be achieved using as less energy as possible, thus operating the AC system (or equivalently selecting the u τ ) intelligently.
C. Model-Predictive Control
In the load-shaping problem at hand, the stochasticity injected in the system by the weather prevents use of static knowledge-based controllers defining a default control strategy applied every day [e.g., Elkhuizen et al. (2003) ; Gwerder et al. (2008) ] to tackle the problem, since the weather variations affecting the renewable-energy production can yield that an efficient controller for one day may result in inefficient behavior on a different day. Moreover, even if a dynamic controller altering every day is designed for a large period of time, its performance will be deteriorated due to the unavailability of accurate weather predictions for long time periods. Toward defining a formulation for the problem that will take into account all random factors, a model-assisted control technique is developed, in accordance to Model Predictive Control (MPC) [or Receding Horizon Control (RHC)] approaches -see Goodwin et al. (2004) , already used successfully in buildings domain (Kontes et al., 2014; Oldewurtel et al., 2012) . These methods use a model of the process to obtain a controller that minimizes a given cost function and, at the same time, satisfies a set of constraints, for a predefined time window, called the prediction horizon.
In this setting, a controller is designed based on the cost function for a period of time (prediction horizon) T , which is the limited time window where accurate weather forecasts are available. Then, the controller is applied for a period of time T ′ ≪ T (the control horizon) and a new controller is designed for the prediction horizon. A schematic representation of the process is shown in Figs As an example, assume that for an office building equipped with one AC system in each office, located in Athens, Greece, relatively accurate weather predictions are available for the next 24 h and the forecasts are updated every three hours, for the summer period. If we design a controller based on the 24 h predictions and apply for the next 24 h, the controller will not take into account the updated and more accurate weather forecasts, which could affect significantly the building behavior (e.g., an unpredicted rain alters the thermal conductivity of the walls, a cloudy sky affects the energy production of the PVs, a sudden wind change alters the behavior of the wind turbines, etc.). In addition, disturbances caused by the users of the building may occur during the day: a scheduled conference may be canceled, so cooling the conference room is no longer necessary or some users can exit the building during working hours for a significant amount of time, so the ACs to the respective offices can be switched-off to save energy.
In this example, the prediction horizon for the model-assisted controller will be selected to be 24 h, determined by the weather forecasts. If we take into account only the
. . . weather disturbances, the control horizon will be 3 h and a new control design process will be triggered by the weather prediction updates. If we require the controller to be able to rapidly recover from disturbances caused by user behavior, the control horizon can vary from 10 m to 1 h, depending on the speed of the control design process and the desired accuracy. Another important consideration in the design phase of a building controller is the determination of the actual thermal state of the building at each initial time step τ 0 the optimization problem is defined and solved. This is crucial, since building materials store thermal energy which release in the future, so a different control strategy should be followed if a building is charged or not. For example, concrete buildings during winter usually preheat and store energy before users enter the building and progressively radiate thermal energy throughout the day. A controller designed at noon, should be aware of the thermal status of the building at the time to avoid unnecessary control actions, like reheating the building. Toward determining the initial thermal state, in case the building is modeled using thermal software [like EnergyPlus Crawley et al. (2001) or TRNSYS Klein et al. (1976) ] that do not allow providing an initial state vector of the initialization, simulation trials are performed to determine the warming-up (also called settling) period (usually T w days) of the building and the building model is initiated from time step τ − T w , using in-building historical sensor data for this period.
D. Co-Simulation
From the discussion above, it is obvious that a controller evaluation on the thermal simulation model of the building depends on the ability to perform simulations using dynamic schedules, while weather and occupancy forecasts have to be injected in the simulated model, along with past sensor measurements from the building for the warming-up phase. In other words, the building thermal simulation model must interact dynamically with the control software. This is achieved using the co-simulation method (Kontes et al., 2012; Nghiem and Pappas, 2011; Prívara et al., 2011) , which consists of the use of different software components for run-time coupling.
In our case, the building model is available in EnergyPlus and the code for the control design and validation in MATLAB; hence, the effective utilization of the simulated model of the building is based on the establishment of a dynamic connection between EnergyPlus models and MATLAB scripts implementing the control strategies. Such a connection can be achieved using EnergyPlus with External Interfaces and especially with the Building Controls Virtual Test Bed (BCVTB). The BCVTB is a software environment developed by Lawrence Berkeley National Laboratory which allows the coupling of different software codes for distributed simulation. The BCVTB allows simulation of the building envelope and HVAC system in EnergyPlus and implementation of the control logic in MATLAB (or other general purpose programming languages), facilitating dynamic data exchange between the two programs at each time step of the simulation (Wetter, 2011) . Figure 3 illustrates the architecture of the connection between EnergyPlus and the BCVTB and the connection between MATLAB and BCVTB.
Note here that utilization of BCVTB as the co-simulation middleware can also assist toward model reduction schemes, as in Giannakis et al. (2013) , thus significantly reducing simulation times.
E. The Optimization Algorithm
Having the model of the building at hand, we are required to discover series of control actions that would allow maximizing the energetic benefit of the renewables, while assuring that thermal comfort requirements are not violated. More formally, a tractable solution on the following optimization problem is required (Kontes et al., 2014) :
FIG. 3: Ptolemy Model for exchanging data between EnergyPlus and Matlab
subject to:
where X ⊆ R m , U ⊆ R n are constraint sets; and C(x τ ) a set of nonlinear vector functions imposing the user comfort constraints.
The utilization of detailed thermal simulation models for the building which do not provide access to low-level simulation details and are characterized by increased execution times, points towards optimization techniques developed for simulation-based optimization setups, such as response-surface (Khuri and Mukhopadhyay, 2010) and trust-region (Wild and Shoemaker, 2013) methodologies. Here, in each iteration of the algorithm a computationally efficient and less accurate approximation of the cost and the constraint function is constructed using data from past simulations and assists toward identifying promising control actions to be evaluated next on the expensive simulation model. The details of the algorithm are beyond the scope of this paper, but we refer the interested reader to Giannakis et al. (2011) ; Kontes et al. (2012 Kontes et al. ( , 2014 ; Pichler et al. (2011) for implementation details as well as for successful applications.
III. EXPERIMENTS

A. The Building Model
To illustrate the proposed approach, a sample three-zone building, as in Kontes et al. (2012) , is considered and a detailed thermal simulation model of the building in EnergyPlus is constructed. For demonstration purposes and use of available weather data for the year 2010 from a Meteonorm (Remund et al., 1999) weather file, the building is supposed to be located in Athens, Greece and the simulation interval is set at 10 min. Obviously, any other location could have been chosen, which would affect the weather data used and the algorithms that use latitudinal and longitudinal information for calculation of solar paths.
A detailed representation of the building geometry is shown in Fig. 4 , created using the OpenStudio plugin for Google SketchUp. The office building comprises three office rooms and since split-type air conditioners are installed in each room, the temperature can be independently adjusted, thus each room of the building is defined as a separate thermal zone. EnergyPlus uses the characteristics of the construction materials in order to calculate the heat transfer through the walls, floor, roof, and glazing. In general, the building's envelope insulation is insufficient. The U-values are quite high, which reveals the thermal attitude of the building. The building has a significant amount of thermal losses due to its construction materials and solar gains during summer due to its large glazing area. The various components of the building, along with each layer's construction, are described in detail in Kontes et al. (2011) .
In addition, six photovoltaic arrays are installed, each of which consists of four photovoltaic panels, totaling 6 kW nominal power, and entirely cover the corresponding sloping surface that is attached to the roof.
To define internal gains due to occupant presence, data for the number of occupants on each zone, occupancy timetables, and metabolic rates (108 Watt/person) for office activities are imported to the thermal model. The working days are Monday till Friday except for Christmas break, Easter break, summer break, and some local holidays, and the building is occupied from 6:00 a.m. to 6:00 p.m. during working days.
Heat gains due to infiltration and ventilation can be significant and for this reason a detailed modeling of the infiltration is performed using EnergyPlus AirflowNetwork. Infiltration is the unintended flow of air from the outdoor environment directly into a thermal zone. Infiltration is generally caused by the opening and closing of exterior doors, cracks around windows, and even in very small amounts through building ele-
FIG. 4: Geometry of the sample building created in OpenStudio plugin for Goolgle SketchUp
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ments (Crawley et al., 2001) . Ventilation is the purposeful flow of air from the outdoor environment directly into a thermal zone in order to provide some amount of nonmechanical cooling. The AirflowNetwork model provides the ability to calculate multizone airflows driven by outdoor wind and forced air during AC system operation (Crawley et al., 2001) .
With respect to the Heating Ventilation and Air Conditioning (HVAC) system of the building, heating is achieved through a central system using an oil boiler and hot water radiators in each room. A packaged terminal heat pump is positioned in each office to provide cooling during summer months, but can also be used as a supplementary heating system whenever the central system does not cover the heating needs of each space during winter. To model the HVAC system in EnergyPlus, a dual setpoint thermostat is introduced for each of the three zones with separate heating and cooling setpoint temperatures. Data regarding the heating and cooling function of each type of split unit in each zone, such as availability schedule, air flow rates, energy efficiency ratio (EER), coefficient of performance (COP), and capacity, are introduced. An extensive and analytical presentation of each component of the building is available in Kontes et al. (2011) .
B. User Comfort
User Comfort Mathematical models, to estimate thermal sensation of people in their environment based on personal, environmental and physiological variables that influence thermal comfort has been the subject of many studies, thus plenty of methodologies for measuring thermal comfort exist (Handbook, 2009) . While many are accepted as accurate, each relies on a different set of assumptions. Every acceptable measure of comfort could be selected, but in the present work we choose the Fanger PMV (or equivalently the PPD) index (International Organization for Standardization, 2005), as it is the current standard. Note here that these metrics are not equivalent when it comes to the optimization problem, so they can influence the control design process and lead to different resulting controllers.
According to Fanger index, the Predicted Mean Vote (PMV) index predicts the mean response of a large group of people according to the ASHRAE 7-point thermal sensation scale. The Predicted Percent of Dissatisfied people (PPD) is an index which quantifies the thermal comfort of a group of people at a particular thermal environment. EnergyPlus calculates PPD and PMV indices at each time step of the simulation.
C. Setup of the Optimization Problem
Assuming that a day-ahead notification on a (hypothetical) tariff plan is provided, the Building Energy Management System -taking into account available weather forecasts and occupancy schedule predictions -is requested to design a control strategy that keeps the users comfortable (with respect to the Fanger PPD comfort index) and exploits the power produced by the PVs to save energy and minimize the cost of the electric bill for a hot summer day (June 6, 2010), using only the AC system available in each zone.
A hypothetical tariff is used, defining the power used from the grid after 11:30 a.m. to be three times more expensive, forcing the algorithm to exploit the power produced by the PV. Moreover, in order to provide a realistic setup, we assume that no energy storage is available, which is the case for the majority of the office building stock in Europe and elsewhere, due to the increased installation costs. In addition, since the work presented here aims at demonstrating the (thermal) load-shaping capabilities of the proposed methodology, selling-back to the grid is not considered as an option. Nonetheless, the cost function describing the optimization setup can be easily enhanced to incorporate sell-back schemes, possibly leading to different control strategies.
Assuming the predefined building schedule (occupancy between 06:00 and 18:00), the control actions are defined as u ∈ R 3×13 , applying a one-hour set-point temperature for each zone's AC for the time each zone is occupied, as shown in Table 1 . Note here that although the control actions are defined as real numbers, when applied to the building they are rounded to the closest integer in [22, 30] • C, to assimilate the actual AC operation.
Here, the AC systems are switched-off manually during the night (the setpoint is set at 30 • C), an hour before the users enter the building (05:00 -06:00) they become available for precooling (if necessary), and after that and for each hour during the occupied period different setpoints are applied.
If we define i = {1, 2, 3} an index over the three rooms of the building, the optimization problem is defined -in terms of Eq. (5) -as
with: 
Here τ is the time index as before, with τ = 1 corresponding to 5 a.m. and τ = T f to 6 p.m.; P c τ is the total power required from all the ACs of the building in each time step τ; P p τ is the power produced by the PV in each time step τ; c τ is the tariff of the grid energy used; w i = 1/3; F i τ is the Fanger PPD index in each zone i for time -step τ; and F l is the highest allowed value for Fanger PPD for each room. The rule
ensures that the excess power produced by the PV is not stored. The optimization problem posed in Eq. (6) originates from the general definition in Eq. (5); the cost function J τ is defined in order to minimize the total energy cost and the constraint functions C(x) require the average Fanger PPD values in each zone to be below F l = 10%, which is a reasonable upper bound for this type of building (International Organization for Standardization, 2005) . The definition of the cost function fully describes the problem and enables the optimization algorithm to move to proper solutions: experience suggests that the best strategy for the controller in this situation would be to precool the building when free energy from the renewables is available or at least when the grid-provided energy is cheaper, and release the cooling load stored in the building later during the day; the selected cost function, by penalizing the operational cost, forces the algorithm toward discovering the best control strategy.
D. Results
For demonstration purposes and simplicity, the prediction horizon and the control horizon in the specific test case are defined to be the same and equal to 24 h. This implies that the weather conditions and the occupancy behavior are deterministic and known in advance for each day, so the optimization process is initiated during the night and produces a controller for the following day.
First, a rule-based controller is defined for the building, keeping a constant set-point for all the zones during the time period the building is occupied. The total energy consumption and comfort levels for different set-points are shown in Table 2 , where it is obvious that 26 • C is the best rule-based strategy.
A first experiment is initiated, applying the rule-based controller and assuming there is no PV system available.
Subsequently, an optimization process is initiated for the same day and for the same building without the PV system and the power demands for the rule-based controller and the controller designed by the optimization are in Fig. 5 . The resulting controller attempts to "shift" the load to the low-tariff area and minimize the total operational cost, by precooling the zone before Fanger PPD index rises. After this first experiment, three separate optimization processes are initiated and in each one we assume that the building is equipped with different nominal power PV systems: 6 kW, 3 kW, and 2 kW, respectively. In each case the controller has to produce control strategies that exploit the free energy produced by the PV systems. Figure 6 shows the power demand for the rule-based controller and for the controller resulting from the optimization, for the 6 kW PV system. The new strategy manages to fully exploit the PV system, since all the power needed for the AC operation is covered by the free power produced from the PV. The cooling load is shifted using a precooling strategy and is completely "fitted" under the PV production curve. The cost for the controller produced for this setting is 0. The rule-based controller, following the static, predefined strategy is unable to adapt to the PV system presence and requires a small portion of the load not covered by the PV, thus elevating the cost due to the increased tariff (Table 3) .
Following, the same experiment is initiated, but with half nominal power for the PV (3 kW). Here, although the setting is different, rule-based controller follows its predefined control strategy, leading to significant energy use from the grid, while the optimization process on the other hand, produces a control scheme attempting to use as much power produced as possible (Fig. 7) , and finally achieves -using the hypothetical tariffs defined -81% less cost (Table 3 ). The optimized strategy adapts to the reduced PV system and attempts to reshape the load in a way to maximize the energy covered by the renewables production. A solution that would cover all the energy consumption by the specific reduced PV would require less use of the AC system and would lead to constraint violations. Note here that the high cost reduction is due to the hypothetical tariff scheme selected, in which energy consumption from the grid is heavily penalized. Nevertheless, it is an indicator of the efficiency of the algorithm. Finally, an inefficient -with respect to the building's needs -PV system with 2 kW nominal power is used and the behavior of the resulting controller is in Fig. 8 . Here, once again, the rule-based controller follows the fixed strategy, unable to incorporate the energy produced by the PV system. The optimized strategy attempts to shift the load under the PV production curve and results in 69.1% cost reduction ( 
FIG. 8:
Power demand for rule-based controller and optimized controller, for June 6, 2010, assuming a 2 kW PV the insufficient PV system, a small amount of energy from the grid is required during the precooling phase. Again, the resulting high value for the cost reduction is due to the special structure of the hypothetical tariff used, but still reflects the superiority of the solution provided by the algorithm. Figure 9 shows the rule-based control strategy and its effect to the West Zone of the building. Here, the AC system begins to operate after 12 p.m., and until the occupants exit the building. Fanger PPD index is below 10% the whole time (except from 6 a.m. to 7 a.m., but at that time, an -unavailable -heating load is necessary to maintain acceptable comfort levels). Figure 10 shows the optimized control strategy, for the 2 kW PV system and for West zone. From 10 a.m. to 12 p.m. the zone is precooled, and after 12 p.m. and until occupants exit the building, the controller constantly alters the set-points, balancing the trade-off between operational cost and user comfort.
Note here, that according to the results presented in Table 3 the controllers produced by the optimization in two of the experiments consume more energy (in total) compared to the rule-based controller, but this energy is mostly covered by the PV. This means that under a poorly selected (for the specific task) cost function, which would require minimization of the total energy consumption -even if the energy was produced from renewables -the rule-based controller would be evaluated as better than the controller produced by the optimization. Obviously, such a cost function would fail to define the problem properly and would lead to poor results.
E. Discussion
In all the experiments, the optimized control strategy exhibits superior behavior compared to the predefined, static rule-based controller. This is due to (a) the ability of the controller to vary the set-points during the day, balancing efficiently the discomfort levels with the cost, and (b) the static nature of the rule-based controller, which is unable to identify and incorporate information on the varying output profile of the renewables. This way, the optimization process produces controllers that efficiently balance the tradeoff between cost reduction and user comfort, managing to shift the cooling load of the building into the free-energy production time-window.
IV. CONCLUSIONS
A model-assisted methodology, along with response surface stochastic optimization algorithm and weather and occupancy predictions, is proposed in order to assist the smoother incorporation of smart buildings into the smart grid environment. In a test building, equipped with a dedicated PV system, and for a summer day, the algorithm automatically produces control strategies that manage to significantly reduce the cost -using a hypothetical energy tariff scheme -compared to a static, rule-based controller, by shifting the thermal load of the building toward the time interval in which free energy from the renewables is available. The proposed approach is a method of automatically designing Building Energy Management Systems that are able to adapt to the stochastic nature of the renewable energy sources available, caused by the microclimatic conditions of each area and to signals from the grid, in order to discover control strategies that minimize a performance index (e.g., operational cost), while ensuring comfortable building interiors. The results presented here correspond to a simple test case, but are able to demonstrate the potential of the method. Future work, including experiments with more realistic tariffs, combinations of renewable energy sources and application in smart neighborhoods is conducted within BaaS FP7 project BaaS (2012).
