Abstract. The problem of asymptotic diagonalization of the discrete Lax pair investigated. Its use in the search for the conservation laws for the dynamical systems is discussed. Conservation laws for the discrete Tzitzeica equation and for the AtkinsonLobb-Nijhoff system are described. For a newly found multiquadratic discrete model conservation laws and several higher symmetries are presented.
Introduction
In [1] , [2] a method of asymptotic diagonalization of the Lax pairs associated with nonlinear discrete and semidiscrete models was suggested allowing to describe conservation laws and higher symmetries for the corresponding nonlinear models. Efficiency of the method was approved by application to numerous examples in [2] , [3] , [4] .
In this article we adopt the algorithm to a large class of the linear systems having more complicated analytical structure than those studied earlier.
We consider a discrete linear equation of the form y(n + 1, λ) = f (n, u(n), λ)y(n, λ), (1.1) where the potential f = f (n, u, λ) ∈ C N ×N depends on the integer n ∈ (−∞, +∞), a functional parameter u = u(n) called the dynamical variable and the complex parameter λ. The potential is a meromorphic function of λ, where λ ranges a domain E ⊂ C. Important properties of the equation are connected with the singularities of the potential f (n, u, λ). We call λ = λ 0 a singular point if at least one of the functions f (n, u, λ), f −1 (n, u, λ) has a pole at this point. Emphasize that some of the singularities can be removed by an appropriately chosen gauge transform, where the factor r(n, λ) does not depend on the dynamical variable u (in some cases it is easily found) y(n) = r(n, λ)ỹ(n) (1.2) combined with the change of the parameter λ = ω(λ). Transform (1.2) reduces the equation (1.1) to the form y(n + 1) =f (n, u, λ)ỹ(n) (1.3) with the new potentialf (n, u, λ) = r −1 (n + 1, λ)f (n, u, λ)r(n, λ). As an illustrative example consider the well-known linear equation associated in the context of the integrability with H1 equation from the ABS list [5] (see also [6] , [7] ). It is an equation of the form (1.1) with the potential f (n, u, λ) = −u(n + 1) 1 −λ − u(n)u(n + 1) u(n) , has the only singularity point ξ = 0.
The key step of the diagonalization algorithm is to reduce system (1.1) to some special form around the singularity point λ = λ 0 y(n + 1, λ) = P (n, λ)Zy(n, λ) (1.6) where P (n, λ) together with P −1 (n, λ) are analitic around λ 0 , the principal minors of P (n, λ) satisfy additional conditions (2.8) and Z is of the form (2.7).
The particular case where matrix Z has only simple eigenvalues is studied in [2] . However there are discrete models such as the discrete Tzitzeica equation found in [8] (see also [9] ) and Atkinson-Lobb-Nijhoff system [10] for which the Lax pairs are reduced to the form (1.6) having the factor Z with multiple eigenvalues.
Briefly explain how the article is organized. In §2 the theorem on asymptotic diagonalization is proved.
An algorithm of constructing conservation laws via diagonalization is discussed in §3. Some explanation how to reduce a discrete linear operator to the special form is given in §4. Application of diagonalization method to certain examples (discrete Tzitzeica equation and Atkinson-Lobb-Nijhoff system) are considered in §5- §6. For these models infinite series of conservation laws are described.
In §7 by the Zakharov-Shabat dressing method a discrete model is found which possibly is new. Here as usually the subscripts mean the shifts of the arguments: u k,s = u(n + k, m + s). But sometimes subscripts denote also an element of the matrix. This should not lead to confusion, because it is always clear from the context what is meant. Equation (1.7) is multi-quadratic since the left hand side is a quadratic polynomial with respect to any of the variables u, u 1,0 , u 0,1 , u 1,1 . Various examples of multi-quadratic equations appeared in [11] - [15] . A large class of such equations is systematically investigated in [16] . Emphasize that equation (1.7) does not belong to the class studied earlier. It can be rewritten in a short form
with the matrix coefficients R (j) , h (j) ∈ C N ×N , where h (j) for ∀j is a diagonal (blockdiagonal) matrix such that the formal change of the dependent variables y = Rϕ reduces equation (1.1) to the form
here Z = (λ − λ 0 ) d , and d is a diagonal matrix with entire entries. It is supposed that det R (0) = 0, det h (0) = 0. It follows from (2.2)-(2.4) that the diagonalizable equation (1.1) admits a formal solution given by the following asymptotic expansion
with the "amplitude" A = R(n, λ) and "phase" φ = n log Z + n s=n 0 log h(s, λ). Proposition. If the condition det f (k) (n) = 0 holds for ∀n in the decomposition (2.1) then the singularity at the point λ = λ 0 is removable.
Proof. Let us apply transform (1.2) with r(n, λ)
, which is bounded for λ → λ 0 and detf (n, λ 0 ) = det f (k) (n) = 0. Thus λ 0 is not a singularity point forf (n, λ).
Suppose that the potential f (n, λ) is represented as follows 6) where α(n, λ) and β(n, λ) are analytic and non-degenerate around λ = λ 0 , Z is a diagonal matrix of the form
where E j is the unity matrix of the size e j × e j and the exponents are pairwise different integers γ 1 < γ 2 < . . . < γ N . Define P (n, u, λ) = β(n + 1, u(n + 1), λ)α(n, u(n), λ) and suppose that the principal minors satisfy the conditions det j P (n, u, λ 0 ) = 0 for j = e 1 , e 1 + e 2 , e 1 + e 2 + e 3 , . . . , N. (2.8) Theorem 1. Suppose that λ = λ 0 is a point of singularity and the potential f (n, u(n), λ) satisfies the conditions (2.6) and (2.8) in a vicinity of λ 0 and in a domain of the space where u(n) ranges. Then there exist formal series (2.2) and (2.3) "diagonalizing" (1.1) on a vicinity of λ = λ 0 , i.e. the formal change of the variables y = Rϕ reduces (1.1) to the form (2.4) where h has the following block-diagonal structure
where h jj is a quadratic matrix of the size e j × e j . The coefficients R (i) and h (i) are dependent on a finite set of variables in {u(k)} k=−∞,∞ that depends on i.
Proof. Due to the requirement (2.6) equation (1.1) can be represented in the following canonical form 10) where the functions α = α(n, u(n), λ), β = β(n, u(n), λ) are analytic functions on a neighbourhood of the point λ = λ 0 such that det α(λ 0 ) = 0, det β(λ 0 ) = 0. Recall that we look for R such that the change of the variables y = Rϕ diagonalizes equation (2.10). Direct substitution into (2.10) gives
Below we use this equation in order to construct the series h and T. By definition P , T , h are analytic around λ = λ 0 : 12) and det h (0) = 0, det T (0) = 0, det P (0) = 0. Therefore T (n, λ) is also analytic around λ = λ 0 :
In what follows we will use the block representation of N × N matrices. The block element A ij of the matrix A has e i rows and e j columns. It is evident that Zh = hZ due to (2.7) and (2.9). The conjugation transform T → ZT Z −1 can be expressed in an explicit block form
where γ ij = γ i − γ j . Formula (2.14) shows that the block entry T i,j of the matrix T is given by T i,j = (λ − λ 0 ) γ i,j T i,j where T i,j is the block element of T . For these block elements we have formal series (see (2.12), (2.13) above)
which satisfy due to (2.14) the following equation
By comparing the coefficients in (2.15) one finds
It is supposed in (2.16)-(2.18) that T p,i,j = T p,i,j = 0 for p < 0. It follows from (2.16)-(2.18) that T 0 is a lower block triangular matrix. Indeed, we have for i < j that
Let us substitute series (2.12), (2.13) into the equation (2.11)
and collect the coefficients before the powers of λ − λ 0 . It gives a sequence of equations:
Concentrate on the first equation. This equation is easily reduced to the Gauss problem of decomposition of the matrix P 0 into a product D n (T 0 )h 0 T −1 0 of three matrices -the lower block-triangular D n (T 0 ), the block diagonal h 0 and the upper block-triangular T 0 . The regularity condition (2.8) guarantees its solvability. In addition we assume that diagonal blocks T i,i and T i,i are equal to the unity matrix E i of the size e i × e i . Evidently this provides the unique solvability of equation (2.19) .
We assume that the diagonal blocks of the matrices T k and T k vanish for all k ≥ 1 and expand each of the matrices T k and T k for k ≥ 1 into the sum of block lower-and block upper-triangular matrices with zero diagonal blocks:
One can easily find the matrices T 1U and T 1L . Indeed, if γ i − γ j = −1 for i < j then we obtain T 1,i,j = T 0,i,j from (2.17), we found this element in the previous step. If γ i − γ j ≤ −2 then we obtain T 1,i,j = T 1+γ i −γ j ,i,j = 0 from (2.17) because the first index 1 + γ i − γ j is negative. Therefore we already know the matrix T 1U . In a similar way we find also T 1L . To find the unknown T 1L and T 1U we use the equation (2.20) rewritten in the form 0 . Continuing this way we find all coefficients T k and h k from the equation
where the term H k contains terms found in the preceding steps.
Corollary. Linear equation (1.1) rewritten in the following special form
is effectively reduced to the block diagonal form
by the transformation ψ(n, λ) = T (n, λ)ϕ(n, λ) if P = D n (β)α, f = αZβ and all the requirements (2.6), (2.8) hold.
Asymptotic diagonalization of the Lax operator and conservation laws
We study a dynamical system of the form
where
) depends on two integers n and m and the shift operators D n and D m act due to the rules D n y(n, m) = y(n + 1, m) and D m y(n, m) = y(n, m + 1). We assume that equation (3.1) admits a Lax representation, i.e. it is the consistency condition of a pair of linear equations
Here the notations 
Let us introduce the operatots
Note that the first equation ( 
The coefficients S i of the series S have the same block diagonal structure as the matrix h.
Scheme 
The last equation looks like (2.11) with S instead of T and D m (h) instead of P . By using the reasonings used in the proof of Theorem 1 one can check that the coefficients S i and h i of the series S and h have the same block diagonal structure. Due to the block structure S commutes with Z and we find
By passing to the block entries
Now it is evident that the equation
generates an infinite series of conservation laws for the equation (3.1). Since the function det S = N 0 i=1 det S ii does not vanish identically then logarithms in (3.7) are correctly defined.
Algorithm of finding the special form of a linear discrete equation
The problem of finding asymptotic expansion in parameter around a singularity point for the fundamental solution of the discrete equation (1.1) is rather complicated. Even for comparatively well studied systems of linear differential equations the similar problem does not have a complete solution. Theorem 1 shows that the key step in solving the problem in the discrete case is to reduce equation (1.1) to the special form (2.23) at the vicinity of the singular point λ = λ 0 (see [2] , [1] ). Below we discuss a method for searching such a special form for a given equation (1.1).
Let us fix a block representation of the potential f = {f ij } N 0
i,j=1 such that the block f ij is a matrix of the size e 
Suppose now that there exist diagonal matrices Z 1 and Z 2 :
2) and
2 B L ) are analytic and nondegenerate at the vicinity of λ 0 . Evidently Z ′ = Z 1 Z 2 is a diagonal matrix having at the main diagonal powers of λ − λ 0 with integer exponents. By using a linear transform Z := SZ ′ S −1 with constant matrix S bring Z ′ to the form
where the exponents are ordered as follows γ 1 < γ 2 < . . . < γ N 0 and E j is the unity matrix of the size e j . Stress that generally speaking the integers e 1 , e 2 , . . . , e N 0 define the block representation of a matrix which differs from that defined by the numbers e which coincides with the necessary representation (2.6). Here α(n, λ) = A ′ (λ)S −1 and β(n, λ) = SB ′ (λ). Define
Suppose that the principal minors of the matrix P (n, λ 0 ) satisfy the conditions det j P (n, λ 0 ) = 0 for j = e 1 , e 1 + e 2 , e 1 + e 2 + e 3 , . . . , N 0 .
Then all conditions of the Theotem 1 are satisfied and therefore equation (1.1) is diagonalized around λ = λ 0 . This case is illustrated with example of the AtkinsonLobb-Nijhoff system (section 5).
However it might happen that some of the requirements (4.7) are violated. In this case following the idea of Turritin [17] (see also monography [18] ) suggested for studying differential equations we apply to the equation (1.1) a linear transform which is called in [17] , [18] cut-off transformation. The following statement slightly clarifies the situation.
Lemma. Suppose that equations
having singularities at one and the same point λ = λ 0 are related by a linear transform y = F (n, λ)ỹ where the factor F (n, λ) is analytic around λ = λ 0 and det F (n, λ 0 ) = 0. Suppose that one of the potentials f ,f admits the special form (4.5) satisfying the conditions (4.7). Then the other one also admits the special form (4.5) satisfying (4.7). Proof of the Lemma. We have f = αZβ andf = F (n + 1, λ)f F (n, λ) where α = α(n, λ) and β = β(n, λ) are analytic and non-degenerate around λ 0 . Thereforẽ
also are analytic and non-degenerate around λ 0 . Moreover we have an equationP =β(n + 1, λ)α(n, λ) = β(n + 1, λ)α(n, λ) = P which completes the proof of the Lemma.
Following the analogy with the differential case (see [18] ) we can refer to the systems (4.8) as holomorphically equivalent at a vicinity of the singular point λ 0 .
Corollary. Holomorphically equivalent systems can be reduced to one and the same special form
where functions P (n, λ), P −1 (n, λ) are analytic around λ = λ 0 and the conditions (4.7) are satisfied.
Thus cut-off transform converting equation (1.1) which fails to satisfy conditions (4.5), (4.7) to the other equation of the same form (1.1) satisfying these conditions either should have a pole at the point λ 0 or det F (n, λ 0 ) should vanish, i.e. the factor F (n, λ) has a singularity at λ = λ 0 .
Efficiency of this approach in the discrete case is illustrated below with an example of the discrete Tzitzeica equation.
Conservation laws for the Atkinson-Lobb-Nijhoff system
In this section we consider a particular case (with two field variables) of a nonlinear quad system recently suggested in [10] :
1,0 − qv
0,1 v
Here v (1) (n, m) and v (2) (n, m) are sought functions of two integers m, n and p and q are constant parameters. Below we describe an infinite series of conservation laws to the system (5.1) by using the method of asymptotic diagonalization of the Lax operators. It is shown in [10] that the system (5.1) is the consistency condition of the following pair of the discrete linear systems
−λv
Let us apply the method of asymptotic diagonalization to the first equation in (5.2). Since due to the Proposition above the pole at λ = ∞ corresponds to the removable singularity and
then the equation under consideration has only three singular points: p, pe 
Changing the variable as ϕ = βy, we obtain the desired special form ϕ 1,0 = P (ξ)Zϕ of the first equation in (5.2), where
The principal minors det 2 P (∞) and det 3 P (∞) = det P (∞) of the matrix P (∞) are nonzero. Therefore we can apply Theorem 1 which implies that there exist the formal series
"diagonalazing" the first equation in (5.2) at a neighbourhood of the point ξ = ∞. We find T and h from the equation D n (T )h = P T , where
Equating the coefficients of the same powers of ξ, we obtain the equations
3)
It is easy to see that
Therefore we can express elements T i,j of the matrix T explicitly in terms of elements of the matrix T :
Substituting the formal series
in the equations (5.5), (5.6) and (5.7) , we get
From these equalities, we obtain the relations between coefficients of the two formal series T k+1,i,3 = T k,i, 3 for i = 1, 2,
Moreover T 0,13 = T 0,23 = 0 and T 0,31 = T 0,32 = 0. Solving the equation (5.3), we get
1,0 ω 0 1
Here and hereafter ω := v (1) v
1,0 + v
Then, solving the equation (5.4), we find the matrices T 1 , h 1 and T 1 :
1,0 ω 0 0
1,0 . The matrix h 1 has the form
2,0 + v
1,0 v
The matrix T 1 has the form:
(1)
3,0 + +2v
We can rewrite the potential g in the form g = g 0 + g 1 ξ −1 . Then the operator
ωρ .
Here and hereafter κ = pv
1,0 and σ = pv
0,1 . We write down in an explicit form three conservation laws from an infinite sequence obtained by the diagonalization procedure
ω ,
0,1 ,
1,0 . Evidently the system (5.1) is invariant under the change of the variables m ↔ n, p ↔ q. Thus it is easy to find another series of conservation laws from the known one.
Diagonalization of the Lax pair and construction of the conservation laws for the discrete Tzitzeica equation
Consider a discrete version of the famous Tzitzeica equation
found in [8] , [9] . Equation (6.1) is the consistency condition of the following system of linear equations
Potential f (n, λ) has two singular points λ = ∞ and λ = 0. Concentrate on the point λ = ∞. Unfortunately the algorithm discussed in §4 applied to the first equation of the Lax pair (6.2) leads to the representation (4.5) for which P (n, λ) evaluated by the formula (4.6) fails to satisfy (4.7). Therefore Theorem 1 cannot be applied. In this case we have first to change the leading term for λ → ∞ of the potential f (n, λ) by using the so-called cut-off transform outlined for the differential equations in [18] . The desired transform consists of changing of the variables as ψ = χϕ which results at ϕ 1,0 = f ′ ϕ. Here
Emphasize that the new potential f ′ grows as λ for λ → ∞ while f grows as λ 2 . This explains why the transform is called "cut-off". We factor the matrix f ′ into a product of the form f ′ = αZβ with
Substituting y = βφ, we write the equation in the required form φ 1,0 = P (λ)Zφ, where P (λ) = β 1,0 α or, in the coordinate representation,
The function P (λ) is analytic in a neighbourhood of λ = ∞,
The principal minors det 2 P (∞) and det 3 P (∞) = det P (∞) of the matrix P (∞) are nonzero. Now one can apply Theorem 1 which implies that there exist the formal series
"diagonalazing" the equation φ 1,0 = P (t)Z ′ φ at a neighborhood of the point λ = ∞. We find T and h from the equation D n (T )h = P T , where
Equating the coefficients of the same powers of λ, we obtain the equations
From the equation (6.3) we obtain
From the equation (6.4) we get From the equation (6.5) for k = 3 we obtain the matrices T 2 , T 2 and H 2 . Namely, The matrix H 2 has the form:
We have 
.
A multi-quadratic integrable quad equation
In this section we consider a quad equation of the form
where the function Q is a quadratic polynomial with respect to each of its arguments:
Such kind equations are called multi-quadratic. Equation (7.2) is obtained by applying the discrete version of the well-known Zakharov-Shabat dressing transform to a pair of the linear discrete equations
The dressing we used is based on the Riemann-Hilbert problem on factorization of piecewise-analytic functions on the unit circle |λ| = 1. Let us recall the settings of this problem. Given a matrix-valued function r = r(λ) ∈ C 2×2 on the contour |λ| = 1, we define a new function
We then look for nondegenerate matrix-valued functions ϕ(n, m, λ) and ψ(n, m, λ) defined on the contour |λ| = 1 that admit nondegenerate analytic continuation from the contour into the respective domains |λ| < 1 and |λ| > 1. We assume that the equality ϕ(n, m, λ)r(n, m, λ) = ψ(n, m, λ) (7.4) holds on the contour |λ| = 1. Problem (7.4) can be effectively solved in the case where r = r(λ) is sufficiently close to the unit matrix. The problem solution becomes unique if one imposes an additional normalization condition. We assume that ϕ(n, m, 0) and ψ(n, m, ∞) are upper-triangular and correspondingly lower-triangular matrices and the following involutions are satisfied r(n, m, λ) = r * n, m, 1 λ , r(n, m, λ) = r(n, m, λ), which ensures the uniqueness of the solution to the problem (7.4), (7.5) . Then the dressed potentials f , g are evaluated as follows:
They are parametrized as
. The consistency condition of the pair of equations
gives rise to the equation
Actually we obtain equation (7.2) from equation (7.11) . The potential f is easily represented as f = P Z, where
The principal minors of the matrix P are nonzero. By Theorem 1, there exist the formal series
"diagonalazing" the first equation in (7.10) at a neighbourhood of the point λ = ∞. We find T and h from the equation D n (T )h = P T , where
It is easily seen that
Therefore elements T i,j of the matrix T are expressed in terms of elements T i,j of the matrix T :
. Substituting the formal series
in the last equalities, we obtain
From these equalities, we get the relations
Solving the equation (7.12), we obtain the first members of the series
Here v := u 1,0 − u. From equation (7.13), we get the second members 
Conclusions
The method of the formal asymptotic diagonalization of the Lax pairs of nonlinear PDE proposed in [19] is an effective tool for describing higher symmetries and conserved quantities. This method was adopted to discrete models in [1] , [2] (see also an alternative approach [20] - [25] ). The present article is devoted to further development of the method. By using the method of asymptotic diagonalization infinite series of conservation laws are constructed for the discrete version of the Tzitzeica equation and AtkinsonLobb-Nijhoff system (the case N = 2).
For a multi-quadratic discrete system found by the dressing transform method [26] conservation laws are described and the third order symmetries are found.
