A new continuous version OT the maxinium U posteriori algorithm is described and applied to sequence oriented decoding of parallel concatenated convolutional codes.
transmission must base their decisions on the maximum a posteriori (MAP) probability. They have been known since the early seventies [l] , although they are much less popular than the Viterbi algorithm and almost never applied in practical systems. Only re cently interest in these algorithms has been revived, in connection with the problem of decoding concatenated coding schemes, also known as 'turbo codes'.
The decoding algorithm for 'turbo codes' uses an iterative procedure whose heart is an algorithm which computes the sequence of the a posteriori probability (APP) distributions of the information symbols. There have been several attempts to achieve, or at least to approach, this goal. The algorithm originally proposed [2] is based on a modification of the soft-output Viterbi algorithm (SOVA), whereas other approaches consisted of revisiting the original symbol MAP decoding algorithm and simplifying it to a form suitable for implementation [3, 41 . These algorithms require the transformation of the parallel concatenated convolutional coding scheme (PCCC) into an equivalent block code. This in turn requires trellis termination of all constituent encoders (thus reducing the code rate) and block synchronisation, and leads to a nonuniform reliability of the decoded bits. In this Letter we propose two new sliding-window versions of the MAP algorithm (the optimum one and its suboptimum version) which allow a continuous decoding of the PCCC, avoiding the problem of trellis termination and leading to a more flexible system solution.
rnemoryless source
Description of the algorithms: We describe the sliding-window MAP algorithms with reference to the system whose block diagram is shown in Fig. l . The information sequence U emitted by the source enters an encoder which generates code sequences c. The code symbols c, enter the modulator, which performs a one to one mapping of the symbols with the modulator signals x,. The signals x,~ are transmitted over a stationary memoryless channel with output symbols yk. The channel is characterised by the transitions probability distribution PCylx). The channel output sequence is fed to the symbol by symbol soft output demodulator, which produces a sequence of probability distributions y,(x) according to the memoryless transformation
The sequence of y,(x) is then supplied to the soft output symbol decoder, which processes them to obtain the probability distributions Pk(uIy), defied as Pk(UlY) 6 P ( U k = UlY) ( 2) The probability distributions Pk(uIy) are the symbol by symbol a posteriori probabilities (APP) and represent the optimum symbol by symbol soft output.
The original MAP decoding algorithm [l] , which is referred to here as the BCJR algorithm (from the authors initials), requires the whole sequence to have been received before the decoding process starts. To apply it in a PCCC we need to subdivide the information sequence into blocks, encode them by terminating the trellises of both constituent codes, and then decode the received sequence block by block. 
Fig. 2 Meaning of notations
A more flexible decoding strategy is offered by a moditication of the BCJR algorithm in which the decoder operates on a fixed memory span, and decisions are forced with a given delay D. We call this new algorithm the sliding window BCJR algorithm (SW-BCJR). Its description will be based on time-invariant couvolutional codes and will make use of the notations pictorially shown in 
s; 4 S,'(u).
(iv) A signal x is associated to each transition in the trellis, this signal depends on the state where the transition originates from and on the information symbol U determining that transition. When necessary, we will explicitly state this dependence writing x(u, Si) when the transition ends in S,, and x(S,,u) when the transition originates from S i n e SW-BCJR algorithm will be described in steps. It is composed of the following steps, gwen without proof 
Final step: Compute the AF'P at time k -D as
S,
The main features of the algorithm are the initialisation of the backward recursion assuming a uniform probability for all the states, which makes it suitable for continuous decoding, and the fact that it does not need the storage of the N x D values of the quantities as they are updated with a delay of D steps.
SimpliJications of the algorithm: As already proposed for the block-decoding original MAP algorithm, the SW-BCJR algorithm can also be simplified by passing to the logarithms. This leads to the problem of evaluating the logarithm of a sum of exponentials so that (9) the first solution computes the second term in the right-hand side using look-up tables, as proposed in [4] for the block-decoding. We call this algorithm SW-Log-BCJR. The second neglects the second term and leads to the simpler, suboptimum SWAL-BCJR, where 'A' stands for 'approximate'. A pleasing feature of the second algorithm is that it does not require the estimate of the noise variance. Simulation results: We have simulated the two sliding-window SW-Log-BCJR and SWAL-BCJR algorithms embedded into the iterative PCCC decoding procedure. All results refer to a rate 113 PCCC with two equal, recursive convolutional constituent encoders with 16 states and a random convolutional interleaver of length 16,384.
In Fig. 3 we show the obtained bit error probabilities against the number of iterations of the decoding procedure using the SWLog-BCJR algorithm for various values of the signal-to-noise ratio. The decoding algorithm converges down to signal-to-noise ratios of 0.05dB. Since for rate 113 codes the Shannon capacity limit is -0.55dB, our result is, at 0.60dB from it, the closest result ever published.
From the simulation of the simpler SWAL-BCJR algorithm, we have found that the penalty incurred by it amounts to -0.60dB.
