Needleman and Wunsch, 1970
First implementation of dynamic programming for protein sequence comparison The inability of distinguishing correct from incorrect structures threw back structure prediction approaches for a long while Chothia and Lesk, 1986 Examination of divergence between sequence and structure Doolittle, 1986 Influential book on sequence analysis
Feng and Doolittle, 1987
The first approach for an efficient multiple sequence alignment procedure, later implemented in CLUSTAL Lathrop et al., 1987 One of the first applications of Artificial Intelligence in protein structure analysis and prediction
Ponder and Richards, 1987 The very first threading approach, using sequence enumeration Altschul et al., 1990 The implementation of a sequence matching algorithm based on Karlin's statistical work Bowie et al., 1991
The first implementation of protein structure prediction using threading Table 2 . Early publications that influenced our view of bioinformatics [1] .
With the advancement of powerful methodologies in molecular, structural, and chemical biology, such as genome-scale sequencing, microarray gene expression analysis, RNAi, high-throughput crystallization and more, all of which produce massive amounts of biological data, it has become obvious that "biological information processing" is as important as data production, and merits becoming a separate discipline with its own customs.
Funding: National health organizations in most developed nations allocate a good share of their public research funding to Bioinformatics, often establishing self-contained Bioinformatics institutions (Table 3) . Table 3 . Worldwide Bioinformatics Centers [39] .
The well-known sequence collaborations between NCBI/GenBank-GenPept in the US [14] , EBI/EMBL-TrEMBL in Europe [28] , and NIG/DDBJ-DAD in Japan [31] , function as an invaluable public resource for accessing up-to-date annotated DNA and protein data between the three continents.
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Main areas of interest in bioinformatics include: genome annotation, particularly gene structure prediction and genome comparison (genomics and comparative genomics), expression data analysis (functional genomics), protein structure prediction (structural biology), and biological networks (systems biology).
Genome Sequencing, Annotation and Comparison
During a genome sequencing project ( Figure 1 ) computational tools are used at different stages, from base calling of the raw sequences to contig assembly and gap filling. When assembling a new genome for a species closely related to another species with an already completed genome, it is common to use comparative genomics, mapping a newly sequenced genome onto a reference genome [8] . After the primary sequence has been determined, gene identification is performed using a gene-finding algorithm. Many gene-finding algorithms have been developed that work with varying degrees of success. Leading ones are GRAIL [2] , GeneParser [3] , Genie [4] , FGENEH [5] , VEIL [6] , Glimmer [7] , Twinscan [8] , Genscan [9] . These algorithms apply a variety of advanced computational techniques, including neural networks, dynamic programming, decision trees, probabilistic reasoning, and Hidden Markov Models.
Introduction to Bioinformatics
6 Figure 1 .
Steps of a microbial genome sequencing project at TIGR (by Steven Salzberg) [7] .
Once initial gene identification is over (though rarely completed, because gene finding is enormously difficult in eukaryotes), it is necessary to assign functional roles to those genes and to delineate the non-coding genetic elements. Visualizing the chromosomal locations of genes, and the annotations contributed by scientists all over the world is made possible by genome browsers. Two notable ones are the UCSC [17] and Ensemble [18] genome browsers. The sites hosting the genome browsers offer up-to-date biological information, ranging from chromosomal coordinates to EST data and more, integrating many disparate types of information about the completed genomes.
Annotation transfer between genomes, based on protein similarity, gene orthologs, interologs, and regulogs, is also commonly used to predict the function of experimentally uncharacterized proteins. Figure 2 represents an example of identification of conserved proteins between species where the BioKnowledge transfer method was used by the company Proteome for annotating the proteome of newly sequenced genomes. In 2000, when the draft genome sequencing project of worm was completed, analysis of the worm proteome, which had a large fraction of uncharacterized genes at the time, benefited from the annotation transfer method based on sequence similarity to heavily studied yeast genes. Later findings, accelerated by the discovery of RNAi technique for gene knock-down analysis, showed that many of those predictions were correct, indicating that refined knowledge transfer actually leads to realistic predictions. A
8 similar approach was used in the annotation of a select number of human genes, contributing to the initial RefSeq human database of NCBI [32] . In the intersection of all three circles (colored in black) are proteins that find a match in all three species, represented as the percentage of total proteins in that species, as represented in the indicated volumes of the BioKnowledge Library as of September 2000 [11] .
"Nothing in biology makes sense except in the light of evolution!" [40] . By comparing the genes of related species, a tremendous amount of information can be learned about how genomes are organized and how major evolutionary changes take place ( Figure 3 ). 
Sequence Analysis
Large-scale DNA sequencing efforts for genome projects, which are producing an immense amount of sequence data, necessitated the development of sensitive and robust methods for analysis and evaluation. Since only a fraction of the genes in any of the large genomes such as worm, human, mouse, rat, chicken have been studied experimentally, computational inference of biological information is required to stimulate thought and to increase understanding of the organisms. Many of the most powerful sequence analysis methods are based on principles of probabilistic modeling to compare sequences within and across species. Examples include the use of probabilistically derived score matrices to determine the significance of sequence alignments, the use of hidden Markov models as the basis for profile searches to identify distant members of sequence families, and the inference of phylogenetic trees using maximum likelihood approaches. Well-known heuristic algorithms BLAST and FASTA are used widely where high similarity and regional matches are the expected outputs.
The basic aim of a molecular biologist is to find out whether a newly identified sequence has any similarity to other sequences in the target databases. The BLAST package [15] , the most popular one, is used both for nucleic and amino acid sequences, and provides alignments of short stretch of identities and with high scoring matches at reasonable speed. A list of BLAST programs and their intended usage is shown in Tables 5 and 6, taken from the NCBI's BLAST web site [16] .
The fundamental unit of the BLAST algorithm output is the High-scoring Segment Pair (HSP). An HSP consists of two sequence fragments of arbitrary but equal length whose alignment is locally maximal and for which the alignment score meets or exceeds a threshold or cutoff score ( Figure 5 ). In the BLAST output shown in Figure 5 , the sequences producing significant alignments are listed in descending order of their Score (S), which represents the sum of values for each aligned pair of residues plus values for each gap. The (E) value, the Expect value, is a parameter that describes the number of hits one can "expect" to see just by chance when searching a database of a particular size. It decreases exponentially with the Score (S) that is assigned to a match between two sequences. Essentially, the E value describes the random background noise that exists for matches between sequences. The closer the E-value it is to "0" the more "significant" the match is.
In the alignment section, matching sequences are connected with a "|" symbol, and mismatches are connected with a space. A gap would be represented with a "-" symbol. Table 6 . BLAST program selection for peptide sequence queries [16] . A number of strategies can be used at each step in the design and implementation of a DNA microarray experiment (Figure 4 ). From probe design to analysis of gene expression there is a good variety of both public and commercial software and on-line tools available. An introductory list of these tools is included in Table 4 , and more can be found at the Web site referenced [13] . Table 4 . Commonly used microarray software and tools [33] .
Expression Data Analysis
The MGED (Microarray Gene Expression Database) consortium [34] , supported by the microarray community, sets the standards for experimental controls and for data normalization in microarray experiments, so as to ensure the interpretability of the results and to allow potential verification by third parties.
Protein Structure Prediction
Structural information about a protein is perhaps the most useful data to help understand protein function. Experimentally determined 3-D structures of proteins are deposited in the PDB Protein Data Bank [30] . For majority of the proteins whose structures have not been determined experimentally, computational structure prediction methods can provide valuable information.
One class of protein structure prediction methods, which includes threading and comparative modeling, relies on detecting similarity between most of the modeled sequence and at least one known structure. A second class of methods, the de novo or ab initio methods, predict the structure from sequence alone without relying on similarity between the modeled sequence and any known structure [19] . The ab initio prediction methods first model all the energetics involved in the process of folding, and then try to find the structure with lowest free energy. This approach utilizes the thermodynamic hypothesis, which states that the native structure of a protein is the one for which the free energy achieves a global minimum. Shown in Table 7 is a brief list of protein structure prediction methods.
Name Accuracy Comments
Experimentally determined 3-D structures Table 7 . Protein structure prediction tools by threading, homology modeling, secondary structure determination and ab-initio methods [35] .
Modeling Biological Networks -Systems Biology
With so much information about DNA, RNA, protein, interactions, gene expression, regulatory elements, metabolic pathways, and collective knowledge of cell biology contained in the scientific literature, their integration represents a huge challenge. The relationships of these diverse types of information with respect to one another must be determined to model the cellular system as a whole. Systems Biology is an emerging field that aims to model a cellular or organismal system by building integrated analytical and computational tools. An increasing number of research groups are using systems biology approaches,
including dedicated institutes such as the Institute for Systems Biology [36]. Allergy databases containing a variety of information, from sequence, epitope, and structure, to cross-reactivity information on allergen proteins, have been created and complement each other very nicely. Table 8 lists the predominant allergen databases; a review of these databases is in an earlier article [38] . It is important for these databases to provide reliable and up-to-date data in order to use them for systematic bioinformatics analyses. These databases also represent an invaluable reference for clinicians and researchers in this field. In assessing the allergenic potential of proteins, with the aim of preventing the marketing of potentially IgE-inducing or cross-reactive food products, the FAO/WHO established a set of screening recommendations, which were further refined by CODEX [24] . Figure 6 . Wavelet transform method for prediction of allergenic proteins. Flowchart of the entire prediction system [29] .
Bioinformatics with regards to protein allergenicity
Ivanciuc, Schein and Braun [27] at U. of Texas, on a web based tool (SDAP) providing information to assist structural biology studies related to allergens, offer a computational component that uses an algorithm based on conserved properties of amino acid side chains to identify regions of known allergens similar to user-supplied peptides or selected from the SDAP database of IgE epitopes.
The algorithm uses the amino acids descriptors E 1 -E 5 to locate sequences with similar chemical properties. Using the E 1 -E 5 descriptors, the similarity between two sequences A and B, each one consisting of N residues, is computed with the property distance function PD:
where j is the eigenvalue of the jth E component, E j (A i ) is the E j value for the amino acid in the ith position from sequence A, and E j (B) i is the E j value for the amino acid in the ith position from sequence B. The tool can be used to identify identical or more distantly related epitope sequences to assess cross-reactivity.
To date it appears that most of the bioinformatics methods used in studying protein allergens have focused on determining sequence similarity between known allergens and IgE-binding epitopes. Since conformational specificity between IgE antibodies and epitopes is gaining more significance, investigation into the utility of algorithms for creating substitute sequence stretches that will potentially preserve the conformation of epitopes with known 3D structure and thereafter performing sequence similarity searches of potential allergen protein sequence queries against a database containing those "conformational substitute stretches" should be conducted. In addition, while there is considerable interest in using structural motifs as a basis for evaluating novel proteins, further investigation is needed to determine the usefulness of structural motifs for evaluating protein allergenicity.
