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Abstract--It is illustrated by a few mathematical results (mainly from combinatorics and discrete 
geometry) that 
(i) even the most chaotic structures necessarily contain relatively arge symmetric substructures; 
(ii) minor perturbations may lead to radical transformations of a symmetrical system; 
(iii) some properties ofsymmetrical structures are stable. 
We give a new elementary proof of (a generalization f) the following theorem conjectured by 
M. Freedman. Let S denote the set of all lattice points in the plane with integer coordinates, and con- 
sider a mapping from S into the plane satisfying some Lipschitz condition. Then any sufficiently arge 
disc contains at least one point which is the image of a lattice point. 
"But what about the soul? What is better: if chaos prevails in it, or if order and harmony?" (Socrates/Plato) 
1. INTRODUCTION 
There has always been something mysterious about symmetry. Artifacts and relics of various 
cultures from all ages abound with wonderful symmetric patterns and figures. They are pleasing 
to the eye and the soul, in fact, they seem to embody our eternal human aspiration for perfection 
and harmony. The Pythagoreans attributed special power to the circle and the sphere, because these 
are the only shapes with full rotational symmetry. For similar reasons, Aristotle assumed the Earth 
to be round and Kepler suspected some sort of mysterious connection between the five regular 
platonic bodies and the orbits of the planets known at his time. These thoughts, however 
superstitious they may appear, truly reflect he belief shared by most scientists that the basic laws 
of Nature must be simple and harmonic. The discovery of a number of transformations that leave 
the physical aws and phenomena unchanged, i.e. the basic principles of symmetry, certainly rank 
among the greatest achievements of modern science. Mathematicians cherish a belief that they 
possess a uniform language capable of describing a very wide range of concepts and phenomena 
related to symmetry. However, is it conceivable that the key to the mystery lies in a language? 
In this paper we make an attempt to illustrate three different aspects of the stability of 
symmetrical structures by a few examples taken from combinatorics and discrete geometry. The 
last section is slightly more technical than the first two, for it contains a new elementary proof of 
a result conjectured by Michael Freedman. 
2. TOTAL CHAOS IS IMPOSSIBLE 
Investigating how friendships develop in school communities, ome 30-years ago the wellknown 
Hungarian sociologist Alexander Szalay discovered that in the classes he tested there were 
surprisingly large groups of students who either mutually liked or mutually disliked each other. 
Instead of looking for psychological reasons which might explain this phenomenon, he started 
drawing graphs whose nodes represent students, two nodes being joined by an edge, if the 
corresponding students like each other. Having an excellent mind, he soon came up with an 
accurate proof of the fact that, for any natural number n, there exists another number R(n)  with 
the property that every graph with at least R(n)  nodes contains either a complete or an empty 
subgraph with n nodes. However, this theorem had been established before by F. Ramsey, and it 
turned out to be one of the central results in modern combinatorics. (For a detailed account on 
this subject consult Ref. [1].) 
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Another classical theorem of similar spirit is due to van der Waerden [2]. It states that, no matter 
how we divide the set of all natural numbers into two (or, in fact, into any finite number of) classes, 
we can always find arbitrarily long arithmetic progressions, all of whose elements belong to the 
same class. 
Our third example is taken from geometry. Two bundles of straight lines {1~,/2 . . . .  , I, } and 
{kt, k2 . . . . .  k, } are said to form a gridlike configuration, if they meet in the manner shown in Fig. 
1. (The li s need not be parallel to each other, but they have to cross the kj s in the order prescribed 
by their numbering.) In Ref. [13] it is proved that for every natural number n there exists a number 
G(n) such that, in any arrangement of at least G(n) lines in the plane such that no two of them 
are parallel, one can find two n-element bundles forming a gridlike configuration. 
With a little profane wording, we can say that the common moral of these results is that all 
structures (even the most chaotic ones) contain symmetric (i.e. highly regular) substructures. Since 
many important results from various branches of mathematics an be paraphrased in a similar 
form, this statement can rightly be called a metatheorem. 
It might be interesting to point out that there is an intimate relationship between chaotic and 
random structures. Let us think of the chaos manifested in dadaist poems (composed by putting 
randomly chosen words one after the other) or the art of the so-called action-painters. More 
seriously, let us recall the remarkable fact that the investigation of the chaotic motion of gas 
molecules led to the birth of mathematical statistics and of the theory of random processes. 
Thermodynamics and agitation cannot be understood without the laws of chance. As far as 
mathematics is concerned, it was realized towards the middle of this century that many different 
highly irregular mathematical objects can only be constructed with the help of random methods 
[4]. In particular, the best lower bounds for the numbers R(n) in Ramsey's above-mentioned 
theorem were also obtained in this way. 
It is a well-known result in elementary probability theory that there is a number F(n) with the 
property that, if we flip a coin at least F(n) times, then we get n consecutive heads (or n consecutive 
tails) with probability greater than 0.99. Note that the inevitable occurrence of regular sub- 
structures in random constructions i  in perfect agreement with our metatheorem (and may well 
be responsible for the genesis of life on earth). 
An important common feature of the above examples i that the size of the regular substructures, 
whose existence isguaranteed by the theorems, is usually much smaller than the size of the original 
structures. In some extreme cases it can even happen that the regularity isconfined to a single point. 
A typical instance of such a result is the following "fixed point theorem": no matter how we comb 
a hedgehog, we can always find a spine which sticks out from its body perpendicularly. (The 
hedgehog has a convex smooth body completely covered by spines, i.e. by straightline segments. 
We also assume that, if two spines are rooted close to each other, then they are nearly parallel, 
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i.e. the direction of the spines is a continuous function defined on the surface/skin of the hedgehog.) 
The proof of this result is based on the following useful topological lemma of Sperner (see e.g. 
Ref. [5]). 
Let C be a simple closed Jordan curve (say, a circle) and let r, b, g denote three distinct points 
of C. Assume that C and its interior are coloured by three colours (red, blue, green), i.e. it is covered 
by three (not necessarily disjoint) compact sets R, B, G so that 
(i) r~R,  beB, g~G; 
(ii) r~RUB,  -~eBUG, greGUR, 
where rb denotes the portion of C between r and b, that does not contain g. 
Then there is a point getting all three colours, i.e. R n B O G is nonempty. 
3. FRAGILE SYMMETRY 
If there are no strong forces acting in a physical system, then the particles tend to move 
randomly, chaotically. The most probable state of the system is the one, in which the disorder is 
maximal. This universal tendency towards chaos is at the bottom of Maxwell's laws of thermo- 
dynamics. 
However, if we put the matter under great pressure or we cool it down, then the forces between 
the particles overpower the agitation and a new phenomenon appears: the particles tart forming 
regular configurations, ymmetric molecules, crystals. Only those formations urvive, which are 
stable. (In physics this usually means that they locally minimize the energy level of the system.) 
The crystals of many different metals (aluminium, copper, iron, magnesium etc.) consist of regular 
hexagonal layers of atoms. (One such layer is shown in Fig. 2.) The centres of the atoms are said 
to form a hexagonal lattice. 
In almost all domains of life we frequently come across beautiful, symmetric, perfectly balanced 
situations and arrangements which helplessly collapse, due to their instability. (Just try to balance 
a match on your finger, or build a house of cards!) Catastrophe theory and the theory of differential 
equations provide a large number of mathematical examples howing that minor changes in the 
circumstances may provoke radical transformations of the whole system. We would like to present 
here two similar examples from the field of discrete geometry. In both cases the symmetric 
configuration, we start with, is the hexagonal lattice. 
A system of pairwise disjoint open discs in the plane is called a circle packing. Almost a century 
ago A. Thue proved that the densest packing of equal circles in the plane is the so-called regular 
packing shown in Fig. 2. (See e.g. Ref. [6].) In this arrangement every circle has exactly six 
neighbours. What happens, if we slightly perturb this system, while making sure that the incidence 
structure remains unchanged? Is it possible that we obtain a new arrangement, in which the circles 
are not equal any more, but their radii vary (say) from 10-l0 to 101°? Lfiszl6 Fejes T6th conjectured 
that the answer to this question is in the negative. 
The following (stronger) theorem was proved in Ref. [7]: if all elements of a circle packing have 
at least six neighbours, then it is either the regular packing, or it contains arbitrarily small circles. 
In other words, if we slightly change the size of just one element of the system, then that necessarily 
leads to dramatic hanges in the size of infinitely many others. (Recently, a related result has been 
established by B. Rodin and D. Sullivan.) 
Note that a similar sort of instability is expressed in the following well-known fact of elementary 
calculus: a convex function is either constant or unbounded. A discrete version of this statement 
plays an interesting role in the theory of Markov processes. Let us assign a real number f (x)  to 
each vertex x of the hexagonal lattice, so that f (x )  is at most as large as the average of the values 
assigned to its neighbours. That is, for every x, 
1 6 
f(x) ~ -~ ,~ f(xi), 
where x, . . . . .  x6 denote the neighbours of x. Then f(x) is either a constant function or it is not 
bounded from above. (See e.g. Ref. [8].) 
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Fig. 2 
Next we describe another way of creating chaos from symmetry. Let us fix two points of the 
plane, A and B at distance 1 from each other, and draw two unit circles around them. They will 
meet in two points. If we draw two unit circles around these points, too, then we get six new 
intersection points. In general, at every step of our algorithm we add to our picture all unit circles 
whose centres are intersection points of previously defined circles, and which have not been drawn 
in before. 
Taking a few steps, we obtain a picture similar to Fig. 3. If we follow this procedure beyond 
any limit, then the centres of our circles will form a hexagonal lattice. 
What happens if the distance of A and B, the centres of the two initial unit circles, slightly differs 
from 1? Let S(A, B) denote the set of centres of all unit circles produced by our (infinite) drawing 
algorithm starting with A and B. An (infinite) point set S is said to be everywhere d nse in the plane 
if every circular disc contains at least one element of S. The following conjecture of Fejes T6th 
was proved in Ref. [9]. Let A and B be two points of the plane having mutual distance d ~ 2. If 
d = 1, 2 or v/3, then S(A, B) is the regular hexagonal lattice. Otherwise, S(A, B) is everywhere 
dense in the plane. 
This can again be regarded as an instability result: if we slightly move away from the value d = 1, 
then the simple, symmetrical structure of S(A, B) fatally collapses. 
Fig. 3 
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4. FLEXIBLE SYMMETRY 
If we melt a piece of crystallized pure metal, then its regular structure disintegrates and 
conspicuous changes take place. On the other hand, many important characteristics of the material 
remain almost unchanged. In particular, at the beginning most atoms do not get very far from their 
original positions in the lattice, no large holes arise in the system, and its total volume does not 
essentially increase ither. 
In this section we would like to give some mathematical examples showing that a slight deviation 
from symmetry may leave some important structural properties of the system invariant. Our 
"guinea pig", the symmetrical system we are marring, is again the hexagonal lattice on Fig. 2. 
It is a well-known fact, which follows by elementary number theoretic arguments, that there is 
a line in the plane such that the orthogonal projection into this line takes the vertex set of the 
hexagonal lattice into a point set everywhere dense in the line. In other words, there is a direction 
such that any parallel strip of positive width, pointing to this direction, contains at least one lattice 
point. That is, the hexagonal lattice is not transparent in this direction. (In fact, any direction ot 
determined by two lattice points will do.) The following statement (see Ref. [10]) shows that this 
interesting feature of the lattice will be preserved, if we slightly disturb its structure without creating 
large empty holes. Given any positive number and any (infinite) point set S in the plane with 
the property that every disc of radius r contains at least one element of S, one can always find 
a line such that the orthogonal projection of S into this line is everywhere dense. 
To describe another example of a result showing the stability of some property of the hexagonal 
lattice, we need a little preparation. For any two points x and y in the plane, let Ix - y [ denote 
their Euclidean distance. Let S be an infinite subset of R 2 (the plane), and let 2 6` A be two positive 
numbers. A mapping f from S into R 2 is said to satisfy the Lipschitz condition with coefficients 2 
and A, if 
If(x) - f (y ) [  46` 6`A, 
Ix -Yl 
for any pair of distinct elements (x, y) of S. Roughly speaking, this means that fdoes not radically 
change the distances between the elements of S. 
Michael Freedman [11] has recently conjectured that, if S is the hexagonal lattice and f is a 
mapping from S into R 2 satisfying some Lipschitz condition, then any sufficiently large disc in the 
plane contains at least one element of f (S) .  That is, there are no large empty holes in the image 
of S. Since the hexagonal lattice does not contain large holes either, this also can be regarded as 
some kind of stability property. 
In the sequel we are going to sketch a new elementary proof of (a generalization of) this 
conjecture. At this point we say goodbye to the reader not interested in the mathematical details. 
Theorem 
Let d, 2, A be positive numbers, let S be a point set in the plane with the property that every 
open disc of diameter d contains at least one element of S, and let f :  s ~ R 2 be a mapping satisfying 
the Lipschitz condition with coefficients 2 and A. 
Then every open disc of diameter 20(A2/2)d contains at least one point belonging to f (S) .  
We may obviously assume without loss of generality that d = 2 = 1, otherwise we can rescale 
our picture. We also suppose for simplicity that A is an integer. For any natural number n 11> 3, 
take two concentric ircles around the origin with radii n and n + 1, respectively. Let us divide the 
ring R n between these two circles into 6n congruent pieces by 6n rays starting from the origin, as 
shown in Fig. 4. These pieces will be denoted by RT, R~, . . . ,  R~,. In view of the fact that each 
R7 contains a disc of unit diameter, our assumptions guarantee that we can pick a point s7 e S lying 
in the interior of RT. Note that IsT-sT÷tl 6` 3, hence I f(sT)-f(sT+l)l  6, 3A, for every i. 
Let (tT, t~,. . . ,  t~,(n)) be a minimal circular subsequence of (sT, s~ . . . . .  s~,), with the property that 
lf(tT) - f(tT+l) l  6` 3A, for all 1 6` i 6`k(n). 
Claim 1 
The points f(tT), f(t~) . . . . .  f(t~(n)) in this circular order 
nonselfintersecting) closed polygon, which will be denoted by pn. 
determine a simple (i.e. 
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Fig. 4 
Proof Assume, in order to obtain a contradiction, that the segmentsf(tZ)f(tT+ i) andf(tT)f(t~+ i) 
intersect each other for some i# j .  Then either [ f ( tT ) - f ( t ] ) l  ~ 3A or bc(tT+l)-f(t~+l)l 6 3A, 
Hence either all points between f(tT) and f(t]), or all points between f(tT+ ~) and f(tT+ i) can be 
deleted from the sequence without violating the conditions, which contradicts the minimality of 
P". [] 
Claim 2 
If n >~ 3A, then P" contains a disc of radius n/3 in its interior. 
Proof Let p be the radius of the largest disc inscribed in P". Since no edge of P" is longer than 
3A, for any x inside P" we can find at least one vertex f(tT) with Ix - f ( tT) [  ~ p + ~A. If such a 
tn  ~ 114n n 6n n vertex exists with t 7 e U .,=12. R ~,, then let us colour x red. I f ,  i = ,~,, = 2. + ~ R,. or t 7 e U,. = 4. + ~ R,,, then 
we colour x blue or green, respectively. Note that some points may get more than one colour. It 
is easy to see that this colouring satisfies the conditions of Sperner's lemma (stated at the end of 
Section 2), thus we can conclude that there is a point x0 in P" which gets all three colours. This 
means that 
Hence we obtain 
IXo -f(tT)[ <~ p + 314, 
3 Ix0 - f ( tT) [  ~ p +iA,  
I x0 - f ( tD I  ~ p +23-,4, 
2n n for some tT~U,,=IR,,, 
n 114n l~n for some tj~,Jm=2n+la,,m, 
for some tT,~ 6. t-J,, =4,+ i R~. 
If(tT) - f ( tT ) l ,  ~(tT) - f ( t~) [ ,  If(t~) - f ( tT ) l  ~ 2p + 3A. 
Observe that at least one of the three distances determined by tT, t 7, t~ is at least w/3n, say, 
It7 - tTI -~ ~/3n. Thus 
~//3n ~ It7 - t]l ~ lY(tT) - f ( tT ) l  ~ 2p + 3A, 
which implies p >tl n/3. 
Claim 3 
Let n ~> 20 A 2 be fixed, m = n + 4A. Then 
(i) pm contains P" in its interior; 
(ii) the minimal distance between P" and pm is at least A; 
(iii) every disc of diameter 20A 2, whose centre is in the ring bounded by P" and 
P ' ,  contains at least one vertex of P". 
[] 
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f-l(pm)~ 
Fig. 5 
Proof. By our assumptions, for all i and j 
[f(t~') - f ( t~) l  ~> It7 - t j [  1t> m - n - 1 ~> 4A - 1. 
In view of the fact that the sidelengths of P" and pm are at most 3A, this implies condition (ii). 
In particular, P" and pm do not intersect each other. 
To show condition (i), it is sufficient o exclude the following two possibilities: 
(1) Pn contains P~ in its interior; 
(2) the interiors of P" and pm are disjoint. 
We can obviously choose an infinite sequence of distinct elements tT' = sj, s2, s3, • • • e S, whose 
distances from the origin are larger than m, and I Sk- Sk+tl ~< 3, hence [f(sk)--f(sk+l)[ ~ 3A, for 
every k. Further, we can ensure that Isk --sjl > 1, hence [f(sk) --f(sj)l > 1, for all k andj.  Assume 
possibility (1). Then f(sl ) =f(t~') e pm ___ int P~. Suppose thatf(sk) e int Pn butf(sk+~) ~ int P~ for 
some k. Then there exists a vertex f(tT) of P" such that either [f(sk)--f(tT)l<3A or 
lf(sk+~)--f(tT)l < 3A. On the other hand, 
If(sk)--f(tT)[~> ISk--tT[ ~m--n - - l~4A- -1 ,  
If(Sk+l)--f(tT)[ ~ [Sk+~-- tTI ~m --n -- 1 />/4A -- 1. 
This contradiction implies that f(Sk) E int pn, for every k. Since int pn is a bounded set, there are 
j and k such that 
If(Sk) --f(sj)l < 1, 
which is impossible. Hence possibility (1) cannot hold. 
Assume next possibility (2), and consider the two closed polygons f -~(P n) = tTtg.., tT,~) and 
f-t(pm) = t'~ t'~.., tk~,,). It is clear from the definitions that the ringlike region bounded by f - I (P  ") 
and f-~(pm) can be triangulated (without introducing new vertices) so that the diameter of every 
triangle is at most 10A. (See Fig. 5.) Let us notice thatfcarries this triangulation i to a collection 
of triangles whose union covers the interior of P~. In particular, we can find a triangle abc having 
diameter at most 10A 2 (by the Lipschitz condition), which is covering the centre of the disc D of 
radius n/3 contained in P" (cf. Claim 2). Since a,b,c are not contained in D, we obtain 10A 2 ti> x/~], 
contradicting our assumption on n. This proves condition (i). 
The proof of condition (iii) is very similar to that of condition (i), and it is left to the reader. 
[] 
Let us consider now the partition of the plane into ringlike regions, determined by the polygons 
p20a2+ ka (k = 0, 1, 2 . . . .  ). Part (ii) of Claim 3 implies that every point of the plane is either in p20A2 
or it is contained in the ring bounded by pZ0a2+kA and p20,~2+~k+ I)A, for some k. On the other hand, 
by condition (iii), every disc of diameter 20A 2, whose centre is not in p20A2 contains at least one 
element off(S).  If we repeat he whole argument starting with a new origin which is far away from 
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the old one, then we will find that the discs centred in p20A~ are not exceptional. This completes 
the proof  of  our theorem. 
Note that with a little more care the value 20(A2/2)d in the theorem can be improved to 
20(A/2)d. Somewhat weaker results relying on advanced analytical techniques have been recently 
found by Freedman and some of  his students. According to the first result mentioned in this section, 
our theorem has the following corollary. 
Corollary 
Let d, ~., A be positive numbers, let S be a point set in the plane with the property that every 
open disc of  diameter d contains at least one element of  S, and let f :  S ~R 2 be a mapping satisfying 
the Lipschitz condition with coefficients 2 and A. 
Then one can find a line such that the orthogonal  projection o f f (S )  into this line is everywhere 
dense. 
All results of  this section can be generalized to higher dimensions. 
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