Abstract
Introduction
Measuring operating system characteristics and comparing the systems to each other are difficult problems. The difficulty comes primarily from the fact that various systems, even if intended for the same application area, can exhibit different functionalities and no consensus exists on which features are to be measured and compared. The second source of problems is the question how these features shall be measured and how the results can be compared.
The scope of this paper is limited to the area of real-time operating systems. Such systems can be characterized by two requirements which are essential within this application area: timeliness and dependability. These requirements are implemented within the current technology using the following principles: 0 multitasking, efficient task communication and synchronization, efficient time and event handling, e transparent distribution in a local area network.
The above list gives a guideline for planning a set of measures of the real-time system performance. Unfortunately, a variety of different tools are used within various operating systems to implement those principles. A list of the most popular tools for the task communication, task synchronization, and event signaling can be summarized as follows [l] : synchronous messages and rendezvous, The goal of this paper is to suggest a set of simple tests which can be used for practical measurement of the operating system efficiency. The tests will relay on software tools only, and will not require any special hardware support. To achieve this goal, the paper is organized as follows. Tests for measuring the duration of a message transfer and the communication through a pipe is described in Section 2. Tests for measuring the speed of the task synchronization through proxies and signals is described in Section 3. A test for measuring the duration of the task switching is described in Section 4. A test for measuring the duration of the timer interrupt handling is described in Section 5.
All tests described in this paper have been implemented and applied to a distributed real-time operating system QNX. The test bed used throughout the testing process consisted of three PC-compatible computers, numbered 1, 2 and 3, and connected to a segment of an Ethernet network. The computers 1 and 2 were additionally linked to a small three-node Arcnet network. The detailed characteristics of the hardware are the following: Most of the tests were run on a single computer as well as throughout the networks. The network load during the tests was very low. This was arranged deliberately, as the intention of this paper was to measure the characteristics of the operating system itself, and not the behavior of a communication subsystem under varying load.
Tests for message passing
Basic tools for the task communication fall into two different categories: asynchronous, i.e. buffered, message transfer (mailboxes and pipes) and synchronous message transfer (synchronous messages and rendezvous). This diversity causes a problem, as both types of tools exhibit different characteristics and are usually applied in different context. Fortunately, there exists a specific form of the task communication, which can easily and directly be implemented using any of these tools. This is the rendezvous, implemented by a pair of message transfers: from one of the cooperating tasks to the other one and reverse. The proposal for a test procedure described below is based on a direct measuring of the time of a series of rendezvous.
Consider a single message transfer between two tasks. Although simple, this operation is not atomic and two different actions must be performed by the operating system between the beginning of Sendmessage instruction in one task and the end of Receivemessage instruction in the other. First, the operating system must deliver the message. Second, it must switch the tasks, i.e. preempt the sending task and run the receiving one. The question arises, what exactly is to be measured: the time of delivery only, or rather the total time of the entire operation?
The answer suggested in this paper is, that the total time of the whole operation should be considered. This is the smallest piece of operation which can be observed in real life, and the division of this function into more elementary actions depends on the operating system architecture and is irrelevant for an application programmer. A test which refers to this very practical point of view can be described as follows.
Test description. Two tasks take part in the experiment. One is a client, which sends requests and the other one is a server, which responds to the client. The client task reads the current time from a real-time clock and executes a known number of rendezvous in a loop. After finishing the loop, the client reads the time again, calculates the difference and divides it by the number of loops. The result is the duration of a single rendezvous. The duration of a rendezvous divided by two equals to the time of a single message transfer.
It can easily be seen, that the test can be used for testing the speed of communication within a single computer as well as for testing the communication across the network (if the operating system supports transparent network communication).
Case study. QNX operating system supports the task communication through messages, which can be sent synchronously by means of message passing primitives Send-Receive-&-Reply, or asynchronously through a pipe. The duration of a single message transfer can be measured in both cases by similar test programs which kernel parts are shown in Figure 1 .
The results received for synchronous message transfer are gathered in Table 1 . The first glance at the table reveals, that basically identical computer hardware can be surprisingly different. Relatively small speed of long message transfer within the computer 1 suggests poor design of the cache installed on the main board. Relatively fast transfer of short messages between the computer 3 and the other ones suggests that the network card installed in this computer is faster than the other cards. Apart of these hardware-dependent effects, there are several lessons which can be learnt from the results of this test: 1. Message transfer is extremely fast within a single computer, and much, much slower in a distributed system. 2. The correspondence between the size of a message and the time needed for a single message transfer is strongly nonlinear.
Ethernet-based communication is extremely fast:
Messages below 100 bytes can be transferred within 1 ms, and the application-level transfer rate of 900,000 bytes per second is really moving. 4. Transfer of very short messages is faster on Arcnet than on Ethernet -this effect comes probably from the existence of a lower bound on the length of frames transmitted through Ethernet. 5. Transfer of very long messages is extremely slow on Arcnet.
The results received for pipe message transfer are gathered in Table 2 Table 2 is the duration of the 100 bytes long message transfer through Arcnet. I cannot find any explanation for this peculiarity.
Tests for task synchronization and event handling
Tools for passing control signals between tasks can also be classified in two distinct categories: asyn- chronous signals, i.e. POSIX signals which look like software generated interrupts, and synchronous signals, transferred usually by means of semaphores. The semantics of these tools is different, however both of them can be used in such a way that one task will be waiting until a signal is generated by the other one. Hence, a rendezvous between two tasks can be arranged by forcing them to send a signal back and forth in a loop. The proposal for a test procedure described below is based on a direct measuring of the time of a series of "signal-rendezvous" .
A semaphore is a task-level tool, and the implementation of an intertask rendezvous is obvious. POSIX signals, however, can act at a lower level of signal handlers, and two different schemes of communication are possible. The first one relates to signals transferred at the task level only, the other one addresses the relation between a task and a signal handling routine. Despite the difference, the general idea of measuring the operating system characteristics is in both cases similar and similar to the idea presented in the previous section.
Consider the signal transfer at the task level first. The actions performed by the operating system between the time instant when a signal has been raised and the time instant in which a task is starting to react on that signal include: signal generation, signal delivery, signal catching, and task switching. I believe that all these elementary actions constitute a single operation, indivisible at the task level. A test program based on this premise will be described a little bit later in this section.
Consider the signal transfer at the level of a signal handler. This case differs from the previous one in that the time of the propagation of a signal from a signal handler to the task level and the duration of the task switch should be excluded.
Test description. Two tasks take part in the experiment and synchronize with each other, sending signals back and forth in a loop. The client task sends a request-signal and waits for a response-signal from the server. The server task waits for a request-signal and sends a response-signal to the client. The duration of this loop can be measured and the time of a single "signal-rendezvous" can be calculated. A signal handling routines installed in both tasks do nothing. Nevertheless, they are necessary according to the rules of signal handling [2] .
The client task reads the time from a real-time clock twice: before and after executing the loop. After finishing the loop, the client calculates the difference and divides it by the doubled number of loop cycles. This gives the duration of a single signal transfer.
The measurement of the duration of a signal trans fer at the signal handler level is more difficult. However, only a slight modification to the previous test program is needed. First, the instruction for sending (raising) a response-signal must be moved from the body of the server task to its signal handler. Second, the priority of the server must be decreased, to pre- Case study. QNX operating system supports POSIX signals, which can be sent and waited for at the task level by means of standard primitives kill and sigsuspend. The function kill can also be invoked from within a signal handler. The duration of a single message transfer can be measured at both levels by similar test programs, which kernel parts are shown in Figure 2 .
The results received are gathered in Table 3 . The lessons which can be learnt from these results are the following: 1. Signal transfer within a single computer is unexpectedly slow -it takes twice as much time as a message transfer ( Table 1) . 2. Task-to-handler signal transfer across the Ethernet network is fast -it takes only as much time as a single message transfer. 3. Task-to-handler signal transfer across the Arcnet network is 50% slower than a message transferprobably a separate acknowledgement frame is sent on the network.
4. Task-to-task signal transfer across a network is surprisingly slow , particularly on Arcnet network.
These results suggest the existence of hidden network frames, sent by the operating system in the course of a signal delivery. I cannot find any explanation why does this last so long on Arcnet. QNX version of a semaphore is called a pmzy and is a slight extension of the classical semaphore definition. Unlike the semaphore, which conveys only pure synchronization signals, a proxy can convey constant messages, stored within the proxy at the time of its creation. A task can Trigger a proxy, or Receive the message stored within a proxy. The test program for the proxy communication is nearly identical to the programs shown in Figures 1 and 2 .
The results received are gathered in Table 4 . It can be seen, that the proxy communication is very fast in QNX, and it takes only as much time as a short message transfer. The speed of communication does not depend on the length of the message tied to a proxy, and is in any case much faster than the signal transfer.
A test for the speed of task switching
The time consumed by the task switching represents a pure overhead introduced by any multitasking LOOP count operating system. As it was noted in the discussion in Section 2, such an overhead is inevitable in any form of intertask communication within the same network node. Therefore, the length of this time is an important feature, which characterizes the overall operating system efficiency.
A task switch occurs irregularly during the normal computer operation, and is difficult to catch and measure. Fortunately, many operating systems implement a special Yield function, which enforces the preemptive scheduler to switch between the ready tasks at the same level of priority. The test procedure suggested in this paper is based on a direct measuring of the time of a series of switches enforced by this function. Test description. Two tasks take part in the experiment. Each of them goes through a loop and yields control to the partner in each loop cycle. The main task reads the current time from a real-time clock and executes a known number of the loop cycles. After finishing the loop, the task reads the time again, calculates the difference and divides it by the number of loop cycles. The result comprises the duration of a loop cycle within the main task, plus the duration of a loop cycle within the other task plus the duration of two task switches. Because the tasks are identical, In fact, the time measured in this test can include also other types of the operating system activities, e.g. periodical execution of certain system tasks. To minimize these effects, the priority of the tasks engaged in this test should be set as high as possible. If the maximal priority is set, then the activity of other tasks would be suppressed.
Case study. The test program for measuring the speed of task switching in QNX operating system is presented in Figure 3 . The body of the main task consists of the reference loop, the creation of an interweaving task, and the test loop. The results received are gathered in Table 5 . The task switch appears very fast, and the predictability of the system behavior is also pretty good.
A test for the speed of interrupt handling
characteristic, which is the length of a period of time from an interrupt request to the ultimate return from an interrupt servicing routine. Half of this time can be considered an estimation of the delay to start an interrupt handler. Interrupts are, in general, requested by peripheral devices irregularly, and the duration of a short interrupt servicing routine cannot be measured directly by a software tool. There exists, however, an exception to this rule -timer interrupt, which is requested regularly at a given rate. Timer frequency can usually be set under program control, and the duration of a test program execution in the presence of timer interrupts can directly be measured. If the test is run twice, with the timer set to different rates, then the duration of the timer interrupt servicing routine can easily be calculated.
Test description. The heart of a test program is a routine, which consumes a constant amount of time T (unknown) . This routine is executed twice, with the timer set to different rates to give a tick every t l or tz milliseconds. The duration of each execution is measured, giving different values of TI and Tz seconds, respectively. Any of these values is a sum of the time T plus the amount of time consumed by the timer interrupt servicing routine. Hence:
where At denotes the time of a single interrupt handling. The above equations can be resolved, giving the expression:
Test case. QNX implements a system function clocksetre which allows to set the resolution of a real-time clock in the range from 0.5 ms to 50 ms. According to the QNX documentation [3] , this function scales the hardware timer rate (interrupt 0) rather than some software algorithm. The test program has been constructed exactly as described in the previous paragraph. Its main routine is executed twice, with the clock resolution set to 1 ms and 50 ms, respectively.
A minor problem of this test consists in poor resolution of the time measurement, which is equal to the resolution of the real-time clock. To get the accuracy not worse than 5%, the test had to be conducted long enough, to yield the difference (TI -Tz) greater than 1 second. The results received are gathered in Table 6 . They show that the timer interrupt handling takes approximately 16 ,us, in any of the three computers employed during the test. Half of this value can be considered an estimation of the interrupt response time.
