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In this perspective, the authors refute the findings of this earlier review. They demonstrate that the review's search strategy was limited, failing to capture many important evaluation studies. They also question the appropriateness of the analysis of the included articles, which focused, to the exclusion of other important properties, on an instrument's ability to discriminate among residents' performance in the six competencies.
Finally, the authors argue that the problem is not the lack of adequate evaluation instruments but, rather, the inconsistent use and interpretation of such instruments by unskilled faculty. They urge the graduate medical education community-if it is to realize the promise of competency-based education-to invest in training for faculty evaluators rather than waiting for new instruments. Acad Med. 2010; 85:787-790.
InJuly2001,theAccreditationCouncil
for Graduate Medical Education (ACGME) Outcome Project changed the currency of accreditation from process and structure to outcomes. 1 The Outcome Project requires residency program directors to provide more than a schedule of rotations, a written curriculum, and agreements with clinical training venues. Instead, directors must objectively document their residents' competence in six general dimensions of practice. In phase 1 of the Outcome Project, programs defined objectives to demonstrate learning in the competencies. In phase 2, they integrated the competencies into their curricula and expanded their evaluation systems to assess residents' performance in the competencies. Programs are currently in phase 3, which requires them to use aggregate performance data for curriculum reform.
The transition to competency-based training has not been easy. At the time of this writing (2009, year eight of the project), the medical education community had yet to realize "widespread operationalizing of outcomes in the evaluation of residents or in the accreditation of programs." 2 Teaching hospitals were distracted by financial pressures and compliance with resident duty hours restrictions. Program directors lamented the lack of faculty expertise, time, and resources. 3 In addition, some educators challenged the premise of the Outcome Project, warning that assessment of individual domains ("anatomizing clinical competence") fails to capture residents' ability to integrate their knowledge, skills, and attitudes to perform complex tasks in the care of patients. 4,5 Finally, the most constant cautionary refrain, in our experience, has been the nihilistic din that the instruments currently available are inadequate for evaluating residents in the six competencies.
A recent systematic review would seem to confirm this last protestation. Lurie and colleagues 6 reviewed the psychometric characteristics of 56 evaluation instruments and concluded that the "literature to date has not yielded any method that can assess the six ACGME general competencies as independent constructs." However, we believe that the authors painted an overly pessimistic picture of the state of this science. In this essay, we refute the findings of the review and argue that the evaluation instruments currently available are equal to the task.
First, Lurie and colleagues' literature search was hardly exhaustive and certainly missed many important studies of evaluation instruments and strategies. The search terms "ACGME" and "competencies" capture only a small subset of studies given that investigators frequently develop and test evaluation instruments without the Outcome Project framework specifically in mind. It would be important to include more descriptive terms, such as those describing the main competencies ("professionalism," "communication") and those describing discreet domains within a competency ("quality improvement [QI]" and "evidence-based practice," which are within practicebased learning and improvement [PBLI] ). Furthermore, the authors did not search additional databases (e.g., Health and Psychosocial Instruments, EMBASE-Excerpta Medica, PsychINFO), the tables of contents of medical education journals, proceedings of meetings, non-peer-reviewed publications (e.g., ACGME Bulletin), or Dr. Green Internet sites (e.g., ACGME, the Association of American Medical Colleges' MedEdPortal, Best Evidence Medical Education). Nor did they consult experts in the field. Important additional evaluation studies, for example, were included in a systematic review of instruments to evaluate evidence-based practice, 7 which encompasses only two of eight subdomains of a single competency (i.e., PBLI). The more sophisticated search methodology of this review captured thousands of articles, of which 347 were selected for initial review and 115 (including 103 unique instruments) for final inclusion. 7 Similarly, whereas Lurie et al reviewed only two studies of direct observation, a recent systematic review included 85 articles describing 55 instruments (32 studied in residents and fellows) for direct observation of clinical skills. 8 Investigators have conducted similar evaluation reviews for professionalism, 9,10 communication and interpersonal skills, 11 and simulation. 12 Also, a recent textbook reviewed the domains, formats, feasibility, and psychometric characteristics of numerous assessment strategies for all six ACGME competencies. 13 Lurie and colleagues' analysis of the articles their inexhaustive search did capture casts further doubt on the veracity of their findings. They did not determine the level of agreement between multiple raters in either the study inclusion or data abstraction processes. Assurance of interrater reliability is especially important in this review, given the potentially subjective judgments about the psychometric characteristics of evaluation instruments. Furthermore, arguing that they could not anticipate the kinds of studies their search would identify, they offered no quality criteria by which to judge studies of evaluation instruments. We believe this omission lacks credulity not only because the critical elements of establishing the psychometric strength of evaluation instruments are well known 14,15 but also because similar reviews have specified, a priori, criteria for the type of study, analysis, and results required for establishing different psychometric characteristics. 7, 8, 11, 12 No single hierarchy for preferred psychometric characteristics of evaluation instruments exists. Rather, investigators should conduct appropriate analyses based on the intended evaluation purposes and context of the instrument. 16 Van der Vleuten 17 identifies five important psychometric characteristics: validity, reliability, educational impact, cost, and acceptability. The relationship among the characteristics in his utility model, however, is multiplicative. If one of the elements is zero, then the utility will be zero. While Lurie and colleagues did not initially identify particularly desired psychometric characteristics for evaluating the ACGME competencies, their analysis betrays their singular endorsement of one type of validity: an instrument's ability to discriminate among residents' performance in the six competencies. None of the instruments passed this litmus test, either based on factor analyses of scores (such as on global rating scales or 360-degree evaluations) or because this property was not tested (as in direct observation or portfolios).
This finding, however, may reflect the way evaluators used the instruments (see below) rather than inherent properties of the instruments themselves. What an instrument measures depends more on the content of the method or the task posed to the examinee than on any characteristic of the method itself. 17, 18 To borrow Van der Vleuten's 17 example, a multiple-choice question (MCQ) does not measure factual knowledge because it requires a selection from a list of options. Rather, a particular MCQ measures factual knowledge if it requires a choice among facts. More important, an instrument's ability to discriminate among performance in the competencies, in our opinion, remains a relatively unimportant property. Program directors are not confined to using a single instrument. Indeed, multimethod assessment tells a more comprehensive story of a trainee's developing competence and minimizes the potential limitations of any single instrument. 19 We would endorse another type of discrimination-the ability of an instrument to discriminate among different levels of performance within a single competency or a subdomain of a single competency. Instruments with this type of discriminative validity would be useful to chart residents' development along "milestones" of competence. 20, 21 Indeed, Lurie and colleagues cite this property of multiple-choice and scriptconcordance tests in their argument that medical knowledge represents an "exception" to the challenge of measuring the ACGME competencies. Ironically, the authors endorse these instruments, even though, like the ones they condemn, they have not been shown to discriminate among the six different competencies as independent constructs.
Evaluators can discriminate among different levels of performance within several of the ACGME competencies with currently available instruments. In the evidence-based practice-assessment systematic review mentioned above, the authors identified seven instruments, mostly targeting skills, that demonstrate not only good validity in general (as evidenced by objective outcomes, established interrater reliability, and three or more types of validity evidence) but also good discriminative validity in particular. 7 Also, portfolio systems can document evidence-based practice performance in clinical practice. 22 The mini-clinical evaluation exercise may not be sensitive to differential performance in multiple competencies, but it has a strong psychometric track record in evaluating clinical skills, which fall in the patientcare competency. 8, 23 Standardized patients and ratings of videotaped clinical encounters are already used for highstakes evaluation of communication. 11 Assessing professionalism remains a challenge for medical educators. Given the nature and occurrence of professional behaviors, multisource feedback 24 appears suitable as it allows for multiple observations over time by multiple observers in multiple, authentic settings. A few preliminary studies have shown promising evidence for the reliability and validity of multisource observations to measure professionalism in controlled settings. 25, 26 Although studies suggest that reasonable reliability can be achieved with multisource feedback, its validity remains to be established in authentic educational settings.
Finally, Lurie and colleagues separately considered instruments for evaluating PBLI and systems-based practice (SBP). The majority of the 14 included articles reported evaluations of resident QI initiatives. Thus, their analysis neglected other dimensions of PBLI and SBP, such as use of information technology, critical Physician Competencies Academic Medicine, Vol. 85, No. 5 / May 2010 appraisal of scientific studies, selfassessment, care coordination, and work in various delivery systems. Lurie and colleagues concluded that, within the area of QI, audits of "clinical outcomes" are used exclusively in assessment. In fact, QI skills can also be assessed either by a validated "case-based" examination 27, 28 or through a standardized review of a QI proposal. 29 Furthermore, regarding clinical outcomes, we would celebrate, not lament, the demonstration that a team of residents can assess and improve performance.
The biggest problem in evaluating competencies is, in our opinion, not the lack of adequate assessment instruments but, rather, the inconsistent use and interpretation of those available by unskilled faculty. We do not make this claim pejoratively. Nor do we fail to recognize the commitment and effort of faculty, who, in many residency programs, volunteer their time. Nonetheless, most "workplace-based" assessments, 30 regardless of the instrument, require an experienced evaluator both to observe trainee behaviors in authentic settings and to synthesize the observations into a judgment. Numerous studies have demonstrated significant deficiencies in faculty's direct observation, evaluation skills. 31 Simply putting a new assessment tool into the hands of untrained educators will not likely improve the quality of the evaluation.
Faculty can develop and maintain evaluation skills, but development and maintenance require substantial training and ongoing practice. 24, 31, 32 Brief, onetime training interventions are not effective. [33] [34] [35] Some, questioning the feasibility of the considerable faculty development investment, will see us tilting at windmills and prefer more easily implemented "objective" instruments. But medical educators should not promote feasibility at the expense of validity 36,37 -especially not "direct validity," 38 which represents the extent to which the tasks posed by the test represent the real-world tasks of interest. Further, objective assessments are not necessarily more reliable than subjective ones. 16, 37 Residency program directors must invest in developing a cadre of trained faculty evaluators if they are to realize the promise of competency-based education. The graduate medical education community has already made substantial progress. The American Board of Internal Medicine, for example, offers a five-day course on evaluating clinical competence that includes evidence-based "direct observation of competence" 32 training. To date, over 150 program directors and key faculty have taken the course and subsequently implemented changes to the evaluation programs at their institutions.
In addition to insufficient training in evaluation, faculty also lack a common understanding of expected behaviors for residents progressing through training. 31 They need these "performance dimensions" in order to know what to look for during their observations. The language of the ACGME competencies lacks this level of granularity and developmental progression. Thus, we support Lurie and colleagues 6 in their call for "an explicitly stated set of expectations that would link the ideals of the general competencies to the realities of measurement." The articulation of developmental milestones within each competency, which is currently under way, 2,20,21 will accomplish this and should reduce variability among faculty evaluators.
In closing, we argue that program directors can find several instruments with sufficient psychometric support in the "toolbox," which we view as "halffull" rather than "half-empty." We also recognize that the toolbox is not overflowing with perfect instruments. Indeed, we expect education researchers to identify new assessment methods and improve existing ones. The question is, what should the graduate education medical community do right now? Neither waiting for the "perfect tool" nor succumbing to an unfounded nihilism is justifiable as the cry for public accountability in graduate medical education gets louder. 39, 40 Instead, the academic medicine community should strive for better application of the existing evaluation instruments by better preparing the evaluators for the job. We join Lurie and colleagues in their hope that their review discourages neither program directors from trying to implement competency-based training nor education researchers from trying to refine evaluation instruments and improve the performance of evaluators.
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