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Abstract. In this paper we establish the orbital stability of periodic waves related to
the logarithmic Korteweg-de Vries equation. Our motivation is inspired in the recent
work [11], in which the authors established the well-posedness and the linear stability of
Gaussian solitary waves. By using the approach put forward recently in [28] to construct a
smooth branch of periodic waves as well as to get the spectral properties of the associated
linearized operator, we apply the abstract theories in [20] and [33] to deduce the orbital
stability of the periodic traveling waves in the energy space.
1. Introduction
Results of well-posedness and orbital stability of periodic traveling waves related to the
logarithmic Korteweg-de Vries (log-KdV henceforth) equation
ut + uxxx + 2(u log(|u|))x = 0, (1.1)
will be shown in this manuscript. Here, u = u(x, t) designs a real-valued function of the
real variables x and t. Equation (1.1) is a dispersive equation and it models solitary waves
in anharmonic chains with Hertzian interaction forces (see [11], [19], [24], and [29]).
Depending on the boundary conditions imposed on the physical problem, it is natural
to consider special kind of solutions called traveling waves, which imply a balance between
the effects of the nonlinearity and the frequency dispersion. In our context, such waves
are of the form u(x, t) = φ(x− ωt), where ω ∈ R indicates the wave speed and φ = φω(ξ)
is a smooth real function. By substituting this kind of solution into (1.1) we obtain the
nonlinear second order differential equation
− φ′′ + ωφ− φ log φ2 +A = 0, (1.2)
where A is a constant of integration.
As is well known, if A = 0, (1.2) admits a solution given by the Gaussian solitary wave
profile (see, for instance, [12] or [15])
φω(x) = e
1
2
+ω
2 e−
x2
2 , ω ∈ R. (1.3)
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2 PERIODIC WAVES FOR THE LOG-KDV EQUATION
The spectral stability related to this solution was studied in [11], where the authors studied
the linear operator, arising from the linearization of (1.1) around (1.3), in the space
L2(R). In particular, they shown that such an operator has a purely discrete spectrum
consisting of a double zero eigenvalue and a symmetric sequence of simple purely imaginary
eigenvalues. In addition, the associated eigenfunctions do not decay like Gaussian functions
but have algebraic decay. Also, by using numerical approximations, they also shown that
the Gaussian initial data do not spread out and preserve their spatial Gaussian decay in
the time evolution of the linearized equation.
It should be noted that the nonlinear orbital stability of (1.3) was also dealt with in
[11]. However, in view of the lack of uniqueness and continuous dependence, this is a
conditional result. Indeed, the authors establish the orbital stability (in the energy space)
provided that uniqueness and continuous dependence upon the data hold in a suitable
subspace of H1(R).
Our first concern in this paper is to study the Cauchy problem{
ut + uxxx + (u log(u
2))x = 0,
u(x, 0) = u0(x),
(1.4)
where u0 belongs to the periodic Sobolev space H
1
per([0, L]). Most of our arguments will
be based on the approach introduced by Cazenave [15] for the logarithmic Schro¨dinger
equation
iut + ∆u+ log(|u|2)u = 0, (1.5)
where u : Rn × R → C, is a complex-valued function. We point out that, in [11], the
authors gave a very simple manner of how to use the arguments in [15] in order to obtain
the well-posedness of (1.4) posed in Y (see (1.11)).
The logarithmic nonlinearity in (1.4) brings a rich set of difficulties since the function
x ∈ R 7→ x log(|x|) is not differentiable at the origin. The lack of smoothness interferes,
for instance, in questions concerning the local solvability because it is not possible to
apply the contraction argument to deduce the existence of solutions. In order to get a
grip on the absence of regularity, the idea is (see [11], [13], [14], and [15]) to solve a
regularized or approximate problem. Provided we can obtain suitable uniform estimates
for the approximate solutions, they converge, in a weak sense, to the solution of the original
problem and it gives the existence of weak solutions in an appropriate Banach space.
Another difficulty coming from the non-smoothness of the nonlinearity, is the strain in
establishing the uniqueness of solutions. Indeed, energy methods, as well as, contraction
arguments can not be applied in these cases since we need, to this end, to assume that the
nonlinearity is, at least, locally Lipschitz. It is clear that the function x ∈ R 7→ x log(|x|)
does not satisfy such a property at the origin. We emphasize, however, that the uniqueness
for the Cauchy problem associated with (1.5) was given in [15] by combining energy
estimates with a suitable Gronwall-type inequality.
To begin with our results, let us first observe that (1.1) conserves (at least formally)
the energy
E(v) =
1
2
∫ (
v2x + v
2 − v2 log(v2)) dx, (1.6)
the mass
F (v) =
1
2
∫
v2dx, (1.7)
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and the charge
M(v) =
∫
vdx. (1.8)
The above integrals must be understood on the whole real line or, in the periodic setting,
on the interval [0, L].
Following the arguments in [11], we obtain for any initial data u0 ∈ X = H1per([0, L])
the existence of a global solution u ∈ L∞(R;X) of (1.4) satisfying the inequalities
M(u(t)) ≤M(u0), F (u(t)) ≤ F (u0), E(u(t)) ≤ E(u0), for all t ∈ R. (1.9)
In addition, by supposing the complementary condition
∂x(log |u|) ∈ L∞((R;L∞per([0, L])), (1.10)
one has that the solution u exists in C(R;X), is unique, satisfies M(u(t)) = M(u0),
F (u(t)) = F (u0) and E(u(t)) = E(u0), for all t ∈ R, and the data-solution map u0 ∈ X 7→
u ∈ C([−T, T ];X) is continuous, for all T > 0,.
If one works with (1.4) on the whole real line, the energy (1.6) makes sense only for
functions in the class
Y := {u ∈ H1(R); u2 log |u| ∈ L1(R)}. (1.11)
This lead the authors in [11] to study (1.4) in Y . On the other hand, in view of the
log-Sobolev inequality (see [18, Theorem 4.1]),∫ L
0
|v|2 log(|v|2)dx ≤ C
[∫ L
0
v2xdx+ log
(
1
L
∫ L
0
v2dx
)∫ L
0
v2dx
]
, (1.12)
such a restriction is not needed in the periodic framework. Thus the space X seems to be
the natural energy space to study (1.4).
Our main result concerning local well-posedness will be presented in Theorem 2.1 below.
However, a few words of explanation are in order. The first one concerns the existence of
global weak solutions. As we have already mentioned above, this result will follow from
an adaptation of the arguments in [11] in the periodic setting. Since the solution u will
be obtained as a weak limit of bounded sequences defined in a reflexive space, one can use
Fatou’s Lemma to deduce the “conserved inequalities” in (1.9). The assumption (1.10)
then enable us to deduce the uniqueness of local solutions and consequently equalities in
(1.9). Another issue concerns the uniqueness of solutions. The assumption (1.10), is a
rather strong requirement. Note, however, that this condition holds if u(x, t) = φ(x−ωt),
where φ is an L-periodic and positive function. Differently, in the non-periodic scenario,
if φ is as in (1.3) then u(x, t) = φ(x− ωt) does not satisfy (1.10).
Next, we turn attention to the existence and orbital stability of periodic waves. We prove
the existence of periodic solutions for (1.2) by using an extension of the abstract framework
developed in [28]. The approach for proving the orbital stability of such traveling waves
is divided into two basic cases. In the first one we assume A ≡ 0 and establish the
orbital stability by a direct application of the abstract theory due to Grillakis, Shatah
and Strauss in [20]. In the second one, we assume A 6= 0 and use an adaptation of the
arguments in [20] to deduce the orbital stability of a smooth surface (ω,A) ∈ O 7→ ψ(ω,A)
of L-periodic travelling waves. Some arguments in our approach were borrowed from [25],
where, following close the arguments in [9] and [20], the author have established a general
criterion to obtain the orbital stability of periodic waves associated with the generalized
Korteweg-de Vries equation (gKdV henceforth),
ut + f(u)x + uxxx = 0, (1.13)
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where f : R→ R is a smooth real-valued function,
One may note that the functional E is not smooth at the origin. Nevertheless, as we
will see below, our periodic waves are strictly positive or negative. Thus, at least in a
neighborhood of such waves, E is smooth and this allows us to use the abstract theories
mentioned above.
As is well known, there are two key ingredients in the nonlinear stability theory. The
first one is, for a fixed L > 0, the existence of an open set O ⊂ Rn, and a smooth branch
µ ∈ O 7→ ψµ, such that ψµ is L-periodic and solves (1.2), for all µ ∈ O. In our case, we
will see that L belongs to a convenient open interval contained in R and µ is either ω (in
the case A = 0) or (ω,A) (in the case A 6= 0).
The second ingredient is the knowledge of the non-positive spectrum of the linearized
operator around the periodic traveling wave in question. Usually, this turns out to be a
Hill’s operator as
L = −∂2x + g′(µ, ψµ). (1.14)
Here, we use the recent theory developed in [28], where the authors presented a new
method based on the classical Floquet theorem to establish a characterization of the first
three eigenvalues of L by knowing one of its eigenfunctions. The main point is that it is
not necessary to know an explicit solution of a general nonlinear differential equation of
the form
− ψ′′µ + g(µ, ψµ) = 0. (1.15)
In addition, it is possible to decide that the eigenvalue zero is simple also without knowing
an explicit solution of (1.15). In particular, we show the operator L appearing in our
context has only one negative eigenvalue which is simple and zero is a simple eigenvalue
with
ker(L) = span{ψ′µ}.
Moreover, the remainder of the spectrum is discrete and bounded away from zero. For the
precise statements we refer the reader to Section 4.
This paper is organized as follows: In Section 2 is proved the well-posedness and the
existence of conservation laws related to the model (1.1). Existence of periodic waves for
an ODE like (1.15) is treated in Section 3. In Section 4 we apply the method developed in
Section 3 to study the existence of periodic travelling waves for (1.2). The orbital stability
of such waves is then established.
2. Well Posedness Results - Verbatim of [11]
In this section we sketch the proof of the local well-posedness theory by using the leading
arguments in [11] and [12] (see also [13] and [15]). The main different point here is that
instead of proving the well-posedness in a class similar to that in (1.11), we establish our
result in the whole energy space X. Here and throughout this section, L > 0 will be a
fixed number representing the period of the function in question. The next theorem gives
a result on the existence of (weak) solutions to (1.4) in the energy space X.
Theorem 2.1. For any u0 ∈ X, there exists a global solution u ∈ L∞(R;X) of (1.4) such
that
M(u(t)) ≤M(u0), F (u(t)) ≤ F (u0), E(u(t)) ≤ E(u0), for all t ∈ R. (2.1)
Moreover, if
∂x(log |u|) ∈ L∞(R;L∞per([0, L])), (2.2)
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then the solution u exists in C(R;X), is unique, for all t ∈ R, it satisfies M(u(t)) =
M(u0), F (u(t)) = F (u0) and E(u(t)) = E(u0) and, for all T > 0, the data-solution map
u0 ∈ X 7→ u ∈ C([−T, T ];X) is continuous.
To begin with, let us recall the following well-posedness result associated with the
(generalized) KdV equation in the periodic setting.
Theorem 2.2. The initial-value problem{
ut + uxxx + f
′(u)ux = 0, t ∈ R,
u(x, 0) = u0(x), x ∈ [0, L], (2.3)
is locally well-posed provided f is a C6-function and the initial data u0 belongs to H
s
per([0, L]),
s > 1/2. More precisely, there exist T0 = T0(‖u0‖Hsper) > 0 and a unique solution, defined
in [−T0, T0], satisfying (2.3) in the sense of the associated integral equation.
Proof. See Theorem 1.3 in [23]. 
In addition, the smoothness of the function f in Theorem 2.2 enable us to establish
that
M(u(t)) = M(u0), F (u(t)) = F (u0), for all t ∈ [−T0, T0], (2.4)
and
E˜(u(t)) = E˜(u0), for all t ∈ [−T0, T0], (2.5)
where E˜ is the modified energy, defined as,
E˜(v) =
1
2
∫ L
0
v2xdx−
∫ L
0
W (v)dx, W (v) :=
∫ v
0
f(s)ds. (2.6)
As a consequence of the above conservation laws, we deduce if u0 belongs to H
1
per([0, L]),
then the solution obtained in Theorem 2.2 can be extended globally-in-time.
It is obvious that f(u) = u log |u| does not satisfy the assumption in Theorem 2.2. The
contrivance then is to regularize the nonlinearity. To do so, for any ε > 0, let us define
the family of regularized nonlinearities in the form
fε(u) =
{
f(u), |u| ≥ ε,
pε(u), |u| ≤ ε, (2.7)
where f(u) = u log(|u|) and pε is the polynomial of degree 13 defined by
pε(u) :=
(
log(ε)− 1
2
)
u+
6∑
i=1
ai
ε2i
u2i+1,
with ai ∈ R, 1 ≤ i ≤ 6, determined by using the equality ∂kupε(ε) = ∂kuf(ε), for all
0 ≤ k ≤ 6.
Next, we consider the approximate Cauchy problem{
uεt + u
ε
xxx + f
′
ε(u
ε)uεx = 0, t > 0,
uε(x, 0) = u0(x),
(2.8)
and assume that u0 ∈ H1per([0, L]). Theorem 2.2 implies the existence of global solutions
uε in C(R;H1per([0, L])). The remainder of the proof follows similarly from the arguments
in [11]. Indeed, in order to pass the limit in (2.8) and proving the existence of weak
solutions associated with the original problem (1.4), it makes necessary to obtain uniform
estimates, independent of ε > 0, for the regularized solution uε. After that, by using
some compactness tools, we are in position to obtain the solution u as a weak limit of
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the sequence uε. The uniqueness of solutions is proved once we assume that u satisfies
∂x(log |u|) ∈ L∞(R;L∞per([0, L])). Thus, the solution u exists in C(R;X), is unique and
satisfies F (u(t)) = F (u0), M(u(t)) = M(u0) and E(u(t)) = E(u0) for all t ∈ R. The
existence of the conserved quantities can be determined by following the arguments in
[12, Theorem 3.3.9] for the general nonlinear Schro¨dinger equation. Theorem 2.1 is thus
proved.
3. Existence of periodic traveling waves and spectral analysis - An
extension of [28].
3.1. Existence of periodic waves. Our purpose in this subsection is to study the exis-
tence of periodic solutions for nonlinear ODE’s written in the form
− φ′′ + g(µ, φ) = 0, (3.1)
where g : P ×R→ R. It is assumed that P ⊂ Rn, n ≥ 1, is an open set, g(·, φ) is smooth
in P and g(µ, ·) is, at least, locally lipschitzian. This implies that a uniqueness theorem
for the initial-value problem associated to (3.1) holds.
The subject-matter here follows from the approach in [28] but, for the sake of complete-
ness, we shall give the main steps. Equation (3.1) is conservative, and thus its solutions
are contained on the level curves of the energy
E(φ, ξ) := −ξ
2
2
+G(µ, φ),
where ξ = φ′ and ∂G/∂φ = g with G(µ, 0) = 0.
We assume the following.
(H1) For any µ ∈ P, the function g(µ, ·) has two consecutive zeros r1 < r2, such that
the corresponding equilibrium points (φ, ξ) = (r1, 0) and (φ, ξ) = (r2, 0) are saddle
and center, respectively.
(H2) The level curve E(φ, ξ) = E(r1, 0) contains a simple closed curve Γ that contains
(r2, 0) in its interior.
(H3) For (φ, ξ) inside Γ and µ ∈ P, the function g(µ, φ) is of class C1 and g′(µ, r2) < 0,
where g′ denotes the derivative of g with respect to φ.
The orbits of (3.1) inside Γ are periodic, turn around (r2, 0), and are contained on the
level curves E(φ, ξ) = B, for E(r1, 0) < B < E(r2, 0). Moreover, we may suppose, without
loss of generality, that the initial condition of such solutions (φ(0), φ′(0)) = (φ(0), 0) is
inside Γ and φ(0) > r2. Then, due to the symmetry of the problem, the corresponding
solutions of (3.1) are periodic and even.
Theorem 3.1. Under assumptions (H1)-(H3), for every µ ∈ P, there is Lµ ∈ (α,+∞)
such that equation (3.1) has an (even) Lµ-periodic solution, say, φµ. Here, α = α(µ)
is the period of the solutions of the linearization of (3.1) at the equilibrium point (r2, 0).
Moreover, φµ and Lµ are continuously differentiable with respect to µ ∈ P.
Proof. For every µ ∈ P, the earlier arguments show that (3.1) has at least one periodic
solution φµ with period, say, Lµ, lying on the levels of energy B, for E(r1, 0) < B < E(r2, 0).
The continuous differentiability of such solutions with respect to µ is a consequence of the
general ODE theory. Fix µ ∈ P, the period of φµ is given by the line integral
L =
∫
Λ
1
|v| ds, (3.2)
PERIODIC WAVES FOR THE LOG-KDV EQUATION 7
where Λ is the graph of (φ, ξ) in the energy level B, v(φ, ξ) = (ξ, g(φ)) ∈ R2 is the
vector field associated with (3.1), and | · | denotes the Euclidean norm. The upper part of
E(φ, ξ) = B can be written as ξ = √2G(φ)− 2B, where, for short, G(φ) = G(µ, φ). Thus,
L = 2
∫ b2
b1
1
ξ(φ)
dφ = 2
∫ b2
b1
1√
2G(φ)− 2Bdφ,
where b1, b2 are the roots of E(φ, 0) = B. This formula is used to compute the period
L, but it is inappropriate to study its differentiability with respect to µ, since b1, b2 also
depend on µ and 1/ξ(φ) is singular at the end points. To overcome this, we will look for
a suitable parametrization of Λ. The linearization of (3.1) at the equilibrium point (r2, 0)
is
−y′′ + g′(r2) y = 0,
where, for simplicity, we write g′(r2) instead of g′(µ, r2). The solutions of this equation
are periodic with period
α =
2pi√−g′(r2) , (3.3)
and their orbits are ellipses around the origin:
g′(r2)
y2
2
− y
′2
2
= D.
For D = −1/2, this ellipse can be parameterized by the smooth curve γ(t), t ∈ [0, 2pi],
given by
γ(t) =
(
1√−g′(r2) cos t, sin t
)
.
The appropriate parameterization of Λ can be obtained through the deformation of the
ellipse into the curve Γ. Consider the system (F,G,H) = (0, 0, 0), where
F = φ− r2 − 1√−g′(r2) r cos t,
G = ξ − r sin t,
H = −ξ2 + 2G(µ, φ)− 2B.
An application of the Implicit Function Theorem reveals one can obtain φ, ξ, and r as
functions of the variables (t, µ,B) and
∂φ
∂t
=
2ξr
D
√−g(r2) and ∂ξ∂t = 2rg(φ)D√−g′(r2) .
Therefore, from (3.2) one has that L depends differentially on the parameter µ and
Lµ =
2√−g′(r2)
∫ 2pi
0
−r
D
dt. (3.4)
In addition, since the solutions converge uniformly on compact intervals to Γ (in the phase
space), it is easy to see that Lµ goes to infinity as B goes to E(r1, 0).
It remains to show that Lµ → α as B → E(r2, 0). Since
g(φ) = g′(r2)(φ− r2) +O((φ− r2)2), φ− r2 = 1√−g′(r2) r cos t, and ξ = r sin t,
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we obtain that D satisfies
D = −2r +O((φ− r2)2).
Therefore, since φ→ r2, as B → E(r2, 0),
Lµ =
2√−g′(r2)
∫ 2pi
0
−r
D
dt −→ α = 2pi√−g′(r2) ,
as B → E(r2, 0). The proof of the theorem is thus completed. 
Remark 3.2. Theorem 3.1 is still true if we drop the assumptions (H1)-(H3) and assume
weaker conditions. In fact, it suffices to assume that g(µ, ·) has a zero, say, r2, which is
a local maximum of G(µ, ·). In this case, all orbits in a neighborhood of (r2, 0) must be
periodic orbits symmetric with respect to the φ-axis in the (φ, ξ)-plane (see e.g., [21, page
178]).
The proof of Theorem 3.1 yields an alternative formula of how to compute the period
of the solutions. In order to apply it, we set
φ = r2 +
r(t)√−g′(r2) cos t,
ξ = r(t) sin t, (3.5)
D =
2g(φ)√−g′(r2) cos t− 2ξ sin t,
with g(φ) = g(µ, φ), µ ∈ P, and r(t) the solution of the first order initial-value problem
Dr′ = 2r
(
g(φ)√
−g′(r2)
sin t+ ξ cos t
)
r(0) =
√−g′(r2) (φ(0)− r2), (3.6)
where φ(0) > r2, is the initial condition of φ. Thus, we have proved the following.
Corollary 3.3. Let r(t) and D(t) be defined as above and let φµ, µ ∈ P be a periodic
solution of (3.1) with initial condition φ(0). Then, the period of φµ is given by
Lµ =
2√−g′(r2)
∫ 2pi
0
−r(t)
D(t)
dt. (3.7)
Let µ ∈ P be given. The next result shows if the parameter α = α(µ) does not depend
on µ ∈ P we can obtain L-periodic solutions of (3.1) for any L > α.
Corollary 3.4. Assume α = α(µ) does not depend on µ ∈ P. Then, the period map
µ ∈ P 7→ Lµ ∈ (α,+∞) obtained in Theorem 3.1 is onto.
Proof. In fact, from Theorem 3.1 one has that Lµ is a continuously differentiable map with
respect to µ ∈ P satisfying Lµ → α, as B → E(r2, 0), and Lµ → +∞, as B → E(r1, 0).
The result is thus proved. 
Our next step is to show the existence of a family, µ 7→ ψµ, where each ψµ has the same
fixed period, solves equation (3.1) and depends smoothly on µ, for µ in a convenient open
set O ⊂ P. Before that, we need some basic concepts. Let φµ be a periodic solution of
(3.1) with period Lµ obtained in Theorem 3.1. Let Lµ be the linearized operator arising
from the linearization of (3.1) at φµ, that is,
Lφµ(y) := Lµ(y) = −y′′ + g′(µ, φµ) y, µ ∈ P. (3.8)
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Therefore, Lµ is an Hill’s operator, and, according to Floquet’s theory (see e.g., [27]), its
spectrum is formed by an unbounded sequence of real eigenvalues
λ0 < λ1 ≤ λ2 ≤ λ3 ≤ λ4 ≤ · · · ≤ λ2n−1 ≤ λ2n · · · ,
where equality means that λ2n−1 = λ2n is a double eigenvalue. In addition, the spectrum
of Lµ is characterized by the number of zeros of the eigenfunctions in the following way:
if p is an eigenfunction associated to either λ2n−1 or λ2n, then p has exactly 2n zeros in
the half-open interval [0, Lµ). In particular, the eigenfunction associated to the eigenvalue
λ0 has no zeros in [0, Lµ).
By taking the derivative with respect to x is (3.1), it is evident that φ′µ belongs to the
kernel of the operator Lµ, which we shall denote by ker(Lµ). This means that
[φ′µ] j ker(Lµ). (3.9)
The next theorem proves if equality holds in (3.9) then we can obtain the smooth family
of L-periodic waves.
Theorem 3.5. Fix µ0 ∈ P and let φµ0 be an even L0-periodic solution of (3.1) obtained
in Theorem 3.1, where L0 := Lµ0 ∈ (α(µ0),+∞). Let Lµ0 be the linearized operator as in
(3.8). If ker(Lµ0) = [φ′µ0 ], then there are an open neighborhood O ⊂ P of µ0 and a family,
µ ∈ O 7→ ψµ ∈ H2per,e([0, L0]),
of L0-periodic solutions of (3.1), which depends smoothly on µ ∈ O. In addition, ψµ0 = φµ0
and ψµ → φµ0, as µ→ µ0, in H2per([0, L0]) and uniformly in [0, L0].
Proof. Here we let H2per,e([0, L0]) denote the subspace of H
2
per([0, L0]) constituted by the
even periodic functions. Let F : P × H2per,e([0, L0]) → L2per,e([0, L0]) be the operator
defined as
F(µ, ψ) = −ψ′′ + g(µ, ψ). (3.10)
Since φµ0 is an even periodic solution of (3.1), it is clear that F(µ0, φµ0) = 0. Also, F
is Fre´chet-differentiable with respect to ψ and, in particular, the derivative ∂F∂ψ (µ0, φµ0)
is exactly the operator Lµ0 . By noting that φ′µ0 is an odd function, the assumption
ker(Lµ0) = [φ′µ0 ] imply that Lµ0 : H2per,e([0, L0]) → L2per,e([0, L0]) is invertible and its
inverse is bounded. Therefore, the conclusion follows from the Implicit Function Theorem
in Banach spaces (see e.g., Theorem 15.1 and Corollary 15.1 in [16]) and the Sobolev
embedding. 
3.2. Spectral Properties. As we already discussed in the introduction, the existence
of the smooth family of L0-periodic solutions in Theorem 3.5 is a first step to study the
orbital stability of the traveling wave φµ0 . As a second step, the non-positive spectrum
of Lψµ plays a fundamental role and, in connection, it deliveries the major difficulty in
the theory. In our case, we study the non-positive spectrum of Lψµ by studying the
inertial index in(Lψµ), which we now introduce. To simplify notation and avoid too many
technicalities, we restrict ourselves to the study of the operators treated in our paper.
However, it is possible to obtain similar results for a large class of self-adjoint operators
and we strongly recommend the reader to [30] and [31] for additional informations.
Definition 3.6. Let Q be an L-periodic function. Let L be the Hill’s operator defined in
L2per([0, L]) with domain D(L) = H2per([0, L]) by
L = −∂2x +Q(x).
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The inertial index of L, denoted by in(L), is the pair (n, z), where n denotes the dimension
of the negative subspace of L and z denotes the dimension of ker(L).
Definition 3.7. Fix µ0 ∈ P and let µ ∈ O 7→ ψµ be the smooth family of L0-periodic
solutions obtained in Theorem 3.5. The family of linear operators Lψµ := −∂2x + g′(µ, ψµ),
µ ∈ O, is said to be isoinertial if in(Lψµ) = in(Lµ0), for all µ ∈ O.
The next results in this section are based on [30] and [31]. The first one concerns the
invariance of the inertial index with respect to the parameter µ ∈ O.
Theorem 3.8. Fix µ0 ∈ P and let µ ∈ O 7→ ψµ be the smooth family of L0-periodic
solutions obtained in Theorem 3.5. Then the family of operators Lψµ := −∂2x + g′(µ, ψµ),
µ ∈ O, is isoinertial.
Proof. Since, for every µ ∈ P, φ′µ is an eigenfunction of Lψµ associated with the eigenvalue
λ = 0, the result follows from Theorem 3.1 in [30]. 
In view of Theorem 3.8, in order to obtain in(Lψµ), µ ∈ O, it suffices to determine
in(Lµ0). So, in what follows in this section, we fix µ0 ∈ P and let φµ0 be an even periodic
solution of (3.1) with period L0 = Lµ0 . As we already noted, φ
′
µ0 is an eigenfunction
associated with the eigenvalue λ = 0. In addition, from our construction, it has exactly
two zeros in the half-open interval [0, Lµ0). Thus, we have three possibilities for the inertial
index of Lµ0 :
(i) λ1 = λ2 = 0⇒ in(Lµ0) = (1, 2);
(ii) λ1 = 0 < λ2 ⇒ in(Lµ0) = (1, 1);
(iii) λ1 < λ2 = 0⇒ in(Lµ0) = (2, 1).
The method we use to deduce in(Lµ0) is based on Lemma 2.1 and Theorems 2.2 and 3.1
in [30]. Here, we assume the following.
(H4) The initial-value problem
−y′′ + g′(µ0, φµ0(x))y = 0,
y(0) = − 1φ′′µ0 (0) ,
y′(0) = 0,
(3.11)
has a unique solution, which we shall call y¯.
Since φ′µ0 is an L0-periodic solution of the equation in (3.11) and the Wronskian of y¯
and φ′µ0 is 1, it follows from Floquet’s theory (see e.g., [27, page 4]) that there is a constant
θ (depending on µ0) such that
y¯(x+ L0) = y¯(x) + θφ
′
µ0(x).
By taking the derivative in this last expression and evaluating at x = 0, we obtain
θ =
y¯′(Lµ0)
φ′′µ0(0)
, (3.12)
The simplicity of the eigenvalue zero can be characterized in the following way.
Theorem 3.9. Let θ be the constant given by (3.12), then the eigenvalue λ = 0 is simple
if and only if θ 6= 0. Moreover,
(i) λ1 = 0 if θ < 0, and
(ii) λ2 = 0 if θ > 0.
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Proof. See Section 1.2 in [27] and Theorem 3.1 in [30]. 
Combining Theorems 3.5 and 3.9 one has the following.
Corollary 3.10. Fix µ0 ∈ P and let φµ0 be an even periodic solution of (3.1) with period
Lµ0 := L0. If θ 6= 0 then ker(Lµ0) = [φ′µ0 ] and Theorem 3.5 holds.
The definition of isoinertial operators as above concerns to periodic solutions having the
same fixed period L0. Since our intention is to prove orbital stability results of periodic
waves with an arbitrary period, we need to introduce the concept of family of linear
operators which are isoinertial with respect to the period.
Definition 3.11. Let φµ, µ ∈ P, be the Lµ-periodic solution obtained in Theorem 3.1.
The family of linear operators Lµ in (3.8), is said to be isoinertial with respect to the period
Lµ, if in(Lµ) = in(Lµ0), for a fixed µ0 ∈ P.
In what follows, we prove the family Lµ, µ ∈ P, is isoinertial with respect to the period.
Theorem 3.12. If g satisfies assumptions (H1)-(H3) and g′(µ, φµ(x)) is of class C1,
then the family of linear operators Lµ, µ ∈ P, given in (3.8) is isoinertial with respect to
the period.
Proof. Recall that µ0 ∈ P is fixed and φµ0 is an even periodic solution of (3.1) with period
Lµ0 := L0. For any µ ∈ P, let Mµ : H2per([0, L0])→ L2per([0, L0]) be the operator defined
as
Mµ(y) := −y′′ + τ2g′(µ, φµ(τx)) y,
where
τ =
Lµ
L0
. (3.13)
Let ητ be the dilatation that maps L0-periodic functions into Lµ-periodic functions,
that is,
ητ : L
2
per([0, L0]) → L2per([0, Lµ])
h(x) 7−→ h
(x
τ
)
.
Then, it is easy to see that
η−1τ Lµητ (y(x)) = η−1τ Lµ
(
y
(x
τ
))
= η−1τ
(
− 1
τ2
y′′
(x
τ
)
+ g′(µ, φµ(x)) y
(x
τ
))
=
1
τ2
(−y′′(x) + τ2g′(µ, φµ(τx))y(x))
=
1
τ2
Mµ(y(x)).
Therefore, if λ belongs to the resolvent set, ρ(Lµ), of Lµ, then(Mµ − τ2λI)−1 = [τ2( 1
τ2
Mµ − λI
)]−1
=
1
τ2
(
η−1τ Lµητ − λI
)−1
=
1
τ2
η−1τ (Lµ − λI)−1 ητ ,
that is, the resolvent sets of Lµ and Mµ satisfy the relation
ρ(Mµ) = τ2ρ(Lµ),
12 PERIODIC WAVES FOR THE LOG-KDV EQUATION
where τ is given in (3.13). In particular, the operators Lµ andMµ have the same inertial
index. Now, we observe that the potential of the operatorMµ is continuously differentiable
in all the variables, and periodic with period L0 for every µ ∈ P. Therefore, Theorem 3.1
in [31] (see also Theorem 3.8) implies that Mµ is an isoinertial family of operators and
in(Lµ) = in(Mµ) = in(Mµ0) = in(Lµ0).
The proof of the theorem is now completed. 
Remark 3.13. Fix µ0, µ1 ∈ P. Let φµ0 and φµ1 be the L0- and L1-periodic solutions of
(3.1) given in Theorem 3.1. If we may apply Theorem 3.5, we can construct two smooth
families of periodic solutions, say, µ ∈ O 7→ ψµ ∈ H2per([0, L0]) and µ ∈ O1 7→ ψ˜µ ∈
H2per([0, L0]) such that ψµ0 = φµ0 and ψ˜µ1 = φµ1. In view of Theorems 3.8 and 3.12 we
then have
in(Lψµ) = in(Lµ0) = in(Lµ1) = in(Lψ˜µ).
This means that the inertial index does not depend on the curve constructed in Theorem
3.5. In particular if α does not depend on µ as in Corollary 3.4, the inertial index is the
same for all family µ ∈ O˜ 7→ ψµ ∈ H2per([0, L]) and any L > α.
4. Stability of Periodic Waves for the log-kdv equation
In this section, we use the theory put forward in last section in order to establish the
existence and orbital/linear stability of periodic traveling waves for (1.1).
To begin with, we observe that (1.2) is of the form (3.1) with
g(ω,A, φ) = ωφ− φ log φ2 +A. (4.1)
It is clear that g is smooth with respect to (ω,A) ∈ R2 and locally lipschitzian in φ. As
we already said, we divide our analysis into two cases.
4.1. First Case: A = 0.
As we have pointed out at the introduction, (1.2) admits the solitary-wave solution
given in (1.3). Thus, the dynamics associated with (1.2) is a little bit richer. Here, the
function g in (4.1) reduces to g(ω, 0, φ) := gω(φ) = ωφ− log(φ2)φ. It is easily seen that gω
possesses three zeros, namely, 0 and ±eω/2. In order to see that gω satisfies assumption
(H1) and get (positive) solutions, we take r1 = 0 and r2 = e
ω/2. Since r1 and r2 are,
respectively, local minimum and maximum of the function (see Figure 4.1)
G(ω, 0, φ) := Gω(φ) =
ω + 1
2
φ2 − 1
2
φ2 log φ2,
it follows that (r1, 0) and (r2, 0) are, respectively, saddle and center equilibrium points
(see e.g., [21, page 179]). This shows that assumption (H1) is fulfilled, for all ω ∈ R.
The energy function here is given by
E(φ, ξ) = −ξ
2
2
+Gω(φ) = −ξ
2
2
+
ω + 1
2
φ2 − 1
2
φ2 log φ2.
Since the solitary-wave solution (1.3) satisfies
−(φ
′)2
2
+
ω + 1
2
φ2 − 1
2
φ2 log φ2 = 0,
we deduce that E(φ, φ′) = E(0, 0) = 0. This means, we can take the closed curve Γ, in
assumption (H2), to be the orbit of the soliton (1.3) together with the equilibrium point
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(r1, 0) = (0, 0) (see Figure 4.1). Since the origin belongs to Γ, it is clear that gω is smooth
in the region inside Γ and g′ω(r2) = −2 < 0, for all ω ∈ R. As a conclusion, gω satisfies
assumptions (H1)-(H3) with P = R.
Figure 4.1. Left: Graphs of the functions g = gω and G = Gω for ω = 1.
Right: Phase space of the equation −φ′′ + ωφ− φ log(φ2) = 0. The orbits
in blue are those for which φ is periodic and does not change sign.
Theorem 3.1 and Corollary 3.4 can now be applied to prove the existence of positive
L-periodic solutions, where the period L ranges over the interval (α,+∞), with α =
2pi/
√−g′ω(r2) = pi√2. More precisely, we have.
Proposition 4.1. Let L ∈ (√2pi,+∞) be fixed. Then, for any ω ∈ R, equation
− φ′′ + ωφ− φ log φ2 = 0 (4.2)
possesses an L-periodic solution, which is even and strictly positive.
The initial conditions (φ(0), φ′(0)) = (φ(0), 0) that give rise to positive periodic solutions
are in the range r2 = e
ω/2 < φ(0) < e(ω+1)/2, where the constant e(ω+1)/2 is the intersection
of Γ with the axis φ (in the phase space).
Note that since the L-periodic solutions are strictly positive the function x ∈ R 7→
g′ω(φ(x)) = ω − 2 − log φ2(x) is of class C1. Hence, assumption (H4) also holds and we
can apply all the results in Section 3. In particular, to construct a smooth family of L-
periodic solution, one can use Theorem 3.5. However, with the equation we have in hand,
we observe if φ0 is an L-periodic solution of
− φ′′0 + φ0 log φ20 = 0, (4.3)
then ψω = e
ω/2φ0 is an L-periodic solution of (4.2) for any ω ∈ R. As a consequence, we
have proved the following.
Proposition 4.2. Let L ∈ (√2pi,+∞) be fixed. Let φ0 be the positive L-periodic solution
obtained in Proposition 4.1 with ω = 0. Then,
ω ∈ R 7→ ψω = eω/2φ0 ∈ H2per([0, L])
is a smooth family of positive L-periodic solutions for (4.2).
It is easily seen that if φ is a solution of (4.2), so is −φ. Thus, in view of Proposition
4.2 we may also obtain a smooth curve of negative L-periodic solutions. More precisely.
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Proposition 4.3. Let L ∈ (√2pi,+∞) be fixed. Let φ0 be the positive L-periodic solution
obtained in Proposition 4.1 with ω = 0. Then,
ω ∈ R 7→ ψω = −eω/2φ0 ∈ H2per([0, L])
is a smooth family of negative L-periodic solutions for (4.2).
Attention is now turned to the orbital stability of the periodic traveling waves in Propo-
sitions 4.2 and 4.3. So, in what follows in this section, we fix L ∈ (√2pi,+∞) and let ψω,
ω ∈ R, be either a positive solution as in Proposition 4.2 or a negative solution as in
Proposition 4.3. Recall that the quantities E and F , defined in (1.6) and (1.7), are con-
served by the flow of (1.1) and are invariant under the action of the group of translations
T (s)f(·) = f(· + s), s ∈ R. Note also that functional E is not smooth at the origin on
H1per([0, L]). Nevertheless, the arguments above imply that ψ
2
ω is strictly positive, for any
ω ∈ R, guaranteeing thus the smoothness of the functional E around any periodic trav-
eling wave ψω. This is enough to apply the abstract theory in [20], because the orbital
stability is determined for initial data sufficiently close to ψω.
The space we shall be working with is the Hilbert space X := H1per([0, L]). Before
going into details, let us recall that periodic traveling-wave solutions are of the form
u(x, t) = φ(x− ωt), ω ∈ R, where φ is a solution of (1.2). Now, we present the definition
of orbital stability
Definition 4.4. We say that an L-periodic solution φ is orbitally stable in X, by the
periodic flow of (1.1), if for any ε > 0 there exists δ > 0 such that for any u0 ∈ X
satisfying ‖u0 − φ‖X < δ, the solution of (1.1) with initial data u0 exists globally and
satisfies
inf
y∈R
‖u(·, t)− φ(·+ y)‖X < ε,
for all t ∈ R.
Roughly speaking, we say that φ is orbitally stable if for any initial data close enough
to φ, the corresponding solution remains close enough to the orbit of φ generated by
translations,
Oφ := {φ(·+ y); y ∈ R}. (4.4)
Define the functional H = E + ωF . Thus, in a neighborhood of ψω, H is smooth. This
allows us to calculate the Fre´chet derivative of H at ψω to deduce, from (1.2), that ψω is
a critical point of H, that is,
H ′(ψω) = (E + ωF )′(ψω) = −ψ′′ω + ωψω − ψω logψ2ω = 0.
Also, in a neighborhood of ψω, we can rewrite equation (1.1) as an abstract Hamiltonian
system, namely,
ut = JE
′(u), (4.5)
with J = ∂x. Although J is not onto on L
2
per([0, L]), we can still apply the theory in [20]
because, as is well known by now, such an assumption must be imposed only for proving
an instability result. As we will see below, our results show the stability of the traveling
waves ψω.
Next, consider the linearized operator Lψω := H ′′(ψω), that is,
Lψω(v) = H ′′(ψω)v = −v′′ + (ω − 2− logψ2ω)v. (4.6)
One has that Lψω is an unbounded operator defined on L2per([0, L]) with domainH2per([0, L]).
Finally, we recall if (S1), (S2), and (S3) below hold, then the stability theory presented
in [20] states that ψω is orbitally stable.
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(S1) There is an open interval I ⊂ R and a smooth branch of periodic solutions, ω ∈
I ⊂ R 7→ ψω ∈ H1per([0, L]).
(S2) The operator Lψω , defined in (4.6), has only one negative eigenvalue which is
simple and zero is a simple eigenvalue whose eigenfunction is T ′(0)ψω = ψ′ω, ω ∈ I.
Moreover, the rest of the spectrum of Lψω is positive and bounded away from zero.
(S3) If d : I → R is the function defined as d(ω) = H(ψω), then
d′′(ω) =
d
dω
F (ψω) > 0, for all ω ∈ I.
Finally, we are in position to prove our stability result.
Theorem 4.5. Suppose that uniqueness and continuous dependence hold according to
Theorem 2.1. Fix L ∈ (√2pi,+∞) and let ω ∈ R 7→ ψω ∈ H2per([0, L]), be the smooth
family of L-periodic solution given in either Proposition 4.2 or Proposition 4.3. Then ψω
is orbitally stable in X by the periodic flow of (1.1).
Proof. We let ψω be any L-periodic wave given in Proposition 4.2. The case for ψω as in
Proposition 4.2 is similar. As argued above, we need to show that (S1), (S2) and (S3) hold.
In fact, since Lψω is isoinertial with respect to the period (see Remark 3.13), its inertial
index can be computed by fixing ω0 ∈ R and L0 >
√
2pi, and calculating the inertial index
of Lω0 . For the sake of simplicity, we take ω0 = 0. Thus, we see that φ0(0) must belong
to the interval (1,
√
e). By choosing φ0(0) = 1.5, φ0 satisfies the following initial-value
problem,  −φ
′′
0 − φ0 log φ20 = 0,
φ0(0) = 1.5,
φ′0(0) = 0.
(4.7)
In order to obtain the other parameters we need for, we will use numerical arguments.
In particular the period L0 of φ0 can be determined from (3.7) as L0 ≈ 4.80. By solving
numerically the initial-value problems (4.7) and (3.11), we can compute the constant θ in
(3.12) as θ ≈ −1.70.
Step 1: (S1) holds. The existence of such a smooth branch follows from Proposition
4.1. Moreover, we have I = R.
Step 2: (S2) holds. Since φ′0 has exactly two zeros in the interval [0, L0) and θ ≈
−1.70 < 0 we deduce from Theorem 3.12 and Remark 3.13 that in(Lψω) = in(L0) = (1, 1)
for all ω ∈ R and all L > √2pi. In addition, because Lψω is an Hill’s operator, the rest of
the eigenvalues are strictly positive.
Step 3: (S3) holds. In order to conclude the orbital stability, it remains to prove that
d′′(ω) =
1
2
d
dω
∫ L
0
ψ2ωdx > 0. (4.8)
But since ψω = e
ω/2φ0, we immediately deduce
d′′(ω) =
1
2
(∫ L
0
φ20dx
)
d
dω
eω > 0.
This proves (4.8) and concludes the proof of Theorem 4.5. 
16 PERIODIC WAVES FOR THE LOG-KDV EQUATION
4.2. Second Case: A 6= 0.
Next, we assume A 6= 0. Here the function g reads as in (4.1) and
G(ω,A, φ) =
ω + 1
2
φ2 − 1
2
φ2 log φ2 +Aφ.
First of all let us take a look at the zeros of g. It is clear that g(ω,A, φ) = 0 is equivalent
to gω(φ) = −A, with gω(φ) given in the beginning of the last subsection. A simple analysis
reveals that x0 = e
ω/2−1 and −x0 are the only critical points of gω. In addition, for all
ω ∈ R,
lim
x→+∞ gω(x) = −∞ and limx→−∞ gω(x) = +∞.
Since gω(x0) = 2e
ω/2−1 and gω(x) = −gω(−x), we deduce three different scenarios for the
zeros of g.
Case 1: |A| < 2eω/2−1. Here, there exist exactly three real numbers r0 < r1 < r2
satisfying
gω(r0) = gω(r1) = gω(r2) = −A,
which means that r0, r1 and r2 are three zeros of g(ω,A, ·), for any ω ∈ R and −2eω/2−1 <
A < 2eω/2−1. Note that r1 > 0 if A < 0 and r1 < 0 if A > 0 (see Figure 4.2). Also, the
fact that x0 > 0 implies that r2 > 0. In addition, because, for φ in a neighborhood of r2,
g(ω,A, φ) > 0 if φ < r2 and g(ω,A, φ) < 0 if φ > r2, it follows that r2 is a local maximum
of G(ω,A, ·). A similar analysis shows that r0 is also a local maximum of G(ω,A, ·).
Figure 4.2. Left: Graphs of the functions g (red) and G (blue) for ω ∈ R
and |A| < 2eω/2−1, A < 0. Right: Graphs of the functions g (red) and G
(blue) for ω ∈ R and |A| < 2eω/2−1, A > 0.
Case 2: |A| = 2eω/2−1. In this case, there exist unique r1 < 0 < r2 such that gω(r1) =
gω(r2) = −A. Thus g(ω,A, ·) has exactly two zeros if ω ∈ R and |A| = 2eω/2−1 (see Figure
4.3).
Case 3: |A| > 2eω/2−1. In this final case, there exists an unique real number r2 satisfying
gω(r2) = −A, that is, g(ω,A, ·) has an unique zero if ω ∈ R and |A| > 2eω/2−1. Moreover,
r2 < 0 if A < 0 and r2 > 0 if A > 0 (see Figure 4.4). Also in this case, because, for φ in
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Figure 4.3. Left: Graphs of the functions g (red) and G (blue) for ω ∈ R
and A = 2eω/2−1. Right: Graphs of the functions g (red) and G (blue) for
ω ∈ R and A = −2eω/2−1.
a neighborhood of r2, g(ω,A, φ) > 0 if φ < r2 and g(ω,A, φ) < 0 if φ > r2, we conclude
that r2 is a local maximum of G(ω,A, ·).
Figure 4.4. Left: Graphs of the functions g (red) and G (blue) for ω ∈ R
and |A| > 2eω/2−1, A < 0. Right: Graphs of the functions g (red) and G
(blue) for ω ∈ R and |A| > 2eω/2−1, A > 0.
In view of the above discussion in Cases 1 and 3, if (ω,A) belongs to either
P1 = {(ω,A) ∈ R2; ω ∈ R, |A| < 2eω/2−1} (4.9)
or
P3 = {(ω,A) ∈ R2; ω ∈ R, |A| > 2eω/2−1}, (4.10)
then the function g(ω,A, ·) always has a real zero r2, for which G(ω,A, ·) assumes a local
maximum. As a consequence of Remark 3.2, we obtain the following.
Theorem 4.6. Assume that (ω,A) belongs to either P1 or P3. Then, equation (1.2)
possesses an even periodic solution φ(ω,A). Moreover we have the following.
(i) If (ω,A) ∈ P1 with A < 0 then all solutions that turn around (r2, 0) are strictly
positive and the solutions that turn around (r0, 0) are strictly negative, provided
they belong to a small open neighborhood of (r0, 0).
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(ii) If (ω,A) ∈ P1 with A > 0 then all solutions that turn around (r0, 0) are strictly
negative and the solutions that turn around (r2, 0) are strictly positive, provided
they belong to a small open neighborhood of (r2, 0).
(iii) If (ω,A) ∈ P3 with A < 0 then the solutions that turn around (r2, 0) are strictly
negative, provided they belong to a small open neighborhood of (r2, 0).
(iv) If (ω,A) ∈ P3 with A > 0 then the solutions that turn around (r2, 0) are strictly
positive, provided they belong to a small open neighborhood of (r2, 0).
The phase spaces for (ω,A) in P1 or P3 are shown in Figures 4.5 and 4.6 below.
Figure 4.5. Left: Phase space for |A| < 2eω/2−1, A < 0. Right: Phase
space for |A| < 2eω/2−1, and A > 0. In both cases, the orbits in blue are
those for which φ(ω,A) is periodic and does not change sign.
Figure 4.6. Left: Phase space for |A| > 2eω/2−1, A < 0. Right: Phase
space for |A| > 2eω/2−1, and A > 0. The orbits in blue are those for which
φ(ω,A) is positive.
Remark 4.7. It is clear if |A| = 2eω/2−1 in Case 2, we also obtain periodic solutions that
do not change sign. However, in this situation (ω,A) does not belong to an open set of
R2.
Remark 4.8. Having disposed Theorem 4.6, a few words of explanation are in order.
Here, contrary to the case where A = 0, we have no control of how large the period
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of φ(ω,A) may be. There is the possibility that solutions, even those turning around the
critical center points, change its sign. Recall in the case A = 0, we obtain L-periodic
solutions that do not change sign for any L >
√
2pi.
Now we can construct the smooth family of periodic solutions we need.
Theorem 4.9. Fix (ω0, A0) according to Theorem 4.6 and let L0 be the period of φ(ω0,A0).
Then there are an open neighborhood O of (ω0, A0) and a family,
(ω,A) ∈ O 7→ ψ(ω,A) ∈ H2per,e([0, L0]),
of L0-periodic solutions of (3.1), which depends smoothly on (ω,A) ∈ O.
Proof. To calculate the value of θ in (3.12) and, consequently, to apply Corollary 3.10, we
need to obtain the value of y¯′(L0) by solving the linear equation (3.11) with g(ω0, A0, φ) =
ω0φ − log(φ2)φ + A0. To fix ideas, let us consider ω0 = 1 and A0 = 1. In this case, one
has (ω0, A0) ∈ P1 and the zeros of the function g(ω0, A0, ·) are r0 = −1, r1 = −0.28 and
r2 = 2.09. To obtain strictly positive solutions with a local maximum at x = 0, the initial
condition of φ(1,1) must satisfy 2.09 < φ(1,1)(0) < 3.51. Collecting these informations and
taking φ(1,1)(0) = 3, we are enable to see that φ = φ(1,1) satisfies −φ
′′ + φ− φ log φ2 + 1 = 0,
φ(0) = 3,
φ′(0) = 0.
(4.11)
The period L0 of φ can be determined by (3.7) as L0 ≈ 4.18. Solving numerically the
initial-value problems (4.11) and (3.11), we can compute the constant θ given by (3.12) as
θ ≈ −0.08, which allows us to apply Corollary 3.10. In the table below, we present some
different values of θ using the discussion established in Theorem 4.6.
Values of θ related to ω0 and A0
ω0 A0 φ(ω0,A0)(0) L0 θ
2 4 5 3.49 -0.14
-1 -1 -0.1 4.32 -0.02
1 -2 -2 3.65 -0.03
-1 -2 -1 3.37 -0.03
Table 1. Values of θ for different (ω0, A0). One has positive and negative solutions.
This completes the proof of the theorem. 
The spectral property related to the linearized operator
L = L(v) = −v′′ + (ω − 2− log(ψ2(ω,A)))v. (4.12)
is deduced by combining the arguments in the proof of Theorem 4.9 with the approach
treated in Section 3. More precisely.
Proposition 4.10. For (ω,A) ∈ O, let ψ(ω,A) be the L0-periodic solution determined
in Theorem 4.9. The closed, unbounded and self-adjoint operator L in (4.12) defined in
L2per([0, L0]) with domain H
2
per([0, L0]) has a unique negative eigenvalue whose associated
eigenfunction is even. Zero is a simple eigenvalue with associated eigenfunction ψ′(ω,A).
Moreover, the rest of the spectrum is bounded away from zero.
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Next, we present our stability result by adapting the arguments in [9], [20], and [25].
So, in what follows, we let ψ = ψ(ω0,A0) be any L0-periodic solution given in Theorem 4.9.
Also, define
η :=
∂
∂ω
ψ(ω,A)
∣∣∣
(ω0,A0)
, β :=
∂
∂A
ψ(ω,A)
∣∣∣
(ω0,A0)
,
and set
Mω(ψ) =
∂
∂ω
∫ L0
0
ψ(ω,A)(x)dx
∣∣∣
(ω0,A0)
, MA(ψ) =
∂
∂A
∫ L0
0
ψ(ω,A)(x)dx
∣∣∣
(ω0,A0)
,
and
Fω(ψ) =
1
2
∂
∂ω
∫ L0
0
ψ2(ω,A)(x)dx
∣∣∣
(ω0,A0)
, FA(ψ) =
1
2
∂
∂A
∫ L0
0
ψ2(ω,A)(x)dx
∣∣∣
(ω0,A0)
.
In order to simplify the notation, the norm and inner product in L2per([0, L0]) will be
denoted by || · || and 〈·, ·〉.
Before stating our main theorem we need some preliminary results. We let ρ be the
semi-distance defined on the space X as
ρ(u, ψ) = inf
y∈R
||u− ψ(·+ y)||X . (4.13)
For a given ε > 0, we define the ε-neighborhood of the orbit Oψ as
Uε := {u ∈ X; ρ(u, ψ) < ε}. (4.14)
We also introduce the smooth manifolds
Σ0 = {u ∈ X; F (u) = F (ψ), M(u) = M(ψ)}, (4.15)
and
Υ0 = {u ∈ X; 〈ψ, u〉 = 〈1, u〉 = 0}. (4.16)
The next result state that under a suitable restriction, the operator L is strictly positive.
Proposition 4.11. Assume that there is Φ ∈ X such that 〈LΦ, ϕ〉 = 0, for all ϕ ∈ Υ0,
and
I := 〈LΦ,Φ〉 < 0 (4.17)
Then, there is a constant c > 0 such that
〈Lv, v〉 ≥ c||v||2X ,
for all v ∈ Υ0 such that 〈v, ψ′〉 = 0.
Proof. We shall give only a sketch of the proof. From Proposition 4.10 one has
L2per([0, L0]) = [χ]⊕ [ψ′]⊕ P, (4.18)
where χ satisfies ||χ|| = 1 and Lχ = −λ20χ, λ0 6= 0. By using the arguments in [26, page
278], we obtain that
〈Lp, p〉 ≥ c1||p||2, for all p ∈ H2per([0, L0]) ∩ P,
where c1 is a positive constant.
Next, from (4.18), we write
Φ = a0χ+ b0ψ
′ + p0, a0, b0 ∈ R,
where p0 ∈ H2per([0, L0]) ∩ P . Now, since ψ′ ∈ ker(L), Lχ = −λ20χ, and I < 0, we obtain
〈Lp0, p0〉 = 〈L(Φ− a0χ− b0ψ′),Φ− a0χ− b0ψ′〉 = 〈LΦ,Φ〉+ a20λ20 < a20λ20. (4.19)
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Taking ϕ ∈ Υ0 such that ||ϕ|| = 1 and 〈ϕ,ψ′〉 = 0, we can write ϕ = a1χ + p1, where
p1 ∈ X ∩ P . Thus,
0 = 〈LΦ, ϕ〉 = 〈−a0λ20χ+ Lp0, a1χ+ p1〉 = −a0a1λ20 + 〈Lp0, p1〉. (4.20)
The rest of the proof runs as in [9, Lemma 5.1] (see also [25, Lemma 4.4]).

Proposition 4.11 is useful to establish the following result.
Proposition 4.12. Let E be the conserved quantity defined in (1.6). Under the assump-
tions of Proposition 4.11 there are α > 0 and M = M(α) > 0 such that
E(u)− E(ψ) ≥Mρ(u, ψ)2,
for all u ∈ Uα ∩ Σ0.
Proof. The proof can be found in [25, Lemma 4.6]. So, we omit the details. 
Finally, we present our stability result. In what follows in this section, we assume that
uniqueness and continuous dependence hold according to Theorem 2.1.
Theorem 4.13. Let ψ = ψ(ω0,A0) be a periodic solution given in Theorem 4.9. Assume
that the matrix
D :=
[
FA(ψ) MA(ψ)
Fω(ψ) Mω(ψ)
]
is invertible. If there is Φ ∈ X such that 〈LΦ, ϕ〉 = 0, for all ϕ ∈ Υ0, and I = 〈LΦ,Φ〉 < 0,
then ψ is orbitally stable in X by the periodic flow of (1.1).
Proof. Let α > 0 be the constant such that Proposition 4.12 holds. Since E is continuous
at ψ, for a given ε > 0, there exists δ ∈ (0, α) such that if ‖u0 − ψ‖ < δ one has
E(u0)− E(ψ) < Mε2, (4.21)
where M > 0 is the constant in Proposition 4.12. We need to divide our proof into two
cases.
First case. u0 ∈ Σ0. Since F and M are conserved quantities, if u0 ∈ Σ0 one has that
u(t) ∈ Σ0, for all t ≥ 0. The time continuity of the function ρ(u(t), ψ) allows to choose
T > 0 such that
ρ(u(t), ψ) < α, for all t ∈ [0, T ). (4.22)
Thus, one obtains u(t) ∈ Uα, for all t ∈ [0, T ). Combining Proposition 4.12 and (4.21), we
have
ρ(u(t), ψ) < ε, for all t ∈ [0, T ). (4.23)
Next, we prove that ρ(u(t), ψ) < α, for all t ∈ [0,+∞), from which one concludes the
orbital stability restricted to perturbations in the manifold Σ0. Indeed, let T1 > 0 be
the supremum of the values of T > 0 for which (4.22) holds. To obtain a contradiction,
suppose that T1 < +∞. By choosing ε < α2 we obtain, from (4.23),
ρ(u(t), ψ) <
α
2
, for all t ∈ [0, T1).
Since t ∈ (0,+∞) 7→ ρ(u(t), ψ) is continuous, there is T0 > 0 such that ρ(u(t), ψ) < 34α <
α, for t ∈ [0, T1 + T0), contradicting the maximality of T1. Therefore, T1 = +∞ and the
theorem is established if u0 ∈ Σ0.
Second case. u0 /∈ Σ0. In this case, since det(D) 6= 0, we claim that there is (ω1, A1) ∈ O,
such that F (ψ(ω1,A1)) = F (u0) and M(ψ(ω1,A1)) = M(u0).
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In fact, since M and F are smooth, the Inverse Function Theorem implies the existence
of r1, r2 > 0 such that the map
Γ : Br1(ω0, A0) −→ Br2(M(ψ), F (ψ))
(ω,A) 7→ (M(ψ(ω,A)), F (ψ(ω,A))) ,
is a smooth diffeomorphism. Here, Br((x, y)) denotes the open ball in R2 centered in (x, y)
with radius r > 0. The continuity of the functionals M and V gives (if necessary we can
take a smaller δ > 0)
|M(u0)−M(ψ)| < r2√
2
and |F (u0)− F (ψ)| < r2√
2
,
that is, (M(u0), F (u0)) ∈ Br2(M(ψ), F (ψ)). Since Γ is a diffeomorphism, there is a unique
(ω1, A1) ∈ Br1(ω0, A0) such that (M(u0), F (u0)) = (M(ψ(ω1,A1)), F (ψ(ω1,A1))). The claim
is thus proved.
The remainder of the proof follows from the smoothness of the periodic wave with
respect to the parameters, the fact that the period does not change whether (ω,A) ∈ O
and the triangle inequality. 
Theorem 4.13 establishes the orbital stability of ψ provided det(D) 6= 0 and I < 0. The
next proposition gives a sufficient condition to show that I < 0.
Proposition 4.14. Let K : R2 → R be the function defined as
K(x, y) = x2MA(ψ) + xy(Mω(ψ) + FA(ψ)) + y
2Fω(ψ).
Assume that there is (a, b) ∈ R2 such that K(a, b) > 0. Then there is Φ ∈ X such that
〈LΦ, ϕ〉 = 0, for all ϕ ∈ Υ0, and
I = 〈LΦ,Φ〉 < 0.
Proof. It suffices to define Φ := aβ + bη. Indeed, since Lβ = −1 and Lη = −ψ, it is clear
that 〈LΦ, ϕ〉 = 0, for all ϕ ∈ Υ0, and
〈LΦ,Φ〉 = 〈−a− bψ, aβ + bη〉
= −(a2MA(ψ) + abMω(ψ) + abFA(ψ) + b2Fω(ψ))
= −K(a, b).
The proof is thus completed. 
Corollary 4.15. Assume that A0 is sufficiently small. Then ψ = ψ(ω0,A0) is orbitally
stable in X provided det(D) 6= 0.
Proof. Differentiating the equation
− ψ′′ + ωψ − ψ logψ2 +A = 0 (4.24)
with respect to ω, multiplying the obtained equation by ψ and integrating on [0, L0] we
deduce that
2Fω(ψ) = 2F (ψ)−A0Mω(ψ). (4.25)
Since F (ψ) > 0, we see that if A0 is sufficiently small then Fω(ψ) > 0. Thus, by taking
(a, b) = (0, 1) we obtain K(a, b) > 0. The conclusion then follows in view of Proposition
4.14 and Theorem 4.13. 
Corollary 4.16. Assume that ψ > 0 and det(D) 6= 0. If A0 > 0 then there exists
(a, b) ∈ R2 such that K(a, b) > 0. Consequently, there exists Φ ∈ X such that I < 0 and
ψ is orbitally stable in X.
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Proof. From Proposition 4.14 and Theorem 4.13 it suffices to show the existence of (a, b) ∈
R2 such that K(a, b) > 0. If MA(ψ) > 0 we can take (a, b) = (1, 0). If Fω(ψ) > 0, we can
take (a, b) = (0, 1). Assume now that MA(ψ) ≤ 0 and Fω(ψ) ≤ 0. It is to be observed that
since det(D) 6= 0 the case (MA(ψ),Mω(ψ)) = (0, 0) is ruled out. Differentiating equation
(4.24) with respect to A, multiplying the obtained equation by ψ and integrating on [0, L0]
it is inferred that
2FA(ψ) = M(ψ)−A0MA(ψ). (4.26)
Taking the derivative in (4.25) with respect to A and in (4.26) with respect to ω and
comparing the result we see that FA(ψ) = Mω(ψ). Hence, the function K in Proposition
4.14 reads as
K(x, y) = x2MA(ψ) + 2xyMω(ψ) + y
2Fω(ψ).
If MA(ψ) = Fω(ψ) = 0 we can take (a, b) = (−1, 1) or (a, b) = (1, 1) according to the sign
of Mω(ψ).
We now divide the rest of proof into two cases.
Case 1. Mω(ψ) ≤ 0. Note that
∆ : = Mω(ψ)
2 −MA(ψ)Fω(ψ)
= Mω(ψ)
2 −MA(ψ)
(
F (ψ)−AMω(ψ)
)
= Mω(ψ)
2 −MA(ψ)F (ψ)−AMA(ψ)Mω(ψ) > 0.
Thus, either K(x, 1) = 0 or K(1, y) = 0 has two different real roots. In any case, this
implies that there is (a, b) ∈ R2 such that K(a, b) > 0.
Case 2. Mω(ψ) > 0. Note that
det(D) = Mω(ψ)
(
M(ψ)
2
− A
2
MA(ψ)
)
−MA(ψ)
(
F (ψ)− A
2
Mω(ψ)
)
=
1
2
M(ψ)Mω(ψ)−MA(ψ)F (ψ) > 0.
Hence, if MA(ψ) < 0 we have MA(ψ) det(D) < 0. By taking (a, b) = (Mω(ψ),−MA(ψ)),
we deduce
K(a, b) = = Mω(ψ)
2MA(ψ)−Mω(ψ)MA(ψ) (Mω(ψ) + FA(ψ))−MA(ψ)2Fω(ψ)
= −MA(ψ) (Mω(ψ)FA(ψ)−MA(ψ)Fω(ψ))
= −MA(ψ)det(D) > 0.
Finally suppose MA(ψ) = 0. Since the case Fω(ψ) = 0 has already been dealt with, we
may assume Fω(ψ) < 0. By taking a = 1 and b = −Mω(ψ)
Fω(ψ)
, we have
K(a, b) = −2Mω(ψ)
2
Fω(ψ)
+
Mω(ψ)
2
Fω(ψ)
= −Mω(ψ)
2
Fω(ψ)
> 0.
This completes the proof of the corollary. 
Remark 4.17. Next table shows some values of MA(ψ) det(D), MA(ψ), and Fω(ψ). Al-
though we are not able to prove analytically, numerical calculations suggest that det(D) 6= 0
and Fω(ψ) > 0, for all (ω,A) ∈ Pi, i = 1, 3 (recall this is true in the case A = 0). Theorem
4.13 and Proposition 4.14 would imply that ψ is orbitally stable in X by the periodic flow
of (1.1).
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Values of I related to ω0 and A0
ω0 A0 φ(0) L0 MA(ψ) det(D) MA(ψ) Fω(ψ)
1 1 3 4.18 -0.47 -0.21 7.41
2 4 5 3.49 3.13 24.99 21.81
-1 -1 -0.1 4.32 0.50 0.44 1.42
1 -2 -2 3.65 2.80 8.99 7.82
-1 -2 -1 3.37 -1.65 -0.14 0.52
5 3 15 4.21 354.78 1.22 349.28
-3 -2 -0.5 2.95 0.18 0.43 0.22
-5 -0.1 -0.1 3.76 0.01 0.45 0.01
-10 -2 -0.2 2.03 0.0008 0.20 0.004
Table 2
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