Abstract-Most Type 1 diabetes mellitus (T1DM) patients have hypoglycemia problem. Low blood glucose, also known as hypoglycemia, can be a dangerous and can result in unconsciousness, seizures and even death. In recent studies, heart rate (HR) and correct QT interval (QTc) of the electrocardiogram (ECG) signal are found as the most common physiological parameters to be effected from hypoglycemic reaction. In this paper, a state-of-the-art intelligent technology namely deep belief network (DBN) is developed as an intelligent diagnostics system to recognize the onset of hypoglycemia. The proposed DBN provides a superior classification performance with feature transformation on either processed or un-processed data. To illustrate the effectiveness of the proposed hypoglycemia detection system, 15 children with Type 1 diabetes were volunteered overnight. Comparing with several existing methodologies, the experimental results showed that the proposed DBN outperformed and achieved better classification performance.
I. INTRODUCTION
Hypoglycemia (low blood glucose) can be encountered in any Type 1 diabetes mellitus (T1DM) patients who take medicines for increasing levels of insulin in their body. Particularly, it is very dangerous during the sleep time as it reduces or obscures autonomic counter-regulatory responses. In [1] , it is reported that at least half of severe hypoglycemia episodes occurring at night time. The blood glucose level is considered low (hypoglycemia) when it drops below 3.3mmol L [2] , and patients are advised to take necessary treatment. When the initial symptoms of hypoglycemia occur [3] , the patient can then recognize these in ensuing episodes.
Numerous non-invasive blood glucose monitoring systems are currently available in the market to measure blood glucose concentration. However, there are several drawbacks in terms of cost, functioning, reliability and obtrusiveness. Intensive research has been conducted to develop a hypoglycemia detector by using glucose sensors from detecting changes in the electroencephalogram (ECG) signals and skin conductance [4] . In 2006, a real-time monitoring systems (CGMS) were developed [5] . However, they were not developed as commercial devices due to lack of sensitivity and low efficiency in detecting unrecognized hypoglycemia. This paper will make a significant contribution to knowledge in the modeling and design of a non-invasive hy-poglycemia monitor using physiological responses. During hypoglycemia, the most profound physiological changes are caused by activation of the sympathetic nervous system. Among them, the strongest responses are sweating and increased cardiac output [6] . Sweating is mediated through sympathetic cholinergic fibres, while the change in cardiac output is due to an increase in heart rate and increase in stroke volume. In [7] , experimental hypoglycemia has been shown that prolongation of QT intervals and dispersion occur in both non-diabetic subjects and Type 1 and Type 2 diabetic patients.
With the use of the physiological parameters, hypoglycemia detection systems have been developed by blockbased neural network (BBNN) [8] , fuzzy reasoning model (FRM) [9] , wavelet neural network (WNN) [10] , feedforward neural network (FFNN) [10] and multiple regression (MR). Though satisfactory results are found by the use of the advanced neural networks and fuzzy reasoning models, aiming for better accuracy is always essential for more accurate detection of hypoglycemia episodes.
In recent years, deep learning has been successfully applied in various domains, ranging from image classification [11] , speech recognition to audio classification [12] . Besides the successful stories of image and speech recognition, these approaches have been introduced in physiological signals such as electromyogram (EMG), electrocardiogram (ECG) and electroencephalography (EEG) [13] and obtained better accuracy. These recent surges of DBN activities are largely spurred to use in hypoglycemia detection system in order to overcome the shortcomings encountered in standard neural network classifiers.
In this paper, a recent advanced DBN is introduced in order to detect the status of hypoglycemia episodes. The inputs in this strategy are features heart rate (HR) and QTc of QRS wave. With the use of DBN, high-level ECG features are preliminarily represented through the layer-wise training of deep hierarchical model and followed by standard NN for fine-tuning and classification purposes. The overall operation of the DBN-based hypoglycemia monitoring system in this study consists of three main components which are data collection and feature selection, high-level features representation using DBN and classification which are hypo or non-hypo states.
The organization of this paper is as follows: in Section II, a DBN and its training procedures by the use of constructive divergence (CD) algorithm is introduced. To show the effectiveness of our proposed methods, the results of early detection of nocturnal hypoglycaemia episodes in T1DM are discussed in Section III and a conclusion is drawn in Section IV.
II. METHODS
To recognize the status of hypoglycemia episodes in T1DM by use of physiological parameters of ECG signal ( Fig. 1) , a deep learning framework ( Fig. 2 ) is developed. In Fig. 1 , the ECG signal is composed of a P wave which represents atrial depolarization while a QRS complex and a T wave represents ventricular depolarization and rapid change of repolarization of ventricles. For patients with Type1 and Type2 diabetes, the possibility of hypoglycemia is mainly effected by prolongation of QT intervals (starting from the point of Q wave to at the end of T wave) and its correlation to heart rate carried out by Bazett's formula QT c = QT RR [14] . Not only does QT c interval prolongation have a significant impact on hypoglycemia, but an increase in heart rate (HR) may also influence the status of hypoglycemia [15] . Studies on the natural occurrence of hypoglycemia with an increase in heart rate, (1.033±0.242 vs. 1.082±0.298, P < 0.06) and corrected QT intervals, (1.031 ± 0.086 vs. 1.060 ± 0.084, P < 0.01) have been successfully carried out in [16] . With these changes in physiological parameters, a deep belief network (DBN) model is developed for early detection of hypoglycemic episodes. The DBN-based hypoglycemia monitoring system is developed with two inputs (heart rate (HR) and corrected QT interval (QT c )), and one output system (hypoglycemia status) as presented in Fig. 2 in which the restricted boltzmann machines (RBM) (Sec. II-.2) and feed-forward neural network (FFNN) model are consolidated and constructed a generative model. With the given two inputs, the most abstract features generated through the layer-wise training of deep architecture and initialize the FFNN for fine-tuning. Consolidating unsupervised feature extraction as well as high-level feature representation and classification in one model makes the DBN stronger and enhance performance mutually in feature representation and classification.
1) Deep Belief Neural Network (DBN):
In this section, a probabilistic generative model with deep architecture socalled Deep Belief Networks (DBN) [17] is presented. As shown in Fig. 3 , the DBN is constructed by stacking predefined number of restricted Boltzmann Machines (RBM) (Section II-.2). It models the joint distribution between visible input (v) and the N hidden layers h k as follows:
where v = h 0 , p h k−1 |h k is a conditional distribution for the visible units conditioned on the hidden units of the RBM at level k, and P(h l−1 , h l ) is the visible-hidden joint distribution in the top-level RBM.
In order to extract a deep hierarchical representation of the training (input) data, the DBN in Fig. 3 is trained in a greedy layer-wise manner. During the training, each RBMs are applied recursively with the features activations extracted by one RBM acting as the data for training the next RBM in the stack. After training stacked RBMs, the bottom up recognition weights of the resulting DBN is used for initialization of multi-layer feed-forward neural network (FFNN) which performs fine-tuning activity via backpropagation of error derivatives. Fig. 4 in which m visible neuron (v = (v 1 , . . . , v m )) and n hidden neurons (h = (h 1 , . . . , h n )) are fully connected via symmetric undirected weights. There is no intra-layer connections within either the visible or the hidden layer.
2) Restricted Boltzmann Machines (RBM): RBM [18] is a graphical model with observed data variables (visible neurons) and latent variables (hidden neurons). A typical RBM model topology is presented in
With the weights and biases, the energy of a joint configuration between hidden and visible neurons, E(v, h) is defined as: where w i j is associated weight between v j and h i for all i ∈ {1, . . . , n} and j ∈ {1, . . . , m}; b j and c i are bias terms associated with the j th and i th visible and hidden neurons; θ = {W, b, c} is model paper with symmetric weight parameters W n×m . Through the energy function in (2), for all possible pair of visible (v)-hidden (h) neurons, the networks assigns a joint probability distribution as follows:
where
e −E(v,h) is the normalized term which is obtained by summing over the energy of all possible (v, h) configurations. Through the gradient of log probability of a visible vector (v) over the weight w i j , the updated rule is calculated by constructive divergence (CD) [19] algorithm as follows:
where η is the learning rate, (4), v j h i recon is the reconstruction of original visible units which is calculated by setting the visible unit to random training vector. Due to the constraints in hidden to hidden connections and visible to visible connections, the binary state of hidden unit and visible unit are considered as follows:
where σ is the logistic sigmoid function σ (x) = 1 (1 + exp(−x)).
A. Performance Measurement
To determine the performance of proposed detection system, Sensitivity and Specificity are introduced: (8) where N T P is defined as number of true positive, N FN is number of false negative, N FP is number of false positive, and N T N is number of true negative. The values of these are within 0 to 1. In this clinical study, the sensitivity is more important than the specificity because it mainly represents the performance of classifier. The higher sensitivity represents the better performance of the detection system.
III. RESULTS AND DISCUSSION
To study the natural occurrence of nocturnal hypoglycemia, 15 children with T1DM are monitored for 10-hours overnight at the Princess Margaret Hospital for Children in Perth, Western Australia. The required physiological parameters are measured by the use of the non-invasive monitoring system, while the actual blood glucose levels (BGL) are collected as reference using Yellow Spring Instruments. The main parameters which are used for the detection of hypoglycemia are the heart rate (HR) and corrected QT (QTc). The response from the 15 children with T1DM [9] exhibit significant changes during their hypoglycemia phase in contrast to the non-hypoglycemia phase.
The overall data set consist of both hypoglycemia data part and non-hypoglycemia data part and organized into a training set, a validation set and a testing set which consists of randomly selected five patients data. To tackle the problem of T1DM, the hypoglycemia episodes (BGL ≤ 3.3mmol/l) are detected by the use of DBN-based hypoglycemia monitoring system. The clinical results for hypoglycemia detection with different methods are tabulated in Table I and II. For comparison studies, deep belief network (DBN) block based neural network (BBNN) [10] , wavelet neural network (WNN) [10] , feedforward neural network (FFNN) [10] , and multiple regression (MR) models are analyzed. As can be seen in Table I , the average (mean) testing result of proposed DBN-based hypoglycemia system found to be satisfactory by giving the sensitivity and specificity of (79.70% and 50%). Besides, in Table II , the performance of DBN is better than other classifiers by achieving the best testing sensitivity, 80.00% and acceptable specificity 50.00%. In this study, γ analysis is defined as γ = θ ξ +(1−θ )η, (θ ∈ [0, 1]) for evaluation of the proposed system performance. Since the minimum requirement of a hypoglycemia detection system is 60 % of sensitivity and 40 % of specificity , θ is set to 0.6 in this analysis. As can be seen in Table I and II, in terms of γ analysis, the proposed DBN outperforms other classifiers with γ value of 67.82% (mean) and 68.00% (best). In short, the DBN is a superior classifier in detection of hypoglycemia episodes. To develop DBN-based hypoglycemia monitoring system (Fig. 2) , the DBN is formed by training the individual RBM layer one over another. During the training, the hidden layer RBM is randomly initialized and updated using (4) with learning rate (η) of 0.1 until 100 epoches. In this study, a single layer RBM with 20 hidden neurons is good enough, i.e., the optimal structure of DBN is [2-20-1] . It means that there are 2 visible units at the input layer, 20 hidden unit at RBM layer and 1 output units at final classification layer.
Since the architecture of DBN, especially the size of DBN can greatly influence its performance, it is vital to carefully select the number of hidden RBM units and/or layers. There is trade-off between too many and too few number of hidden neurons and/or layers. To the best of knowledge, there is no special techniques proposed for the selection of optimal DBN parameters. In general, all optimal parameters are selected by the use of trial-error analysis.
IV. CONCLUSIONS
For detection of the hypoglycemic episodes for diabetes patients an intelligent diagnostic system using deep learning framework, namely deep belief network has been developed. The experimental results indicate that hypoglycemic episodes in T1DM children can be detected non-invasively and effectively by the use of real time physiological parameters of ECG signal. The performance evaluation is done in comparison with other classifiers (DBN, BBNN,  WNN, FWNN, and MR) . The improvement in sensitivity and specificity is satisfactorily found at 80.00% and 50.00%. In short, the proposed intelligent system can detect episodes of hypoglycemia effectively and efficiently. There is one limitation for the proposed hypoglycemia detection. All the data are recorded from children with T1DM and there are no heart problems to affect the heart rate and QT interval. As a consequence, there are no confounding conditions included in these data sets. However, the detection performance may be affected if the patients have heart problems.
