Communications at frequencies above 10 GHz (the mmWave band) are expected to play a major role for the next generation of cellular networks (5G), because of the potential multi-gigabit, ultra-low latency performance of this technology. mmWave frequencies however suffer from very high isotropic pathloss, which may result in cells with a much smaller coverage area than current LTE macrocells. High directionality techniques will be used to improve signal quality and extend coverage area, along with a high density deployment of mmWave base stations (BS). However, when propagation conditions are hard and it is difficult to provide high quality coverage with mmWave BS, it is necessary to rely on previous generation LTE base stations, which make use of lower frequencies (900 MHz -3.5 GHz), which are less sensitive to blockage and experience lower pathloss. In order to provide ultra-reliable services to mobile users there is a need for network architectures that tightly and seamlessly integrate the LTE and mmWave Radio Access Technologies. In this paper we will present two possible alternatives for this integration and show how simulation tools can be used to assess and compare their performance.
INTRODUCTION
The latest Cisco Visual Networking Index forecasts an explosion of mobile network traffic to be expected before 2020, with an eightfold increase of global mobile traffic [5] . The next generation of cellular networks will be required to address traffic demands, new business cases, and growth of connected devices, and to provide improved performance for many different use cases. For example, 5G networks should support [8] (i) a rate of 50 Mbits or more even at cell edges, with peaks of 1 Gbps in particular cases; (ii) ultra-low endto-end latency below 10 ms, with a stricter requirement of 1 ms for applications such as tactile internet; (iii) ultra-reliable communications, with ultra-high availability and reliability; (iv) massive Machine Type Communications (MTC) with very low power.
MmWave technology may play a major role in allowing 5G networks to meet these requirements. The spectrum above 10 GHz is not as fragmented as the microWave spectrum, therefore large contiguous chunks of bandwidth are available. However, there are several issues that must be studied in order to make mmWave technology well understood and market-ready. MmWave frequencies suffer from high isotropic pathloss, which can be compensated with massive MIMO and beamforming, thanks to the small size of the antennas, but also from blockages from solid materials (i.e., buildings of bricks and mortar) [3, 14] .
These extreme propagation conditions offer new design requirements for the PHY and MAC layers [15] , however they also have consequences on the higher layers of the protocol stack. In particular, in order to provide an ultra-reliable service, user equipments (UEs) at mmWave frequencies will have to perform handover between neighboring mmWave base stations or to fall back to the legacy LTE network. The LTE base stations may offer a reliable backup in case the link with mmWave BS is disrupted and outage is experienced. However, the current LTE handover procedure may be too slow, and may result in service interruptions and excessive signaling. Therefore, we propose a dual connectivity (DC) solution, in which the UE is connected to both Radio Access Technologies (RATs), and performs fast switching between the two with a single RRC message. The dual connectivity is part of a set of proposals on tight integration between LTE and mmWave RATs, which can be found in [16] .
A thorough simulation campaign on dual connectivity or handover between different RATs has however not yet been performed, since current simulation tools for LTE and 5G are not integrated. In this paper we will describe the work done to implement a simulator that offers the capabilities of using PHY and MAC layers of LTE and 5G in the same UE. It is based on the open source simulator network simulator 3 (ns-3, [11] ), and uses the 5G mmWave protocol stack developed by NYU [6] together with the LTE module of ns-3 [4] .
The paper is organized as follows. In Sec. 2 we will describe two different ways to integrate LTE and mmWave networks. Then in Sec. 3 we will present the simulation framework and briefly recall some implementation issues. Finally we will show which are the metrics we expect to measure from still ongoing simulation campaigns and present some early results in Sec. 4.
LTE-5G TIGHT INTEGRATION
LTE and 5G are expected to integrate at a certain layer and to rely on a common core network infrastructure, following an idea of harmonization strongly advocated by several stakeholders [10, 12, 16] . By exploiting existing infrastructure and architectures, the deployment of 5G networks can be faster and requires lower capital expenditure (CAPEX). Mature elements of legacy networks are expected to be used also in 5G networks, and one of the areas that can benefit from this integration is reliability, due to the wide-area coverage of LTE macrocells. The discussion on which is the appropriate layer at which LTE and 5G should integrate is still ongoing. The idea is that from this integration layer upwards the two stacks will have common protocols. The integration layer has an interface to lower layer primitives and functions whose implementation differs in the two radio access technologies. A possible integration may be placed at the MAC layer, exploiting the fact that probably PHY layer will be OFDM based, but this would limit the optimization that can be carried out on the design of mmWave MAC layers. The same problem presents for integration at the Radio Link Control (RLC) layer, which is tightly coupled with the MAC layer by the scheduling decisions. A more realistic integration can be performed at the Packet Data Convergence Protocol (PDCP) layer, which is not strictly dependent on lower layers' functionalities. In this work we assume that the integration is performed at this layer.
Currently, a typical UE supports more than one possible RATs, i.e., it can use GSM, UMTS or LTE networks. However, these three technologies are not integrated and are very different from one another, both in the radio access and in the core network. In order to switch from LTE to one of the two other legacy networks, an involved inter RAT procedure is required. However, for LTE and 5G networks a new inter RAT handover (HO) that requires less signaling may be designed. A good starting point to lower the burden and the complexity of the HO may be to consider mmWave cells as LTE cells, and use the faster intra RAT handover procedure. This may be made possible by the control layer integration between LTE and 5G, which is part of the proposals around tight integration [16] .
However, even the intra RAT handover may not be a good solution for a seamless and ultra-fast switch between the two air interfaces. Indeed, it involves signaling both between the two BSs, on the X2 interface, and at the RRC layer, to communicate to the UE the information on the target cell. It also needs a non contention based random access procedure, and a message exchange with the Mobile Management Entity (MME) in the core network in order to switch the path from the Serving Gateway (SGW) to the BS to which the UE is performing the handover. The processing in the MME may require a one-way latency in the order of 10 ms, and during this interval packets must be forwarded from the BS from which the handover originated to the target BS. Moreover, a handover from a mmWave BS to an LTE cell should be triggered only if the mmWave link is going to be in outage, in order to remain connected to the mmWave cell as long as possible and benefit from its high throughput and low latency. In this case, the control signaling may experience some latency due to packets received with errors and retransmissions, or worse, the UE may not manage to transmit/receive the required messages at all, thereby detecting a Radio Link Failure (RLF). During the random access procedure, moreover, the UE is not capable of transmitting and receiving data, which is buffered at the BS and experiences an increased latency.
A different and more robust solution can be obtained using a dual connectivity (DC) setup, introduced here as an extension of 3GPP's LTE DC proposal [1] . In the proposed scheme, the UE is simultaneously connected to both LTE and mmWave BSs. The LTE cell acts as a backup: since the UE is already connected, when the signal quality of the mmWave link degrades, there is no need to perform a complete handover with a random access procedure, to send path switching messages to the core network: a single RRC control message from the LTE BS to the UE is enough. The LTE cell is also a coordinator of all the neighboring mmWave cells, as proposed in [7] , and an access point to the core network for dual connected devices. In this setup the UE transmits pilots that mmWave base stations can use to estimate the link quality (for example by measuring the SNR). These measurements are periodically sent from each mmWave cell to the LTE cell, via the X2 interface. Therefore, the LTE BS knows which is the best mmWave cell for each UE: notice that this reporting is forwarded to the closest LTE eNB, i.e., the one that may offer fallback once all mmWave cells are in outage. Once the UE is within coverage of an LTE cell, it performs a random access to the LTE evolved Node Base (eNB) using the standardized LTE procedure. As soon as the LTE BS knows that the UE has successfully completed the access procedure, it instructs the UE to connect also to the mmWave eNB with the best SNR.
In a dual connected setup, in the LTE eNB there is a PDCP and related RLC instance for each bearer, while in the mmWave eNB there is only an RLC instance. Then, data is forwarded from the core network to the LTE eNB, where the PDCP layer decides whether to send it via LTE RAT, or to forward it to the remote RLC layer in the mmWave eNB. The mmWave link is used unless in outage, in this case a switch signal is sent to the UE which starts receiving data on the LTE radio interface. Notice that this scheme allows also to decouple uplink and downlink connections. If the LTE cell detects that another mmWave eNB has a better signal quality than the current one, it may trigger and orchestrate a handover between the two mmWave cells, while the data transmission is switched to LTE.
The PDCP forwards data via the X2 interface, thus, since the mmWave eNB is usually preferred to LTE, and according to the latency of the connection between BSs, the PDCP layer and anchor point to the core network may be moved to the mmWave eNB to decrease the end to end latency of data transmissions.
SIMULATION OF LTE-5G TIGHT INTE-GRATION IN NS-3
In order to assess the performance of both schemes, we integrated two already developed tools for LTE and 5G simulations. The first is the LTE module of the ns-3 simulator, whose upper layers are shared by the ns-3 mmWave simulator developed by NYU [6] . This tool has a very detailed characterization of the physical layer, which exploits real measurements in order to model small scale fading, beamforming and channel conditions at 28 and 73 GHz carrier frequencies [9] . This simulator assumes a TDD physical layer, and the physical frame structure can be configured to support different OFDM numerologies. Even though the mmWave simulator uses the LTE higher layers, prior to this work it was not possible to set up a simulation with devices capable of both LTE and mmWave communications in the same scenario. Therefore, the core of the DC implementation is a new extension of the ns-3 NetDevice, called McUeNetDevice, which has a double stack: mmWave physical, MAC and Radio Resource Control (RRC) layers, LTE physical, MAC, RRC layers, and a single UE Non Access Stratum (NAS) layer. The latter has an interface to both RRC entities and is in charge of the exchange of information between them.
An McUeNetDevice connects to an LTE eNB and to a mmWave eNB. In a dual connectivity scenario, the UE connects to the closest LTE cell, which in turn selects the mmWave cell with the highest SNR for initial connection of the UE mmWave stack. The mmWave eNB RRC does not interact with the core network when dealing with dual-connected devices, and only the LTE RRC handles the bearer creation and related protocol exchanges. The general scheme of an McUeNetDevice, an LTE BS and a mmWave eNB is shown in Fig. 1 . In the dual connectivity setup the PDCP layer in the eNB relies on the X2 interface to transmit packets to the remote RLC layers in the mmWave eNB. In the UE, instead, the PDCP is directly connected to both LTE and mmWave RLCs. The McUeNetDevice can be used also to simulate the handover between LTE and mmWave cells. Indeed, it can be configured to use a single RRC layer, which can be interfaced with PHY, MAC and RLC layers of both radio access technologies.
Moreover, we extended the mmWave simulator classes in order to support handover and dual connectivity, by (i) providing SNR measurements in each eNB from all the UEs in the scenario; (ii) automatically configuring the UE protocol stack and PHY parameters after the connection to a new mmWave eNB; (iii) allowing disconnection of a UE from an eNB during handover; (iv) adding non contention based random access for initial access during handovers. The methods that allow the LTE macrocell to act as a coordinator in a dual connectivity scenario are implemented in the LTE eNB RRC layer. The LTE BS is thus capable of collecting measures from other mmWave eNBs, triggering handovers between mmWave cells or RAT switching.
The mmWave simulator relies on a helper class (MmWaveHelper) which sets all the simulation parameters and objects needed. A SpectrumChannel models the mmWave channel. In order to support also communications on the LTE radio access network, the helper is extended with two additional SpectrumChannel objects, for LTE uplink and downlink channels, that can be characterized with different models of pathloss and are interfaced with the LTE physical layer. Moreover, we added methods to install in the simulation LTE eNBs, UEs and dual connected devices. The LTE eNBs can be characterized with their own scheduling and X2 interfaces are created between all the eNBs, either LTE or mmWave. These links are modeled as ns-3 PointToPoint links, therefore it is possible to set the delay, data rate and Maximum Transfer Unit (MTU) of connections between eNBs, and between each eNB, the MME and the SGW.
Actually, in the current implementation of the LTE module for ns-3 the link between eNBs and MME is ideal, whereas in this paper we extended the implementation to allow a more realistic modeling. In particular, the EpcMme class of the default LTE module is modified into an application (EpcMmeApplication), which is installed on an ns-3 node (MmeNode). Then this application is interfaced with the S1-MME endpoint at the MME node. The latter is connected with a PointToPoint link to the other endpoint, in the eNB, thus, as for the X2 links, it is possible to introduce a propagation delay, a data rate and an MTU also for S1-MME links. The new EpcS1Mme and EpcS1Enb classes receive SDUs from the MME and the eNB, respectively, and create PDUs that can be sent over S1-MME by encoding the Information Elements and adding the S1-AP header 1 , as specified in [2] . 
METRICS
The main goal of this implementation is to provide a tool that can be used to compare the performance between a system using dual connectivity, with switching, and another where hard handover (HH) is used.
The main benefit of an implementation of the LTE-5G tight integration in ns-3 is the possibility to study the performance of the system by considering a very high level of detail, with realistic interactions among the different parts of the network, from the radio channel modeling to the higher layer protocol message exchanges. Indeed, the comparison between the two systems can be affected by several parameters. The latency of X2 connections may have an impact on how quickly the LTE eNB detects that a UE is in outage with respect to the current mmWave link. The duration of the intervals during which a UE is performing the handover depends on the delay of the connection to the MME, and this affects the latency of data packet transmissions. By using real RRC messages one can account for a different delay and packet error rate in the exchange of control messages between the UE and the eNB. This also makes the parameter space very large, and a thorough simulation campaign to compare the two solutions is ongoing.
There are many metrics that can be computed in a simulation in ns-3 using the developed framework over LTE and mmWave modules. In particular, throughput and latency can be extracted at each layer, from PHY to transport. Packet losses during switching and handover events are also a metric of interest. Another issue that may arise on a high throughput mmWave link is bufferbloat at the RLC layer [17] , and latency due to RLC retransmissions. Since ns-3 LTE and mmWave modules offer different RLC implementations, it will be possible to check whether these problems are present or not in the two systems.
The behavior of different transport protocols (UDP, TCP) can be tested, to check which of the two architectures offers higher resiliency in mobility scenarios. In particular it will be interesting to see how TCP reacts to the changes in the link in terms of latency and data rate.
As an example of metrics that can be extracted from the simulator, we present in this paper some early results from a first set of simulations. It is possible to directly compare a simulation with dual connectivity and a simulation with hard handover because by using the same parameters for the Table 1 : Simulation parameters random number generation the channel varies in the same way. Table 1 contains some parameters of the simulations, and the scenario is shown in Fig. 3 . The traffic is generated at a rate of 102.4 Mbit/s at the UDP transport layer, and sent from a remote server to the UE. The UE moves along the x axis at s = 2 m/s. An example of simulation output is provided in Fig. 2 , which shows the throughput and latency at the PDCP layer over time. The UE moves from coordinates (100, -5) to (300, -5), and while moving may experience outage from both mmWave cells (thus the connection changes to LTE RAT either with handover or switching) or perform a handover to the mmWave cell with higher SNR. A hysteresis of 3 dB is accounted for when considering which is the best mmWave cell, and the current cell over time is shown by the green line.
The average values of the throughput and latency, over a set of N = 10 simulations for this particular setup, are given in Table 2 . It can be seen that the latency of the dual connectivity solution is smaller than that of hard handover. This is due to the fact that the switch is much faster than the handover, therefore packets do not have to be buffered before being transmitted. This behavior is shown also in Fig. 2 . For example, at t = 34 s there is an outage event, i.e., the connection falls back to LTE cell 1, then the UE returns Table 2 : Throughput and latency for the two setups, for the parameters in Table 1 , average over N = 10 simulations to a mmWave connection to mmWave cell 3, and finally it connects to mmWave cell 2. With the DC solution, the latency never exceeds 40 ms, while the HH latency exhibits a spike of 287 ms. The average PDCP throughput of DC is also higher than that of HH, showing that dual connectivity suffers fewer packet losses.
Another example of metric is shown in Fig. 4 , where we present the average traffic per user generated by the RRC layer for different values of the X2 latency DX2 ∈ {0.1, 1, 10} ms and for different UE speed s ∈ {2, 4, 8, 16} m/s. It can be seen that the dual connectivity solution, with fast switching, allows to reduce the signaling traffic per user: this reduces the overhead, given a certain number of UEs, or, given the same amount of control overhead, it allows to scale to a larger number of UEs.
CONCLUSIONS
In this paper we discussed two possible ways to integrate 5G and LTE networks in order to improve the reliability of next generation mobile networks. We also presented the implementation of a simulation framework that can be used to assess the performance of such systems, integrated in ns-3, and showed that the level of detail of the simulation that can be carried out with such a tool makes it possible to understand and evaluate which is the best solution among dual connectivity with switching and hard handover. We showed some early results, for a particular choice of parameters, as an example of a possible simulation output. A more detailed description of the new software modules and a more comprehensive set of preliminary results can be found in [13] . The application of the proposed framework to extensive simulation campaigns to fully characterize performance trends and to gain key insights for system design is left for future work.
