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Introductory lectures on lattice QCD at nonzero
baryon number
Gert Aarts
Department of Physics, College of Science, Swansea University, Swansea SA2 8PP, United
Kingdom
E-mail: g.aarts@swan.ac.uk
Abstract. These lecture notes contain an elementary introduction to lattice QCD at nonzero
chemical potential. Topics discussed include chemical potential in the continuum and on the
lattice; the sign, overlap and Silver Blaze problems; the phase boundary at small chemical
potential; imaginary chemical potential; and complex Langevin dynamics. An incomplete
overview of other approaches is presented as well. These lectures are meant for postgraduate
students and postdocs with an interest in extreme QCD. A basic knowledge of lattice QCD is
assumed but not essential. Some exercises are included at the end.
Based on lectures delivered at the XIII International Workshop on Hadron Physics, Brazil, March 2015.
1. Introduction
Quantum Chromodynamics (QCD), describing the interaction between quarks and gluons, is
formulated using only a few ingredients: it is an SU(3) gauge theory with six flavours of quarks,
of which the lightest two are nearly massless. Yet, this results in an extremely rich theory,
containing asymptotic freedom, confinement, chiral symmetry breaking, phase transitions, etc.
Figure 1. Sketch of the QCD phase diagram in the plane of temperature and baryon density.
Because QCD is strongly interacting at low energies, many interesting questions are not easily
answerable. The questions relevant for these lectures concern the QCD phase diagram, i.e. the
2phase structure of strongly interacting matter, of which a sketch is presented in Fig. 1. Several
phases are shown: the hadronic phase at low temperature and density, the quark-gluon plasma
at high temperature, possible colour-superconducting phases for cold dense matter, and perhaps
there exist other phases not indicated in this version of the phase diagram.
However, these lectures will not be about the phase diagram as such. Many good reviews are
available where this is described in detail, see e.g. Refs. [1–3]. Instead our focus is on a practical
and concrete problem, which has been around for many years: namely why has the QCD phase
diagram not yet been determined from first principles, and why is the standard nonperturbative
approach, lattice QCD, not immediately applicable? Given these limitations, we then address
what can be determined, and, importantly, what progress there is in evading this status quo
altogether.
By definition these lectures are incomplete, limited by time and knowledge. Hence one may
supplement them with e.g. the review talks presented at the annual Lattice conference [4–10],
which are usually quite accessible. My goal is to provide a basis for new postgraduate students
and postdocs in the field and hence I have refrained from including very recent material which
is still in development. This is especially relevant for the material discussed towards the end.
These lectures are structured as follows:
Sec. 2. Quantum statistical mechanics and the QCD partition function
Sec. 3. Chemical potential in the continuum
Sec. 4. Chemical potential on the lattice
Sec. 5. Phase-quenching: sign, overlap and Silver Blaze problems
Sec. 6. Phase boundary at small chemical potential
Sec. 7. Imaginary chemical potential
Sec. 8. Complex Langevin dynamics
Sec. 9. Complex Langevin dynamics for gauge theories
Sec. 10. Other approaches
Sec. 11. Conclusion
Exercises
In the following section we start with a reminder of some basic concepts in quantum statistical
mechanics and give the QCD partition function as a euclidean path integral. The sign problem
at nonzero chemical potential is demonstrated. Chemical potential in the continuum and on
the lattice are introduced in Secs. 3 and 4, respectively, both for fermionic and bosonic fields.
The Silver Blaze problem is first mentioned in Sec. 3 as well. Some general remarks on the
sign problem are contained in Sec. 5, including the Silver Blaze problem from the viewpoint
of the Dirac operator. The transition from the confined hadronic phase to the deconfined
quark-gluon plasma can be studied in detail using standard numerical methods for vanishing
and small chemical potential. Given the ongoing heavy-ion collisions at the Relativistic Heavy-
Ion Collider (RHIC) at BNL and the Large Hadron Collider (LHC) at CERN, this is of high
phenomenological relevance. Methods applicable here are discussed in Sec. 6. At imaginary
chemical potential the sign problem is absent and an intricate phase structure emerges, which
is relevant for real chemical potential as well. This is discussed in detail in Sec. 7. At larger
(real) chemical potential the sign problem prohibits the use of well-established methods. One
approach which has seen some genuine progress in recent years is complex Langevin dynamics.
In Secs. 8 and 9 we focus on the basics, since this is still very much a topic in development.
Finally, several other approaches are briefly discussed in Sec. 10. The Appendices contain some
exercises, with solutions. A basic knowledge of lattice field theory is useful but not essential,
except perhaps in Sec. 9.
32. Quantum statistical mechanics and the QCD partition function
We consider QCD at nonzero temperature and baryon density. The standard approach in
statistical mechanics uses the grand canonical ensemble, where the system is kept at a finite
temperature T in a spatial volume V [11]. Conserved quantities, such as baryon number, are
coupled to a chemical potential µ, and the grand canonical partition function is given by
Z = Tr e−(H−µN)/T = e−F/T , (2.1)
where H is the hamiltonian (we use ~ = c = kB = 1). From the partition function, or free
energy F , other thermodynamic quantities follow by differentiation with respect to T , µ, etc.
For instance, the conserved number (density) is determined by
〈N〉 = T ∂
∂µ
lnZ, 〈n〉 = 1
V
〈N〉, (2.2)
and fluctuations in the number density by the susceptibility
〈χ〉 = 1
V
[〈N2〉 − 〈N〉2] = ∂〈n〉
∂µ
. (2.3)
By studying the behaviour of these and other thermodynamic quantities as the external
parameters are changed, the phase structure can be determined.
In QCD one may consider various conserved charges. For simplicity, let’s take two flavours,
up and down, with chemical potentials µu, µd. To obtain quark number, we choose the quark
chemical potentials equal, µu = µd = µq, such that
〈nq〉 = 〈nu〉+ 〈nd〉. (2.4)
Note that baryon number is given by 〈nB〉 = 〈nq〉/3 and that the baryon chemical potential
equals µB = 3µq. One way to think about chemical potential is that it corresponds to the free
energy required to add one particle to the system. This makes the relation µB = 3µq obvious.
Another possibility is to consider a nonzero isospin density. In that case, the chemical
potentials are chosen as µu = −µd = µiso, and the isospin density equals
〈niso〉 = 〈nu〉 − 〈nd〉. (2.5)
Finally, we might be interested in the electrical charge density and take µu =
2
3µQ, µd = −13µQ,
such that the electrical charge density is given by
〈nQ〉 = 2
3
〈nu〉 − 1
3
〈nd〉. (2.6)
In these lectures we are interested in nonzero quark (or baryon) density and µ will generically
refer to quark chemical potential from now on.
Since QCD is strongly interacting in the regions of interest for the phase structure, i.e. where
the transition from a hadron gas, or hadron plasma, to a quark-gluon plasma at high temperature
or dense nuclear or quark matter at larger chemical potential and lower temperature occurs, it
is necessary to use a nonperturbative approach. Lattice QCD provides such an approach in
principle and is extremely successful at T > 0 and µ ∼ 0 (as well as of course at T = µ = 0).
However, a full determination of the QCD phase diagram requires numerical simulations in the
entire T − µ plane and this is where the stumbling block appears. Due to what is known as the
sign problem, there is at present no first-principle determination of the QCD phase diagram,
the main motivation for these lectures.
4On the lattice the QCD partition function is written as an euclidean path integral,1
Z =
∫
DUDψ¯Dψ e−S =
∫
DU e−SYM detM(µ), (2.7)
where U denote the gauge links and ψ, ψ¯ the quark fields. The QCD action has the following
schematic form
S = SYM +
∫
d4x ψ¯Mψ. (2.8)
Here SYM is the Yang-Mills action, depending on U , and M denotes the fermion matrix,
depending on U and the chemical potentials. Integrating over the quark fields yields the right-
hand side of Eq. (2.7), which contains the determinant detM .
Now, in numerical simulations the integrand,
ρ(U) ∼ e−SYM detM(µ), (2.9)
is interpreted as a (real and positive) probability weight such that configurations of gauge links
can be generated, relying on importance sampling. However, at nonzero chemical potential the
fermion determinant turns out to be not real and positive but complex,
[detM(µ)]∗ = detM(−µ∗) ∈ C, (2.10)
as is reviewed below. As a result the weight ρ(U) is complex as well and standard numerical
algorithms based on importance sampling are not applicable. As stated above, this is usually
referred to as the sign problem, even though complex-phase problem would be more accurate.
The goal of these lectures is to review these statements, as well as to discuss some partial or
possibly complete solutions to the sign problem.
3. Chemical potential in the continuum
3.1. Fermions
Let us consider noninteracting fermions, with the euclidean action,2
S =
∫ 1/T
0
dτ
∫
d3x ψ¯ (γν∂ν +m)ψ. (3.1)
Due to the global symmetry
ψ → eiαψ, ψ¯ → ψ¯e−iα, (3.2)
fermion number is a conserved charge,
N =
∫
d3x ψ¯γ4ψ =
∫
d3xψ†ψ ⇒ ∂τN = 0. (3.3)
1 Note that I will not review the lattice formulation, see e.g. the textbooks [12, 13]. It suffices to know that it
is formulated in terms of the links Uxν = e
iaAxν , with Axν the vector potential and a the lattice spacing. The
inverse temperature is given by the extent in the temporal direction, 1/T = aNτ , with Nτ the number of time
slices. We will often use ‘lattice units’, a ≡ 1.
2 We use the following conventions:
γ†ν = γν γ
†
5 = γ5, {γµ, γν} = 2δµν , {γν , γ5} = 0, γ
2
5 = 1.
5To obtain the grand canonical partition function in the euclidean path integral formulation, we
add the following term to the action,
µN
T
=
µ
T
∫
d3x ψ¯γ4ψ =
∫ 1/T
0
dτ
∫
d3xµψ¯γ4ψ, (3.4)
which, after the inclusion of an abelian gauge field Aν , now reads
S =
∫ 1/T
0
dτ
∫
d3x ψ¯ [γν(∂ν + iAν) + µγ4 +m]ψ =
∫
d4x ψ¯Mψ. (3.5)
We can now make a few observations:
• µ appears in the same way as iA4, i.e. as the imaginary part of the four-component of an
abelian vector field. This will be important when chemical potential is introduced in the
lattice formulation.
• The action is complex. This can be seen by the absence of ‘γ5 hermiticity’. At µ = 0 it is
easy to check that
(γ5M)
† = γ5M, M † = γ5Mγ5, (3.6)
leading to
detM † = det (γ5Mγ5) = detM = (detM)∗, (3.7)
i.e. the determinant is real. On the other hand, when µ 6= 0 we find
M †(µ) = γ5M(−µ∗)γ5, (3.8)
resulting in Eq. (2.10) and a complex determinant.
• When the chemical potential is chosen to be purely imaginary, the determinant is real again.
This has been exploited extensively and will be discussed below.
• For abelian gauge theories, the chemical potential can be removed by a simple gauge
transformation of A4 (choose µ imaginary and use analyticity). This is no longer true
in SU(N) theories or for theories with more than one chemical potential.
It is important to realise that the sign problem not specific for fermions. In particular, it is
not due to the Grassmann nature of fermions, since, after all, standard lattice simulations work
well at zero chemical potential. Instead it arises from the complexity of the determinant (or the
action) in the path integral weight, and as such it is also present in bosonic theories.
3.2. Bosons
To illustrate this, let us now consider a complex scalar field, with again a global symmetry
φ→ eiαφ. The action is
S =
∫
d4x
(|∂νφ|2 +m2|φ|2 + λ|φ|4) , (3.9)
and the conserved charge reads
N =
∫
d3x i [φ∗∂4φ− (∂4φ∗)φ] . (3.10)
In order to write down the euclidean path integral at nonzero µ for this case, we have to revisit
the derivation of the path integral with a bit more care than above [11]. We start from the
partition function,
Z = Tr e−(H−µN)/T , (3.11)
6and express the hamiltonian and conserved charge (densities) in terms of the canonical momenta
π1 = ∂4φ1, π2 = ∂4φ2, where φ = (φ1 + iφ2)/
√
2. For example, the charge now takes the form
N =
∫
d3x (φ2π1 − φ1π2) , (3.12)
and the partition function reads
Z = Tr e−(H−µN)/T
=
∫
Dφ1Dφ2
∫
Dπ1Dπ2 exp
∫
d4x
[
iπ1∂4φ1 + iπ2∂4φ2 −H + µ(φ2π1 − φ1π2)
]
. (3.13)
After integrating out the momenta, we find the following expression for the euclidean action
S =
∫
d4x
[
(∂4 + µ)φ
∗(∂4 − µ)φ+ |∂iφ|2 +m2|φ|2 + λ|φ|4
]
=
∫
d4x
[|∂νφ|2 + (m2 − µ2)|φ|2 + µ(φ∗∂4φ− ∂4φ∗φ) + λ|φ|4] . (3.14)
We observe that the chemical potential appears again as an imaginary vector potential. In
the second line, the linear term in µ is purely imaginary, resulting in a complex action
S∗(µ) = S(−µ∗), while the quadratic term in µ arose from integrating out the momenta and is
absent in fermionic theories.
The bosonic theory is discussed in much more detail in Appendix A in the form of an exercise.
3.3. Towards the Silver Blaze problem
Consider a particle with mass m and a conserved charge at low temperature: as mentioned
earlier, µ is the change in free energy when a particle carrying the conserved charge is added,
i.e. the energy cost for adding one particle. Hence
• if µ < m: not enough energy available to create a particle ⇒ no change in the groundstate;
• if µ > m: plenty of energy available ⇒ the groundstate has a nonzero density of particles.
Hence it follows from simple statistical mechanics that at zero temperature the density becomes
nonzero (the ‘onset’) at µ = µc ≡ m. We will now demonstrate this for free fermions.
The standard expression for the logarithm of the partition function for a free relativistic
fermion gas is given by [11]
lnZ = 2V
∫
d3p
(2π)3
[
βωp + ln
(
1 + e−β(ωp−µ)
)
+ ln
(
1 + e−β(ωp+µ)
)]
, (3.15)
where ωp =
√
p2 +m2 and β = 1/T . The 2 arises from spin, the first term is the zero-point
energy and the other terms represent particles and anti-particles at nonzero temperature and
chemical potential. The density is given by
〈n〉 = T
V
∂ lnZ
∂µ
= 2
∫
d3p
(2π)3
[
1
eβ(ωp−µ) + 1
− 1
eβ(ωp+µ) + 1
]
. (3.16)
Let us consider the low-temperature limit, T → 0. We have to distinguish two cases:
• µ < m: the ‘1’ in the denominator of the Fermi-Dirac distribution can be ignored and
〈n〉 ∼ 2
∫
d3p
(2π)3
[
e−β(ωp−µ) − e−β(ωp+µ)
]
→ 0. (3.17)
Particles and antiparticles are thermally excited but Boltzmann suppressed.
7• µ > m: in this case µ can be larger than ωp and the first Fermi-Dirac distribution becomes
a step function at T = 0,
〈n〉 ∼ 2
∫
d3p
(2π)3
Θ(µ− ωp) =
(
µ2 −m2)3/2
3π2
Θ(µ−m). (3.18)
We find a nonzero density, with the onset at µ = m, as expected.
At strictly zero temperature, we note therefore that thermodynamic quantities (free energy,
pressure, 〈n〉, χ, . . .) are independent of µ when µ < µc, i.e. as long as µ is below the mass of the
lightest particle in the channel with the appropriate quantum numbers. How this independence
emerges in numerical simulations is nontrivial and has been dubbed the Silver Blaze problem [14],
to be discussed further below. Finally, we note that the same holds for bosons, see Appendix A
for details.
4. Chemical potential on the lattice
We now discuss how to add chemical potential to the action on the lattice. Naively adding
µψ¯γ4ψ, see Eq. (3.4), leads to µ-dependent ultraviolet divergences [15]. However, this is not
expected on general grounds, since the presence of temperature or chemical potential should not
affect renormalisation at short distances. Instead, we better follow the observations made in the
continuum:
• the chemical potential couples to the conserved charge;
• it appears as the imaginary part of the four-component of an abelian vector field.
We consider a lattice action, where the derivatives are replaced by simple nearest-neighbour
terms. The terms in the action from which the conserved lattice current follows, the so-called
hopping terms, are3
S ∼ ψ¯xUxνγνψx+ν − ψ¯x+νU †xνγνψx, (4.1)
where ν = 1, 2, 3, 4. The exactly conserved (point-split) current reads then
jν ∼ ψ¯xUxνγνψx+ν + ψ¯x+νU †xνγνψx. (4.2)
Chemical potential is now introduced [15, 16] as an imaginary abelian vector field in the 4-
direction, i.e. in the temporal hopping terms,
forward hopping: Ux4 = e
iA4x ⇒ eaµ,
backward hopping: U †x4 = e
−iA4x ⇒ e−aµ, (4.3)
where a is the lattice spacing in the temporal direction, written explicitly here. It is easy to check
that an expansion in small aµ yields the correct (naive) continuum limit and that the chemical
potential couples to the exactly conserved charge, even for finite lattice spacing. Moreover, no
new ultraviolet divergences appear. Note that different prescriptions are possible, provided that
they agree in the continuum limit [17].
Note that typically expressions are written in terms of lattice units, a ≡ 1, and hence the
factor a is not included in the exponentials. However, it is always clear what is meant, since µ
will appear in the following combination,
(lattice notation) µNτ = µ/T (continuum notation). (4.4)
The reason for this is explained shortly.
3 Note that under a unitary gauge transformation, ψx → Ωxψ, ψ¯x → ψ¯Ω
†
x, Uxν → ΩxUxνΩ
†
x+ν with Ω
†
xΩx = 1 ;
hence these terms are gauge invariant.
8eµNτ = eµ/T e−µNτ = e−µ/T
(a) (b)
Figure 2. (a) Forward (backward) hopping is (dis)favoured by eµnτ (e−µnτ ), while closed loops
are µ-independent. (b) Loops wrapping around the temporal direction contribute e±µ/T .
As can be seen in Eq. (4.3), the chemical potential introduces an imbalance between forward
and backward hopping in the euclidean-time direction,
nτ steps of forward hopping (quark) ⇒ favoured as eµnτ ;
nτ steps of backward hopping (anti-quark) ⇒ disfavoured as e−µnτ . (4.5)
It follows that in closed worldlines the µ dependence cancels exactly, see Fig. 2.
Therefore the µ dependence will only survive when worldlines wrap around the time direction.
This suggests that µ can effectively be thought of as a boundary condition. This notion can be
made explicit as follows: consider the field redefinition
ψx = e
−µτψ′x, ψ¯x = e
µτ ψ¯′x. (4.6)
The µ dependence then drops from all terms of the form ψ¯xe
µψx+4 and ψ¯x+4e
−µψx (and also
from terms on the same time slice, such as spatial hopping terms), but appears instead as a
boundary condition,4
ψNτ = −ψ0 ⇒ ψ′Nτ = −eµNτψ′0, (4.7)
wrapping around the temporal direction. This explains the presence of the factor e±µ/T .
The Bose gas on the lattice is discussed as an exercise in Appendix A.
5. Phase-quenching: sign, overlap and Silver Blaze problems
5.1. Overlap problem
Let us consider again the partition function
Z =
∫
DUDψ¯Dψ e−S =
∫
DU e−SB detM, (5.1)
with a complex determinant,
detM = |detM |eiϕ. (5.2)
An apparently straightforward solution to the complex-phase problem is to absorb the phase in
the observable, as follows
〈O〉full =
∫
DU e−SB detM O∫
DU e−SB detM
=
∫
DU e−SB |detM | eiϕO∫
DU e−SB |detM | eiϕ =
〈eiϕO〉pq
〈eiϕ〉pq , (5.3)
4 The minus sign is due to the anticommuting nature of fermions.
9where 〈·〉full denotes expectation values taken with respect to the original, complex weight, while
〈·〉pq denotes expectation values with respect to the phase-quenched weight, i.e. using |detM |.
Every step in Eq. (5.3) is well defined in principle.
To analyse why this method is nevertheless not applicable in general, let us take a closer look
at the average phase factor 〈eiϕ〉pq. It is simple algebra to write
〈eiϕ〉pq =
∫
DU e−SB |detM | eiϕ∫
DU e−SB |detM | =
Zfull
Zpq
= e−Ω∆f , (5.4)
where we have expressed the partition functions in terms of the free energy densities,
Z ≡ Zfull = e−F/T = e−Ωf , Zpq = e−Fpq/T = e−Ωfpq , (5.5)
with Ω the spacetime volume (Ω = V/T in physical units or NτN
3
s in lattice units), and
∆f = f − fpq (5.6)
is the difference in the free energy densities. Note that Zfull ≤ Zpq. We find therefore that
the average phase factor is the ratio of two partition functions and that it goes to zero in the
thermodynamic limit, unless f = fpq. As a consequence the ratio in Eq. (5.3) is not defined!
Both numerator and denominator vanish exponentially as the spacetime volume is increased.
The reason for this is the so-called overlap problem: the phase-quenched theory is manifestly
different from the full theory and hence, even though the weight in the phase-quenched theory
is real and positive, sampling from it is a highly ineffective approach to mimic sampling from
the full theory. Because of the exponential dependence on the four-volume, it is often said that
the sign problem is exponentially hard.
The overlap problem emphasises that the physics of the phase-quenched and the full theory
differ in an essential way. This can be nicely illustrated in QCD with two degenerate flavours [18].
Recall that M †(µ) = γ5M(−µ)γ5 for real quark chemical potential µ. Then the determinant in
the full theory reads
[detM(µ)]2 (5.7)
while the determinant in the phase-quenched theory can be written as
|detM(µ)|2 = detM †(µ) detM(µ) = detM(−µ) detM(µ). (5.8)
Hence the phase-quenched theory corresponds in fact to a theory at nonzero isospin chemical
potential (see Sec. 2). It turns out that this theory has a very different phase structure than QCD
at nonzero baryon chemical potential, especially at low temperature. This can be understood
from the discussion in Sec. 3.3: while the lightest particle with nonzero baryon number is
the nucleon, the lightest particle with nonzero isospin is the pion. Hence the onset at zero
temperature takes place at a critical quark chemical potential µc, which equals
• for quark chemical potential: µc = [nucleon massmN − binding energy]/3 ⇒ transition
to nuclear matter;
• for isospin chemical potential: µc = [pion mass mpi]/2 ⇒ pion condensation.
At strictly zero temperature, we find therefore that in the interval 0 < µ < mpi/2 the full and
the phase-quenched theories are identical, but no interesting physics is taking place since the
thermodynamic quantities are independent of chemical potential. On the other hand, in the
interval mpi/2 < µ . mN/3 strong cancelations are required to cancel the µ dependence in the
full theory. These cancelations are arising from the phase factor, ignored in the phase-quenched
10
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0
1
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m
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Figure 3. Average phase factor in the thermodynamic limit in the phase-quenched theory at
T = 0.
theory. Therefore, in the thermodynamic limit, the average phase factor will be as shown in
Fig. 3.
We conclude that if the full theory is studied via simulations of the phase-quenched theory,
excessive cancelations of the µ dependence should take place in the region mpi/2 < µ . mB/3.
It turns out that this is quite a severe constraint to do this correctly, and many straightforward
numerical methods fail this test! As mentioned earlier, this phenomenon has been dubbed the
Silver Blaze problem, named after a Sherlock Holmes story (see Ref. [14]).
In Appendix A, it is shown that the same feature is present in the Bose gas: here the phase-
quenched theory is simply a theory with a µ2-dependent effective mass parameter m2eff = m
2−µ2
and the region of severe cancelations (the Silver Blaze region) is given by 0 < µ < m.
5.2. Silver Blaze problem and the Dirac operator
The original formulation of the Silver Blaze problem was given in the context of the eigenvalues
of the Dirac operator [14]. Since the weight and therefore configurations in lattice simulations
depend on the chemical potential, so should the eigenvalues. Yet, as mentioned several times
above, this µ dependence should cancel in the expectation value of thermodynamic quantities.
In order to achieve this, it was found that the density of the Dirac eigenvalues has to behave in
a highly nontrivial manner [14,19,20]. We will now briefly describe this.
Let us write the Dirac operator as
M = D +m with D = D/+ µγ4. (5.9)
The partition function is written as
Z =
∫
DU det(D +m)e−SYM = 〈det(D +m)〉YM, (5.10)
where the subscript YM indicates the average over the gluonic field only (and with slight abuse
of notation, the brackets 〈·〉YM are not normalised). The determinant is the product of the
eigenvalues,
det(D +m) =
∏
k
(λk +m) Dψk = λkψk. (5.11)
Note that since D is not γ5 hermitian at nonzero µ, the eigenvalues not purely real or imaginary,
but they are complex in general.
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It is customary to look at the chiral condensate, which is expressed as (Ω denotes again the
spacetime volume)
〈ψ¯ψ〉 = 1
Ω
∂ lnZ
∂m
=
1
Z
〈
1
Ω
∑
k
1
λk +m
∏
j
(λj +m)
〉
YM
, (5.12)
since the derivative with respect to m removes every factor λk +m from the determinant once.
This expression can be written succinctly in terms of the density of eigenvalues, defined as
ρ(z;µ) =
1
Z
∫
DU det(D +m)e−SYM
1
Ω
∑
k
δ2(z − λk)
=
1
Z
〈
det(D +m)
1
Ω
∑
k
δ2(z − λk)
〉
YM
. (5.13)
We can then finally write
〈ψ¯ψ〉 =
∫
d2z
ρ(z;µ)
z +m
, (5.14)
i.e. the chiral condensate is given by an integral in the complex plane over the spectral density.
Now, in general ρ(z;µ) will depend on µ, since the Dirac operator D does. In fact, for every
fixed configuration of gauge fields at nonzero µ, there will be explicit µ dependence. However,
once the average over all gauge fields is taken, a.k.a. the integral over the spectral density is
performed, the µ dependence should cancel in the region where µ . mB/3, i.e. below onset, in
the thermodynamic limit Ω→∞. This is achieved as follows [19,20]: in the Silver Blaze region,
ρ(z;µ) is a complex function, oscillating with amplitude eΩµ and period 1/Ω. Only when all
oscillations are correctly integrated, µ dependence will cancel. This provides the resolution of
the Silver Blaze problem, from the viewpoint of the eigenvalues of the Dirac operator. Detailed
studies of the Dirac spectral density and the interplay with the sign problem can be found in
Refs. [19–23].
In Appendix B this is worked out in detail in the form of an exercise for QCD in one dimension,
in the case of the gauge group U(1).
6. Phase boundary at small chemical potential
The overlap problem is severe at low temperatures, making a lattice study of cold and dense
matter prohibitively difficult using standard techniques. However, another relevant question
for the QCD phase diagram concerns the thermal transition from the hadronic phase to the
quark-gluon plasma when µ ∼ 0. Here one may expect the overlap problem to be less severe,
since the theories with quark and isospin chemical potential are more alike, and also that
approximate methods exploiting the relative smallness of the chemical potential with respect to
the temperature can be employed successfully. In this section, we discuss this in some detail.
The aim will be to determine the phase boundary between the confined and deconfined phase
at small µ and, possibly, locate the critical endpoint in the phase diagram, assuming it exists.
As a reminder, a sketch of the “standard” phase diagram is shown in Fig. 4. For physical quark
masses, the transition at µ = 0 is a crossover [24], and one may expect this to change into a
first-order transition at larger µ. The critical endpoint marks the end of the first-order line [25].
We note here that the investigation of this part of the phase diagram is very well motivated from
an experimental point of view, due to the ongoing and planned heavy-ion collisions at RHIC,
the LHC and hopefully at FAIR at GSI.
12
endpoint (second order)
T
µ
confined
crossover
QGP
first order
Figure 4. “Standard” phase diagram.
For small chemical potential, the critical temperature of the phase boundary at nonzero µ
can be written as a series in µ/T [26, 27], for instance as
Tc(µ)
Tc(0)
= 1 +#
(
µ
Tc(0)
)2
+#
(
µ
Tc(0)
)4
+ . . . (6.1)
Since the partition function is an even function of µ, only even powers of µ appear. Note that
if the transition is a crossover, a unique transition line is not defined and hence the coefficients
in this expansion and also Tc(0) may depend on the observable. To avoid too many notational
complications, we will refer to Tc as the generic transition temperature, defined in a suitable
manner in the case of a crossover. A considerably more advanced step is to also attempt to
determine the location of the critical endpoint from the radius of convergence of the expansion,
with knowledge of the first few coefficients only [28].
In the following we discuss several approaches which have been used to determine the phase
boundary.
6.1. Reweighting
The general strategy in reweighting was already discussed above and is summarised here. The
partition function is written as
Zw =
∫
DU w(U), w(U) ∈ C, (6.2)
and observables are expressed as
〈O〉w =
∫
DU O(U)w(U)∫
DU w(U)
. (6.3)
Let us now introduce a new weight r(U) (r for ‘reweighting’ or ‘real’), chosen at will, such that
〈O〉w =
∫
DU O(U)w(U)r(U) r(U)∫
DU w(U)r(U) r(U)
=
〈Owr 〉r
〈wr 〉r
. (6.4)
As above, the reweighting factor indicates the severity of the overlap problem,〈w
r
〉
r
=
Zw
Zr
= e−Ω∆f , ∆f = fw − fr ≥ 0, (6.5)
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Figure 5. Reweighting at fixed temperature (left) and multiparameter reweighting, aiming at
maximising the overlap as well as possible (right).
where Ω denotes again the spacetime volume.
There is considerable freedom in choosing the new weight r(U), provided that it has the
interpretation of a probability weight, such that numerical simulations are possible. Hence one
may adapt r to the problem at hand. Two examples are
• Glasgow reweighting [29]: work at a fixed temperature (or lattice coupling β) and increase
µ from 0, i.e.
w
r
∼ detM(µ)
detM(0)
, (6.6)
as illustrated in Fig. 5 (left). However, this choice has a severe overlap problem, since the
high-density phase is probed with hadronic physics at µ = 0. One expects ∆f to be large
and hence the overlap problem will appear already on small volumes.
• multi-parameter/overlap preserving reweighting [30]: here the temperature (or lattice
coupling β) is adapted as well, see Fig. 5 (right). Hence
w
r
∼ detM(µ)
detM(0)
e−∆SYM , (6.7)
where ∆SYM is the difference between gauge actions with different gauge couplings. The
main idea here is to attempt to stay on the pseudo-critical line Tc(µ), hence improving
or even ensuring overlap, since both the hadronic phase and the quark-gluon plasma are
sampled during the numerical simulation. This approach has led to a determination of
the location of the critical endpoint [31]: namely µqE = 120(13) MeV, TE = 162(2) MeV,
see Fig. 6. This result was obtained using Nf = 2 + 1 quark flavours with physical quark
masses on a coarse lattice with Nτ = 4 points in the temporal direction. Unfortunately,
this method is very expensive to extend to smaller lattice spacing (larger Nτ ) and it has
not been repeated. A critical analysis can be found in Ref. [32]
6.2. Taylor series expansion
An alternative, and more modest, idea relies on a Taylor series expansion in µ/T around
µ = 0. The coefficients in the expansion can be calculated using conventional simulations
at µ = 0, where the sign problem is absent. This approach continues to be pursued by several
groups [26,28,33–36]. A recent review can be found in Ref. [10].
Let us start again from the grand-canonical ensemble, or pressure,
p =
T
V
lnZ. (6.8)
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Figure 6. Left: Location of the critical endpoint using multi-parameter/overlap preserving
reweighting, on a lattice with Nτ = 4 [31]. Continuum estimate of the pressure as a function
of temperature for µL = 0 and 400 MeV, only including the term up to O(µ2L), for Nf = 2 + 1
flavours of quarks with physical masses, using an continuum extrapolation [36]. Here µL refers
to the baryon chemical potential for the two light flavours only.
Using that the pressure is an even function of µ, we can write
∆p(µ) ≡ p(µ)− p(0) = µ
2
2!
∂2p
∂µ2
∣∣∣
µ=0
+
µ4
4!
∂4p
∂µ4
∣∣∣
µ=0
+ . . . , (6.9)
or more compactly,
∆p(µ)
T 4
=
∞∑
n=1
c2n(T )
(µ
T
)2n
. (6.10)
The coefficients c2n are defined at µ = 0. Note that other thermodynamic quantities follow
immediately, for example the density is given by
〈n(µ)〉 = ∂p
∂µ
= 2T 3
∞∑
n=1
nc2n(T )
(µ
T
)2n−1
. (6.11)
In order to see what it is needed in practice, it is useful to give some explicit expressions. We
start from
Z =
∫
DU (detM)Nf e−SYM =
∫
DU e−SYM+Nf ln detM(µ). (6.12)
Differentiation is straightforward and
∂ lnZ
∂µ
=
〈
Nf
∂
∂µ
ln detM
〉
,
∂2 lnZ
∂µ2
=
〈
Nf
∂2
∂µ2
ln detM
〉
+
〈(
Nf
∂
∂µ
ln detM
)2〉
−
〈
Nf
∂
∂µ
ln detM
〉2
, (6.13)
etc. Writing ln detM = Tr lnM , these can be expressed as
∂
∂µ
ln detM = TrM−1
∂M
∂µ
,
∂2
∂µ2
ln detM = TrM−1
∂2M
∂µ2
− TrM−1 ∂M
∂µ
M−1
∂M
∂µ
, (6.14)
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etc., allowing for an easy diagrammatic interpretation. It is straightforward to work out more
derivatives, but the number of terms increases rapidly, see e.g. Ref. [28] for terms contributing to
quite high order. Moreover, there are again cancelations required: the pressure p is an intensive
quantity, and hence the coefficients c2n are finite in the thermodynamics limit. However, the
individual contributions may scale differently, as is clear from the explicit expressions above.
This situation is familiar from e.g. the usual (second-order) susceptibilies χ, but is enhanced at
higher order, where the c2n’s can be viewed as generalized susceptibilities.
Most current work focuses on going closer to the continuum limit for physical quark masses.
An example is given in Fig. 6 (right) [36]: plotted is a continuum estimate of the pressure as
a function of temperature for two values of µL, the baryon chemical potential for the two light
flavours. Note that only the O(µ2L) contribution is included.
6.3. Imaginary µ
As shown in Sec. 2 the fermion matrix satisfies the property
[detM(µ)]∗ = detM(−µ∗). (6.15)
Hence its determinant is real if the chemical potential is chosen to be purely imaginary, µ = iµI.
One is then able to perform ordinary simulations employing importance sampling. In particular,
one may obtain the transition line Tc(µI) at imaginary µ. Treating µ as a complex parameter
the transition line for real µ can then be obtained by analytical continuation. Since Tc is even
in µ, this is particularly straightforward and amounts to +µ2I → −µ2. Hence one may follow
these steps, as illustrated in Fig. 7:
(i) determine the phase boundary at µ2 < 0;
(ii) parametrise and fit Tc(−µ2);
(iii) obtain the phase boundary at µ2 > 0.
This approach has been carried out during the past decade in great detail; an incomplete list
includes Refs. [27,37–42]. However, it turns out that at imaginary µ QCD has quite an intricate
phase structure and that the topic is much richer than just for applying analytical continuation
around µ2 ∼ 0. Hence we will discuss QCD at imaginary µ in more detail in the next section.
6.4. Summary
A compilation of results for the phase boundary using various methods is presented in Fig. 8.
This plot from 2009 [4] is by now already rather old, but it shows the essential findings. Good
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Figure 8. Phase boundary in the plane of gauge coupling and chemical potential in lattice units,
or, in physical units, µ/T and T/Tc, comparing several methods, for four flavours of staggered
quarks on a lattice with Nτ = 4 sites in the temporal direction [4].
agreement exists between the various methods as long as µ/T . 1, for which the average sign
is distinctly different from zero, at least on the small spatial volume sizes and fixed Nτ = 4
considered. However, as the chemical potential is increased, the average sign becomes zero
within the error and the results from the various approaches start to deviate. Which result is
correct, if any, cannot be concluded. Hence the sign problem is preventing further progress.
In more recent years the attention has shifted to the determination of the lowest-order
coefficients in the expansion to higher precision than before, i.e. for physical quark masses
and closer to the continuum limit. For instance, Ref. [43] gives a summary for results for the
second-order coefficient κ in the expansion
Tc(µB)
Tc
= 1− κ
(
µB
Tc
)2
+O (µ4B) , (6.16)
and finds that 0.007 . κ . 0.018, depending on the method used. Most results have been
obtained still away from the continuum limit and hence it is expected that a unique answer will
emerge eventually. The state-of-the-art has recently been summarised in Ref. [10].
Possibilities for the critical endpoint will discussed again at the end of the next section.
7. Imaginary chemical potential
QCD at imaginary chemical potential is a much richer topic than we have seen so far. It has an
intricate phase structure due to the following two reasons:
(i) the interplay of chemical potential and centre symmetry;
(ii) the sensitivity of the thermal transition to the masses of the three light quarks (u, d, s).
In this section, we will discuss this in some detail, starting from the quark mass dependence
of the thermal transition, summarised in the so-called Columbia plot. We then discuss centre
symmetry in the pure SU(3) gauge theory and with the addition of quarks, and finally extend
the Columbia plot to three dimensions, by including the chemical potential. This section is
based on a series of papers, see e.g. Refs. [27, 38,40,44,45] and especially Ref. [46].
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7.1. Quark mass dependence of the thermal transition
Characteristics of the thermal transition are very sensitive to the masses of the three lightest
quarks, mq = mu,d,s. This is summarised in the Columbia plot, shown in Fig. 9, through which
we walk now. The horizontal axis indicates the (degenerate) u and d quark masses, and the
vertical axis the s quark mass, ranging from 0 to ∞. Of course, changing the quark masses is
not possible in Nature, but it is possible and very useful in theoretical computations, as it offers
additional insight in the phase structure of the strong interaction.
Let us start in the top right corner: mq = ∞. Since the quarks decouple, this
corner corresponds to the pure SU(3) gauge theory. As will be discussed shortly, the
confinement/deconfinement transition can be defined here with the help of Z3 centre symmetry,
which is unbroken at low temperature and broken spontaneously at high temperature. The
Polyakov loop acts as the order parameter and the transition is first order. In the presence of
quarks with a finite mass (rather than infinite), the centre symmetry is broken explicitly and the
Polyakov loop is no longer a true order parameter. Yet the deconfinement transition remains
first order for large, but not infinite, quark masses.
Next we consider the bottom left corner. Here the quarks are massless, mq = 0, and hence
chiral symmetry can be used to define the transition, with the chiral condensate as the order
parameter. Again the transition is first order, and remains first order for small, but nonzero
quark massess. Increasing the quark masses more, or reducing them from infinity, the transition
becomes a crossover with no change in symmetry properties (both chiral and centre symmetry
are broken explicitly). The lines where the change from first order to crossover happens are lines
of second-order phase transitions, as indicated in the figure. The physical point, with the quark
masses as in Nature, is in the crossover region [24].
Finally, there are some special choices of quark masses: the diagonal line Nf = 3 corresponds
to three degenerate flavours; the line Nf = 2 corresponds to two degenerate flavours (ms =∞);
and the line Nf = 1 to one-flavour QCD (mu,d = ∞). The vertical line at mu,d, = 0 indicates
two massless flavours and a massive s quark. The phase structure at larger ms is still under
investigation [42]: if the transition turns second order at large ms, the first and the second-order
transition meet at a tricritical point, indicated with mtrics .
7.2. Pure gauge: centre symmetry
In SU(N) gauge theories without quarks (or with infinitely heavy quarks), there is an exact
global symmetry [47], which is unbroken at low and spontaneously broken at high temperature
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(we consider N = 3, but write N for the number of colours). Let us multiply each temporal link
in a fixed time slice with a phase factor zk,
U4(τ,x) → zkU4(τ,x), zk = e2piik/N (k = 0, . . . , N − 1). (7.1)
These phase factors are elements of the centre of SU(N), i.e. they commute with every element
of the group: zk1 ∈ ZN , with det(zk1 ) = 1. This centre transformation leaves the action and
the path integral measure invariant and is hence a symmetry of the pure gauge theory. Note
that it is not a gauge transformation.
The Polyakov loop, the traced product of all links at a spatial site x in the temporal direction,
P (x) =
1
N
tr
Nτ−1∏
τ=0
U4(τ,x), (7.2)
transforms under this multiplication as
P (x)→ zkP (x). (7.3)
Hence if 〈P 〉 = 0, the Polyakov loop expectation value remains zero under a centre
transformation and centre symmetry is unbroken. However, if 〈P 〉 6= 0, a centre transformation
will change the expectation value,
〈P 〉 → z〈P 〉 → z2〈P 〉 → . . .→ zN−1〈P 〉, (7.4)
and centre symmetry is broken. Note that the perturbative vacuum corresponds to U4 = 1
(A4 = 0) and therefore 〈P 〉 = 1. Hence centre symmetry is broken perturbatively and there
are in fact N equivalent vacua. For N = 3, this is illustrated in Fig. 10 (z = 1, e±2pii/3).
Since perturbation theory is relevant at high temperature, we may already expect that at high
temperature the centre symmetry is (spontaneously) broken.
P
Figure 10. Equivalent vacua in SU(3) gauge theory, in the case of broken centre symmetry Z3.
This conclusion can be better understood by interpreting the Polyakov loop as the worldline
of a massive, i.e. static, quark, and the conjugate Polyakov loop,
P †(x) =
1
N
tr
0∏
τ=Nτ−1
U †4 (τ,x), (7.5)
as the worldline of a massive anti-quark [48, 49]. Then the free energy Fqq¯(r) for a static
quark/anti-quark pair, separated by a distance r, is given by
〈P (x)P †(y)〉 = e−Fqq¯(r)/T , r = |x− y|. (7.6)
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At large separation, only the disconnected part of the expectation value survives and
lim
r→∞〈P (x)P
†(y)〉 = 〈P (x)〉〈P †(y)〉 = |〈P 〉|2 . (7.7)
When there is confinement, the free energy grows with the distance since quarks cannot be
separated (there is no string breaking in the pure gauge theory), while in the absence of
confinement, the free energy remains finite. Hence we find
• confined phase: Fqq¯(∞)→∞ ⇒ 〈P 〉 = 0,
• deconfined phase: Fqq¯(∞) finite ⇒ 〈P 〉 6= 0.
The Polyakov loop acts therefore as an order parameter for (de)confinement and centre symmetry
is broken in the deconfined phase.
7.3. Centre symmetry with quarks
In the presence of quarks, centre symmetry is broken explicitly: for instance the term ψ¯xU4ψx+4
in the action, see Eq. (4.1), is not invariant under the centre transformation. While in the
pure gauge theory, all Z(N) vacua are equivalent, with quarks the trivial vacuum is preferred,
〈P 〉 ∼ 1. The quarks act as an external symmetry breaking field, choosing a preferred direction,
in the same way an external magnetic field acts in the Ising model or a quark mass in the case
of chiral symmetry.
However, in the presence of an imaginary chemical potential, multiplying the temporal links
as U4 → eiµIU4, something nontrivial happens, since the centre transformation can be undone
by a shift in µI. To see this, let us move all the µI dependence to the final time slice, which is
possible via a field redefinition, see Eq. (4.6). The chemical potential now appears as eiµI/T . If
a Z(N) transformation is performed on the final time slice, the following combination appears,
zkeiµI/T = exp i
(
µI
T
+
2πk
N
)
. (7.8)
Hence we note that the centre transformation can be undone by a shift in µI: this leads to a
new symmetry, often called Roberge-Weiss symmetry [44],
Z
(µ
T
)
= Z
(
µ
T
+
2πik
N
)
. (7.9)
Note that Z(µ) = Z(−µ) still holds as well. Hence the partition function and the phase structure
are periodic in the µI direction with period 2πT/N and the range of µI/T is limited by π/N ,
starting at µI = 0.
Another way to interpret the Roberge-Weiss symmetry is to note that an increase in µI
is equivalent to a centre transformation. However, since the Polyakov loop is not invariant
under the latter, the choice of preferred vacuum will change as µI is increased. When 〈P 〉 6= 0,
the Polyakov loop expectation value cycles through the N different possibilities: the preferred
vacuum is given by the
• trivial vacuum 〈P 〉 ∼ 1 at µI/T ∼ 0;
• rotated vacuum 〈P 〉 ∼ z at µI/T ∼ 2π/N ;
• rotated vacuum 〈P 〉 ∼ z2 at µI/T ∼ 4π/N ;
etc. In the confined phase 〈P 〉 = 0 and this observation is not relevant. However, in the
deconfined phase, 〈P 〉 6= 0, and the direction of symmetry breaking changes. This is illustrated
in Fig. 11 (left) by the symbols with the three little arrows. The remarkable consequence of this
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Figure 11. Phase structure in the µI − T plane [46] (left) and the µ2 − T plane (right). See
main text for more details.
is that exactly at the boundaries, given by µI/T = (2r + 1)π/N (r = 0, 1, 2, . . .), we find again
a proper first-order phase transition, with the Polyakov loop as order parameter, even in the
presence of quarks!
To continue, let us now include the thermal transition line in the phase diagram. Recall that
for real µ we have written
Tc(µ)
Tc
= 1−#
(
µ
Tc
)2
+ . . . , # > 0. (7.10)
Hence this line increases quadratically with µI, as indicated with the dotted line in Fig. 11
(left). It is natural to connect the thermal transition line with the vertical Roberge-Weiss line
at µI/T = π/3. The point where the lines meet is known as the Roberge-Weiss endpoint. For
larger µI, the phase structure is determined by the periodicity.
To combine the findings for real and imaginary chemical potential in one diagram, we show
the resulting phase structure in the µ2 − T plane in Fig. 11 (right). The thermal transition line
decreases linearly in µ2 around µ2 ∼ 0 and connects to the Roberge-Weiss endpoint on the left.
We saw from the Columbia plot that details of the phase structure depend strongly on the
quark masses. At µ = 0 the transition is first order for very light or very heavy quarks, and a
crossover for intermediate quark masses. This structure extends to nonzero chemical potential
as follows (for definiteness we consider the case Nf = 3):
• heavy or light quarks: the first-order transition remains first order for all imaginary µ. At
the Roberge-Weiss endpoint, three first-order lines come together, making it triple point.
This is illustrated in Fig. 12 (left);
• quarks with intermediate mass: the crossover at µ2 = 0 turns into a first-order transition at
some value of µI and possibly also at some value of real µ. The point(s) where this occurs
are second-order critical endpoints (CEP). The Roberge-Weiss point is still a triple point,
see Fig. 12 (middle);
• adapting the quark mass even more: the CEP at imaginary µ coincides with the Roberge-
Weiss point. The transition is a crossover for all values of µI. There might also still be a
CEP for real µ, see Fig. 12 (right).
We find therefore that the Roberge-Weiss endpoint is either a first-order triple point, where
three first-order lines come together (for heavy and light quarks), or a second-order critical
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Figure 13. Left: Quark mass dependence of the temperature of the Roberge-Weiss endpoint,
TRW, for Nf = 3. Right: equivalent of the Columbia plot at µI = (π/3)T .
endpoint (for intermediate masses). Note that the temperature of the Roberge-Weiss endpoint
depends on the quark mass as well: it increases with quark mass, just as the critical temperature
at µ = 0 increases with quark mass. This leads to the result shown in Fig. 13 (left): the critical
temperature TRW as a function of the quark mass, for Nf = 3. Since the Roberge-Weiss point is
second order for intermediate quark masses and first order for larger and smaller masses, there
are two tricritical points on this diagram, namely where the first and second-order lines meet.
7.4. Three-dimensional Columbia plot
We are now in a position to extend the Columbia plot by including the chemical potential.
Recall that at µ = 0 this plot indicates the order (first, second or crossover) of the thermal
transition. First let us consider the case of µI/T = π/3. As argued above, the transition takes
place at TRW and it is either first order or second order, depending on the quark masses. Hence
a conjectured Columbia plot at µI/T = π/3 is as shown in Fig. 13 (right). We remind the
reader that the entire plot is critical and that the boundaries where the first- and second-order
transitions meet are tricritial. This should be compared with the Columbia plot at µ = 0, where
the central region indicates a crossover and the boundaries are second-order lines. Note that
Fig. 13 (left) is the Nf = 3 (diagonal) cut through the plot on the right. The tricritical lines can
be determined numerically by varying the quark masses, since there is no sign problem. This
amounts to a detailed study of the properties of the Roberge-Weiss endpoint [45,46].
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Finally, we can properly extend the Columbia plot with the chemical potential as the third
direction. The obvious choice for coordinate is µ2/T 2, with
− (π/3)2 ≤ (µ/T )2 <∞, (7.11)
where the lower boundary comes from the Roberge-Weiss periodicity. The result is shown in
Fig. 14 (left). The red fishnets indicate second-order surfaces, inside of which the transition is
a crossover, while near the mq = 0 and mq → ∞ axes, the transition is first order. The plane
µ = 0 is the original Columbia plot, while the plane (µ/T )2 = −(π/3)2 was already shown in
Fig. 13 (right). By considering degenerate quark masses (Nf = 3), we get the cut through the
three-dimensional Columbia plot as shown in Fig. 14 (right). All features of this plot should
now be familiar.
In all known cases, it appears that the first-order regions shrink as (µ/T )2 is increased. This
can be made very precise for heavy quarks [46,51,52]. To do this, let us take the blue/dashed line
on the right-hand side of Fig. 14 (right) and rotate it. The result is shown in Fig. 15. The line
line
pi
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second order
Figure 15. Critical quark mass separating the crossover and first-order regions as a function
of (µ/T )2, for large quark masses.
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2, for heavy quarks, in the three-state Potts
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indicates the boundary between the crossover and first-order region and is second order; we will
denote it with mc. Note that the line emerges from the tricritical point at (µ/T )
2 = −(π/3)2.
For increasing µ2 the first-order region shrinks, i.e. the critical quark mass increases.
It turns out that the tricritical point makes its presence felt: it determines the curvature
of the second-order line via tricritical scaling [46]. If we use the notation x = (µ/T )2 and
x∗ = −(π/3)2, then tricritical scaling dictates that
mc(x) = mc(x∗) +K (x− x∗)2/5 , (7.12)
where the exponent 2/5 is fixed by universality and K is a free parameter.
How well this works in practice, i.e. how far the scaling region extends away from x∗, has been
tested in models where the sign problem is milder than in full QCD, namely in the three-state
Potts model [51], an effective model for QCD with heavy quarks, and in QCD in a combined
strong coupling and hopping parameter expansion [52]. The results are shown in Fig. 16. In
both models the sign problem is sufficiently mild such that simulations for real µ are possible
(in the Potts model the sign problem can be eliminated completely via a reformulation [53]
and the results for QCD actually come from semi-analytical considerations). This allows us
to see that tricritical scaling works extremely well: the data points fall on the scaling curve
and the scaling region extends well into the µ2 > 0 domain. Hence for heavy quarks highly
nontrivial predictions on the phase structure for real µ are possible from knowledge obtained
purely at imaginary chemical potential, in a way that goes substantially beyond Taylor series
and analytical continuation.
To conclude, we note that tricritical scaling has been investigated mainly for heavy quarks.
It is an interesting question whether this large scaling region is also present for light quarks.
7.5. Critical endpoint
In the three-dimensional Columbia plot the regions of first-order transitions were shown to shrink
as (µ/T )2 increases. The astute reader may wonder what this implies for the critical endpoint
at real chemical potential, discussed in Sec. 6. Here several scenarios are possible, illustrated
in Fig. 17. Note that the position of physical quark masses is indicated with the vertical blue
line. The standard scenario is sketched on the left: the surface bends away from the mq = 0
axis and the critical endpoint is located at the intersection of the (red) surface and the (blue)
line. If on the other hand the first-order region shrinks, as is the case for heavy quarks, there
is no critical endpoint related to the second-order surface (centre). Finally, it is possible that
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Figure 17. Possible scenarios for the curvature of the second-order surface for light quarks and
the critical endpoint for physical quark masses [4].
the second-order surface depends in a more complicated manner on the chemical potential and
quark masses, with forwards and backwards bending as µ is increased (right) [54], making it
substantially harder to establish its existence starting from zero or imaginary chemical potential.
This long-standing question is still not settled: it will require extensive computational
resources and, ideally, approaches in which the sign problem is resolved.
8. Complex Langevin dynamics
As we have seen above, straightforward importance sampling combined with reweighting is
typically not viable, due to the overlap problem. At small µ/T it might be feasible to preserve
the overlap as best as possible, on small volumes, or to use approximate methods, such as a Taylor
series expansion or analytical continuation and scaling from imaginary chemical potential. To
fully attack the sign problem, however, something more radical is needed and the configuration
space should be explored in a different manner. This is what we will focus on now.
x
R
e 
ρ(
x) y
x
Figure 18. What are the dominant configurations in a path integral with a complex weight?
In complex Langevin dynamics, the question is answered by extending the configuration space
into the complex plane.
The overlap problem is due to the fact that the relevant configurations differ in an essential
way from those obtained at µ = 0 or using the absolute value of the determinant. Given
the excessive cancelation between configurations with ‘positive’ and ‘negative’ weight, one may
wonder whether it is possible to give a sensible meaning to the notion of dominant configurations,
e.g. by extending the configuration space, as illustrated in Fig. 18. Here we discuss the answer
according to complex Langevin dynamics.
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8.1. Gaussian integrals
We consider a simple Gaussian integral
Z(a, b) =
∫ ∞
−∞
dx e−S(x), S(x) =
1
2
ax2 + ibx. (8.1)
InKindergarten, you learn to do this integral by completing the square, i.e. by going into complex
plane. The lesson is therefore to analytically continue (“complexify”) the degrees of freedom,
x→ z = x+ iy, which enlarges the configuration space and gives new directions to explore. In
particular, it might be possible to find a real and positive distribution P (x, y), which is amenable
to numerical approaches, see Fig. 18.
In complex Langevin dynamics, it is proposed that this distribution is constructed as the
solution of a stochastic process [55, 56]. To motivate this, consider again the Gaussian integral
(8.1). We note that the action satisfies S∗(b) = S(−b∗) and we take a > 0 and real, such that
Z(a, b) =
√
2π
a
e−
1
2
b2/a. (8.2)
The corresponding phase-quenched partition function is
Zpq =
∫ ∞
−∞
dx e−
1
2
ax2 = Z(a, 0) =
√
2π
a
, (8.3)
and hence the average phase factor equals
〈e−ibx〉pq = Z(a, b)
Z(a, 0)
= e−
1
2
b2/a. (8.4)
Since this is only a simple integral, there is no volume factor in the exponential.
The goal will be to compute expectation values, such as
〈x2〉 = −2∂ lnZ
∂a
=
a− b2
a2
, (8.5)
numerically, but without the use of importance sampling. Let us first take b = 0 and use the
analogy with Brownian motion [57]: a particle moving in a fluid is subject to friction (a) and
kicks (η) and satisfies a Langevin equation
x˙(t) = −ax(t) + η(t), 〈η(t)η(t′)〉 = 2δ(t − t′). (8.6)
The kicks η are modelled as random Gaussian noise with 〈η(t)〉 = 0. This problem is easily
solved, without having to resort to numerics in this case,
x(t) = e−atx(0) +
∫ t
0
ds η(s)e−a(t−s), (8.7)
and hence the correlator (taking x(0) = 0, since the dependence on the initial condition decays
exponentially in any case) equals
〈x2(t)〉 =
∫ t
0
ds
∫ t
0
ds′ 〈η(s)η(s′)〉e−a(2t−s−s′). (8.8)
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Using that 〈η(s)η(s′)〉 = 2δ(s − s′), we easily find
lim
t→∞〈x
2(t)〉 = 1
a
, (8.9)
which is indeed the correct answer.
Associated with the Langevin equation is a Fokker-Planck equation for the distribution ρ(x, t),
defined via the relation
〈O(x(t))〉η =
∫
dx ρ(x, t)O(x), (8.10)
for a generic observable O(x). Here the noise average on the left-hand side is made explicit with
the subscript η while the average on the right-hand side is over the distribution ρ(x, t). The
derivation of the Fokker-Planck equation is carried out as an exercise in Appendix C for the
Langevin process
x˙(t) = K(x(t)) + η(t), K(x) = −S′(x), (8.11)
where the drift K(x) is derived from the action S(x). The result is
∂tρ(x, t) = ∂x
(
∂x + S
′(x)
)
ρ(x, t). (8.12)
It is easy to see that the stationary solution of this Fokker-Planck equation equals ρ(x) ∼ e−S(x),
justifying the relation (8.10). Moreover, one can show that the stationary solution is typically
reached exponentially fast, see e.g. the comprehensive review [58].
Let us now make the problem a bit more interesting by taking b 6= 0. Completing the square
results in a shift in the complex plane x→ x− ib/a. We will now demonstrate that the same is
achieved with the (complex) Langevin equation for z = x + iy. Writing S(z) = S(x + iy), the
real and imaginary parts of the Langevin equation are (see Appendix C and using “real” noise)
x˙ = −Re ∂zS(z) + η = −ax+ η, (8.13)
y˙ = −Im∂zS(z) = −ay − b, (8.14)
with the solution
x(t) = x(0)e−at +
∫ t
0
ds e−a(t−s)η(s), y(t) = [y(0) + b/a]e−at − b/a. (8.15)
The two-point correlators follow easily as
〈x2(t)〉 = x2(0)e−2at + (1− e−2at) /a → 1/a,
〈x(t)y(t)〉 = x(0)e−at ([y(0) + b/a]e−at − b/a) → 0, (8.16)
〈y2(t)〉 = ([y(0) + b/a]e−at − b/a)2 → b2/a2.
The expressions after the arrows correspond to the limit t→∞. The n-point functions we are
interested in depend on the holomorphic combination z = x+ iy, and we find
lim
t→∞〈(x(t) + iy(t))
2〉 = 〈x2 − y2 + 2ixy〉 = 1
a
− b
2
a2
=
a− b2
a2
, (8.17)
which is as expected. We presented this in some detail to emphasise that the individual terms,
〈x2〉, 〈y2〉 and 〈xy〉, have no meaning as such: only expectation values of holomorphic observables
are physically relevant.
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Figure 19. Distribution P (x, y) for the action S = 12ax
2 + ibx, for a = 1 and b = 0 (left),
b = −2 (right).
The real and positive probability distribution associated with this process is now determined
via
〈O[x(t) + iy(t)]〉η =
∫
dxdy P (x, y; t)O(x + iy), (8.18)
and the Fokker-Planck equation reads
∂tP (x, y; t) = [∂x (∂x +Re ∂zS) + ∂yIm ∂zS]P (x, y; t). (8.19)
This equation arises from a stochastic process in x and y, but with no noise applied in the
y direction (see again Appendix C). However, unlike in the case of Eq. (8.12) for ρ(x, t), no
generic solutions are known for this Fokker-Planck equation. In fact, even the existence of
a stationary solution is not guaranteed! This makes the justification of complex Langevin
dynamics substantially harder [59, 60] than for the original real Langevin process. It relies
on the equivalence of ∫
dx ρ(x, t)O(x) =
∫
dxdy P (x, y; t)O(x+ iy), (8.20)
for holomorphic observables O(x+ iy). Refs. [59,60] contain a detailed analysis of this problem,
including consistency conditions which can be verified a posteriori.
However, for the model considered here, the solution is easily constructed. We note that the
dynamics in the y direction is decoupled from x and, importantly, also from the noise. Hence the
distribution is simply obtained by a shift in the complex plane, y → −b/a, and the distribution
effectively sampled by the Langevin process equals
P (x, y) ∼ e−ax2/2δ(y + b/a). (8.21)
This is illustrated in Fig. 19. Hence the Langevin process completes the square for us.
A final Gaussian example is discussed as an exercise in Appendix D. In this case we consider
the action
S =
1
2
(a+ ib)x2, (8.22)
and hence x and y are not decoupled. The resulting probability distribution P (x, y) is therefore
a proper two-dimensional, real and positive, distribution, as demonstrated in Fig. 20. The
Langevin process finds this distribution, giving an explicit realisation of the sketch in Fig. 18.
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Figure 20. Distribution P (x, y) for the action S = 12(a + ib)x
2 with a = 1 and b = 0.01, 1, 10
(from left to right).
8.2. Discretisation, field theory
Of course, most cases of interest are not analytically solvable and one has to turn to numerical
solutions of the Langevin equation. A standard (lowest-order) discretisation of the Langevin
time t = ǫn yields the discretised equations [58]
xn+1 = xn + ǫK
R
n +
√
ǫηn, K
R = −Re ∂S
∂z
, 〈ηnηn′〉 = δnn′ , (8.23)
yn+1 = yn + ǫK
I
n, K
I = −Im ∂S
∂z
. (8.24)
This discretisation scheme has finite stepsize errors, which vanish linearly in ǫ. Higher-order
schemes can be used to improve the convergence to the limit of zero stepsize, see e.g. Ref. [61]
for an explicit example. Note that the stepsize can be chosen adaptively if necessary [62].
In field theory, the approach outlined here is known, for real actions, as stochastic quantisation
[57] and, for complex actions or drifts, as complex Langevin dynamics [55,56]. We consider the
euclidean path integral
Z =
∫
Dφe−S . (8.25)
Now Langevin dynamics takes place in the ‘fifth’ time direction, as
∂φ(x, t)
∂t
= − δS[φ]
δφ(x, t)
+ η(x, t), (8.26)
with the noise satisfying
〈η(x, t)〉 = 0 〈η(x, t)η(x′, t′)〉 = 2δ(x − x′)δ(t− t′). (8.27)
As in the cases above, one computes expectation values 〈φ(x, t)φ(x′, t)〉, etc, and studies the
convergence as the Langevin time t→∞. Both the discretisation and the complexification are
as above. Gauge theories will be discussed in the next section.
8.3. Applicability to theories with a sign problem
Langevin dynamics for real actions – stochastic quantisation – was discussed extensively in the
1980s and equivalence with path integral quantisation has been demonstrated [58]. For complex
actions on the other hand, a formal proof was notably absent. This situation has improved
considerably in recent years and the theoretical foundation has now been formulated [59].
Moreover, practical criteria for correctness can be written down and these can be assessed
in numerical studies [60]. Failure of the approach, first observed in the 1980s [63, 64], can be
29
explained within the theoretical framework, albeit only a posteriori, see e.g. Ref. [65] for a
discussion of success and failure in the three-dimensional XY model with a complex action.
A crucial role in the justification is played by the distribution P (x, y). Provided that the
action is holomorphic and the distribution P (x, y) is sufficiently localised, i.e.
P (x, y) = 0 for |y| > ymax [or P (x, y)→ 0 fast enough], (8.28)
correct results are obtained, modulo some technical requirements [59, 60]. The proof relies on
the Cauchy-Riemann equations, and hence holomorphicity of the drift and observables, and the
possibility to perform partial integral in the imaginary direction without picking up boundary
conditions. In the case of simple models with a holomorphic action, this has led to a complete,
both numerical and analytical, understanding [66].
An open question concerns the situation with meromorphic drifts, i.e. drifts with poles, which
arise for instance from the inclusion of a log det in the effective action, schematically
Z =
∫
dx e−S detM =
∫
dx e−Seff , Seff = S − log detM, (8.29)
with a drift
K = −∂zSeff = −∂zS +TrM−1∂zM. (8.30)
In this case the assumed holomorphicity of the (effective) action is not present and the formal
derivation has to be reconsidered. In practice, it has been found that problems may appear but
not necessarily so [67]. This is still very much a topic of ongoing studies [68–71].
Aside from this important issue, the most exciting findings are that it has been shown that
the method can handle severe sign and Silver Blaze problems, e.g. in the four-dimensional Bose
gas at nonzero chemical potential [72]. The applicability of complex Langevin dynamics to the
SU(3) spin model, to which it was first applied in 1985 [73], is now also understood [61], as has
the essential difference between abelian and nonabelian spin models [74]. Most importantly, in
the context of the QCD, there has been essential progress in the treatment of nonabelian gauge
theories, to which we turn now.
9. Complex Langevin dynamics for gauge theories
The recent interest in complex Langevin dynamics for QCD at nonzero density arises from
successful applications to SU(3) gauge theory, first in the presence of heavy (static) quarks and
then also in the presence of dynamical quarks. This is still very much a topic in development,
so in these lectures I want to focus on the algorithmic advance of gauge cooling [75], which,
in combination with the improved analytic understanding mentioned above, has led to some
remarkable progress.
In SU(N) gauge theories, the complexification works as follows [76,77]. Originally the gauge
links Uxν are elements of SU(N), i.e., they are unitary with determinant 1. After discretisation
of the Langevin time and using a lowest-order scheme in ǫ, a (complex) Langevin update takes
the form [78],
Uxν(n+ 1) = Rxν(n)Uxν(n), Rxν = exp
[
iλa
(
ǫKxνa +
√
ǫηxνa
)]
. (9.1)
Here λa are the Gell-Mann matrices and a sum over the indices a = 1, . . . N
2 − 1 is assumed.
Kxνa is the drift,
Kxνa = −Dxνa(SYM + SF), SF = − ln detM, (9.2)
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Figure 21. Deviation from SU(3): Langevin time evolution of the unitarity norm TrU †4U4/3 ≥ 1
in heavy dense QCD on a 44 lattice with β = 5.6, κ = 0.12, Nf = 3 [77].
where the action includes the logarithm of the fermion determinant. Differentiation is defined
as
Dxνaf(U) =
∂
∂α
f
(
eiαλaUxν
) ∣∣∣
α=0
, (9.3)
and the noise is normalised as usual,〈
ηxνa(n)ηx′ν′a′(n
′)
〉
= 2δxx′δνν′δaa′δnn′ . (9.4)
Below we will suppress indices, when appropriate. Note that the combination of the drift and
the noise in the exponential appears just as in Eq. (8.23) for one degree of freedom. Since the
Gell-Mann matrices are traceless, the determinant of R and hence of U remain 1 for any choice
of K and η. Moreover, if the action and therefore the drift K are real, R and U will remain
unitary, using this update.
Let us now consider the case that the action (or the fermion determinant) is complex. In that
case K† 6= K and U will no longer be unitary. Instead, U will take values in the special linear
group, i.e. the complexification in this case is from SU(N) to SL(N,C). One remark is that now
U † and U−1 are no longer identical. Since complex Langevin dynamics provides the analytical
continuation of the original theory, it is essential that links are written as U and U−1 in the
action, such that S(U) is a holomorphic function of U in principle (ignoring possible issues due
to the fermion determinant here). For instance, the original statement of unitarity, UU † = 1 , is
now replaced with UU−1 = 1 , which still holds of course. Similarly, physical observables should
be written as functions of U and U−1, such that they are holomorphic. This is similar to the
discussion for the Gaussian models above, see e.g. Eqs. (8.16, 8.17).
On the other hand, nonholomorphic combinations can be used to gain insight in the complex
Langevin process. In the Gaussian models, the width of the distribution P (x, y) is given by 〈y2〉,
or 〈yk〉 in general. Similarly, the deviation from SU(N) can be studied using so-called unitarity
norms [75,77,79], such as
1
N
Tr
(
UU † − 1
)
≥ 0, 1
N
Tr
(
UU † − 1
)2
≥ 0, (9.5)
etc, where the second inequality is obvious and the first inequality follows from the polar
decomposition of U ∈ SL(N,C): U = V P , with V ∈ SU(N) and P a positive semidefinite
hermitian matrix with detP = 1 [77]. Indeed, during a complex Langevin simulation these
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norms become nonzero, as demonstrated in Fig. 21 for QCD in the presence of static quarks for
two values of the chemical potential µ.
Intuition says that during a simulation the evolution should be controlled in the following
way: configurations should stay close to the SU(N) submanifold
• when the chemical potential µ is small;
• when small nonunitary initial conditions are introduced;
• in the presence of roundoff errors.
In practice however, it turns out that this is not the case and the unitary submanifold is unstable.
This observation has been made one way or the other several times in the past, but the relation
between this and the breakdown of the approach – convergence to incorrect results – is fairly
recent and follows from the combination of theoretical and numerical ideas [59, 60, 75]. Given
what we learnt in previous sections, a simple way to test whether this instability arises is to
study analyticity (or lack thereof) of observables around µ2 ∼ 0.
9.1. Gauge cooling
The instability of the SU(N) submanifold is related to gauge freedom. Consider a link at site
k, which transforms as
Uk → ΩkUkΩ−1k+1, Ωk = eiω
k
aλa , (9.6)
with ωka the gauge parameters. Note that in SU(N), ω
k
a ∈ R, while in SL(N,C), ωka ∈ C. While
unitary gauge transformations preserve the unitarity norms, SL(N,C) transformations with ωka
nonreal do not. In fact, those transformations can make the unitarity norms increase out of
bounds, leading to broad undesirable distributions.
Having made this observation, one can use it in a constructive manner. It is possible to
devise gauge transformations that reduce the unitarity norms and hence control the Langevin
evolution. This goes under the name gauge cooling [75]. We hence consider
Uk → ΩkUkΩ−1k+1, Ωk = e−αf
k
a λa , α > 0, (9.7)
or, similarly, a cooling update at site k,
Uk → ΩkUk, Uk−1 → Uk−1Ω−1k . (9.8)
Let us consider the effect of this on the unitarity norm
D =
∑
k
1
N
Tr
(
UkU
†
k − 1
)
. (9.9)
After one update and linearising in α, we find
D
′ − D = − α
N
(fka )
2 +O(α2) ≤ 0, (9.10)
i.e. the distance from SU(N) has indeed been reduced, see Fig. 22.
Up to now, we have not defined fka . One possibility is to choose it as the gradient of the
unitarity norm itself, i.e.
fka = 2Trλa
(
UkU
†
k − U †k−1Uk−1
)
. (9.11)
Hence when U ∈ SU(N), we find that fka = 0 and cooling has no effect, as it should be.
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Figure 22. Gauge cooling of links in SL(N,C) reduces the distance from SU(N). The left orbit
is equivalent to a SU(N) configuration, while the one on the right is not [79].
We will now demonstrate this in a simple one-link example [79], with the action and gauge
freedom,
S =
1
N
TrU, U → ΩUΩ−1. (9.12)
The distance D and gauge cooling function fa are
D =
1
N
Tr
(
UU † − 1
)
, fa = 2Trλa
(
UU † − U †U
)
. (9.13)
In this simple model, the trace of U is invariant under cooling and hence c = TrU/N and
c∗ = TrU †/N are preserved. After one cooling update, we find that
D
′ − D = − α
N
f2a = −
16α
N
TrUU †[U,U †]. (9.14)
Specialising now to SU(2) and SL(2,C), while taking the continuous cooling-time limit, D′−D→
D˙, we find the cooling equation
D˙ = −8α (D2 + 2 (1− |c|2)D+ c2 + c∗2 − 2|c|2) , (9.15)
expressed in terms of the invariants c and c∗. We can now consider two cases:
• c = c∗: U is gauge equivalent to an SU(2) matrix. Eq. (9.15) simplifies to
D˙ = 8α(D + 2− 2c2)D, (9.16)
with the asymptotic solution
D(t) ∼ e−16α(1−c2)t → 0, (9.17)
i.e. the distance vanishes, as expected.
• c 6= c∗: U is not gauge equivalent to an SU(2) matrix. Hence there is a minimal distance
from the SU(2) submanifold, given by the fixed point of Eq. (9.15),
D(t)→ D0 = |c|2 − 1 +
√
1− c2 − c∗2 + |c|4 > 0, (9.18)
which is again reached exponentially fast.
This demonstrates the idea behind gauge cooling in a simple, analytically solvable example. It
should be noted that for many links the approach to the minimal distance is no longer exponential
but appears to follow a power law [79]. Finally, the parameter α can be chosen adaptively, to
optimise the numerical implementation [79,80].
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9.2. Complex Langevin dynamics with gauge cooling for QCD
In QCD the unitary submanifold is unstable. Even in SU(3) gauge theory, without a complex
action, links will not remain unitary when Langevin updates are employed, due to roundoff
errors. These are of course also present in other algorithms, but for simulations of theories
with a real action they can be easily controlled, namely by occasionally re-unitarising the links,
i.e. projecting them back into SU(3). However, this option is not available when the action is
complex and links should be outside of SU(3). Hence, it becomes necessary to use an alternative
manner to control the exploration and this is provided by gauge cooling. In practice Langevin
updates and cooling updates are alternated, with considerable freedom in the number of cooling
steps, and choosing both the gauge cooling parameter and the Langevin stepsize adaptively.
This approach [75] was first applied to heavy dense QCD, i.e. SU(3) gauge theory in the
presence of heavy quarks. Since the (anti)quarks are static, they are represented by (conjugate)
Polyakov loops, and the fermion determinant for a single flavour takes on a simple form [77],
detM =
∏
x
det
(
1 + heµ/TP(x)
)2 (
1 + he−µ/TP−1(x)
)2
, (9.19)
where the remaining determinant is in colour space only, P is the untraced Polyakov loop,
P(x) =
Nτ−1∏
τ=0
U4(τ,x), (9.20)
and h = (2κ)Nτ is related to the quark mass via mq = − ln(2κ) at leading order in the hopping
expansion considered here. The determination of the phase diagram using this approach is in
progress and a recent status report can be found in Ref. [81]. It should be noted that gauge
cooling stops being effective when the gauge coupling β is chosen too small [75], i.e. on a coarse
lattice. Since ultimately one has to reduce the lattice spacing (increase the gauge coupling β),
this is no problem in principle, but it rules out tests on small lattices. It also stimulates the
search for alternatives to gauge cooling.
The first application to full QCD, i.e. with dynamical quarks, can be found in Ref. [82]. This
constitutes a major step forward. In Ref. [68] results in full QCD were subsequently compared
with those obtained in QCD using a hopping parameter expansion to all orders, and in Ref. [83]
with reweighting. Finally, complex Langevin dynamics has also been applied to SU(3) gauge
theory in the presence of a nonzero θ-term [84].
As stated above, this topic is in continuous development and hence it is premature to
discuss physically relevant results in detail at this stage. Two outstanding problems concern
the treatment of poles in the drift, present due to the logarithm of the fermion determinant in
the effective action, and the breakdown of gauge cooling at small β.
10. Other approaches
There are more approaches under development to tackle the sign problem than I was able to
cover in the lectures. This final section contains a partial list of other methods that are currently
being studied and does not aspire to be complete. Its main message should be the variety of
ideas and proposals that are available and hence the richness of the subject. Some of these
proposals, and some others, are reviewed a bit more extensively in Refs. [85, 86].
10.1. Changing the order of integration, strong coupling
As we saw throughout these lectures, it is the complex fermion determinant at nonzero chemical
potential that leads to the sign problem. Hence it makes sense not to integrate out the fermions
first but instead perform the integral over the gauge links. Since the gauge sector is an interacting
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theory by itself, this cannot be done exactly. One possible starting point is to consider the
strong-coupling limit, where the gauge coupling β = 2Nc/g
2, the coefficient of the plaquette
in the (Yang-Mills) action, is taken to zero. The gluonic path integral now factorises into the
product of one-link integrals, which can be done analytically. The resulting partition function
has a very physical representation in terms of worldlines of mesons and baryons (Monomer-
Dimer-Polymer (MDP) system) [87], which can be studied [88, 89] using efficient worm-type
algorithms [90]. In order to go beyond the strong-coupling limit, one may include the first O(β)
corrections [91], or include the plaquettes by integrating them in steps, via the introduction of
auxiliary fields [92–95].
Another possibility is to combine the strong coupling expansion with the hopping expansion
for quarks (an expansion in the inverse mass), to construct effective models amenable to
numerical simulations [96]. The determinant at leading order in the hopping expansion was
already presented in Eq. (9.19). Going to higher order cures a number of deficits of the static
limit and gives access to the onset to cold dense matter for heavy quarks [97].
10.2. Dual formulations
A related approach uses a strong-coupling expansion to all orders. This method is not easily
applicable to nonabelian gauge theories, but has been very successful in abelian theories and spin
models. For illustration, consider the three-dimensional SU(3) spin model, an effective model
for QCD at nonzero temperature and density [73]. The action is written as
S = SB + SF , (10.1)
with
SB = −β
∑
〈xy〉
[
PxP
∗
y + P
∗
xPy
]
, SF = −h
∑
x
[
eµPx + e
−µP ∗x
]
. (10.2)
The degrees of freedom are effective Polyakov loops, Px = TrUx, P
∗
x = TrU
†
x, where the Ux’s
are SU(3) matrices, living on a three-dimensional lattice. Static (anti)quarks are represented
by (conjugate) Polyakov loops, weighted with the chemical potential to introduce an imbalance.
Note that S∗(µ) = S(−µ∗). Expanding the Boltzmann weight to all orders, as in a classical
high-temperature expansion, yields a representation of the partition function containing terms
of the following form [98]
I(nx, n¯x) =
∫
SU(3)
dUx (TrUx)
nx
(
TrU †x
)n¯x
. (10.3)
Crucially, it is now possible to perform these single-site SU(3) integrals, yielding again a
monomer-dimer system with constraints, since I(nx, n¯x) is only nonzero provided (nx − n¯x)
mod 3 = 0. It turns out that all the nonzero weights that appear in this representation are real
and positive, even when µ 6= 0. These, and similar, models can then be solved with importance
sampling or a worm algorithm, see Ref. [8] for a review.
10.3. Density of states, histograms
In the approach known as density of states, factorisation, histogram method or Wang-Landau
[99–106], the idea is to evaluate the path integral in two stages. At the first stage one evaluates
a constrained integral with one degree of freedom fixed. At the second stage the remaining
integral over the resulting probability distribution – the density of states – constructed in the
first step, is performed. The density of the states can be obtained by constructing histograms
during the constrained simulation. For example, if P denotes the degree of freedom that is kept
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fixed (e.g. the plaquette, action density or Polyakov loop), then the (unnormalised) density of
states is given by
w(P ) =
∫
DU δ(P − P ′) e−SYM detM, (10.4)
where P ′ is the value of P taken during the simulation. The expectation value of P is then
determined by the simple integrals
〈P 〉 = 1
Z
∫
dP w(P )P, Z =
∫
dP w(P ). (10.5)
The main issues in this approach are
(i) the contrained integral should have a positive weight, so that it can be determined
unambiguously;
(ii) the weight w(P ) should be computable to very high relative precision;
(iii) the remaining integral should be doable, which may be nontrivial due to the sign problem.
Recently promising results have been obtained with improvements [106–109] of the Wang-Landau
algorithm [110].
10.4. Lefschetz thimbles
In complex Langevin dynamics, a complexified configuration space is explored, relying on
holomorphicity of the theory under consideration. This arises naturally in the simpler
integrals considered earlier, which are often evaluated using steepest-descent or stationary-phase
approximations, with saddle points in the complex plane. This can be made mathematically very
precise using integration along so-called Lefschetz thimbles [111]. The numerical implementation
of this idea for QCD and other field theories was proposed in Ref. [112].
In this approach the integration path is deformed such that it passes through the fixed (or
critical) points of the complex action. The integration contour follows paths of steepest descent,
along which the imaginary part of the action is constant; these are the (stable) thimbles J . For
one degree of freedom and one saddle point, this amounts to writing
Z =
∫
dx e−S(x) = e−iImSJ
∫
J
dz e−ReS(z)
= e−iImSJ
∫
ds J(s)e−ReS(z(s)), J(s) = x′(s) + iy′(s). (10.6)
Since the imaginary part of the action is constant along the thimble, it can be taken out of the
integral. Two sign problems remain in this formulation: in the second line we have parametrised
the thimble in terms of z(s) = x(s) + iy(s), resulting in a complex jacobian J(s) in general.
This yields a residual sign problem, which may however be milder than the original one [112].
The second sign problem arises if more than one critical point contributes and the associated
thimbles differ in their phases. The partition function is then a sum over thimbles and
Z =
∑
k
mke
−iImSJk
∫
Jk
dz e−ReS(z), (10.7)
with mk the so-called intersection number. How to treat these global phases numerically is not
clear yet, but based on universality it has been conjectured that a single saddle point (e.g. the
perturbative one) suffices [112]. This is often not the case in simpler models, but it should be
noted that these models will typically lack universality. Lefschetz thimbles for lattice models are
currently actively being studied, from a number of angles: residual sign problem and numerical
algorithms [113–117]; thimble structure and the global sign problem in simple models [118–120];
and a comparison with complex Langevin dynamics [121,122], including the role of zeroes of the
determinant [123].
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11. Conclusion
In these lectures a basic introduction to lattice QCD at nonzero chemical potential was given.
This topic is extremely rich and this overview is therefore by necessity incomplete. Yet, the
hope is that with the foundation provided here current research papers will be accessible to a
newcomer in the field. In the second part new methods to evade the sign problem altogether were
discussed, in particular complex Langevin dynamics. These approaches are still very much in
development and hence a conclusion or consensus has not yet been reached, let alone a complete
determination of the QCD phase diagram. The upshot of this is that there is still a lot of scope
for input, progress and clever ideas, which, combined with the increase of computing power,
may eventually result in the QCD phase diagram.
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Appendix A. Relativistic Bose gas at nonzero chemical potential
Consider a self-interacting complex scalar field in the presence of a chemical potential µ, with
the continuum action
S =
∫
d4x
[|∂νφ|2 + (m2 − µ2)|φ|2 + µ (φ∗∂4φ− ∂4φ∗φ) + λ|φ|4] . (A.1)
The euclidean action is complex and satisfies S∗(µ) = S(−µ∗). Takem2 > 0, so that at vanishing
and small µ the theory is in its symmetric phase.
The lattice action, with lattice spacing alat ≡ 1, is
S =
∑
x
[ (
2d+m2
)
φ∗xφx + λ (φ
∗
xφx)
2 −
4∑
ν=1
(
φ∗xe
−µδν,4φx+νˆ + φ∗x+νˆe
µδν,4φx
) ]
, (A.2)
where the number of euclidean dimensions is d = 4.
i) Show that this action reduces to (A.1) in the continuum limit.
ii) The complex field is written in terms of two real fields φa (a = 1, 2) as φ =
1√
2
(φ1 + iφ2).
Show that the lattice action then reads
S =
∑
x
[
1
2
(
2d+m2
)
φ2a,x +
λ
4
(
φ2a,x
)2 − 3∑
i=1
φa,xφa,x+iˆ
− cosh µφa,xφa,x+4ˆ + i sinhµ εabφa,xφb,x+4ˆ
]
, (A.3)
where εab is the antisymmetric tensor with ǫ12 = 1, and summation over repeated indices is
implied. Note that the ‘sinhµ’ term is complex.
From now on the self-interaction is ignored and we take λ = 0. After going to momentum
space, the action (A.3) reads
S =
∑
p
1
2
φa,−p (δabAp − εabBp)φb,p =
∑
p
1
2
φa,−pMab,pφb,p, (A.4)
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where
Mp =
(
Ap −Bp
Bp Ap
)
, (A.5)
and
Ap = m
2 + 4
3∑
i=1
sin2
pi
2
+ 2 (1− coshµ cos p4) , Bp = 2 sinhµ sin p4. (A.6)
iii) Show that the propagator corresponding to the action (A.4) is
Gab,p =
δabAp + εabBp
A2p +B
2
p
. (A.7)
iv) Demonstrate that the dispersion relation that follows from the poles of the propagator, taking
p4 = iEp, reads
coshEp(µ) = coshµ
(
1 +
1
2
ωˆ2p
)
± sinhµ
√
1 +
1
4
ωˆ2p, (A.8)
where
ωˆ2p = m
2 + 4
∑
i
sin2
pi
2
. (A.9)
v) Show that this can be written as
coshEp(µ) = cosh [Ep(0)± µ] , (A.10)
such that the (positive energy) solutions are
Ep(µ) = Ep(0) ± µ. (A.11)
Sketch the spectrum. Note that the critical µ value for onset is µc = E0(0), so that one mode
becomes exactly massless at the transition (Goldstone boson).
vi) The phase-quenched theory corresponds to sinhµ = Bp = 0. Show that the dispersion
relation in the phase-quenched theory is
coshEp(µ) =
1
cosh µ
(
1 +
1
2
ωˆ2p
)
, (A.12)
which corresponds to E2p(µ) = m
2 − µ2 + p2 in the continuum limit.
vii) Compare the spectrum of the full and the phase-quenched theory, when µ < µc. At larger
µ, it is necessary to include the self-interaction to stabilize the theory. Based on what you know
about symmetry breaking, sketch the spectrum in the full and the phase-quenched theory at
larger µ as well.
Although the spectrum depends on µ, thermodynamic quantities do not. Up to an irrelevant
constant, the logarithm of the partition function is
lnZ = −1
2
∑
p
ln detM = −1
2
∑
p
ln(A2p +B
2
p), (A.13)
and some observables are given by
〈|φ|2〉 = − 1
Ω
∂ lnZ
∂m2
=
1
Ω
∑
p
Ap
A2p +B
2
p
, (A.14)
38
and
〈n〉 = 1
Ω
∂ lnZ
∂µ
= − 1
Ω
∑
p
ApA
′
p +BpB
′
p
A2p +B
2
p
, (A.15)
where Ω = N3σNτ and A
′
p = ∂Ap/∂µ, B
′
p = ∂Bp/∂µ.
viii) Evaluate the sums (e.g. numerically) to demonstrate that thermodynamic quantities are
independent of µ in the thermodynamic limit at vanishing temperature.
This exercise is based on Ref. [124].
Appendix B. One-dimensional QCD
Consider QCD in one (temporal) dimension, with the staggered fermion action
S =
∑
χ¯(D +m)χ =
n∑
x=1
[
1
2
χ¯xe
µUx,x+1χx+1 − 1
2
χ¯x+1e
−µU †x,x+1χx +mχ¯xχx
]
. (B.1)
Here n denotes the number of points in the time direction and is taken to be even. The quarks
obey anti-periodic boundary conditions. The links Ux,x+1 are elements of U(N) or SU(N) and
transform as Ux,x+1 → ΩxUx,x+1Ω†x+1.
Via a unitary transformation, all links but one can be transformed away (“temporal gauge”),
i.e. Un,1 ≡ U , all other U ’s are unity. The determinant can then be written, up to an overall
constant, as [126,127]
det(D +m) = detC
(
enµc + e−nµc + enµU + e−nµU †
)
. (B.2)
The remaining determinant is in colour space and µc is related to the mass m as
m = sinhµc. (B.3)
The reason for introducing µc will become clear below.
i) Show that the determinant has the usual symmetry under complex conjugation.
ii) In one dimension, the partition function is simply
ZNf =
∫
dU detNf (D +m) , (B.4)
since there is no Yang-Mills action. From now on we take as gauge group U(1): this captures
all the essential characteristics in one dimension but also allows one to do the group integral
without any effort. We hence write
U = eiφ,
∫
dU =
∫ 2pi
0
dφ
2π
. (B.5)
Show that the partition function for Nf = 2 is independent of µ and equal to
ZNf=2 = 4 + 2 cosh(2nµc). (B.6)
Note that the µ independence is generic in U(N) theories, since µ can be absorbed in the U(1)
phase (take µ to be imaginary for this). This is of course not possible in SU(N) theories, where
there is no such freedom.
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iii) Show that the phase-quenched Nf = 2 partition function depends on µ and equals
ZNf=1+1∗ =
∫
dU |det(D +m)|2 =
∫
dU det(D(µ) +m) det(D(−µ) +m)
= 2 + 2 cosh(2nµc) + 2 cosh(2nµ). (B.7)
iv) The chiral condensate and the number density are defined by
Σ =
1
n
∂ lnZ
∂m
, 〈nB〉 = 1
n
∂ lnZ
∂µ
. (B.8)
Show that in the full theory one finds
Σ =
2 sinh(2nµc)
2 + cosh(2nµc)
1
coshµc
→ 2sgn(µc)
coshµc
, 〈nB〉 = 0. (B.9)
The arrow denotes the thermodynamic limit n→∞. The µ independence is obvious.
v) Show that in the phase-quenched theory one finds on the other hand
Σ =
2 sinh(2nµc)
1 + cosh(2nµc) + cosh(2nµ)
1
coshµc
→
{
2sgn(µc)
coshµc
|µ| < |µc|
0 |µ| > |µc|
, (B.10)
and
〈nB〉 = 2 sinh(2nµ)
1 + cosh(2nµc) + cosh(2nµ)
→
{
0 |µ| < |µc|
2sgn(µ) |µ| > |µc|
. (B.11)
The full and phase-quenched theories agree when µ < µc (no µ dependence). The phase-
quenched theory undergoes a phase transition at µ = µc, where the density jumps to 2. The
interesting region in view of the Silver Blaze problem is therefore this large µ region, where the
sign problem is severe and the average phase factor vanishes in the thermodynamic limit:
〈e2iϕ〉pq =
ZNf=2
ZNf=1+1∗
→ 0, det(D +m) = eiϕ|det(D +m)|. (B.12)
vi) The eigenvalues of D are
λk =
1
2
ei(2pi(k+
1
2
)+φ)/n+µ − 1
2
e−i(2pi(k+
1
2
)+φ)/n−µ (k = 1, . . . , n). (B.13)
The k + 12 arises from the antiperiodic boundary conditions and the φ/n from uniformly
distributing the link U over all links as U1/n.
Demonstrate that the eigenvalues lie on an ellipse in the complex plane, determined by
(
Reλk
sinh(µ)
)2
+
(
Imλk
cosh(µ)
)2
= 1. (B.14)
The transition in the phase-quenched theory occurs when the quark mass gets inside this ellipse.
vii) To compute the eigenvalue density,
ρ(z;µ) =
1
ZNf
∫
dU detNf (D +m)
∑
k
δ2(z − λk), (B.15)
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we therefore parametrize
z =
1
2
(
eiα+µ − e−iα−µ) , (B.16)
such that
Σ =
∫ 2pi
0
dα
2π
ρ(α;µ)
z(α) +m
. (B.17)
One then finds, for Nf = 2,
ρ(α;µ) =
4 [cosh(nµc) + cosh(n(µ+ iα))]
2
2 + cosh(2nµc)
. (B.18)
Show that in the thermodynamic limit, the eigenvalue density behaves as
ρ(α;µ) =
{
2 |µ| < |µc|
2e2n(|µ|−|µc|+iα) |µ| > |µc|
, (B.19)
i.e. it is well-behaved when the full and phase-quenched theories agree, but it is complex and
oscillating with a divergent amplitude in the Silver Blaze region.
viii) Show that these oscillations are necessary to find a µ independent chiral condensate by
evaluating Eq. (B.17) explicitly (write eiα = w and use contour integration).
One-dimensional QCD is discussed in Refs. [125–127]. This exercise is based on Ref. [128].
Appendix C. Fokker-Planck equation
Consider the Langevin process
x˙(t) = K[x(t)] + η(t), K(x) = −S′(x), 〈η(t)η(t′)〉η = 2λδ(t− t′), (C.1)
where λ normalizes the noise. We want to derive the associated Fokker-Planck equation
∂tρ(x, t) = ∂x (λ∂x −K) ρ(x, t), (C.2)
for the distribution ρ(x, t), defined via
〈O[x(t)]〉η =
∫
dx ρ(x, t)O(x), (C.3)
with O(x) a generic observable. Here the subscript η denotes noise averaging and will be dropped
from now on.
To achieve this we consider the discretized process
δn ≡ xn+1 − xn = ǫKn +
√
ǫηn, 〈ηnηn′〉 = 2λδnn′ . (C.4)
i) Show that
〈O(xn+1)〉 − 〈O(xn)〉 = 〈O′(xn)δn + 1
2
O
′′
(xn)δ
2
n + . . .〉
= ǫ〈O′(xn)Kn + λO′′(xn)〉+O(ǫ3/2). (C.5)
In the ǫ→ 0 limit, this gives
∂t〈O(x)〉 = 〈O′(x)K(x) + λO′′(x)〉. (C.6)
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ii) Use Eq. (C.3) to demonstrate that this yields the Fokker-Planck equation (C.2) for ρ(x, t).
What should λ be in order to obtain the desired equilibrium distribution?
iii) We now repeat the analysis for the complex Langevin equations,
x˙ = Kx + ηx, Kx = −ReS′(z), 〈ηx(t)ηx(t′)〉 = 2λxδ(t− t′),
y˙ = Ky + ηy, Ky = −ImS′(z), 〈ηy(t)ηy(t′)〉 = 2λyδ(t− t′). (C.7)
By writing z = x+ iy, show that these Langevin equations are equivalent to
z˙ = −S′(z) + η, 〈η(t)η(t′)〉 = 2δ(t− t′). (C.8)
Express η in terms of ηx,y and derive the necessary restrictions on λx,y (answer: λx − λy = 1).
The case λy > 0 is referred to as complex noise.
iv) The distribution P (x, y; t) is now defined via
〈O[x(t) + iy(t)]〉η =
∫
dxdy P (x, y; t)O(x + iy). (C.9)
Show that P (x, y; t) satisfies
∂tP (x, y; t) = [∂x (λx∂x −Kx) + ∂y (λy∂y −Ky)]P (x, y; t). (C.10)
The case λx = 1, λy = 0 is used in the main text.
This is reviewed e.g. in Ref. [58]. Complex noise and especially its problems are discussed in
Ref. [59].
Appendix D. Yet another Gaussian model
Consider the complex integral
Z =
∫ ∞
−∞
dx ρ(x), ρ(x) = e−S , S =
1
2
σx2, σ = a+ ib. (D.1)
i) Show that the corresponding complex Langevin equations are given by
x˙ = Kx + η, Kx = −ax+ by, (D.2)
y˙ = Ky, Ky = −ay − bx, (D.3)
where 〈η(t)η(t′)〉 = 2δ(t− t′).
ii) Demonstrate that these Langevin equations are solved by
x(t) = e−at [cos(bt)x(0) + sin(bt)y(0)] +
∫ t
0
ds e−a(t−s) cos[b(t− s))]η(s), (D.4)
y(t) = e−at [cos(bt)y(0) − sin(bt)x(0)] −
∫ t
0
ds e−a(t−s) sin[b(t− s)]η(s). (D.5)
iii) Show that the expectation values in the infinite time limit are given by
〈x2〉 = 1
2a
2a2 + b2
a2 + b2
, 〈y2〉 = 1
2a
b2
a2 + b2
, 〈xy〉 = −1
2
b
a2 + b2
. (D.6)
iv) Demonstrate that this yields the desired result
〈x2〉 → 〈(x+ iy)2〉 = a− ib
a2 + b2
=
1
a+ ib
=
1
σ
. (D.7)
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v) The Fokker-Planck equation for the (real and positive) weight P (x, y; t), defined via
〈O(x(t) + iy(t))〉 =
∫
dxdy P (x, y; t)O(x + iy), (D.8)
is given by
∂tP (x, y; t) = [∂x (∂x −Kx)− ∂yKy]P (x, y; t) (D.9)
Since the original integral is Gaussian, the equilibrium distribution P (x, y) is also Gaussian and
can be written as
P (x, y) = N exp
[−αx2 − βy2 − 2γxy] , (D.10)
where N is a normalization constant.
Using the Fokker-Planck equation, show that the coefficients are given by
α = a, β = a
(
1 +
2a2
b2
)
, γ =
a2
b
, (D.11)
and demonstrate that this gives the previously computed expectation values
〈x2〉 =
∫
dxdy P (x, y)x2∫
dxdy P (x, y)
, (D.12)
etc.
vi) From the equivalence ∫
dx ρ(x)O(x) =
∫
dxdy P (x, y)O(x+ iy), (D.13)
it follows that the real distribution is related to the original complex one via
ρ(x) =
∫
dy P (x− iy, y). (D.14)
Verify this explicitly (up to the undetermined normalization).
This is simple version of the problem treated in Ref. [124].
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