We present a method for obtaining accurate image reconstruction from highly sparse data in diffraction tomography (DT). A practical need exists for reconstruction from few-view and limited-angle data, as this can greatly reduce required scan times in DT. Our method does this by minimizing the total variation (TV) of the estimated image, subject to the constraint that the Fourier transform of the estimated image matches the measured Fourier data samples. Using simulation studies, we show that the TV-minimization algorithm allows accurate reconstruction in a variety of few-view and limited-angle situations in DT. Accurate image reconstruction is obtained from far fewer data samples than are required by common algorithms such as the filteredbackpropagation algorithm. Overall our results indicate that the TV-minimization algorithm can be successfully applied to DT image reconstruction under a variety of scan configurations and data conditions of practical significance.
INTRODUCTION
In diffraction tomography (DT), properties of an object are reconstructed from the object's diffracted scattered field [1] . This modality has been investigated for its potential applications to breast imaging, geophysical imaging, and weather prediction, among others [2] [3] [4] . Under the assumption of weak scattering one can use the Born or Rytov approximations to derive the so-called Fourier diffraction projection theorem (FDPT) [1, 5] , which relates the 2D Fourier transform of the object to the measured data. This serves as a basis for the most widely used image reconstruction algorithms in DT, such as the filteredbackpropagation (FBPP) algorithm [6, 7] . The FBPP algorithm and other methods based on the FDPT are not applicable in few-view situations; rather, they require a large set of interrogating waves, tightly packed over the unit sphere. Few-view applications of DT are of practical significance because they can greatly reduce required scan times and associated costs. There has therefore been recent effort to develop reconstruction algorithms for fewview applications, such as the inverse-scattering algorithm of [8] , which is not based on the FDPT.
In this work, we investigate and apply a new algorithm for image reconstruction from few-view and limited-angle Fourier data that is compatible with the assumptions of the FDPT. This algorithm iteratively minimizes the total variation (TV) of the estimated image subject to the constraint that the reconstructed image match the measured object data [9] . This method should be effective for image reconstruction of objects that have sparse gradients, and has been applied successfully to CT images reconstructed from sparse data [10] . Here we investigate and apply this algorithm to reconstructing images in sparse data problems that arise due to few-view and limited-angle scanning.
In Section 2, we describe the DT data model and present the details of the TV-minimization algorithm. In Section 3, we apply the algorithm to reconstructing DT images from few-view data and limited-angle scan data. We also demonstrate how algorithm performance is affected by varying numbers of views and data samples per view. Finally we assess the effects of some simplifying assumptions made in our analysis. Our conclusions are summarized in Section 4.
METHOD
In this section we present the TV-minimization algorithm following a brief description of the 2D classical DT data model. The results of this section are readily generalizable to 3D problems and other DT data models.
A. Data Model
In transmission DT imaging we seek to reconstruct an object from its measured scattered field. In practice, one reconstructs the discrete image of continuous object function f͑r ជ͒. Unless otherwise specified, the term "image" used in this study refers to the discrete reconstruction of the underlying object function. Here we specifically study ultrasound diffraction tomography, in which the refractive index function n͑r ជ͒ is the quantity of interest. The object function f͑r ជ͒, sometimes called the differential acoustical refractive index, is related to n͑r ជ͒ as f͑r ជ͒ = n 2 ͑r ជ͒ −1.
Under the classical DT model we assume that the object is illuminated with monochromatic plane-wave radiation of frequency 0 and that the transmitted data are measured along a straight line perpendicular to the direction of propagation of the incident wave. The quantity measured is the total amplitude of the wave field, which may be complex and, while it is generally referred to as the "scattered" field, includes both diffracted and undiffracted components. These data are obtained at various angles , each representing one "view" of the object.
A schematic representation of the imaging configuration is shown in Fig. 1 . The object-detector configuration is arbitrary, the only requirement being that the line along which the wavefield amplitude is measured not overlap with the object support. A rotated coordinate system ͑ , ͒ is defined at angle to x and y for each view;
and are related to polar coordinates ͑r , ͒ as = r cos͑ − ͒ and = r sin͑ − ͒. The incident wavefield is denoted u i ͑ , ͒ and propagates along the axis, while the scattered wavefield is denoted u s ͑ , ͒ and is measured along the line = ᐉ. We take U s ͑ m , ͒ to be the onedimensional FT of u s ͑ , ͒ with respect to :
Under the Born approximation of weak scattering, in which ͉u s ͉ ͉u i ͉, one can derive a relationship [1, 5, [11] [12] [13] [14] between U s ͑ , ͒ and the object f͑r ជ͒ as
where U 0 is the amplitude of the incident plane wave,
, and the integral is taken over all of object space. The quantities in front of the integral in Eq. (2) are either known or measurable. We therefore focus only on the integral in Eq. (2), which we extract and denote M͑ , ͒:
͑3͒
Closer inspection reveals that M͑ , ͒ is actually the 2D Fourier transform of the object function f͑r ជ͒ measured along a semicircle of radius 0 oriented at angle , as depicted by semicircular arc AOB in the right-hand panel of Fig. 1 . The combination of Eqs. (1)-(3) therefore gives us an analytic relationship between a measurable function u s and the object function we wish to recover, f͑r ជ͒, through their Fourier transforms. This is a statement of the FDPT: Under the Born approximation, the 1D FT of the scattered field u s is simply related to the 2D FT of f͑r ជ͒ measured along a semicircle of radius 0 . Equally spaced measurements along = ᐉ ultimately correspond to unequally spaced measurements of M͑ , ͒, since the mea-(a) i n c i d e n t p l a n e w a v e Fig. 1 [6] . In practice the Fourier data are sampled at finite intervals, and we therefore adopt a discrete notation that we follow in the remainder of the paper. Discrete Fourier data samples are denoted
where the k and l subscripts indicate Fourier space values. Similarly, the reconstructed image of underlying object f͑r ជ͒ is in a discrete form, which is denoted as f ជ with elements f i,j , where the i and j subscripts indicate pixel values in the discrete image array. We take Eq. (4), which describes the discrete, unequally spaced measurements of M͑ k , l ͒ along semicircular arc AOB, as our data model in the analysis below.
B. Image Reconstruction through TV Minimization
Methods have been investigated for reconstructing images in situations where the measured data are not theoretically sufficient to exactly reconstruct the image of an interrogated object. We focus here on methods that seek to minimize the ᐉ 1 -norm of some sparse representation of the discrete trial image (e.g., [15] 
The objective function to be minimized is the ᐉ 1 -norm of the GMI, also known as the total variation (TV) of the reconstructed image:
where i and j denote row and column indices. Minimizing the TV forms the foundation of our iterative method for image reconstruction from sparse data samples. This algorithm seeks to minimize the TV of the reconstructed image subject to the constraint that the FT of this image match the known FT data samples to within a specified ᐉ 2 distance [9, 16] .
Here we seek to reconstruct the discrete image f ជ of the continuous object function f͑r ជ͒, such that ʈf ជ ʈ TV is minimized while the discrete FT (DFT) of the reconstructed f ជ matches the discretely measured object data-which is simply denoted as g ជ with elements ͕g k,l ͖-to within a given threshold. For simplicity we assume an absorberless object, meaning f ជ is real. Additionally we assume indices of refraction n͑r ជ͒ Ն 1, a standard assumption in ultrasound. This corresponds to object function values f͑r ជ͒ Ն 0. A detailed mathematical motivation for the TVminimization algorithm and its optimization, characterizing it as a second-order cone problem that can be framed as the solution to a variational inequality, can be found in [17] . In short, the algorithm can be interpreted as an optimization problem which can be expressed, for the discrete data considered here, as f ជ * = argminʈ f ជ ʈ TV such that:
where f ជ * denotes a solution and DFT is the discrete Fourier transform operator. The DFT operator yields the data estimates from the estimated image f ជ for comparison with the relevant Fourier data samples g ជ. The inequality in the data constraint accounts for data inconsistency, and ⑀ is a parameter that can be chosen, for example, according to the level of noise within the data and the total amount of Fourier data available. It represents the maximum allowable ᐉ 2 distance between the estimated and actual data. A solution to Eq. (7) is obtained by iteratively alternating two steps: The data consistency step, which enforces the three constraints in Eq. (7), and the gradient descent step, which reduces the TV of the trial reconstructed image. These steps are described in more detail below.
C. Algorithm
In the implementation of the TV-minimization algorithm, which has been applied successfully to the reconstruction problem in cone-beam CT [17] , the gradient descent step distance is made to alternately overtake and fall behind the data consistency step distance. These distances are defined as the changes induced in the estimated image by the gradient descent and data consistency steps, respectively. Distances are calculated as the square root of the sum of differences between all pixels squared, before and after the relevant step. This process allows the data residual to gradually approach the maximum allowed ᐉ 2 distance ⑀ while reducing the TV of the reconstructed image.
In fan-beam and cone-beam CT implementations, the algebraic reconstruction technique (ART) is used to project the current discrete estimate of the object f ជ onto hyperplanes in the allowed solution space consistent with the measured data. This step, also known as projection onto convex sets (POCS), enforces consistency with the data. The POCS step distance is gradually reduced by scaling it with a steadily decreasing parameter ␤ Յ 1; this limits the overall number of iterations and improves algorithm performance [17] . ART is used to enforce data consistency instead of the FT inversion method because divergent-beam CT has no central slice theorem to bring the projection data into the image's Fourier space [9, 10, 17] . The FDPT, however, does bring the projection data into the Fourier space of the DT images, albeit along semicircles rather than straight lines. We therefore use the FT inversion technique for our data consistency step but with several key modifications to improve efficiency and better emulate acquisition of DT data. The data consistency step consists of five substeps [9] : FT of the trial reconstructed image, copying of the measured samples into the estimated data to enforce data consistency, inverse FT to return to the reconstructed image space, enforcement of the condition that the reconstructed image must be real, and enforcement of the positivity condition. These five substeps enforce the constraints of Eq. (7), and together compose one POCS step in the terminology of [10] and [17] . For clarity we refer to it instead as the data-consistency step, but note that it includes enforcement of the positivity and real data conditions in addition to data consistency.
According to the FDPT, the data space in DT consists of discrete measurements of the FT of the object function along semicircular trajectories whose radii are determined by the frequency 0 of the illuminating radiation [Eq. (3)]. However, Fourier inversion is most efficient when performed on a Cartesian grid, since fast Fourier transform (FFT) methods can then be used. We address the issue of interpolating data samples from semicircular trajectories onto a Cartesian grid by zero-padding the estimated image by, e.g., a factor of seven. The trial data in the algorithm therefore lie on a 2D Cartesian grid with 49 times as many elements as the final reconstructed image. We compensate for the increased number of unknowns by relaxing values outside the central image array after the inverse DFT; this is done with multiplication by a factor ͑1−␤͒, where ␤ is the same steadily decreasing parameter [17] . This parameter is also used in the data copy step; instead of directly copying the measured data into the estimated data, we copy in the quantity ͑1−␤͒g k,l + ␤g k,l 0 , where g k,l is the current estimated data in each step, and g k,l 0 is the measured data.
We then set any imaginary part of an image pixel to zero and enforce positivity by substituting zeros in pixels with negative values. We can then calculate the data consistency step distance by measuring the difference between the images before and after the data consistency step. Relaxation via the parameter ␤ forces the data consistency step distance to decrease with increasing iterations. We find that this relaxation allows the algorithm to reach a solution rapidly.
The gradient descent step is performed following the cone-beam CT treatment [17] . We calculate the derivative of the image TV with respect to each pixel, ‫ץ‬ʈf ជ ʈ TV / ‫ץ‬f i,j , and return it as an image. This image is then normalized, and a fraction of it is subtracted from the trial image to reduce TV. The gradient descent step distance is then calculated. The fraction subtracted is adaptively controlled so that the magnitude of the gradient descent step distance is comparable to the magnitude of the data consistency step distance, although they can act in different directions.
As described above, the data consistency step distance must decrease as the algorithm proceeds because ␤ is progressively reduced. To achieve efficient algorithm performance, the fraction to be subtracted in the gradient descent step is reduced only when two conditions are met simultaneously: The gradient descent step distance is greater than some predetermined fraction of the data consistency step distance, and the data residual, defined as the difference between the measured and estimated data, is greater than ⑀ from Eq. (7). The gradient descent step distance therefore alternately overtakes and falls behind the data consistency step distance, allowing the data residual to cross back and forth over the maximum allowed distance ⑀ while reducing the TV of the reconstructed image.
NUMERICAL STUDIES
We have performed numerical studies to demonstrate and validate the TV algorithm. The true object in these studies, unless otherwise specified, is taken to be the SheppLogan phantom discretized on a 128ϫ 128 pixel grid. This phantom is shown in panel (a) of The Shepp-Logan phantom itself is clearly not sparse. Its GMI, however, is sparse with only 1085 nonzero pixels, as illustrated in Fig. 3 . This is only ϳ13% of the 8168 nonzero pixels of the discretized Shepp-Logan itself, and ϳ7% of the total number of pixels.
The DT data g k,l are generated by padding the phantom with zeros to a size of 896ϫ 896, then taking the discrete FT numerically to generate high-resolution data in Fourier space. These high-resolution data are then sampled discretely along semicircular trajectories. Nearest-neighbor interpolation is used to place the discrete data points on the semicircular sampling pattern. An analytic expression for the FT of a superposition of el- lipses exists, and algorithm performance for analytically generated data is examined in Subsection 3.D.
In the analysis below we evaluate algorithm performance by varying three scan parameters: Number of views, number of samples per view, and angular range scanned. We apply the TV-minimization algorithm to both noiseless and noisy data, and also perform image reconstructions using the FBPP algorithm for comparison. In Subsection 3.A we fix the number of samples per view at 256 and use an angular range of a full 360°. The number of views is then varied (consequently varying the total amount of data), and image reconstruction is evaluated for several scenarios. This is done with both noiseless and noisy data, and FBPP is also used for comparison.
In Subsection 3.B the number of samples is again fixed at 256. The scan angle is varied and the number of views varies accordingly to maintain the same approximate density of views. Again, both noiseless and noisy data are used for the reconstruction, and FBPP is also used for comparison. In Subsection 3.C, all three scan parameters are varied to obtain accurate reconstructions from as little total data as possible using the TV-minimization algorithm. FBPP is also used for comparison.
A. Reconstruction from Few-View Data
Here we examine algorithm performance in the case of few-view data. The number of samples acquired by the receiving transducer is set to 256 for each view. The algorithm is then applied to image reconstruction for decreasing numbers of views. We emphasize that all examples presented in this subsection are for scans covering a full 360°.
The best possible algorithm performance can be assessed by considering image reconstruction from data with no added noise. To do so we use the sampling function shown in panel (a) of Fig. 4 , which corresponds to 17 views and approximately 3900 unique data samples. In Fig. 5(a) , we show the image reconstructed from the noiseless data by use of the TV-minimization algorithm; reconstruction from the FBPP algorithm is shown in TV-minimization algorithm applied to few-view data is numerically exact when no noise is present.
On the other hand, although the FBPP algorithm can also yield visually reasonable reconstructions, its results are poorer than the reconstruction with the TVminimization algorithm. In fact the FBPP reconstructed image has RMS of 0.06, a substantial fraction of the image amplitude.
While the evaluation described above is useful in assessing the best possible performance of the algorithm, data are inherently noisy, and the algorithm must be assessed in the presence of noise. We have therefore added Gaussian noise with zero mean and standard deviation equal to 0.05% of the magnitude of the central Fourier component to every data point in the finely sampled Fourier space. The reconstruction algorithm then proceeds as before.
In each row of Fig. 6 we show the reconstructed image (left), vertical profile (center, solid curve), and horizontal profile (right, solid curve) reconstructed with the TVminimization algorithm from noisy data acquired at (a) 129, (b) 33, and (c) 17 views, evenly spaced over 360°. In these studies, 256 samples per view are considered unless otherwise specified. The dotted curves in Fig. 6 correspond to the image profiles obtained by simple inverse FT of the full noisy Fourier dataset, and are included for comparison.
The reconstructions from noisy data are not exact, but object features are still well recovered by the TVminimization algorithm. The accuracy of the reconstructions is seen to deteriorate with the number of views. The total number of unique data samples is 27,000 for 129 views (3.3% of the available data), 7500 for 33 views (0.9% of the available data), and 3900 for 17 views (0.5% of the available data).
Closer inspection of the 129-view case shows that recovery of larger scale features, best demonstrated by the horizontal profile, is nearly exact and is much smoother than the underlying profile generated from inverse FFT of the full noisy Fourier dataset (dotted curves). This demonstrates the ability of the TV-minimization algorithm to reduce reconstruction artifacts. The smoother profile has lower TV; in fact the RMS noise level of the image reconstructed using the TV-minimization algorithm is 3 ϫ 10 −4 , compared to an RMS noise level of 7 ϫ 10 −3 in the image reconstructed by inverse FT of the full noisy dataset. Object features are still recovered, however, because of the requirement that the estimated data match the measured data.
Smaller scale features, best demonstrated by the vertical profile, are also well recovered by the algorithm, although the profile shows that they are slightly oversmoothed in the 129-view case. This is likely due to our choice of ⑀ in Eq. (7); a smaller ⑀ would enforce stronger consistency with the data and less smoothing, although it generally leads to small-scale speckle artifacts that may be undesirable depending on the application. The choice of ⑀ is therefore specific to the application, and in practice one could optimize a system by calculating the distance between a phantom object and its reconstruction for many choices of ⑀, choosing that which gave the least distance for a given system design and typical noise level. Such an analysis is beyond the scope of this paper, but is worthy of further investigation.
We are most interested in the case of very few views, better illustrated by the 33-view and 17-view reconstructions. Here the RMS noise of the reconstructed images is higher (7 ϫ 10 −3 and 8 ϫ 10 −3 , respectively), owing to the much smaller amount of data available. However, all major features of the object are still recovered with no significant artifacts.
FBPP reconstructions for the same noise level considered above are shown in Fig. 7 for (a) 129, (b) 33, and (c) 17 views. Clearly the reconstructed images have a much higher level of artifacts with FBPP; in fact these reconstructions have RMS of 0.05, 0.1, and 0.2, an order of magnitude or more greater than the reconstructions with the TV-minimization algorithm. This demonstrates the substantial improvement in reconstructed image quality possible with the TV-minimization algorithm.
B. Reconstruction from Limited-Angle Scans
As seen in panel (a) of Fig. 4 , there is some redundancy in the sampling for a 360°scan, particularly near the center of the data space where many of the semicircles overlap. This redundancy can be used to perform image reconstruction from limited-angle data. It has been shown that exact image reconstruction is possible with the FBPP algorithm using a scan that covers 3 / 2 radians [14] . However, the ability of the TV-minimization algorithm to handle few-view data may allow accurate reconstruction over an even smaller angular range.
We have added Gaussian noise to the data at the same level as in Subsection 3.A, and performed reconstructions for limited angle scans covering 270°, 180°, and 120°with 25 views, 17 views, and 11 views, respectively. This maintains an approximately constant view density consistent with the 33-view, 360°scan of Subsection 3.A. The sampling function for 17 views over 180°is shown in Fig. 4(b) . Fig. 6 for (a) 129, (b) 33, and (c) 17 views.
In each row of Fig. 8 we show the image reconstructed using the TV-minimization algorithm (left), corresponding horizontal profile (center, solid curve), and the FBPP reconstruction for the same number of views from noisy data acquired for (a) 25 views over 270°, (b) 17 views over 180°, and (c) 11 views over 120°. For comparison, we again display the corresponding profiles obtained from inverse FT of the full noisy Fourier dataset as dotted curves in the center panels.
Comparison of Figs. 8 and 6 shows that reducing the scan angle to as little as 180°does not substantially affect the quality of the reconstruction, but has the great benefit of reducing the required scan time by as much as a factor of 2. However, for scan angles smaller than ϳ180°there is insufficient coverage in Fourier space to reconstruct the full object. Inspection of the FBPP reconstructed images in Fig. 6 shows that, as with the few-view case in Subsection 3.A, these images have a higher level of artifacts than the corresponding TV-minimization algorithm reconstructions, making small-scale structures difficult to distinguish.
C. Reconstruction from Highly Sparse Data
We have also performed tests using a series of different scan configurations, trading off between decreasing the number of views and increasing the number of samples per view, in an effort to demonstrate accurate image reconstruction from extremely sparse data. Results of some typical cases are shown in Fig. 9. In rows (a) and (b) of Fig. 9 we show the image reconstructed with the TVminimization algorithm (left), the corresponding horizontal profile (center, solid curve), and the FBPP reconstruction (right) for the same number of views for noisy data acquired at (a) 30 views with 125 samples per view and (b) 20 views with 175 samples per view, evenly spaced over 360°. We use the same noise level as in Subsection 3.A. We also display the corresponding profiles obtained from inverse FT of the full noisy Fourier dataset in the center panels (dotted curves). The total number of unique samples used for (a) and (b) is 3300 and 3100, respectively.
Row (c) of Fig. 9 shows the image reconstructed with the TV-minimization algorithm (left), the corresponding horizontal profile (center, solid curve) and the FBPP reconstruction (right) for 15 views and 175 samples per view over 180°for the same noise level used above. The corresponding profile from the inverse FT of the full noisy Fourier dataset is also shown for comparison in the middle panel (dotted curves). The tradeoff between samples and views for such sparse data has limitations. For instance using 60 or more views entails using 75 or fewer samples to get approximately 3000 samples for the reconstruction. However, sampling becomes too sparse at large radii in the Fourier plane, leading to a high level of artifacts even when noiseless data are used. Similarly, using fewer than 20 views leads to undersampling of the 
D. Additional Tests
Here we summarize several additional tests in our analysis. We first test the algorithm on an additional phantom to ensure that the Shepp-Logan does not have fortuitous properties to which the algorithm is uniquely suited. The main requirement of the algorithm is simply that the underlying object function have a reasonably sparse GMI, and this is satisfied by the random superposition of ellipses shown in Fig. 10(a) . In Fig. 10(b) , we show results of reconstruction using 30 views and 125 samples per view, corresponding to the minimum data scan of Subsection 3.C. The reconstruction is virtually exact using the TV-minimization algorithm.
We also note that the same noise model was used throughout our analysis, with Gaussian noise added to the underlying Fourier data in the same way each time. The robustness of the algorithm to noise can be tested by varying the noise properties of the data; for instance, we change the seed in the random noise generator to obtain a different noise realization and show the resulting reconstruction from 30 views, 125 samples in Fig. 11(a) . Comparison of this panel with the top row of Fig. 9 demonstrates that the quality of the reconstructed image is not strongly sensitive to the detailed distribution of data noise.
Finally, as previously noted the simulated data used in this analysis are generated by padding the phantom with zeros, then taking the numerical discrete FT to generate high-resolution data in Fourier space. In practice, however, one samples the true Fourier transform of the data, not this discrete approximation. We therefore repeat the analysis for the case of 30 views, 125 samples by generating data samples with the analytic Fourier transform of a superposition of ellipses [6] . The resulting analytic data must be filtered to avoid ringing artifacts associated with the sharp sampling cutoff in Fourier space; we use a modified Hanning filter for this purpose.
The resulting reconstruction is shown in Fig. 11(b) . Features of the object are slightly smoothed relative to the discrete reconstructions because the filtering attenu- ates data at the highest frequencies in Fourier space. However, object features are still recovered with few artifacts and a low noise level, particularly compared to FBPP. A detailed analysis with analytic data and finer tuning of the data filter are beyond the scope of this paper.
DISCUSSION AND CONCLUSION
We have developed and applied an algorithm based on minimization of the reconstructed image TV for accurate image reconstruction in DT. The algorithm is effective for a range of few-view and limited-angle situations, with quality of the reconstructed images superior to that of the FBPP algorithm, particularly for very sparse data sampling. The few-view and limited-angle cases are of practical significance, as reducing the number of views along with the total scan angle can greatly reduce required scan times. Furthermore, the TV-minimization algorithm should be broadly applicable as it requires only that the underlying object function have a sparse GMI. This is a reasonable assumption for many medical applications in particular, as medical images are often relatively uniform over most regions, such as organs, with rapid variation confined to regions of overlap. The presence of noise means that GMI sparseness will hold only approximately, and that some level of inconsistency will always be present in the data. However, the algorithm has been shown to be reasonably robust to the effects of noise. Future studies include an extension of our analysis to 3D imaging, as both the Fourier transform and gradient descent are well-defined in 3D. Additional evaluation of the algorithm in 2D and comparison with additional DT reconstruction algorithms is clearly worthwhile, but is beyond the scope of this paper. 
