Models for the risk business of an insurance company are often constructed by weighting pure Poisson models. In this paper it is verified that it is possible to calculate the probability of ruirL in such weighted models by weighting ruin probabilities of pure Poisson models.
I. INTRODUCTION
In this paper we are going to study a model for the risk business of an irLsurance company where the claims are located according to a stochastic process {N(t); o ~ t < oo} subordinated to the Poisson process with a directing process {A(t); o ~ t < o~}. This terminology follows Feller [3] . The directing process A(t) will be a real-valued and non-decreasing process such that P(A(o) ----o) = I. We will later assume that A(t) has stationary, and independent increments. Let {M(t); o .~ t < ~} be a Poisson process with intensity I, i.e.
t ~ P(M(t) = k) ~-~/ e-t, k = o, I, 2 .....

The process N(t) is then defined by N(t) = M(A(t)).
For each claim the company has to pay a certain amount counted with its proper sign. As usually in the theory of risk these amounts are assumed to be described by a sequence {Xn}~ of independent random variables, each having the distribution function V(x). These variables are further assumed to be independent of the process N (t).
The stochastic process
will thus serve as a model for the total amount of claims paid by the company up to time t. Looking a bit more formally upon this definition we let the stochastic vector process {(A(t), M(s), X~); 0 < t, s < ~, k : : I, 2 .... ) be defined on (~, ~, II~) where ~ is a sample space, the a-algebra of subsets of ~ generated by the process and II~ a probability measure on 3L Let further ~, ~, ~ and ~ be the suba-algebras of ~ generated by {A(t); 0 < t < o0}, {M(t); 0 ~ t < o0} {Xk; k : I, 2 .... } and {(A(t), M(s)); 0 < t, s < o0} respectively and H~, IH~, II~ and II~ the corresponding marginal measures.
For every Leg, M,~ and Vs~ we have II~(
because of the independence assumptions.
We will always consider only the separable version of the processes and further all measures will be assumed to be complete.
Let ~o and 3~o be the a-algebras generated by the above defined processes {N(t); o ~ t < oo} and {X(t); o < t < oo} respectively. Let S be a countable but dense set in Eo, oo). Because of the separability assumption {N(t) = k}=sv{U(s ) ~-k, A(t) = s}. Thus ~oC~. In the same way it is shown that ~oC~.
THE CASE OF A DIRECTING PROCESS WITH STATIONARY AND INDEPENDENT INCREMENTS
It is shown in Feller I3~ that for every non-decreasing process A(t) with stationary and independent increments (s.i.i. process) The behaviour of the sample functions of non-decreasing s.i.i. processes is investigated by Walldin I5].
Since M(t) is a s.i.i, process it follows from Feller [3] that also N(t) is a s.i.i, process. 
F(~t)
By direct calculations we get
From the theorem it follows that 0C c~--fork~ 1,2 .....
k(~ + ~)*
Now the probability of ruin may be calculated in the following manner. Assume that E A(t) -~ t which implies that E N(t) = I and that vl = E Xk exists. The probability of ruin +(yo) is then the probability that yo + (v~ + ×) t --X(t) falls below zero at any time t ~ o where yo is the initial value of the risk reserve and × the safety loading E21.
The bunches of claims will occur according to a Poisson process with intensity c and the amounts to be paid for each bunch will form a sequence of independent random variables each having the distribution function The sequence {c~(co)}~=l is thus a sequence of D-measurable functions. From the theorem of Kolmogorov and from the theorem in section 2 it follows that the restriction III~3~to of II~ to 3o may be expressed in terms of the sequence {ck(oo)} k:l.
Assume that E A(t) = t. Define the D-measurable functions 
t~3(yo) = E (I (co) [~3)
+a3(yo) is ~3-measurable and qb(yo) is given by
+(yo) = J" +~(yo) a rid
Remark
If A(t) = X. t where X is a P-distributed random variable N(t)
is a Polya-process. In Segerdahl E4~ the ruin probability is calculated by a weighting procedure. If ~(dx, o~) = o almost surely with respect to II~ and if X(o~) = b(o~) our result reduces to the result due to Segerdahl. 
