A power curve conventionally represents the relationship between hub height wind speed and wind turbine power output. Power curves facilitate the prediction of power production at a site and are also useful in identifying the significant changes in turbine performance which can be vital for condition monitoring. However, their accuracy is significantly influenced by changes in air density, mainly when the turbine is operating below rated power. A Gaussian Process (GP) is a non-parametric machine learning approach useful for power curve fitting. Critical analysis of temperature correction is essential for improving the accuracy of wind turbine power curves. The conventional approach is to correct the data for air density before it is binned to provide a power curve, as described in the IEC standard.
Introduction
Wind turbine (WT) power curves are essential for assessing whether individual turbines meet the performance expectations described by original equipment manufacturers (OEMs). They are also central to energy yield estimation. More recently power curves have been seen to have the potential for wind turbine condition monitoring, see for example [1, 2] . X. Jia et al. [3] have proposed a performance assessment algorithm based on a similarity metric for the machine performance curve in which the health of the WT is validated by performing principal component analysis of the quasi-linear region of the power curve. With the help of a power curve, performance deterioration associated with faults on an individual wind turbine can be identified, see [4, 5] .
Various parametric and non-parametric approaches, [6, 7] , have been used for power curve modeling in the past; the results indicate that in general nonparametric models perform better than parametric models. For example, the author of [8] argued that a non-parametric model is suitable for dealing with large datasets and that it can incorporate the effects of different parameters other than wind speed on power curves more easily than parametric models. The work presented in [2] claims that power curve modeling using an artificial neural network (ANN) gives better accuracy than a parametric model, whilst [9] concludes that cluster center fuzzy logic modeling can give an RMSE (root mean square error) value that is much lower than for a least squares fitted polynomial (i.e., parametric) model. Despite this, the author of [6] identifies that a modified hyperbolic tangent (MHTan) model with backtracking search algorithm (BSA) gives an enhanced parametric model for power curve modeling that yields better accuracy than a fuzzy model. Advanced algorithms like the Genetic algorithm (GA) and particle swarm optimization are popular for fitting parametric models, while neural networks, k nearest neighbor clustering (kNN), fuzzy c-mean clustering and machine learning processes, such as Gaussian Processes, are now finding application for nonparametric approaches to engineering problems, as summarized in [8, 10] .
Power generation from a wind turbine operating below rated power is in theory proportional to air density. Air density is straightforwardly calculated from the measurement of ambient air temperature and pressure. The IEC standard (61400-12-1), [11] , references the power curve, known as the standard power curve, to a given standard reference air density. Wind turbine manufacturers supply these standard power curves, and these provide the commercial basis of sales contracts. Accurate wind power forecasting requires accurate power curves and ensures low wind curtailment and underpins efficient wind project planning for construction and operation. While constructing a forecasting model, particular attention should be paid to the uncertainty associated with the forecasts. For example, the author of [12] proposed a nonparametric system to forecast wind speed uncertainty based on recurrence analysis techniques. Based on chaos theory, this approach models the inherent dynamic characteristics of wind speed which assists in exploring the modeling of uncertainty. Also, the same authors, [12] , constructed a frequency domain model to represent uncertainty and results show that this is a more effective and robust than the benchmark models.
Energy produced by a wind turbine operating below rated power is stochastic, reflecting the nature of wind, and hence accurate estimation of any change in conditions is necessary, [13] . Particular attention should be paid to the air density since it significantly affects wind power generation and its accuracy. For example, the BARANI company, [14] , concludes that weather influences air density significantly and air density can impact wind energy income generation by up to 10%. Unless compensated for, air density changes will add considerable uncertainty to estimates of long-term energy yield from wind turbines. Air density depends on the specific wind farm location and most notably on site elevation and ambient temperature, as demonstrated by [15] . Zahariea and Husaru, [16] , confirmed that air density correction (via temperature and pressure) should be implemented when undertaking wind resource assessment and for estimating the performance curve of a wind turbine. The author of [17] has shown that assuming air density to be constant reduces the accuracy of power generation estimates, and so it is advisable to select air density based on the actual wind farm on-site conditions. Here authors used two wind generators of rated values of 7.5 kW (small-scale) and 850 kW (medium-scale) to analyze the impact of air density on wind generator efficiency. Jung and Kwon, [18] , proposed an artificial neural network (ANN) based on error functions to estimate the annual energy production of WTs and results confirmed its accuracy is much better than for conventional ANNs. The authors of [18] utilized three conventional ANN models based on input selections, and these are: a) ANN1 :
just wind speed at the reference site used as input; b) ANN2: both wind speeds and directions used as inputs at the reference sites and c) ANN3: used both parameters of ANN2 however in different ways (rather than using the speed and angle, it used x-and y-components of the wind velocity vector). In Ref. [18] , authors proposed two ANN models; ANN4 and ANN5 in which the inverse of the frequency of the wind speed and power performance curve were used respectively. Both proposed models used the different types of the parameter to calculate the weight applied to each set of training data ( ). In contrast, the authors of [18] did exclude air density variations from their proposed models and argued that its impact in contrast with wind speed variation was limited since energy production is proportional to air density but to the cube of the wind speed. This may be true, but does not support the exclusion of air density from energy yield modelling. Hau, [19] , has highlighted that the difference between air densities recorded at sites with a difference in height of hundreds of meters can be such to significantly influence the power performance of a turbine, and thus should not be ignored. Chi Yan and Cristina L. Archer, [20] , carried out an investigation on the effect of compressibility on the performance or large horizontal-axis wind turbines (HAWTs). As part of this study, authors found that treating air density as constant caused a direct change in power estimation. The work showed that relating compressibility to changing air density slightly degraded the turbine efficiency, confirming the relationship between air density and turbine performance. Liu and Liu, [21] , found a significant deviation from standard air density in inland regions of China that are located at a substantial height above sea level; this is further confirm the importance of air density in estimating the power output of a turbine.
A powerful and compelling curve fitting procedure known as a Gaussian Processes (GP) is a very general stochastic non-linear model. Due to improvements in desktop computing these models are now widely available and feasible for wind turbine power curve fitting. GP power curve fitting comes with intrinsic confidence intervals (that reflect the standard deviation of the model), and this has proved valuable for uncertainty assessment and fault detection analysis, [22] . GPs are also useful in estimating the power load probability density; for example, in [23] a Gaussian Process model based on quantile regression has been used for short-term probabilistic load forecasting which is useful in application areas like grid management and power dispatching. Accurate wind power estimation is vital for the safe and cost-effective use of wind energy, and here GPs have also started to find application; for example, [24] , where a GP and a numerical weather prediction (NWP) model were used for power forecasting and found to give 9% to 14% improvement in forecasting accuracy over an artificial neural network model. Network integration costs associated with wind power can be significant but substantially reduced by accurate forecasting, and a practical GP application to this is demonstrated in [25] .
Following the IEC Standard, wind turbine power curves are calculated using a data reduction technique known as binning. Air density correction is carried out before binning. However, binning is not necessarily the most effective way to generate a power curve from wind speed and wind turbine power data. As discussed above, many approaches have been proposed that include air density in parametric and non-parametric curve fitting approaches; further examples are [26] and [27] . In Ref. [28] , a comparative analysis of a binned power curve and fitted GP power curve has been undertaken for the section of the power curve where the data variation is highest, i.e., on the rising section of the power curve. By comparing a binned power curve with the Gaussian Process power curve, it is found that the latter is more accurate over this portion of the power curve. According to the IEC standard, as mentioned above, air density correction is required prior to binning. However, there is uncertainty as to whether this approach will also give the most accurate results when using a GP for curve fitting. An important observation regarding air density correction was found in [29] , where two different windfarm datasets were used in a GP model.
For one of these data sets, the model accuracy marginally improved by avoiding the standard air density pre-correction. In the present work, data sets with significant air density variations have been explored to confirm the tentative conclusions of [29] . A suitable air density approach selection for GP models not only can improve the power curve fitting but is important for constructing robust GP power curve models for anomaly detection.
Improving yields from wind farms is vital to operators, and consequently, the need for accurate power curve modeling is increasing. As described above, power performance is affected by air density, and thus appropriate investigation needs to be undertaken to assess the various conceivable air density compensation approaches and their effect on GP power curve modeling.
In this paper different kinds of air density compensation approaches are explored (including the IEC standard approach) within a GP model and their impact on power curve accuracy is assessed.
This will lead to an improved air density compensation approach that will prove valuable for the construction of a robust GP algorithm for anomaly detection and other purposes. This the motivation for the work presented here.
To make a definitive assessment, datasets from turbines located in extremely low and hightemperature regions will be used. Since temperature is the most noteworthy factor influencing air density, these datasets have air density values that are very far from the IEC standard air density, and this is key to understanding its role in GP power curve models. As mentioned above, reference [29] hinted that the standard approach to air density correction might not be optimal. The fundamental role this paper is to demonstrate this definitively for the first time and highlight the preferred approach. It is considered that this has significant implications for all applications of wind turbine power curves and specifically their utilization in wind turbine condition monitoring.
The outline of this paper is as follows: Section 1 is the introduction. Section 2 describes the different types of air density compensation schemes. Section 3 describes SCADA data sets and its pre-processing. Section 4 proposes a Gaussian Process model for wind turbine power curve modelling and the inclusion of air density. Section 5 describes the comparative analysis of GP models with different air density compensation approaches using performance error metrics; and Section 6 concludes the paper with an outline of intended future work.
Air density compensation approaches
The IEC standard acknowledges that pressure, temperature, and humidity at the wind farm site affects the air density and so power generation. Of these parameters, temperature has the greatest impact of on air density and compensating for it has resulted in improved power curves. In this research, the impact of temperature and the different ways to compensate for it are assessed with a view to reducing the prediction error and improving GP model fitting accuracy; especially in dealing with the uncertainty of the model.
The power produced by the turbine relies upon the weather due to associated air density variations.
For a given wind speed, a turbine can produce notably more power in cold weather (due to higher air density) as compared to summer. Highlighting that correct air density adjustment is key to accurate power measurement and forecasting. In power curve analysis, a standard value for air density is used to reflect a typical average air temperature adjusted to sea level.
Following the IEC standard (61400-12-1), air density correction needs to applied to a pitch regulated wind turbine in which a corrected wind speed is calculated using equations (1) and (2) 
and,
where, and are the corrected and measured wind speed in m/sec and the corrected air density is calculated by equation (2) where B is atmospheric pressure in mbar, and T the temperature in Kelvin in which 10-minute average values obtained from SCADA data are used. The corrected wind speed ( ) from equation (3) is then used to calculate the power curve, normally by binning.
IEC standards suggest two methods for air density correction can be applied to the power curve depending upon the power control system (i.e., pitch or stall regulated). SCADA datasets used in this paper are from pitch regulated wind turbines (WTs). Hence power output is obtained by correcting wind speed as described above.
The air density is related to temperature by the gas law ρ =
; where p is absolute atmospheric pressure, R the gas constant and T is the environmental temperature in Kelvin. The pressure p changes with altitude and can thus vary noticeably according to the location of the wind turbine. The environmental temperature significantly affects the air density and hence power capture of a turbine. Because of the significant influence of temperature on air density, air density correction is sometimes referred as temperature correction.
In this paper, four different approaches have been used to compensate (or not) for air density effects when using a GP rather than binning to identify the power curve. These are: a) no pre-RAVI PANDIT ET AL.
correction and air density not included in the GP model b) no pre-correction but with air density included within the GP model c) pre-correction applied but without air density in the GP model, and finally d) with pre-correction and air density included with GP model. These four approaches are assessed for their impact on the accuracy of the GP power curve model through the confidence limits associated with the fit.
Flow chart 1 summarizes the proposed research methodology in which extreme SCADA datasets of WTs are first filtered and then used to train the GP models. While doing so, four different proposed air density compensation approaches are incorporated into the GP models in order to analyze their impact on GP model accuracy and uncertainty. Confidence intervals, performance error metrics and calculated residuals are used to assess the impact of these four air density compensation schemes on the GP models.
Flow chart 1: Flow chart of air density compensation approaches and Gaussian Process models
The application of real operational data from wind turbines is a powerful technique for demonstrating the effectiveness of the GP algorithms. Continuous health monitoring can be undertaken efficiently using SCADA data which provides valuable information in regards to load history and operations of individual wind turbines and provides an efficient and cost-effective way to monitor wind turbines for early warning of failures and related performance issues. All the SCADA data used in this paper comprises 10-minute averages with maximum, minimum, standard deviation and an entire month of operational data from two sites used in this study.
According to the IEC standard (61400-12-1) guidelines, the air density correction shall be applied when the site density differs from the standard value (1. Table 1 : Description of selected monthly SCADA datasets from A and B.
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Due to sensor failure and data collection faults SCADA data is not without errors. Such errors will affect power curves and should as far as possible be systematically removed at the outset.
Following [30] , data are preprocessed according to criteria like timestamp mismatches, out of range values, negative power values, and turbine power curtailment to remove misleading data. Table 1 Note that this data has not in any way been adjusted to reflect air temperature. As already mentioned, the mean absolute value of the air density for each of the WT has been calculated ( Table 1 ). The differences between the months can be useful in understanding the analysis of power curve fitting dealt with later in the paper. 
Gaussian Process power curve modeling and inclusion of air density
A Gaussian Process (GP) is a nonparametric machine learning algorithm based on a collection of random variables with a joint Gaussian distribution. Using a finite number of measured data points, the role of multivariate Gaussian distribution is to govern and or control the manipulation of the GP models. A GP is mathematically defined by its mean function and covariance functions (or kernel) as given in equation (3),
where µ is the mean function and ∑ is the covariance function; it has an associated probability density function:
where |∑| is defined as a determinant of ∑, is the dimension of random input vector , and µ is mean vector of . The term under the exponential, i.e. is of size × , where is the number of input parameters considered, and it must be symmetric and positive semidefinite i.e. ∑ = ∑ . For this study, = 2 with accommodating wind speed and air density values incorporated in order to facilitate analysis the effect of air density on predicted power curves.
The covariance function characterizes correlations between different points, i.e., measures the similarity between these points, and is chosen such that it reflects the prior beliefs about the function to be learned and hence considered to be crucial to the performance of GP models. The choice of kernel functions explains both the space of functions that can be generated by the GP and a probability measure on that space. There are various available covariance functions described in [31] , and selection is based on given problems and the nature of the datasets. The squared exponential covariance function ( ) is commonly applied which for any finite collection of inputs { 1, 2, … . . , } is defined as:
This squared exponential covariance function will be used in this paper. SCADA data from the wind turbine comes with measurement errors, so it is desirable to add a noise term to the covariance function to improve the accuracy of the GP model. Hence equation (5) is modified to be:
where 2 and are known as the hyper-parameters. In GP models, the mean function is set to zero by appropriate renormalizing of the variable x. GP models are characterized by the hyperparameters that determine the covariance function; these input and targets value which is modelled as:
The above equation is theoretically used to define the underlying function of the data modeled
where are values from the training datasets and is Gaussian white noise of variance 2 such that, = (0, 2 ). And the prior to y becomes:
The prior distribution is useful in providing essential information about the uncertain parameters.
This prior distribution with the probability distribution of future data is used to develop the posterior distribution which is helpful for inference and in any decisions involving uncertain parameters. To estimate the output f, for a new input * , the distribution can be written as : Using the filtered SCADA datasets (of Figures 2 and 4) , power curves have been constructed using GP models described above (realized in MATLAB) for the different approaches to air density correction, and the results are illustrated in Figures 5 and 6 . As already described in section 3, the data for wind turbine B has limited scatter (see Figure 4 ) and results in a smooth GP power curve, see Figure 5 . In contrast, SCADA data for wind turbine A is more scattered (due to extremely low temperatures) and also has fewer data points at the rising section of the power curve. This issue along with cubic inversion problem (described in next section) affects the GP model fitting accuracy and increases the computation cost, so striking a balance between the number of data points used and computation cost is critical for effective GP modeling. For these reasons, the data sets will be restricted to a wind speed range of 8 to 14 m/s, as outlined below. For a wind speed range of 8 to 14 m/s, the two data sets have almost same number of data points. GPs work well with data sets of limited size; this is because the process involves inverting a matrix of dimension equal to the number of data points. SCADA information is gathered at 10-minute intervals over extended timeframes, so this can be an issue. The posterior conditional distribution for a given observation mathematically is defined in [32] , and there is a covariance matrix component, as
given by equation (13), associated with the inverse matrix operation which leads to the mathematical challenge of inverting an × matrix (and this goes approximately with O(n 3 ) , where is the number of data points). 
State-space representations of GPs are being introduced to address this cubic problem, [33, 34] .
Moreover, in [35] , two parallel GP regression methods that exploit low-rank covariance matrix approximations for distributing the computational load among parallel machines are being used to solve these problems, but these still require high processing power and computational cost in dealing with large datasets. For effective analysis, GP model accuracy has been assessed (section 5) for a limited wind speed range of 8 to 14 m/s; this results in the number of data points used in the two cases being almost equal. Moreover, for this range of wind speeds data from turbine A is less scattered. The accuracy of a GP power curve depends upon the quantity and quality of the data. A low number of power-wind speed pairs may not give a smooth power curve while a high number is not desirable because of the numerical challenge of calculating the GP, [36] .
Gaussian Process model accuracy assessment for different air density approaches
In this section, the accuracy of the GP power curves with the different approaches to air density compensation are assessed using the residual distributions and a range of statistical measures (MAE, MSE, MAPE, RMSE, 2 ). Confidence intervals are utilized to portray how individual air density approaches affects the GP model uncertainty. As mentioned above, to limit the size of the data set, the analysis will be restricted to the wind speed range of 8 to 14 m/s since the number of data points are sufficient within this range and also the number of data points resulting for sites A and B are almost the same and less scattered. This has the further advantage that the measurement errors (assumed to be constant in the GP) are reasonably consistent. The mean absolute value of the air density correction, has been recalculated for this restricted wind speed range, and is shown in 
Uncertainty Assessment using confidence intervals
A GP power curve model intrinsically represents fitting errors and thus model accuracy. An accurate assessment of a GP power curve can be done using confidence intervals (CIs). These GP confidence intervals provide information on the uncertainty surrounding an estimation but are itself a model-based estimate, [31] . 
Equation (15) suggest that CIs represent the pointwise mean plus and minus two times the standard deviation for given input value (corresponding to the 95% confidence region which represents the significance level of 0.05), for the prior and posterior respectively. Confidence intervals have been calculated for the restricted data sets for sites A and B as outlined above. Based on these it is found that the traditional approach to air density correction does not give the most accurate GP model.
The most accurate approach is not to undertake air density pre-correction but to include air density within the GP model, and this further verified by the results shown in Figures 7 and 8 , where the confidence interval plotted as a function of the wind speed. 
Performance Error Metrics
Five goodness-of-fit indicators, namely mean absolute error (MAE), mean square error (MSE), mean absolute percentage error (MAPE), root mean square error (RMSE) and coefficient of determination ( 2 ) are calculated. They are described as follows.
The difference between the measured and estimated values expressed by mean absolute error (MAE):
In terms of residuals,
where residuals are defined as e = y − y ′ To quantify the magnitude of the residuals (i.e., the difference between observed and modeled values), the root mean square error (RMSE) is commonly used, defined as:
where ′ are the GP predicted values for different predictions, and are the measured values.
In terms of residuals, this is:
The coefficient of determination ( 2 ) Table 3 : Statistical measures of GP fitted models under different air density approaches
Residual Distribution analysis using QQ Plot
The distribution of the residuals can also be informative in the context of GP models. and thus used in this study for GP power curve distribution analysis for different air density compensation techniques [40] . For GP models, the residuals should be Gaussian distributed. An ideal QQ plot would be a straight line with unity gradient. QQ plots comparing the residual distribution with a Gaussian distribution have been calculated for the four different cases and assessed regarding RMSE differences from the ideal unity gradient line. Table 4 shows that the case of no pre-correction but with air density include within the GP model results in residuals most closely conforming to a Gaussian distribution for both wind turbines A and B. This adds to the case that the GP model is more accurate with no pre-correction but with air density included within the GP power curve model. Table 4 : RMSE for different density approaches from QQ plot.
Conclusion and Discussion
Air density corrections are essential for accurate power curve modeling. With the possibility to include air desity within GP models, various alternative approaches are possible. This paper has proposed four air density correction approaches and assessed their differeing impact on GP WT power curve model accuracy. Two SCADA datasets were used that satisfied the IEC standard guideline which states that the air density correction should only be applied when the site density differs from the standard value (1. Furthermore, QQ plot analysis, as provided in table 4, confirms this result. In short, from this paper we conclude that air density corrections can be significant; the best option is not to apply the standard IEC correction before applying the GP model. This will not only help in power curve modeling but also supports the construction of robust algorithms for anomaly detection via confidence intervals. It should be noted that SCADA data used in this study assumes the turbine to have single rated power value. However, if the SCADA data contains multiple rated power values, then separate GP power curves can be constructed for the different rated power values.
Future work will involve using this outcome for developing improved GP model based anomaly detection for wind turbine condition monitoring.
