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Formation of the Electronic Spectrum in Relativistic Jets of
Gamma-Ray Blazars
Y.G. Zheng1,2,3,4, G.B. Long5; C.Y. Yang3,4; J.M. Bai3,4;
ABSTRACT
We describe the theory of Fermi -type acceleration, including first-order Fermi
acceleration at a parallel shock front and second-order Fermi acceleration in a
test particle limit. Including the theory of the turbulent acceleration and the
derivation of the general Fokker-Planck equation, we take into account the basic
particle-transport equation and the Fokker-Planck equation with spatially homo-
geneous isotropic distribution. In the cases of some special physical processes, we
construct the particle-transport equations, and compile the analytical or semi-
analytical solutions in 11 different cases. Even though, traditionally, one of the
electron energy distributions for these different cases can be used to reproduce
the multi-wavelength emission of a blazar, due to very long integration times of
high-energy observations, a time-integrated electron energy distribution should
be introduced in approaches to modeling the multi-wavelength spectral energy
distribution of blazars, especially in modeling the flaring state.
Subject headings: radiation mechanisms: non-thermal - acceleration of particles
- shock waves - turbulence
1. Introduction
A blazar is a special class of active galactic nucleus (AGN) with a non-thermal con-
tinuum emission that arises from the jet emission taking place in an AGN whose jet axis
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is closely aligned with the observer’s line of sight (Urry and Padovani 1995). In general,
the multi-wavelength spectral energy distribution (SED) of a blazar is characterized by two
humps, indicating two components (Fossati et al. 1998). It is widely admitted that the low-
energy hump that extends from the radio to ultraviolet (UV)/X-ray regime is produced by
synchrotron radiation from relativistic electrons in the jet, although the high-energy hump
that extends from the X-ray to the high-energy γ-ray regime remains an open issue. In
the lepton model scenarios, the high-energy hump is attributed to inverse-Compton (IC)
scattering of seed photons.
Fermi -type acceleration, including first-order Fermi acceleration at a shock front (so-
called diffusive shock acceleration) and second-order Fermi acceleration by plasma turbu-
lence (so-called stochastic acceleration) has been widely applied to explain different kinds
of high-energy astrophysical phenomena. Non-relativistic diffusive shock acceleration (DSA)
is a relatively efficient acceleration mechanism (Vannoni et al. 2009; Virtanen et al. 2005)
whose process can produce a power-law energy spectrum (e.g. Krymsky et al. 1977; Axford
et al. 1977; Bell 1978; Drury 1983; Blandford et al. 1987; Jones et al. 1991; Protheroe 2004).
However, in the relativistic case, the highly anisotropic particle distribution near the shock
results in more complicated physics (e.g., Bednarz and Ostrowski 1998; Kirk et al. 2000;
Achterberg et al. 2001; Keshet et al. 2005; Ellison et al. 2013; Spitkovsky 2008; Sironi et
al. 2015; Schlickeiser 2015). The stochastic acceleration (SA) is also an efficient acceleration
mechanism which can produce a hard spectrum (e.g. Schlickeiser 1984; 1985; Park et al.
1995; Becker et al. (2006), Stawarz et al. (2008). The SA has been investigated by the
authors such as Skilling (1975), Schlickeiser (1989), Miller and Roberts (1995), Schlickeiser
(2002), Petrosian (2004), and Dermer et al. (2009) and has been successfully applied to
blazars (e.g. Schlickeiser and Dermer 2000; Katarzynski et al. 2006; Zheng et al. 2011a;
Asano et al. 2014).
The leptonic model was widely applied to model the SED of a blazar. In the framework
of the standard blazar paradigm, the SED can be reproduced by either a synchrotron-self-
Compton (SSC) process or external-Compton (EC) process, or both, in which a non-thermal
relativistic electron energy distribution (EED) is assumed according to the observed spectrum
characteristics. Various types of EEDs are adopted in the main literature, including a power
law (e.g., Katarzynski et al. 2006), broken power law (e.g., Tavecchio et al. 1998; Katarzynski
et al. 2001; Albert et al. 2007; Tavecchio et al. 2010), log parabolic (e.g., Massaro et al.
2004; Tramacere et al. 2011; Hayashida et al. 2012; Chen et al. 2014 ), power law with an
exponential high-energy cutoff (e.g., Finke et al. 2008; Yan et al. 2013), power law at low
energies with a log-parabolic high-energy branch (e.g., Massaro et al. 2006; Tramacere et al.
2009), double broken power law (e.g., Abdo et al. 2011a; 2011b), and etc. The non-thermal
EEDs that are required by the observed SED properties of a jet results from Fermi processes
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(Rieger et al. 2007; Paggi 2010; Tramacere et al. 2011; Abdo et al. 2011a; 2011b).
The shape of an EED is determined by the particle kinetic equation, which includes
Fermi acceleration and other physical processes, such as injection, radiative cooling, and
escapes. However, the EED encodes important information about the jet physics. In prin-
ciple, constructing the particle-transport equation and obtaining its solution can reproduce
observed spectra in the standard blazar paradigm, and then invert the physical information
of the source. In these scenarios, the EED in the standard blazar paradigm can invert the
physical process in the blazar region. Since the analytical solution of the particle-transport
equation more easily provides insight into the inner physical mechanism than the numerical
solution, many authors (e.g., Kardashev 1962; Schlickeiser 1984; 1985; Park et al. 1995;
Kirk et al. 1998; Keshet et al. 2005; Becker et al. 2006; Stawarz et al. 2008; Dermer et al.
2009; Tramacere et al. 2009; Mertsch et al. 2011; Finke et al. 2013) try to solve the second-
order Fokker-Planck or the first-order particle-transport equation in certain conditions in an
analytical or semi-analytical way.
In order to invert the jet physics, in this paper we reconstruct the particle-transport
equation in a general way and briefly derive all the analytical solutions and separately explain
their physical implications. The aim of the present work is to study in more detail the
solution of the energy or momentum diffusion equations in the different physical conditions,
in which the stochastic Fermi acceleration, radiative losses, particle injection, and escapes
are contained.
2. Introduction to basic physics of particle acceleration
Fermi Acceleration The particle acceleration process is that in which the non-
thermal particles distract energy from the kinetic energy of bulk flow. Both the stochastic
and shock Fermi mechanisms belong to statistical acceleration. These mechanisms rely on
scattering test particles by moving scattering centers; that is, magnetic inhomogeneities or
plasma turbulence waves that are probably excited via Kelvin-Helmholtz instability and/or
the current-driven instability. Such instabilities may be triggered by jet recollimations that
are induced by a pressure gradient in the medium (Asano et al. 2014). In the first-order
Fermi process, the particles’ motions are described statistically crossing the shock disconti-
nuity back and forth many times by being elastically scattered between approaching irregu-
larities or plasma waves upstream and downstream of the shock particles. The particles gain
energy that is proportional to the shock velocity per shock crossing. The second-order Fermi
acceleration assumes elastic scattering of the charged particles by moving scattering centers,
leading to a diffusive energy gain. Because energy-gaining head-on collisions are more nu-
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merous than energy-losing trailing ones, the net energy gain per bounce (or the acceleration
rate that is usually relative to the spectrum index of accelerated particles) is proportional
to the square of the scattering center velocity (Lee 1982; Malkov et al. 2001; Katarzynski et
al. 2006). To reach the maximum energy and be able to confine it within the accelerator,
the particles that are accelerated should be able to efficiently resonate with the scattering
centers in the Fermi mechanism (Protheroe et al. 2004). Actually, the time in DSA for the
accelerated particles to achieve one cycle should be longer than the the time in SA, and the
acceleration rate of DSA is also proportional to the square of the scattering center velocity
(Liu 2015). In realistic physical environments, two acceleration mechanisms are possibly
present in the shock. A dominant mechanism depends on the ratio of acceleration rate (e.g.,
Jones 1994; Schlickeiser 2002; Protheroe et al. 2004; Petrosian 2012).
Injection This is a typical acceleration process in which a fraction of high-energy
thermal particles are selected from the background plasma easily to trigger a Fermi -type
acceleration. The injection process create a seed population of the non-thermal particle.
This pre-acceleration process should be based on a resonance between low-energy particles
and the turbulence waves, such as a few thermal particles in the downstream region being
energized by an interaction with turbulence. These can induce the particles to multiply
recross the shock and trigger a DSA process (Kirk et al. 1992; Malkov et al. 2001; Rieger et
al. 2007; Verkhoglyadova et al. 2015).
Maximum Energies Generally, the plasma in astrophysics is highly conducting and
fully ionized. As a result, no electric fields exist. However, in a collisionless plasma system,
the particle acceleration could be realized by the electric field induced by the time-varying
magnetic field. In this scenario, the Fermi acceleration mechanism is an ultimately elec-
trodynamic accelerator (Kirk et al. 1992; Dermer et al. 2009). The maximum energy is
determined by one of two conditions. Either the shock runs out of time to accelerate parti-
cles or it runs out of space. Regarding time, the rate of acceleration is an important, but not
solely determining, factor. An infinite planar shock that exists indefinitely will accelerate
particles to arbitrarily large energies regardless of how quickly it accelerates them, and its
steady-state solution will be a power law that goes on indefinitely. If one limits the size of
the shock, the upper energy cutoff will appear where the mean free path of particles exceeds
the scale size of the shock. If one limits the lifetime of the shock, the upper energy cutoff will
be approximately the acceleration rate realized by the duration of the shock. In all cases,
both of these are limiting factors, but usually one is the dominant limiter on the acceleration
process.
Particle-Transport Equation We assume that a cold-background plasma is char-
acterized by a electric field E0 = 0 and large-scale magnetic field along with the z axis,
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~B0 = B0~ez (Schlickeiser 1989; Achatz et al. 1991). It is supposed that small-amplitude and
stochastic plasma turbulence with δ ~E ≪ δ ~B ≪ ~B0, and 〈δ ~E〉 = 〈δ ~B〉 = 0 exists in the
rest frame of the plasma turbulence supporting fluid. The unperturbed background medium
moves with a bulk speed ~U = U(z)~ez and it is parallel to ~B0. The wave vectors of the
magneto-hydrodynamic (MHD) turbulence waves areparallel or antiparallel to ~B0. Since δ ~E
is perpendicular to their corresponding wave vector, the waves can be regarded as trans-
verse waves in which the shortest growth time in this condition (Tademaru 1969) with a
dispersion relation ω2 = V 2Ak
2 in the fluid frame exists (Petrosian et al. 2004; Dermer et al.
2009; Schlickeiser 2015), where VA ≪ c is the Alfven velocity and k is wave number. We
consider the test-particle approximation case in which the gyro-radii of particles are smaller
than the spatial plasma scales. These particles should not influence the plasma conditions.
Thus, we can neglect the magnetic field amplification by the particle-streaming instabilities
and shock structure fluctuation by the energetic particle pressure. The phase-space density
of these particles is denoted by the function f( ~X, p, µ, φ, t), where ~X = (X, Y, Z) is the
guiding center coordinates of energetic particles, and the spherical coordinates (p, µ, φ) are
used in momentum space (Achatz et al. 1991). In such a collisionless plasma, the particles
are accelerated in the ambient electric field (Jokipii 2001). Although the gyro-radius of the
energetic particle is larger than other microscopic lengths, it is usually small in macroscopic
terms. In this view, the distribution function should be significantly independent of the gy-
ration phase. We can then average over this coordinate. Introducing the general relativistic
Vlasov equation (Webb 1985; Kirk et al. 1987), we can deduce the Larmor-phase averaged
Fokker-Planck transport equation in the quasi-linear approximation, in which the time and
space coordinates are in the laboratory frame and the momentum coordinates are in the rest
frame of the streaming plasma (e.g., Webb 1985; Kirk et al. 1988; Schlickeiser 2015):
Γ
[
1 +
Uvµ
c2
]
∂f
∂t
+ Γ[U + vµ]
∂f
∂z
+
ν(1− µ2)
2L
∂f
∂µ
− α(z)
(
µ+
U
v
)[
µp
∂f
∂p
+ (1− µ2)∂f
∂µ
]
=
∂
∂µ
[
Dµµ
∂f
∂µ
+Dµσ
∂f
∂yσ
]
+
1
p2
∂
∂yω
p2
[
Dωµ
∂f
∂µ
+Dωσ
∂f
∂yσ
]
+ S( ~X, p, t) , (1)
where Γ = [1 − U2/c2]−1/2 is the bulk Lorentz factor of the background plasma, yω, yσ ∈
[p,X, Y ] represent the three phase space variables with non-vanishing stochastic fields δ ~E
and δ ~E, z = Z, S( ~X, p, t) accounts for additional source of particles, c is the speed of light, v
is the particle speed, α(z) = Γ3dU(z)/dz is the rate of adiabatic deceleration or acceleration
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in relativistic flows (Schlickeiser 2015), and L = −B0(z)[dB0(z)/dz]−1 is the focusing length
(Roelof 1969). Because the mirror force in the large-scale inhomogeneous guiding magnetic
field B0 is proportional to dB0(z)/dz (Somov 2013), the third term on the left-hand side of
Eq.(1) represents the effect of the magnetic field convergence (L < 0) or divergence (L > 0).
However, this term should vanish if the background magnetic field is uniform. Γ[1+Uvµ/c2]
and Γ[U + vµ] on the left-hand side of Eq. (1) is relative to the Lorentz boost from the
fluid frame to laboratory frame (Kirk et al. 1988). When the background medium moves
with a varying bulk speed (α(z) 6= 0), the fourth term on the left-hand side of Eq. (1) are
the connection coefficients of a general relativistic transformation between the laboratory
frame and the mixed co-moving frame (Schlickeiser 2015). The terms on the right-hand side
generally containing 16 different Fokker-Planck coefficients (Dµµ, Dµσ, Dωµ, Dωσ) describe the
interaction of particles with Alfven waves supported by the background fluid. The Fokker-
Planck coefficients were calculated by Steinacker et al. (1992), Schlickeiser (2002), Petrosian
et al. (2004), and Dermer et al. (2009). These coefficients depend on turbulent fields,
such as magneto-static fields (vanishing turbulent electric fields), iso-spectral fields, and slab
turbulence, and only Dµµ is non-zero and represents pitch-angle scattering (Blandford et al.
1987; Schlickeiser 2015).
In many cases, the gyro-radius of particles is much smaller than the scale of the spatial
variation of the field in magnetized plasma. The particles are tied to the magnetic field lines
(Petrosian 2012). As a result, the distributions are weakly variable in X and Y . Therefore,
we consider the distribution f(z, p, µ, t), which depends on the spatial coordinate z along
the field lines, the momentum p, the pitch angle or its cosine µ, and the time. Then, Eq.
(1) can be rewritten as
Γ
[
1 +
Uvµ
c2
]
∂f
∂t
+ Γ[U + vµ]
∂f
∂z
+
ν(1− µ2)
2L
∂f
∂µ
− α(z)
(
µ+
U
v
)[
µp
∂f
∂p
+ (1− µ2)∂f
∂µ
]
=
∂
∂µ
[
Dµµ
∂f
∂µ
+Dµp
∂f
∂p
]
+
1
p2
∂
∂p
p2
[
Dpµ
∂f
∂µ
+Dpp
∂f
∂p
]
+ S( ~X, p, t) . (2)
Since the magnetic field component is much larger than the electric field component
(|δ ~B| = (c/VA)|δ ~E|, VA ≪ c), the scattering by low-frequency MHD turbulence is so rapid
that the pitch-angle scattering time τsc ∼ 1/Dµµ is shorter than other timescales (τdiff ∼
p2/Dpp, τcross ∼ R/v, loss timescale, acceleration timescale, etc., where R is the size of the
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interaction region) and the distribution is close to isotropic in the rest frame of the moving
background plasma (Blandford et al. 1987; Schlickeiser 1989; Petrosian 2012). In this case,
we can use a diffusion approximation to energetic particles (Jokipii 1966), in which we define
the anisotropic g(z, p, µ, t) and isotropic F (z, p, t) parts of the distribution function by
f(z, p, µ, t) =
1
2
F (z, p, t) + g(z, p, µ, t) , (3)
with g ≪ f and g = O(U/v)F . Here, F (z, p, t) = ∫ +1
−1
dµf(z, p, µ, t) and
∫ +1
−1
dµg(z, p, µ, t) =
0. Inserting Eq. (3) into Eq. (2), if we neglect the terms that are higher than the second order
of (U/v), we obtain the basic particle-transport equation for the ultra-relativistic particles in
the non-relativistic flow with Γ ∼ 1, VA ≪ v, and U ≪ c (e.g., Kirk et al. 1988; Schlickeiser
1989),
∂F
∂t
− S0 = ∂
∂z
(
κzz
∂F
∂z
)
+
1
p2
∂
∂p
(
p2a2
∂F
∂p
)
+
v
4
∂
∂z
(a1
∂F
∂p
)− 1
4p2
∂
∂p
(
p2va1
∂F
∂z
)
− U ∂F
∂z
+
p
3
∂U
∂z
∂F
∂p
− κzz
L
∂F
∂z
, (4)
where, κzz = (v
2/8)
∫ +1
−1
[(1 − µ2)2/Dµµ]dµ is the spatial diffusion coefficient, a1 =
∫ +1
−1
[(1 −
µ2)Dµp/Dµµ]dµ is the rate of adiabatic deceleration, a2 = (1/2)
∫ +1
−1
[Dpp − (D2µp/Dµµ)]dµ is
the momentum diffusion coefficient, and S0 = 〈S(z, p, t)〉 is the source term. The coefficients
κzz, a1, and a2 depend on the power spectrum of the magnetic field inhomogeneities. In
the pioneering paper of Dung and Schlickeiser (1990a; 1990b), it is shown that the trans-
port coefficient is very sensitive to the chosen magnetic and cross-helicities of the Alfvenic
turbulence.
Noting that
v
4
∂
∂z
(a1
∂F
∂p
) − 1
4p2
∂
∂p
(
p2va1
∂F
∂z
)
=
v
4
∂a1
∂z
∂F
∂p
− 1
4p2
∂
∂p
(
p2va1
)
∂F
∂z
, (5)
and L→∞ for a homogeneous background magnetic field, We rewrite Eq. (4) as
∂F
∂t
− S0 = ∂
∂z
(
κzz
∂F
∂z
)
−
[
U +
1
4p2
∂
∂p
(
p2va1
)]
∂F
∂z
+
1
p2
∂
∂p
(
p2a2
∂F
∂p
)
+
(
p
3
∂U
∂z
+
v
4
∂a1
∂z
)
∂F
∂p
. (6)
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Equation (6) contains on the right-hand side terms representing spatial diffusion, spatial
convection, momentum diffusion, and adiabatic deceleration or acceleration (convection).
We note that the processes of spatial diffusion and convection transport the particles, as
well as that the processes of momentum diffusion and convection accelerate the particles.
It is well known that Fermi (1949; 1954) refers to the momentum diffusion and convection
terms as Fermi acceleration of second and first order, respectively.
We consider the case of the Alfven wave propagating forward in a homogeneous back-
ground magnetic field. In this case, the Alfven wave propagating in only one direction does
not give rise to momentum diffusion; that is, a1 = 4pVA/(3v) and a2 = 0 (Schlickeiser
1989; Dung and Schlickeiser 1990b). We obtain 1/(4p2)∂(p2va1)/∂p = VA. If we assume a
homogeneous turbulence, we find ∂a1/∂z = 0 . Then, Eq. (6) reduces to a standard particle-
transport equation (Parker equation) for the diffusive shock acceleration (e.g., Parker 1965;
Blandford and Ostriker 1978; Drury 1983):
∂F
∂t
+ U
∂F
∂z
=
∂
∂z
(κzz
∂F
∂z
) +
p
3
∂U
∂z
∂F
∂p
+Q , (7)
where we assume VA ≪ U and use the approximation with U + VA ≈ U .
We now consider the case in which the Alfven wave propagates with same intensity
parallel and anti-parallel in both polarization states in a homogeneous background magnetic
field. In this case, there is no adiabatic deceleration; that is, a1 = 0. Noting that
U
∂F
∂z
− p
3
∂U
∂z
∂F
∂p
=
∂
∂z
(
UF
)
− 1
p2
∂
∂p
(
p3
3
F
∂U
∂z
)
, (8)
Eq. (4) reduces to
∂F
∂t
− S0 = ∂
∂z
(
κzz
∂F
∂z
− UF
)
+
1
p2
∂
∂p
[
p2a2
∂F
∂p
+
(
p
3
∂U
∂z
)
p2F
]
. (9)
We argue that observations of AGN refer to volume-integrated intensities from a given source,
so that for spatially constant acceleration rates one only needs the volume-integrated energy
spectra of the radiating electrons. Generalizing to three spatial dimensions, the spatial
operator in Eq. (9) reduces to
∂F
∂t
− S0 = ∇ ·
(
κzz∇F − ~UF
)
+
1
p2
∂
∂p
[
p2a2
∂F
∂p
+
(
p
3
∇ · ~U
)
p2F
]
. (10)
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Adopting a spatially uniform acceleration region (e.g., Park et al. 1995; Stawarz et al.
2008; Mertsch 2011), and adding the terms of first-order Fermi acceleration at shock waves
p˙gain and continuous losses p˙loss, the volume-integration of Eq. (10) with Gauss’ law (e.g.,
Schlickeiser et al. 1987) provides that
∂n(p, t)
∂t
=
∂
∂p
[
Dpp
∂n(p, t)
∂p
]
− ∂
∂p
[(
p˙gain +
2Dpp
p
− p˙loss − p
3
∇ · ~U
)
n(p, t)
]
− n(p, t)
tesc
+Q0 , (11)
where n(p, t) =
∫
V
dV [4πp2F (p, ~X, t)] denotes the volume-integrated electron spectrum,
Dpp = a2 is the momentum diffusion coefficient that denotes the interactive rate of the
fluctuation electromagnetic field, 2Dpp/p denotes the second-order Fermi acceleration rate,
(p/3)∇· ~U denotes the adiabatic deceleration losses, n(p, t)/tesc represents the rate at which
particles leak out of the confinement region, and Q0 =
∫
V
dV (4πp2S0) denotes the volume-
integrated population of injected electrons. Because the second-order Fermi acceleration
is an essential diffusion in momentum space, the diffusion term can broaden the injection
spectrum and 2Dpp/p can result in a systematic shift to higher momenta (Mertsch 2011).
We further consider a magneto-static, iso-spectral, and slab turbulence for a relativistic
flow. In this special case, the concise diffusion-convection equation is derived by Schlickeiser
(2015):
Γ
∂F
∂t
− κzzΓ
L
∂F
∂z
+
∂
∂z
[
Γ
(
UF − Γκzz ∂F
∂z
)]
+
1
p2
∂
∂p
(
p2κpzΓ
∂F
∂p
− α(z)p
3F
3
)
= Q , (12)
where κpz =
α(z)vp
12
(K + 12U
v3
κzz), and K =
∫ 1
−1
µ(1−µ2)
2
Dµµ(µ)
dµ. In the non-relativistic limit with
Γ ≈ 1, the diffusion-convection equation becomes (Schlickeiser 2015)
∂F
∂t
− κzz
L
∂F
∂z
+
∂
∂z
(
UF − κzz ∂F
∂z
)
+
1
p2
∂
∂p
(
p2κpz
∂F
∂p
− ∂U
∂z
p3F
3
)
= Q . (13)
We note that the term of containing κpz is absent from the transport equation (7) for the
diffusive shock acceleration, but appears in Eqs. (12) and (13). This new term results from
the connection coefficients in Eq. (1). If we assume ∂
2F
∂z2
∼ ∂2F
∂p∂z
∼ ∂F
∂z
, since 1
p2
∂
∂p
(
p2κpz
∂F
∂z
) ∼
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v ∂F
∂z
K+pv
(
1 + U
v
)
K ∂
2F
∂z∂p
and ∂
∂z
(
κzz
∂F
∂z
) ∼ v2K ∂2F
∂z2
, we can deduce that 1
p2
∂
∂p
(
p2κpz
∂F
∂p
)
≪
∂
∂z
(
κzz
∂F
∂z
)
. This suggests that the new term can be neglected when we deduce Eq. (4) from
Eq. (2). Because the correction to the standard spectral index M [see further discussions
in case (9) in Section 3.4] in the relativistic energy regime is small in normal circumstances
(Schlickeiser 2015), it is also reasonable for neglecting this term in Eq. (7).
However, due to the highly anisotropic of distribution function f for an ultra-relativistic
flow, we should give up the diffusion approximation and return to the full transport Eq. (2)
that considers a angular dependence to deal with the relativistic shock (Kirk et al. 1992).
When we consider pitch-angle diffusion, neglect injection, and assume a uniform background
magnetic field, the one-dimensional steady-state transport equation for the ultra-relativistic
particle can be written as
Γ
(
µ+
U
c
){
c
∂f
∂z
− dU
dz
Γ2
[
µp
∂f
∂p
+
(
1− µ2) ∂f
∂µ
]}
=
∂
∂µ
(
Dµµ
∂f
∂µ
)
, (14)
where we use a approximation v ≈ c. We consider a parallel shock and the distance from
the shock front z is measured in the shock frame. In order to simplify Eq. (14), we assume
Dµµ with the form Dµµ = D1 (µ)D2 (p, z), where D2 (p, z) is a function depending on p and
z. We define a variable τ =
z∫
0
D2 (p, z
′) dz′Γ to replace z, and we can rewrite Eq. (14) as
(Keshet et al. 2005; Schneider et al. 1989)(
µ+
U
c
)
∂f(µ, p, τ)
∂τ
=
∂
∂µ
D1(µ)
∂f(µ, p, τ)
∂µ
, (15)
where D1 ∝ (1− µ2) is independent of momentum p for isotropic diffusion.
3. Solution of the continuity equation
We can gain insight into the nature of the coupled energetic particle transport in astro-
physical plasma through the analytic solution of the diffusion equation. Many investigators
tempt to solve the equation analytically (e.g., Schlickeiser 1984; 1985; Park et al. 1995;
Becker et al. 2006; Stawarz et al. 2008; Mertsch 2011). In the following, we compile the
solutions from the literature.
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3.1. Volume-integrated transport equation
We consider an isotropic power-law MHD turbulent wave spectrum W (k) ∝ k−q (1 ≤
q ≤ 2, k1 ≤ k ≤ k2). Here, W (k)dk represents the energy density between the wave number
k and k + dk, which is small compared with the unperturbed magnetic field energy density
B20/(8π). The spectral indexes q = 2, q = 5/3, q = 3/2, and q = 1 describe the hard-sphere
approximation, Kolmogorov case, Kraichnan case, and Bohm limit, respectively.
In the case of an ltra-relativistic electron with rest mass me, the particle momentum
can be approximated by the particle Lorentz factor p = γ, where the particle energy and
momentum are expressed in units of mec
2 and mec, respectively. Therefore, we rewrite Eq.
(11) with Dγγ = D(γ), and A(γ) = γ˙gain + 2Dγγ/γ in the form
∂n(γ, t)
∂t
=
∂
∂γ
[
D(γ)
∂n(γ, t)
∂γ
]
− ∂
∂γ
[A(γ)− γ˙loss]n(γ, t)
− n(γ, t)
tesc
+Q0 , (16)
where, we neglect the adiabatic deceleration losses, and the advective coefficient γ˙loss =
4σT (UB + Urad)γ
2/(3mec) = ηγ
2 describes both the synchrotron and IC cooling with the
magnetic energy density UB, radiation field energy density Urad, and Tomson cross-section
σT . The momentum diffusion coefficient is D(γ) = γ
2/tD ∝ γq; here, the characteristic
acceleration timescale tD ≈ c−1ζ−1β−2A λ(q−1)2 (mec2)(2−q)(eB0)(q−2)γ(2−q) describes stochastic
particle-wave interactions, where λ2 = 2π/k1 is the maximum wavelength of the Alfven
modes, and βA = VA/c, and ξ = (δB)
2/B20 ≤ 1 denotes the ratio between the turbulence
energy density and unperturbed magnetic field energy density. Here, we assume the escape
timescale tesc ≈ 3L2ζc−1λ(1−q)2 (mec2)(q−2)(eB0)(2−q)γ(q−2) (Stawarz et al. 2008). We define
the energy-loss timescale tloss = 1/(ηγ), and systemic energy gain timescale tA = γ/A(γ) =
γ/[2γ/tD + γ/tsh] ≈ [2/tD + U2/(4κzz)]−1, where tsh = 3dz/dU ≈ 3(U1 − U2)−1(κ1/U1 −
κ2/U2) ≈ 4κzz/U2 is the timescale of the first-order Fermi acceleration at a shock front
with non-relativistic speed U . U1(U2) and κ1(κ2) are the flow velocities and spacial diffusion
coefficients upstream (downstream) in the shock frame, respectively (Schlickeiser 1984; 1985).
We assume the spatial diffusion coefficients κ1, κ2, and κzz are independent of the particle
energy γ ; see Eq. (15).
For convenience, we introduce the energy variable x = γ/γ0, where γ0 is some chosen
value of the particle energy, such as the energy of injected particles. We define the dimen-
sionless time τ = t/tD. In these scenarios, the particle energy spectrum, the source, the
stochastic acceleration, and escape timescales can be written as N = γ0n, Q1 = τDγ0Q0,
tD ≈ τDγ(2−q) with τD = c−1ζ−1β−2A λ(q−1)2 (mec2)(2−q)(eB0)(q−2), and tesc ≈ τescγ(q−2) with
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τesc = 3L
2ζc−1λ
(1−q)
2 (mec
2)(q−2)(eB0)
(2−q), respectively (Stawarz et al. 2008). In these cases,
Eq. (16) could be written as
∂N
∂τ
=
∂
∂x
[
xq
∂N
∂x
]
− ∂
∂x
[(
2x(q−1) + ax
)
N
]
− εx(2−q)N +Q1 , (17)
where a = U2τD/(4κzz)− θx, θx = τD/tloss, and ǫ = τD/τesc. The steady-state equation (17)
is expressed asw
∂
∂x
[
xq
∂N
∂x
]
− ∂
∂x
[(
2x(q−1) + ax
)
N
]
− εx(2−q)N +Q1 = 0 . (18)
Owing to the finite wave-number ranges with k1 ≤ k ≤ k2, the particle energy is in a
finite range x1 ≤ x ≤ x2 with 0 < x1 and x2 < ∞. These result in a regular boundary
value problem (Stawarz et al. 2008). Park and Petrosian (1995) discussed the singular
(x ∈ [0,∞] ) boundary condition in detail. In this special case, there is a steady-state
solution if there is a non-zero particle flux through the x1 but no particle flux at x2. The
steady-state solution implies the conservation of particle number that is generated by a kind
of competition between the injection and escape of the particles or energy losses (Park and
Petrosian 1995).
When the mono-energetic particle populations with energy x0 are injected at time τ0,
we can obtain Q1 ∝ δ(x− x0)δ(τ − τ0). Then, we can expect a Green’s-function solution of
Eq. (17). Generally, we can deduce the Green’s-function solution using the Sturm-Liouville
eigenfunction expansion theory for second-order differential equations. The process of solving
Eq. (17) can be summarized as the following: (1) we transform the equation into the self-
adjoint form, where we replace ∂/∂t by eigenvalues, and then obtain the eigenfunction of
the self-adjoint operator in the imposing boundary conditions for the flux; (2) according
to the completeness relation, the Green’s function can be expanded an infinite sum of the
eigenfunctions. Solving the equation with the initial condition, we can obtain the expanding
coefficients. Then, the particular solution associated with an arbitrary source distribution
can be computed using the integral convolution of the Green’s function and the source
(Schlickeiser 1984; 1985; Park et al. 1995; Becker et al. 2006).
The program of solving the steady-state equation (18) is simpler (Stawarz et al. 2008).
The Green’s-function solution in the steady state should be approximated by a power law
or an exponential function with one or several critical energies, such as the injection energy
x0, or the equilibrium energy that is determined by tD = tesc when the systematic energy
loss is absence; otherwise, tA = tloss. If all of timescales satisfy the same function form,
– 13 –
the preferred energy scale can not be formed. Therefore, the steady-state solution can be
approximated by a power law; otherwise, there is a critical energy that results in competition
among escape, cooling losses, and acceleration (Park and Petrosian 1995).
3.2. Special cases
Case (1): Acceleration, escape, and mono-energetic injection In this case,
we do not take into account the energy loss, i.e., θx = 0. We assume that q = 2 and
continuous injection Q1 ∝ δ (x− x0). In this scenario, the Green’s-function solution of Eq.
(18) is (Park et al. 1995; Becker et al. 2006)
N(x) ∝
{
x(1+a)/2 +
√
(3 + a)2/4 + ε (x < x0),
x(1+a)/2 −
√
(3 + a)2/4 + ε (x > x0).
(19)
We show the EED as given in Eq. 19 at different a and ǫ in Figure 1.
Since both the escape timescale and the acceleration timescale are independent of the
particle energy in this case, the spectrum shows a broken power law at a critical energy x0.
However, if we assume q < 2, the stationary solution shows a power-law spectrum in the
energy ranges x ≤ x0, and a quasi-exponential cutoff in the energy ranges x > x0 (Becker et
al. 2006). This spectrum indicates the fact that an efficient particle acceleration dominates
the escape in lower energy ranges for any q, while in higher energy ranges the escape timescale
decreases with increasing particle energy, and the escape results give a curve spectrum for
q < 2. Furthermore, in an instantaneous mono-energetic injection Q1 ∝ δ(τ)δ(x − x0), the
time-dependent solution displays a log-parabolic distribution (Park et al. 1995; Becker et al.
2006):
N(x, τ) ∝ e
−ετ
x
√
4πτ
exp
{
− [ln(x/x0)− (a + 3)τ ]
2
4τ
}
. (20)
In Figure 2, we show the time-dependent EED as given in Eq. (20).
Case (2): Time-dependent stochastic acceleration, and mono-energetic and
instantaneous injection In this case, we do not take into account the energy loss, i.e.,
θx = 0. We assume q = 2 and an instantaneous mono-energetic injection Q0 = n0δ(t)δ(x −
x0), where n0 is the particle number density. Using an integral transform, we can find the
time-dependent solution of Eq. (16) ( Kardashev 1962; Paggi 2010),
n(γ, t) = N0(γ/γ0)
−s1−r1 log(γ/γ0), (21)
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Fig. 2.— Time-dependent EED as given in Eq. 20 with x0 = 1, a = 3, and ǫ = 3.
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where N0 = n0 exp[−(A1 + A2)2/4A2]/2
√
πA1γ0, A1 =
∫ t
t0
1/tA(t)dt
′, A2 =
∫ t
t0
1/tD(t)dt
′,
s1 = (1 − A1/A2)/2, and the curvature r1 = ln(10)/4A2. This is a log-parabolic spectrum.
We show the EED as given in Eq. (21) at different t in Figure 3. It can been seen that
the spectral curvature is produced by the momentum-diffusion process. The spectrum can
also be obtained to use an approach of intuitive statistical description (Massaro et al. 2004;
Tramacere et al. 2011).
In addition, if we assume that the acceleration probability is a constant for low-energy
particles, we can find (Massaro et al. 2006)
n(γ, t) ∝
{
(γ/γ0)
−s2 , γ ≤ γ0,
(γ/γ0)
−s2−r2 log(γ/γ0) , γ > γ0,
(22)
where s2 = 1 − q1/2 − log(g/γq10 )/ log(ǫ1), r2 = q1/2 log(ǫ1), ǫ1 is the fraction of energy
gain, and g and q1 are positive constants that are relevant to the acceleration probability
of electron. Since, without a mechanism that can compensate for the energy-gain process,
we can obtain a time-dependent spectrum and the steady-state solution cannot be expected.
We show the EED as given in Eq. 17 at different t in Figure 4. In order to distinguish
between Eqs. 16 and (22), we compare the EED given by Eq. 21 and that given by Eq. (22)
in Figure 5.
Case (3): Stochastic acceleration, mono-energetic and instantaneous in-
jection, and synchrotron or/and IC cooling In this case, we assume q = 2 and an
instantaneous mono-energetic injection Q0 = n0δ(t)δ(x−x0), where n0 is the particle number
density. In this scenario, the time-dependent solution of Eq. (11) in the limit of γ0ηtA ≪ 1
is (Paggi 2010)
n(γ, t) ≈ N0(γ/γ0)−s1−r1 log(γ/γ0)
[
1 + q1(1− γ/
−
γ)
]
, (23)
where γ = γ010
(3−2s1)/(4r1) and A1 = t/tA, A2 = t/tD. We show the EED as given in Eq.
(23) at different t in Figure 6.
We compare the EED with radiative cooling (Eq. (23)) and without radiative cooling
(Eq. (21)) in Figure 7. We find that the synchrotron and/or IC cooling change(s) the
electron distribution at higher energy with a factor q1(1− γ/γ). As shown in Figure 7, the
effect of radiative cooling is to move high-energy electrons to lower energies, resulting in an
increased curvature and a steepened electron distribution at high energies.
The radiative cooling can compensate for the energy-gain process, and we can expect a
stationary solution
n(γ) ∝ γtD/tA exp[−ηtD(γ − 1)] . (24)
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Fig. 3.— EED as given in Eq. 21 at different t with t0 = 6.0× 10−7 s.
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When it satisfies a1 = 0, the EED shows an ultra-relativistic Maxwellian distribution with
n(γ) ∝ γ2 exp[−ηtD(γ − 1)] (e.g., Katarzynski et al. 2006; Zheng and Zhang 2011a; 2011b).
Case (4): Acceleration, escape, mono-energetic injection, and synchrotron
or /and IC cooling In this case, we assume q = 2 and a mono-energetic injection
Q1 ∝ δ(x − x0). We define an equilibrium energy xeq by tD(xeq) = tloss(xeq). We can
approximate the solution of Eq. (18) in the limit of x1 << x0 << xeq << x2 (Stawarz et al.
2008),
N(x) ∝


1
2σ+1
x−σ−20 x
σ+1 , x < x0
1
2σ+1
x−σ−20 x
−σ , x0 < x << xeq,
Γ(σ−1)
Γ(2σ+2)
x−σ−10 x
−σ−2
eq x
2e−x/xeq xeq ≤ x
(25)
where σ = −1/2 +
√
9/4 + ǫ. We show the EED as given in Eq. (25) in Figure 8. It can
be seen that the acceleration dominates the radiative loss, and the escape and acceleration
timescales depend on the energy in the same form. We can approximate the spectrum by a
broken power law in the energy range of x1 < x < xeq. As for the higher energy range, the
interplay between the loss and acceleration produce a pile-up bump x2 exp(−x/xeq) around
the energy xeq.
In more general cases, the solution shows a modified ultra-relativistic Maxwellian dis-
tribution at high energy if escape is inefficient (tesc →∞) (Stawarz et al. 2008),
N(γ) ∝ γ2 exp [−(γ/γeq)b/b] , (26)
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where b = 3 − q, and γeq is determined by tD(γeq) = tloss(γeq). We show the EED as given
in Eq. (26) in Figure 9.
3.3. Negligible energy diffusion
If we neglect the energy diffusion process - that is, D(γ) = 0 - the Eq. (16) can become
a simple first-order differential equation,
∂n(γ, t)
∂t
= − ∂
∂γ
(
γ
tA
− γ˙loss
)
n(γ, t)− n(γ, t)
tesc
+Q0 , (27)
where we assume the escape timescale tesc is a constant, such as tesc = (κ1/U1−κ2/U2)/U2 in
diffusive shock acceleration. This equation has been widely applied to model the emission of
blazars (e.g., Kirk et al. 1998; Chiaberge and Ghisellini 1999; Bo¨ttcher et al. 2002; Finke and
Becker 2014). The analytical solutions of Eq. (27) in different conditions have been given in
the past (e.g. Kardashev 1962; Kirk et al. 1998; Dermer et al. 2009). In the following, based
on the integral transform or the method of characteristics, we give the analytical solution
of Eq. (27) in the different cases, and then discuss its physical implications in some special
cases.
Case (5): Radiative cooling and injection In this case, we assume that the
electron population with a power-law electron spectrum Q0 = n0γ
−m (γ1 ≤ γ ≤ γ2) is
injected. We do not take into account the acceleration and escape [1/tA = 0 and n(γ, t)/tesc =
0]. We find the time-dependent solution of Eq. (27) with an initial condition n(γ, 0) = 0
(Kardashev 1962),
n(γ, t) =
n0γ
−(m+1)
η(γ − 1)
[
1− (1− ηtγ)(γ−1)]
≈
{
n0tγ
−m , γ << 1
ηt
n0
γ−(m+1)
η(m−1)
, γ >> 1
ηt
. (28)
The physical implication of this case is as follows: The electrons are accelerated at the shock
front and then they form a power-law distribution with n0γ
−m. These energetic electrons
drift away from the shock front into the radiation zone in the downstream. Owing to the
radiative cooling, the spectral index of emission electrons in the higher-energy regime is
changed, while the spectral index of emission electrons in the low-energy regime remains
inconsistent with that of the injection electrons.
In light of the fact of that the particle flux of injection electrons can be balanced by the
radiative cooling and escape, and that we adopt a no-particle-flux condition with γ˙n(γ, t) = 0
– 20 –
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at γ2, a steady-state solution of Eq. (27) can be obtained:
n(γ) =
1
ηγ2
∫ γ2
γ
Q1(γ)dγ
≃
{
n0
η
γ−m , γ ≤ γ1
n0
η
γ−(m+1) , γ1 ≤ γ << γ2 . (29)
It can be seen that the spectral index of the steady-state spectrum is in agreement with the
spectral index of the time-dependent spectrum. We show the EED as given in Eq. (29) in
Figure 10.
Case (6): Radiative cooling, injection, and escape In this case, we assume
that the electron population with a power-law electron spectrum Q0 = n0γ
−m (γ1 ≤ γ ≤ γ2)
is injected. We do not take into account the acceleration (1/tA = 0). In this scenario, there
is a stationary solution of Eq. (27) (Dermer et al. 2009):
n(γ) =
1
ηγ2
∫ γ2
γ
dγ′n0γ
′−m exp
(
−
∫ γ′
γ
dγ′′
tescηγ′′
)
. (30)
When the injection electron energy satisfies γ1 < γc, the electrons show a slow cooling mode
(e.g., Finke 2013; Zheng et al. 2018). In this mode, we can approximate n (γ) as
n(γ, t) ∝
{
γ−m , γ1 ≤ γ ≤ γc
γ−(m+1) , γc < γ << γ2
. (31)
We show the EED as given in Eq. (31) in Figure 11.
Otherwise, the electrons show a fast cooling mode. In this mode, we can approximate
n (γ) as
n(γ, t) ∝
{
γ−2 , γc ≤ γ ≤ γ1
γ−(m+1) , γ1 < γ << γ2
, (32)
where γc = 1/ηtesc is a critical energy that is deduced by tesc = tloss(γ). We show the EED
as given in Eq. (32) in Figure 12.
Case (7): Escape and systematic acceleration In this case, we do not take into
account the particle injection. We assume that the escape scale is tesc →∞. We argue that
the turbulent acceleration can pick up a fraction of thermal particles from the background
plasma to higher energy. Since the equilibrium can be generated by competition between the
acceleration and escape of particles, where the acceleration is approximated as the injection,
there is a stationary solution of Eq. (27),
n(γ) ∝ γ−(tA+tesc)/tesc . (33)
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Fig. 10.— Injected spectrum and EED as given in Eq. (29).
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Fig. 11.— Injected spectrum and EED as given in Eq. 31.
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Equation (33) shows a simple power-law spectrum. This spectrum is same as that of cases
(5) and (6), in which it is assumed that electrons with a power-law distribution are injected
into the radiative region and radiative cooling is taken into account.
Case (8): Radiative cooling, mono-energetic injection, escape, and system-
atic acceleration In this general case, we assume that mono-energetic electron populations
with Q0 = n0δ(γ − γ0) (γ ≤ γm(t)) are injected. In the initial condition n(γ, 0) = 0, the
solution of Eq. (27) can be approximated as a power-law distribution in the energy ranges
γ << γmax with a spectral index M = 1 + tA/tesc (Kirk et al. 1998),
n(γ, t) =
d
γ2
(
1
γ
− 1
γmax
)(tA−tesc)/tesc
× Θ [γm(t)− γ] Θ(γ − γ0) , (34)
where d = n0tAγ
tA/tesc
0 (1− γ0/γmax)−tA/tesc , γm(t) = [1/γmax + (1/γ0 − 1/γmax)e−t/tA ]−1, the
maximum energy γmax = 1/(ηtA) is derived from the relation tloss = tA(γ), and Θ(x − x0)
is the Heaviside function. We show the time-dependent EED as given in Eq. (34) in Figure
13.
When t→∞ is satisfied, we obtain the steady-state spectrum:
n(γ) =
d
γ2
(
1
γ
− 1
γmax
)(tA−tesc)/tesc
× Θ(γmax − γ)Θ(γ − γ0). (35)
We show the steady-state EED as given in Eq. (35) in Figure 14.
In particular, when it satisfies the relation of both 4U2/κzz = 0 and tA = tD/2, the
interplay of the cooling, escape, and systematic energy gain from shock acceleration in the
downstream radiation zone tends to establish a power-law distribution of emission electrons
in the energy range of γ0 ≤ γ ≤ γmax for a continuous mono-energetic injection. The
radiative cooling and acceleration restrict the particle energy neither above γmax nor under
γ0.
3.4. Spatially dependent transport equation
Here, we solve Eqs. (7), (13), and (15), which include non-relativistic shock acceleration
and relativistic shock acceleration, and discuss the solution of Eq. (7) in the presence of
radiative cooling. We consider a plane-geometric shock propagating along with the z axis
with speed U . The shock front is perpendicular to both the z axis at z = 0 and the magnetic
– 24 –
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Fig. 12.— Injected spectrum and EED as given in Eq. (32).
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field B0 in the shock frame. All the velocities below subscript 1 refer to upstream and those
below subscript 2 to downstream.
Case (9): Non-relativistic diffusive shock acceleration In this case, we assume
Q = 0 in Eq. (7) and treat the downstream region as infinite. In the boundary conditions
F (z > 0, p) = F1(p) ∝ δ(p − p0) and Sflux = κ1 ∂∂zF1(z > 0, p) = κ2 ∂∂zF2(−∞, p) = 0, the
downstream stationary solution shows a power-law distribution (Drury 1983; Dermer et al.
2009; Jones et al. 1991),
F2(−∞ < z < 0, p) = Mp−M
∫ p
p1
F1(p
′
) p
′(M−1) dp
′
+ c1p
−M ∝ p−M , (36)
where the index M = 3r/(r−1) with the compression ratio r ≃ U2/U1, c1 is an arbitrary in-
tegral constant, and p1 satisfies p1/meγ = v1 >> U . These results hold with the assumption
of the diffusion approximation and can be found in the literature on non-relativistic diffusive
shock acceleration (e.g., Krymsky et al. 1977; Axford et al. 1977; Bell 1978; Drury 1983;
Blandford et al. 1987; Jones et al. 1991). It can be seen that the spectral shape depends on
the compression ratio r rather than on both the scattering process and the shock geometry.
This is an advantage of test particles for shock acceleration in astrophysics.
In particular, we can prove 3
r−1
≈ tsh
Tesc
with an individual particle kinetic approach
(Protheroe et al. 2004), where Tesc is the escape timescale. Since
n(p) = 4πp2F2(p) ∝ p−(r+2)/(r−1)
= p−3/(r−1)−1 ≈ p−(tsh/Tesc+1) , (37)
if we assume Tesc = tesc and D(p) = 0, then M = −(tsh/Tesc + 1) equals the spectral
index in Eq. (33). It can be seen that these results come from the shock acceleration and
particle escapes. Note that these approximative results are obtained in the framework of
test particles, and the non-linear effects of energetic particle pressure on the shock profile
can induce the spectrum to harden (Demer et al. 2009). This is beyond the scope of the
present work.
Case (10): Non-relativistic diffusive shock acceleration, synchrotron or/
and IC cooling, and mono-energetic injection In this case, we assume that mono-
energetic electron populations with a spectrum Q ∝ δ(p − p0)δ(z − z0)/4πp2 are injected.
Adding a radiative term ∂
∂p
(ηp4F )/p2 to Eq. (7), this transport equation can describe the
shock acceleration and radiation. The analytical steady-state solution can be obtained either
in a limited region of momentum space at the shock front (Webb et al. 1984; Zirakashvili
et al. 2007; Vannoni et al. 2009) or for some specific choices of the diffusion coefficient
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(Blasi 2010). The analytical or semi-analytical investigation (Webb et al. 1984; Zirakashvili
et al. 2007; Blasi 2010) for an arbitrary diffusion coefficient indicate that 1) in the lower-
momentum regime, the spectrum keeps the standard test-particle distribution as Eq. (36);
2) when r > 4 is satisifed, the spectrum shows a small hump near the equilibrium momentum
peq that is determined by tloss(p) = tA(p) when the stochastic acceleration is neglected; and
3) in the momentum p > peq regime, if the energy-dependent diffusion coefficient can be
written as a general form κzz(p) ∝ pq, the radiative cooling should influence the spectral
shape with an exponential term exp[−(p/peq)(q+1)]. These results can be expressed as
F (p) ∝
{
p−M , p ≤ peq
p−M exp
[−(p/peq)(q+1)] , p > peq . (38)
We show the EED as given in Eq. 38 at q = 1.0, q = 3/2, q = 5/3, and q = 2.0 in Figure
15. Note that the ratio of the magnetic strength between in the downstream and in the
upstream region can also influence the spectral shape.
Case (11): Relativistic shock acceleration Owing to the high anisotropy, an
analytic solution for Eq. (15) has not yet been available, while the analytic expression
for the spectral index could be obtained (Sironi 2015) by the analytical methods, such as
approximately matching numerical eigenfunctions of the transport equation between the
upstream region and the downstream region (Kirk and Schneider 1987; Kirk et al. 2000),
the distribution expansion parallel to the shock front (Keshet and Waxman 2005), and
Monte Carlo simulations (Bednarz and Ostrowski 1998; Achterberg et al. 2001; Ellison et
al. 2013). Expanding the distribution about the variable µ+U/c for isotropic diffusion with
the boundary conditions f1(µ1, p1, τ = 0) = f2(µ2, p2, τ = 0) and f1(µ1, p1, τ → −∞) = 0,
f2(µ2, p2, τ →∞) ∝ p−s22 , we can find (Keshet and Waxman 2005)
f2 (p2) ∝ p−siso2 , (39)
where siso = (3β1 − β1β22 + β32)/(β1 − β2) is a simple expression for s2, β1,2 = U1,2/c. For
ultra-relativistic shock, siso(β1 → 1, β2 → 1/3) = 38/9 ≈ 4.222 is in agreement with the
numerical simulation result, where it is suggested that 4.2 ≤ siso ≤ 4.4.
4. Summary and Discussion
It is considered that the EED encodes important information about particle accelera-
tion and cooling, jet physics, and the environment. To determine the EED shape in a jet
emission region, there is great interest in the inversion of the jet physics and environment
from the EED formation. In this paper, we describe the theory of the Fermi acceleration
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Fig. 14.— Steady-state EED as given in Eq. (35).
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Fig. 15.— EED as given in Eq. (38) at q = 1.0, q = 3/2, q = 5/3, and q = 2.0 with
compression ratio r = 4.
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and the distribution of electron spectrum. Including the theory of the turbulent acceleration
and the derivation of general F-P equation, we take into account the basic particle transport
equation and the F-P equation with spatially homogeneous isotropic distribution. In the
frame of several special physical processes, we construct the particle transport equation, and
obtain the analytical or semi-analytical solution. We summarize the electronic spectrum and
the formation mechanism as follows:
• In the case of turbulence acceleration with q=2, escape, and mono-energetic injection, we
expect a double power-law spectrum, Eq. (19), in the steady-state, and a time-dependent
log-parabolic spectrum, Eq. (20) (case 1);
• In the case of turbulence acceleration with q=2, and initial mono-energetic injection, we
expect a time-dependent log-parabolic spectrum, Eqs. (21) and (22) (case 2);
• In the case of turbulence acceleration with q=2, initial mono-energetic injection, and radia-
tive cooling, we expect a time-dependent log-parabolic spectrum, Eq. (23), and a Maxwellian
distribution in the steady state, Eq. (24) (case 3);
• In the case of turbulence acceleration with q=2, escape, continuous mono-energetic injec-
tion, and radiative cooling, we expect a power-law spectrum in lower-energy regimes and
a power-law spectrum with a exponential cutoff in higher-energy regimes, Eq. (25). If in
the case of continuous injection at low energy, a double power-law spectrum in lower-energy
regimes is shown. If in the case of inefficient escape, a modified Maxwellian distribution in
higher-energy regimes, Eq. (26), is shown (case 4);
• In the case of radiative cooling and a constant escape timescale in the downstream region
with a steady power-law injection near the shock surface, we expect a double power-law
spectrum, Eq. (29) (case 5);
• In the case of radiative cooling in the downstream region with a steady power-law injection
near the shock surface, we expect a double power-law spectrum, Eqs. (31) and (32) (case 6);
• In the case of a constant escape, second-order Fermi acceleration, we expect a power-law
spectrum, Eq. (33), in the steady state (case 7);
• In the case of radiative cooling, escape, and first-order Fermi acceleration with a constant
mono-energetic injection, we expect a power-law spectrum, Eq. (35) (case 8);
• In the case of only non-relativistic diffusive shock acceleration, we expect a power-law
spectrum, Eq. (36) (case 9);
• In the case of non-relativistic shock acceleration with synchrotron radiative cooling, we
expect a power-law spectrum in lower-energy regimes with a spectral index of approximately
2, and a power-law spectrum with an exponential cutoff in higher-energy regimes, Eq. (38)
(case 10);
• In the case of only relativistic shock acceleration, we expect a power-law spectrum, Eq.
(39) (case 11).
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Traditionally, we can employ one of the EEDs in the above 11 cases to reproduce the
multi-wavelength emission of a blazar. If the SED could be reproduced well, we can invert
the jet physics and environment from the EED shape. In these approaches, the essential
difference between spectral intensities and spectral fluences are not taken into account.
The recent investigation suggested that there is a completely different spectral shape
of the EED at a given time and a time-integrated EED (Zacharias and Schlickeiser 2009;
Zacharias and Schlickeiser 2010). After further discussion, it was concluded if the flaring
timescale is much shorter than the integration timescale, one can use total electron fluences
(2012a; 2012b). Actually, high-energy observations of a blazar use very long integration
times of the order of days and weeks to collect statistically enough photons from a flaring
AGN source. These integration times are orders of magnitude longer than both the radiative
loss times and the acceleration timescales of the radiating particles. In such cases we cannot
use the EED at a given time to compare with the observations; instead, we must use a
time-integrated EED.
However, a major complication arises as observations at different frequencies using dif-
ferent integration times when observing a blazar. At radio frequencies, short (minutes)
snapshots are used, whereas at very high frequencies, very long integration times are used.
These are then plotted in one SED, which makes the analysis very difficult.
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