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Abstract
In Bayesian non-parametric density estimation a question of interest is how the number of
components in the model grows with the number of observations. We state the growth rate of
the number of components for a finite admixture model both in expectation and in distribution.
The tools we use in our analysis combine the concept of a Choquet measure with classic results
in stochastic geometry on the number of extrema of random polytopes. We show that if our
admixture weights are probability vectors from a unit (J−1)-simplex then the number of admixture
components grows as (log n)J−1; in the standard mixture case we recover the log n rate. We also
state a central limit theorem for the number of mixture components. In addition, we state the
convergence of the sequence of the empirical measures generated by our model to the Choquet
measure. Lastly, we relate our model to a classical non-parametric density estimator based on a
Pólya tree.
1 Introduction
Finite mixture models go back at least to Pearson – see e.g. [24, 25] – and have served as a workhorse
in stochastic modeling [9, 17, 22]. Applications include clustering [20], hierarchical or latent space
models [18], and semiparametric models [21] where a mixture of simple distributions is used to model
data that is putatively generated from a complex distribution. In finite mixture models, the mixing
distribution is over a finite number of components. There are also many examples of infinite mixture
models in the Bayesian non-parametrics literature [3, 15, 31].
In general, a finite mixture distribution of m components for a J-dimensional random vector Y is
given by
yi ∼
m∑
k=1
pkf(y; θk),
m∑
k=1
pk = 1, pk ≥ 0,
where the elements of the probability vector p = {p1, ..., pm} are mixture weights and θk denotes the
parameter values for the k-th component. This model can be generalized to an admixture or graded
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membership model [5, 28] where each element yj in the J-dimensional random vector Y is given by
yij ∼
m∑
k=1
pkjf(yj ; θk),
m∑
k=1
pkj = 1, pkj ≥ 0,
where the mixture weights pk are replaced by a mixture probability vector pk = {pk1, ..., pkJ} that
encodes the probability that the j-th element of Y is drawn from the k-th mixture component. This
model is called an admixture model because the vector y can contain elements drawn from different
components.
Inference on the number of mixture components for finite mixture models can be difficult. In the
Bayesian setting one can place a prior on the number of mixture components and use the posterior
distribution over the number of components to set the number of components [23]. Another approach
to inference on the number of components is to test whether the number of components is a given k or
k′ > k [30]. In [12] an estimator for the number of components is provided based on transformations
of the observed data.
In this paper, we are interested in understanding the asymptotic growth rate of the number of
admixture components as one obtains more observations. We use well known results from the stochastic
geometry literature on the asymptotic properties of random polytopes [4, 6, 29] to obtain a growth
rate. A well studied object in stochastic geometry is the convex hull, Kn, of n points drawn i.i.d.
uniformly from a smooth convex set in Rd. Specifically, the growth rate of the number of extremal
points of the convex hull Kn with respect to n is known [4, 6, 29]. The central idea in this paper is
one can couple Choquet theory [26, 27] with the growth function of extremal points to provide the
asymptotic growth rate of the number of admixture components.
We now state a simple probability model that will provide insight on the growth function for the
number of components. Sample k admixture weights uniformly from the unit simplex ∆(J−1)
p1, . . . , pk
i.i.d.∼ U(∆J−1); (1)
the admixture weights and densities contained in the convex hull of these k points determine the
admixture densities that can be realized. Given n observations, it does not make sense to set the
number of mixture components greater than n, so k ≤ n. If we consider the upper bound of k = n,
then we sample p1, . . . , pn from the uniform distribution on the unit simplex of RJ . By Choquet
theory we know that any element in the convex hull of p1, . . . , pk can also be represented by a convex
combination of the extrema of the convex hull.1 So if we can obtain reasonable estimates for the
number of extrema of the convex hull we obtain an estimate of the asymptotic growth rate of the
1In this setting, we may run into an identifiability problems when the number of extrema of C := Conv(p1, . . . , pk) is
greater than J , the dimension of the Euclidean space we are working with. If that happens, we are not able to identify
the weights of our mixture starting from a point inside the convex hull (as mentioned in [17]). However, this is not an
2
number of mixture components. We adapt results on the number of extrema of the convex hull of
random samples drawn from a convex body in Rd [29] to prove the expectation of the growth function
is (log n)J−1 as well as a central limit theorem for the asymptotic growth function, Theorems 3.1 and
3.2.
An obvious question is what the asymptotic growth function based on draws from the uniform
distribution on the unit simplex tells us about the number of components in a real statistical problem.
We provide two directions of analysis that relate results for the probability model on the unit simplex
to the number of mixture components in non-parametric density estimation. The first approach is
summarized in Theorem 3.6 where we state two conditions on the posterior distribution of the admix-
ture components given observations y1, ..., yn, Π(p1, ..., pk | y1, ..., yn), that allow us to directly apply
results on the growth function of the extrema to obtain the (log n)J−1 growth rate of the number of
admixture components in a non-parametric analysis. A similar analysis will hold if one knows the
sampling distribution of the estimated mixture components {pˆ1, ..., pˆn}, where pˆk is the empirical es-
timate of mixture weights of the k-th component. We also prove weak convergence of the posterior of
a non-parametric Bayesian model with a Pólya tree prior to the Choquet measure, see Theorem 3.7.
The geometry of finite mixture models has primarily been studied in two contexts: differential
geometry [2, 14] and convex geometry [17, 19]. The approach in this paper is based on convex geometry.
[17] was the first to observe that a mixture model can be seen as an element of the unit simplex in some
Euclidean space RJ . The focus was on identifiability of the weights of the mixture, a Carathéodory
representation theorem for multinomial mixtures, and the asymptotic mixture geometry. [19] bridges
the differential and convex geometric approaches to identify restrictions for which the mixture can be
written as more tractable geometric quantitites that can simplify inference problems.
Besides convex geometry, the other tool that is central to our analysis is Choquet’s theorem which
states that, given a compact convex subset C of a normed vector space, for any c ∈ C there is a
probability measure w supported on the set E of extreme points of C such that for any affine function
f on C
f(c) =
∫
e∈E
f(e)w(de),
and w is called the Choquet measure. There are two novel results in our paper with respect to convex
geometry and Choquet theory. In Theorem 3.5, we prove that a convex hull generated by n i.i.d.
uniform random variables within a convex polytope tends to a smooth convex body as the number
of its extrema goes to infinity. We abuse terminology: we say that a convex body is smooth if it has
infinitely many sides (that is, if it is an apeirogon). In Proposition 3.3, we prove that the sequence of
issue in this work. We simply point out how any point inside a convex hull in the unit simplex can be seen to represent
a finite admixture distribution on RJ . A similar approach to the geometry of mixture models is given in [17].
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empirical probability measures on the extrema of our convex hull converges strongly to the Choquet
measure.
[13] developed an approach that used Choquet’s theorem for inference with the goal of estimating
probability measures constrained to lie in a convex set, for example mixture models. The key observa-
tion in [13] was that inference over a convex set of measures can be made via unconstrained inference
over the set of extreme measures. The main difference between our work and the approach developed
in [13] is that we consider a convex hull of points in a unit simplex rather than the convex hull of
probability measures. Also, our goal in this paper is different: we are not constructing optimization
procedures to simplify inference, but understanding how the number of extremal points grows to obtain
a growth rate on the number of mixture components. An important concept developed in [13] was the
relation between infinite exchangeability and Choquet theory. There is a natural relationship between
Choquet theory and Bayesian inference grounded by infinite exchangeability and de Finetti’s theorem,
very nicely outlined in [1]. While this relationship is not the focus of our paper, we will discuss the
implications of the results in our paper with respect to infinite exchangeability in Appendix A.
The paper is organized as follows. In Section 2 we provide the required background on Choquet
theory and convex geometry. In Section 3 we state the main results of the paper on the growth function
of the number of components and the intermediary results we require. We close with a discussion.
2 Background on Choquet theory and extrema of convex
bodies
In this section, we provide the relevant background material on Choquet theory and the geometry of
convex bodies. We close the section by revisiting the admixture model in the context of the background
material given on Choquet theory and the extrema of convex bodies.
Let us denote by C the convex hull generated by the admixture weights we sampled in (1). Our first
goal is to learn about distributions on the extrema of C , E := ex(C ). An example of a trapezoid-shaped
convex hull in the unit 2-simplex in R3 is given in Figure 1. We first notice that E can be informally
thought of as a basis for C , which means that we can retrieve any point in C by a combination of
elements in E . This observation is a direct consequence of the Choquet theorem [27], which in our
setting states that since ∆J−1 ⊂ RJ is a Banach space and C is compact, then there exists a probability
measure µ such that supp(µ) = ex(C ), and for all affine functions f on C , we have
f(c) =
∫
e∈E
f(e)µ(de).
A natural question to ask is whether in our case the extreme measure is unique. Choquet developed
the idea of the Choquet simplex to provide conditions under which the extreme measure is unique; in
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Figure 1: A trapezoid-shaped convex hull in the unit 2-simplex in R3
general even in the finite dimensional setting the extreme measure may not be unique. The convex hull
C is a simplex (as defined in [26]), ∆J−1 ⊂ RJ is finite dimensional, and C is compact. The simplex
is a special case of the Choquet simplex so in our case the extreme measure is unique. Since C is a
simplex, Choquet’s result ensures the uniqueness of the extreme measure which we call the Choquet
measure. The following proposition is a direct result of Choquet’s theorem.
Proposition 2.1. Every element in C can be represented by the unique Choquet measure ν on E .
Proof. The proposition is an immediate consequence of Choquet’s uniqueness result [27] and Phelps’
definition of a simplex [26].
3 Growth rate of extrema and admixture components
The three main results of this paper are: Theorem 3.1 which states the growth rate of the extrema and
number of components in the admixture model with uniform draws from the unit simplex, the model
specified by (1); Theorem 3.6 which states conditions under which the previous growth rate also holds
for Bayesian non-parametric models; lastly, Theorem 3.7 that examines when a Bayesian inferential
procedure with a prior on extremal points recovers the Choquet measure.
3.1 Behavior of the extrema of C
In this subsection, we characterize the growth rate of the number of extrema of C and state geometric
properties of asymptotic collection of extrema. Throughout this subsection the number of extrema is
equivalent to the number of admixture components via Choquet’s theorem.
We first state the growth rate of the extrema of the admixture model with uniform draws from
the unit simplex stated in (1). The growth rate will be based on a result in [4] that states that the
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expected number of `-faces, which we denote as f`, of a convex hull of n i.i.d. uniform random variables
on a convex polytope K grows to infinity at the rate of (log n)d−1, where d is the dimension of the
Euclidean ball containing K. Note that f0 is the number extremal points of the convex hull.
Theorem 3.1. Given n points {p1, . . . , pn} iid∼ U(∆J−1) we denote Kn := Conv
(Pn ∩ U(∆J−1)) and
f0 as the number of extremal points of Kn. Then,
lim
n→∞Ef0(Kn) = c (log n)
(J−1),
where c is a constant that depends on J and `.
Proof. In [4] the growth rate was stated for the number of `-dimensional faces of the convex body
Kn := Conv(Pn ∩K), and Pn is a Poisson point process with intensity n. If we denote f`(Kn) as the
number of `-dimensional faces then
lim
n→∞Ef`(Kn) = cd,`(log n)
(d−1),
where cd,` is a constant that depends on K, `, and d.
Note that in our case K = ∆J−1 is the unit simplex and a Poisson process on ∆J−1 with intensity
n is equivalent to sampling {p1, . . . , pn} iid∼ U(∆J−1). So the results from [4] apply directly to our
setting. Again f0 is the number of 0-dimensional faces or extremal points and for the case K = ∆J−1
the constant cJ,` can be computed and
lim
n→∞Ef0(Kn) = cJ(log n)
(d−1).
Furthermore we can state the limiting distribution of f0(Kn); specifically, we will prove the following
central limit theorem for f0(Kn).
Theorem 3.2. Given n points {p1, . . . , pn} iid∼ U(∆J−1) we denote Kn := Conv
(Pn ∩ U(∆J−1)) and
f0 as the number of extremal points of Kn. Then, the following holds
lim
n→∞P
(
f0(Kn)− Ef0(Kn)√
Vf0(Kn)
≤ t
)
p
= Φ(t),
where Φ(t) is the cumulative distribution function of the standard normal distribution, and Ef0(Kn),
Vf0(Kn) are the expectation and variance of the number of extreme points.
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Proof. In [4] the authors provide the following limit theorem for the number of extremal points of Kn,
where Kn := Conv(Pn ∩K), and Pn is a Poisson point process with intensity n,
sup
t∈R
∣∣∣∣∣P
(
f0(Kn)− Ef0(Kn)√
Vf0(Kn)
≤ t
)
− Φ(t)
∣∣∣∣∣ ≤ c(K)ε(n) = o(1).
The above statement is equivalent to convergence in probability of the rescaled number of extremal
points to a standard normal distribution.
Note that in our case K = ∆J−1 is the unit simplex and a Poisson process on ∆J−1 with intensity
n is equivalent to sampling {p1, . . . , pn} iid∼ U(∆J−1). So the results from [4] apply directly to our
setting.
We now show that the sequence of empirical probability measures on the extrema E converges
strongly to the Choquet measure. The sequence of empirical measures we consider are constructed via
the following procedure (P1).
(1) Sample p0 = {p1, . . . , pn} iid∼ U(∆J−1);
(2) Compute the convex hull C := Conv(p1, . . . , pn);
(3) Denote E as the set of extrema of C and |E | = kn;
(4) Denote µ0 as a measure for which p =
∑
e∈E e · µ0(e) for all p ∈ p0;
(5) Denote a draw of kn points as p = {p1, ..., pkn} iid∼ U(C );
(6) Generate m samples {p1, ...,pm};
(7) Denote µm as a measure for which p =
∑
e∈E e · µm(e) for all p ∈ {∪mj=0pj}.
Proposition 3.3. Let {µm} be the sequence of probability measures on E generated by procedure
(P1).Then, µm → ν strongly as m goes to infinity.
Proof. Consider the sequence generated by procedure (P1). The sequence exists by the axiom of
dependent choice. By construction, {µm} converges strongly to some µ ∈ P(E ), because µm has to
agree with {µ1, . . . , µm−1} in representing any element in
⋃m−1
i=0 pi. The. proof is by contradiction.
Assume {µm} converges strongly to some µ 6= ν. Then there exists p˜ ∈
⋃
j∈N
pj such that
p˜ 6=
∑
e∈E
e · µ(e).
Notice that
⋃
j∈N pj = C , so we reach a contradiction.
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Remark 3.4. The above result requires that the points we observe to update the sequence of measures
belong to C . If we observe a point in ∆J−1\C then such a point would be a new extreme point and
change the support of our probability measures. We can overcome this problem by letting supp(µm) =
ex(∆J−1), the extrema of the unit simplex ∆J−1 for all m. In this case, the sequence {µm} will
converge strongly to ν˜ where ν˜ is the Choquet measure on ex(∆J−1).
The last result in this subsection is about the shape that the convex hull of {p1, . . . , pn} iid∼ U(∆J−1)
converges to asymptotically. The next theorem states that as the number of extremal points goes to
infinity by Theorem 3.1 the convex hull of these points will converge to a smooth body which in the
context of this paper we define as an an apeirogon, a polytope with infinitely many sides.
Theorem 3.5. Given n points {p1, . . . , pn} iid∼ U(∆J−1) we denote Kn := Conv
(Pn ∩ U(∆J−1)) and
denote f0 as the number of extremal points of Kn. If f0(Kn) grows to infinity Kn tends to a smooth
convex body.
Proof. Normally, the extrema of a convex set are defined to be the points that cannot be written
as convex combinations of other points. Here we consider an equivalent definition: the extrema of
Kn are the points in En =
⋂
k Ek, where Ek = {pe1 , . . . , pek} ⊂ {p1, . . . , pn} such that for all k,
Conv(pe1 , . . . , pek) = Conv(p1, . . . , pn) = Kn.
Let f0(Kn)→∞, and call E˜ 6= ∅ the set that En tends to in the following metric
d˜(En, E˜ ) :=
∣∣∣dH(En, E˜ )− dH(En+1, E˜ )∣∣∣ ,
as the cardinality of En approaches infinity. We denote by dH(En, E˜ ) the Hausdorff distance between
En and E˜ , which is defined as
dH(En, E˜ ) := max
{
sup
x∈En
inf
y∈E˜
d(x, y) , inf
x∈En
sup
y∈E˜
d(x, y)
}
.
Here d denotes the usual Euclidean distance. Let K˜ be the convex hull of E˜ .
Step 1: We first show that K˜ is well defined. By construction, we know that E˜ 6= ∅; K˜ is then
the convex hull of the points in E˜ , which is well defined as we can always construct the convex hull of
any given (sub)set of a vector space.
Step 2: Now, we show that K˜ is a smooth body. Suppose for the sake of contradiction that K˜
is not smooth. Then, it has a finite number of `-faces, for some `, which implies a finite number of
vertices. Theorem 3.1 states that the number of extremal points goes to infinity which contradicts the
statement of a finite number of vertices.
Step 3: K˜ is convex: this is immediate from it being the convex hull of E˜ .
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Step 4: We are left to show that K˜ is the limit of Kn. We have seen that En → E˜ in the Hausdorff
metric as n goes to infinity; we also know that Kn = Conv(En), for all n (there is a small abuse of
notation here: Kn is the convex hull of the elements of En; since no confusion arises and since we save
some notation, we leave it as it is). But then
Kn = Conv (En)
d˜−−−→
n→∞ Conv(E˜ ) = K˜,
which concludes our proof.
3.2 The number of admixture components in a Bayesian non-parametric
model
A fundamental quantity of interest in non-parametric density estimation is the posterior distribution
Π(p1, . . . , pk | y1, . . . , yn) of the admixture components as the number of observations (y1, . . . , yn) goes
to infinity. In particular we will study the increase in the cardinality of {p1, . . . , pk} as n goes to
infinity. One of the main ideas in this paper is that we can use the results of Theorem 3.1 to prove
results on the posterior distribution. It is not standard for a result on the extremal set of convex bodies
to translate into result on the posterior distribution of a Bayesian procedure. In the following theorem
we state two regularity conditions on the posterior distribution of Π(p1, . . . , pk | y1, . . . , yn) such that
we can apply Theorem 3.1.
Theorem 3.6. Denote the posterior distribution of the admixture components of a Bayesian non-
parametric procedure as Π(p1, . . . , pk | y1, . . . , yn). We prove that there exists an equivalent representa-
tion of the posterior with k′(n) components with growth rate
Ek′(n) = c′ (log n)(J−1).
Here the constant c′ will be larger than the in previous theorem on the growth rate of the extrema.
For this theorem to hold the following two regularity conditions on the posterior distribution of the
admixture components and the support of the posterior distribution are required. Let
Sn := supp (Π(p1, . . . , pk | y1, . . . , yn)) .
(i) There exists a uniform lower bound on the density function of the posterior over the support Sn
for all n and observations y1, . . . , yn.
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(i) For all n and observations y1, . . . , yn the support of the distribution Sn is a union of a convex
bodies with the number of bodies upper bounded by a fixed number k0,
Sn ⊂
k0⋃
j=1
Kj ,
where each Kj is a convex body.
Proof. The proof consists of showing that if conditions (i) and (ii) hold the the growth of extrema
stated for the model in Theorem 3.1 will hold for a Bayesian non-parametric procedure. We already
know from Theorem 3.1 that if the posterior distribution
Π(p1, . . . , pk | y1, . . . , yn),
is uniform and supported over a convex set for all n and y1, . . . , yn then by Theorem 3.1 and Choquet’s
theorem there is an equivalent admixture model with a growth rate of
Ek′(n) = c (log n)(J−1),
where k′(n) is the number of extremal points of the convex hull Kn := Conv (Pk), where Pk is a draw
from the posterior distribution. Clearly it is too restrictive to assume that the posterior distribution
is uniform over its support and the support is a convex body.
The conditions (i) and (ii) allow us to generalize from the posterior being uniform over a convex
body to more realistic distributions while allowing for a similar result on the growth rate of
Ek′(n) = c′ (log n)(J−1),
with a different constant. First assume that the support of the posterior distribution Sn is a convex
body for all n and {y1, . . . , yn}. Also assume the uniform lower bound ρ on the posterior density
specified in condition (i) holds then one can adapt Theorem 3.1 to obtain
Ek′(n) = c′(J, ρ) (log n)(J−1),
where c′(J, ρ) will now also be a function of the uniform lower bound
Π(p1, . . . , pk | y1, . . . , yn) ≥ ρ, ∀p1, . . . , pk ∈ Sn.
We now relax the assumption that the support Sn is convex to condition (ii) which states the support
is a union of k0 convex bodies. By condition (i) we know that for each body Ji with i = 1, ..., , k0 the
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growth rate of the extrema is
Ek′i(n) = c
′(J, ρ) (log n)(J−1),
so the growth rate of the union of convex bodes is bounded by
Ek′(n) = k0c′(J, ρ) (log n)(J−1).
Theorem 3.6 states conditions under which we can provide a growth rate for the expected number of
components of a Bayesian non-parametric admixture model is (log n)J−1. A note of interest is that we
used ideas from convex geometry and Choquet theory to state properties of the posterior distribution
of admixture components; the standard approach in Bayesian non-parametric analysis is to study the
posterior consistency of the estimator. For example, in [23, Section 7.3.3] the log n growth rate of the
number of components of a mixture model with a Dirichlet process prior was derived using standard
Bayesian non-parametric analysis. Our result in Theorem 3.6 reduces in the mixture model case to a
log n growth rate. An interesting question is how restrictive are assumptions (i) and (ii) in Theorem
3.6 and how do these assumptions relate to classic assumptions in Bayesian non-parametric analysis
and posterior consistency.
3.3 The Choquet measure and a prior on extremal points
One perspective of de Finetti’s theorem [1] is that a mixture model can be considered as making
inference over a convex set of measures or inference over the set of extreme measures. This idea
was operationalized and pushed further in [13] to execute inference over a convex set of measures via
unconstrained inference over the set of extreme measures. In this spirit we will consider non-parametric
Bayesian analysis with a classic prior, the Pólya tree prior. We show that if we consider a Pólya tree
prior over the extrema of a limiting convex body then the posterior converges weakly to the Choquet
measure and we provide the rate of convergence. This result like the result in the previous subsection
relates the posterior of a non-parametric Bayesian procedure to statements on the extremal set.
Pólya tree processes are a large class of priors that includes the Dirichlet processes, and provide
a flexible framework for Bayesian analysis of non-parametric problems [10, 11, 15, 16]. Pólya tree
processes have a tractable expression for the posterior while allowing for the incorporation of a wide
range of beliefs. Pólya tree priors can be specified so as to give nonzero probability to continuous
distributions which is not possible with the Dirichlet process prior, which “selects" almost surely
discrete distributions. The standard construction of a Pólya tree prior is as follows: given an interval
Ω recursively bisect the interval into subintervals. At each stage, the probability mass already assigned
to an interval is randomly divided and assigned into its subintervals according to the independent draw
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of a Beta random variable. The parameters in the Beta distribution are set to increase rapidly as the
partitions become finer.
Recall that in Theorem 3.5 we stated that as the extrema of the convex body Kn (the convex hull
of n points drawn from the unit simplex) grow to infinity, Kn converges to a smooth convex body; call
this latter K . The following theorem states the (positive) answer to the natural question of whether
Bayesian updating with a Pólya tree prior µ on the extrema of K recovers the Choquet measures.
Theorem 3.7. Let µ ∼ Π, a Pólya tree process with paramenter α. Consider the extrema E1, . . . , Ek |
µ
iid∼ µ, and denote ν as the Choquet measure on ex(K ). Then, the posterior converges to the Choquet
measure
Π(· | E1, . . . , Ek) −−−→
k→∞
δν weakly ν-a.s..
δν is the Dirac measure at ν.
The idea is that one recovers the Choquet measure ν; as the Pólya tree prior (and of course its
posterior) is a measure over measures, the formal statement is convergence to δν .
Proof. The result follows directly from Theorem 3.3.5 in [11].
We can also provide rates of convergence to the Choquet measure. We will require the density
fν corresponding to the Choquet measure to satisfy some regularity conditions. In particular we will
consider functions in the class Cα[0, 1] with α ∈ (0, 1] that denote the Hölder functions on the interval
[0, 1]
Cα[0, 1] :=
{
g : [0, 1]→ R, sup
x 6=y∈[0,1]
|g(x)− g(y)|
|x− y|α <∞
}
.
Theorem 3.8. Draw the extrema E(k) = {E1, . . . , Ek} iid∼ ν, where ν is the Choquet measure on
ex(K ). We assume the corresponding density fν satisfies fν ∈ Cα[0, 1] for α ∈ (0, 1] and is bounded
away from zero on [0, 1]. Let E := ⋃l≥0{0, 1}l ∪ {∅}, and let Π be the prior on densities supported
on ex(K ). Furthermore Π is generated by a Pólya tree random measure with respect to the canonical
dyadic partition of [0, 1] with parameters A = {α :  ∈ E} chosen as α = a|| ∨ 8, for any  ∈ E, with
al = l2
2lα, l ≥ 0.
Then, as k →∞, for any Mk →∞, we have that
Ekfν
[
Π
(
f : ||f − fν ||∞ ≤Mk∗k,α | E(k)
)]
→ 1,
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where ∗k,α is the minimax rate of convergence
∗k,α = (log k/k)
α/(2α+1).
Proof. The result follows directly from Theorem 1 in [7].
The above statement states that for a prior specified by a Pólya tree random measure the posterior
density concentrates in a supremum norm ball around the Choquet density.
4 Conclusion
The key idea in this paper is that one can combine the concept of a Choquet measure with classic
results in stochastic geometry on the number of extrema of random polytopes to provide insight into the
asymptotic growth rate of the number of admixture components in Bayesian non-parametric inference.
We prove that the expected number of components increase at the rate of (log n)J−1 where J is the
dimension of the observation vector Y and for the standard mixture model case we recover the growth
rate of log n. We also provide a central limit theorem for the growth rate. Lastly, we relate our results
to non-parametric Bayesian density estimation and show that a natural Pólya tree prior on the support
of the Choquet measure recovers in the posterior the Choquet measure with the proper minimax rate.
An interesting open question is whether there are other instances in Bayesian inference where
coupling results from stochastic geometry on extremal sets with Choquet measures de Finetti’s idea of
extremal sets results in novel analysis, insights, models, or algorithms.
Appendices
A Distribution of our sequence of random points
In this appendix we examine the implications of the results in our paper in the context of Bayesian
inference grounded by infinite exchangeability and de Finetti’s theorem. Specifically, we inspect how
to approximate the distribution of the sequence {p1, . . . , pn} from (1) using de Finetti’s theorem and
a result by Diaconis and Freedman.
As pointed out in [1], we can state de Finetti’s result from a functional analytic viewpoint as follows.
Let S = ∆J−1 ⊂ RJ , and recall that a sequence of random variables is exchangeable if
{pi}i≥1 d= {ppi(i)}i≥1,
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for any finite permutation pi, where d= denotes equality in distribution. Notice that the points we have
drawn uniformly from the simplex form a finite exchangeable sequence.
Let P(S) be the set of probability measures on S, and P(P(S)) be the set of probability measures on
P(S). When we define an infinite exchangeable sequence of S-valued random variables, we are actually
defining an exchangeable measure, say Θ, on P(S∞), where Θ is the distribution of the sequence.
Consider the set M := {µ∞ := µ× µ× · · · s.t. µ ∈ P(S)} ⊆ P(S∞), that is the set of extrema of
the convex set of exchangeable elements of P(S∞). Then, we have
Θ(A) =
∫
P(S)
µ∞(A) Λ(dµ), ∀A ⊂ S∞.
Hence, there is a bijection between Λ ∈ P(P(S)) and Θ ∈ P(S). Notice that, from Choquet’s
uniqueness result, there exists a unique Choquet measure ν˜ supported by ex(∆J−1) that allows to
represent any x ∈ ∆J−1. Then, there exists a probability measure ν˘ that extends ν˜ to the whole
simplex ∆J−1. To this extent, ν˘ × ν˘ × · · · =: ν˘∞ belongs to M .
As we pointed out before, our sequence {p1, . . . , pn} is a finite exchangeable sequence. Suppose,
without loss of generality, that it is part of a much longer sequence {p1, . . . , pn−1, pn, pn+1, . . . , pm}.
Then, we can use Theorem 13 in [8] to compute an approximation of Θn, the distribution of our finite
sequence. In particular, let
Θµn(A) :=
∫
P(S)
µn(A) Λ(dµ), ∀A ⊂ Sn;
let also β(m,n) be such that
1− β(m,n) = m
−nm!
(m− n)! , β(m,n) ≤
1
2
n(n− 1)
m
.
Then, ||Θn −Θµn|| ≤ 2β(m,n), for all n ≤ m, where
||Θn −Θµn|| := 2 sup
A⊂Sn
|Θn(A)−Θµn(A)| .
Remark A.1. Notice that, in our model, we have that n has to be greater than J (of course, J ≥ 2).
If that is not the case, we can still have a convex hull, but it will be a proper subset of a smaller
dimensional Euclidean space, and we are not interested in this eventuality.
Remark A.2. The number of random points we draw, n, is related to the cardinality of E , which we
will denote as f0(C ). In particular, for any n ∈ N, n = kf0(C ), where k ≥ 1 is a positive constant.
Also, let e˜ be the number of extrema of the convex hull (polytope) in our unit simplex with the
least amount of vertices. Then, e˜ = J .
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