A simpler formula for the number of diagonal inversions of an
  (m,n)-Parking Function and a returning Fermionic formula by Hicks, Angela & Leven, Emily
A simpler formula for the number of diagonal inversions
of an (m,n)-Parking Function and a returning
Fermionic formula
Angela Hicksa,1,∗, Emily Levenb,2,∗∗
aStanford University, Department of Mathematics, building 380, Stanford, California
94305 USA
bUniversity of California, San Diego, Department of Mathematics, 9500 Gilman Dr.
#0112, San Diego, CA 92093 USA
Abstract
Recent results have placed the classical shuffle conjecture of Haglund et
al. in a broader context of an infinite family of conjectures about park-
ing functions in any rectangular lattice. The combinatorial side of the new
conjectures has been defined using a complicated generalization of the dinv
statistic which is composed of three parts and which is not obviously non-
negative. Here we simplify the definition of dinv, prove that it is always
non-negative, and give a geometric description of the statistic in the style of
the classical case. We go on to show that in the (n− 1)× n lattice, parking
functions satisfy a fermionic formula that is similar to the one given in the
classical case by Haglund and Loehr.
Keywords:
rational parking functions, shuffle conjecture, dinv, diagonal inversions,
fermionic formula
2010 MSC: 05E05, 05E10
∗Corresponding author
∗∗Principal corresponding author
Email addresses: ashicks@stanford.edu (Angela Hicks), esergel@ucsd.edu
(Emily Leven )
1Supported by NSF grant DMS 1303761.
2Supported by NSF grant DGE 1144086
Preprint submitted to Discrete Mathematics October 20, 2018
ar
X
iv
:1
40
4.
48
89
v2
  [
ma
th.
CO
]  
31
 Ju
l 2
01
4
1. Introduction
The classical shuffle conjecture of [1] gives a well-studied combinatorial
expression for the bigraded Frobenius characteristic of the diagonal harmon-
ics:
∇en =
∑
PF∈PFn
tarea(PF )qdinv(PF )Fides(PF ). (1)
For a survey of work on this conjecture, see [2]. Recent results by Gorsky
and Negut in [3], [4], and [5], along with work by Schiffmann and Vasserot
in [6] and [7], when combined with combinatorial results of Hikita in [8] and
Gorsky and Mazin in [9] and [10], place this conjecture in the broader context
of an infinite family of conjectures about collections of parking functions in
an m × n lattice for any coprime m,n. One such conjecture (with Qm,n as
defined below) gives that for m and n coprime
Qm,n(−1)n =
∑
PF∈PFm,n
tarea(PF )qdinv(PF )Fides(PF ). (2)
It has previously been concluded that the new definitions of dinv and area,
as given by Hikita, Gorsky, and Mazin, are in fact a generalization of the
classical definitions (where the classical case is when m = n + 1). Work by
Bergeron, Garsia, Leven, and Xin in [11] and [12] has reformulated and ex-
panded on the work of Gorsky and Negut, giving the algebraic left hand side
of the above equation in terms that will appear familiar to those who know
the classical conjecture and expanding it to include the noncoprime case.
It is the authors’ hope that this paper will similarly illuminate connections
between the combinatorial side of the (m,n) conjecture and the classical case.
In particular, in the first half of the paper, we show that this new defi-
nition of dinv is positive, give a geometric interpretation mirroring the geo-
metric interpretation of the classical case, and reduce the computation of the
dinv from three terms to a classical looking term and a single “dinv correc-
tion” term, based solely on the shape of the path. In the second half, we use
this interpretation to prove an implication of the new (m,n) conjecture in the
case where m = n−1 and explore the meaning of the dinv correction term in
that case by giving its contribution to a new fermionic formula, reminiscent
of the fermionic formula ([13]) of Haglund and Loehr in the classical case.
1.1. Summary of Results
For the easy reference of the reader who is already familiar with the
rational parking functions and their statistics, we will begin by briefly sum-
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Diagonal
Rational Diagonal
Figure 1: The rational diagonal of a north step, and the diagonal above it. Note that the
southern border of each diagonal is not part of the diagonal itself.
Figure 2: Each east step makes a diagonal inversion with the north step. East steps are
drawn without their endpoints to indicate they may extend further.
marizing our results. The terms will be defined and the results proved in
future sections.
First, call the rational diagonal of a north step the region of an (m,n)
parking function that is left of the step and between the two lines of slope n
m
that intersect the endpoints of the step, including the top line, but not the
bottom. (See Figure 1.)
Result 1 (Theorem 1). The dinv of a rational Dyck path (and thus the path
dinv of a parking function) is the number of times an east step intersects the
rational diagonal of a north step.
See Figure 2 for examples.
Refer to the rational diagonal above a north step N as the rational di-
agonal of the (possibly imagined) north step directly above N . Associating
a labeled cell with the north step to its left, say that a labeled cell c is in a
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diagonal d if its north endpoint is in d. Then c < c′ form a diagonal inversion
if and only if:
1. (primary) c is in the rational diagonal of c′.
2. (secondary) c′ is in the rational diagonal above c.
A north step N and and east step E form a dinv correction if and only if:
1. (positive) E is completely contained in the rational diagonal of N .
(This only occurs for n < m.)
2. (negative) The endpoints of E fall outside the rational diagonal of N
on opposing sides. (This only occurs for n > m.)
Result 2 (Theorem 2). The dinv of a rational parking function is the total
number of primary and secondary diagonal inversions, plus the number of
positive dinv corrections (if n < m), minus the number of negative dinv
corrections (if m < n).
See Figure 3.
Result 3 (Theorem 3). The dinv of a rational parking function is always
non-negative.
Turning our attention to the case m = n− 1, we show that:
Result 4 (Theorem 6). Dinv corrections are in one to one correspondence
with corners formed by an east step followed by a north step in the underlying
Dyck path.
Define En,1 to be the set of classical parking functions with only a single
car on the main diagonal, and Qn−1,n to be the set of the rational parking
functions on the n− 1 by n grid.
Result 5 (Theorem 5). As is predicted algebraically by the identity
∇En,1 = tn−1Qn−1,n (−1)n,
we have that∑
PF∈En,1
tarea(PF)qdinv(PF)Fides(PF)
= tn−1
∑
PF∈Qn−1,n
tarean−1,n(PF)qdinvn−1,n(PF)Fides(PF).
In particular, the families of parking functions in Qn−1,n with the same set
of cars on each classical diagonal sum to the same fermionic formula as in
the classical case.
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Figure 3: For c < c′, primary and secondary inversions, as well as negative and positive
dinv corrections. The total number (with appropriate sign) give the dinv of a rational
parking function. Steps drawn without an endpoint indicate that the endpoint may be
shifted sligtly to fall on the nearest marked line.
2. Background
2.1. The classical conjecture
Classical parking functions have been represented in a number of ways
since their introduction in the 1960s. For our purposes, it is best to consider
them as represented on an n × n lattice with a “main diagonal” running
through their center from southwest to northeast. Construct a parking func-
tion on this lattice as follows: Add a Dyck path (a set of north and east
steps, weakly above the main diagonal, also from southwest to northeast).
Call the squares directly east of north steps “parking spaces” and fill them
with “cars,” integers 1 to n, each occurring exactly once. In particular, make
sure that cars are strictly increasing within a single column. See Figure 4 for
an example.
Definition (area). The area of a parking function is defined to be the number
of complete squares between the Dyck path and the main diagonal.
Any two cars in the same diagonal are called “primary attacking.” If
the smaller car is to the left of the bigger car, those two cars in particular
form a “primary diagonal inversion.” If a car b is in the diagonal above the
5
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Figure 4: A parking function
diagonal of a car s, and b is to the left of s, then s and b are “secondary
attacking.” Furthermore, if s < b, then the two cars analogously form a
“secondary diagonal inversion.”
Definition (dinv). The dinv of a parking function is the total number of
primary and secondary inversion pairs in the parking function.
Finally, the “reading word” (or just “word”) of a parking function is
the permutation found by reading the cars by diagonals, moving northeast
to southwest, and working from north to south along each diagonal. Re-
call that the i-descent set of a permutation is the descent set of the inverse
permutation. Then
Definition (ides). The i-descent set (ides) of a parking function is just the
i-descent set of the reading word of the parking function.
Example 1. The parking function in Figure 4 has area 4. It has dinv 4 with
the four diagonal inversions: (1, 4), (1, 2), (2, 3) and (3, 6). Its reading word
is (5, 6, 3, 2, 4, 1) with resulting i-descent set {1, 2, 4}.
If we recall that ∇ is the linear operator defined on the modified Mac-
donald polynomials H˜µ[x; q, t] by
∇H˜µ[x; q, t] = t
∑
c∈µ leg(c)q
∑
c∈µ arm(c)H˜µ[x; q, t],
en is the elementary symmetric function, and FS is the Gessel quasisymmetric
function of degree n indexed by the set S ⊆ {1, 2, . . . , n − 1}, then we have
sufficient background to understand the shuffle conjecture as first introduced
in [1]:
Conjecture 1.
∇en =
∑
PF∈PFn
tarea(PF )qdinv(PF )Fides(PF ).
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2.2. The algebraic side of the (m,n) shuffle conjecture
Next, to keep the paper self-contained, we give a short summary of the
algebraic side of the conjecture, choosing to mimic the notation of [11], a
much more complete reference. The starting point for our definitions is a
pair of classically defined operators (where [ ] indicates plethystic notation
and M = (1− t)(1− q)):
DkF [X] =F
[
X +
M
z
]∑
i≥0
(−z)iei[X]
∣∣∣∣∣
zk
(3)
D∗kF [X] =F
[
X − (1− 1/t)(1− 1/q)
z
]∑
i≥0
zihi[X]
∣∣∣∣∣
zk
(4)
for any symmetric function F . We use these operators to recursively build
an operator Qm,n for each coprime pair (m,n). If (a, b) is the closest lattice
point below the line from (0, 0) to (m,n) and (m,n) = (a, b) + (c, d), define
Split(m,n) = (a, b) + (c, d).
Then we can recursively define the relevant operators as:
Qm,n =
{
1
M
[Qc,d, Qa,b] if m > 1 and Split(m,n) = (a, b) + (c, d)
Dn if m = 1
Example 2. Split(2, 3) = (1, 2) + (1, 1), so
Q2,3 =
1
M
[Q1,1, Q1,2] =
1
M
(D2D1 −D1D2)
In particular, we can also use the same procedure to define Qkm,kn (i.e.
for no comprime pairs.) In this case there are k closest lattice points, but we
refer the reader to [11] for a proof that any choice gives the same operator.
In the coprime case, the (m,n) shuffle conjecture is, as stated above:
Qm,n(−1)n =
∑
PF∈PFm,n
tarea(PF )qdinv(PF )Fides(PF ).
The coprime shuffle conjecture, however, does not naturally extend to the
non-coprime case. To state the extension, we need to expand the definition
of Qm,n to say that
Q0,n =
qt
qt−1hn
[
1−qt
qt
X
] (
multiplication by qt
qt−1hn
[
1−qt
qt
X
]
.
)
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Then the Q0,n form a multiplicative basis for the symmetric functions and
we can express the operator “multiplication by ek” (ek) uniquely as:
ek =
∑
λ`k
cλ(q, t)
∏
i
Q0,λi .
Then for (m,n) coprime and k > 1, define
ekm,kn =
∑
λ`k
cλ(q, t)
∏
i
Qλim,λin.
Finally, the fully general version of the (m,n) shuffle conjecture is that:
ekm,kn (−1)k(n+1) =
∑
PF∈PFkm,kn
tarea(PF )qdinv(PF )Fides(PF )
for suitable extensions of the statistics on the combinatorial side.
2.3. The combinatorial side of the (m,n) shuffle conjecture
Let m and n be positive. Extending the definitions of Hikita, Gorsky, and
Mazin, parking functions and their statistics can be defined for the m × n
lattice as follows. (We refer to the objects defined here as rational in contrast
to the classical case.)
Figure 5: A (5, 7)-Dyck path
An (m,n)-Dyck path is a path in the m × n lattice which proceeds by
north and east steps from (0, 0) to (m,n) and which always remains weakly
above the main diagonal y = n
m
x. For example, see Figure 5.
Definition (area). The number of full cells between an (m,n)-Dyck path Π
and the main diagonal is denoted area(Π).
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Example 3. The (5, 7)-Dyck path in Figure 5 has area 4.
When there is no danger of confusion, we will omit the (m,n) prefix and
just refer to the Dyck path. Similarly we will sometimes refer to parking
functions rather than (m,n)-parking functions.
Notice that the collection of cells above a Dyck path Π forms an english
Ferrers diagram λ(Π). For any cell c ∈ λ(Π), let leg(c) and arm(c) denote
the number of cells in λ(Π) which are strictly south or strictly east of c,
respectively.
Definition (pdinv). The dinv of a Dyck path Π is given by
pdinv(Π) =
∑
c∈λ(Π)
χ
(
arm(c)
leg(c) + 1
≤ m
n
<
arm(c) + 1
leg(c)
)
. (5)
If a parking function PF is supported by the Dyck path Π, we will write
pdinv(Π) = pdinv(PF) and refer to this as the “ path dinv” of PF.
Note that here the convention is that division by 0 gives infinity. In this
formula we do not need to evaluate 0
0
, but later we will use the convention
that this is 0.
Example 4. The Dyck path in Figure 5 has λ = (3, 3, 1, 1). The 7 cells
which contribute to its dinv are marked.
As in the classical case, an (m,n)-parking function PF is obtained by
labeling the cells east of and adjacent to north steps of an (m,n)-Dyck path
with 1, 2, . . . , n in a column-increasing way. This underlying Dyck path will
be denoted Π(PF). As in the classical case, the cells directly east of north
steps will be called “parking spaces” and we will fill them with “cars.” For
brevity, let area(PF) = area(Π(PF)).
The definition of dinv(PF) and σ(PF) will be more complex. In the
classical case, these statistics are related to the idea of grouping cars by
diagonals. Here, we extend this notion by using the function rank′(x, y) =
my − nx. A point which is on the main diagonal has rank′ = 0. In fact,
rank′ orders points according to their distance from the main diagonal. In
the classical case, cars are ordered according to their distance from the main
diagonal so that cars further to the right are larger within a single diagonal.
Analogously, we want to “break ties” made by rank′ so that points further
right are larger. To do this, we set rank(x, y) = my − nx + bx gcd(m,n)
m
c. We
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Figure 6: A (5, 7)-parking function and the ranks of its cars.
say that the rank of a car is the rank of the southwest corner of its cell.
Figure 6 contains a (5, 7)-parking function and the ranks of its cars.
In the classical case, the word of the parking function σ is obtained by
reading the cars from highest to lowest diagonal. Here, the word σ of an
(m,n)-parking function is obtained reading the cars from highest to lowest
value of rank. In Figure 6, we have σ = 7563412. As in the classical case,
we will be interested in the descent set of the inverse of this permutation,
ides(PF). In Figure 6, we have ides(PF) = {2, 4, 6}.
Furthermore, in the classical case, pairs of cars create diagonal inversions,
or dinv, when their diagonals are not too far apart (and the cars occur in a
certain order). For an (m,n)-parking function PF, we set
tdinv(PF) =
∑
cars i<j
χ (rank(i) < rank(j) < rank(i) +m) . (6)
This is called the temporary dinv, or tdinv, because it needs to be modified
to obtain dinv. In Figure 6, the pairs of cars contributing to tdinv are (1, 3),
(1, 4), (3, 5), (3, 6), (4, 6), (5, 7), and (6, 7).
The final ingredient for dinv is
maxtdinv(Π) = max{tdinv(PF) : Π(PF) = Π}. (7)
We will also write maxtdinv(PF) for maxtdinv(Π(PF)).
Finally we can define our second statistic.
Definition (dinv).
dinv(PF) = tdinv(PF) + pdinv(PF)−maxtdinv(PF). (8)
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Figure 7: A (5, 7)-parking function with maximal tdinv.
Note that pdinv(PF) and maxtdinv(PF) depend only on the underlying
Dyck path Π(PF ).
We show in Lemma 1 that maxtdinv(PF) is simply the tdinv of the park-
ing function with underlying Dyck path Π(PF) whose word is the reverse
permutation n . . . 2 1. The maximizing parking function corresponding to
Figure 6 can be found in Figure 7. Note that the tdinv of this parking func-
tion is 10. Combining this with our earlier observations, we have that the
dinv of the parking function shown in Figure 6 is 7 + 7− 10 = 4.
3. Another view of maxtdinv
For computational purposes, and for simplicity in the arguments to follow,
it is important to note that maxtdinv(Π) can be calculated directly, without
computing tdinv for every parking function supported by Π. Recall that a
cell c of a Dyck path Π is called a parking space when it is directly east of
a north step - that is, when any parking function supported by Π “parks” a
car in cell c.
Lemma 1. For any (m,n)-Dyck path Π, maxtdinv(Π) = tdinv(PF) where
PF is the parking function supported by Π with σ(PF) = n . . . 2 1. In par-
ticular,
maxtdinv(Π) =
∑
c,c′
χ(rank(c) < rank(c′) < rank(c) +m)
where the sum is over parking spaces c, c′ in Π.
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Figure 8: Cells contributing to primary maxtdinv.
Proof. Note that for any (m,n)-parking function PF with support Π,
tdinv(PF) =
∑
i<j
χ(rank(i) < rank(j) < rank(i) +m)
=
∑
rank(i)<rank(j)<rank(i)+m
χ(i < j).
Then setting σ(PF) = n . . . 2 1 ensures that whenever rank(i) < rank(j),
i < j. In particular, if rank(i) < rank(j) < rank(i) + m, then i < j.
Hence maxtdinv(Π) is given by the parking function with this word and,
consequently, by the above formula.
Note also that the line which is parallel to the main diagonal (i.e. has
slope n
m
) and which intersects a certain point (x, y) separates the lattice into
the regions of points with higher and lower ranks than (x, y). Let SW (c)
and NW (c) denote the lines with slope n
m
which pass through the southwest
and northwest corners of a cell c, respectively.
Note also that rank(x, y) + m = rank(x, y + 1) and that rank(c) <
rank(c′) < rank(c) + m if and only if rank(c′) < rank(c) + m < rank(c′) +
m. Therefore when c′ is further right than c, we can visualize “rank(c) <
rank(c′) < rank(c) + m” as one of the arrangements in Figure 8. That is,
this statement holds when the northwest corner of c is between SW (c′) and
NW (c′) or when SW (c) = SW (c′). When c and c′ are parking spaces, such
an arrangement contributes to maxtdinv. We will refer to this as “primary
maxtdinv.”
On the other hand, when c is further right than c′, we can view “rank(c) <
rank(c′) < rank(c) +m” as one of the arrangements in Figure 9. That is, the
12
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Figure 9: Cells contributing to secondary maxtdinv.
c
arm
leg
Figure 10: A cell contributing to path dinv.
southwest corner of c′ is between SW (c) and NW (c) or NW (c) = SW (c′).
When c and c′ are parking spaces, such an arrangement also contributes to
maxtdinv. We will refer to this as “secondary maxtdinv.”
4. The path dinv
We can reformulate pdinv in a manner that is analogous to Section 3.
Then these two reformulations will provide an inclusion of arrangements
counted by maxtdinv and pdinv. The direction of this inclusion will depend
on whether m > n or m < n. (When m = n, we will see that pdinv =
maxtdinv as expected.) Furthermore, we will be able to characterize the
leftover, giving a new formula for pdinv−maxtdinv which modifies the tdinv
of a parking function.
Theorem 1. The dinv of a rational Dyck path (and thus the path dinv of a
parking function) is the number of times an east step intersects the rational
diagonal of a north step.
Proof. Consider a cell c which contributes to the pdinv of some Dyck path
13
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Figure 11: An illustration of the different types of pdinv.
Π. We have
leg(c) + 1
arm(c)
≥ n
m
>
leg(c)
arm(c) + 1
.
The middle value is the slope of the main diagonal of Π. We can also view
the other values as slopes. Let N and E be the north and east steps of
Π directly east and south of c, respectively. Then the line connecting the
north end of N and the east end of E has slope leg(c)+1
arm(c)
. Similarly, the line
connecting the south end of N and the west end of E has slope leg(c)
arm(c)+1
. For
example, see Figure 10. Then looking at the lines of slope n
m
which intersect
either end of N , we have several possible configurations, all of which are
enumerated in Figure 11. In particular, notice these illustrations exactly give
the intersections of east steps with the rational diagonal of a north steps.
5. The dinv correction
Next we’d like to give a simpler interpretation of the dinv correction by
simultaneously analyzing path pdinv and maxtdinv. (Recall that the dinv
correction is pdinv−maxtdinv.) We will show that most of the configura-
tions in Figure 11 contribute to primary maxtdinv, secondary maxtdinv or
both. The basic idea is that if an east step crosses some line L with slope n
m
in a Dyck path, then some north step must cross L earlier in the path. Then
14
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Figure 12: The types of pdinv contributing to primary maxtdinv.
c d
d’
dccd
d’
c
d’d’
d
Figure 13: Four possible configurations corresponding to Types A-F.
the parking spaces near the two north steps arising in each arrangement will
contribute to maxtdinv. In particular, we have the following two results.
Lemma 2. Let Π be any (m,n)-Dyck path. The pairs of cells which con-
tribute to primary maxtdinv(Π) are in bijection with cells contributing to
pdinv(Π) of Types A, B, C, D, E, and F.
Proof. We will group Types A, B and C and Types D, E and F as in Figure 12.
As discussed above, in each of these configurations there must be some north
step crossing the sloped line which is earlier in the path than the indicated
east step. Take the closest such north step. It may intersect the sloped line
in its interior or on its southern endpoint. This gives four arrangements as
in Figure 13. In each of these, parking spaces d and d′ are in one of the
arrangements of Figure 8. Hence they contribute to primary maxtdinv.
Conversely, suppose parking spaces d and d′ are in one of the arrange-
ments of Figure 13. Then there is at least one east step which crosses SW (d)
between the north steps of d and d′. This east step may either intersect
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SW (d) in its interior or on its east endpoint. Choose the east step of this
form which is closest to d′. It is not difficult to check that the cell c north of
this east step and west of d will be of Type A, B, C, D, E or F.
Lemma 3. Let Π be any (m,n)-Dyck path. The pairs of cells which con-
tribute secondary dinv to maxtdinv(Π) are in bijection with cells contributing
to pdinv(Π) of Types C, F, I and J.
The proof of Lemma 3 is completely analogous to that of Lemma 2.
Combining these observations, we see that maxtdinv double counts pdinv
arrangements of Types C and F and does not count Types G and H. Notice,
though, that Types C and F correspond simply to those cells c ∈ λ(Π) with
leg(c)
arm(c)
≥ n
m
>
leg(c) + 1
arm(c) + 1
or equivalently
arm(c)
leg(c)
≤ m
n
<
arm(c) + 1
leg(c) + 1
.
Similarly, Types G and H correspond to those cells c ∈ λ(Π) with
arm(c)
leg(c)
>
m
n
≥ arm(c) + 1
leg(c) + 1
.
Since these quantities represent inverses of slopes, we must allow division by
0 and let x
0
=∞ for any x 6= 0. Examining the cases where 0
0
occurs, we can
see that we need to set this quantity equal to 0.
Combining these lemmas with Theorem 1
Theorem 2. For any (m,n)-parking function PF with underlying Dyck path
Π, we have
dinv(PF) = tdinv(PF) +
∑
c∈λ(Π)
χ
(
arm(c)
leg(c)
>
m
n
≥ arm(c) + 1
leg(c) + 1
)
−
∑
c∈λ(Π)
χ
(
arm(c)
leg(c)
≤ m
n
<
arm(c) + 1
leg(c) + 1
)
.
Here 0
0
= 0 and x
0
=∞ for all x 6= 0.
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Furthermore, examining Figure 11, we can see that Types C and F can
only occur when n > m while Types G and H can only occur when n < m.
Hence we have
Corollary 1. Let PF be any (m,n)-parking function with underlying Dyck
path Π. Set 0
0
= 0 and x
0
=∞ for all x 6= 0. If n > m then
dinv(PF) = tdinv(PF)−
∑
c∈λ(Π)
χ
(
arm(c)
leg(c)
≤ m
n
<
arm(c) + 1
leg(c) + 1
)
.
If n = m then
dinv(PF) = tdinv(PF).
Finally, if n < m then
dinv(PF) = tdinv(PF) +
∑
c∈λ(Π)
χ
(
arm(c)
leg(c)
>
m
n
≥ arm(c) + 1
leg(c) + 1
)
.
Theorem 3. For any (m,n)-parking function PF, dinv(PF) ≥ 0.
Proof. This follows from Corollary 1 when m ≥ n. Let m < n and let PF
be any (m,n)-parking function. We will show that for every instance of a
cell c ∈ λ(Π(PF ))) with arm(c)
leg(c)
≤ m
n
< arm(c)+1
leg(c)+1
, there is a triple of cars in PF
such that two of these cars must contribute to tdinv(PF).
Given such a cell c, let N be the north step directly east of c and let E
be the east step directly south of c. Recall that since arm(c)
leg(c)
≤ m
n
< arm(c)+1
leg(c)+1
,
the lines corresponding to the ends of N must pass through E (including its
east end).
Consider the closest north step N ′ which crosses the line corresponding to
the south end of N . Since N ′ is the closest north step, it cannot be followed
by an east step other than E (see Figure 14). Therefore there is either a
north step N ′′ following N ′ in the Dyck path or E follows N ′. The latter
situation is impossible, as seen in Figure 15.
Hence there must be another north step N ′′ directly above N ′ as in Figure
16. Let j, k, i be the cars adjacent to N,N ′, N ′′, respectively, in PF. Clearly
k < i, so either j < k < i, k < j < i or k < i < j. The second and third
cases have j and k contributing to tdinv. The first and second have i and j
contributing to tdinv.
17
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Figure 14: If N ′ is followed by an east step E′, there must be a closer north step between
E and E′.
c
leg
N
E
arm
N’
Figure 15: If E follows N ′, then the line corresponding to the north end of N cannot cross
E.
c
leg
arm
N”
E
N’
N
i
j
k
Figure 16: A triple of parking spaces which must contribute to tdinv.
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Note that not all such arrangements of i, j, k correspond to a cell c with
arm(c)
leg(c)
≤ m
n
< arm(c)+1
leg(c)+1
. Furthermore, no such triple of cars is associated to
more than one such cell c. This is because above we took N ′ as close to E as
possible. Any cells c corresponding to the triple i, j, k must be directly west
of j and north of some east step crossing SW (j). Multiple such cells would
imply the existence of several east steps crossing SW (j). However, only one
of these can be the closest to N ′.
Therefore when m < n,
tdinv(PF) ≥
∑
c∈λ(Π)
χ
(
arm(c)
leg(c)
≤ m
n
<
arm(c) + 1
leg(c) + 1
)
and consequently dinv(PF ) ≥ 0.
In summary, see Figure 3 for the configurations we need to look for to
compute the dinv of a rational parking function. For each parking function,
we look for what we will call, inspired by the classical case, primary diagonal
inversions and secondary diagonal inversions (as in Figure 8 and Figure 9
respectively for cars c < c′) and dinv corrections (labeled previously by Types
C, F, G, and H in Figure 11), which are positive or negative depending on
whether n < m or n > m.
6. A new fermionic formula
Since the Qm,n are defined by familiar, previously well-studied objects
with known relations, the formulation of the (m,n) shuffle conjecture has
implied a number of beautiful combinatorial questions. Inspired by one such
question, the authors were led to consider the (n − 1, n) rational parking
functions in greater detail. We give the inspiration first, followed by a con-
struction which ties these parking functions closely to the classical case.
Recall that as first introduced in [14], the En,k are defined by
en
[
X
1− z
1− q
]
=
n∑
k=1
(z; q)k
(q; q)k
En,k
where (z; q)k = (1− z)(1− zq) · · · (1− zqk−1). In particular, the same paper
gives the first sharpening of the shuffle conjecture, which interprets ∇En,k as
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the weighted sum of n × n parking functions with Dyck paths that hit the
diagonal in exactly k places. Specifically,
∇En,k =
∑
PF∈PFn
PF touches in k places
tarea(PF )qdinv(PF )Fides(PF ). (9)
When z = 1/q, we have
en
[
X
1− 1/q
1− q
]
=
1− 1/q
1− q En,1.
This gives
En,1 =
(
−1
q
)n−1
hn[X] (10)
Accepting the identity from [12]
Qn−1,n = −(qt)1−n∇D∗n∇−1,
whose proof is omitted here for the sake of brevity, the following theorem
conjecturally ties classical parking functions to rational parking functions.
Theorem 4.
∇En,1 = tn−1Qn−1,n (−1)n. (11)
Proof. Using the definition of the D∗n and (10), we have:
tn−1Qn−1,n (−1)n = (−q)1−n∇D∗n∇−11 = (−q)1−n∇hn = ∇En,1.
Since there are conjectured combinatorial interpretations of both sides of
equation (11), it is reasonable to try to show these conjectures are consistent.
Thus, let En,1 give the set of classical parking functions viewed, as originally,
in the n× n grid, with paths which touch the diagonal only where required
(i.e. at the top right and bottom left). On these objects, we may use the
(relatively) straightforward classical definitions of area and dinv, which we
will denote as such. Similarly, let Qn−1,n give all parking functions in the
(n− 1)×n lattice. On these objects, we compute the more complicated dinv
and area of the rational conjectures. In particular, we will use dinvn−1,n and
arean−1,n in this section to differentiate them from the classical dinv and area
when there is danger of confusion. Then the main theorem of this section is
the following:
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Theorem 5.∑
PF∈En,1
tarea(PF)qdinv(PF)Fides(PF) (12)
= tn−1
∑
PF∈Qn−1,n
tarean−1,n(PF)qdinvn−1,n(PF)Fides(PF)
Noting that the “coarea” is the number of complete squares above a
Dyck path, a first useful observation is that (12) is trivial when q = 1 and
we disregard the Gessel quasi-symmetric functions.
Lemma 4. ∑
PF∈En,1
tarea(PF) = tn−1
∑
PF∈Qn−1,n
tarean−1,n(PF)
Proof. In fact, any classical parking function that is in En,1 and thus stays
strictly above the diagonal line from (0, 0) to (n, n) is precisely a parking
function that remains above the diagonal line from (0, 0) to (n − 1, n) and
thus is in Qn−1,n. For PF ∈ En,1,
area(PF) =
n(n− 1)
2
− coarea(PF ).
For PF ∈ Qn−1,n,
arean−1,n(PF) =
(n− 2)(n− 1)
2
− coarea(PF )
and thus the change of area is as predicted.
Furthermore, it is useful to note that the problem is not trivial from here;
that is, this obvious map as used above does not in fact hold the dinv or ides
of a parking function fixed. While the dinv of a classical parking function PF
is the same as the dinv of the same parking function viewed in the (n+ 1)×n
grid, it is quite different from the dinv of that same parking function viewed
in the (n− 1)× n grid. Moreover, in the classical case, we read the word by
diagonals, moving from northeast to southwest within a diagonal, while in the
(n− 1)× n case, ranks increase (rather than decrease, as they should when
we determine the word) within a diagonal when we move from northeast to
southwest.
21
1
2
3
1
2
3
1
2
3
Figure 17: The dinv of each parking function (defined classically only for the middle
parking function) is 0, 1, and 1 respectively.
For example, see Figure 17. For the central, classical parking function,
we notice that 2 and 3 are in the same diagonal, increasing from left to right,
and thus form a secondary diagonal inversion. Similarly, for the rightmost
parking function, we notice that the top of the north step labeled by car 2
falls between the two diagonals framing the north step beside car 3. Thus
there is a possibility of a secondary diagonal inversion between these two cars
if they increase in value from left to right, as in fact they do. Since there
are no additional diagonal inversions in this parking function and no cells in
the dinv correction set, as expected the 4× 3 parking function has identical
statistics to the statistics for the classical parking function. In contrast,
the relative angle of the diagonals means that in the 2× 3 parking function
diagonals from the top and bottom of the north step beside car 3 surround
the bottom of the north step next to car 2. Thus the two could only form a
primary diagonal inversion. Since 2 and 3 are increasing from left to right, in
fact they form neither type of inversion. In fact, there is a single secondary
diagonal inversion in this parking function as well (between the 1 and 3) and
a single cell in the dinv correction set, so the dinv of the first parking function
is zero. Moreover, the word of the left parking function is (2, 3, 1), while the
word of the right and center parking functions is (3, 2, 1).
In fact, it is instructive to characterize exactly what sorts of cells form a
dinv or a dinv correction in the (n− 1)× n case.
Theorem 6. A cell in PF ∈ Qn−1,n forms a dinv correction if and only if
its south and east borders are formed by the path of PF.
Proof. Let c be a cell above the path such that
arm(c)
leg(c)
≤ n− 1
n
<
arm(c) + 1
leg(c) + 1
.
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Since
arm(c)
leg(c)
≤ n− 1
n
< 1,
then arm(c) + 1 < leg(c) + 1 and we have
n− 1
n
<
arm(c) + 1
leg(c) + 1
<
n
n
.
Since leg(c) + 1 ≤ n and all arm lengths are non-negative integers, this is
impossible. The exception is the degenerate case when arm(c) = leg(c) = 0,
exactly when the south and east borders of the cell are formed by the path.
Hence c is of this type.
To finish characterizing diagonal inversions of parking functions inQn−1,n,
it is useful to consider cars that are in the same ‘classical’ diagonal, that is
cars i and j such that there exists a positive integer k < n− 1 such that j is
k cells below and k cells to the left of i. Note that
rank(i) < rank(j) + (n− 1)k − nk = rank(j)− k
and thus
rank(i) < rank(j) < rank(i) + n− 1.
In a departure from the classical case, call these cars ‘primary attacking,’
since they are cars that would become primary diagonal inversions if i < j.
Conversely, if the cells i and j are distance ∆x in the horizontal direction
and ∆y in the vertical direction and form a primary diagonal inversion, as
in Figure 18 then
n(∆x)
n− 1 − 1 < ∆y <
n(∆x)
n− 1 .
Since ∆x is an nonnegative integer less than n − 1 and since ∆y is an non-
negative integer less than n, the leftmost inequality gives us that we have
∆x ≤ ∆y while the right inequality gives that ∆y ≤ ∆x. Thus only cars
which are primary attacking (i.e. in the same classical diagonal) can create
a primary diagonal inversion.
Analogously, we should refer to cars which are one (classical) diagonal
apart, with the car in the upper diagonal strictly further right, as secondary
attacking, and note that (by a similar argument) they form a diagonal inver-
sion only when the larger car is in the higher diagonal.
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ji
∆x
∆y
Figure 18: Two cars that form a primary diagonal inversion if i < j
4
5
3
1
2
4
5
3
1
2
Figure 19: Parking functions inQn−1,n and En,1 with the same diagonal word, (3, 5, 2, 4, 1).
In [13], Haglund and Loehr assigned a “diagonal word” to classical park-
ing functions. In particular, it is the unique permutation whose runs (which
are in increasing order) give the cars by diagonal, starting with the highest
diagonal. See Figure 19 for an example. Here we find it useful to extend this
definition to cars in Qn−1,n, where we say that cars are in the same diagonal
if they are in the same “classical” diagonal. In the same work, Haglund and
Loehr describe a very natural recursive construction for forming the parking
functions with a given diagonal word. In particular, they describe adding
cars to a parking function one at a time, starting with the last car in the
diagonal word and working forward, placing each car in all possible ways,
starting with the northeast-most choice and systematically working south-
west. Imagining Figure 20 with an additional empty column on the right
of each parking function, we get a tree showing all the recursive choices for
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the diagonal word (3, 5, 2, 4, 1). In particular, Haglund and Loehr were the
first to observe that at every step of this recursive procedure, choosing to
move a particular car further southwest increased the diagonal inversions in
the parking function by exactly one. Thus in Figure 20, the highest parking
function has dinv 0, while the lowest has dinv 3, since three times in its con-
struction, a car was moved past its northwest-most possible spot. In fact,
Haglund and Loehr proved that
∑
diag(PF)=τ
tarea(PF)qdinv(PF) = tmaj(τ)
n∏
i=1
[wi]q,
where wi gives the number of possible positions where the τith car can be
placed. This frequently is referred to in the literature as a ‘fermionic formula’
for the classical parking functions. In fact, we have the following theorem
that gives an interesting connection to the parking functions in Qn−1,n, in
particular showing that these objects satisfy the same fermionic formula.
Note that parking functions in both En,1 and Qn−1,n have only a single car in
the lowest diagonal, and thus their diagonal words have a final run of length
one.
Theorem 7. For τ with a final run of length one,∑
PF∈En,1
diag(PF)=τ
tarea(PF)qdinv(PF)Fides(PF)
= tn−1
∑
PF∈Qn−1,n
diag(PF)=τ
tarean−1,n(PF)qdinvn−1,n(PF)Fides(PF).
In particular,
∑
PF∈Qn−1,n
diag(PF)=τ
tarea(PF)qdinv(PF) = tmaj(τ)
n∏
i=1
[wi]q,
where the wi are as above.
Proof. We begin with almost the same recursive procedure as Haglund and
Loehr. Our point of departure is that this time we place the cars in all
possible ways from southwest to northeast along a diagonal.
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Note first that while in the classical case, we read words along the di-
agonals from highest diagonal to lowest diagonal, working from right to left
within diagonals. For parking functions in Qn−1,n, however, ranks decrease
from right to left within the same classical diagonals (since we add n−1 and
subtract n as we move northeast and add n − 1 to move north), so reading
the word of such a parking function follows the same pattern. In particular,
this means that there are two types of i-descent sets in both the classical and
the (n−1)×n case: ‘forced’ i-descents created by a car i+1 being in a higher
diagonal than car i (these i-descents are forced by the diagonal word) and
‘optional’ i-descents created when cars i and i+1 occur in the same diagonal
and are in the wrong order in the reading word. It is clear that the forced
i-descents are the same in the classical and (n − 1) × n cases. Moreover, in
both cases if i + 1 and i are on the same diagonal, i will be placed in the
algorithm after i+ 1. The choices of position for i are the possible positions
of i + 1 plus the position northeast of i + 1 itself. Say that we have placed
i + 1 in each case in the jth possible position according to the algorithm.
(Thus in the classical case it is j choices from the northeast corner, while in
the (n− 1)× n case it is j choices from the southwest corner.) In each case,
an optional i-descent occurs if i is read after i+ 1, that is when i is placed in
at least the j + 1st possible position according to each respective algorithm.
Thus each algorithm produces the same i-descent set at every step.
Note that just as in the classical case the coarea of the parking function
depends only on its diagonal word. In particular within a tree, the coarea
is fixed. As observed in Lemma 4, the coarea of the parking function in
Qn−1,n which is the highest leaf of a given tree is the same as the coarea
of the parking function in En,1 which is the lowest leaf of the corresponding
tree. Thus the coarea of all of the parking functions in Qn−1,n with a given
diagonal word is the same as the coarea of all of the parking functions in En,1
with the same diagonal word. Therefore with an appropriate change in area,
it remains to observe that the dinvn−1,n is as claimed.
In fact, we claim that every time we recursively place a car one step further
northwest, we increase the dinvn−1,n by exactly one, starting with a choice
that corresponds to no increase in dinv. Thus in Figure 20, the lowest parking
function in the second to last column corresponds to a parking function in
Qn−1,n with no dinvn−1,n, while the highest in the same column gives one
with 3 dinvn−1,n. We split the proof into two lemmas below.
Lemma 5. A car placed as far southwest as possible by the procedure outlined
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Figure 20: Constructing all cars in Qn−1,n with diagonal word (3, 5, 2, 4, 1).
27
above does not create any new dinv.
Proof. First, note that we place cars within a diagonal with a higher value
first. When we place a car τi, it may be placed northeast of either another
(larger) car in the same diagonal or north of a smaller car in the next lowest
diagonal.
Case 1. τi is placed above a smaller car on the next lowest diagonal
Any secondary diagonal inversion formed by τi must include a smaller
car on the next lowest diagonal, strictly southwest of τi, contradicting the
fact that τi is as far southwest as possible. Any primary diagonal inversion
formed by τi must include a car in the same diagonal, and thus by necessity
a larger car than τi. Thus τi must be to the right of a strictly larger car,
again contradicting the fact that it is as far southwest as possible. Note
that adding τi could in fact create a dinv correction, as placing it above a
smaller car could force a (bigger) car already in the same diagonal to move
one step northeast. For example in Figure 20, we add car 3 to the bottom
parking function in Qn−1,n in the diagram and thus create a new “corner”
above the 3. But this is exactly the only case where we create a new diagonal
inversion between two already existing elements in the parking function, that
is between the car below τi and the bigger car to its right (i.e. as between
the 2 and 5 in our example.)
Case 2. τi is just to the northeast of a single higher car on the same diagonal
With an argument similar to the previous case, it is easy to see that again
τi can only create a secondary diagonal inversion with another car if it is not
as far southwest as possible. τi can only similarly have one (bigger) car to its
left in the same diagonal and thus one increase in primary diagonal inversions.
(This occurs when we add the 3 beside the 5 in the fourth parking function
from the top of Figure 20.) Since adding τi creates exactly one corner and
thus one new dinv correction, the change in dinv remains zero. Notice that
in this case no car in the top diagonal is moved weakly past a car in the next
diagonal, so no new diagonal inversions are created between two cars when
neither of them are τi.
Lemma 6. Every time a car is moved one step further northeast by the
outlined procedure, there is a corresponding increase in dinv of exactly one.
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Figure 21: The different reasons that moving car j can create an increase in dinv are high-
lighted by curves (to show new diagonal inversions) and squares (to show dinv correction
cells).
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Proof. In all the below cases, let j be the car moved northeast, i be the first
car (weakly) southwest of j (i.e. the last car j was placed beside) before the
move and k be the first car to the southwest after the move. Note that i
and k are both either bigger than j and in the same diagonal (because we
place bigger cars before smaller cars within a diagonal) or smaller than j
and in one diagonal lower. Furthermore note that any cars between j and k
are in a lower diagonal than j; if they are in the first diagonal below j, they
must be larger than j (or else we would place car j on this smaller car and
it would be k itself). This means in particular that moving j cannot create
a diagonal inversion between j and any intermediate car and we need only
concern ourselves with diagonal inversions between the three marked cars.
The below cases are diagrammed in order in Figure 21, with relevant changes
in diagonal inversions marked with a curved line and relevant changes in dinv
correction (a negative value in these tall parking functions) marked with a
square.
Case 1. i and k are in a lower diagonal than j
We must have i < j and k < j. Then i and j create a new secondary
diagonal inversion.
Case 2. i is in the same diagonal as j, while k is in the next lowest diagonal
Thus k < j < i. A corner between i and j is no longer present after j
moves, resulting in a net change in diagonal inversion of one.
Case 3. k is in the same diagonal as j, while i is in the next lowest diagonal
In this case i < j < k. Moving j past k creates a new corner between
k and j, a new primary dinv between k and j, and a new secondary dinv
between i and j.
Case 4. i, j, and k are all in the same diagonal
Thus j < i and j < k. While a corner between i and j is destroyed by
moving j, a corner between k and j is created. Moreover, a primary inversion
is created between k and j.
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7. Final remarks
The results of this paper highlight several unanswered combinatorial ques-
tions related to the rational shuffle conjectures. For example, is there a
“fermionic” type formula for all rational cases? Here, the natural analogue
of a diagonal word is not quite so clear, as we have no natural definition of
the set of all cars contained within a diagonal.
Our final result shows that the classical shuffle conjecture is consistent
with the (n − 1, n) rational shuffle conjecture. Since there are a plethora
of relations between Qkn,km for all choices of k, n, and m, it begs the ques-
tion: “What similar combinatorial relations can be shown consistent with
the conjectures?” Perhaps the relations between the various conjectures will
eventually reveal a way to prove the entire family of conjectures true by some
kind of induction.
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