Computational Methods
The thermodynamic integration (TI) calculations 1 used the pmemd implementation of alchemical transformations in the AMBER 14 suite of programs, 2 which was found to be 2.5 times more computationally efficient than the traditionally used sander implementation. 3 Additionally, the pmemd version is capable of running softcore simulations at the coupling constant λ end points and thus obviates the need to extrapolate the data from the middle states, thereby enhancing the accuracy of the free energy calculations. 3 The starting structures for all of the free energy simulations were extracted from a series of long MD trajectories using a protocol described in detail elsewhere. 4 The initial structures for these long MD trajectories were based on crystal structures, and the charged amino acids were modeled in the protonation states obtained with the H++ protonation state server at neutral pH. 5 The equilibration process for these long MD trajectories consisted of 63,000 steps of energyminimization, 200 ps of NVT heating, and 10 ns of NPT equilibration. For each system, three independent 1 µs NPT trajectories were obtained. These simulations were shown to be wellconverged and equilibrated in terms of the behavior of the total energy, root-mean-square deviation (RMSD), and other standard metrics. The Mg 2+ ions remained very close to their original positions throughout the 12 µs sampling. Random configurations from the later portions of the long MD trajectories were used as the starting configurations for the TI simulations. We followed the protocol described by Kaus et al. 3 for the TI calculations. For the first two thermodynamic cycles shown in Scheme 1, we created topologies including both λ end states using the solute coordinates from a configuration from the molecular dynamics (MD) trajectory including Pol , a DNA template/primer construct with a T-T dimer (TTD) in the template S3 strand, and a dATP opposite the 3' T of the TTD ("TTD3'-A" from Ref. 4 , Table S1 ). 4 The system was solvated with the TIP3P triangulated water model 6 in a periodically replicated truncated octahedral water box with sides at least 10 Å away from all solute atoms and neutralized by the addition of Na + ions. Then additional Na + and Cl  ions were added to bring the salt concentration to 125 mM. For the states in the thermodynamic cycle that do not include the protein, no buffer ions could be added because the box volume was too small to adjust to the desired buffer concentration. Extra care was taken to ensure that the atomic coordinates of the starting structures of the two λ end states for each transformation differed by only the modified atoms.
For the first thermodynamic cycle (Scheme 1a), the calculations were divided into three steps: first the charges on the mutated residue were turned off, then the softcore van der Waals potential 7 was employed to carry out the mutation from the TTD to two consecutive thymines (TT), and lastly the charges were put back on the TT motif. 25,000 steps of steepest descent energy minimization were performed on each system at λ=0.5. Then these minimized systems were equilibrated and simulated at a series of λ values with intervals of 0.1 ranging from 0 to 1.
During equilibration for each λ value, the system was heated from 0 to 300 K over 200 ps of MD within the canonical ensemble (NVT) in the presence of a weak harmonic restraint on the solute.
Subsequently, the density of the system was allowed to adjust in the isobaric, isothermal ensemble (NPT) over 1 ns without any harmonic restraints employing Langevin dynamics with a collision frequency of 1.0 ps -1 to maintain a pressure of 1.0 bar and temperature of 300 K.
Following the NPT equilibration, a 5 ns production trajectory with a time step of 2 fs was propagated at each λ value within the NPT ensemble. For all MD simulations, the SHAKE algorithm was used to constrain covalent bonds involving hydrogen, and the Particle Mesh S4 Ewald (PME) method 8 was employed for long-range electrostatic interactions, with a 12 Å nonbonded cutoff to limit the direct space sum. Five independent cycles were completed using the same energy minimized structures at λ=0.5 but different initial velocities for the equilibration.
The ∂V/∂λ data were collected from the production MD trajectories at the discrete λ values every 2 ps. The average ∂V/∂λ values were plotted versus λ, and the area under the resulting curve was calculated with the trapezoidal rule to obtain the free energy change for the reaction under investigation. Figure S1 ). The bond, angle, dihedral, and van der Waals parameters were obtained with the parmchk2 utility of AmberTools13. 9 The atomic charges were determined as described below. The same preparation, simulation, and data collection steps as in the first thermodynamic cycle were applied in conjunction with softcore van der Waals and electrostatic potentials. 7, 10, 11 Obtaining the Charges for the INT Base with RESP The restrained electrostatic potential (RESP) 12 charges for the INT base ( Figure S1 ) were obtained after a geometry optimization at the Hartree-Fock level using the 6-31G* basis set with S5 an in-house code. The atomic charges of the deoxyribose and the phosphate groups in the AMBER libraries for DNA were adopted except for the C1' atoms of the sugar rings and the base. 13 The H-capped C1' atoms and the base were treated as a new entity, on which RESP calculations were carried out, where the charge fitting was restricted to all atoms except C4 and C5 of the pyrimidine ring. First the charges of the more electronegative N and O atoms were fit to the electrostatic potential at points chosen in accordance with the Merz-Singh-Kollman scheme, 14, 15 and then the charges of the remaining C and H atoms were optimized in the same way. The rest of the charges were fixed to their values of the G base in the AMBER libraries for DNA. 13 The charges for the T-T dimer, dATP, and dGTP were obtained with a similar protocol in our previous work, -5 and 16-20) , then the transformation from the TTD to two regular, consecutive T's occurred (panels 6-10 and 21-25) , and lastly the charges on the two consecutive, healthy T's were restored (panels 11-15 and 26-30) . The panels 1-15 display data from transformations in the presence of the dATP free nucleotide opposite the 3'-T of the TTD or the two healthy T's replacing it. The panels 16-30 display data from transformations in the absence of dATP. The different colors represent the different λ values for the transformations. These histograms were generated to show the phase space overlap in terms of the ∂V/∂λ values at the distinct λ values constituting a transformation. Figure S7 . Normalized population distributions of ∂V/∂λ values for the reactions numbered as 1, 2, 5, and 6 in the thermodynamic cycle of Scheme 1b. The data from the five replicate TI simulations are shown in each column. The panels display the following: transformation of the A base in dNTP to INT in the field of Pol η and the damaged TTD-containing DNA template/primer, where dNTP is opposite the 3' T of the TTD lesion (panels 1-5), transformation of the INT base in dNTP to G in the field of Pol η and the damaged TTD-containing DNA template/primer, where dNTP is opposite the 3' T of the TTD lesion (panels 6-10), transformation of the A base in dNTP to INT in bulk water (11) (12) (13) (14) (15) , and transformation of the INT base in dNTP to G in bulk water (panels 16-20) . These histograms were generated to show the phase space overlap in terms of the ∂V/∂λ values at the distinct λ values constituting a transformation. (11) (12) (13) (14) (15) , and transformation of the INT base in dNTP to G in bulk water (panels 16-20). These histograms were generated to show the phase space overlap in terms of the ∂V/∂λ values at the distinct λ values constituting a transformation. Figure S9 . 10-point running averages of the ∂V/∂λ values at each λ for the reactions 1 (upper half) and 2 (lower half) of the thermodynamic cycle in Scheme 1a. The data from the five replicate TI simulations are shown in each column. Every reaction was divided into three parts, where first the charges on the TTD were removed (panels 1-5 and 16-20), then the transformation from the TTD to two regular, consecutive T's occurred (panels 6-10 and 21-25), and lastly the charges on the two consecutive, healthy T's were restored (panels 11-15 and 26-30) . The panels 1-15 display data from transformations in the presence of the dATP free nucleotide opposite the 3'-T of the TTD or the two healthy T's replacing it. The panels 16-30 display data from transformations in the absence of dATP. The different colors represent the different λ values for the transformations. Figure S10. 10-point running averages of the ∂V/∂λ values at each λ for the reactions 1 (upper half) and 2 (lower half) of the thermodynamic cycle in Scheme 1a. This figure encompasses the same set of graphs in Figure S9 with smaller ranges of the y-axes for clarity. We checked these simulations visually for possible multiple binding modes and detected no problems. The simulations at the endpoints of TI calculations are known to be more difficult to converge. The same feature is exhibited with the larger error bars obtained at λ=1 in Figure S4 and the broader distributions of λ=1 values in Figure S7 . Quantitatively, Table  S3 displays larger standard deviations for the reaction 1, where the greatest fluctuations are observed, but the simulations still yield meaningful relative binding free energy values with the reported standard deviations. We checked these simulations visually for possible multiple binding modes and detected no problems. The simulations at the endpoints of TI calculations are known to be more difficult to converge. The same feature is exhibited with the larger error bars obtained at λ=1 in Figure S5 and the broader distributions of λ=1 values in Figure S8 . Quantitatively, Table  S4 displays larger standard deviations for the reaction 1, where the greatest fluctuations are observed, but the simulations still yield meaningful relative binding free energy values with the reported standard deviations. 5 -9.16 -9.20 -9.25 -9.18 -9. -6.79 -7.04 -6.11 -6.93 -6.73 -6.72 -9.16 -9.20 -9.25 -9.18 -9.31 -9.22 
