Introduction
A Matrix-Sequence {A n } n is an ordered collection of complex matrices such that A n ∈ C n×n . We will denote by E the space of all matrix-sequences, E := {{A n } n : A n ∈ C n×n }.
When dealing with linear differential equations and their discretization, several matrix sequences appear and often they are associated to some spectral Spectral Symbol, that is a measurable function describing the asymptotic distribution of the eigenvalues of the sequence in the Weyl sense [9, 13, 22] . We recall that a spectral symbol associated with a sequence {A n } n is a measurable function f : D ⊆ R q → C, q ≥ 1, satisfying
for every continuous function F : C → C with compact support, where D is a measurable set with finite Lebesgue measure l(D) > 0 and λ i (A n ) are the eigenvalues of A n . In this case we write
The computation of such symbol is not trivial, so one can, for example, use the results regarding GLT sequences when dealing with Hermitian matrices, or analyse the singular values in the general case. Few is known about the eigenvalues of non-normal sequences, except in the case where the matrices are small perturbation of Hermitian matrices. Theorem 1.1. [17, Theorem 3.4 ] Let {X n } n , {Y n } n be matrix-sequences and set A n = X n + Y n . Assume that the following conditions are met.
• Every X n is an Hermitian matrix and {X n } n ∼ λ f .
• Y n 1 = o(n).
• X n , Y n ≤ C for all n, where C is a constant independent from n.
The applications of the previous result are countless, but further experiments showed that the conditions on the spectral norms seemed technical and irrelevant. Successive studies led in fact to more powerful results. Theorem 1.2. [6] Let {X n } n , {Y n } n be matrix-sequences and set A n = X n + Y n . Assume that the following conditions are met.
• Y n 1 = o( √ n).
Then {A n } n ∼ λ f . Lemma 1.3. [6] Let {X n } n , {Y n } n be matrix-sequences and set A n = X n + Y n . Assume that the following conditions are met.
• Y n ≤ C for all n, where C is a constant independent from n. 
Notice that the questions we want to discuss do not depend on the domain of the symbols, so from now on all the symbols are measurable function on [0, 1]. Here we show some of the works done on the problem and similar results found on normal sequences.
Prerequisites
Throughout the paper, we use ℜ and ℑ to denote real and imaginary part of numbers, functions, matrices and sequences, where
We will use the formalization of GLT sequences given in [1] . Fist, we need to survey the theory on spectral symbols, singular value symbols and approximating classes of sequences.
Symbols
A Singular Value Symbol associated with a sequence {A n } n is a measurable functions k : D ⊆ R n → C, where D is measurable set with finite non-zero Lebesgue measure, satisfying
for every continuous function F : R → C with compact support. Here l(D) is the Lebesgue measure of D, and
are the singular values in non-increasing order. In this case, we will say that {A n } n has singular value symbol k and we will write {A n } n ∼ σ k.
A Spectral Symbol is a measurable function in the Weyl sense describing the asymptotic distribution of the eigenvalues of {A n } n [9, 13, 22] . It is a function f :
The functions k, f in general are not uniquely determined, since the definition are distributional, so two functions with the same distribution are always simultaneously symbols of the same sequence. In general, we say that a function k is a rearranged version of h if they have the same domain D of finite non-zero Lebesgue measure, and the same distribution, meaning
for every continuous function F : C → C with compact support. It is clear that given a sequence
Three famous classes of sequences that admit a symbol are the following.
• Given a function f in L 1 ([−π, π]), its associated Toeplitz sequence is {T n (f )} n , where
We know that {T n (f )} n ∼ σ f [18] , and if f is real-valued, then T n (f ) are Hermitian matrices and
• Given any a.e. continuous function a : [0, 1] → C, its associated diagonal sampling sequence is {D n (a)} n , where
We get {D n (a)} n ∼ σ,λ a(x) since D n (a) are normal matrices.
• A zero-distributed sequence is a matrix-sequence such that {Z n } n ∼ σ 0, i.e.,
for every continuous function F : R → C with compact support. If Z n are normal matrices, then {Z n } n ∼ λ 0 holds too.
Approximating Classes of Sequences
Let C D be the space of matrix sequences that admit a spectral symbol on a fixed domain D. It has been shown to be closed with respect to a notion of convergence called the Approximating Classes of Sequences (acs) convergence. This notion and this result are due to Serra-Capizzano, but were actually inspired by Tilli's pioneering paper on LT sequences [22] . Given a sequence of matrix sequences {B n,m } n,m , it is said to be acs convergent to {A n } n if there exists a sequence {N n,m } n,m of "small norm" matrices and a sequence {R n,m } n,m of "small rank" matrices such that for every m there exists n m with
for every n > n m , and ω(m)
In this case, we will use the notation {B n,m } n,m a.c.s.
The result of closeness can be expressed as −−−→ {A n } n , where all the matrices B n,m and A n are Hermitian, then {A n } n ∼ λ k.
These results are central in the theory since they let us compute the symbols of acs limits, and it is useful when we can find simple sequences that converge to the wanted {A n } n .
Given a matrix A ∈ C n×n , we can define the function
where, by convention, σ n+1 (A) = 0. Given a sequence {A n } n ∈ E , we can denote
This allows us to introduce a pseudometric
It has been proved ( [8] , [11] ) that this pseudodistance induces the acs convergence already introduced. Moreover, this pseudodistance is complete over E , and consequentially it is complete over any closed subspace (see [1] and [5] for proof and further details). The completeness is an important property, and it is a corollary of the following results ( [2] , [3] ). 
Lemma 2.4. Let d n be pseudometrics on the space of matrices C n×n bounded by the same constant L > 0 for every n. Then the function
is a complete pseudometric on the space of matrix sequences.
It is possible to give a characterization of the zero-distributed sequences as sum of "small norm" and "small rank" sequences. The following result sums up the important properties of the acs convergence.
Lemma 2.5. Given {A n } n ∈ E , {B n } n ∈ E and {B n,m } n,m ∈ E for every m, the following results hold.
The pseudodistance d acs is complete over every closed subspace of
The last point of Lemma 2.5 shows that an equivalence relation naturally arises from the definition of acs distance. In fact {A n } n and {B n } n are said to be acs equivalent if their difference is a zero-distributed sequence. In this case, we will write {A n } n ≡ acs {B n } n .
The set of zero-distributed sequence Z is a subgroup (actually a non-unital subalgebra) of the ring E and d acs is a complete distance on the quotient E /Z . These properties are fully exploited and developed in the theory of GLT sequences, that we are going to summarize in the next section.
GLT Algebra
Let us denote by C D the set of couples ({A n } n , k) ∈ E ×M D such that {A n } n ∼ σ k and where
First of all we can see that it is well defined, because from the definition, if k, k ′ are two measurable functions that coincide almost everywhere, then
The set of couples of GLT sequences and symbols G is a subset of C D , so when we say that {A n } n is a GLT sequence with symbol k and we write {A n } n ∼ GLT k, it means that ({A n } n , k) ∈ G and in particular, it means that {A n } n ∼ σ k. The set of GLT sequences is denoted with G .
The GLT set is built so that for every {A n } n ∈ E there exists at most one function k such that {A n } n ∼ GLT k, but not every sequence in E is a GLT sequence. To understand what is the GLT space, we have to start introducing its fundamental bricks, that are the already mentioned Toeplitz, diagonal and zero-distributed sequences
• Given any a.e. continuous function a : [0, 1] → C, the GLT symbol of its associated diagonal sampling sequence is a(x) {D n (a)} n ∼ GLT a(x).
• Any zero-distributed sequence {Z n } n has 0 as GLT symbol.
{Z n } n ∼ GLT 0.
Notice that the GLT symbols are measurable functions k(x, θ) on the domain D, where
Using these ingredients, we can build the GLT space through the algebra composition rules, and the acs convergence. The uniqueness of the GLT symbol let us define a map
that associates to each sequence its GLT symbol
We report here the main properties of G and S, that can be found in [13] and [1] , and that let us generate the whole space.
1. G is a C-algebra, meaning that given ({A n } n , k),({B n } n , h) ∈ G and λ ∈ C, then
the couple ({A n } n , k) belongs to G.
3. If we denote the sets of zero distributed sequences as
then Z is an ideal of G.
4. S is a surjective homomorphism of C-algebras and Z coincides with its kernel. Moreover S respects the metrics of the spaces, meaning that
where the distance d m on M D induces the convergence in measure.
Notice that S links the distance d acs on G and the distance d m on M D . This property actually holds for every group A ⊆ C D , and let us identify Cauchy sequences in E from Cauchy sequences on M D and vice versa. In particular, given {({B n,m } n,m , k m )} m ⊆ A we have
so we say that A is closed whenever the set of its sequences is closed in E . Eventually, we also report that the symbols of Hermitian GLT sequences are also spectral symbols.
The main result of [3] , that improves the one in [2] , deals with diagonal sequences, and tells us that all diagonal sequences with spectral symbol are just permuted version of GLT diagonal sequences.
Theorem 2.8. Given {D n } n a sequence of diagonal matrices such that {D n } n ∼ λ f (x), with f : [0, 1] → C, there exist permutation matrices P n such that
The Problem
We already stated the conjecture, but the opposite problem is also fairly interesting.
Conjecture 2. Given {X n } n ∼ λ f , and ℑ(X n ) 1 = o(n). Is it true that {ℜ(X n )} n ∼ λ f ?
We will tackle the problems from different sides, using tools from measure theory, linear algebra and metric spaces. First we see some counterexample to similar questions, in order to put bounds on our research and to not go astray.
Some Counterexamples
Notice that if Y n are zero-distributed, but without the hypothesis on the norm Y n 1 = o(n), there are counterexamples.
The issue is that X n + Y n is not Hermitian anymore, so we cannot use Fischer and Cauchy results on the distribution of eigenvalues.
The hypothesis of hermitianity is essential, since there exist counterexamples with X n diagonalizable, bounded and Y n = Y n 1 = o(1). In fact, X n = J n + 1 n n e n e T 1 where J n are nilpotent Jordan blocks, and
There exist counterexamples even with normal and bounded sequences {X n } n and Y n = Y n 1 = 1. In fact X n = J n + e n e T 1 and Y n = −e n e T 1 lead to
Notice that the problem does not depend on the band of the perturbation matrix and the original matrix, since we can find permutation matrices P n such that P n J n P T n is tridiagonal and P n e n e T 1 P T n bidiagonal, so that
Optimal Matching Distance
Let us consider a distance on C n already introduced in [7] , called optimal matching distance.
This function induces a pseudometric on C n . From now on, we write d(A, B) for the distance between the eigenvalues of A, B, since it induces a pseudodistance on C n×n . Let us study how it behaves on perturbation of matrices, through the Bauer-Fike theorem (Theorem VIII.3.1 in [7] ). 
Proof. If A has only one eigenvalue λ with multiplicity n, then A = λI, δ = +∞, V = I, and for every N ,
From now on, we suppose that A has at least two different eigenvalues. Bauer-Fike Theorem let us find for every eigenvalue µ of A + N an eigenvalue λ of A such that
Consider now the segment A + tN where t varies in t ∈ [0, 1]. Using Corollary VI.1.6 of [7] , there exist n continuous functions λ i (t) representing the eigenvalues of A + tN for every t ∈ [0, 1]. Suppose now that for some t ∈ [0, 1] and for some index i we have
We can thus denote the first time when it happens with
Notice that s = 1. Suppose j is an index such that |λ j (t) − λ j (0)| > k 2 (V ) N for every t in a right neighbourhood of s. Using the continuity of λ j , we can infer that
Using Bauer-Fike, we know that there exists an eigenvalue λ i (0) of A such that
that is an absurd. We have thus proved that for every t ∈ [0, 1] and every i
and in particular if t = 1,
The result is sharp: A = I, N = cI. What happens when A is not diagonalizable? In [21] , we find a generalization of Bauer Fike on all the matrices: 
Proof. The proof is based on Lemma 3.2, and it is totally analogous to the proof of Lemma 3.1.
The result is sharp: A = J, N = e n e T
1 . An easy corollary is the following. 
Proof. If A = V JV −1 is the Jordan form, m is the biggest size of the Jordan blocks and γ = 1 2 min λi =λj |λ i −λ j |, then we can use Lemma 3.3, and consider
In general, these results entice that
We can now start considering sequences of matrices and define
that respects the axioms of pseudometric, but it may take the value +∞. A more general distance on sequences is the generalized optimal matching distance, introduced in [3] .
It has been proved that d ′ induces a complete pseudometric in the space of sequences, and a lot of connections with spectral measures. Here we report one of the most important theorems of the previous paper.
It is easy to check that d
leading to an easy corollary.
Theorem 3.7. Given {A n } n ∼ λ f , there exists a sequence of ε n > 0 such that
Proof. Using Corollary 3.4, we can find ε n such that d(A n , A n + N n ) ≤ 1/n, so that d({A n } n , {A n + N n } n ) = 0 and Corollary 3.6 leads to the thesis.
Eventually, we can explore the connections between d ′ and d acs .
Lemma 3.8.
[3] Given {D n } n , {D ′ n } n ∈ E sequences of diagonal matrices, there exists a sequence {P n } n of permutation matrices such that
Actually, the proof of the last result given in [3] prove that the permutations P n found realize the minimum in
If we denote as {D(A) n } n and {D(B) n } n the diagonal sequences composed by the eigenvalues of {A n } n and {B n } n , then
A nice reversal relation between the two pseudodistance is the following.
Lemma 3.9.
where the inf is taken among all sequences of invertible matrices.
Proof. It is sufficient to prove that for every couple of matrices A, B with the same dimension, the following inequality holds.
From Lemma 3.8 and successive speculations, we find permutation matrices P n such that
Let M, N be invertible matrices that bring A, B to a bidiagonal upper triangular form with all the elements on the upper diagonal of norm less than ε > 0, and the eigenvalues ordered as in D(A) and P D(B)P T .
The result is not sharp. In fact, if A n = J n and B n = J n + e n e T 1 , we know that
Other Distances
An idea to solve the perturbation problem is to find pseudodistances on matrices and sequences so that any couple of sequences at zero distance admit the same spectral symbol.
Define the function d N ({A n } n , {B n } n ) = lim sup n→∞ 1 n A n − B n 1 = p N ({A n } n − {B n } n ).
d N respects the properties of a distance, but it may take infinite value. On bounded sequences, the function is a complete pseudodistance thanks to Lemma 2.4. An other complete pseudodistance that employs only the rank of the matrices is d R ({A n } n , {B n } n ) = lim sup n→∞ rk(A n − B n ) n = p R ({A n } n − {B n } n ).
Notice that acs distance behaves well only on hermitian sequences, so the aim is to penalize the nonhermitianity of matrices.
d H is a complete pseudodistance that may take infinite value, even if we replace d acs ({R(A) n } n , {R(B) n } n ) with d acs ({A n } n , {B n } n ).
We will use d H in the next section and show it is equivalent to Conjecture 1 and 2.
Equivalent Statements
Here we report some results discovered while working on the main problem.
Lemma 4.1. The statement d H ({A n } n , {B n } n ) = 0, {A n } n ∼ λ f =⇒ {B n } n ∼ λ f holds if and only if both the following are true.
so we apply 3. on X n = D n + Y n and conclude {D n } n + {Y n } n ∼ λ k Consequentially,
for every ε > 0, so we use Theorem 3.5 and conclude {X n } n + {Y n } n ∼ λ f.
3.) Using Problem VI.8.11 in [7] , , we know that for every normal matrix A and any other matrix B, we have
If τ is the permutation that realizes the minimum for X n and X n + Y n , and k n is the number of indices such that |λ i − µ σ(i) | > ε, then
4.) Same proof as 3., with p = ∞.
