ABSTRACT Motivated by the fact that the multi-stable property is becoming more and more important both in biological neural networks and in artificial intelligence, this paper is concerned with the multisynchronization problem of stochastic coupled multi-stable-state neural networks (SCMNNs) with timevarying delay. First, we give the sufficient conditions to guarantee that every sub-system or sub-network owns more than one stable points or locally exponential stable periodic orbits. Second, via the impulsive control strategy and by choosing an appropriate Lyapunov function, some sufficient conditions for multisynchronization of the controlled time-varying delayed SCMNNs are achieved. Moreover, by use of obtained sufficient conditions, which are expressed in the form of linear matrix inequalities, a novel control protocol based on the impulsive system theory for time-varying delayed SCMNNs with two types of topological structure is devised. The validity of the proposed results is verified by a numerical simulation.
I. INTRODUCTION
The past decades have witness the extensive research interest on the neural networks due to their ubiquitous applications in machine learning, signal and image processing, parallel computation and some other areas [1] - [3] . From the nonlinear dynamical point of view, for the above mentioned applications, the performance of neural networks are tightly associated with the dissipativity, stability and synchronization of neural networks. Synchronization represents that more than one system enjoys a shared dynamical behavior, which is introduced by coupling functions or by external forcing [12] . As one of mostly vital dynamical behaviors, synchronization of complex networks has gained great research attention due to its strong ability in explaining natural phenomena, such as migratory geese and applause, and wide application in regulation of genetic oscillator networks, secure communication and so on [4] - [11] .
On the other hand, for practical scenarios, the implementation of neural networks always inevitably introduces the time delay effect due to finite switch speeds of the amplifiers and essential communication time of neurons [13] . It is already known that time delay might contribute to unexpected dynamics such as instability, large oscillation and desynchronization. Therefore, the research on delayed neural networks has attracted a lot of attention recent years and many interesting results have been exhibited [13] - [22] . In the past decade, many researchers have paid their special attention on the synchronization problem of timedelayed neural networks [23] - [25] . Li et al. [23] attacked the global exponential synchronization of coupled neural networks (CNNs) with time-delayed coupling by using both the Kronecker product and the convex combination technique, two new synchronization criteria based on bounds of time delay and its derivative are proposed. With the help of a novel augmented Lyapunov-Krasovskii functional method, Zhang [24] et al. claimed certain less conservative delaydependent synchronization criteria to cope with the synchronization problem of CNNs with hybrid coupling and interval time-varying delay. Moreover, it is noted that the situation of fast time-varying delay and uncertainties in coefficients and coupling matrix can also be well tackled by the proposed method. Cao and Li [25] present a methodology for cluster synchronization of CNNs with hybrid coupling and delay. Some sufficient conditions based on a special coupling matrix and Lyapunov stability theory are proposed to achieve cluster synchronization. Until now, many efficient control methods have been developed to help tackle with various time-delayed synchronization problems, which consist of adaption control [26] , [27] , sampled-data control [28] , H ∞ control [29] , fuzzy control [30] - [34] and impulsive control [35] , just to name a few.
Impulsive control, being one type of discrete control strategy, has gained much attention in recent years since it permits the influence on a plant at the given specific time instances. This specific time feature let the impulse-based control owns numerous merits such as low maintenance cost, superior efficiency, easy installation and high fault tolerant performance. Therefore, many researchers paid their interest in impulsive control of synchronization of delayed neural networks. For example, with the help of impulsive control method, He et al. [36] examined the pinning control capacity for synchronization problem of neural networks with two kinds of coupling mode, one is distributed-delay coupling and the other is current-state coupling. More recently, Liu et al. [37] examined the exponential synchronization of reaction-diffusion neural networks with time-varying delays via pinning impulsive control strategy. By using the pinning impulsive control method, Lu et al. [38] examined the synchronization problem of nonlinear coupling stochastic dynamical networks. By setting impulsive impact on a slender part of vertexes, it exhibits that dynamical networks can run into certain special orbits if the whole states of the networks are coupled.
In addition, in the practical working environment of neural networks, internal perturbation such as system parameter deviation and external disturbance such as noise are always confronted. So the robust synchronization of stochastic delayed neural networks using the proper control method possesses very significant research importance and a lot of results have emerged in recent years [45] , [46] . For example, considering the effect induced by multi-time-varying delays and stochastic perturbation, Ma [46] studied the synchronization of perturbed delayed networks by use of a distributed impulsive controller. With the help of dual-stage impulsive control method, Han and Chesi [45] studied the robust synchronization and the global exponential synchronization of uncertain chaotic delayed neural networks with different time-varying uncertainties.
However, it is noted that the above mentioned systems possess only one stable state. In practice, there are so many systems, such as biological systems, genetic systems and neural-network-based learning systems, possess multiple equilibrium states. How to obtain multi-synchronization of coupled multi-stable neural networks (CMNNs) has gained growing attention and becomes more challenging. Until now, the research on synchronization under impulsive protocols for multi-stable complex networks remains in its early phase.
Recently, the concept named dynamical multisynchronization (DMS) and static multi-synchronization (SMS) was proposed by Wang et al. [42] to deal with the problem of multi-stable synchronization of delayed coupling neural networks. Wang et al. also designed an effective impulsive controller to achieve both the dynamical multisynchronization and the static multi-synchronization of the time-varying delayed coupled multi-stable neural networks with the structure of directed topology. Lv et al. [43] employed an average impulsive interval control method for multi-synchronization of the delayed CMNNs with the system uncertainties. However, it is worth noting that those results rely on the assumption that the multi-synchronization of the delayed CMNNs is obtained without the consideration of random perturbation. More approaches and devices should be examined and developed for multi-synchronization control under the stochastic disturbances. These motive this paper.
The main contributions are: We study both the dynamical and static multi-synchronization of time-varying delayed SCMNNs with the structure of directed topology by employing the impulsive control scheme. More concretely, (1) The multi-synchronization issue of the delayed SCMNNs is addressed for the first time. Each sub-networks suffers from the random perturbation and has multiple equilibrium states. By using the method of average dwell time for impulsive networks, some impulsive system theory based sufficient conditions are given to obtain both the dynamical and the static multi-synchronization of delayed SCMNNs with the structure of fixed topology and switching topologies. (2) A distributed impulsive protocol is presented to obtain both the DMS and the SMS of the delayed SCMNNs. (3) We impose no restriction on the differentiability of the time-varying delays, so the proposed controller can be used to the scenarios where time-varying delay is hard to measure and the differentiability is uncertain.
The rest of this paper is arranged as following. Some preliminaries are presented in section II. Section III illustrates some impulsive system theory based findings for both the dynamical and the static multi-synchronization of the delayed SCMNNs with the structure of fixed topology and switching topologies, respectively. A numerical simulation is presented in Section IV. Finally, Section V draws some conclusions.
II. PRELIMINARIES AND PROBLEM
In this section, necessary notations and definitions, some preliminaries of the graph theory, the model description, as well as assumptions and lemmas are presented.
A. NOTATIONS AND NOMENCLATURE
The collection of real numbers is denoted by R, the set of positive real numbers is represented by R + , the set of all n-D vectors over real field is denoted by R n and the set of all m×n dimensional Euclidean spaces over real field is denoted by R m×n . · represents the Euclidean vector norm or the spectral norm of matrices. λ max (A) and λ min (A) are the maximum and minimum eigenvalue of matrix A, respectively. The notation A > 0 (A ≥ 0, A < 0, A ≤ 0) implies that A is real symmetric and positive definite (positive semidefinite, negative and negative semidefinite). 
A link with direction in a digraph P is defined as a wellordered series of nodes satisfying that any two successive nodes in the series is a link of P. If V T = V and T P is a directed tree, then T P = {V T , E T } is declared to be a spanning tree of P, where there is only one distinct node without parent, and via one and only one path, any other nodes can be linked to this node.
The degree matrix of P with
In addition, the Laplacian matrix of P corresponds to the matrix L = D − A. A well-known feature of the Laplacian matrix L is said that all the sums of the row of L equal zero and 1 N is a right eigenvector corresponding to the zero, which is the eigenvalue. Zero is a trivial eigenvalue of L. Except zero, the remaining eigenvalues own positive real parts if P possesses a structure named spanning tree.
B. THE MODEL
In this paper, we consider a class of stochastic coupled multistable neural networks (SCMNNs) with time-varying delay, which is described as (1) where N ≥ 2 denotes the number of homogeneous subnetworks, x i (t) ∈ R n represents the state of the ith subnetwork, where i = 1, 2, . . . , N ;
is the system matrix of the ith sub-network, where a j > 0, j = 1, 2, . . . , n is the self-feedback term of the jth neuron;
. . , n}, b lj and c lj denote the intensity of communication connecting the lth and the jth neuron of the ith sub-network at the current time t and at the delayed time t − τ (t), respectively; h(
represents the activation function of neurons; u i (t) ∈ R n denotes the control input, I (t) ∈ R n is a continuous periodic function; and τ (t) is the transmission delay and satisfies 0 ≤ τ (t) ≤ τ , where τ is a constant; ω(t) = [ω 1 (t), . . . , ω n (t)] T is a n-dimensional standard Brownian motion defined on a complete probability space ( , F, P) with being a sample space, F being a filtration, and P being a probability measure;
:
] is the synchronization error at time t, and e τ (t) = e(t − τ (t)) is the synchronization error at time t − τ , and R(t) is locally exponentially stable equilibrium points or the locally exponentially stable periodic orbits of time-varying delayed SCMNNs (1).
C. THE ACTIVATION FUNCTION
To guarantee that the subnetwork of time-varying delayed SCMNNs has more than one stable states, a group of activation function is presented here, which is described as
where
It is known that he standard activation function of neural network is the saturation function, i.e., h j (w) = (|w + 1| − |w − 1|)/2, which is a special case of the activation function of (2). According to [42, Lemmas 1 and 2], each subnetwork of deterministic part of time-varying delayed SCMNNs (1) using activation function given in (2) has (2s + 1) n stable points or periodic orbits. Among them, there are (s + 1) n locally exponentially stable points or orbits.
Let R(t) ∈ R l (t), l = 1, 2, . . . , (s + 1) n represents one of the locally exponentially equilibrium points or stable periodic orbits of time-varying delayed SCMNNs (1).
D. MULTI-SYNCHRONIZATION 1) DYNAMICAL MULTI-SYNCHRONIZATION
The coupled multi-stable neural networks (CMNNs) are called to obtain dynamical multi-synchronization when the two conditions are satisfied as follows.
For any given initial state
, where l ∈ {1, 2, . . . , (r + 1) n } denotes a positive integer, and 1 N ⊗ R * l (t) is the manifold of synchronization for a given initial state. VOLUME 7, 2019 Secondly, at least two separate initial states denoted by x ı (θ ) and x  (θ) exist satisfying the initial-state associated synchronization manifolds, denoted by 1 N ⊗ R * l (t) and 1 N ⊗ R * k (t), meets the condition: there is a δ > 0 such that ∀x(t) ∈ {x(t), 0 < |x
2) STATIC MULTI-SYNCHRONIZATION
In the dynamical multi-synchronization case, if R * l (t) ≡ R * l in which R * l is a certain constant, then the CMNNs are claimed to obtain the static multi-synchronization.
Remark 1:
Little work at present focused on the multi-synchronization because the multiple synchronization manifolds are very complicated. Three significant features of dynamical multi-synchronization (DMS) and static multi-synchronization (SMS) of the time-varying delayed SCMNNs are as follows: Firstly, the number of synchronization manifold in the time-varying delayed SCMNNs must be more than one; Secondly, each synchronization manifold is an unique individual, and there is no interaction effects between them. More importantly, each synchronization manifold is closely associated with the initial state. Once the initial state is given, the states of the time-varying delayed SCMNNs (1) will achieve complete synchronization.
E. ASSUMPTION AND LEMMAS

Assumption 1:
The activation function satisfies the Lipschitz condition, i.e., there exists positive constants m j > 0, and ∀u, v ∈ R, such that
Assumption 2: (t, e(t), e τ (t)) satisfies local Lipschitz condition and linear increase condition with (t, 0, 0) = 0. Furthermore, there exists two matrices 1 and 2 with proper dimension satisfying
Assumption 3: There exists a directed spanning tree in the digraph P.
Assumption 4: A directed spanning tree is contained in the digraph P i , where i ∈ {1, 2, . . . , J }.
Lemma 1 (Itô s Formula) [46] : For a system
which is called diffusion operator, where
Lemma 2 [42] : Given matrices Q, R and S with Q = Q T ,
nondecreasing function in u(t). Assume that u(t) and v(t) meet
D + u(t) ≤ G(t, u(t), u(t − τ (t))) t = t k u(t k ) ≤ I k (u(t − k )) k ∈ N and D + u(t) > G(t, u(t), u(t − τ (t))) t = t k u(t k ) ≥ I k (u(t − k )) k ∈ N. then u(t) ≤ v(t) for −τ ≤ t < 0 implies that u(t) ≤ v(t) for t > 0, where D + u(t) = lim h→0 + ((u(t + h) − u(t))/h).
III. MAIN RESULTS
In this section, a unified form of impulsive controller is devised at first. Then, with the help of impulsive system theory and stochastic control strategy, some sufficient conditions in terms of LMIs are deduced to guarantee both the dynamical multi-synchronization and the static multi-synchronization of the controlled time-varying delayed SCMNNs with the fixed structure and the switching topologies, respectively.
A. DYNAMICAL MULTI-SYNCHRONIZATION
In order to obtain the dynamical multi-synchronization (DMS) of time-varying delayed SCMNNs, firstly, a unified impulsive controller for fixed topology and switching topologies is devised, respectively. For SCMNNs with fixed topology, we design the controller
for t ∈ [t j , t j+1 ), j ∈ Z + , in which K is the coupling profit to be determined at time t with the property K > 0; For the weighted adjacency matrix of the digraph P, its element is denoted as a im , and δ(·) denotes the Dirac delta function. For SCMNNs with switching topologies, we design the controller im denotes the item of the weighted adjacency matrix of the digraph P s(t) .
1) SCMNNs UNDER FIXED TOPOLOGY
By inserting the impulsive impact into the system (1), we obtain the stochastic model with fixed topology as follows:
Define y i (t) = e i (t) = x i (t) − R(t), the controlled timevarying delayed SCMNNs with fixed topology (6) can be changed into the form as follows:
where y(t) = [y T 1 (t), y T 1 (t), . . . , y T N (t)] T and it is noted that H (y(t)) = H (x(t)) − H (R(t)). Furthermore, set z i (t) = y i (t) − y N (t), the synchronization error system (7) can be further reformulated as
where x N (t), i = 1, 2, . . . , N −1, the synchronization of system (7) corresponds to the convergence or limit property of the transformed system as follows:
The initial condition of (9) is given as
At present, with all these preliminary results, the main results on dynamical multi-synchronization (DMS) of the controlled time-varying delayed SCMNNs (9) with the fixed topology are presented in the following.
Theorem 1: Focus on the controlled time-varying delayed SCMNNs (9) . Suppose that assumptions 1, 2 and 3 are satisfied. Let T a be the average time interval of impulsive control sequence. If for four prescribed positive scalar ρ, β, ζ and η, a n × n-dimensional matrix P with P > 0, two n × n-dimensional diagonal matrices Q j > 0, j = 1, 2, and a coupling gain coefficient K > 0 exist and satisfy:
Then the controlled time-varying delayed SCMNNs (1) with the fixed topology will arrive at the dynamical multisynchronization (DMS) under the control law (4) .
Proof: Constructing the following Lyapunov function candidate:
VOLUME 7, 2019 where V (t) = V (t, z(t)); P = I N −1 ⊗ P. Obviously, V (t) is positive with t ∈ [t 0 −τ, ∞). Calculating stochastic derivative dV (t) along the trajectory of the error system (9) yields
That is
Then, take the expectation of (15), the Dini derivative is obtained as follows:
By using the property of Kronecker production (A⊗B)(C ⊗ D) = (AC ⊗BD), inspired by [42] , the following equality and inequalities hold:
2z
2z (20) From the Assumption 2, it holds that
It follows from (17) ∼ (21) that
) (22) where 1 = −PA − A T P + PBQ −1
From (11) and (12), it follows that:
Meanwhile, it is easily seen that (10) is equivalent to
which means that
Suppose that v(t) is a unique solution to the following timedelayed impulsive system for any 0 > 0:
. It is noted that F and I k satisfy the conditions required in Lemma 3, it is also noted that
Then it deduces from (23), (24) and Lemma 3 that
With the help of the variation of parameters, v(t) in (25) can be written as (27) where W (t, s), (t ≥ s ≥ 0) is the Cauchy matrix of the linear impulsive system with the form
Via the Cauchy matrix representation, the estimation of W (t, s) can be carried out as follows:
Set µ = β −N 0 λ max (P) sup −τ ≤s≤0 E( φ(s) 2 ), then one can derive from (27) and (29) 
Actually, if the above declaration does not hold, then there must exist a t > 0 such that
and v(t) < µe
it derives from (30) and (34) that:
That is,
This is a direct contradiction with (33) , and hence (32) holds. Let 0 → 0, it follows from (26) that
Therefore, finally it follows that
namely
Thus, the system (1) will arrive at complete synchronization for a given initial state.
Furthermore, consider the N th subnetwork
It can be seen from (38) that x N (t j ) = 0 as t → ∞. Therefore, the first equation of (38) can describe the dynamics of the N th sub-network. According to Definition 1, the N th subnetwork owns (s + 1) n locally exponentially stable periodic orbits, here represented by {R 1 (t), R 2 (t), . . . , R (s+1) n (t)}. It is not hard to obtain that
where R l (t) is settled by the given initial condition. Therefore, the dynamical multi-synchronization (DMS) of the time-varying delayed SCMNNs (1) with fixed topological structure has been achieved. So this ends the proof.
Remark 2: For real-world scenarios, there always exist certain perturbations to neural networks due to the unavoidable measurement errors, random disturbance, and model errors, which would lead to the stochasticity. Thus, in this work, we consider the stochastic property when focusing on multisynchronization of time-varying delayed SCMNNs, in which situation, the robust multi-synchronization of SCMNNs can be tackled. From this point of view, our findings are more practical and universal than some known reports such as [42] and [43] . Furthermore, it is found that the results reported in [42] require the upper bound information of impulse time intervals, that is, sup k∈Z + {t k+1 − t k } ≤ τ , where τ is the time interval parameter specified in advance. It means that those reported results invalid for low-frequency impulsive signals, which are used for multi-synchronization. By contrast, in this manuscript, the impulsive method we developed for the multi-synchronization control of SCMNNs is dependent only on the average of impulsive intervals, instead of the upper bound of impulsive intervals. Therefore, viewed from the point of impulsive effects, our results are less conservative than [42] .
2) SCMNNs UNDER SWITCHING TOPOLOGIES
The impulsive time-delayed differential equation can be employed to describe the switching topological SCMNNs with the time-varying delay as follows:
and L s(t) denotes the Laplacian matrix corresponding to the digraph P s(t) .
Carrying out the similar analysis shown in the subsection A of Section III, the system (39) can be further reformulated as
. . , N −1, the system (39) corresponds to the convergence or limit property of the system:
Theorem 2: Suppose that assumptions 1, 2 and 4 are satisfied, let T a denotes the average time interval of impulsive control sequence. If for four prescribed positive scalar ρ, β < 1, ζ and η, a n × n-dimensional matrix P with P > 0, two n × n-dimensional diagonal matrices Q j > 0, j = 1, 2, and a coupling gain coefficient K s(t) > 0, s(t) = {1, 2, . . . , J } exist and satisfy conditions (11)-(13) and the inequalities:
Then the switching topological system (39) will arrive at the dynamical multi-synchronization (DMS) under the control law (5) .
Proof: Choose the following Lyapunov candidate function:
where P = I N −1 ⊗ P. It follows from Lemma 2 that (41) means that It follows from (43) that
by use of the method employed in the proof of Theorem 1, then it can deduce that the dynamical multisynchronization (DMS) of the controlled time-varying delayed SCMNNs (39) with switching topologies has been achieved. This ends the proof.
B. STATIC MULTI-SYNCHRONIZATION 1) SCMNNs UNDER FIXED TOPOLOGY
Suppose that I (t) = I c , in which I c is a prescribed arbitrary constant vector with the same dimensions as the state vector, then it is easily seen from Theorem 1 that the sufficient conditions for static multi-synchronization of the time-varying delayed SCMNNs (6) with fixed topology can be described as following:
Theorem 3: Consider the controlled time-varying delayed SCMNNs (6) with the condition I (t) = I c . Suppose that the assumptions 1, 2 and 3 are satisfied. Let T a be the average time interval of impulsive control sequence. If for four prescribed positive scalar ρ, β, ζ and η, a n × n-dimensional matrix P with P > 0, two n×n-dimensional diagonal matrices Q j > 0, j = 1, 2, and a coupling gain coefficient K > 0 exist and satisfy conditions (10)- (13) , then the controlled time-varying delayed SCMNNs (6) can arrive at the static multi-synchronization (SMS).
2) SCMNNs UNDER SWITCHING TOPOLOGIES
Suppose that I (t) = I c , where I c is a prescribed constant vector possessing the same dimension with the state vector. With the help of Theorem 2, the static multisynchronization (SMS) of the controlled time-varying delayed SCMNNs (39) with the structure of switching topologies is followed.
Theorem 4: Consider the time-varying delayed SCMNNs (39) with I (t) = I c . Suppose that the assumptions 1, 2 and 4 are satisfied. Let T a be the average time interval of impulsive control sequence. If for four prescribed positive scalar ρ, β, ζ and η, a n × n-dimensional matrix P with P > 0, two n × n-dimensional diagonal matrices Q j > 0, j = 1, 2, and a coupling gain coefficient K s(t) > 0, s(t) = {1, 2, . . . , J } exist and satisfy conditions (11)-(13) and (41), then time-varying delayed SCMNNs with switching topologies (39) will arrive at the static multi-synchronization (SMS).
Remark 3: The literatures [36] , [38] , [44] , [45] tackled with the synchronization issues of neural networks with only one stable state by using impulsive theory based control method and obtained some exciting impulsive synchronization criteria. In contrast to those reported results, the strongpoint of our paper is that more than one stable state of SCMNNs are illustrated, which is unlike the synchronization criteria reported in [36] - [38] , [44] , and [45] handling one and only one stable state. Usually, the multi-synchronization process of time-varying delayed SCMNNs is very complicated. However, in this paper, a unified impulsive theory based controller is devised to obtain multi-synchronization of timevarying delayed SCMNNs. Our findings implies that the multi-synchronization of time-varying delayed SCMNNs can be controlled if an appropriate impulsive control strategy is applied.
IV. SIMULATION EXAMPLE
This section carries out a simulation to demonstrate the correctness and the effectiveness of the proposed results. 
Simulation 1:
Consider the time-varying delayed SCMNNs (1) consisting of four sub-networks, every sub-network is made up of two neurons with time-varying delay τ (t) = 2 − sin(t).
It is not hard to see that all the conditions required in Lemma 1 of the literature [42] are satisfied, hence every sub-network owns four periodic locally exponentially equilibrium orbits, as exhibited in Fig. 1(a) . If I (t) = I c (t) = [0.8, −0.8] T , the requirements of [42, Lemma 2] also hold, thus, every sub-network owns four locally equilibrium points with exponentially stable property, as exhibited in Fig. 1(b) .
A. FIXED TOPOLOGICAL SCMNNs
The investigated Laplacian matrix has the form: then Assumption 3 holds. Set N 0 = 1, δ = 12, α = 0.96, γ = 0.6, T a = 0.002, ρ = 1/5 and let 1 = 0.09I 2 , 2 = 0.08I 2 , it can be verified that conditions from (10) to (13) in Theorem 1 (and for Theorem 3) are satisfied by using the MATLAB LMI toolbox. Hence, it can be conclude that both the DMS and the SMS of Simulation 1 can be obtained. In addition, it can be deduced that the dynamical multi-synchronization cannot happen, which proves the correctness of the proposed criteria.
B. SWITCHING TOPOLOGICAL SCMNNs
Consider the two digraphs case, the Laplacian matrices of the two digraphs G 1 and G 2 are respectively. Let topologies of the network switch randomly every 0.1 second between the two states. The remaining parameters are set to be the same as Fixed Topological SCMNNs. It is not hard to see that all digraphs satisfying Assumption 4. It also can be verified that the conditions in Theorem 2 (or Theorem 4) hold. Therefore, it also can be concluded that both the dynamical multi-synchronization (DMS) and the static multi-synchronization (SMS) of the 
V. CONCLUSION
In this paper, the multi-synchronization problem of the timevarying delayed SCMNNs with directed topological structure has been discussed. At first, some synchronization criterion for achieving the dynamical multi-synchronization, as well as the static multi-synchronization of the time-varying delayed SCMNNs with fixed topological structure have been derived based on the stochastic time-delay system theory and impulsive system theory. Secondly, based on the above discussion, the results have also been extended to the controlled timevarying delayed SCMNNs with switching topologies. Finally, a simulation is provided to verify the validity of the proposed results. Exploring some other control tools, such as pinning, fuzzy and event-triggered control tools, to obtain the multisynchronization of the time-varying delayed SCMNNs is our future investigation.
