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Abstract
The Radio Ammonia Mid-Plane Survey (RAMPS) is a molecular line survey that aims to map a portion of the
Galactic midplane in the ﬁrst quadrant of the Galaxy (l= 10°–40°,  ∣ ∣b 0 .4) using the Green Bank Telescope.
We present results from the pilot survey, which has mapped approximately 6.5 square degrees in ﬁelds centered at
l= 10°, 23°, 24°, 28°, 29°, 30°, 31°, 38°, 45°, and 47°. RAMPS observes the NH3 inversion transitions
NH3(1,1)–(5,5), the H2O 61,6–52,3 maser line at 22.235 GHz, and several other molecular lines. We present a
representative portion of the data from the pilot survey, including NH3(1,1) and NH3(2,2) integrated intensity
maps, H2O maser positions, maps of NH3 velocity, NH3 line width, total NH3 column density, and NH3 rotational
temperature. These data and the data cubes from which they were produced are publicly available on the RAMPS
website (http://sites.bu.edu/ramps/).
Key words: ISM: clouds – stars: formation – stars: massive
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1. Introduction
Although high-mass stars ( > M M8 ) are rare, they
dominate the chemical and energetic input into the interstellar
medium (ISM). Gaining a detailed understanding of the
formation of high-mass stars is thus important for theories of
stellar cluster formation and galactic evolution. The current
theoretical picture of high-mass star formation is that high-mass
molecular clumps ( > ~M M R200 , 1 pc) are the nurseries
of high-mass stars and star clusters. Density enhancements
within clumps (here we deﬁne a “clump” as a molecular
clump), called cores ( ~ ~–M M R1 10 , 0.05 pc; Sanhueza
et al. 2017), are initially devoid of stars and are thus referred to
as “prestellar” cores. Their ensuing collapse forms deeply
embedded, accreting “protostellar” cores, where a high-mass
star or multiple stellar system may form. High-mass protostars
quickly enter the main sequence and ionize their surrounding
material to form an H II region. Despite this broad theoretical
understanding, the details of high-mass star formation are not
well understood compared to the formation of low-mass stars,
especially with regard to the early fragmentation history,
turbulent support of cores, and the physical and dynamical
evolution of protostars, as well as their physical and dynamical
evolution. This difference is in part due to the difﬁculty of
observing high-mass star-forming regions (SFRs), especially
at early evolutionary stages. In contrast to low-mass stars,
high-mass stars are rarer, form more quickly, and form in
regions that are more deeply embedded in gas and dust.
To make progress in the face of the observational challenges,
large surveys are necessary to observe a statistically signiﬁcant
sample of high-mass SFRs. As high-mass stars form pre-
dominantly in the Galactic plane, surveys of high-mass SFRs
typically focus their observations in the plane. Recently,
continuum surveys of the Galactic plane, such as the 1.1 mm
Bolocam Galactic Plane Survey (BGPS; Aguirre et al. 2011),
the 870 μm APEX Telescope Large Area Survey of the Galaxy
(ATLASGAL; Schuller et al. 2009), the 70–500 μm Herschel
Infrared Galactic Plane Survey (HiGAL; Molinari et al. 2010),
the Red MSX Source (RMS; Urquhart et al. 2009), and the
Coordinated Radio and Infrared Survey for High-Mass Star
Formation (CORNISH; Hoare et al. 2012), have identiﬁed
thousands of dense, high-mass, star-forming clumps from their
dust emission. In addition to the position and structure of star-
forming clumps, continuum surveys have contributed impor-
tant information that helps characterize these clumps. In
particular, modeling the dust continuum spectral energy
distribution (SED) of a clump allows one to derive its dust
temperature and column density. From the column density, one
can estimate the dust mass of a clump at a known distance.
With the dust-to-gas mass ratio, one can then determine the
total mass of the clump. This information is crucial for
determining whether a clump or core will go on to form high-
mass stars and exactly how the clumps evolve.
Although continuum surveys are essential, they do have
signiﬁcant limitations. Continuum emission may be blended
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owing to multiple clumps or unrelated diffuse dust along the
line of sight, both of which will hinder the estimation of
parameters from the dust SED. In addition, assumptions about
the dust-to-gas mass ratio, the dust emissivity coefﬁcient κ, and
the dust emissivity index β are uncertain, with the combination
of such uncertainties affecting the accuracy of derived column
densities and temperatures. Furthermore, the derivation of
temperatures from graybody dust SEDs usually assumes
optically thin emission at all far-IR to millimeter wavelengths.
While this assumption is reliable for the majority of high-mass
SFRs, it may not be true for the densest, coldest clumps. Many
of the limitations of dust continuum surveys can be overcome
by a focused molecular line survey.
The main advantage of molecular line data is their ability to
provide kinematic information, such as the velocity dispersion
σ, a crucial parameter in all theories of high-mass star
formation. The velocity dispersion, measured from the
turbulent line width, sets the turbulent pressure rsµ( )2 , the
mass accretion rate (isothermal sphere: sµM˙ 3 (Stahler
et al. 1980); Bondi–Hoyle: sµ -M˙ 3 (Bondi 1952)), the
dynamical timescale sµ( )R , and the virial parameter
a s= µ( )M M R GMvir 2 . Using the kinematic distance
method (Oort et al. 1958), the velocity of a line can provide
an estimate of distance, which is necessary to calculate the size,
mass, luminosity, and Galactic location of a clump. Addition-
ally, velocity ﬁelds can be used to separate multiple clumps
along the line of sight and reveal bulk ﬂows and rotation.
Molecular line surveys that target transitions with large
Einstein A-coefﬁcients have an additional important advantage
over continuum surveys. Such transitions have large critical
densities, and thus they primarily trace regions with dense
( > -n 10 cm3 3), star-forming gas, rather than unrelated diffuse
gas along the line of sight.
Spectral lines can also provide a robust estimate of the gas
temperature. In local thermodynamic equilibrium (LTE), the
gas temperature of an emitting medium may be determined by
observing spectral lines of the same species that are well
separated in excitation energy. The excitation temperature sets
the level populations, and the excitation temperature is equal to
the gas temperature when the gas is sufﬁciently dense. In LTE,
measuring the relative intensity of the lines thus provides the
temperature of dense gas. In addition, spectral lines can help to
determine optical depth by comparing two or more spectral
lines that have a known intensity ratio. This estimation is often
done with a molecule and its isotopic counterpart, since the
ratio of their optical depths is equal to their relative abundance.
A similar method is available for spectral transitions that
exhibit hyperﬁne splitting. In LTE, the ratio of the optical
depths in various hyperﬁne lines is proportional to the ratio of
their quantum statistical weights, which are constant, unlike
relative abundance. This feature allows for a more reliable
determination of optical depth and can be accomplished by
observing a single set of hyperﬁne lines.
The H2O Southern Galactic Plane Survey (HOPS; Walsh
et al. 2011; Purcell et al. 2012) is a previous molecular line
survey of dense gas. HOPS observed 100 deg2 of the Galactic
plane and primarily targeted several NH3 inversion lines and
the 22.235 GHz H2O 61,6–52,3 maser line using the 22 m Mopra
telescope. HOPS and similar surveys have provided a wealth of
data for the high-mass star formation community. These data
have helped advance our understanding of the complex
kinematics, chemistry, and evolution of high-mass clumps
(Longmore et al. 2017). To further probe these SFRs, we must
exploit new advancements in instrumentation. To this end, we
are undertaking the Radio Ammonia Mid-Plane Survey
(RAMPS). RAMPS is a new Galactic midplane molecular line
survey, which employs the K-band Focal Plane Array on the
Green Bank Telescope (GBT) to image several NH3 inversion
lines and the 22.235 GHz H2O line. In this paper, we describe
the survey and highlight its ﬁrst results.
We begin by discussing the survey and its observations
(Section 2). Subsequently, we present the results of the
RAMPS pilot survey (Section 3). We then present a
preliminary analysis of the data (Section 4) and a comparison
of the features of the RAMPS survey to those of previous
surveys (Section 5). Finally, we summarize our conclusions
(Section 6).
2. The Survey
RAMPS is a blind molecular line survey that targets a
portion of the Galactic midplane in the ﬁrst quadrant of the
Galaxy. In this section, we describe in detail the survey and the
processing of the data. In Section 2.1, we discuss the observed
lines. In Section 2.2, we describe the telescope, receiver, and
spectrometer. In Section 2.3, we introduce our observing
strategy. In Section 2.4, we outline the data reduction pipeline.
In Section 2.5, we describe the post-reduction processing of the
data. Then, in Section 2.6, we detail the public release of
the data.
2.1. Line Selection
RAMPS observes 13 molecular transitions, which we
present in Table 1. The most frequently detected lines, and
the lines we limit our focus to in the current paper, are NH3
(1,1), NH3 (2,2), and the H2O 61,6–52,3 maser line.
The NH3 inversion transitions near 23 GHz are particularly
well suited to the study of high-mass stars. In addition to
having a large critical density (ncrit∼3×10
3 cm−3) and
revealing kinematic information, the NH3 inversion transitions
provide a robust estimate of the gas temperature and the
column density. The excitation temperature (also called the
rotational temperature) representing a series of NH3 rotational
transitions for an observed source of emission is set by the NH3
level populations. For gas with a density well above the critical
density, the rotational temperature is equal to the gas
temperature. Thus, in LTE one can determine the gas
temperature from the brightness ratios of the inversion lines.
We can measure column density from the relative intensities of
the nuclear quadrupole hyperﬁne lines since the intensity ratios
of the satellite hyperﬁne lines to the main hyperﬁne line are set
by the optical depth.
The collisionally pumped H2O maser line at 22.235 GHz
(Elitzur et al. 1989) is useful because it is known to trace active
star formation. Although the exact evolutionary stage or stages
probed by H2O masers in star-forming clumps remain uncertain
(Voronkov et al. 2010), H2O masers are frequently found in
high-mass SFRs. They are, however, also seen toward low-
mass SFRs. Given that H2O can be one of the brightest spectral
lines emitting from low-mass SFRs, these masers can help us
detect low-mass SFRs at much larger distances than continuum
surveys. H2O masers are also associated with asymptotic giant
branch (AGB) stars, which can be observed using VLBI
techniques to study the dynamics of their atmospheres and
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winds (Marvel 1997; Shintani et al. 2008). Furthermore, masers
are well suited for parallax measurements (Reid et al. 2014)
since they are extremely luminous compact sources. Conse-
quently, H2O masers are particularly useful for measuring
accurate distances to SFRs throughout the Galaxy.
The RAMPS spectral setup also includes two shock-excited
CH3OH lines and high-density tracing lines of HC5N, HC7N,
and HNCO, as well as CCS, which is found in SFRs that are in
an early evolutionary state (Suzuki et al. 1992).
2.2. Instrumentation
We performed observations for RAMPS using the 100 m
diameter Robert C. Byrd GBT (Prestage et al. 2009) at the
NRAO,14 which operates in a nearly continuous frequency
range of 0.29–115 GHz. The GBT is the most sensitive fully
steerable single-dish telescope in the world, which allows us to
observe a large area with high spatial resolution. RAMPS uses
the K-band Focal Plane Array (KFPA; Morgan et al. 2008),
which is a seven-element receiver array that operates in a
frequency range of 18–27.5 GHz. Each receiver has a beam
pattern that is well represented by a Gaussian with a 32″
FWHM at the rest frequency of NH3(1,1) and a beam-to-beam
distance of approximately 95″ (Figure 1). The receivers feed
into the VErsatile GBT Astronomical Spectrometer (VEGAS;
Roshi et al. 2012), a spectrometer equipped for use with focal
plane arrays. VEGAS is capable of processing up to 1.25 GHz
bandwidth from eight spectrometer banks, each with eight dual
polarized sub-bands.
2.3. Observations
In 2014, RAMPS was awarded 210 hr of observing time on
the GBT for a pilot survey. The purpose of the pilot survey was
to test the feasibility of the RAMPS project and to help
commission VEGAS. We performed observations for the
RAMPS pilot study between 2014 March 16 and 2015 January
22. We used all seven of KFPAʼs receivers, with 13 dual
polarized sub-bands and 23MHz bandwidth per sub-band. We
observed with the “medium” spectral resolution, providing a
channel width of 1.4 kHz (∼0.018 km s−1). We performed
Doppler tracking using the NH3(1,1) rest frequency.
While the KFPA has seven available receivers, the VEGAS
back end supports eight spectrometer banks. Hence, six of the
seven KFPA receivers each feed into an individual spectro-
meter bank, while the central receiver feeds into two
spectrometer banks. We observed the NH3 inversion transi-
tions, NH3(1,1)−(5,5), with all seven receivers to achieve
better sensitivity for the NH3 data. We observed the
22.235 GHz H2O maser line with only the central receiver.
Although this signiﬁcantly reduced the sensitivity of our H2O
observations, H2O masers are typically bright, and thus the
GBT frequently detected this line. As discussed in Section 2.1,
RAMPS also observed several other lines; the numbers of
receivers used to observe each of these spectral lines are
indicated in Table 1.
The proposed RAMPS region extends from Galactic long-
itude 10° to 40° and from Galactic latitude −0°.4 to +0°.4. The
survey region is broken up into 1°×0°.8 “ﬁelds” centered on
integer-valued Galactic latitudes and 0° Galactic longitude. We
also observed a portion of two additional ﬁelds centered on
Galactic longitudes 45° and 47°, due to the presence of several
infrared dark clouds of interest. For the ﬁrst two ﬁelds observed
in the pilot survey, centered at l=10° and 30°, we tested two
different mapping schemes. The ﬁrst of these divides the
mapped ﬁeld into rectangular “tiles” of size 0°.25×0°.20, and
the second divides the ﬁeld into “strips” of size 1°×0°.058.
The two schemes differ considerably in the quality of the
resulting maps, mainly due to gain variations caused by
differing elevations and weather conditions. Due to the long,
thin shape of the strips, clumps are often too large to ﬁt
completely within a single strip. A clump that was observed in
two separate strips was thus observed in different weather
conditions and at different elevations. Once the separate
observations were combined to create a larger map, this
resulted in “striping” artifacts in the mapping direction. Given
that clumps usually ﬁt completely within tiles, gain variations
were less problematic for the tile division scheme. Conse-
quently, we chose to map the rest of the survey region with
Table 1
The 13 Molecular Lines Observed by RAMPS
Molecule Transition Frequency E kupper Number of
(MHz) (K) Receivers
NH3 (J,K ) = (1,1) 23694.47 23 7
NH3 (J,K ) = (2,2) 23722.60 64 7
NH3 (J,K ) = (3,3) 23870.08 124 7
NH3 (J,K ) = (4,4) 24139.35 201 7
NH3 (J,K ) = (5,5) 24532.92 295 7
CH3OH JKp = 101–
-A92 23444.78 143 7
HC5N J = 9–8 23963.90 6 7
HC5N J = 8–7 21301.26 5 1
HC N7 J = 19–18 21431.93 10 1
CH3OH JKp = 122–
-A111 21550.34 479 1
HNCO JK ,Kp o = –1 00,1 0,0 21981.57 1 1
H2O JK ,Kp o = –6 51,6 2,3 22235.08 644 1
CCS J = 2–1 22344.03 2 1
Note. The quantum numbers given in the “Transition” column are J, the
rotational quantum number; K, the projection of J along the molecular axis of
symmetry; Kp, the value of K in the limiting case of a prolate spheroid
molecule; and Ko, the value of K in the limiting case of an oblate spheroid
molecule. CH3OH 122– -A111 is a rotational transition within the ﬁrst
vibrationally excited state, i.e., v=1.
Figure 1. Beam pattern of the KFPA. The color represents the sensitivity as a
function of angle relative to the sensitivity at beam center. Each receiver has a
Gaussian beam shape with an FWHM of 32″ at the rest frequency of NH3(1,1),
and the beam-to-beam distance is ∼95″.
14 The National Radio Astronomy Observatory (NRAO) is a facility of the
National Science Foundation operated under cooperative agreement by
Associated Universities, Inc.
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tiles. After the initial tests of the tiling scheme, we adjusted the
parameters for the size and position of the tiles to optimize the
sensitivity in the overlap regions between adjacent tiles and
ﬁelds. Speciﬁcally, we increased the tile size to 0°.26×0°.208
and performed additional observations at the overlap regions
between the ﬁelds already observed.
We observed in on-the-ﬂy mapping mode, scanning in
Galactic longitude, with 4 integrations beam–1, 1 s integra-
tions, and 0°.008 between rows. Due to these mapping
parameters, the sampling of a tile is uneven. In addition, the
sampling pattern is dependent on the angle of the KFPA with
respect to the Galactic plane. The uneven sampling pattern
and its dependence on the array angle are displayed in
Figures 2 and 3, which show the expected integration time for
each spectrum in a data cube assuming the KFPA conﬁgura-
tion displayed in the lower left corner of each map. The angle
of the array depends on the target position; thus, different tiles
may be mapped with the array at a different angle. Observing
an individual tile takes approximately 1 hr. Before mapping a
tile, we adjust the pointing and focus of the telescope by
observing a known calibrator with ﬂux greater than 3 Jy in the
K band. This meets the suggested pointing calibration
frequency of once per hour and provides a typical pointing
error of ∼5″. Before observing a new ﬁeld, we also perform a
single pointed observation (“on/off”) toward one of the
brightest BGPS 1.1 mm sources in the ﬁeld. This observation
serves as a test to ensure that the receiver and back end are
conﬁgured correctly, as well as a way to evaluate system
performance and repeatability over the observing season. A
reference “off” observation is taken at an offset of +1° in
Galactic latitude from the tile center immediately before and
after mapping in order to subtract atmospheric emission.
Although we did not check the “off” positions for emission,
we found no evidence of a persistent negative amplitude
signal in any of the data.
During the ﬁrst 210 hr of GBT observing, RAMPS mapped
approximately 6.5 square degrees in total for ﬁelds centered at
l=10°, 23°, 24°, 28°, 29°, 30°, 31°, 38°, 45°, and 47°. Due
to the success of the pilot survey and the legacy nature of the
RAMPS data set, RAMPS has been awarded additional
observing time to extend the survey. Our goal is to map
completely the 24 square degree survey region.
2.4. Data Reduction
We have reduced RAMPS data cubes in a standard manner
using the GBT Mapping Pipeline (Masters et al. 2011) and the
gbtgridder.15 The reduction process calibrates and grids
the KFPA data to produce l, b, v data cubes (i.e., an array of
data with two spatial axes in Galactic coordinates, l and b, and
one velocity axis, v). The mapping pipeline calibrates and
processes the raw data into FITS ﬁles for each array receiver,
sub-band, and polarization, and the gbtgridder grids
the spectra using a Gaussian kernel. We grid the data cubes
with a pixel size of 6″ and a channel width of 1.43 kHz
(∼0.018 km s−1), where the central channel is at V= 0 in
the local standard of rest (LSR) frame. For each spectrum, the
gbtgridder determines a zeroth-order baseline from
the average of a group of channels near the edges of the band.
It then generates a baseline-subtracted data cube that we use for
further analysis.
2.5. Data Processing
We cropped the data cubes along both spatial and spectral
axes. We performed the spatial cropping to remove pixels with
no spectral data. We did this using PySpecKit (Ginsburg &
Mirocha 2011), a Python spectral analysis and reduction
toolkit. Speciﬁcally, we used the subcube function of the
Cube class. We also cropped the data cubes on their spectral
axis, and we did so for two reasons: to remove artifacts due to
low gain at the edges of the passband, and to remove a portion
of the NH3 spectra at large negative velocities. The edge of a
spectrometer sub-band is less sensitive than at its center and
can also exhibit a steep cusp if the baselines are not steady. We
cropped all spectra by ∼3% at each edge to remove this feature.
After baseline ﬁtting, we performed additional cropping on the
NH3 spectra to remove unnecessary channels at large negative
velocities. At the Galactic longitudes that RAMPS observes
(l=10°–40°), CO source velocities range from −60 to
160 km s−1 (Dame et al. 2001). For the NH3 spectra, cropping
the channels at velocities less than −60 km s−1 should not
remove real signal.
After cropping the edge channels, we regridded and
combined adjacent cubes using the MIRIAD (Sault et al.
Figure 2. The color shows the expected integration time for each spectrum in a
data cube assuming the use all seven beams and the KFPA conﬁguration given
in the box to the lower left. The angle of the KFPA here provides the least
uniform sampling.
Figure 3. The color shows the expected integration time for each spectrum in a
data cube assuming the use of all seven beams and the KFPA conﬁguration
given in the box to the lower left. The angle of the KFPA here provides more
uniform sampling than in Figure 2, but the sampling is still coarser in the
Galactic latitude direction.
15 https://github.com/nrao/gbtgridder
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1995) tasks REGRID (version 1.17) and IMCOMB (version
1.11), respectively. This process resulted in data cubes of the
L10, L23, 24, L28, L29, L30, and 31 ﬁelds, as well as portions
of the L38, L45, and L47 ﬁelds. We also combined adjacent
data cubes to create multiﬁeld maps of the L23−L24 and L28
−L31 ﬁelds. Next, we applied a median ﬁlter to the spectra to
increase the signal-to-noise ratio (S/N), as well as to remove
any anomalously large channel-to-channel variations. The
original channel width of the RAMPS data cubes is
0.018 km s−1. We smoothed the NH3 data cubes along their
spectral axis using a median ﬁlter with a width of 11 channels,
which resulted in a new channel width of 0.2 km s−1. We chose
this channel width to resolve in at least ﬁve spectral channels
the typical line width found in high-mass SFRs (Rathborne
et al. 2016) and infrared dark clouds (Sanhueza et al. 2012).
We smoothed the H2O data cubes using a median ﬁlter with a
width of seven channels, which resulted in a new channel width
of 0.12 km s−1. We smoothed the H2O data with a smaller
ﬁlter, in part because H2O maser lines are generally bright and
have larger S/Ns than the typical NH3 lines, as well as the need
for higher spectral resolution to avoid blending multiple
velocity components.
Next, we subtracted a polynomial baseline to remove any
remaining passband shape. Before ﬁtting for a baseline, we
attempted to mask any spectral lines present in the spectra,
since these would inﬂuence the baseline ﬁt if left unmasked. To
perform this masking in an automated manner, we masked
groups of spectral channels that had a larger-than-average
standard deviation, since these channels likely contained
spectral lines. For each channel we calculated the standard
deviation of the nearest 40 channels, which we will refer to as a
channelʼs “local standard deviation.”We then masked channels
that had a local standard deviation larger than 1.5 times the
median of the local standard deviations of all channels in the
spectrum. Channels with a large local standard deviation were
likely the result of a spectral line, while, on the other hand, a
slowly varying baseline shape would result in channels with a
smaller local standard deviation. This method reliably masked
the majority of lines but was prone to miss broad-line wings.
To mitigate this, we also masked channels that were within 10
channels of a masked channel. Next, we ﬁt spectra for a
polynomial baseline of up to second order, where the order is
chosen such that the ﬁt results in the smallest reduced χ2. We
then subtracted the baseline function from the original
spectrum and smoothed the baseline-subtracted spectrum as
described above.
After subtracting a baseline, we attempted to test the quality
of the ﬁt in an automated manner. Our method involved
comparing the true noise in a spectrum to the rms in the line-
free regions of the spectrum. To estimate the true noise, we
calculated the noise using the average channel-to-channel
difference. We refer to the channel-to-channel noise as σdiff,
where s = á - ñ+( )T Ti i idiff 12 1 2 , where Ti is the intensity of the
ith channel and á - ñ+( )T Ti i i1 2 is the mean value of the square
of the channel-to-channel differences. While the rms is
inﬂuenced by both the true noise and any baseline present in
the spectrum, σdiff is relatively unaffected by the presence of
both a signal and a baseline, as long as they are slowly varying
compared to the channel spacing (Rathborne et al. 2016). Thus,
if the rms and σdiff of the line-free portion of a spectrum are
very different, there is likely a signiﬁcant residual baseline
present.
To test this, we simulated 105 synthetic spectra with 15,384
channels, the size of unsmoothed RAMPS spectra after
cropping. The synthetic spectra consisted of random Gaussian
noise with a known standard deviation. We then smoothed the
spectra with a median ﬁlter to match the real data since the H2O
data were smoothed with a seven-channel ﬁlter and the NH3
data were smoothed with an 11-channel ﬁlter. Next, we
calculated the relative difference (R) between the rms and σdiff,
given by s= - /R 1 rmsdiff , for each synthetic spectrum. In
Figure 4 we present two histograms of the distribution of R.
The left panel shows the distribution of R for the synthetic
spectra smoothed with a ﬁlter width of seven channels, while
the right panel shows the distribution of R for the synthetic
spectra smoothed with a ﬁlter width of 11 channels. The two
histograms have a mean of μR∼0 and standard deviations of
σR∼0.01 or 1%. Thus, σdiff is a reliable estimator of the true
rms for Gaussian noise. Next, we added a Gaussian signal to
each synthetic spectrum to determine how σdiff responds to the
presence of signal. We gave the Gaussian signals uniform
random values for both their line widths and S/Ns, where the
line widths ranged from 0 to 10 channels and the S/Ns ranged
from 0 to 100. For each synthetic spectrum of noise plus signal,
we calculated R and binned the values as a function of the
amplitude and standard deviation of the synthetic signal, which
is shown in Figure 5. Thus, σdiff is also a reliable estimate of
the noise when signal is present, except in spectra that contain
very strong signals with relatively small line widths. This is not
a problem for the NH3 data because the NH3 lines in the
RAMPS data set have S/N<100 and line widths of σ>1
channel. On the other hand, the H2O masers in the RAMPS
data set can have S/N > 1000 and line widths of σ∼2
channels, which adds a large source of error to σdiff. Hence,
bright, narrow lines must be masked in order for σdiff to
accurately represent the true noise in a spectrum.
Figure 4. Histograms of the relative difference R between the rms and σdiff for
105 synthetic spectra of Gaussian noise, where the relative difference is given
by = - sR 1
rms
diff . Our noise estimate is given by s = á - ñ+( )T Ti i idiff 12 1 2 ,
where Ti is the intensity of the ith channel and á - ñ+( )T Ti i i1 2 is the mean of the
square of all channel-to-channel differences. Listed in each panel are the mean
(μ) and standard deviation (σ) of each distribution. Left: distribution of R for
the synthetic spectra smoothed with a median ﬁlter width of seven channels.
Right: distribution of R for the synthetic spectra smoothed with a median ﬁlter
width of 11 channels. Thus, for pure Gaussian noise, our noise estimate is a
reliable estimator of the rms, with μ∼0 and σ∼0.01 or 1%.
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Because bright lines add error to our estimate of the true
noise, we masked each spectrum before comparing the rms to
σdiff. As a ﬁrst estimate of the true noise, we calculated σdiff for
the unmasked spectrum. We then masked channels with an
intensity greater than 3σdiff, as well as channels that were
within 10 channels of a masked channel. Because bright H2O
masers add a large source of error to σdiff, we also measure σdiff
for the masked spectrum, which does not include very bright
lines. We then used this new measurement of σdiff to again
mask channels with an intensity greater than 3σdiff, as well as
channels that were within 10 channels of a masked channel.
We then calculated R for this masked spectrum and used this
value of R to test the quality of the baseline ﬁt. We also
recorded the rms of the spectra, which we used as our estimate
of the noise for later analysis. In Figure 6 we give a few
examples of RAMPS NH3(1,1) spectra and their associated
values of R, which show that a poor baseline ﬁt generally
results in a larger value of R. A poor baseline ﬁt can occur for
spectra in which the spectral mask did not exclude all of the
signal, as well as for spectra with a baseline shape more
complicated than second order. While our spectral mask was
reliable for the majority of NH3 lines in the RAMPS data set,
some lines where broader than a typical NH3 line and were not
well masked. To better ﬁt spectra of this class, we attempted a
second ﬁt on spectra with R>3σR using a slightly different
mask. To mask broader lines more effectively, we employed
the same masking technique as for the initial ﬁt but this time
used a 120-channel, rather than 40-channel, window to
calculate the array of local standard deviations. Due to the
larger window size, this mask was more sensitive to broader
spectral features, and so it more successfully masked broad
lines. We performed another baseline ﬁt using this masked
spectrum and once again calculated R. If the spectrum is well ﬁt
by the second ﬁt, R will likely be low, but if there is a residual
baseline shape more complicated than second order, R will still
be large. Low-amplitude signal that was not well masked may
also increase the measured value of R. In either case, a poor ﬁt
has the potential to alter line amplitude ratios, which would
change the parameter values calculated from future ﬁts to the
data. To mitigate this potential problem, if a spectrum had
R>3σR after the second ﬁt, we performed a third, more
conservative ﬁt. We used the mask from the second ﬁt and
forced a zeroth-order baseline ﬁt, which is less likely to change
the line amplitude ratios. In Figure 7, we show histograms of R
for all of the baseline ﬁts of the NH3(1,1), NH3(2,2), and H2O
spectra. The distributions show a Gaussian component centered
at R∼0, with long tails out to larger values of R. The Gaussian
portions of each distribution match relatively well with the
distributions found for synthetic Gaussian noise. The long tails
in the distributions represent the poor baseline ﬁts that were ﬁt
with a zeroth-order baseline. The vertical magenta line
corresponds to R=3σR, which shows the approximate
threshold between good and bad baselines expected from the
analysis of the synthetic data. Signiﬁcantly bad baselines are
rare in this data set, with the percent of spectra with R>3σR
for the NH3(1,1), NH3(2,2), and H2O data equal to 3.1%, 2.4%,
and 2.5%, respectively. While the majority of the data are of a
high quality, there are spectra in the data set that require higher-
order baseline ﬁtting and more careful masking than our
automated techniques can provide. Because we intend to create
a catalog of molecular clumps from the RAMPS data set,
we will look in more detail at each detected clump. For
those clumps with poorly ﬁt spectra, we will attempt another
baseline ﬁt with a more carefully chosen spectral mask and
baseline polynomial order.
We used the rms, calculated in the manner described above,
as our estimate of the noise in a spectrum. This estimate
includes a contribution from the true noise, as well as from any
residual baseline that is present. After calculating the noise, we
determined the integrated intensity and ﬁrst moment of each
spectrum. First, we masked each channel with a value less than
ﬁve times the rms. If there was only one unmasked channel, we
masked the entire spectrum. Otherwise, we summed over the
unmasked channels to obtain the integrated intensity in units of
K km s−1. Using the same spectral mask, we determined the
ﬁrst moment using the formula á ñ = SSv
v T
T
i i
i
, where Ti and vi are
the intensity and velocity of the ith channel, respectively.
Figure 5. Color corresponds to the relative difference R between the rms and
σdiff for 10
5 synthetic spectra. We added synthetic Gaussian signals of varying
width and amplitude and calculated = - sR 1
rms
diff for each spectrum. We
binned the values of R according to the line width σ and the S/N to show the
effect on σdiff caused by the presence of signal. This analysis shows that only
bright, narrow lines signiﬁcantly affect the accuracy of σdiff.
Figure 6. Examples of RAMPS NH3(1,1) spectra and their associated values of
R. We ﬁt spectra that have a large value of R in a more conservative manner in
order to preserve the line shape of any signal present. We show the full spectra
in blue, overplot the masked spectra in red, and also show a ﬁducial line at
=T 0mb K. Top: this spectrum exhibits a bright NH3(1,1) line and shows little
evidence for a residual baseline. The line is well masked, and consequently the
spectrum has a low value of R. Middle: this spectrum exhibits a weak NH3(1,1)
line and shows evidence for a moderate residual baseline. The weak line is
relatively well masked, but the residual baseline results in a moderately high
value for R. Bottom: this spectrum does not contain an obvious NH3(1,1) line
but shows evidence for a signiﬁcant residual baseline, resulting in a large value
for R.
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2.6. Data Release
RAMPS data that are currently released to the public consist
of NH3(1,1), NH3(2,2), and H2O data cubes and their
corresponding noise maps, as well as maps of NH3(1,1) and
NH3(2,2) integrated intensity, NH3 velocity ﬁeld, rotational
temperature, total NH3 column density, NH3(1,1) optical depth,
and NH3 line width. We present the integrated intensity and
velocity ﬁeld maps in Section 3 and the maps of rotational
temperature, total NH3 column density, NH3 line width, and
H2O maser positions in Section 4. RAMPS is an ongoing
observing project, with the derived data being released
annually upon veriﬁcation. These data from the pilot survey
are available at the RAMPS website (see footnote 14).
3. Results
Figure 8 shows three histograms of the noise in the smoothed
RAMPS Pilot spectra, one histogram each for NH3(1,1),
NH3(2,2), and H2O 61,6–52,3. Since we use seven receivers to
observe the NH3 lines as compared to the single receiver we
use to observe the H2O maser line, the integration times per
pixel are longer for the NH3 spectra. Thus, the NH3 spectra
have much lower noise than the H2O spectra. To show the
spatial variations in the noise, we also present noise maps of all
RAMPS ﬁelds observed during the pilot survey. Figure Set 9
shows the NH3(1,1) noise maps, Figure Set 10 shows the
NH3(2,2) noise maps, and Figure Set 11 shows the H2O maser
noise maps. Since spectra from tiles observed in poor weather
or at low elevations have much higher noise, the noise often
varies signiﬁcantly from tile to tile. Although several tiles show
signiﬁcantly higher noise than the average noise within their
ﬁelds, we intend to reobserve only those tiles that show
evidence of emission in the BGPS maps, so as not to waste
future observing time. There is also evidence for noise
variations within tiles due to the nonuniform integration
time across a tile (Figures 2 and 3), changes in weather or
source elevation over the course of an observation, and the
stitching together of partial observations of a single tile. As
shown in Figure Set 9, these variations are generally small, but
they can be signiﬁcant in certain tiles. For the rare
circumstances where the noise variations within a tile are a
signiﬁcant detriment to our analysis of the data, we intend to
reobserve.
Figure Set 12 shows the NH3(1,1) integrated intensity maps
of the RAMPS ﬁelds observed during the pilot survey. We
also present our NH3(2,2) integrated intensity maps in Figure
Set 13, where we did not plot the NH3(2,2) integrated intensity
map for the L47 ﬁeld since it did not include any signiﬁcant
emission. We detected signiﬁcant NH3(1,1) and NH3(2,2)
emission in 20.8% and 5.4%, respectively, of the mapped area.
Furthermore, we found that 20.7% of pixels with a signiﬁcant
NH3(1,1) detection also had a signiﬁcant NH3(2,2) detection,
while there were no pixels with a signiﬁcant NH3(2,2)
detection and no signiﬁcant NH3(1,1) detection. The integrated
intensity maps reveal molecular clumps of various shapes and
angular sizes. While a portion of the detected clumps seem to
be grouped together in large complexes, many clumps appear
to be more isolated and spread somewhat uniformly across the
survey region. We also present a map of clump velocities in
Figure 14. In this map, we have detected clumps over a velocity
range of ∼20–140 km s−1. There are several groupings of
clumps with similar velocities. Although we have not
performed a quantitative analysis of the positions and velocities
of the detected clumps, one could use the RAMPS data set to
advance our understanding of Galactic structure.
4. Analysis
In the following section, we report on some preliminary
analysis of the RAMPS data. In Section 4.1, we describe our
methods for creating maps of NH3 rotational temperature,
column density, line width, and velocity. In Section 4.2, we
discuss the H2O data and describe our method for determining
H2O maser positions.
4.1. NH3
For our preliminary analysis of the RAMPS NH3 data, we ﬁt
the NH3(1,1) and NH3(2,2) spectra to determine NH3 rotational
temperatures, total NH3 column densities, NH3(1,1) optical
depths, NH3 line widths, and NH3 velocities. We calculated
Figure 7. Histograms of R for all RAMPS spectra, separated by line. The distributions each have a Gaussian component expected from the analysis of simulated
spectra, but they also have a long tail to higher values of R, indicating poorly ﬁt spectra. The magenta lines show the s=R 3 R threshold used to restrict the complexity
of the baseline ﬁts.
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these quantities using a PySpecKit NH3 inversion line model
and ﬁtting routine. Before ﬁtting RAMPS data with the
PySpecKit NH3 model, we applied a simpler line-ﬁtting routine
to the NH3(1,1) spectra. The purpose of this initial ﬁt was to
measure the central velocity and line width for each NH3(1,1)
line in order to provide more accurate initial parameters for the
PySpecKit ﬁtting routine. For the initial ﬁt, we used our
NH3(1,1) integrated intensity maps as masks for the ﬁtting
procedure in such a way that we did not attempt to ﬁt a
Figure 8. Histograms of the rms in each spectrum, separated by line. The mean value μ of each noise distribution is indicated by a magenta line and is printed on each
plot along with the standard deviation σ of each distribution.
Figure 9. NH3(1,1) noise map of the L10 ﬁeld. We used the L10 and L30 ﬁelds
as test cases for our mapping scheme. Consequently, we mapped L10 in 12
0°. 25×0°. 20 “tiles” and eight 1°×0°. 058 “strips.” The white areas on the map
represent regions that we have not observed.
(The complete ﬁgure set (6 images) is available.)
Figure 10. NH3(2,2) noise map of the L10 ﬁeld.
(The complete ﬁgure set (6 images) is available.)
Figure 11. H2O noise map of the L10 ﬁeld.
(The complete ﬁgure set (6 images) is available.)
Figure 12. NH3(1,1) integrated intensity map of the L10 ﬁeld. The beam size is
shown in the box at the lower left corner of the map. The gray parts of the map
represent regions that were not observed.
(The complete ﬁgure set (6 images) is available.)
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spectrum if there was no signiﬁcant NH3(1,1) signal detected.
We ﬁt RAMPS NH3(1,1) spectra using the optimize.
curve_ﬁt function from the scipy library. The curve_ﬁt
function is a nonlinear least-squares method used to ﬁt a
function to data. As its input arguments, curve_ﬁt takes a
model function, data, initial parameters, and parameter
boundaries. We used a simple model function consisting of
ﬁve Gaussians of equal width placed at the respective spacings
of the main and satellite lines, where “satellite line” refers to
one of the four nuclear quadrupole hyperﬁne lines. Our model
required that the two inner satellite components be equal in
amplitude and likewise for the two outer satellite components.
These equal intensities are expected if the hyperﬁne lines all
have the same excitation temperature. Thus, the model contains
ﬁve free parameters: the amplitude of the main line, the
amplitude of the inner satellite pair, the amplitude of the outer
satellite pair, the velocity of the main line, and the line width.
We set the initial guess for the main line amplitude to the
intensity of the brightest channel, while we set the initial guess
for the inner and outer satellite amplitudes to half this value.
We set the initial line width parameter to 1 km s−1 and the
velocity parameter to the velocity of the brightest channel for
each spectrum. We set sensible boundaries for each of the other
parameters, which we determined from a preliminary ﬁt to a
subset of the data. The amplitude, the line width, and the
velocity parameters were free to lie within the ranges 0–10 K,
0.1–10 km s−1, and 0–160 km s−1, respectively. We then ran
the ﬁt routine with these initial parameters. Some of the
RAMPS spectra contain two sets of lines at different velocities,
which represent two different clumps along the line of sight.
After the initial ﬁt, we tested for the existence of a second
velocity component by calculating the integrated intensity of
the residual. If the residual satisﬁed our threshold for a
signiﬁcant detection (described in Section 3), then we
attempted a two-component ﬁt on the spectrum. If either of
the main line amplitudes in the two-component ﬁt was less than
three times the noise, we used the single-component ﬁt as the
best-ﬁt model of the spectrum. Otherwise, we calculated the
reduced χ2 of the single- and two-component ﬁts and selected
the ﬁt with the reduced χ2 closest to 1 as the best-ﬁt model of
the spectrum.
After the initial ﬁt of the NH3(1,1) spectra, we employed the
PySpecKit NH3 ﬁtting routine. Our code utilizes a PySpecKit
function called ﬁteach, which takes in NH3 inversion
transition data cubes and ﬁts them with an NH3 model. We
use an LTE NH3 model; thus, we use a single rotational
temperature to set all of the level populations. To create model
spectra, the function uses the rotational temperature Trot, total
NH3 column density Ntot, line width σ, velocity v, beam ﬁlling
fraction f, and ortho fraction, or fraction of NH3 in an ortho
state, as input parameters. The beam ﬁlling factor is a scaling
factor between 0 and 1. If the telescope beam is smaller than
the smallest angular scale of the emitting source, the beam
ﬁlling factor equals 1. If the emitting source is smaller than the
beam, the ﬁlling factor equals the solid angle of the source
divided by the solid angle of the beam. Ortho-NH3 states
are those with =K n3 , where n is an integer including 0, while
para-NH3 states have ¹K n3 . With these input parameters,
the code calculates the optical depth from the transition using
the equation
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where τ is the optical depth, g is the statistical weight of the
upper state, Qtot is the molecular partition function, Aul is the
Einstein A-coefﬁcient, c is the speed of light, ν0 is the rest
frequency of the transition, h is Planckʼs constant, and kB is the
Boltzmann constant. The code uses τ to calculate τ(ν), the
optical depth proﬁle of the magnetic hyperﬁne lines, by using
the known statistical weights and assuming Gaussian line
widths. We assume that the line widths of each of the magnetic
hyperﬁne lines are equal. We also calculate and report τ0, the
NH3(1,1) main line optical depth. The code then creates the
model spectrum using the equation
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where Iν(ν) is the intensity as a function of frequency, f is the
beam ﬁlling factor, ν is the frequency, and Tbkg is the
temperature of the cosmic microwave background.
The ﬁtting routine performs Levenberg–Marquardt least-
squares minimization to ﬁnd the best-ﬁt parameters. We have
modiﬁed the PySpecKit model to include an additional ﬁt
parameter. The original PySpecKit ammonia_model class
does not include the beam ﬁlling fraction as a ﬁt parameter. We
have modiﬁed the PySpecKit model to include the beam ﬁlling
fraction as a ﬁt parameter since we ﬁt sources of various
angular size. We determined sensible starting values for the
rotational temperature Trot, the column density Ntot, and
the beam ﬁlling fraction f using an initial ﬁt on a subset of
the data. We found that reasonable starting values for Trot, Ntot,
and f were 18 K, 1015 cm−2, and 0.1, respectively. The initial
values for σ and v were best-ﬁt parameters from the preliminary
ﬁt to the NH3(1,1) spectra. Just as with the preliminary ﬁt,
Figure 13. NH3(2,2) integrated intensity map of the L10 ﬁeld.
(The complete ﬁgure set (5 images) is available.)
Figure 14. NH3(1,1) velocity ﬁeld of the L23 and L24 ﬁelds.
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we have chosen to limit the parameter space. Trot, Ntot, σ, v,
and f vary within the ranges 5–200 K, 1012–1017 cm−2,
0.05–10 km s−1, 0–160 km s−1, and 0–1, respectively. For this
preliminary analysis, we have ﬁt only NH3(1,1) and NH3(2,2)
spectra, both of which are para-NH3 transitions that give us no
information on the ortho transitions. Consequently, we ﬁxed
the ortho fraction parameter to its equilibrium value of 0.5,
although deviations from this value have been observed
(Umemoto et al. 1999).
To ensure that we ﬁt only pixels containing signiﬁcant
signal, we masked pixels that did not have a signiﬁcant
detection of both NH3(1,1) and (2,2). Next, we performed a
single-component ﬁt on each unmasked spectrum. In addition,
we used our initial ﬁt of the NH3(1,1) data to determine
whether or not to attempt a two-component ﬁt. For the spectra
ﬁt with a two-component model, if either of the NH3(2,2) line
amplitudes was less than three times the noise, then we
accepted the single-component ﬁt as the best-ﬁt model.
Otherwise, we accepted the model with the reduced χ2 closest
to 1 as the best ﬁt. From these ﬁts we created model NH3(1,1)
and (2,2) data cubes, as well as maps of Trot, Ntot, σ, v, f, and
τ0 and their associated errors. In Figure 15, we show maps of
the ﬁve ﬁt parameters for the L23 and L24 ﬁelds. We also
present a few examples of typical ﬁt results in Figure 16.
We also present histograms of the best-ﬁt parameters for all
RAMPS NH3 ﬁts in Figure 17. From left to right, Figure 17
shows histograms of the rotational temperature, column
density, line width, velocity, and beam ﬁlling fraction, with
the mean of each distribution shown with a magenta line. The
temperature distribution peaks at ∼18 K, with some ﬁts having
Trot<10 K and a small number of ﬁts having Trot>30 K. The
column density distribution appears roughly Gaussian, with a
peak near 5×1015 cm−2. The line width distribution peaks at
∼1 km s−1, with another small population near 7 km s−1. The
velocity distribution shows several peaks, with a mean of
∼80 km s−1. The distribution of the ﬁlling fraction peaks at
∼0.1, exhibits a small tail out to larger values, and has another
peak at the parameterʼs upper limit of f=1.
To help determine the reliability of the ﬁt results, we plotted
the 1σ error in the parameters against the parameter values in
Figure Set 18. The color scale shows the S/N of the model
NH3(2,2) main line, and the overlaid dashed lines show the
median of the parameter values and parameter errors. These
plots reveal regions of parameter space populated by ﬁts that do
not accurately represent the data. Fits with large parameter
errors or parameter values pegged at their limit are generally
indicative of a failure with our ﬁtting routine. Note that
parameter values that are equal to the upper or lower limit of
that parameter have no meaningful errors and are thus excluded
in these plots. Figure 18.1 shows that ﬁts with very low or very
high temperatures have large errors, while the rest of the ﬁts
have temperature errors <3 K. The general trend is that spectra
with lower S/Ns have larger errors, although there are some
exceptions to this trend at both low and high temperatures.
Further investigation of these ﬁt results revealed two relatively
rare situations that can result in a poor ﬁt. The ﬁrst occurred
when two molecular clumps along the line of sight were close
in velocity, resulting in signiﬁcant overlap of their line
emission. This can add a large uncertainty to the two-
component ﬁt, especially for the fainter line component. This
issue is largely responsible for the small group of ﬁts with large
errors and high S/Ns. The next issue we found was also the
result of overlapping lines. In rare cases the velocity difference
between two clumps was such that their satellite lines
overlapped, causing the overlapping satellite lines to appear
brighter than the main line. Due to the assumptions made in our
ﬁt routine, the bright satellite line was ﬁt as if it were the main
line of a single-component ﬁt. These false main lines had no
NH3(2,2) line associated with them, resulting in low best-ﬁt
temperatures and large errors on the ﬁt parameters. Figure 18.2
shows that at low column densities the ﬁts separate into two
distinct groups, those with small errors and those with large
errors on Ntot. This behavior at low column densities is likely
the result of a degeneracy in our model, which is due to the
dependence on Ntot and f on the modeled line intensity.
Equation (2) shows that fµ -n t-( )I e1 , but in the
optically thin limit (t  1) the dependence on τ becomes
linear. Figure 18.2 shows that the ﬁts start to become
degenerate near Ntot∼2×10
15 cm−2, so ﬁts above this limit
have reliable values for Ntot. Although ﬁts below this limit have
unreliable values for Ntot, the beam-averaged column density
can be obtained by taking the product of the best-ﬁt Ntot and f.
The error in line widths is plotted in Figure 18.3, which shows
that ﬁts with large line widths also tend to have larger errors on
those line widths. The ﬁts with large errors on their line widths
and large S/Ns are mostly ﬁts that have attempted to perform a
single-component ﬁt on two velocity components that are close
in velocity, resulting in a larger error in σ. There is also a group
Figure 15. Maps of the NH3 ﬁt parameters for the L23 and L24 ﬁelds. We
performed the ﬁts using the NH3(1,1) and NH3(2,2) data. From top to bottom,
the maps show the rotational temperature, the NH3 column density, the line
width, the velocity, and the beam ﬁlling fraction. The beam size is shown in the
box at the lower left corner of each map.
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of ﬁts with σ∼7 km s−1, which corresponds to a particular
source, G23.33-0.30 (Figure 19), that was previously observed
by HOPS. Although this source also appears to consist of two
velocity components that have been ﬁt by a single-component
model, the line widths are intrinsically much broader than the
typical NH3 line and are thus well separated from the rest of the
ﬁts. High angular resolution observations are needed to
determine the nature of the large line widths. Figure 18.4
shows that errors on the velocities are generally small
compared to the typically measured line widths. Measuring
accurate clump velocities is necessary to determine their
kinematic distances and to resolve the kinematic distance
ambiguity (Whitaker et al. 2017). We plot the error in the
ﬁlling fraction in Figure 18.5, which shows that the ﬁlling
fraction is not well constrained for a small portion of the ﬁts.
The ﬁts with poorly constrained f are the same ﬁts with small
values of Ntot that are also poorly constrained owing to the
degeneracy between f and Ntot. There are also a handful of ﬁts
with both low f and low error in f. These were the result of
spectra with similar NH3(1,1) and NH3(2,2) line amplitudes,
potentially indicating a hot component. Since these lines were
not very bright, it forced the ﬁlling fraction to be low to account
for the small line amplitudes. Figure 18.6 shows a few distinct
groups of main line optical depth (τ0) values. Most of the ﬁts
return τ0∼1–3, but there are a group of ﬁts with small τ0 and
small error in τ0, as well as several ﬁts with large τ0 and large
error in τ0. The ﬁts with very small τ are the degenerate ﬁts that
have f=1.
The model degeneracy for small values of τ is best illustrated
by Figure 20, which again shows the error in the column
Figure 17. Histograms of the NH3 ﬁt parameters for the entire RAMPS pilot survey. The mean of each distribution is shown with a magenta line.
Figure 16. Example ﬁt results for three typical spectra. The NH3(1,1) and (2,2) spectra are shown in black, while the models are overplotted in red.
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density plotted against the column density, but now with the
symbol color representing the ﬁlling fraction and error in the
ﬁlling fraction. All of the ﬁts with low column densities and
low column density errors have their ﬁlling fractions pegged at
the upper limit of f=1. These ﬁts are not plotted on the right
of Figure 20 because they do not have meaningful errors. Fits
with low column densities and large errors on their column
density have moderate values for the ﬁlling fraction, but these
values are completely unconstrained. Thus, the small number
of ﬁts with large errors on f have unreliable values for Ntot but
can still provide the beam-averaged column density (fNtot).
Another potential issue in our model is our LTE assumption. In
LTE, the amplitude ratios of the two inner satellite lines and the
two outer satellite lines of the NH3(1,1) transition are unity.
The departure from LTE hyperﬁne line amplitude ratios is
referred to as the hyperﬁne intensity anomaly (HIA; see
Camarata et al. 2015, and references therein). The HIA is
ubiquitous in high-mass SFRs; thus, a signiﬁcant number of
our NH3(1,1) spectra exhibit this effect. The LTE NH3 model
attempted to ﬁt these spectra assuming that the amplitude ratios
of the inner and outer satellite pairs were unity; thus, two of the
satellite lines were ﬁt with Gaussians that were larger than the
expected amplitude, while the other two satellite lines were ﬁt
with Gaussians that were smaller than the expected amplitude.
Although the cause of the HIA is not well understood, Matsakis
et al. (1977) proposed that the HIA is the result of selective
trapping in the hyperﬁne structure of the NH3(2,1)–(1,1)
transition. This has the effect of shifting photons from the left
outer to the right outer satellite line, while simultaneously
shifting photons from the right inner to the left inner satellite
line. Because this mechanism is not expected to change the
average amplitude of the inner or outer satellite line, we do not
expect that this anomaly will have a large affect on the
accuracy of our ﬁts that assume LTE. We refer readers to
Stutzki & Winnewisser (1985) for a more detailed discussion of
the HIA. Because this is a preliminary analysis of the RAMPS
data, users of the data set in its current form are cautioned to
make use of the errors on the parameter values and the reduced
χ2 of the ﬁts to determine the reliability of the best-ﬁt
parameters.
4.2. H2O Masers
For the preliminary analysis of the RAMPS H2O data, we
focused on determining maser positions by calculating their
integrated intensity-weighted positions. We began by creating
integrated intensity maps of the H2O data cubes using a similar
method to that we used for the NH3 data. To help separate
closely spaced masers when determining positions, we created
integrated intensity maps of the brightest maser line in each
spectrum by calculating the integral in a 1 km s−1 window
around the brightest channel in each spectrum. For overlapping
masers, we created an integrated intensity map for both masers
and used these to ﬁnd the positions of each maser. To reduce
the effect of noise on the integrated intensity, we utilized a
similar masking method as that used for the NH3 integrated
intensity maps. This method masks all channels with intensity
less than 3σ, as well as those channels that were not contiguous
with at least two other masked channels. We then summed over
the channels that were unmasked.
Our method of locating H2O masers produced a few
suspected false detections. These false detections generally
showed signiﬁcant signal in only one pixel or in a few pixels
that were contiguous in the Galactic latitude direction. This is a
result of the coarser sampling in the Galactic latitude direction
of our maps, which also degrades the spatial resolution of the
H2O maps in that direction. We suspected that these were false
detections because they had low intensities and showed a
relatively uniform velocity distribution, which are attributes we
expect from random noise. The suspected false detections did
not usually exhibit signiﬁcant signal in two pixels that were
contiguous in the Galactic longitude direction. To mask these
pixels, we required that each unmasked pixel have an
unmasked neighbor in the Galactic longitude direction for the
H2O integrated intensity maps.
After creating the integrated intensity maps, we calculated
the integrated intensity-weighted position of each maser using
the equations
å
å= ( )l
l I
I
3i
i i
i i
Figure 19. NH3(1,1) and (2,2) spectra are shown in black, and best-ﬁt models
for the source G23.33-0.30 (near v=70 km s−1) and another source near
v=100 km s−1 are overplotted in red. This source is unique for its large best-
ﬁt σ, which is the result of two velocity components that have been ﬁt by a
single-component model, as well as G23.33-0.30ʼs intrinsically large line
widths.
Figure 18. Plot of the error in the rotational temperature against the rotational
temperature for each ﬁt. The median of the parameter value and the error in the
parameter are represented by the dashed lines. The color corresponds to the
S/N of the model NH3(2,2) main line.
(The complete ﬁgure set (6 images) is available.)
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where l is the calculated Galactic longitude, b is the calculated
Galactic latitude, li is the Galactic longitude of a pixel, bi is the
Galactic latitude of a pixel, and Ii is the integrated intensity of a
pixel. We estimated the error in the positions using
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where σl is the error in the calculated Galactic longitude, σb is
the error in the calculated Galactic latitude, sIi is the error in the
integrated intensity, and σpointing is the 1D error in the pointing
of the telescope. The error in the integrated intensity (sIi) is
given by
s = ( )I N , 7I ii
where N is the number of unmasked channels used to calculate
Ii. The error in the pointing of the telescope is estimated from
the average wind speed during our observing period (GBT
Dynamic Scheduling Project Note 18.1). A conservative
estimate of a 5 m s−1 wind speed during the daytime at a
height of 10 m above the ground results in s » 4. 2pointing . The
error in the telescope pointing dominates the error in the maser
positions, such that s s s» »l b pointing.
The 22.235 GHz H2O maser transition is associated with
both SFRs and AGB stars (Reid & Moran 1981). As part of our
preliminary analysis, we estimated the associated environment
of all of the H2O masers detected with the RAMPS pilot
Table 2
RAMPS H2O Masers
l b Error on l Error on b Velocity Intensity Association
(deg) (deg) (arcsec) (arcsec) (km s−1) (K)
9.621 0.194 4.2 4.2 6.1 230.4 SFR
9.651 −0.06 4.2 4.2 49.5 10.6 AGB
9.731 −0.142 4.2 4.2 −15.5 2.7 AGB
9.777 −0.021 4.2 4.21 34.1 1.8 AGB
9.829 −0.2 4.2 4.21 18.5 3.9 SFR
9.912 −0.348 4.2 4.21 11.5 2.9 AGB
9.92 −0.125 4.2 4.21 116.9 1.6 AGB
9.961 −0.369 4.2 4.2 −13.3 3.6 SFR
9.986 −0.029 4.2 4.2 48.1 13.3 SFR
10.001 −0.193 4.22 4.21 −62.2 3.1 U
Note. Starting from the leftmost column, we present the Galactic longitude, the Galactic latitude, the error in the Galactic longitude, the error in the Galactic latitude,
the velocity of the brightest channel in the spectrum, the intensity of the brightest channel in the spectrum, and the associated environment. We classify H2O masers as
being associated with a star-forming region (SFR), an asymptotic giant branch (AGB) star, or an unknown environment.
(This table is available in its entirety in machine-readable form.)
Figure 20. Plot of the error in the column density against the column density. Left: the color mapping shows the ﬁlling fraction. Right: the color mapping shows the
error in the ﬁlling fraction. Fits with low column densities and column density errors have their ﬁlling fractions pegged at the upper limit. Fits with low column
densities and large errors on column densities have large errors on their ﬁlling fractions. This likely represents a degeneracy in the model between the column density
and ﬁlling fraction parameters.
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survey. If an H2O maser is spatially coincident with NH3
emission and there is H2O maser emission within 30 km s
−1 of
the NH3 velocity, we inferred that the maser is associated with
an SFR. Although the 30 km s−1 velocity criterion is somewhat
arbitrary, masers with no emission near the clump velocity are
unlikely to be associated with an SFR within the clump. For
masers that are not associated with NH3 emission, we checked
for the presence of a compact 24 μm source in MIPSGAL data
(Carey et al. 2009). This emission feature probably represents a
large, red AGB star. Masers that are associated with neither
SFRs nor AGB stars have an unknown association.
In Table 2 we present data for all 325 H2O maser sites
detected during the RAMPS pilot survey. Table 2 gives the
maser positions, the errors on the positions, the velocity and
intensity of the brightest maser line, and the associated
environment of each maser. We found that out of 325 detected
masers, 185 (57%±4%) are associated with an SFR, 92
(28%±5%) are associated with an AGB star, and 48
(15%±5%) have an unknown association. Figures 21
and 22 show histograms of the maser intensities and velocities
for the full sample of masers and histograms of the masers
separated by association, respectively. Figure 21 shows that the
slopes of the maser intensity distributions look roughly like a
power law past the peak of each distribution. The sharp cutoff
at ∼1 K in each distribution represents our completeness limit.
This number is expected, since the typical 1σ rms in our H2O
spectra is ∼0.4 K and we require that each detected maser has
an intensity of at least three times the noise. While the intensity
distributions of the various maser groups look similar, the
distribution associated with SFRs shows several more masers
with intensities in excess of 100 K. Figure 22 shows that we
have detected masers predominantly at positive velocities,
particularly the masers associated with SFRs. On the other
hand, both masers associated with AGB stars and those with an
unknown association have a much broader spread in their
velocity distributions.
To compare the distributions in a quantitative manner, we
performed a two-sample Kolmogorov−Smirnov (K-S) test.
The two-sample K-S test determines how different two
samples are, and the K-S statistic, which can have a value
between 0 and 1, is a measure of this difference. If the K-S
statistic of a particular test equals 0, this indicates that we
cannot reject the hypothesis that the two samples are derived
from the same distribution. A larger K-S statistic implies that
the two samples are less likely drawn from the same
distribution. For each pair of samples, we also calculated
the p-value, which is the probability that two samples are
derived from the same distribution. Table 3 shows the results
of the statistical tests. The K-S test and the p-test both show
that the three intensity distributions are only moderately
different from each other. On the other hand, the differences
in the velocity distributions are signiﬁcant. The p-values for
these tests show that the velocities of the masers associated
with SFRs are almost certainly drawn from a different
distribution than the velocities of both the masers associated
with AGB stars and those with an unknown association. The
differences in velocity distribution between the unknown and
AGB categories are more moderate. The difference in the
velocity distributions is likely due to differing spatial
distributions within the Galaxy. Masers associated with
SFRs are found only where there is molecular gas; thus,
these masers are excited primarily within the midplane of the
Galaxy and follow roughly circular orbits. Consequently, the
SFRs that are in the ﬁrst quadrant of the Galaxy and less than
∼8 kpc from the Galactic center have positive velocities.
Unlike SFRs, AGB stars can be found in both the Galactic
plane and the Galactic halo. Stars in the Galactic halo can
have a wide range in vLSR; thus, we expect to detect some
masers with large negative velocities. The results of the
statistical tests could indicate that masers with an unknown
association are more likely associated with AGB stars,
Figure 21. From top to bottom, histograms of maser intensities for the full
sample of masers, the masers associated with SFRs, the masers associated with
AGB stars, and the masers with an unknown association, respectively. The
histograms qualitatively look similar, with a roughly power-law slope at large
intensities and a sharp cutoff at ∼1 K.
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although some of these masers could be associated with an
SFR but exhibit a greater than 30 km s−1 velocity offset from
the sourceʼs systemic velocity.
5. Comparison with Other Surveys
Having established the capabilities of our survey and
presented a preliminary analysis of the RAMPS data set, we
now compare RAMPS to previous Galactic plane surveys.
First, we will compare our detection threshold for clumps to
that of the BGPS, a 1 mm dust continuum survey. Due to
spatial ﬁltering, BGPS is biased toward compact, and
presumably dense, sources, which makes it a good continuum
survey to compare with RAMPS. Figure 23 presents the
RAMPS L23 NH3(1,1) integrated intensity map overlaid with
3σ BGPS 1 mm dust emission contours. RAMPS detects most
of the clumps detected by BGPS, indicating that our sensitivity
is sufﬁcient to observe a large sample of molecular clumps. In
Figure 23 there are a few clumps detected by RAMPS that are
not detected at a signiﬁcance of 3σ by BGPS, as well as a few
clumps that are detected by BGPS that do not meet the
signiﬁcance threshold we set for the RAMPS integrated
intensity maps. While part of this difference is due to the fact
that we require a 5σ detection of a line to meet our signiﬁcance
threshold, there may also be differences between the gas and
dust that lead to different emission properties. Although
investigating differences between the gas and dust emission
of molecular clumps is interesting and important, these clumps
are faint enough that we did not attempt to ﬁt these spectra for
the rotational temperature and column density. We intend to
perform a robust comparison between the RAMPS data set and
dust continuum data in a future project.
RAMPS is more sensitive than the previous large, blind NH3
survey, HOPS (Walsh et al. 2011; Purcell et al. 2012). HOPS is
a 100 deg2 molecular line survey primarily targeting
NH3(1,1)–(3,3) and H2O using the 22 m Mopra telescope.
Figure 24 compares the RAMPS and HOPS NH3(1,1)
integrated intensity maps of the L23 and L24 ﬁelds. RAMPS
is clearly more sensitive than HOPS and has much better
angular resolution. One consequence of better spatial resolution
is that small clumps, which are severely beam diluted in the
large Mopra beam, are better resolved by the GBT beam and
are thus easier to detect. The ﬁner angular resolution also
resolves the larger clump complexes into their constituent
clumps. The GBT beam resolves many of the clumps
throughout the map, often revealing structure in the maps of
temperature, column density, line width, and velocity. Probing
clumps at this scale is crucial for understanding how the onset
of high-mass star formation affects the evolution of the
surrounding clump.
RAMPS is now the most sensitive large, blind survey of
H2O masers to date; thus, it is important to compare it to
HOPS, the previous large H2O maser survey. HOPS detected
540 sites of maser emission in a 100 deg2 survey, or
5.4 masers deg−2. The RAMPS pilot survey detected 325
masers in 6.5 deg2, or 50 masers deg−2. Since the two survey
regions have only moderate overlap, it is not meaningful to
compare these two numbers directly. For a direct comparison,
Figure 25 shows the L23 and L24 ﬁelds, which were observed
by both surveys. RAMPS NH3(1,1) integrated intensity
Figure 22. From top to bottom, histograms of maser velocities for the full
sample of masers, the masers associated with SFRs, the masers associated with
AGB stars, and the masers with an unknown association, respectively. The
distribution of masers associated with SFRs is more concentrated at positive
velocities than all other distributions. This difference may indicate that some of
the masers associated with AGB stars are in the Galactic halo.
Table 3
Comparison of H2O Maser Distributions
Distributions KS Statistic P-value
Intensity—SFR and AGB 0.15 0.14
Intensity—SFR and U 0.19 0.12
Intensity—AGB and U 0.17 0.30
Velocity—SFR and AGB 0.37 ´ -8.2 10 8
Velocity—SFR and U 0.53 ´ -3.0 10 10
Velocity—AGB and U 0.21 0.10
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is in black, with the colored symbols overlaid showing the
positions of masers. The orange stars represent the H2O
masers detected by HOPS, while the other symbols represent
masers detected by RAMPS. The RAMPS masers are further
separated by their associated environment, with the blue
squares representing masers associated with SFRs, the green
triangles representing masers associated with AGB stars, and
the pink circles representing masers associated with an
unknown environment. While HOPS detected 15 masers in
this region, RAMPS has detected 82, demonstrating that
RAMPS offers a signiﬁcant leap in sensitivity. We note that
HOPS detected two masers in this region that RAMPS does
not detect. A possible explanation for this difference is maser
variability. Considering that maser intensities can vary
(Elitzur 1992), it is possible that these masers were brighter
during the HOPS observations but faded to intensities below
the detection limit during the more sensitive RAMPS
observations. Given that the GBT is ~ ´20 more sensitive to
point sources than Mopra, the variability would need to be
large to explain the nondetections.
Figure 23. L23 NH3(1,1) integrated intensity map overlaid with BGPS 1 mm dust emission contours. The NH3 emission is in black for visibility. The contour level is
at 140 mJy beam−1, which is approximately three times the noise in the BGPS map. RAMPS detects most of the BGPS sources in this ﬁeld.
Figure 24. Comparison between RAMPS and HOPS NH3(1,1) integrated intensity maps. Top: RAMPS NH3(1,1) integrated intensity map of the L23 and L24 ﬁelds.
Bottom: HOPS NH3(1,1) integrated intensity map of the same region. The beam size for each survey is shown in a box at the lower left corner of each map. Given that
the GBT is much larger than the 22 m Mopra telescope, the RAMPS maps have much better spatial resolution and can be used to distinguish clumps smaller than the
Mopra beam. Consequently, RAMPS detects many smaller clumps and resolves the large clump complexes into the individual clumps of which they are composed.
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We now investigate whether the better sensitivity of RAMPS
changes the detection rate relative to that deduced by HOPS.
We ﬁnd that 57%±4% of RAMPS masers are associated with
SFRs, while 28%±5% are associated with AGB stars. On the
other hand, Walsh et al. (2014) found that 69%±2% of HOPS
masers are associated with SFRs and only 19%±4% are
associated with AGB stars. There is some discrepancy between
these detection rates, but it is uncertain why it arises. If
RAMPS and HOPS observed the same region of the Galaxy,
this difference would likely point toward differing ﬂux
distributions for the two maser populations. In reality, HOPS
observed much more of the Galactic center than RAMPS has.
A possible explanation for their larger detection rate of masers
associated with SFRs is a longitudinal variation in the relative
occurrence of these masers. Another possible explanation is our
differing classiﬁcation schemes. Further investigations of the
RAMPS H2O maser data will constitute future research.
6. Conclusion
RAMPS is an ongoing molecular line survey in the ﬁrst
quadrant of the Galactic midplane. In this paper, we have reported
on the pilot survey, which mapped approximately 6.5 square
degrees of the RAMPS survey region. RAMPS is a signiﬁcant
improvement on previous large molecular line surveys owing to
advancements in instrumentation on the GBT. While the GBT
provides excellent sensitivity and spatial resolution, the KFPA
receiver array and the VEGAS spectrometer make a large K-band
survey possible. The KFPAʼs seven receivers can map large areas
in a relatively short amount of time, while VEGAS is able to
observe simultaneously a large number of spectral lines over a
wide frequency range. This combination gives RAMPS a distinct
advantage in fast mapping at K-band frequencies.
An important consequence of the new instrumentation is our
ability to map simultaneously a suite of useful lines, namely, the
NH3 inversion transitions, NH3(1,1)–(5,5), and the 22.235 GHz
H2O maser line. Not only do the NH3 inversion lines trace the
dense molecular clumps where high-mass stars can form, but
they also provide robust estimates of the gas temperature and
column density. Furthermore, measured line widths allow us to
determine the virial state of molecular clumps, while their
velocities can help determine their distances. Among other
things, H2O masers can be used as an indicator of active star
formation; thus, an H2O maser associated with NH3 can help
indicate whether stars are forming within a molecular clump.
RAMPS is a leap forward in large surveys of NH3 and H2O
masers; thus, the RAMPS data set is an important step toward a
better understanding of high-mass star formation.
We have presented integrated intensity maps of NH3(1,1)
and NH3(2,2), H2O positions, and associations for six ﬁelds
within the Galactic plane. In addition, we have presented
representative maps of NH3 velocity, NH3 rotational temper-
ature, total NH3 column density, and NH3 line width for the
L23 and L24 ﬁelds. The data cubes and maps for the entire
RAMPS pilot survey are now available on the RAMPS website
(see footnote 14). With the successful results from the pilot
survey, we have shown that RAMPS works as expected.
Following the pilot survey, RAMPS has been awarded
additional observing time on the GBT to extend the survey.
We plan to release RAMPS data publicly after calibration and
veriﬁcation. We anticipate that the full RAMPS data set will
support numerous scientiﬁc investigations in the future.
We would like to acknowledge Toney Minter for his
excellent support in the formulation of the project and the
execution of the observations, as well as Joe Masters for help
with the GBT Mapping Pipeline. For this research we
employed several useful software packages, which we also
acknowledge below. In particular we thank Adam Ginsburg
for his help with the PySpecKit NH3 line ﬁtting. We would
also like to thank the referee for the helpful comments and
suggestions we received. RAMPS is funded by the National
Science Foundation under grant AST-1616635.
Software:GBT Mapping Pipeline (Masters et al. 2011),
gbtgridder (https://github.com/nrao/gbtgridder), PySpecKit
(Ginsburg et al.doi:10.5281/zenodo.12490),APLpy (Robitaille
& Bressert 2012).
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