Spatiotemporal Seismic Hazard and Risk Assessment of Aftershocks of M 9 Megathrust Earthquakes by Zhang, Lizhong et al.
                          Zhang, L., Werner, M. J., & Goda, K. (2018). Spatiotemporal Seismic
Hazard and Risk Assessment of Aftershocks of M 9 Megathrust Earthquakes.
Bulletin of the Seismological Society of America, 108(6), 3313-3335.
https://doi.org/10.1785/0120180126
Peer reviewed version
Link to published version (if available):
10.1785/0120180126
Link to publication record in Explore Bristol Research
PDF-document
This is the author accepted manuscript (AAM). The final published version (version of record) is available online
via GSA at https://pubs.geoscienceworld.org/ssa/bssa/article/108/6/3313/566078/Spatiotemporal-Seismic-
Hazard-and-Risk-Assessment . Please refer to any applicable terms of use of the publisher.
University of Bristol - Explore Bristol Research
General rights
This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms
 
 
1 
 
Spatiotemporal Seismic Hazard and Risk Assessment of Aftershocks 1 
of M9 Mega-Thrust Earthquakes 2 
 3 
Lizhong Zhang1, Maximilian J. Werner2, and Katsuichiro Goda1 4 
 5 
1Department of Civil Engineering, University of Bristol, Queen’s Building, Bristol BS8 1TR, 6 
United Kingdom 7 
2School of Earth Sciences and Cabot Institute, University of Bristol, Wills Memorial Building 8 
Queens Road, Bristol BS8 1RJ, United Kingdom 9 
 10 
 11 
Corresponding Author: Lizhong Zhang 12 
Corresponding Author E-mail: lz0560@bristol.ac.uk  13 
 14 
 15 
 16 
 17 
 18 
 19 
 20 
 21 
 22 
 
 
2 
 
Abstract 23 
Current national seismic hazard models neglect time-dependent hazard due to triggered 24 
earthquakes, although these can certainly generate damaging ground motions. To understand 25 
the relative importance of aftershock hazard and risk in the context of a mega-thrust 26 
subduction-zone earthquake, we develop a new simulation framework for spatiotemporal 27 
seismic hazard and risk assessment of a mega-thrust earthquake and its aftershocks along the 28 
plate boundary and in the onshore continental crust. Tohoku region in the northeast Japan is 29 
considered as an example to show how the new simulation framework can be implemented to 30 
assess the spatiotemporal hazard and risk of aftershocks triggered by a M9 Tohoku-like 31 
earthquake. We generate quasi-3D synthetic aftershock catalogs using the Epidemic Type 32 
Aftershock Sequences (ETAS) model, modified to characterize aftershocks of large and 33 
anisotropic finite mainshock sources. By including the mainshock source model in the new 34 
simulation framework, the uncertainty of generating synthetic aftershock catalog is small in 35 
comparison with the observation. Therefore, should the mainshock source model is available 36 
right after the mainshock, the new simulation framework can be used for the quasi-real time 37 
hazard and risk assessments of aftershocks in different regions. For Tohoku region, we assess 38 
the relative importance of subduction-zone versus onshore-crustal aftershocks. The results 39 
show that the subduction-zone aftershocks tend to dominate hazard with peak ground velocity 40 
(PGV) < 60 cm/s (the boundary between VIII (severe) and IX (violent) of Modified Mercalli 41 
Intensity). On the other hand, onshore-crustal aftershocks control extreme hazards exceeding 42 
PGV of 60 cm/s. Moreover, on the day of the mainshock, aftershocks contribute about 23% of 43 
the onshore hazard with PGV > 60 cm/s, and the aftershock hazards remain relatively high for 44 
4-5 days depending on different sites. From a seismic risk viewpoint, the subduction-zone and 45 
onshore-crustal aftershocks in the mega-thrust sequence affect buildings differently; both have 46 
similar potential to cause minor damage, whilst the latter tend to cause more severe damage. 47 
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Introduction 48 
Recent great earthquakes along subduction zones have triggered numerous aftershocks over 49 
many years and regions of hundreds of kilometers. Seismicity rates are increased by orders of 50 
magnitude not just along the ruptured plate interface, but also at population centers in the 51 
overriding continental crust. Despite the obvious seismic hazard and risk to people and 52 
infrastructure, current seismic hazard models largely neglect the influence of time-dependent 53 
aftershock triggering and secondary earthquake clustering. This influence is important, 54 
however, for decision-making in post-earthquake risk management, including humanitarian 55 
relief, building tagging, inspection prioritization, retrofitting, and informing the population of 56 
residual risks (e.g., Jordan and Jones, 2010; Jordan et al., 2011).  57 
The 2011 Tohoku earthquake sequence exemplifies this secondary hazard and risk in 58 
the onshore crust. The sequence started on March 9, 2011, with the M7.3 foreshock, followed 59 
on March 11 by the M9 mainshock, which ruptured a 530 km × 200 km fault plane (Yagi and 60 
Fukahata, 2011) between the Pacific and North American Plates in the northeast offshore 61 
region of Japan. In total, more than 200 aftershocks with depths less than 100 km and Japan 62 
Meteorological Agency (JMA) magnitude Mj greater than 5.5 occurred within 100 days of the 63 
mainshock. Amongst the five Mj ≥ 7 aftershocks, three occurred along the plate interface, one 64 
in the subducting slab, and one in the shallow continental crust on April 11. The latter ruptured 65 
the Yunodake and Itozawa faults in Fukushima Prefecture at a distance of 300 km from the 66 
epicenter of the mainshock (Fukushima et al., 2013; Toda and Tsutsumi, 2013), and the 67 
aftershock triggered its own cascade of secondary aftershocks.  68 
While stochastic models of seismicity cascades certainly exist, their current 69 
formulations are not well suited to accurately assess the seismic hazard and risk of quakes 70 
triggered by a great mega-thrust earthquake in a subduction zone setting. First, most models of 71 
clustered seismicity are two-dimensional, which is problematic for accurate hazard calculations 72 
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for subduction zones having complex 3D geometry. Second, many models employ spatial 73 
distributions of aftershocks that are isotropic around the mainshock epicenter, constituting a 74 
poor representation of the aftershock zones of great subduction earthquakes. Third, models 75 
typically neglect available scaling laws of the rupture areas of great earthquakes, even though 76 
they constrain the aftershock zone strongly. For instance, the Epidemic Type Aftershock 77 
Sequences (ETAS) model is widely used to forecast the spatiotemporal seismicity rate for 78 
crustal seismicity (Kagan and Knopoff, 1987; Ogata, 1988, 1998; Lombardi and Marzocchi, 79 
2010; Werner et al., 2011; Zhuang, 2011; Gerstenberger et al., 2014; Marzocchi et al., 2014; 80 
Field et al., 2017a). Conventionally, an isotropic power law is used in the ETAS model. Ogata 81 
(1998) and Zhuang et al. (2004) used a 2D Gaussian distribution to model the anisotropy of 82 
the aftershocks. However, the spatial distribution of aftershocks may be better represented by 83 
a power law, which decays more gradually than the Gaussian distribution in the far field (Felzer 84 
and Brodsky, 2006). This is related to the agreement of the static stress triggering and spatial 85 
aftershock with power-law decay (Toda et al., 2011; Hainzl et al., 2014). In this study, we 86 
develop a new spatially anisotropic aftershock kernel that combines a simulated 2D mainshock 87 
rupture area (from scaling laws) with a power-law beyond the rupture. This new formulation 88 
is important because seismic hazard and risk due to triggered crustal events are sensitive to the 89 
spatial distribution of aftershocks near the rupture boundary in the continental crust, where 90 
buildings and other infrastructure are nearby.  91 
The importance of aftershocks in seismic hazard has been highlighted previously. For 92 
instance, Marzocchi and Taroni (2014) concluded that aftershocks should be included in 93 
probabilistic seismic hazard analysis (PSHA), because only using the PSHA result from the 94 
declustered catalog underestimated hazard rates. Approaches for including aftershocks can be 95 
distinguished by the treatment of mainshocks: (1) long-term (years to centuries), time-96 
independent approaches that integrate aftershock hazard on unconditional mainshock 97 
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occurrence; (2) short-term (days to years) approaches that estimate aftershock hazard 98 
conditional on a specified mainshock source.  99 
Several studies have implemented the former approach. For example, Toro and Silva 100 
(2001) first incorporated earthquake clustering into PSHA. They assumed an earthquake 101 
sequence could be modelled by the probabilities of unions of events exceeding a specific 102 
ground motion level and each event was assumed to be independent in time for the New Madrid 103 
Seismic Zone (NMSZ). This approach was further applied by Boyd (2012) to gridded hazard 104 
curves in San Jose, California. Boyd (2012) showed the hazard curves (PGA and Spectral 105 
Acceleration (frequency=1 Hz)) from the U.S. 2008 National Seismic Hazard Maps were 106 
increased by 10%-20% when aftershocks were included. 107 
The latter approach requires detailed mainshock source models but would be effective 108 
for the short-term decision-makings and has been applied globally for the crustal seismicity. 109 
Yeo and Cornell (2009) developed a time-dependent aftershock probabilistic seismic hazard 110 
analysis using the modified Omori law combined with an empirical scaling relationship for 111 
rupture area (e.g., Wells and Coppersmith, 1994). Their seismicity source model did not 112 
account for secondary aftershock occurrences, thus underestimating locally concentrated 113 
seismicity and its hazard in the far field. Yaghmaei-Sabegh et al. (2017) conducted cluster-114 
based PSHA using a temporal ETAS model. The uniform aftershock spatial distribution was 115 
considered given linear faults of M7-level earthquakes for NMSZ. The temporal ETAS model 116 
from Yaghmaei-Sabegh et al. (2017) considered multiple generations of aftershocks rather than 117 
the Modified Omori law. Iervolino et al. (2015) and Field et al. (2017b) developed operational 118 
earthquake loss forecasting in Italy and California, respectively, based on spatiotemporal ETAS 119 
earthquake clustering models of (shallow) clustered seismicity (Marzocchi et al., 2014; Field 120 
et al., 2017a). None of these studies, however, assessed the seismic effects of great mega-thrust 121 
earthquakes. It should be noted that the latter approach is useful for aftershock scenarios of 122 
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megathrust events for different regions. The source modeling is general, because it’s only 123 
constrained by empirical scaling laws and reasonable subduction zone geometric constraints. 124 
This study develops a new framework to conduct spatiotemporal seismic hazard and 125 
risk assessments focusing on a M9 mega-thrust event triggering moderate-to-large aftershocks 126 
(M ≥ 5.5) along the plate interface and in the continental crust. We investigate the importance 127 
of the aftershock sequence in terms of ground motion intensity and seismic fragility. Our target 128 
region is northeast Japan to demonstrate how the new framework can be applied in a subduction 129 
zone. The novelties of this study are twofold. First, we employ the ETAS model (Ogata and 130 
Zhuang, 2006; Zhuang, 2011; Seif et al., 2017) to model aftershock cascades of a M9 mega-131 
thrust earthquake. Second, we model the spatial distribution of major aftershocks with an 132 
appropriate anisotropic power-law kernel, a mainshock rupture zone constrained by empirical 133 
length-width scaling laws, and the empirical depth profile. The limitation of the new simulation 134 
framework is that to reduce the uncertainty of the synthetic aftershock catalog, the mainshock 135 
source parameters are necessary. Therefore, the new simulation framework is applicable for 136 
quasi-real time hazard assessment immediately after the mainshock source model is available. 137 
Otherwise, different mainshock rupture scenarios should be considered for the region without 138 
observation. The objectives of this paper are: 1) to develop a tool by convolving the ETAS 139 
model, ground motion prediction equation (GMPE), and seismic fragility model to enable more 140 
risk-informed decision-making in post-earthquake situations of mega-thrust events, 2) to show 141 
the new framework could capture the M9 observed megathrust earthquake sequence in Japan, 142 
and 3) to conduct seismic hazard and risk analyses at different onshore sites for Japan using 143 
the new simulation framework.   144 
 145 
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Data 146 
Since northeast Japan is the target region, specific catalogs are selected for different purposes. 147 
(1) To estimate parameters of the ETAS model, we use the JMA catalog (see the Data and 148 
Resources section). (2) To consider the uncertainty of the source parameters of the 2011 149 
Tohoku mainshock, we use the locations from the ANSS (Advanced National Seismic System), 150 
global Centroid Moment Tensor (gCMT), International Seismological Center (ISC), and JMA 151 
(see the Data and Resources section). (3) To model the 3D rupture areas of the large 152 
aftershocks, we use depths of past events from the JMA catalog, the slab model of the Japan 153 
Trench from Hayes et al. (2012), and focal mechanisms from the gCMT catalog. (4) To show 154 
the comparison between simulated peak ground velocity (PGV) and observed PGV, the ground 155 
motion data are taken from Goda et al. (2015). The ground motion records in this study are 156 
from the K-NET, KiK-net (National research Institute for Earth science and Disaster 157 
resilience), and SK-net (Earthquake Research Institute) (see the Data and Resources section). 158 
The selected strong motion stations with near-surface ground information, the distances to the 159 
target sites, and the available number of records are summarized in Table 1. 160 
 161 
Overview of Framework 162 
The framework for spatiotemporal seismic hazard and risk assessment due to a mega-thrust 163 
subduction earthquake sequence consists of a seismicity model, seismic hazard analysis, and 164 
seismic risk analysis, and is illustrated in Figure 1. Although the target region is northeast 165 
Japan in this study, the framework is applicable to other subduction zones (e.g., Indonesia and 166 
Chile). We adopt the spatiotemporal ETAS model as the seismicity source model; this 167 
constitutes the key technical element in the framework. The parameters of the ETAS model are 168 
estimated from earthquake catalogs. The calibrated ETAS model generates realistic synthetic 169 
mainshock-aftershock sequences that capture observed aftershock rates in space and time. 170 
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Additional features including rupture dimensions, depths, earthquake types, and focal 171 
mechanisms are assigned in the synthetic catalogs.  172 
In addition, earthquakes with the same magnitude can have different ground motion 173 
characteristics in terms of duration and frequency content. Building damage assessments are 174 
sensitive to these characteristics. For this reason, we use a GMPE developed for subduction 175 
earthquakes and crustal earthquakes to calculate their specific ranges of seismic intensities. In 176 
our study, ‘crustal earthquakes’ refer to the onshore-crustal events with depths less than 30 km 177 
in the continental crust, and ‘subduction earthquakes’ refer to the subduction-zone events that 178 
take place on (near) the subduction plate interface. Next, we integrate the space-time aftershock 179 
rate of the ETAS model with the GMPE to assess the time-dependent seismic hazard at multiple 180 
sites in terms of daily rates of seismic intensity exceeding a certain threshold.  181 
Different comparisons of the observed and synthetic catalogs can be carried out. For 182 
example, we compare the daily exceedance rates of observed and simulated ground motions, 183 
and we assess the relative importance of crustal and subduction earthquakes in terms of ground 184 
motions. In addition, we compare the time-dependent hazard rates with the long-term hazard 185 
rates in the target region to assess the importance of the triggered aftershocks.  186 
Seismic risk analysis evaluates the probabilities of occurrence of consequences in 187 
building damage and loss given a major event or sequence (McGuire, 2004). Seismic risk 188 
analysis is useful for decision-making in the short- and long-term. A viable approach to 189 
assessing seismic risk from seismic hazard is using fragility curves, which we employ here to 190 
show how the spatiotemporal hazard can be accommodated in the seismic risk analysis.  191 
In the following, we first describe the new generic framework including parameter 192 
estimation and catalog simulations of the ETAS model in the Spatiotemporal ETAS Model 193 
section. Then we consider northeast Japan as the target region and present the procedures and 194 
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results of the seismicity model, hazard analysis, and risk analysis for M9 earthquake sequences 195 
offshore Japan. 196 
 197 
Spatiotemporal ETAS Model 198 
ETAS model 199 
The total seismic rate 𝜆(𝑡, 𝑥, 𝑦|𝐻)) of the spatiotemporal ETAS model consists of a background 200 
rate 𝜇(𝑥, 𝑦)  and a triggering rate 𝑔(𝑡 − 𝑡., 𝑥 − 𝑥., 𝑦 − 𝑦.;𝑀.)  at time t and location (𝑥, 𝑦) 201 
(Zhuang, 2011; Seif et al., 2017), and can be expressed as follows:  202 
𝜆(𝑡, 𝑥, 𝑦|𝐻)) = 	𝜇(𝑥, 𝑦) +	∑ 𝑔(𝑡 − 𝑡., 𝑥 − 𝑥., 𝑦 − 𝑦.;𝑀.).:)67)    (1) 203 
where Ht represents the historical seismicity up to time t (Ht = {xj, yj, tj, Mj}; tj<t). The triggering 204 
function g(t,x,y;M) includes the productivity (𝐾9	𝑒;(<=<>?@)), the normalized modified Omori 205 
law v(t), and a spatial distribution f(x,y|M) of seismic events: 206 
𝑔(𝑡, 𝑥, 𝑦;𝑀) = 	𝐾9	𝑒;(<=<>?@) 	 · 		𝑣(𝑡) · 		𝑓(𝑥, 𝑦|𝑀)   (2) 207 
where Mcut is the cut-off magnitude to select earthquakes larger than Mcut. K0 (event/day) and 208 
α (magnitude-1) are the productivity parameters. α determines how the triggering productivity 209 
of an earthquake increases with magnitude, whereas K0 measures the intensity of aftershock 210 
generation, defining the number of triggered events above Mcut.  211 
The temporal distribution is the normalized modified Omori law:  212 𝑣(𝑡) = 𝑐E=F(𝑡 + 𝑐)=E(𝑝 − 1)   (3) 213 
where c (day) and p are parameters. c is applied to eliminate a singularity at t = 0 and affected 214 
by the number of events in the catalog during the early phase of the aftershock process (Seif et 215 
al., 2017). The p-value is associated with the decay rate of aftershocks in time; the decay rate 216 
increases with the p-value.  217 
The spatial distribution of triggered events is defined by: 218 
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𝑓(𝑥, 𝑦|𝑀) = (I=F)JKLMNOMNP	QR(STS>?@)U V1 + LMNOMP	QR(STS>?@)W=I   (4) 219 
where d (km2), q, and γ (magnitude-1) are parameters. 𝑑	𝑒Y(<=<>?@) is a measure of the source 220 
dimension and scales the spatial aftershock footprint, whereas q describes the spatial decay of 221 
aftershocks.   222 
ETAS parameter estimation 223 
The ETAS parameters are estimated by using the maximum likelihood estimation (MLE) 224 
method (Zhuang, 2011; Seif et al., 2017). To estimate the parameters of the ETAS model 225 
reliably, the input earthquake catalog needs to be complete and homogeneous over an 226 
appropriate target window. The target window is a specific range of space, time, and magnitude 227 
to filter seismic events. However, some events outside the target window may trigger seismic 228 
events in the target window. Therefore, an auxiliary window is often introduced to reduce the 229 
bias, which is larger than the target window, and the combination of the auxiliary and target 230 
windows is referred to as data window (Wang et al., 2010).  231 
The log-likelihood function can be expressed as: 232 𝑙𝑜𝑔𝐿 = ∑ log V𝜆K𝑡`, 𝑥`, 𝑦`a𝐻)bUW − ∫ ∫ 𝜆(𝑡, 𝑥, 𝑦)𝑑𝑡	𝑑𝑥	𝑑𝑦d9	ef`gF    (5) 233 
where n is the number of events in the target window, and S and T are the spatial and temporal 234 
ranges of the target window.  235 
ETAS simulation 236 
The conventional ETAS model distributes aftershocks isotropically around a mainshock 237 
epicenter, which is more applicable to M7-class earthquake sequences, and less to M8-9 mega-238 
thrust subduction events. For example, according to Ogata and Zhuang (2006), the 239 
performances of the isotropic and anisotropic spatial distributions are similar for the offshore 240 
Tohoku region from 1926 to 1995 with a maximum Mj = 7.9 in the historical catalog. In 241 
addition, recent empirical scaling laws by Thingbaijam et al. (2017) indicate that differences 242 
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between fault width and fault length of subduction-interface events are indistinguishable when 243 
M < 7.5. When the magnitude exceeds M8, however, the fault length is generally greater than 244 
the fault width.  245 
We modify the ETAS simulation approach of Seif et al. (2017) to capture the spatial 246 
distribution of aftershocks of a M9 Tohoku-like subduction-zone earthquake. We divide the 247 
first generation of aftershocks into two groups: the first group occurs in the mainshock rupture 248 
area, while the second group obeys a power-law decay with distance beyond the rupture area. 249 
Subsequent generations of triggered events follow the isotropic power law in Equation (4) to 250 
mimic isotropic secondary clustering. The proportions of the aftershocks inside and outside of 251 
the rupture area are determined based on the observed spatial distribution of aftershocks (e.g., 252 
the 2010 Maule earthquake sequence and the 2011 Tohoku earthquake sequence). We simulate 253 
variations in the mainshock rupture area and geometry to account for their uncertainty in future 254 
mega-thrust earthquakes. The 2D mainshock rupture area is obtained from sampled rupture 255 
lengths and widths constrained by empirical relationships. Strike and dip angles are based on 256 
different focal mechanism solutions (e.g., from gCMT and the U.S Geological Survey) of the 257 
same historical M9 event in the target region.  258 
The first-generation aftershocks inside and outside the rupture area are distributed using 259 
a 2D uniform distribution and power law kernels (Vere-Jones, 1992; Woo, 1996), respectively. 260 
The 2D uniform distribution implies that any location inside the rupture area is equally ready 261 
for an aftershock. After several attempts of approximating Tohoku’s anisotropic spatial 262 
distribution with a single kernel (e.g. anisotropic Gaussians with various variance scaling 263 
functions), we found that this combination can capture the observed characteristics much 264 
better. Other attempts, i.e. the 2D Gaussian and anisotropic kernel distributions, are provided 265 
in Appendix 1. Several authors (Das and Henry, 2003; Asano et al., 2011; Rietbrock et al., 266 
2012) inferred relations between slip and aftershocks, but they are not yet ready for 267 
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implementation because (i) a slip model forecast is required, (ii) the relations are currently 268 
qualitative and occasionally debatable, and (iii) the relations do not usually apply to off-fault 269 
aftershocks. Although aftershocks within the rupture area of mega-thrust earthquakes are not 270 
usually distributed uniformly, the observed clustering appears well approximated by secondary 271 
aftershocks that cluster around the first generation of uniformly distributed aftershocks.  272 
To be consistent with the empirically-supported power-law decay in the far field (Felzer 273 
and Brodsky, 2006; Toda et al., 2011; Hainzl et al., 2014), we developed a power-law 274 
component with distance from the rupture area. To this end, we modeled seismicity decay 275 
perpendicularly to the four edges of the rectangle using the 1D power law, and seismicity decay 276 
in the four corners of the rectangle as quarter circles of a 2D power law. The 1D power law is 277 
given by:  278 𝑘FP(𝑥FP, 𝑦FP) = 𝐵𝑒𝑡𝑎(𝑞 − 0.5,0.5)=Fℎ=F(1 + LpqM NOpqMrM )=I  (6) 279 
while the 2D power law is described by: 280 𝑘sP(𝑥sP, 𝑦sP) = I=FJrTM (1 + LMqM NOMqMrM )=I  (7) 281 
where q is the power-law exponent, h (km) is the kernel bandwidth, and Beta(•) is the beta 282 
function. An example of the resulting spatial probability density function (PDF) of (first-283 
generation) aftershocks of a mainshock rupture with 500 km length and 300 km width is 284 
displayed in Figure 2. x1d, y1d, x2d, and y2d are the locations of aftershocks outside the rupture 285 
area with ±u99vws  in x (rupture length) and ±x99vws  in y (rupture width). We assign the 286 
exponent q of the power laws the same value as the exponent of the isotropic decay in Equation 287 
(4). Therefore, the decay rates of the anisotropic and isotropic spatial aftershock distributions 288 
are identical in the far field. 289 
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Earthquake rupture model 290 
The outputs of the ETAS simulations are the synthetic catalogs including occurred times, 291 
locations of epicenters, and magnitudes of the events. As indicated in the Overview of  section, 292 
we assign additional features including the depth, earthquake type, and focal mechanism to 293 
each simulated earthquake. This is described in detail next. 294 
Depths for earthquakes with M<8 are sampled from empirical cumulative distribution 295 
functions (ECDFs) of depth that are obtained based on an instrumental catalog. We divide the 296 
target window into sub-regions with 10 km width from the trench line to the continental crust 297 
to estimate the ECDFs of depth in each sub-region. Past earthquakes M≥5 are used. The events 298 
with depths less than 5km are eliminated because the majority of these events are remote events 299 
and poorly estimated with depths 0km. It should be noted that the 0km depth shows the depth 300 
of earthquake is not constrained by the JMA monitoring system, so using 0km depth could 301 
potentially overestimate the hazard results. Bins with a small number of events (< 20) are 302 
combined with the closest bin to avoid insufficient events for defining the ECDFs of depth. In 303 
addition, all simulated earthquakes with M≥8 are treated as subduction-interface earthquakes 304 
and the depths are assigned directly from a slab model. This is because the largest historical 305 
crustal earthquake in Japan is less than M8. Kanaori et al. (1991) listed the destructive 306 
earthquakes from 715 to 1984 with M≥6.4 for Japan. The largest magnitude for inland Japan 307 
is the M8.0 Nobi earthquake. In addition, the historical large crustal earthquakes in other 308 
regions (e.g., Mexico) could be 7.5≤M≤7.8 (Suárez et al., 1994). For the crustal seismicity in 309 
California, Field et al. (2017) also consider the maximum magnitude of magnitude frequency 310 
distribution with 8. 311 
Earthquake types (continental-crust, subduction plate-boundary, or subduction intra-312 
plate) are defined by the sampled depths and the slab model: earthquakes more than 20 km 313 
above the plate interface are defined as crustal earthquakes, the layer within ±20km of the plate 314 
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interface is assumed to contain subduction-interface earthquakes (allowing for depth 315 
uncertainty), and remaining earthquakes are treated as intra-slab earthquakes.  316 
To obtain the range of strike and dip angles for crustal and subduction earthquakes, we 317 
use M5.5+ earthquakes in the gCMT catalog in the target window. We assume the strike and 318 
dip angles of the subduction aftershock are similar to the strike and dip angles of the subduction 319 
plane in Eastern Japan. Therefore, the strike and dip angles of nodal planes 1 and 2 that are 320 
close to the strike and dip angles of subduction plane are selected. For crustal aftershocks, the 321 
strike angle of historical shallow crustal earthquakes and active faults with depths less than 322 
15km has a good agreement with the strike angle of the subduction plane. For example, the 323 
1998 M6.3 Iwate earthquake (strike angle=216º), the 2003 M6.1 northern Miyagi earthquake 324 
(strike angle=203º), and the 2008 M6.9 Iwate-Miyagi Nairiku earthquake (strike angle=209º) 325 
(Nakahara et al., 2002; Miura et al., 2004; Asano and Iwata, 2011). In addition, according to 326 
Japan Seismic Hazard Information Station (JSHIS) (http://www.j-shis.bosai.go.jp/en/), the 327 
strike angles of the Nagamachi-Rifu-sen fault, the Fukushima-bonchi-seien fault, and the 328 
Nagai-bonchi-seien fault are 231.9º, 212.6º, and 186.7º, respectively. Therefore, we select the 329 
strike angle which is close to the strike angle of subduction plane from two node planes of the 330 
crustal event. The ECDFs of strike and dip angles for crustal and subduction earthquakes are 331 
evaluated, and the simulated angles are assigned to the large aftershocks with M≥6.5. 332 
To simulate ground motions, we require the shortest distance between a source and a 333 
site. The source models depend on magnitude and location. We do not simulate the finite 334 
rupture planes of M<6.5 earthquakes, and so calculate the distance to the hypocenter. 335 
Simulated M≥8 earthquakes are constrained to the plate interface, and we calculate distances 336 
to the nearest point on the simulated (finite) rupture plane. Source models for M≥6.5 crustal 337 
and subduction-interface aftershocks are generated from empirical scaling laws and the 338 
empirical distributions of strike and dip angles. The slab model provides the boundary of the 339 
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projected 2D rupture area of interface earthquakes, while the finite rupture planes of crustal 340 
aftershocks are simulated based on the source model.  341 
In the next two sections, we show the specific results associated with the target region 342 
of Tohoku, Japan from seismicity analysis to hazard and risk analysis. 343 
 344 
Seismicity Analysis of M9-triggered Aftershock Sequences in Tohoku 345 
ETAS parameter estimation in Tohoku 346 
The ETAS parameter estimation requires a homogeneous catalog, therefore the JMA catalog 347 
is used as it has a unified magnitude scale Mj and a low magnitude of completeness in Japan. 348 
The spatial target and data windows of the ETAS parameter estimation are shown in Figure 349 
3a. The target window encompasses the rupture area of the 2011 Tohoku mainshock, its 350 
aftershock field, and onshore regions to include events in the continental crust. The data 351 
window is larger than the target window by a 2º extension along all sides of the target window. 352 
Because we focus on future mega-thrust subduction events triggering subduction aftershocks 353 
and crustal aftershocks in the subducting plate and overriding crust, respectively, the selected 354 
historical events in the target window include not only the 2011 Tohoku sequences but also 355 
other large subduction and crustal earthquakes before 2011. More specifically, we select events 356 
between January 1, 1970, and December 31, 2015 and with depths less than 100 km without 357 
setting a magnitude threshold which leads to 83000+ events in total. 358 
The temporal completeness Mc is estimated in a sliding time window of 200 events 359 
using the method suggested by Amorèse (2007) and Seif et al. (2017) from 1970 to 2015 360 
(Figure 3b). Due to missing aftershocks immediately after the Tohoku mainshock, Mc briefly 361 
increases to Mj 5.3. In this study, Mcut is set to 4.7 for seismic hazard analysis, because a large 362 
offshore region is selected in the target and data windows which leads to a high magnitude of 363 
completeness during the 2011 Tohoku sequence. In addition, Mcut is kept constant to reduce 364 
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the bias in the ETAS simulation (Harte, 2015). This also allows the direct application of the 365 
GMPE by Morikawa and Fujiwara (2013) in subsequent seismic hazard analyses, which is 366 
applicable to events with M≥5.5 in Japan. Selecting a lower magnitude cut-off with 4.7 rather 367 
than the GMPE threshold of 5.5 in the ETAS simulation is beneficial to assess the potential of 368 
M4.7 earthquakes for triggering M≥5.5 aftershocks. The b-value estimation with 5%-95% 369 
percentiles (Aki, 1965; Shi and Bolt, 1982) of the selected events from 1970 to 2015 with 370 
Mcut=4.7 is displayed in Figure 3c. The 2D histogram of observed events in the 100 days after 371 
the 2011 Tohoku mainshock with M≥5.5 is shown in Figure 3d. 372 
Because the empirical laws of triggered seismicity are thought to be reliable (e.g., the 373 
Gutenberg-Richter law and the modified Omori law), ETAS parameters are expected to be 374 
robust given a complete and sufficiently large catalog. We investigate the sensitivity of the 375 
ETAS parameters by considering two time periods: Case 1 covers 1970-2015 (3568 events), 376 
while Case 2 (1725 events) comprises the 2011 Tohoku sequence only (see Table 2).  377 
The mean estimates of the parameters together with their standard errors for Cases 1 378 
and 2 are shown in Table 3. The productivity parameters α and K0 change slightly between 379 
Cases 1 and 2. When data that exhibit an anisotropic aftershock distribution after a large 380 
mainshock are fitted with the isotropic distribution of the ETAS model, K0 and α tend to be 381 
overestimated and underestimated, respectively, as in Cases 1 and 2 (Hainzl et al., 2013).  382 
Due to the bias in the productivity parameters, we conduct the third parameter 383 
estimation (Case 3). The same earthquake catalog as Case 1 is used, and the temporal and 384 
auxiliary windows of Case 3 are summarized in Table 2. As suggested by Helmstetter et al. 385 
(2005), Hainzl et al. (2013), and Seif et al. (2017), K0 is estimated with fixed α = 2.3 to ensure 386 
the productivity of the simulated catalogs is similar to that of the catalog.   387 
The temporal parameters c and p differ significantly between Cases 1 and 2. It seems 388 
likely that the short window of Case 2 and missing early aftershocks lead to biased c and p-389 
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values. We also compare the values with those estimated by Ogata and Zhuang (2006). Ogata 390 
and Zhuang (2006) obtained c and p-values of 0.0243 and 1.050, respectively, with Mc = 4.5 391 
for the offshore Tohoku region (see Table 2 in Ogata and Zhuang (2006)). Their c value is 392 
essentially identical to ours, but their p-value is much smaller. We presume that their temporal 393 
window extends too far back to be complete offshore (Nanjo et al., 2010), and thus the 394 
aftershock decay may be less well captured.  395 
The final parameter set that is used to simulate catalogs is summarized as Case 4 in 396 
Table 3. The ETAS parameters in Case 4 are chosen from Cases 1 and 3. The parameters that 397 
are relatively independent of magnitude in space and time (i.e. c, p, d, and q) are taken from 398 
Case 1. The spatial parameter γ is also from Case 1, as the spatial distribution of aftershocks 399 
triggered by the mainshock is used to simulate the subsequent generation of aftershocks. The 400 
value of K0 is selected from Case 3 estimated with a fixed α = 2.3 since α is underestimated in 401 
the parameter estimation of Cases 1 and 2.  402 
ETAS simulation in the Tohoku region 403 
We generate synthetic catalogs as described in the Spatiotemporal ETAS Model section and 404 
validate the simulations by comparing daily average numbers of simulated events with the 405 
actual 2011 Tohoku sequence. We constrain the simulations to mimic the Tohoku sequence as 406 
follows. First, a M9 earthquake initiates the aftershock sequences. We account for the 407 
uncertainty of the mainshock source in terms of magnitude, epicenter, strike, and dip. (1) The 408 
magnitude of the mainshock is sampled from a uniform distribution between M8.95 and 409 
M9.05. (2) The epicenter is simulated randomly from a 2D Gaussian distribution that is fit to 410 
the four location estimates of the 2011 Tohoku mainshock by the ANSS 411 
(38.2970°N,142.3730°E), gCMT (38.3200°N,142.3700°E), ISC (38.2963°N,142.4980°E), and 412 
JMA (38.1035°N,142.8610°E) catalogs. To ensure that the rupture area of the mainshock is on 413 
the subduction interface and does not extend beyond the trench, the simulated epicenter of the 414 
 
 
18 
 
mainshock is constrained to lie farther than 150 km from the trench. The threshold distance of 415 
150 km corresponds to a half of the maximum rupture width of 300 km of a bilateral rupture. 416 
(3) The dip and strike angles are sampled from uniform distributions between 10º-13º and 195º-417 
203º, respectively, selected from available rupture models of the Tohoku earthquake (Koketsu 418 
et al., 2011; Shao et al., 2011; Suzuki et al., 2011; Yagi and Fukahata, 2011). (4) The rupture 419 
lengths and widths are sampled from the empirical scaling laws of Thingbaijam et al. (2017) 420 
with a covariance between rupture length and width from Goda et al. (2016). By having the 421 
sampled epicenter, and strike and slip angles, the location of the rupture area is calculated 422 
assuming a bilateral rupture. We divide the first-generation aftershocks into those triggered 423 
within the (2D) rupture plane and those triggered outside the rupture plane according to the 424 
observed partitioning during the Tohoku sequence: about 90% of aftershocks are projected onto 425 
the rupture area, while 10% occur outside. Finally, we capture the uncertainty of the ETAS 426 
parameters by sampling parameters from normal distributions with means and standard errors 427 
from Case 4 in Table 3. Following the simulation procedures that are described above, 100,000 428 
synthetic M4.7+ catalogs are simulated over a one-year period in this study.  429 
To illustrate the ETAS model’s ability to mimic the 2011 Tohoku sequence, we 430 
compare simulations with observations. First, we compare observed and simulated magnitude-431 
frequency distributions (MFD) above M5.5 in the first 100 days in Figure 4a. The observed 432 
MFD falls into the range of simulated MFDs. Second, we compare the daily numbers of 433 
observed and simulated events over 30 days in Figure 4b, again finding good agreement 434 
between the observations and the range of simulations. Third, to inspect spatial agreement, we 435 
show two examples of simulations with mainshock rupture areas similar to the 2011 Tohoku 436 
earthquake. In Figure 5a and c, we show the spatial aftershock rates of two single simulations 437 
over 100 days with M≥5.5 (to be compared with Figure 3d); the spatial distributions show 438 
qualitative agreement. In Figure 5b and d, the daily number of events of the two simulations 439 
 
 
19 
 
is compared with the observed daily number of events, exhibiting good agreement. In the figure 440 
panels, the sampled mainshock epicenter, strike and slip angles, and rupture area for each 441 
simulation are also included.  442 
 443 
Seismic Hazard Analysis of M9-triggered Aftershock Sequences in Tohoku 444 
We select a GMPE and seismic fragility model appropriate for Japan. We use a GMPE 445 
developed by Morikawa and Fujiwara (2013). Compared with other GMPEs (Zhao et al., 2006; 446 
Abrahamson et al., 2014, 2016) that calibrate parameters from global ground motion records, 447 
the GMPE from Morikawa and Fujiwara (2013) is only calibrated on Japanese ground motion 448 
records, including the 2011 Tohoku sequence. In addition, the latest GMPE for subduction 449 
earthquakes (Abrahamson et al., 2016) does not provide PGV, which is the potential required 450 
input for Japanese fragility curves. The general required input for Japanese fragility curves is 451 
JMA intensity (IJMA), peak ground acceleration (PGA), or peak ground velocity (PGV) 452 
(Yamaguchi and Yamazaki, 2001; Midorikawa et al., 2011). However, the standard deviation 453 
of PGA is higher than IJMA and PGV (Yamaguchi and Yamazaki, 2001; Wu et al., 2016), and 454 
IJMA as an intensity measure is only widely used in Japan. Therefore, we use PGV in this study. 455 
The median values of PGV for subduction and crustal earthquakes from Morikawa and 456 
Fujiwara (2013) with Vs30 = 300 m/s are shown in Figure 6(a) and (b), respectively. An existing 457 
seismic fragility model of wood-frame houses for Japan by Yamaguchi and Yamazaki (2001) 458 
is used to evaluate the probabilities of reaching different damage states. The slight, moderate, 459 
and heavy damage are referred to as damage state 1 (DS1), damage state 2 (DS2), and damage 460 
state 3 (DS3), respectively. The fragility curves in terms of PGV are shown in Figure 6(c). 461 
This study does not estimate the cumulative damage due to triggered aftershocks, because the 462 
fragility curve of aftershocks is not available in Japan.  463 
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The required inputs for the GMPE from Morikawa and Fujiwara (2013) are magnitude, 464 
source distance, type of event, and time-averaged shear-wave velocity in the uppermost 30 m 465 
(Vs30) of the site. The magnitude is from the synthetic catalogs, and the earthquake type and the 466 
source distance are estimated using available local catalogs (see the Earthquake rupture model 467 
section). Mj is converted to M using empirical equations by Scordilis (2005) because the 468 
magnitude type input to the GMPE is moment magnitude. Vs30 = 200 m/s, 300 m/s, and 400 469 
m/s are used to investigate the effects of different soil conditions. To consider the uncertainty 470 
of the GMPE, the PGV is sampled given the inter-event sigma and intra-event sigma from the 471 
lognormal distribution (Morikawa and Fujiwara, 2013). The ratio of inter-event sigma and 472 
intra-event sigma is taken from Zhao et al. (2006). Inter-event sigma is the variability for 473 
different events, and intra-event sigma is the variability for different record stations of the same 474 
event (Youngs et al., 1995). Therefore, in the simulation the same inter-event variability is used 475 
for the same event at different sites. 476 
In this study, three sites are considered for seismic hazard and risk calculations, due to 477 
the potential high seismic risk, and the subsequent social and economic impact in the region: 478 
Sendai City (141.0286ºE, 38.3072ºN) in Miyagi Prefecture, Fukushima Daini Nuclear Power 479 
Plant (Fukushima II NPP) site (141.0132ºE, 37.3236ºN) in Fukushima Prefecture, and Tokyo 480 
(139.7679ºE, 35.7235ºN) in Tokyo Metropolis (see Figure 3a). Sendai is the capital of Miyagi 481 
Prefecture and has a high population density near the 2011 Tohoku mainshock. The Fukushima 482 
II NPP site is located at 2 km northeast of the Fukushima Daini NPP and 10 km south of the 483 
Fukushima Daiichi NPP, where the nuclear disaster occurred due to the 2011 Tohoku 484 
earthquake and tsunami. Although Tokyo, the capital of Japan with the highest population 485 
density in the country, is approximately 400 km away from the epicenter of the 2011 Tohoku 486 
mainshock, major subduction and crustal aftershocks could potentially be triggered which 487 
would lead to casualties, building and infrastructure damage, and large economic losses.  488 
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Comparison of daily observed PGVs with simulated PGVs 489 
To show that the new framework can anticipate the observed time-varying daily hazard rates 490 
in Sendai, Fukushima II NPP, and Tokyo, the observed daily PGV rate ≥ 1 cm/s during the first 491 
7 days is shown in Figure 7. The closest stations to the target sites are selected and summarized 492 
in Table 1. The hazard results with Vs30 = 400 m/s, 400 m/s, and 200 m/s are selected in Sendai, 493 
Fukushima II NPP, and Tokyo, respectively, to match the Vs30 values at the recording stations. 494 
From Figure 7, the observed PGV ≥ 1 cm/s is in the range between 10th and 90th percentiles 495 
of the simulated PGV. However, only the observed PGV on Day 1 in Fukushima II NPP is 496 
outside of the percentile range of the simulated PGV in Figure 7b. One reason could be the 497 
complex earthquake rupture process of the Tohoku mainshock in space; inversion analysis 498 
results by Kurahashi and Irikura (2013) indicated that five strong-motion generation areas 499 
(SMGAs) of the Tohoku mainshock are not close to the Fukushima II NPP location and thus 500 
observed ground motions are not as intense as predicted using the GMPE which is simply as a 501 
function of the shortest distance (rupture distance) to the fault plane. Therefore, the simulated 502 
PGV is higher than the observed PGVs at Fukushima II NPP on Day 1.  503 
Spatiotemporal aftershock hazard assessment 504 
From the simulations, aftershocks have greater impact on high PGV values (150 cm/s) than the 505 
mainshock. The rates of exceeding PGV from 20 cm/s to 200 cm/s due to the simulated 506 
mainshock and from aftershocks on Day 1 with Vs30 = 300 m/s in Sendai are shown in Figure 507 
8 to assess the relative importance of simulated mainshock and aftershock hazards. To relate 508 
PGV values to damage potential, three MMIs are introduced to link with PGV values in Figure 509 
8 (https://earthquake.usgs.gov/data/shakemap/background.php) with PGV > 31 cm/s (MMI 510 
VII), 60 cm/s (MMI VIII), and 116 cm/s (MMI IX). The simulated mainshock dominates the 511 
lower hazard levels, but the aftershock rate is larger than the simulated mainshock beyond a 512 
PGV of 150 cm/s (MMI IX). This is because the simulated mainshock always strikes the 513 
 
 
22 
 
subduction plate interface, at some distance (typically 40-50km in Sendai) to each site. 514 
However, crustal aftershocks are occasionally closer and can thus lead to large PGV values. 515 
The aftershock hazard rate in Fukushima II NPP is higher than in Sendai, as shown in 516 
Figure 9a. Fukushima II NPP is closer to the mainshock rupture area than Sendai, thus more 517 
aftershocks are likely to occur nearby. The hazard rate in Tokyo on Day 1 is relatively low, 518 
because Tokyo is far from the mainshock rupture. This contrasts with the observation that the 519 
seismicity in the Kanto region intensified after the 2011 Tohoku mainshock  (Nanjo et al., 520 
2013). However, Nanjo et al. (2013) considered a lower magnitude threshold with M≥1 and 521 
no event with M≥6 is observed in the Kanto region during one year period after the 2011 522 
Tohoku mainshock. Considering uncertainty in the estimation, the increased probability of 523 
large events of the 2011 Tohoku sequences is insignificant. Moreover, the three largest 524 
historical events (1703 M8.2 Genroku earthquake, 1854 M8.4 Tonankai-Tokai earthquake, and 525 
1923 M7.9 Kanto earthquake) are thought to dominate the seismic hazard in Tokyo (Stein et 526 
al., 2006), and 2011 Tohoku-like great earthquakes do not contribute to the seismic hazard of 527 
Tokyo based on the hazard disaggregation of the 2017 version probabilistic seismic hazard map 528 
from JSHIS.  529 
The differences of the aftershock hazard rates for Vs30 =200 m/s, 300 m/s, and 400m/s 530 
from Figure 9b illustrate the effect of the site amplification parameter with a reference Vs30 531 
value (350 m/s) from the GMPE (Morikawa and Fujiwara, 2013). To contrast the rates of 532 
exceeding PGV from 20 cm/s to 200 cm/s over different periods, the rates within 1 day, 1 week, 533 
1 month, and 1 year in Sendai are shown in Figure 9c, whilst the daily rates of exceeding PGV 534 
from Day 1 to Day 5 are shown in Figure 9d. Depending on the situation, the aftershock hazard 535 
rate may be critical for seismic hazard analysis within one week after the mainshock occurred. 536 
This is consistent with the results shown in Figure 4 for the daily seismicity rate, where the 537 
seismicity rate for M≥5.5 drops significantly in the first 3 days and then decays slowly.  538 
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Subduction-zone aftershocks contribute more to the total hazard below PGV = 60 cm/s, 539 
while crustal aftershock hazard is greater above 60 cm/s in Sendai and Fukushima II NPP. The 540 
daily rates of exceeding PGV from 20 cm/s to 200 cm/s in the first 7 days due to crustal and 541 
subduction earthquakes are shown in Figure 10 to investigate the proportions of aftershock 542 
hazard rates that are contributed by crustal and subduction earthquakes in Sendai, Fukushima 543 
II NPP, and Tokyo. Subduction-zone aftershocks are more numerous than crustal aftershocks, 544 
but they are farther from the considered sites. As a result, subduction aftershocks dominate the 545 
hazard below 60 cm/s. In Tokyo, the hazard rate from crustal earthquake is small, and the 546 
aftershock hazard rates are dominated by subduction aftershocks. 547 
In addition, MMI VII (PGV > 31 cm/s), MMI VIII (PGV > 60 cm/s), and MMI IX 548 
(PGV > 116 cm/s) are indicated in Figure 10 to illustrate the hazard contributions by 549 
continental crustal and subduction-zone earthquakes. In Sendai and Fukushima II NPP, 550 
subduction aftershocks dominate the MMI VII rate as shown in Figure 10a and b. Subduction 551 
and crustal aftershocks contribute equally to the MMI VIII exceedances during the first week 552 
(Figure 10a and b), whereas crustal aftershocks generate higher rates of MMI IX.  553 
We consider 3 additional sites with 20km interval along the direction of dip vector of 554 
the mainshock rupture model starting with Fukushima II NPP to investigate the aftershock rates 555 
changing with the distances in Figure 11. In Figure 11 the daily rates of exceeding PGV in 7 556 
Days both for crustal and subduction-zone aftershocks gradually decay with distance. The 557 
crustal aftershock hazard is higher than subduction aftershock with PGV>40cm/s. This shows 558 
that in comparison with the Fukushima II NPP site, the effect of subduction-zone aftershocks 559 
on hazard rate is decreased in the 3 inland sites, because the inland sites have longer shortest 560 
distances to the subduction plane. 561 
To compare the simulated mainshock hazard and the time-dependent aftershock hazard 562 
rate from Days 1 to 7, Figure 12a and b show the chances of exceeding PGV > 60 cm/s at 563 
 
 
24 
 
Sendai and Fukushima II NPP, respectively, due to the simulated mainshocks and aftershocks 564 
(assuming Vs30 = 300 m/s). Figure 12a shows that the probability of PGV > 60 cm/s in Sendai 565 
due to the mainshock is 0.152, whereas the chance is 0.036 due to aftershocks on Day 1. This 566 
means that the aftershock hazard on Day 1 adds about 23% to the (conditional) hazard from 567 
the mainshock in Sendai on that day. We expect this contribution to vary only by a small 568 
amount along the Japanese shoreline close to the rupture area. The result for Fukushima II NPP 569 
(Figure 12b) shows a similar proportion on Day 1 with the mainshock and aftershock 570 
contributions of 0.222 and 0.055, respectively.  571 
To investigate the relative contributions from crustal and subduction aftershocks over 572 
several days after the mainshock, Figure 12a and b also show the daily hazard rates of crustal 573 
and subduction earthquakes. The hazard rates with MMI VIII of subduction and crustal 574 
aftershocks in Sendai and Fukushima II NPP are indistinguishable. This is because PGV = 60 575 
cm/s corresponds to the point where the two contributions are about equal (see also Figure 10). 576 
Comparison of spatiotemporal aftershock hazard rates with conventional long-term hazard 577 
rates 578 
A comparison between the long-term hazard rates from JSHIS and unconditional time-579 
dependent hazard rates from the mainshock-aftershock sequence with Vs30 = 300 m/s is 580 
displayed in Figure 13 for Sendai, Fukushima II NPP, and Tokyo. To make the JSHIS hazard 581 
rate and the time-dependent aftershock hazard rate comparable, we compare the 582 
unconditional time-dependent daily hazard rates assuming return periods of 300, 600, and 583 
1000 years for the M9 Tohoku-type subduction earthquake with the daily hazard rates based 584 
on the long-term hazard map from JSHIS. The return periods of 300, 600, and 1000 are 585 
defined from the literature. Kagan and Jackson (2013) suggested a return period of 300-400 586 
years of Tohoku-like event based on the seismic moment-frequency relation. According to 587 
the historical tsunami records, JSHIS considered return periods of 400-800 years for the 588 
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Tohoku-like event. Simons et al. (2011) suggested return periods in the range of 500-1000 589 
years based on the slip accumulation.  590 
The long-term hazard rate follows a Poisson distribution with 2% in 50 years. 591 
Detailed calculations of the JSHIS hazard rate and the unconditional time-dependent 592 
aftershock hazard rate are provided in Appendix 2. We show comparisons with the 2010 593 
version (before the 2011 Tohoku event) and the latest 2017 version, each at the PGV 594 
exceeded with 2% in 50 years. The JSHIS values are computed from all possible earthquakes, 595 
including subduction and crustal earthquakes in land and sea areas. The PGV values of the 596 
2017 map corresponding to the 2% probability of exceedance in 50 years are 71 cm/s, 94 597 
cm/s, and 134 cm/s, with Vs30 = 351 m/s, 351 m/s, and 403 m/s for Sendai, Fukushima II 598 
NPP, and Tokyo, respectively, and indicated in Figure 13 a, c, and e. The values from the 599 
2010 map are displayed in Figure 13 b, d, and f. 600 
After the 2011 Tohoku event, the long-term hazard map was updated significantly. The 601 
2017 JSHIS map is higher than the time-dependent rate at all sites assuming Vs30 = 300 m/s, as 602 
shown in Figure 13a, c, e. In contrast, the aftershock hazards on Day 1 in Sendai and 603 
Fukushima II NPP are greater than the 2010 JSHIS hazard level (Figure 13b and d) and the 604 
time-dependent hazard rate in Sendai is about twice as large. As shown in Figure 13f, Tokyo 605 
has the lowest aftershock hazard rate among the three sites. Although we are comparing the 606 
relative contributions that aftershocks may play, the total hazard (combined long-term and 607 
short-term) should be used for decision-making.  608 
Conducting the spatial and temporal hazard assessment using the new framework for 609 
the region where a potential M9 event can occur in future is important. Before the 2011 Tohoku 610 
event, the PGV of the 2010 JSHIS hazard map was lower in Fukushima II NPP (47 cm/s) than 611 
in Sendai (64 cm/s). However, after the 2011 Tohoku event, the PGV in Fukushima II NPP 612 
was increased significantly (94 cm/s) relative to the PGV in Sendai (71 cm/s). It indicates that 613 
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for some regions where M9 mega-thrust subduction sequences have never been recorded (e.g., 614 
Cascadia subduction zone), conducting spatiotemporal seismic hazard and risk assessments is 615 
necessary to investigate the difference in comparison with the conventional probabilistic 616 
seismic hazard analysis results. 617 
Because of the updated long-term hazard rate for 2% in 50 years based on the 2011 618 
Tohoku sequence, the effects from a M9 earthquake (including its aftershock sequence) to 619 
buildings that are newly built after 2017 are limited. However, for buildings that were built 620 
before the Tohoku sequence, the damage that may be caused by such sequences could be 621 
significant. Therefore, time-dependent rates shown in Figure 12 and Figure 13 may be useful 622 
for decision-making. 623 
To investigate the change of daily aftershock hazard rates before and after the M9 624 
Tohoku-type subduction earthquake, the conditional daily hazard rates from triggered 625 
aftershocks right after the Tohoku-like mainshock and the unconditional daily hazard rate from 626 
triggered aftershocks are shown in Figure 14a and b, respectively. The detailed calculations of 627 
the conditional and unconditional daily hazard rates are provided in Appendix 1x 2. According 628 
to Figure 14a, the forecasted daily aftershock hazard rate immediately following the Tohoku-629 
like mainshock is significantly higher than the 2017 version long-term hazard rate in Sendai 630 
and gradually decays over time. The conditional daily aftershock hazard rates could take more 631 
than 5 years to trend back to the long-term hazard map from JSHIS given Vs30 = 300 m/s. The 632 
daily unconditional daily hazard rate of aftershocks considering the Tohoku-like mainshock 633 
with a 600-years return period is increased by 3% of the long-term hazard rate with Vs30 = 200 634 
m/s on Day 1 in Figure 14b. 635 
        636 
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Seismic Risk Analysis of M9-triggered Aftershock Sequences in Tohoku 637 
The fragility curves of wood-frame houses from Yamaguchi and Yamazaki (2001) are used (1) 638 
to conduct the seismic risk analysis of mainshocks and aftershocks, and (2) to investigate the 639 
effects of earthquake types on the wood-frame houses in Japan.  640 
The probability of the damage reaching DS1 due to the simulated mainshock and 641 
aftershocks on Day 1 are 11% and 3%, respectively, in Sendai. Aftershocks thus contribute 642 
about one fifth of the mainshock’s damage probability to DS1 for wood-frame houses on Day 643 
1 (ignoring the damage accumulation effects). The temporal changes of the rates of the three 644 
damage states in Sendai and Fukushima II NPP are highlighted in Figure 15. The daily damage 645 
state rates decay rapidly over the first few days, but also display the slow (heavy-tailed) decay 646 
characteristics of the ETAS seismicity model (also seen in the daily hazard rates of Figure 12).  647 
The seismic risk information in Figure 15 can be useful for decision-making about 648 
post-earthquake building-tagging and inspection prioritization. The number of days after the 649 
mainshock occurred should be taken into consideration as a key factor of the short-term seismic 650 
risk assessment. From Figure 15a and b, the average damage state rates in Sendai and 651 
Fukushima II NPP are decreased after Day 5. This suggests that the building may be exposed 652 
to significant risk due to mainshock-aftershock sequences in the first 5 days. Different 653 
strategies can be used for post-earthquake building inspection, depending on the number of 654 
available inspectors and emergency workers. Houses can be inspected immediately after the 655 
mainshock, but the inspectors should be informed in advance about the increased hazard. 656 
Therefore, the inspectors can take the potential aftershock hazard into account in the following 657 
days. If larger aftershocks are triggered, houses that are tagged with DS1 and DS2 need to be 658 
assessed once more. Alternatively, the inspection of the houses can take place after Day 5 to 659 
make sure the damage potential due to the more likely aftershocks is included.  660 
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The damage state rates of wood-frame houses that are caused by crustal and subduction 661 
aftershock hazards are shown in Figure 16. Crustal and subduction earthquakes induce about 662 
the same DS1 rates. The DS2 and DS3 rates, however, are dominated by crustal earthquakes 663 
in Sendai and Fukushima II NPP. The median values of the fragility curves for DS1, DS2, and 664 
DS3 are 77 cm/s, 105 cm/s, and 141 cm/s, respectively. Experiencing a PGV = 60 cm/s, which 665 
corresponds to the value of intersection between the subduction aftershock and crustal 666 
aftershock in Figure 10, could result in DS1 for the wood-frame houses, whereas DS2 and DS3 667 
require a PGV higher than 60 cm/s, which are mainly contributed from large crustal 668 
earthquakes. This suggests that crustal aftershocks could cause more significant damage than 669 
the subduction aftershocks for wood-frame houses in Japan. The decision-making for wood-670 
frame houses in post-earthquake risk assessments described above is an example of how the 671 
time-dependent hazard rate can be implemented for risk analyses. In general, the daily hazard 672 
rates in Figure 12 can be widely applied for different types of buildings and infrastructures. 673 
 674 
Conclusions 675 
This study investigated the importance of subduction and crustal aftershocks triggered by a M9 676 
mega-thrust subduction event in spatiotemporal seismic hazard and risk assessments. The 677 
developed framework includes a seismicity model, hazard analysis, and risk analysis. 678 
Specifically, we convolved the ETAS model with a GMPE and fragility model to conduct the 679 
hazard and risk analyses. To model the M9 mega-thrust subduction sequences in space, we 680 
proposed a new spatial distribution of the first-generation aftershocks by combining the latest 681 
scaling law of rupture area with a power law decay beyond the main rupture area. By using this 682 
new spatial distribution, good agreement is achieved between the observed 2011 Tohoku 683 
sequence and the simulated daily seismicity rates with M≥5.5 and PGV rates ≥ 1 cm/s. We 684 
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estimated how much simulated aftershock hazards add to simulated mainshock hazards 685 
considering uncertainties of the seismicity model, GMPEs, and fragility curves.  686 
The results showed that: 687 
• Aftershocks on Day 1 at the onshore sites that are close to the mainshock rupture area 688 
(e.g., Sendai and Fukushima II NPP in this study) could have a higher impact on high 689 
PGV values > 150 cm/s than the simulated mainshock, due to occasional crustal 690 
aftershocks. 691 
• The aftershock hazard rate in Fukushima II NPP is higher than in Sendai, because 692 
Fukushima II NPP is closer to the mainshock rupture plane than Sendai. 693 
• According to our model, a M9 2011 Tohoku-like earthquake sequence does not have 694 
significant impact on JSHIS’s estimate for Tokyo, which is dominated by presumed 695 
recurrences of the 1703 M8.2 Genroku earthquake, the 1854 M8.4 Tonankai-Tokai 696 
earthquake, and the 1923 M7.9 Kanto earthquake.  697 
• Triggered subduction earthquakes are more numerous than crustal counterparts with 698 
M5.5, but the crustal aftershocks contribute greater hazard above PGV = 60 cm/s (MMI 699 
VIII) and Vs30 = 300 m/s than the subduction aftershocks. Therefore, the subduction 700 
aftershocks have a significant impact on MMI VII, whereas the crustal earthquakes 701 
contribute more to MMI IX and beyond.  702 
• The aftershock hazard rate contributes about 23% of the PGV rate on Day 1 in Sendai. 703 
Fukushima II NPP shows a similar proportion on Day 1, but the mainshock and 704 
aftershock rates are higher than Sendai by a factor of 1.5.   705 
• The daily hazard rate from aftershocks alone exceeds the 2010 long-term (total) hazard 706 
level from the JSHIS (which considers all earthquakes) on Day 1 in Sendai and 707 
Fukushima II NPP. The daily aftershock hazard rate immediately after the mainshock 708 
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is significantly high and could take more than 5 years to trend back to the 2017 JSHIS 709 
long-term hazard map in Sendai.   710 
• Assuming Vs30 = 300 m/s, the simulated mainshock and aftershocks contribute 711 
approximately 80% and 20% to the total DS1 rate at Sendai and Fukushima II NPP on 712 
Day 1, and the mean damage state rate gradually decreases from Day 2 to 5. This may 713 
be useful for prioritizing building inspection. Wood-frame houses in Sendai and 714 
Fukushima II NPP can be inspected by a structural engineer after Day 5.  715 
• Crustal aftershocks have a higher probability to damage the wood-frame houses than 716 
the subduction earthquakes in Sendai and Fukushima II NPP.   717 
The developed procedure to assess the spatiotemporal seismic hazard analysis with the 718 
ETAS model and GMPEs is generic and can be applied to other regions with M8.5+ subduction 719 
earthquakes. However, the mainshock source parameters (e.g., epicenter, rupture length and 720 
width, and strike and dip angles) are necessary as inputs for the ETAS simulation. Ignoring the 721 
observed M9 sequence (e.g., the 2011 Tohoku event) would increase the uncertainty of the 722 
hazard rates. Therefore, if the mainshock source parameters are available immediately after the 723 
mainshock, forecasting aftershocks associated with quasi-real time hazard assessments would 724 
be applicable. The output of the short-term hazard and risk results may be particularly 725 
beneficial for short-term decision-making within the first 7 days after the mainshock. For the 726 
regions without observed M9-class events, different mainshock rupture scenarios should be 727 
discussed under the new simulation framework.  728 
Local conditions (e.g., stress fields or volcanic zones) of the inland area could be 729 
considered to the future study of the distant aftershock triggering. Several studies have shown 730 
that static and dynamic stress changes (Ishibe et al., 2011; Toda et al., 2011; Kato et al., 2013) 731 
are necessary to consider for distant aftershocks. According to the 2011 Tohoku sequence, 732 
distance is not the only factor that controls the aftershock rates in the far field. Local stress 733 
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fields could be examined before the mega-thrust event for such long-distance aftershock 734 
triggering (Imanishi et al., 2012). In addition, Hirose et al. (2011) also indicate seismicity rate 735 
tend to be increased in the volcanic regions after the rupture of major active fault. 736 
 737 
 738 
Data and Resources 739 
The JMA catalog is from http://www.data.jma.go.jp/svd/eqev/data/bulletin/hypo_e.html. (last 740 
accessed on January 20, 2017). The ANSS catalog is from 741 
http://www.quake.geo.berkeley.edu/anss/catalog-search.html (last accessed on March 15, 742 
2017). The gCMT catalog is from http://www.globalcmt.org/CMTsearch.html (last accessed 743 
on March 15, 2017). The ISC catalog is from 744 
http://www.isc.ac.uk/iscbulletin/search/catalogue/ (last accessed on March 15, 2017). The 745 
Vs30 information is from http://www.j-shis.bosai.go.jp/en/ (last accessed on June 20, 2017). 746 
The ground motion records are from the K-NET and KiK-net 747 
(http://www.kyoshin.bosai.go.jp/) and the SK-net (http://www.sknet.eri.u-tokyo.ac.jp/) (last 748 
accessed on June 02, 2015). 749 
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Tables 956 
Table 1: Selected record stations for PGV comparisons 957 
Location Record 
station name 
Number of 
records 
Distance to the 
target site (km) 
Vs30 (m/s) 
Sendai MYG012 305 1.4 436 
Fukushima II NPP FKS010 555 10.0 430 
Tokyo EKO.ERI 85 0.9 266 
 958 
Table 2: Temporal windows and Mcut for ETAS parameter estimation 959 
Cases Auxiliary window Target window Mcut Fixed parameters 
1 1970.01.01-1980.01.01 1980.01.01-2015.12.31 4.7 NA 
2 2008.03.11-2011.03.10 2011.03.11-2015.03.11 4.7 NA 
3 1970.01.01-1980.01.01 1980.01.01-2015.12.31 4.7 α 
 960 
Table 3: ETAS parameter estimation results (standard errors are shown in parentheses). 961 
Cases K0 (event/day) α (magnitude-1) c (day) p d (km2) γ (magnitude-1) q 
1 0.1770 
(0.0110) 
1.78 
(0.033) 
0.0215 
(0.0030) 
1.16 
(0.013) 
13.37 
(2.26) 
1.69 
(0.044) 
2.12 
(0.13) 
2 0.1846 
(0.0170) 
1.72 
(0.048) 
0.0492 
(0.0098) 
1.28 
(0.026) 
13.32 
(3.83) 
1.68 
(0.063) 
1.96 
(0.21) 
3 0.0640 
(0.0021) 
2.3 (fixed) 
(0) 
0.0281 
(0.0040) 
1.18 
(0.014) 
6.89 
(1.40) 
2.04 
(0.042) 
2.13 
(0.14) 
4 0.0640 
(0.0021) 
2.3 (fixed) 
(0) 
0.0215 
(0.0030) 
1.16 
(0.013) 
13.37 
(2.26) 
1.69 
(0.044) 
2.12 
(0.13) 
 962 
 963 
 964 
 965 
 966 
 967 
 968 
 969 
 970 
 971 
 972 
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List of figure captions 973 
Figure 1. Framework for spatiotemporal seismic hazard and risk assessment. 974 
 975 
Figure 2. An example of the spatial probability density function of the first generation of 976 
aftershocks outside a simulated rupture area (500 km×300 km). We employ 1D and 2D 977 
kernel power-laws for aftershocks outside the rupture area, respectively.  978 
 979 
Figure 3: (a) Target (dotted line) and data (dashed line) windows for ETAS parameter 980 
estimation. Stars denote the three locations chosen to illustrate the hazard and risk 981 
calculations: Sendai (141.0286ºE, 38.3072ºN), Fukushima II NPP (141.0132ºE, 37.3236ºN), 982 
and Tokyo (139.7679ºE, 35.7235ºN). (b) Magnitude of completeness of the JMA catalog 983 
from 1970 to 2015 using a sliding time window of 200 events in the target window. (c) 984 
Observed magnitude-frequency distributions and fitted Gutenberg-Richter laws with 985 
maximum likelihood estimates of the b-values and 5%-95% percentiles. (d) Observed 2D 986 
aftershock histogram with M≥5.5 during the 100 days after the 2011 Tohoku mainshock. 987 
 988 
Figure 4. Comparison of observed and simulated aftershocks with M≥5.5 after the 2011 989 
Tohoku earthquake: (a) Magnitude frequency distribution in the first 100 days and 95% 990 
uncertainty range from the simulations in square root scale. (b) Daily number of events in the 991 
first 30 days with 95% uncertainty range. 992 
 993 
Figure 5. Two ETAS simulations in comparison with the 2011 Tohoku events with M≥5.5. 994 
(a, c) Simulated 2D aftershock histograms during the first 100 days. (b, d) Comparison of 995 
daily numbers of observed and simulated aftershocks. The mainshock source parameters 996 
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(epicenter, slip angle, strike angle, rupture length, and rupture width) are randomly generated 997 
from the empirical distributions. 998 
 999 
Figure 6. (a) Median values of PGV with Vs30 = 300 m/s for subduction earthquakes from 1000 
M6-M9 using the GMPE by Morikawa and Fujiwara (2013). (b) Median values of PGV with 1001 
Vs30 = 300 m/s for crustal earthquakes from M5-M8 using the GMPE by Morikawa and 1002 
Fujiwara (2013). (c) Fragility curves (the probability of damage states against PGV) of wood-1003 
frame houses for Japan with slight damage, moderate damage, and heavy damage. 1004 
 1005 
Figure 7. Comparison of mean simulated and observed rate of PGV > 1 cm/s per day during 1006 
the first 7 days after the 2011 Tohoku mainshock in (a) Sendai, (b) Fukushima II NPP and (c) 1007 
Tokyo. Vertical bars denote 10th to 90th percentile range of simulated ground motions. 1008 
 1009 
Figure 8. Rates of exceeding aftershock PGVs on left y-axis (diamond) on Day 1 in Sendai 1010 
in comparison with PGV rates of simulated mainshock on right y-axis (upward-pointing 1011 
triangle). 1012 
 1013 
Figure 9. (a) Rates of exceeding aftershock PGVs (diamond) on Day 1 in Sendai in 1014 
comparison with Fukushima II NPP (square), and Tokyo (star). (b) Three soil conditions with 1015 
Vs30 = 200 m/s (circle with dashed line), 300 m/s (diamond), and 400 m/s (circle with dotted 1016 
line). (c) time periods with T = 1 day (diamond), 1week (circle), 1 month (right-pointing 1017 
triangle), and 1 year (star). (d) Day 1 (diamond), Day 2 (upward-pointing triangle), Day 3 1018 
(pentagram), Day 4 (downward-pointing triangle), and Day 5(square). 1019 
 1020 
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Figure 10. Daily rates of exceeding PGV for crustal and subduction aftershocks (circles with 1021 
solid line), crustal (upward-pointing triangles with dashed line) and subduction (squares with 1022 
dotted line) aftershocks in the first 7 days in (a) Sendai, (b) Fukushima II NPP, and (c) 1023 
Tokyo. 1024 
 1025 
Figure 11. Daily rates of exceeding PGV for crustal and subduction aftershocks in the first 7 1026 
days 20km, 40km, and 60km away from Fukushima II NPP. 1027 
 1028 
Figure 12. Daily hazard rates of PGV > 60 cm/s due to crustal and subduction aftershocks in 1029 
comparison with simulated mainshock (stars) in (a) Sendai and (b) Fukushima II NPP. 1030 
 1031 
Figure 13. Left panels: comparison between daily time-dependent hazard rate (squares) and 1032 
the 2017 JSHIS long-term hazard rate corresponding to 2% in 50 years (dash-dotted line) in 1033 
(a) Sendai, (c) Fukushima II NPP, and (e) Tokyo. Panels in right column: corresponding 1034 
comparisons with the 2010 JSHIS rate. 1035 
 1036 
Figure 14. (a) Decay of conditional aftershock hazard rates in Sendai immediately after the 1037 
Tohoku-like mainshock in one year. (b) Decay of unconditional aftershock hazard rates 1038 
considering a 600-years return period of the Tohoku-like mainshock. 1039 
 1040 
Figure 15. Comparison of mean daily DS rates of simulated mainshock and aftershocks in (a) 1041 
Sendai and (b) Fukushima II NPP. 1042 
 1043 
Figure 16. Mean daily damage state rates of crustal and subduction aftershocks for DS1, DS 1044 
2 and DS3 in (a) Sendai and (b) Fukushima II NPP.  1045 
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Figures 1049 
 1050 
Figure 1. Framework for spatiotemporal seismic hazard and risk assessment.  1051 
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 1052 
Figure 2. An example of the spatial probability density function of the first generation of 1053 
aftershocks outside a simulated rupture area (500 km×300 km). We employ 1D and 2D kernel 1054 
power-laws for aftershocks outside the rupture area, respectively.  1055 
 1056 
 1057 
 1058 
 1059 
 1060 
 1061 
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 1062 
Figure 3: (a) Target (dotted line) and data (dashed line) windows for ETAS parameter 1063 
estimation. Stars denote the three locations chosen to illustrate the hazard and risk calculations: 1064 
Sendai (141.0286ºE, 38.3072ºN), Fukushima II NPP (141.0132ºE, 37.3236ºN), and Tokyo 1065 
(139.7679ºE, 35.7235ºN). (b) Magnitude of completeness of the JMA catalog from 1970 to 1066 
2015 using a sliding time window of 200 events in the target window. (c) Observed magnitude-1067 
frequency distributions and fitted Gutenberg-Richter laws with maximum likelihood estimates 1068 
of the b-values and 5%-95% percentiles. (d) Observed 2D aftershock histogram with M≥5.5 1069 
during the 100 days after the 2011 Tohoku mainshock.  1070 
 1071 
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 1072 
 1073 
Figure 4. Comparison of observed and simulated aftershocks with M≥5.5 after the 2011 1074 
Tohoku earthquake: (a) Magnitude frequency distribution in the first 100 days and 95% 1075 
uncertainty range from the simulations in square root scale. (b) Daily number of events in the 1076 
first 30 days with 95% uncertainty range. 1077 
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 1078 
Figure 5. Two ETAS simulations in comparison with the 2011 Tohoku events with M≥5.5. (a, 1079 
c) Simulated 2D aftershock histograms during the first 100 days. (b, d) Comparison of daily 1080 
numbers of observed and simulated aftershocks. The mainshock source parameters (epicenter, 1081 
slip angle, strike angle, rupture length, and rupture width) are randomly generated from the 1082 
empirical distributions.  1083 
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 1084 
Figure 6. (a) Median values of PGV with Vs30 = 300 m/s for subduction earthquakes from M6-1085 
M9 using the GMPE by Morikawa and Fujiwara (2013). (b) Median values of PGV with Vs30 1086 
= 300 m/s for crustal earthquakes from M5-M8 using the GMPE by Morikawa and Fujiwara 1087 
(2013). (c) Fragility curves (the probability of damage states against PGV) of wood-frame 1088 
houses for Japan with slight damage, moderate damage, and heavy damage.  1089 
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52 
 
Figure 7. Comparison of mean simulated and observed rate of PGV > 1 cm/s per day during 1091 
the first 7 days after the 2011 Tohoku mainshock in (a) Sendai, (b) Fukushima II NPP and (c) 1092 
Tokyo. Vertical bars denote 10th to 90th percentile range of simulated ground motions.  1093 
 1094 
 1095 
Figure 8. Rates of exceeding aftershock PGVs on left y-axis (diamond) on Day 1 in Sendai 1096 
in comparison with PGV rates of simulated mainshock on right y-axis (upward-pointing 1097 
triangle).  1098 
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 1099 
 1100 
Figure 9. (a) Rates of exceeding aftershock PGVs (diamond) on Day 1 in Sendai in comparison 1101 
with Fukushima II NPP (square), and Tokyo (star). (b) Three soil conditions with Vs30 = 200 1102 
m/s (circle with dashed line), 300 m/s (diamond), and 400 m/s (circle with dotted line). (c) time 1103 
periods with T = 1 day (diamond), 1week (circle), 1 month (right-pointing triangle), and 1 year 1104 
(star). (d) Day 1 (diamond), Day 2 (upward-pointing triangle), Day 3 (pentagram), Day 4 1105 
(downward-pointing triangle), and Day 5(square).  1106 
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 1107 
 
 
55 
 
Figure 10. Daily rates of exceeding PGV for crustal and subduction aftershocks (circles with 1108 
solid line), crustal (upward-pointing triangles with dashed line) and subduction (squares with 1109 
dotted line) aftershocks in the first 7 days in (a) Sendai, (b) Fukushima II NPP, and (c) Tokyo.  1110 
 1111 
Figure 11. Daily rates of exceeding PGV for crustal and subduction aftershocks in the first 7 1112 
days 20km, 40km, and 60km away from Fukushima II NPP. 1113 
 1114 
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 1115 
Figure 12. Daily hazard rates of PGV > 60 cm/s due to crustal and subduction aftershocks in 1116 
comparison with simulated mainshock (stars) in (a) Sendai and (b) Fukushima II NPP. 1117 
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 1118 
Figure 13. Left panels: comparison between daily time-dependent hazard rate (squares) and 1119 
the 2017 JSHIS long-term hazard rate corresponding to 2% in 50 years (dash-dotted line) in (a) 1120 
Sendai, (c) Fukushima II NPP, and (e) Tokyo. Panels in right column: corresponding 1121 
comparisons with the 2010 JSHIS rate. 1122 
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 1123 
Figure 14. (a) Decay of conditional aftershock hazard rates in Sendai immediately after the 1124 
Tohoku-like mainshock in one year. (b) Decay of unconditional aftershock hazard rates 1125 
considering a 600-years return period of the Tohoku-like mainshock. 1126 
 1127 
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 1128 
Figure 15. Comparison of mean daily DS rates of simulated mainshock and aftershocks in (a) 1129 
Sendai and (b) Fukushima II NPP.  1130 
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 1131 
Figure 16. Mean daily damage state rates of crustal and subduction aftershocks for DS1, DS 1132 
2 and DS3 in (a) Sendai and (b) Fukushima II NPP.  1133 
 1134 
 1135 
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Appendix 1 1136 
2D Gaussian distribution 1137 
Following Ogata (1998) and Ogata and Zhuang (2006), we assess the fit of a 2D Gaussian 1138 
distribution to the spatial distribution of aftershocks. The anisotropic Gaussian distribution is 1139 
defined by: 1140 𝑓yF(𝑥, 𝑦) = 𝐴exp	(−((L=L~)MsM ) + ((O=O~)MsM ))                                                                       (A1) 1141 
where A is a constant, x and y are the locations of earthquakes, σx and σy are the standard 1142 
deviations, and x0 and y0 are the averaged locations of the aftershocks. In the simulation 1143 
framework, x0 and y0 are assumed to equal the mainshock epicenter of a bilateral rupture 1144 
area. The sampled rupture length and width from the empirical scaling law (Thingbaijam et 1145 
al., 2017) can be applied to the 2D Gaussian distribution by scaling the standard deviations. 1146 
An example of the probability density function (PDF) with rupture length and width 1147 
(500km×300km) is shown in Figure A1. While the anisotropic 2D Gaussian aftershock 1148 
distribution offers several advantages, we do not employ it here. First, the 2D Gaussian 1149 
distribution decays faster than the power law near and beyond the boundaries of the rupture 1150 
area, which does not represent the spatial aftershock distribution well (Felzer and Brodsky, 1151 
2006). Second, in comparison with the observed 2D aftershock histogram of the 2011 1152 
Tohoku sequence in Figure 3(d), the 2D gaussian distribution with a high rate in the center 1153 
point does not have a good with the observed catalog. 1154 
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 1155 
Figure A1. An example of the spatial PDF of the first generation of aftershocks with a 1156 
simulated rupture area (500 km×300 km). 1157 
 1158 
Anisotropic power law distribution 1159 
We also considered an anisotropic power law kernel to simulate the spatial distribution of 1160 
aftershocks (Kagan and Jackson, 1994; Wang et al., 2011; Ramanna and Dodagoudar, 2012).  1161 𝑓ys(𝑥, 𝑦) = FJrM FNeMFN s⁄ (1 + LMNOMrM )=s                                                                       (A2) 1162 
where h is the kernel bandwidth which is identical to the bandwidth from Equations (6) and 1163 
(7), ϕ is related to the strike angle of the fault plane and δ determines the length-width ratio of 1164 
the mainshock rupture area. An example of the plot of PDF with rupture length and width 1165 
(500km×300km) is shown in Figure A2. However, because of the irregular shape in Figure 1166 
A2, the spatial aftershock rates along the mainshock rupture length could be underestimated. 1167 
Therefore, anisotropic Kernel power law is not appropriate for spatial aftershock 1168 
distributions. 1169 
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 1170 
Figure A2. An example of the spatial probability density function of the first generation of 1171 
aftershocks with a simulated rupture area (500 km×300 km). 1172 
 1173 
 1174 
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Appendix 2 1175 
Daily hazard rate from JSHIS 1176 
The 2% long-term hazard map in 50 years from JSHIS is estimated by a Poisson distribution: 1177 𝑃y = 1 − 𝑒=) (A3) 1178 
where PA is the probability that a given intensity measure could be exceeded in tA years with 1179 
an annual occurrence rate of λA. In Figure 13 and Figure 14, the daily hazard rate (λJSHIS) 1180 
based on the long-term hazard map from JSHIS is calculated by: 1181 𝜆 = ln	( FF=) × F) × Fq (A4) 1182 
where Ndays is the number of days in one year. λJSHIS is shown in Figure 13 and Figure 14 1183 
with dash-dotted lines. 1184 
 1185 
Daily mainshock-aftershock hazard rate from the ETAS model 1186 
The daily mainshock-aftershock hazard rate λMsAs(t) on day t in Figure 13 (both 2010 and 1187 
2017 versions) is estimated from the aftershock hazard rate given the mainshock occurs from 1188 
the ETAS model multiplying by the daily rate of the mainshock, and is calculated by:  1189 𝜆<eye(t) = 𝜆<e × 𝜆F(𝑃𝐺𝑉<eye(t) ≥ 𝑃𝐺𝑉|Ms) × Fq (A5) 1190 
where λMs is the annual rate of the Tohoku-like mainshock considering different return periods; 1191 
λ1 is the conditional daily exceedance hazard rate of mainshock-aftershock sequences given 1192 
that the mainshock occurs; PGVMsAs(t) is the rate that the simulated PGVs ≥ PGVJSHIS on day t 1193 
from the hazard analysis. PGVJSHIS shows that the probability the PGVs in 50 years is exceed 1194 
PGVJSHIS is 2%. For example, PGVJSHIS from the 2017 JSHIS hazard map in Sendai is 71 cm/s.  1195 
 1196 
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Daily conditional and unconditional aftershock hazard rates 1197 
In Figure 14 daily conditional (λcon(t)) aftershock hazard rates is the daily aftershock rate 1198 
right after the mainshock occurs, and daily unconditional (λuncon(t)) aftershock hazard rates is 1199 
the daily aftershock rate given the mainshock occurs multiplying by the daily rate of the 1200 
mainshock. Daily conditional (λcon(t)) and unconditional (λuncon(t)) aftershock hazard rates in 1201 
are calculated by: 1202 𝜆f(t) = 𝜆 + 𝜆sK𝑃𝐺𝑉ye(t) ≥ 𝑃𝐺𝑉aMsU (A6) 1203 𝜆ff(t) = 𝜆 + 𝜆<e × 𝜆sK𝑃𝐺𝑉ye(t) ≥ 𝑃𝐺𝑉aMsU × Fq (A7) 1204 
where λJSHIS is considered as the background rate from Equation (A4). λMs is the annual rate of 1205 
the Tohoku-like mainshock considering different return periods. λ2 is the conditional daily 1206 
exceeding hazard rate of aftershocks given the mainshock occurs. PGVAs(t) is the rate that the 1207 
simulated PGVs of aftershocks ≥ PGVJSHIS on day t from the hazard analysis. λcon(t) and λuncon(t) 1208 
are shown as upward-pointing triangle and circle, respectively, in Figure 14. 1209 
