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1 Einleitung
1.1 Kontext dieser Arbeit
Im Zeitalter der Informationsgesellschaft stellt das Internet eine zentrale Bedeutung fu¨r
die Wissens- und Informationsbeschaffung dar. Immer mehr Menschen informieren sich
mit Hilfe des Internets u¨ber das Thema Gesundheit. Gerade im Gesundheitssektor ist
es wichtig, aus der großen Masse an Informationen diejenigen Quellen herauszufinden,
die inhaltlich korrekt, d.h. keine Fehlinformationen enthalten, und mo¨glichst vollsta¨ndig
sind, da falsche Informationen fu¨r den Nutzer sogar gesundheitsscha¨dliche Konsequenzen
haben ko¨nnten.
Als Laie medizinische Begriffe oder Zusammenha¨nge zwischen zwei oder mehreren Be-
griffen zu verstehen ist schwierig. Bei der Fu¨lle an Informationen, die im Web angeboten
werden ertrinkt der Nutzer sprichwo¨rtlich an der Informationsflut.
Die freie Online-Enzyklopa¨die Wikipedia scheint in diesem Kontext eine vielversprechen-
de Quelle zur Informationsbeschaffung zu sein. Der Gesundheitssektor der Wikipedia
umfasst in der deutschen Sprache ca. 92.000 Artikel. In der englischen Sprache sind es
ungefa¨hr 350.000 Artikel.
Im Rahmen einer Diplomarbeit an der Hochschule Heilbronn, wurde von B. Trinzcek ein
Framework zur Darstellung der Wikipedia als Graph entwickelt. Durch die Verlinkungen
in den Artikeln ist es mo¨glich, Zusammenha¨nge zwischen verschiedenen Artikeln und so-
mit Begriffen zu visualisieren. Der durch das Framework erstellte Graph der Doma¨ne
Gesundheit wird als Gesundheitsgraph bezeichnet [27].
Da Verlinkung der einzelnen Wikipedia Artikel von den Autoren manuell angelegt wird,
besteht die Mo¨glichkeit, dass Zusammenha¨nge zwischen Artikeln existieren, welche aber
nicht verlinkt worden sind und somit nicht abgebildet werden - vermeintlich strukturier-
tes Wissen bleibt unentdeckt.
Diese Arbeit ist einem Promotionsvorhaben von M. Wiesner an der HS Heilbronn unter-
geordnet, dessen Ziel es ist, ein Empfehlungssystem zu entwickeln, welches auf Basis der
Krankheitsgeschichte und des Gesundheitszustands eines Patienten dem behandelnden
Personal medizinische Fachartikel und dem Patienten laienversta¨ndliche Informations-
materialien empfiehlt. Das daraus entstandene Projekt tra¨gt den Namen TULUM1 [33].




Im Rahmen der Diplomarbeit soll untersucht werden, ob die Verlinkungsstrukturen der
Wikipedia-Artikel im Kontext des Themenfelds Medizin und Gesundheit durch automa-
tisierte Verfahren verbessert werden ko¨nnen. Hieraus leiten sich folgende Fragestellungen
ab:
1. Welche Konzepte lassen sich als neue medizinisch relevante Fachterme entdecken,
die bisher nicht im Gesundheitsgraph vorhanden sind, um daraus vorhandene, aber
unstrukturierte Assoziationen zu erzeugen?
2. Wie la¨sst sich ein Verfahren zur effizienten Berechnung von neuen Konzepten in
Wikipedia-Artikeln implementieren?
1.3 Ziel der Arbeit
1. Ziel dieser Diplomarbeit ist, eine Softwarelo¨sung zu entwickeln, welche Fachtermi-
nologie aus existierenden Wikipedia-Artikeln extrahiert und daraus neue Verlin-
kungen zwischen den Artikeln erzeugen kann.
Die zu entwickelnde Lo¨sung soll dabei auf existierenden Softwarekomponenten
aufbauen und die bisher automatisch generierten Gesundheitsgraphen als seman-
tisches Netz einsetzen. Diese Datenstruktur soll um die neu entdeckten Zusam-
menha¨nge erga¨nzt werden.
2. Als Verfahren zur Erkennung von mo¨glicherweise medizinisch relevanten Konzep-
ten in vorhandenen Wikipedia-Artikeln soll die sogenannte Differenzanalyse einge-
setzt werden. Diese ist im Bereich des Text-Mining etabliert und wird sowohl fu¨r
die deutsche als auch fu¨r die englische Sprache durch eine Eigenimplementierung
realisiert. Grundlage dafu¨r ist sowohl ein geeigneter Referenzkorpus, als auch ein
geeigneter Analysekorpus, welcher im Rahmen der Arbeit aufgebaut werden soll.
In einer vorangegangenen Studienarbeit wurde gezeigt, dass die Differenzanalyse
ein geeignetes Verfahren zur Erkennung von mo¨glicherweise medizinischen Kon-
zepten darstellt. In dem erarbeiteten Werkzeug wurde die Fremdbibliothek
”
ASV-
Toolbox TE“ [29] der Universita¨t Leipzig eingesetzt, welche diese Funktionalita¨t
u¨bernommen hat. Es stellte sich jedoch heraus, dass diese Bibliothek nicht perfor-
mant arbeitet und nur fu¨r kleine Textmengen geeignet ist [15].
Das in dieser Arbeit entwickelte Programm tra¨gt den Namen WikiGraph-TE-Tool.
2
2 Grundlagen
In diesem Kapitel wird auf die allgemeinen und informatischen Grundlagen eingegangen,
welche zum Versta¨ndnis dieser Diplomarbeit relevant sind. Dazu za¨hlen unter anderem
die Wikipedia und deren Aufbau (Kapitel 2.2) sowie die informationstechnischen Werk-
zeuge und Systeme (Kapitel 2.3), welche in der Arbeit eingesetzt wurden. Zuerst wird
jedoch das Forschungsgebiet der Arbeit na¨her gebracht und grundsa¨tzliche Begriffe de-
finiert.
2.1 Allgemeine Grundlagen
Der Schwerpunkt der Arbeit ist dem Forschungsgebiet Text-Mining einzuordnen. Es
folgen zuna¨chst wichtige Definitionen, um Kernbegriffe der Arbeit zu kla¨ren.
2.1.1 Text-Mining
Defination nach Heyer et. al. [17]:
Mit dem Terminus Text-Mining werden computergestu¨tzte Verfahren fu¨r die
semantische Analyse von Texten bezeichnet, welche die automatische bzw. semi-





Als Computerlinguistik (engl: natural language processing, Abku¨rzung: NLP) wird
das Fachgebiet bezeichnet, welches sich mit maschineller Verarbeitung natu¨rlicher Spra-
che bescha¨ftigt. Die Computerlinguistik ist im U¨berschneidungsbereich zwischen Infor-
matik und Linguistik angesiedelt [10].
Das Zentrum fu¨r Informations- und Sprachverarbeitung der Universita¨t Mu¨nchen [11]
umschreibt den Begriff folgendermaßen:
Computerlinguistik erforscht die maschinelle Verarbeitung natu¨rlicher Sprachen.
Sie erarbeitet die theoretischen Grundlagen der Darstellung, Erkennung und Er-
zeugung gesprochener und geschriebener Sprache durch Maschinen. Praktische
Anwendungen sind:
• Klassifikation und Informationssuche in Texten (Internet-Suchmaschinen)
• maschinelle und computerunterstu¨tzte U¨bersetzung
• Umwandlung von gesprochener in geschriebene Sprache (Spracherkennung)
• Dialogsysteme, z.B. elektronische Telefonauskunft
• Erstellung und Nutzung sehr umfangreicher elekronischer Lexika
• Rechtschreibkorrektur und Grammatikpru¨fung
• automatische Textzusammenfassungen
• Textgenerierung aus elektronischen Daten
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2.1.3 Fachsprache und Gemeinsprache








Gemeinsprache“ ist folgendermaßen definiert:
Definition laut DIN2342 [22]:
Kernbereich der Sprache, an dem alle Mitglieder einer Sprachgemeinschaft
teilhaben.
Definition laut Schmitz et. al. [23]:
Unter Gemeinsprache versteht man den allen Mitgliedern der Sprachgemein-
schaft versta¨ndlichen (passiven) und von ihnen benutzten (aktiven) Kernbereich
der Sprache .
Die Gemeinsprache kann demnach also fu¨r jeden Menschen, der einer Sprache ma¨chtig
ist, angewandt und verstanden werden, ohne Fachkenntnis u¨ber ein Gebiet zu besitzen.
Der Begriff
”
Fachsprache“ gema¨ß DIN 2342 [22] definiert sich wie folgt:
Fachsprache :
Bereich der Sprache, der auf eindeutige und widerspruchsfreie Kommunikation
in einem Fachgebiet gerichtet ist und dessen Funktionieren durch eine festgelegte
Terminologie entscheidend unterstu¨tzt wird.





Gesamtbestand der Begriffe und ihrer Benennungen in einem Fachgebiet. [22]
Laut Fluck [14] ist eine Fachsprache eine
”
... ha¨ufig verwendete Bezeichnung, die alle
mo¨glichen, verbalen und nichtverbalen [z.B. Symbole, Formeln, Graphiken] (Text-)Formen
der fachbezogenen Versta¨ndigung (Fachkommunikation, Fachdiskurs) meint und oft in




Gema¨ß Mo¨hn bilden Fachsprachen
”
innerhalb der Gesamtsprache auf einzelne Fachgebie-
te bezogene, in sich differenzierte Subsysteme, die durch eine charakteristische Auswahl,




Abgrenzung Gemeinsprache von Fachsprache
Eine genaue Grenze zwischen Gemein- und Fachsprache la¨sst sich nicht ziehen, da eine
Fachsprache auf dem Geru¨st der Gemeinsprache aufgebaut ist. Laut Heyer et. al [17]
unterscheidet sich eine Fachsprache in folgenden Merkmalen von der Gemeinsprache:
• Von Gemeinsprache abweichende Grammatik
• Hohe Wahrscheinlichkeit bestimmter syntaktischer Konstruktionen
• Fachterminologie
• Charakteristische Morpheme, wie z.B. *-itis
In Abbildung 2.1 ist der Zusammenhang von Allgemein- und Fachsprache verdeutlicht.
Abbildung 2.1: Verdeutlichung des Verha¨ltnises zwischen Gemein- und Fachsprache
Dabei bezeichnet L deutsch die Menge der syntaktisch wohlgeformten Sa¨tze des Deut-
schen. Die Menge der Sa¨tze der deutschen Standartsprache (Gemeinsprache) L std, wel-
che in der Praxis durch eine Kollektion deutschsprachiger Texte repra¨sentiert wird, ist
eine Teilmenge hiervon. Die Fachsprache L’ ist ebenfalls eine Teilmenge von L deutsch.
Je nachdem wie die Fachsprache von der Gemeinsprache abweicht, variiert der Umfang
der Schnittmenge zwischen den Teilmengen L’ und L std [17].
Definition des Begriffs
”
Terminologie-Extraktion“ nach G. Heyer et al. [17]:
Ziel der Terminologie-Extraktion ist es, das doma¨nenspezifische Vokabular




Die Ha¨ufigkeit von Wortfmormen spielt in linguistischen Untersuchungen eine wesent-
liche Rolle. Oftmals ko¨nnen Ergebnisse nur dann verglichen werden, wenn diese auf
Wortformen basieren, welche in etwa gleich ha¨ufig in den zu untersuchenden Texten auf-
treten. Als Textkorpora werden im Folgenden die Resourcen des Projekts
”
Deutscher
Wortschatz“ der Universita¨t Leipzig, sowohl fu¨r die deutsche, als auch fu¨r die englische
Sprache genutzt. Beide Korpora beinhalten 10 Millionen Sa¨tze, welche aus Zeitungsar-
tikeln extrahiert wurden [30].
Ordnet man die in einem Text enthaltenen Wortformen absteigend nach deren absoluter
Ha¨ufigkeit in einer Liste an (vgl. Tabelle 2.1 und Tabelle 2.2), kann eine Gesetzma¨ßigkeit
erkannt werden [17].
Rang n Wortform Ha¨ufigkeit n r ∗ n
1 die 4.280.255 4.280.255
2 der 4.169.928 8.339.856
3 und 3.250.772 9.752.316
4 in 2.360.535 9.442.140
5 den 1.655.584 8.277.920
6 ist 1.528.544 9.171.264
7 zu 1.463.917 10.247.419
8 das 1.441.476 11.531.808
9 nicht 1.297.392 11.676.528
10 von 1.258.578 12.585.780
Tabelle 2.1: Deutsche Wortformen mit Sortierung nach Rang
Rang n Wortform Ha¨ufigkeit n r ∗ n
1 the 9.294.217 9.294.217
2 to 4.969.920 9.939.840
3 and 4.346.865 13.040.595
4 a 4.213.139 18.525.566
5 of 4.059.051 20.295.255
6 in 3.237.641 19.425.846
7 is 1.885.768 13.200.376
8 that 1.873.579 14.988.632
9 for 1.810.527 16.294.743
10 on 1.424.292 14.242.920
Tabelle 2.2: Englische Wortformen mit Sortierung nach Rang
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Der Rang r einer Wortform multipliziert mit deren Ha¨ufigkeit n ist in etwa konstant,
das heißt mit textabha¨ngiger Konstante k:
r ∗ n ≈ k (2.1)
Die Auftretensha¨ufigkeit n einer Wortform ist also umgekehrt proportional zu ihrem
Rang r.
n ∼ 1/r (2.2)
Tabelle 2.3 zeigt einen gro¨beren Ausschnitt der Wortha¨ufigkeiten im deutschen Wort-
schatz.
Rang n Wortform Ha¨ufigkeit n r ∗ n
10 von 1.258.578 12.585.780
100 alle 147.673 14.767.300
500 fu¨hrt 26.276 13.138.000
1000 Freunde 13.999 13.999.000
5000 bayerischen 2590 12.950.000
10000 Parallel 1116 11.160.000
Tabelle 2.3: Deutsche Wortformen mit Sortierung nach Rang
Hier wird der Zusammenhang zwischen Ha¨ufigkeit n und Rang r (vgl. Formel 2.1) deut-
licher. Das Produkt aus n und r ist in etwa konstant. In Abbildung 2.2 werden Rang r
und Ha¨ufigkeit n mit logarithmischen Achsen gegenu¨ber gestellt. Die Grafik zeigt, dass
die Gerade im mittleren Frequenzbereich der Wortformen, die Formel von Zipf, also den
Zusammenhang von Rang und Ha¨ufigkeit, relativ gut beschreibt.
Abbildung 2.2: Deutsche Wortformen: Rang gegenu¨ber Ha¨ufigkeit
8
2.1. ALLGEMEINE GRUNDLAGEN
In Abbildung 2.3 ist die Ranglistenverteilung der ersten 250 Wortformen dargestellt.Es
ist erkennbar, dass die Wortha¨ufigkeiten ungleich verteilt sind. Das Zipfsche Gesetz la¨sst
sich also folgendermaßen interpretieren: Es gibt wenige Wortformen, welche ha¨ufig vor-
kommen, aber viele Wortformen, die sehr selten in der Allgemeinsprache vorkommen.
Abbildung 2.3: Deutsche Wortformen: Ranglistenverteilung der ersten 250 Wortformen
Die Zipfsche Gesetze werden zur Bestimmung der sogenannten Ha¨ufigkeitsklassen ver-




Die Ha¨ufigkeitsklasse ist ein statistisches Maß fu¨r die Gebrauchsha¨ufigkeit einer Wort-
form in einer natu¨rlichen Sprache oder einem Sprachausschnitt [38].







Dabei ist |w| die Auftrittsha¨ufigkeit der Wortform w und h die Ha¨ufigkeit des am ha¨ufigs-
ten vorkommenden Wort des Referenzkorpus.
In der deutschen Sprache gilt h = ‘die‘, in der englischen Sprache gilt h = ‘the‘.
Das beudeutet, dass die Wortform h ungefa¨hr 2HKL(w)-mal so ha¨ufig auftritt als w [17].
Das ha¨ufigste Wort einer Sprache wird der Ha¨ufigkeitsklasse 0 zugeordnet und ist im
Allgemeinen das einzige Element [38]. Fu¨r die medizinischen Fachterms
”
Patient“ in
der deutschen Sprache bzw.
”




Die Ha¨ufigkeitsklassen der Wortformen einer Sprache ko¨nnen auch per Zipfschem Gesetz
(vgl. Kapitel 2.1.4) berechnet werden, indem die Ranglistenverteilung der Wortformen
von Rangplatz 2i−1 + 1 bis 2i in die Ha¨ufigkeitsklasse i einordnet wird.





Das Part-Of-Speech-Tagging (Tag (engl. =
”
Etikett“)), kurz POS-Tagging, ist ein Ver-
fahren in der Computerlinguistik, bei dem den Wortformen eines Satzes ihre jeweilige
Wortart maschinell zugeordnet wird. Diese Markierungen der einzelnen Wortformen er-
folgt durch ein sogenanntes Tagset ( Set (engl. =
”
Menge“)), einer Menge von Markie-
rungen, bei der jede einzelne Markierung fu¨r eine Wortart steht, vorgenommen. In dem
in der Arbeit implementierten Programm wird das Stuttgarter/Tu¨binger Tagset (kurz:
STTS) verwendet [31].
Damit ist es mo¨glich, alle Informationen eines Satzes inhaltlich erfassen zu ko¨nnen.
Als wichtigste Wortarten des deutschen Wortschatzes werden folgende bezeichnet [32]:









Der Patient wurde sofort ins Krankenhaus eingeliefert.“
POS-Tagging:
”
Der[ART] Patient[NN] wurde[VAFIN] sofort[ADV] ins[APPRART] Kranken-
haus[NN] eingeliefert[VVPP].[$.]“
Abbildung 2.4: Beispiel zu Part-of-Speech-Tagging mit STTS-Tagset
Im Rahmen dieser Arbeit wird ein POS-Tagger verwendet, um potentielle Fachterme
anhand bestimmten POS-Mustern zu erkennen, wie z.B.
”
gru¨ner Star“: [ADJA][NN]. In
Kapitel 2.3.2.3 wird genauer auf den eingesetzten POS-Tagger eingegangen.
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2.2 Wikipedia und deren Aufbau
Die Wikipedia [36] dient als Wissensbasis fur TULUM. Aus diesem Grund wird im Fol-
genden, zum na¨heren Verstandnis der Wikipedia, deren Aufbau aufgezeigt.
Die Wikipedia ist ein freies Online-Lexikon, welches 2001 gegru¨ndet wurde. Der Na-
me
”







(dem englischen Wort fu¨r Enzyklopa¨die) zusammen [34]. Die Wikipedia umfasst aktuell
283 verschiedene Sprachen. Die umfangreichste Sprachversion ist die englische mit 3,84
Millionen Artikeln, gefolgt von der deutschen Version mit 1,34 Millionen Artikeln [35].
Die gesamten Inhalte der Wikipedia stehen unter freien Lizenzen. Alle Artikeltexte ste-
hen unter der GNU-Lizenz fu¨r freie Dokumentation; seit dem 15. Juni 2009 auch un-
ter der Creative- Commons-Attribution-ShareAlike-Lizenz (CC-BY-SA1). Somit ko¨nnen
(unter bestimmten Bedingungen) die Artikel selbst kommerziell genutzt, vera¨ndert und
verbreitet werden.
Auf die Nutzung der Wikipedia wird in Kapitel 2.3.4 na¨her eingegangen.
2.2.1 Wikipedia-Artikel
Die Wikipedia besteht aus vielen verschiedenen Webseiten, welche als sogenannte
”
Na-
mensra¨ume“ in Gruppen zusammengefasst sind. Der wichtigste Namensraum ist der
Namensraum
”
Artikel“, welcher die enzyklopa¨dischen Artikel beinhaltet. Jeder Artikel











Ein weiterer Namensraum, welcher fu¨r diese Arbeit wichtig ist, ist der Namensraum
”
Kategorie“. Jeder Artikel ist einer oder mehreren Kategorien zugeteilt.
1http://creativecommons.org/
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In Abbildung 2.5 ist ein Screenshot des Wikipedia-Artikels
”
Patient“ zu sehen.
Abbildung 2.5: Screenshot: Wikipedia-Artikel
”
Patient“
Ein Artikel setzt sich gro¨ßten Teils aus Fließtext zusammen. Der Text selbst behandelt
das Thema des Konzepts. Die Texte sind meist in verschiedene Absa¨tze gegliedert. Sie
besitzen U¨berschriften oder sind durch sonstige Formatierungen hervorgehoben. Artikel
ko¨nnen durch zusa¨tzliches Medienmaterial, zum Beispiel Bilder, Videos oder Audioauf-
nahmen angereichert sein.
Anstatt HTML wird zur Formatierung von Wikipedia-Artikeln eine vereinfachte alterna-
tive Auszeichnungssprache verwendet, welche Wiki-Text, Wiki-Syntax, Wiki-Code oder
wiki markup genannt wird. Dies hat den Vorteil, dass dadurch das Verfassen von Arti-
keln vereinfacht und u¨bersichtlicher dargestellt werden kann [37]. Im Folgenden wird die
Bezeichnung wiki markup verwendet.
Abbildung 2.6 zeigt die beno¨tigte Codezeile zur Verlinkung zum Wikipedia-Artikel
13
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”
Hyperlink“ mit Hilfe von HTML.
<a href=”/wiki/Hyperlink”>Hyperlink</a>









Abbildung 2.7: Erzeugung einer Verlinkung zum Wikipedia-Artikel
”
Hyperlink“ mit
Hilfe von wiki markup
2.2.1.1 Artikel-Links
Mit Hilfe von sogenannten
”
Artikel-Links“ ist es mo¨glich, innerhalb eines Artikels auf
Inhalte der Wikipedia zu verlinken.
In Abbildung 2.8 ist die Verlinkung aus einem Artikel auf einen anderen Artikel via wiki
markup dargestellt.
Zwischen [[Arzt]] und Patient wird ausdru¨cklich oder mit Aufnahme der Behand-
lung ein Vertrag geschlossen.
Abbildung 2.8: Verlinkung zum Wikipedia-Artikel
”
Arzt“ aus dem Artikel
”
Patient“
mit Hilfe von wiki markup
Abbildung 2.9 zeigt, wie die zuvor erzeugte Verlinkung in einem Internet-Browser dar-
gestellt wird. Die Verlinkung ist farblich hervorgehoben.
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Abbildung 2.9: Artikel-Link auf den Artikel
”





Am Ende eines Artikels befindet sich meist ein Bereich mit der Information, in welcher
Kategorie der aktuelle Artikel gefu¨hrt wird. Ein Artikel kann mehreren Kategorien an-
geho¨ren. Abbildung 2.10 zeigt ein Screenshot mit den Kategorien, in welchen der Artikel
”
Patient“ verwaltet wird.




Diese Information wird folgendermaßen mit Hilfe von wiki markup realisiert (vgl. Abb.
2.11).
[[Kategorie:Gesundheitswesen]] [[Kategorie:Gesundheitswissenschaft]]
Abbildung 2.11: Kategorien, in welchen der Artikel
”
Patient“ verwaltet wird (via wiki
markup)
Mit Hilfe der Kategorie-Links ko¨nnen Verbindungen zwischen Artikel und den Katego-
rien, in welchen der Artikel behandelt wird, hergestellt werden. Anhand der Kategorie
wird ein Artikel dem WikiGraphen hinzugefu¨gt [27]; Kategorie-Links werden daher nur




Die informatischen Grundlagen dieser Arbeit umfassen verschiedene Systeme und Werk-
zeuge, die zur Implementierung des WikiGraph-TE-Tools verwendet wurden. Dazu za¨hlen
das Build-Management-Werkzeug Maven (Kapitel 2.3.1), verschiedene Werkzeuge aus
dem Bereich der Computerlinguistik (Kapitel 2.3.2 und Kapitel 2.3.3), sowie ein Frame-
work zur Nutzung der Wikipedia (Kapitel 2.3.4).
2.3.1 Apache Maven
Maven ist ein modulisiertes Build-Management-Tool, welches von der Apache Founda-
tion entwickelt wurde [1]. Maven basiert auf Java und wird zur professionellen Soft-
wareentwicklung genutzt. Der Name Maven stammt aus dem Jiddischen und kann mit
”
Sammler des Wissens“ u¨bersetzt werden.
Maven bietet die Funktionalita¨t jedes Java-basierte Softwareprojekt zu managen. Dazu
verwendet das Tool selbst definierte
”
Lifecycles“, wie zum Beispiel das automatisierte
Zusammenbauen des aktuellen Softwareprojekts, die automatische Generation der Pro-
jektdokumentation, das integrierte Testen oder das Bereitstellen des aktuellen Projekts
als ausfu¨hrbare Datei.
Neben den bisher genannten Funktionalita¨ten ist das Einbinden von sogenannten
”
Maven-
Dependencies“ (engl. Abha¨ngigkeiten) ein weiteres Feature von Maven. Dadurch ist es
mo¨glich, selbst entwickelte Softwarebibliotheken oder Fremdbibliotheken ohne großen
Aufwand in das eigene Softwareprojekt einzubinden. Dies geschieht u¨ber ein zentrales
Repository2, welches alle verfu¨gbaren Dependencies beinhaltet. Erfolgt die Auswahl einer
Dependency, wird diese automatisch zur Verfu¨gung gestellt und in ein lokales Repository
u¨bertragen.
Typische Beispiele fu¨r eingebundene Dependencies sind JUnit, zum Testen von Java-
Programmen, oder log4J als Logging-Tool.
Die einzelnen entwickelten Module und Komponenten von TULUM werden ausschließlich
als Maven-Projekte implementiert, um eine einfache Modularisierung sowie Integration
in ein Gesamtprojekt zu gewa¨hrleisten.




Apache OpenNLP ist eine Zusammenstellung von Werkzeugen, welche im Bereich der
Computerlinguistik (vgl. Kapitel 2.1.2) angesiedelt sind. Die einzelnen Werkzeuge sind
in Java programmiert und Open Source (quelloffen) [2]. OpenNLP kann per Maven-
Dependency (Kapitel 2.3.1) leicht in ein Projekt eingebunden werden. Jedes Werkzeug
ist dank Internationalisierung fu¨r verschiedene Sprachen einsetzbar. Um ein Werkzeug
nutzen zu ko¨nnen, muss eine bina¨re
”
Model“-Datei, welche spezifisch fu¨r jede Sprache
ist, wa¨hrend der Initialisierungsphase in das Programm geladen werden [4].
Auf die im WikiGraph-TE-Tool verwendeten Werkzeuge wird im Folgenden eingegangen.
2.3.2.1 Sentence Detector
Der Sentence Detector dient der Zerlegung eines Textes in einzelne Sa¨tze. Dabei kann
das Werkzeug erkennen, ob ein Satzzeichen das Ende eines Satzes markiert oder nicht [3].
Abbildung 2.12 zeigt ein Beispiel zur Funktionsweise des Sentence Detectors: Es sind drei
Sa¨tze hintereinander geschrieben. Dem menschlichen Auge fa¨llt es schwer, die einzelnen
Sa¨tze, ohne mehrmaliges Lesen, zu entwirren.
Pierre Vinken, 61 years old, will join the board as a nonexecutive director Nov. 29.
Mr. Vinken is chairman of Elsevier N.V., the Dutch publishing group. Rudolph
Agnew, 55 years old and former chairman of Consolidated Gold Fields PLC, was
named a director of this British industrial conglomerate.
Abbildung 2.12: Beispieltext vor Anwendung des Sentence Detector
Abbildung 2.13 stellt die Sa¨tze nach durchgefu¨hrter Satzerkennung dar (jeder Satz ist
durch eine Leerzeile voneinander getrennt).
Pierre Vinken, 61 years old, will join the board as a nonexecutive director Nov. 29.
Mr. Vinken is chairman of Elsevier N.V., the Dutch publishing group.
Rudolph Agnew, 55 years old and former chairman of Consolidated Gold
Fields PLC, was named a director of this British industrial conglomerat
Abbildung 2.13: Beispieltext nach Anwendung des Sentence Detector
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Die Einbindung und Nutzung des Sentence Detectors in eine eigene Applikation ist in
Abbildung 2.14 dargestellt.
Abbildung 2.14: Codeausschnitt: SentenceDetectorImpl.java
Je nach gewu¨nschter Sprache wir eine andere Model-Datei bei der Initialisierung des
sentenceModel in das Programm geladen. Das erzeugte sentenceModel wird danach dem
sentenceDetector als Parameter u¨bergeben. U¨ber die sentenceDetector-Instanz kann nun





Der Tokenizer dient zur Zerlegung eines Satzes in die einzelne Wo¨rter und Satzzeichen.







mittelt, danach werden die einzelnen Elemente des Satzes identifiziert [3].
Abbildung 2.15 zeigt einen Beispielsatz vor und nach Anwendung des Tokenizers.
vor Anwendung des Tokenizers:
Mr. Vinken is chairman of Elsevier N.V., the Dutch publishing group.
nach Anwendung des Tokenizers: (durch Semikolon getrennt)
Mr;.;Vinken;is;chairman;of;Elsevier;N;.;V;.;,;the;Dutch;publishing;group;.
Abbildung 2.15: Beispieltext vor und nach der Anwendung des Tokenizers
Die Einbindung des Tokenizers in ein Programm erfolgt analog zur Einbindung des Sen-
tence Detectors. Je nach gewu¨nschter Sprache wird eine andere Model-Datei in den Spei-




Abbildung 2.16: Codeausschnitt: TokenizerImpl.java
2.3.2.3 POS-Tagger
Wie schon in Kapitel 2.1.6 dargestellt, wird der POS-Tagger eingesetzt, um einzelnen
Satzkomponenten deren Wortart zuzuteilen.
Die Einbindung des POS-Taggers ist in Abbildung 2.17 dargestellt. Auch bei dieser
Softwarekomponente wird, je nach gewu¨nschter Sprache, eine spezifische Model-Datei
eingelesen und daraus die tagger-Instanz erzeugt. Im Gegensatz zu den bisher bespro-
chenen Tools des OpenNLP-Pakets beno¨tigt der POS-Tagger die Vorverarbeitung des
zu
”
taggenden“ Textes per Tokenizer. Nachdem der zu
”
taggende“ Text in seine Satz-
teile zerlegt wurde, werden die Tokens der tag()-Methode der tagger-Instanz u¨bergeben.
Nachdem den einzelnen Satzteilen ihre Wortart zugeteilt wurde, werden die Wahrschein-
lichkeiten fu¨r die korrekte Wortart-Vergabe durch die Methode probs(), welche bei je-
dem Tagging-Vorgang berechnet werden, geliefert. Um eine mo¨glichst hohe Prezission
wa¨hrend der weiteren Verarbeitung zu gewa¨hrleisten, werden nur diejenigen Satzteile
in die Ergebnismenge u¨bernommen, bei denen die Wahrscheinlichkeit fu¨r eine korrekte
Vergabe des Tags gro¨ßer/gleich PROPABILITY TAGGER ist.
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Die Grundformreduktion (engl. stemming) wird in IR-Systemen eingesetzt, um morpho-
logische Varianten eines Worts auf deren gemeinsamen Wortstamm zuru¨ckzufu¨hren. Der
meist verbreitete Stemmer ist der sog.
”
Porter-Stemmer“, welcher nach seinem Scho¨pfer
Martin Porter benannt ist. Es handelt sich hierbei um den Quasi-Standart der Stemming-
Verfahren fu¨r die englische Sprache. Dabei wird ein Term nach gewissen Regeln Schritt
fu¨r Schritt auf seinen Wortstamm reduziert [20].
Nachfolgendes Beispiel zeigt die Arbeitsweise des Algorithmus. Dabei werden die ent-











Auf Grund der Reduzierung der Terme auf deren Wortstamm und nicht auf deren Grund-
form, wie in diesem Fall
”
generalization“, ist dieses Verfahren im Kontext dieser Arbeit
ungeeignet.
Eine vielversprechende Lo¨sung stellt dagegen die Lemmatisierung dar. Die Lemmatisie-
rung ist ein Verfahren, welches ein Wort auf das sogenannte Lemma zuru¨ckfu¨hrt, eine
Grundform, wie sie beispielsweise in Lexika verwendet wird [42].
Beispiele hierfu¨r sind:
• Ha¨user → Haus
• Stati → Status
• Noten → Note
Im Englischen ist die Lemmatisierung im Wesentlichen das Streichen von Suffixen (engl.
”
suffix stripping“) unter Beachtung von gewissen Regeln [42]. Die Pluralbildung folgt
neun Regeln sowie einer geringen Anzahl von ungefa¨hr hundert Ausnahmen [25]. Bei-
spiele fu¨r die Regeln zur Pluralbildung im Englischen sind:
• nach Zischlauten wird -es angeha¨ngt: a box → two boxes
• y nach Konsonant wird zu -i, dann wird -es angeha¨ngt: a city → two cities
• y nach Vokal bleibt: a boy → two boys
Der fu¨r die englische Sprache eingesetzte Lemmatizer ist eine Eigenimplementierung,
welche die Regeln der Pluralbildung umgekehrt anwendet. Des Weiteren wird mit ei-
ner Ausnahmeliste gearbeitet, welche irregula¨re Pluralbildungen entha¨lt. Der Quellcode
kann in Anhang A1 der beigefu¨gten CD eingesehen werden.
In der deutschen Sprache sind acht verschiedene Pluaralendungen vorhanden, jedoch
la¨sst sich keine allgemeingu¨ltige Regel zur Pluralbildung bestimmen. Die meisten Sub-
stantive bilden ihren Plural mit “(e)n“ oder “e
”
beispielsweise Note → Noten.
Einige Substantive bilden ihre Pluralform mit Umlaut (a¨,o¨,u¨), wie zum Beispiel Haus
22
2.3. INFORMATISCHE GRUNDLAGEN
→ Ha¨user [6]. Die Bildung des Plurals per Umlaut und das sogenannte
”
Genitiv-S“,
zum Beispiel “des Hauses
”
oder “des Bootes’, erschwert die automatisierte regelbasier-
te Grundformreduktion erheblich. Daher werden im Deutschen normalerweise lexikon-
basierte Ansa¨tze anstatt Umschreiberegeln angewandt [42].
Der im WikiGraph-TE-Tool eingesetzte Lemmatizer fu¨r die deutsche Sprache basiert auf
dem
”
Durm German Lemmatizer“ [41]. Das darin enthaltene Lexikon, welches 84.320
Eintra¨ge beinhaltet, wurde aus dem NEGRA Korpus3 erstellt[19]. Da nach ersten Trai-
ningsla¨ufen Fehler bei der Lemmatisierung festgestellt wurden, erfolgte die komplette
manuelle U¨berarbeitung des Lexikons. Um eine gro¨ßere Anzahl an Eintra¨gen zu erhal-




Der Quellcode zur Nutzung des eingesetzten Lemmatizers kann auf der beigefu¨gten CD
unter Anhang A2 nachgelesen werden.





Das WikiGraph-Framework von B. Trinczek dient der Darstellung der Wikipedia als
semantisches Netz. Es bietet unter anderem die Funktionalita¨t, Wikipedia-Konzepte als
graphenspezifische Knoten und Artikel-Links als Kanten abzubilden [27].
Im Allgemeinen sind die Bezeichnungen eines Knotens innerhalb eines Graphen eindeu-
tig. Dies hat den Vorteil, dass die Bezeichnung eines Knotens als Identifikation herangezo-
gen werden kann. Jeder Knoten im Graphen ist typisiert und hat spezielle Eigenschaften,
welche ihn von anderen Knoten im Graphen unterscheiden.







Die wichtigsten Knoten fu¨r diese Arbeit sind dabei Knoten vom Typ ARTICLE, welche
die Artikelnamen beinhalten, und EXTENDED CONCEPT, welche nach erfolgreicher
Terminologie-Extraktion in den Graphen eingefu¨gt werden.
Die im WikiGraph vorhandenen Knoten sind durch Kanten miteinander verbunden. Da-
bei ist es auch mo¨glich, dass mehrere Kanten zwischen zwei Knoten existieren um zu
veranschaulichen, dass auf verschiedenen Wegen zwischen den beiden Knoten navigiert
werden kann. Kanten im WikiGraph sind unidirektional, d.h. die Navigation zwischen
zwei Knoten ist nur in eine Richtung mo¨glich. Des Weiteren sind alle Kanten gewich-
tet und ko¨nnen je nach Anwendungsfall unterschiedlich interpretiert werden. Aktuell
sind alle Kanten standartma¨ßig mit dem Gewicht DEFAULT WEIGHT gewichtet. Die
Kanten im WikiGraph sind ebenfalls typisiert:
• ARTICLE TO ARTICLE
• ARTICLE TO TEMPLATE
• ARTICLE TO TEXT
• CATEGORY TO ARTICLE
• CATEGORY TO CATEGORY
• ARTICLE TO EXTENDED CONCEPT
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• CATEGORY TO EXTENDED CONCEPT
• EXTENDED CONCEPT TO EXTENDED CONCEPT
• REDIRECT
• UNKNOWN
Der Kantentyp ARTICLE TO EXTENDED CONCEPT stellt fu¨r diese Arbeit den wich-
tigsten Kantentyp dar. Nach erfolgreicher Terminologie-Extraktion werden die neu ein-
gefu¨gten Knoten (siehe oben) durch Kanten dieses Typs miteinander verbunden.
Es folgt eine Funktionsu¨bersicht des WikiGraph-Frameworks [27].
• Erzeugung und Speicherung eines Wikipedia-Snapshots beliebiger Kategorie(en)
• Laden/Speichern eines Wikipedia-Snapshots
• Bearbeitung des WikiGraphen:
a. Hinzufu¨gen von neuen Knoten und/oder Kanten
b. Lo¨schen von Knoten und/oder Kanten
c. Gewichtung von Kanten
• U¨berpru¨fung, ob Knoten oder Kanten bereits im Graph vorhanden sind
Das WikiGraph-Framework stellt einen Grundstein fu¨r die Implementierung des WikiGraph-
TE-Tools dar. Alle entwickelten Algorithmen sind auf das Vorhandensein der Wikipedia
in Form eines WikiGraphs abgestimmt und greifen auf Methoden dieses Frameworks zu.




2.3.5 Etablierte Ansa¨tze der Terminologie-Extraktion
Bevor auf den Entwurf und die Implementierung des WikiGraph-TE-Tools eingegangen
wird, erfolgt in diesem Abschnitt ein U¨berblick u¨ber bereits extistierende und etablierte
Ansa¨tze der Terminologie-Extraktion und somit den Stand der Forschung.
Dabei wird zwischen rein statistischen, rein linguistischen und hybriden Ansa¨tzen un-
terschienden.
2.3.5.1 Statistische Ansa¨tze
Ansa¨tze, die auf einem rein statistischen Maß beruhen, werden meist im Informati-
on Retrieval (Abk. IR, engl. fu¨r Informationsru¨ckgewinnung) eingesetzt und haben das
Ziel, Dokumente automatisch zu indexieren, um bestehende Informationen aufzufinden
[39][42].
Bookstein
Der statistische Ansatz zur automatischen Indexierung von Dokumenten von A. Book-
stein und D. R. Swanson stammt aus dem Jahr 1974. Die Grundidee des Verfahrens
ist, dass es zu Clustering, einer Anha¨ufung signifikanter Terme in wenigen Dokumen-
ten kommt. Die Datenlage der Forschung bestand aus einer Dokumentenkollektion von
hunderten wissenschaftlichen Arbeiten, welche aus unterschiedlichen Fachrichtungen zu-
sammengesetzt wurde [8].
Die Annahme war, dass bestimmte Wo¨rter, wie zum Beispiel lasers in einigen Dokumen-
ten sehr ha¨ufig, in anderen Dokumenten jedoch u¨berhaupt nicht auftraten. Unspezifische




erhalten“) wu¨rden nach Annahme von
Bookstein relativ gleichma¨ßig u¨ber alle Dokumente verteilt vorkommen.
Die Brauchbarkeit eines Wortes als Indexterm fu¨r ein Dokument korreliert laut Book-
stein mit der ungleichma¨ßigen Verteilung u¨ber alle Dokumente. So eignen sich Wo¨rter
wie obtain nicht als Indexterm, da durch die gleichma¨ßige Verteilung keine wichtigen
und charakterspezifischen Informationen u¨ber den Inhalt eines Dokuments bzw. eines
Artikels hervorgehen. Das Wort lasers hingegen eignet sich als Indexterm.
Bookstein fu¨hrte den sogenannten Clusterwert x ein, ein Maß fu¨r die Anha¨ufung eines








sj(w) = s2 + 3s3 + 6s4 + ... (2.4)
dabei steht sj fu¨r die Anzahl der Dokumente, in denen das Wort w exakt j-mal auf-
tritt. Der Clusterwert x kann, laut Bookstein, als Analogie von chemischen Bindungen
verstanden werden: tritt ein Wort mehrfach innerhalb eines Artikels auf, existiert eine
Bindung zwischen den einzelnen Vorkommen. Diese Bindung soll belohnt werden. Bei





Bindungen. Fu¨r den Fall, dass ein Wort w selten in einer













mit dem Erwartungswert λ = RA , wobei A die Anzahl an Dokumenten ist, in denen ein
Wort w genau R-mal vorkommt. Die Variable k stellt dabei die Anzahl an Termen dar,
welche in den Dokumenten enthalten sind. Bookstein fu¨hrte noch eine Funktion g(x)
ein. Diese gibt zu jedem Clusterwert x(w) eines Wortes w aus, wie wahrscheinlich unter
Annahme der Poisson-Verteilung des Wortes ist, dass dieser errechnete Wert x erreicht
wird. Der von g(x) errechnete Wert ist also klein, falls ein Wort stark von der Poisson-
Verteilung abweicht. Diese starke Abweichungen der Verteilung bedeutet, dass ein Wort
an wenigen Stellen geha¨uft auftritt. Folglich ko¨nnen Wo¨rter mit einem g-Wert, welcher
unterhalb eines definierten Schwellenwert liegt, als gute Indexterme angesehen werden.
Im Hinblick auf eine Terminologie-Extraktion wu¨rde dies anstatt auf Indexterme auf
Fachterme schließen lassen.
Salton
Bei dem Ansatz von Salton, welcher im Jahr 1975 vero¨ffentlicht wurde [21], handelt
es sich ebenfalls um ein Verfahren zur automatischen Indexierung. A¨hnlich wie Book-
stein [8] sollen laut Salton Wo¨rter als Indexterme bevorzugt werden, welche in wenigen
Dokumenten, dafu¨r dort aber geha¨uft, vorkommen.
Salton nutzte bei seinem Ansatz die term frequency (Abk. TF) und die inverse document
frequency (Abk. IDF ). Die TF fik wird verwendet, um die Ha¨ufigkeit eines Term k in
einem Dokument i zu erfassen. Die IDFk, welches die Spezifita¨t eines Terms k in einer





dabei ist N die Gesamtzahl an Dokumenten in der Dokumentenkollektion, dk stellt die
Anzahl an Dokumenten dar, welche den Term k enthalten. Falls der Term k in wenigen
Dokumenten auftritt, wird IDFk groß.
Salton verwendet das Produkt aus TF und IDFk zur Gewichtung des Terms k in Do-
kument i:
wik = fik ∗ IDFk (2.7)
Diese Gewichtung entspricht in etwa dem von Bookstein berechneten Clusterwert und
wird im Gegensatz zu dessen Ansatz direkt zur Gewichtung eines Terms verwendet. Auf
eine aufwendige Berechnung der Wahrscheinlichkeiten unter Annahme einer Poisson-
Verteilung wird verzichtet.
Das von Salton eingesetzte tf-idf-Maß wird auch heute noch in vielen IR-Systemen ein-
gebettet [26] .




Bei der Differenzanalyse wird gemessen, wie ha¨ufig ein Wort in einem gegebenen Text-
korpus vorkommt. Dies wird mit der allgemeinsprachlichen Ha¨ufigkeit verglichen. Als
Ausgangspunkt fu¨r die Differenzanalyse dienen zwei Textmengen: der Analysekorpus
und der Referenzkorpus [17].
Der Analysekorpus besteht je nach Aufgabe aus Fachtexten oder, wie im Fall dieser
Arbeit, aus Rohtexten von Wikipedia Artikeln, aus denen Fachterme extrahiert werden
sollen.
Der Referenzkorpus hingegen ist ein allgemeinsprachlicher Textkorpus, welcher zum Bei-
spiel aus Zeitungstexten zusammengesetzt wurde. Der hier verwendete Referenzkorpus
wird, wie schon erwa¨hnt, von der Universita¨t Leipzig bereitgestellt.
Durch Berechnung und Vergleich von Auftrittswahrscheinlichkeiten einzelner Wortfor-
men und Wortformkombinationen fu¨r Referenz- und Analysekorpus lassen sich vier Klas-
sen von Wortformen bilden [17].
1. In Klasse 1 sind Wortformen, die im Referenzkorpus nicht enthalten sind. Wortfor-
men welche dieser Klasse zugeho¨ren sind mit hoher Wahrscheinlichkeit Fachaus-
dru¨cke des Themengebiets, die dem Analysekorpus zugrunde liegen.
2. Klasse 2 beinhaltet Wortformen, welche im Analysekorpus relativ gesehen ha¨ufiger
vorkommen als im Referenzko¨rper. Wortformen dieser Klasse sind mit einer gewis-
sen Wahrscheinlichkeit Fachterme. Um diese Wortformen identifizieren zu ko¨nnen,
mu¨ssen ein oder mehrere Schwellwerte definiert werden, wie zum Beispiel eine Min-
destdifferenz der Ha¨ufigkeitsklassen oder eine Mindestha¨ufigkeit einer Wortform im
Analysekorpus.
3. In Klasse 3 sind Wortformen eingeordnet, welche in etwa mit der gleichen relati-
ven Ha¨ufigkeit in beiden Textkorpora vorkommen. Dabei handelt es sich meist um
Stoppwo¨rter, d.h. Wortformen der geschlossener Wortklassen Artikel, Pra¨positio-
nen oder Konjunktionen. Von Elementen dieser Klasse gehen keine themenspezifi-
sche Inhalte des Analysekorpus aus.
4. Klasse 4 beinhaltet Wortformen, welche im Analysekorpus mit geringerer Ha¨ufig-
keit auftreten als im Referenzkorpus. Im Allgemeinen kann man davon ausgehen,
dass diese Klasse keine Fachterme beinhaltet.
Fu¨r die Differenzanalyse sind deshalb nur Wortformen von Bedeutung, die sich in Klasse





Didier Bourigault vero¨ffentlichte seinen rein linguistischen Ansatz zur Terminologie-
Extraktion 1992. Er entwickelte das Softwaresystem LEXTER, welches zur Pflege von
franzo¨sischen Thesauri eingesetzt wurde [9].
Laut Bourigault werden Konzepte vollsta¨ndig und eindeutig von terminologischen Ein-
heiten repra¨sentiert. Um Mehrdeutigkeiten zu vermeiden, mu¨ssen die Termini eine be-
stimmte Form besitzen. Dabei handelt es sich meist um Nominalphrasen, welche aus
Substantiven, Adjektiven und bestimmten Pra¨positionen bestehen. Andere Wortarten
wie Verben, Artikel, Adverbien etc. du¨rfen nicht enthalten sein. Bourigault verwendet
diese bestimmte Form zur Extraktion, in einem Verfahren welches in zwei Schritte un-
terteilt ist:
1. Analyse durch Identifikation von Grenzen: unter Verwendung eines POS-Taggers
(vgl. Kapitel 2.1.6) werden im Text mit Hilfe sogenannter “frontier marker”maximale
Nominalphrasen erkannt. Diese
”
frontier marker“ sind laut Bourigault Wo¨rter oder
Zeichen, welche mit sehr großer Sicherheit nicht in potentiellen Fachtermini auf-
treten, wie z.B. konjugierte Verben oder Pronomen.
2. Parsen der gefundenen maximalen Nominalphrasen mit dem Ziel der Herausfilte-
rung von terminologischen Einheiten. Dies geschieht durch von Bourigault entwi-
ckelte Regeln, die mit Hilfe eines umfangreichen Textkorpus evaluiert wurden. Als
Beispiel fu¨r solch eine Parsing-Regel fu¨hrt Bourigault auf:





Angewandt auf die maximale Nominalphrase
”
disque dur de la station de travail“,




Der Ansatz von Antti Arppe aus dem Jahr 1995 setzt ebenfalls wie Bourigault bei
der Extraktion von maximalen Nominalphrasen aus (hier englischen) Texten an. Dazu
verwendet er ein Werkzeug namens
”
NPtool“, welches an der Universita¨t Helsinki ent-
wickelt wurde [5]. Das Tool ist in der Lage, alle Teil-Nominalphrasen zu extrahieren und
diese, geordnet nach deren Frequenz des
”
grammatikalischen Kopfs“, auszugeben. Dieser
u¨bertra¨gt die grammatikalischen Eigenschaften auf das ihm zugrunde liegende Wort.
So wird zum Beispiel die maximale Nominalphrase
”
exact form of the correct theory of quantum gravity“
durch das NPtool in folgende Teil-Nominalphrasen zerlegt:
exact form of the correct theory
exact form
form
form of the correct theory of quantum gravity
form of the correct theory
correct theory of quantum gravity
correct theory




Auf Grund der sehr großen Anzahl an Teil-NPs (Faktor 3 zu Anzahl maximaler NPs)
ging Arppe dazu u¨ber, die POS-Muster der gefundenen Terme zu untersuchen. Gema¨ß
seiner Angaben lassen sich ca. 80% der gefundenen Terme durch eines der folgenden
POS-Muster beschreiben (dabei steht A fu¨r Adjektiv, N fu¨r Nomen und P fu¨r Pra¨posi-
tion):
AN NN N NPN ANN
Arppe fand heraus, dass kurze POS-Muster einen hohen Recall, aber eine geringe Pre-
cision besitzen (vgl. Kapitel 5.3). Beispiele hierfu¨r sind die POS-Muster N oder A N.
La¨ngere POS-Muster, wie zum Beispiel NNPN sind hingegen sehr genau, kommen aber
selten vor. Berechnet man den sogenannten F-Wert, den Mittelwert aus Precision und
Recall, zeigt sich, dass die POS-Muster NN, AN und ANN die am besten geeigneten




Die hybriden Ansa¨tze kombinieren statistische und linguistische Verfahren miteinander.
Daille
Der Ansatz von Beatrice Daille, Eric Gaussier und Jean-Marc Lange´ stammt aus dem
Jahr 1994 [12]. Es handelt sich um einen der richtungsweisensten Ansa¨tze zur Terminologie-
Extraktion. Dabei wurde auf die englische und die franzo¨sische Sprache eingegangen. Im
Folgenden werden die Ergebnisse fu¨r das Englische erla¨utert.
Es wird davon ausgegangen, dass es sich bei Fachtermen um Nominalphrasen handelt,
welche einer begrenzten Anzahl an syntaktischen Mustern entsprechen. Diese Muster de-
finieren laut Daille die morphosyntaktischen Strukturen von sogenannten
”
multi-word-
units“ (MWUs). Eine MWU besteht aus einem Hauptelement, welches ein Substantiv,
ein Adjektiv, ein Verb oder ein Adverb sein kann. Daille untersucht dabei MWUs der
La¨nge 2, welche als
”
base MWUs“ bezeichnet werden. Es handelt sich hierbei um die
POS-Mustern A N (z.B: multiple access) und N N (z.B. terminology extraction). Nach
der Extraktion der
”
base MWUs“ werden diese in jeweils ein geordnetes Paar, welches
aus zwei Lemmata (Grundformen) besteht, u¨berfu¨hrt. Unter diesen Paaren wird das
Vorkommen aller
”
base MWUs”des Korpus gespeichert. So sind zum Beispiel unter dem
Paar (interference, level) folgende Sequenzen gespeichert: interference level, interference
levels, level of in- terference, levels of interference [12]. Es konnten jedoch nicht alle
durch diese Methode gefundenen Terme als relevant angesehen werden.
Aus diesem Grund war Daille auf der Suche nach einem geeigneten statistischen Maß
zur Bestimmung der
”
unithood“ (engl. fu¨r Zussammengeho¨rigkeit) der gefundenen Paare,
um diese als Filter einsetzen zu ko¨nnen. Es wurden verschiedene statistische Maße, wie
z.B.
”
likelihood ratio“, untersucht und verglichen. Kombinationen verschiedener Maße
wurden ebenfalls analysiert.
Als Ergebnis der Untersuchungen wurde festgestellt, dass es keine Kombination verschie-
dener statistischer Maßzahlen gibt. Die beste Maßzahl zur Bestimmung der unithood ist
laut Daille die Bestimmung der Ha¨ufigkeit des Auftretens des Paares im Text.




Der Ansatz von Ulrich Heid aus dem Jahr 1998 ist ein Verfahren zur Terminologie-
Extraktion fu¨r die deutsche Sprache. Die Terminologie Extraktion wird in mehreren
Schritten vollzogen (vgl. [16]):
Zuna¨chst erfolgt die Extraktion von doma¨nenspezifischen Morphemen. Darunter enthal-
ten Basismorpheme und Affixe wie -itis, *trieb*, *fahr* oder -ator. Dazu wurde eine
Differenzanalyse (vgl. Seite 28) fu¨r Einwortterme durchgefu¨hrt. Das Ergebnis ist eine
erste Liste von Fachtermini. Die Komposita und Derivate unter einzelnen Fachtermen
werden nun in ihre Morpheme zerlegt. Ein Beispiel dafu¨r ist
”
Lungen - funktions - test“
oder
”
Achs - getriebe - o¨l“. Alle Morpheme, deren Frequenzen u¨ber einem vorher defi-
nierten Schwellenwert liegen, sind gema¨ß Heid doma¨nenspezifisch.
Im Folgenden werden weitere Einwortterme aus den zu untersuchenden Texten extra-
hiert, welche die im voran gegangenen Schritt extrahierten Morpheme oder Affixe ent-
halten.
Im letzten Schritt werden Phrasen im Text extrahiert, welche bestimmten POS-Mustern
folgen. Folgende POS-Muster wurden verwendet:
• N Det NGen (
”
Anlieferung der Ware“)
• N P N (
”
Institut fu¨r Sprachwissenschaft“)
• A N (
”
gru¨ner Star“)
Es werden jedoch nur Phrasen akzeptiert, welche mindestens einen Term enthalten,
der in der im ersten Schritt durchgefu¨hrten Differenzanalyse als Fachterm anerkannt
wurde. Heid betont, dass es insbesondere bei dem POS-Muster A N wichtig ist, dass das




jeweilig“, nur in uninteressanten Nominalphrasen auftreten. Um dies sicherzustellen,




2.3.5.4 Bewertung der Ansa¨tze
Es folgt nun eine kurze Bewertung der verschiedenen Ansa¨tze.
Wie bereits erwa¨hnt, sind rein statistische Ansa¨tze meist im Bereich des Information
Retrievals angesiedelt. Die von Bookstein [8] und Salton [21] entwickelten Verfahren
beruhen auf der Annahme, dass auf einer Dokumentenkollektion gearbeitet wird. Dies
bedeutet, dass die Ansa¨tze bzw. die darin beschriebene Formeln nicht direkt auf eine
Terminologie-Extraktion mit Analysekorpus u¨bertragen werden ko¨nnen, da kein einheit-
licher Referenzkorpus vorhanden ist.
Die Differenzanalyse, welche von Heyer et. al. [17] beschrieben wird, wurde bereits in
der vorangegangenen Studienarbeit [15] angewandt und fu¨r ein geignetes Verfahren zur
Terminologie-Extraktion medizinischer Fachterme befunden.
Der rein linguistische Ansatz von Bourigault [9] verwendet eine einfache syntaktische
Analyse des Textes zur Auffindung von maximalen Nominalphrasen via
”
frontier markers“
in Kombination mit einem POS-Tagger zur Filterung von NPs. Dieser Ansatz ist sicher-
lich sehr effizient, jedoch wird sehr viel Vorarbeit beim Erstellen der Regeln fu¨r den
Parser beno¨tigt. Ein Transfer vom Franzo¨sischen ins Deutsche und Englische wa¨re also
sehr aufwendig, da dort verschiedene Grammatiken gelten.
Arppe’s Ansatz [5] basiert auf Verwendung eines POS-Taggers und untersucht die flache
Terminologie-Extraktion mit Hilfe von POS-Mustern. Die Forschung gibt einen sehr gu-
ten U¨berblick daru¨ber, welche POS-Muster fu¨r die englische Sprache verwendet werden
sollten.
Der hybride Ansatz von Daille [12] gibt einen Hinweis daru¨ber, dass einfache Metho-
den (Ha¨ufigkeitsquotient als nicht statistisches Maß mit den besten Ergebnissen) die
besten sind.
Heid’s Ansatz [16] ist ebenfalls sehr interessant, da Affixe, wie zum Beispiel -itis oder
-aemia charakteristisch fu¨r medizinische Fachtermini sind.
Fu¨r diese Arbeit wurde die Differenzanalyse zur Extraktion von Fachtermini ausgewa¨hlt.
Als Maß zur Bestimmung, ob ein Term relevant ist oder nicht, wird der von Daille [12]
favorisierte Ha¨ufigkeitsquotient eingesetzt. Die verwendeten POS-Muster orientieren sich
an Heid [16] fu¨r die deutsche Sprache und Arppe [5] fu¨r die englische Sprache.
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3 Entwurf
In diesem Kapitel wird auf den Entwurf des WikiGrap-TE-Tools eingegangen.
Das entwickelte Programm beruht auf einem hybriden Ansatz zur Terminologie-Extraktion
mit Hilfe eines POS-Taggers und Differenzanalyse via Ha¨ufigkeitsquotient. Als Refe-
renzkorpus fu¨r die Differenzanalyse wird die von der Universita¨t Leipzig bereitgestellte
Satzkollektion verwendet, welche aus 10 Mio. Sa¨tzen verschiedener Zeitungsartikel zu-
sammengetragen wurde. Dieser ist sowohl fu¨r die englische, als auch fu¨r die deutsche
Sprache erha¨ltlich und kann frei bezogen werden [30].
Der Analysekorpus besteht aus Rohtexten von Wikipedia-Artikeln, welche im Bereich
Gesundheit angesiedelt sind. Der Gesundheitssektor der Wikipedia umfasst in der deut-
schen Sprache ca. 92.000 Artikel; in der englischen Sprache sind es ungefa¨hr 200.000
Artikel.
Nach der Termiologie-Extraktion ist die entwickelte Applikation in der Lage, einen be-
stehenden Gesundheitsgraphen mit den durch die Terminologie-Extraktion erhaltenen
Fachterme zu erweitern.
Im Folgenden wird ein U¨berblick u¨ber den Prozessablauf der zu entwickelnden Applika-
tion (Kapitel 3.1) sowie deren modularen Aufbau (Kapitel 3.2) aufgezeigt.
3.1 Prozessablauf
Der Gesamtprozess des WikiGraph-TE-Tools kann in drei Schritte aufgeteilt werden:
die Erzeugung des Referenz- und Analysekorpuses (Kapitel 3.1.1), die Terminologie-
Extraktion und die Analyse der Ergebnisse (Kapitel 3.1.2) und die Erweiterung des
Gesundheitsgraphen (Kapitel 3.1.3).
Abbildung 3.1 zeigt den vollsta¨ndigen Prozessablauf der Applikation.
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Abbildung 3.1: Vollsta¨ndiger Prozessablauf des WikiGraph-TE-Tools
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3.1.1 Schritt 1: Erzeugung der Korpora
In diesem Schritt wird aus den Sa¨tzen der Leipziger Satzkollektion sowie den Rohtexten
der Wikipedia-Artikel ein Referenz- und ein Analysekorpus erstellt. Bei der Erzeugung
der Korpora ko¨nnen zwei Einstellungen vorgenommen werden:
• Verwendung des Lemmatizers zur Reduzierung der NPs auf deren lexikalische
Grundform
• Ersetzung von mediznischen Abku¨rzungen durch deren Vollschreibweise, wie z.B.
CT → Computertomographie
Um die Abku¨rzungen medizinischer Fachterme ersetzen zu ko¨nnen, wurde eine Liste mit
ca. 1300 Abku¨rzungen fu¨r die deutsche Sprache, sowie fu¨r die englische Sprache eine Liste
mit ca. 1400 Abku¨rzungen und Vollschreibweisen erarbeitet. Mehrdeutige Abku¨rzungen,
beispielsweise die englische Abku¨rzung AED fu¨r automated external defibrillator oder
antiepileptic drug(s), wurden dabei nicht beru¨cksichtigt, da es bei einem automatischen
Verfahren nicht ohne Weiteres mo¨glich ist, den Kontext des Artikels zu erkennen.
Der erzeugte Korpus wird als Objekt der Klasse CorpusImpl repra¨sentiert. Das korre-
spondierende Klassendiagramm ist in Abbildung 3.2 dargestellt.
Abbildung 3.2: Klassendiagramm: CorpusImpl.java
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Im Folgenden wird auf die Bedeutung der Variablen na¨her eingegangen:
isAnalyseCorpus → Spiegelt wieder, ob bei es sich es sich um einen
Analysekorpus handelt
amountOfWordsInText → Gesamtwortzahl im Korpustext
amountOfMostFrequentWort → Auftrittsha¨ufigkeit des am meisten vorkommen-
den Wortes der Sprache
locale → Sprache des Korpus
wordFrequencies → Ermittelte Wortha¨ufigkeiten
wordFormPatternUsed → Verwendete POS-Muster
usedStemming → Spiegelt wieder, ob die Grundformreduzierung
genutzt wurde
termIsInConcept → Inverted Index
Da es gewisse Unterschiede bei der Erzeugung der beiden Korpora gibt, wird auf jede
gesondert eingegangen.
3.1.1.1 Erzeugung des Referenzkorpus
Die zur Erzeugung des Referenzkorpus beno¨tigen Sa¨tze liegen als Textdatei vor. Jeder
Satz ist durch eine ID gekennzeichnet und wird gesondert in einer Zeile abgespeichert.
In einem Vorbereitungsschritt werden die Satz-IDs sowie evtl. in den einzelnen Sa¨tz-




]“ herausgefiltert, da sich diese Zeichen in
weiteren Verarbeitungsschritten als sto¨rend herausgestellt haben. Optional besteht die
Mo¨glichkeit medizinische Abku¨rzungen ersetzen zu lassen. Die daraus resultierenden vor-
verarbeiteten Sa¨tze werden erneut in kleineren Textdateien gespeichert, deren Dateigro¨ße
vom Benutzer festgelegt werden kann. In spa¨teren Verarbeitungsschritten ist es daher
mo¨glich, mit kleineren Dateigro¨ßen zu arbeiten.
Nach dem Vorverarbeitungsschritt werden die einzelnen Textdateien erneut eingelesen
und in die einzelnen Sa¨tze aufgeteilt. Die Sa¨tze werden nun mittels POS-Tagger getaggt.
Falls eine Nominalphrase vorher definierten POS-Mustern entspricht, werden diese ex-
trahiert und optional per Lemmatizer auf ihre lexikalische Grundform reduziert. Die
so erhaltenen Terme werden abgelegt. Zusa¨tzlich wird die Information gespeichert, wie
ha¨ufig der Term bereits verarbeitet wurde.
Sind alle Sa¨tze verarbeitet, wird aus den generierten Informationen der Auftretensha¨ufig-
keiten der extrahierten Terme, der Gesamtanzahl der Wo¨rter in den Sa¨tzen sowie wei-
teren Metainformationen (vgl. Abbildung 3.2) eine Korpusdatei erstellt.
3.1.1.2 Erzeugung des Analysekorpus
Die zur Erzeugung des Analysekorpus beno¨tigten Rohtexte der Wikipedia-Artikel wer-
den u¨ber den WikiGraph-Webservice bezogen. Dazu wird zuna¨chst eine Liste mit allen
im aktuellen Gesundheitsgraphen vorhandenen Artikelnamen angefordert. Mit Hilfe die-
ser Liste wird nun jeder Rohtext des korrespondierenden Artikelnamen via Webservice
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bezogen. Jeder Artikel-Rohtext wird, nachdem er u¨bertragen wurde, einer Filterung un-
erwu¨nschter Satzzeichen unterzogen. Optional werden auch hier medizinische Abku¨rzun-
gen durch ihre Vollschreibweise ersetzt. Die einzelnen Artikel werden mit deren Artikel-
namen in Textdateien definierter Gro¨ße gespeichert.
Das Za¨hlen der Wortha¨ufigkeiten der extrahierten Terme erfolgt weitgehend analog zur
Generierung des Referenzkorpus. Eine Ausnahme bildet das Anlegen eines sogenannten
Inverted Index, welcher zu jedem extrahierten Term den korrespondierenden Artikelna-
men (in dem dieser vorkommt) zuordnet.
Auch hier wird nach Verarbeitung aller Artikel eine Korpusdatei erstellt, welche zusa¨tz-
lich den erstellten Inverted Index beinhaltet.
3.1.2 Schritt 2: Terminologie-Extraktion
Im Schritt der Terminologie-Extraktion werden die zuvor erstellten Korpusdateien ein-
gelesen. Die Terme, die wa¨hrend der Analysekorpuserzeugung extrahiert wurden, sind
absteigend nach deren Ha¨ufigkeit angeordnet. Im Folgenden wird fu¨r jeden Term, dessen
Ha¨ufigkeit gro¨ßer eines vorher definierten Schwellenwerts ist, eine Signifikanz durch den







dabei ist lw die Ha¨ufigkeit des Terms w im Analysekorpus, N die Gesamtanzahl an
Wo¨rtern im Analysekorpus, M die Gesamtzahl an Wo¨rter im Referenzkorpus und pw
die Ha¨ufigkeit des Terms im Referenzkorpus. Der Ha¨ufigkeitsquotient HQ(w) wird also
groß, falls ein Wort ha¨ufig im Analysekorpus, aber nur selten im Referenzkorpus vor-
handen ist. Es handelt sich hierbei um keine statistische Pru¨fgro¨ße, jedoch haben die
Forschungen von Daille (
”
The simple frequency count of the pair turns out to be the
best score.“) [12] , Damerau (
”
...a simple ratio of subject matter relative frequency to
total sample relative frequency is about as good as more elaborate calculations, and in
some instances superior.“) [13] und Witschel (
”
Der HQ liefert allerdings fu¨r den me-
dizinischen Text bessere Ergebnisse als die LR.“) [40] gezeigt, dass bei der Extraktion
medizinischer Fachterme der Ha¨ufigkeitsquotient die besten Ergebnisse liefert.
Alle Terme, deren Signifikanz oberhalb eines definierten Schwellwerts liegen, werden als
Fachterme anerkannt.
Nachdem die Fachterme durch den Schritt der Terminologie-Extraktion ermittelt wur-
den, werden diese einer Analyse unterzogen.
Ein Fachterm wird nur als relevant anerkannt, wenn im Gesundheitsgraph noch kein Ar-
tikelnamen vorhanden ist, welcher mit diesem Fachterm identisch ist. Ist ein Fachterm
bereits als Konzept im Gesundheitsgraphen vorhanden, wird dieser in eine Textdatei
namens droppedTerms.txt geschrieben.
Ist der gefundene Fachterm bisher nicht als Konzept im Graph vorhanden, wird der Fach-
term mit den Artikelnamen, in denen er vorkommt, in die csv-Datei relevantTerms.csv
38
3.1. PROZESSABLAUF
geschrieben. Der erste Eintrag einer Zeile steht fu¨r den gefundenen Fachterm, alle nach-
folgenden, durch Semikolon getrennten Eintra¨ge, stehen fu¨r die Artikelnamen, in deren
Rohtext der gefundene Fachterm vorkommt (vgl. Abbildung 5.1, S. 63). Hier kommt der
in Schritt 1 erstellte Inverted Index (vgl. Kapitel 3.1.1.2) zum Einsatz.
3.1.3 Schritt 3: Erweiterung des Gesundheitsgraphen
Im letzten Schritt wird der Gesundheitsgraph erweitert. Der Gesundheitsgraph, welcher
im Dateiformat graphml.bz2 vorliegt, wird in das Programm geladen und mit Hilfe der
in Schritt 3 erstellten relevantTerms.csv erweitert:
Der gefundene Fachterm wird als Kante vom Kantentyp EXTENDED CONCEPT ein-
gefu¨gt und durch Kanten vom Kantentyp ARTICLE TO EXTENDED CONCEPT und
dem Gewicht DEFAULT WEIGHT mit den Artikeln, in denen der Fachterm vorkommt,
verbunden.





Die Implementierung des WikiGraph-TE-Tools wurde mit Hilfe des Build-Tools Maven
(vgl. Kapitel2.3.1 realisiert und folgt dem
”
Prinzip der Modulisierung“. Es wurden in-
terne und externe Module zur Realisierung der Anwendung verwendet, welche in den
folgenden Abschnitten erla¨utert werden. Abbildung 3.3 stellt eine U¨bersicht der verwen-
deten Module dar.




Das WikiGraph-TE-Tool besteht aus drei unabha¨ngigen Maven-Projekten. Jedes Pro-
jekt ist in zwei Module unterteilt: ein Modul, welches die Schnittstellen entha¨lt und ein
Modul, welches die Implementierungen der in den Schnittstellen definierten Methoden
beinhaltet.
corpora-api: Das Modul corpora-api definiert zentrale Schnittstel-
len zur Erstellung des fu¨r die Terminologie-Extraktion
beno¨tigten Referenz- und Analysekorpus. Es sind un-
ter anderem die Funktionalita¨ten der Vorverarbeitung
des Referenzkorpus, das Bereitstellen der Wikipedia-
Rohtexte und die Erzeugung der Korpora enthalten.
corpora-impl: Das Modul corpora-impl implementiert die soeben vor-
gestellte Schnittstelle und beinhaltet die implementie-
renden Klassen. Hier werden die externen Bibliotheken
durm-german-lemmatizer und apache-opennlp verwendet.
corpora: Das Projekt corpora verbindet die Module corpora-impl
und corpora-impl zu einer funktionellen Einheit.
terminology-extraction-api: Das Modul terminology-extraction-api definiert die
Schnittstellen zum Zugriff auf die Funktionen zur
Durchfu¨hrung der Terminologie-Extraktion.
terminoligy-extraction-impl: Das Modul terminoligy-extraction-impl implementiert die
gerade vorgestellten Interfaces und beinhaltet die imple-
mentierenden Klassen.
terminology-extraction: Das Projekt terminology-extraction wird dazu verwendet,
die beiden Submodule zu vereinigen und somit ein funkti-
onstu¨chtiges, eigensta¨ndiges Maven-Projekt zu erhalten.
graph-extender-api: Das Modul graph-extender-api definiert zentrale Schnitt-
stellen zum Zugriff auf die Funktion zur Erweiterung des
WikiGraphen mit Hilfe der Ergebnisse der Terminologie-
Extraktion. Die Interfaces werden vom Modul graph-
extender-impl implementiert.
graph-extender: Das Projekt graph-extender wiederum dient der Erstel-
lung eines lauffa¨higen Maven Projekts.
wikigraph-te-tool: Das Projekt wikigraph-te-tool wird dazu verwendet, die
drei Teilprojekte in ein Gesamtprojekt zu vereinigen. Die




3.2.2 Externe Module und Bibliotheken
Das externe Modul tulum steht in diesem Kontext fu¨r ein System, welches im Gesamtpro-
jekt TULUM erarbeitet wurde. Es beinhaltet das WikiGraph-Framework (vgl. Kapitel
2.3.4) und den zur Beschaffung der Wikipedia-Rohtexte genutzten WikiGraph-WS.
Die externe Bibliothek apache-opennlp beinhaltet verschiedene Werkzeuge, die im Be-
reich der Computerlinguistik anzusiedeln sind (vgl. Kapitel 2.3.2).
Die externe Bibliothek durm-german-lemmatizer wird im Schritt der Korpusgenerati-
on zur Reduzierung der Terme auf deren lexikalische Grundform verwendet (vgl 2.3.3).
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4 Entwicklung und Implementierung
Dieses Kapitel bescha¨fftigt sich mit der Entwicklung und Implementierung des WikiGraph-
TE-Tool.
Das Programm WikiGraph-TE-Tool wurde komplett in Eclipse und mit Hilfe von Java
entwickelt; die vorhandenen Tests mit JUnit4 realisiert. Die Erstellung der Programm-
struktur erfolgte mit Hilfe von Maven erstellt und wurde per pom.xml beschrieben.
Die Anwendung wird dazu verwendet, gro¨ße Textmengen zu prozessieren. Besonders
wichtig war das Schreiben einer mo¨glichst effizienten und performanten Implementie-
rung. Um den Speicherverbrauch so gering wie mo¨glich zu halten, kamen in begru¨nde-
ten Fa¨llen StringBuilder anstatt normaler String-Objekte zum Einsatz. Der Vorteil des
StringBuilders ist die effizientere Implementierung, zum Beispiel werden bei der Konk-
artination von Zeichenketten keine neuen Objekte angelegt [7].
Im Folgenden wird auf wichtige Aspekte der Anwendung sowie fu¨r den Prozessablauf




Im Modul corpora-impl sind Funktionalita¨ten enthalten, welche zur Erzeugung des Referenz-
und Analysekorpus beno¨tigt werden.
4.1.1 Beschaffung der Rohtexte
In Abbildung 4.1 ist ein Codeausschnitt der Klasse PreprocessorImpl.java abgebildet,
welcher die Beschaffung der Artikel-Rohtexte der Wikipedia aufzeigt.
Abbildung 4.1: Codeausschnitt PreprocessorImpl.java: Beschaffung der Rohtexte
Mit Hilfe der Variable graphConnector kann auf den WikiGraphWSConnector zuge-
griffen werden. Durch den Methodenaufruf getAllHealthGraphNoces(locale) werden alle
Knoten in der gewu¨nschten Sprache geliefert und unter der Variable allNodes abge-
legt. DieWikipediaDataWS-Instanz liefert im nachfolgenden Schritt fu¨r jeden Knoten
den korrespondierenden Rohtext. Vor der Speicherung der einzelnen Rohtexte in einer
Textdatei, werden in der Methode cleanText() ungewu¨nschte Satzzeichen herausgefiltert
und optional, durch den Aufruf von replaceAbbreviations(), medizinische Abku¨rzungen
durch deren Vollschreibweise ersetzt.
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4.1.2 Erzeugung der Korpora
Um eine Differenzanalyse durchfu¨hren zu ko¨nnen, wird sowohl ein Referenz- als auch ein
Analysekorpus beno¨tigt (vgl. Seite 28, Differenzanalyse).
Diese erzeugten Korpora werden durch die Klasse CorpusImpl.java repra¨sentiert (vgl.
Abbildung 3.2) Neben den Wortha¨ufigkeiten werden Meta-Informationen wie z.B. die
Sprache des Korpus, die bei der Erstellung des Korpus genutzten POS-Muster, die Ge-
samtanzahl der in der Ressourcen-Textdatei (Wikipedia-Rohtexte bzw. Satzkollektion)
enthaltenen Wo¨rter und die Information, ob es sich bei dem Korpus um einen Referenz-
bzw. Analysekorpus handelt, abgelegt.
WordFormPattern.java





• ADJ NOUN NOUN
• NOUN NOUN NOUN
• NOUN PREP NOUN
TaggedWordImpl.java
Ein durch den POS-Tagger getaggtes Wort wird durch die Klasse TaggedWordImpl.java
repra¨sentiert. In einem Objekt dieser Klasse ist die String-Repra¨sentation des getaggten
Worts und die ihm zugewiesene Wortform beinhaltet.
Die Klasse CorporaGeneratorImpl leitet die Generierung der Korpora ein, wobei zwi-
schen der Generierung eines Referenz- und eines Analysekorpus unterschieden wird. In
beiden Fa¨llen werden die einzelnen Textdateien, welche die Korpustexte enthalten in den
Speicher geladen und weiterverarbeitet. Beim Referenzkorpus erfolgt vor dem Za¨hlen der
Wortha¨ufigkeiten das Anlegen einer Liste welche die einzelnen Sa¨tze des Referenzkor-
pustexts entha¨lt (vgl. Abbildung 4.2). Auf Grund der Speicherstruktur der Sa¨tze (jeder
Satz ist in einer eigenen Zeile abgespeichert) kann die Zerlegung der Sa¨tze durch Aufruf
der split()-Methode der Klasse String erfolgen.
45
4.1. MODUL: CORPORA-IMPL
Abbildung 4.2: Codeausschnitt CorporaGeneratorImpl: Vorbereitung zur
Referenzkorpus- Erzeugung
Im Fall der Analysekorpuserzeugung wird nach dem Einlesen jeder Textdatei eine
HashMap erweitert, welche die Artikelnamen der Wikipediatext auf deren Artikeltex-
te abbildet (vgl. Abbildung 4.3).




Das Za¨hlen der Wortha¨ufigkeiten wird durch die Klassen AnalysisCorpusWordFormFre-
quencyCalculatorImpl.java und ReferenceCorpusWordFormFrequencyCalculatorImpl.java
realisiert. Um mo¨glichst hohe Performanz zu erlangen wurde das Za¨hlen der Ha¨ufigkeiten
parallelisiert. Abbildung 4.4 stellt die Realisierung der Parallelisierung dar.
Abbildung 4.4: Codeausschnitt: Parallelisierung zum Za¨hlen der Wortha¨ufigkeiten
Im Fall des Referenzkorpus wird die zuvor erstellte Liste, welche die einzelnen Sa¨tze des
Referenzkorpustextes entha¨lt, auf die einzelnen Tasks aufgeteilt. Bei der Analysekorpu-
serzeugung wird die zuvor erzeugte HashMap auf die Tasks aufgesplittet, welche zur
parallelen Berechnung eingesetzt werden. Die vorhandene Anzahl an Prozessorkernen
bestimmt die Anzahl der Tasks und legt diese in der Formel
”
Anzahl Rechenkerne +1“
fest. In den Tasks werden die Auftretensha¨ufigkeiten der Terme geza¨hlt und nach deren
Beendigung die Einzelergebnisse zusammengefu¨gt.
Der Alogorithmus zur Ha¨ufigkeitsza¨hlung wird im Folgenden per Pseudocode aufgezeigt,
da eine Darstellung mit Quellcode zu unu¨bersichtlich wa¨re. Dabei stellt die Variable
wordFormPatterns die Liste der eingesetzten POS-Muster dar. Die Ergebnismenge stellt




Algorithm 1 Grundalgorithmus: Za¨hlen der Ha¨ufigkeiten
1: List< TaggedWord > getaggteWo¨rter;
2: List< WordFormPatter > aufgeteiltePattern;
3: for all Sa¨tze do
4: getaggteWo¨rter = von POS-Tagger getaggter Satz;
5: for all wfp : wordFormPatterns do
6: aufgeteiltePattern = wfp zerlegt in EinzelPatterns
7: for int i; i < La¨nge getaggteWo¨rter; i++ do
8: if La¨nge wfp == 1 then
9: if getaggteWo¨rter[i] entspricht aufgeteiltePattern[i] then




13: if La¨nge wfp == 2 then
14: if getaggteWo¨rter[i] entspricht aufgeteiltePattern[i] and getagg-
teWo¨rter[i+1] entspricht aufgeteiltePattern[i+1] then




18: if La¨nge wfp == 3 then
19: if getaggteWo¨rter[i] entspricht aufgeteiltePattern[i] and getagg-
teWo¨rter[i+1] entspricht aufgeteiltePattern[i+1] and getaggteWo¨rter[i+2]
entspricht aufgeteiltePattern[i+2] then
20: Grundformreduktion und Aufnahme in Ergebnismenge von getagg-








Bei der Erzeugung eines Analysekorpus wird, bevor u¨ber die Liste von Sa¨tzen iteriert
wird, eine umgebenden Schleife der Wikipedia-Artikel durchlaufen. Die Rohtexte werden
dort mit Hilfe des SentenceDetecors (vgl. Kapitel 2.3.2.1) in die einzelnen Sa¨tze aufgeteilt.
Die Ausfu¨hrung der Grundformreduktion und Aufnahme in die Ergebnismenge erfolgt
durch den nachfolgenden Code.
Abbildung 4.5: Codeausschnitt: Grundformreduktion und Aufnahme in Ergebnismenge
Falls die Grundformreduzierung aktiviert ist, wird der u¨bergebene Term auf die Grund-
form reduziert. Ist der Term bereits in der Ergebnismenge vorhanden, wird die Ha¨ufig-
keit inkrementiert; ansonsten wird ein neuer Eintrag mit dem Term als Schlu¨ssel und
der Ha¨ufigkeit 1 als Wert erzeugt.
Der in Kapitel 3.1.1.2 angesprochene Unterschied bei der Erzeugung des Analysekor-
pus besteht im Anlegen eines sogenannten Inverted Index, welcher in nachfolgendem
Codeausschnitt als Variable termIsInConcepts deklariert ist.
Abbildung 4.6: Codeausschnitt: Erzeugung Inverted Index




Nach dem Za¨hlen der Wortha¨ufigkeiten wird ein CorpusImpl-Objekt erzeugt und seria-
lisiert gespeichert.





Das Modul terminology-extraction-impl bietet Funktionalita¨ten zur Terminologie-Extraktion.
Dies beinhaltet die Differenzanalyse sowie die angeschlossene Analyse der gefundenen
Fachterme.
4.2.1 Differenzanalyse
Um die Differenzanalyse durchfu¨hren zu ko¨nnen, werden die Wortha¨ufigkeiten der im
Schritt der Korpus-Erzeugung gefundenen Terme beno¨tigt. Aus diesem Grund werden die
erzeugten Korpora-Dateien, wie in Abbildung 4.8 dargestellt, in das Programm geladen.
Abbildung 4.8: Codeausschnitt TerminologyExtractionImpl.java: Methodenaufruf zur
Differenzanalyse
Wa¨hrend der Differenzanalyse wird neben dem Ha¨ufigkeitsquotienten (vgl. Formel 3.1)
auch die Ha¨ufigkeitsklassse (vgl Kapitel 2.1.5) des Terms berechnet. Alle Terme, welche
die Kriterien der Schwellwerte
”
Mindestha¨ufigkeit im Analysekorpus“ (welche durch die
Variable minFreqText dargestellt ist) und der berechneten Mindestsignifikanz via Ha¨ufig-




Abbildung 4.9: Codeausschnitt DifferentialAnalysisImpl.java: Berechnung des Ha¨ufig-
keitsquotienten und der Ha¨ufigkeitsklasse
Das Ergebnis ist eine nach Signifikanz absteigend sortierte Liste mit Objekten der Klas-
se Word. Objekte dieser Klasse beinhalten eine String-Repra¨sentation des Terms, die
errechnete Signifikanz per Ha¨ufigkeitsquotient, die Wortha¨ufigkeitsklasse sowie die Auf-
tretensha¨ufigkeit im Referenz- und Analysetext.
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4.2.2 Analyse der Fachterme
Der nachfolgende Schritt beinhaltet die Analyse aller Terme, welche sich als Fachterme
qualifiziert haben. Ziel dieser Analyse ist die Vorbereitung zur Erweiterung des Gesund-
heitsgraphen.
Jeder Fachterm wird dabei einer U¨berpru¨fung unterzogen, ob dieser bereits als Knoten
im Graph vorhanden ist. Dabei kommt eine Bina¨rsuche zum Einsatz, bei der ein Ab-
gleich der im Gesundheitsraph bereits vorhandenen Knotennamen mit den erhaltenen
Fachtermen stattfindet. Ist der Fachterm bereits im Graphen vorhanden, erfolgt dessen
Aufnahme in die Liste droppedTermsList, welche bereits vorhandene Fachterme beinhal-
tet.
Ist der aktuelle Fachterm noch nicht im Graphen vorhanden, wird dieser mit den Arti-
kelnamen, in denen er auftritt, gespeichert und der Liste relevantTermsList hinzugefu¨gt.
Nachdem jeder Term diese Analyse durchlaufen hat, werden die Ergebnisse UTF-8 ko-
diert auf die Festplatte geschrieben. Die Speicherung aller Terme, welche in der drop-
pedTermsList enthalten sind und somit als unrelevant eingestuften wurden, erfolgt in
der Datei droppedTerms.txt. Die Liste der relevanten Terme wird in die Datei relevant-
Terms.csv geschrieben. Diese Datei ist folgendermaßen aufgebaut: jede Zeile steht fu¨r
einen gefundenen Fachterm inkl. den Titel des Artikels, in denen dieser vorkommt. Der
erste Eintrag der Zeile repra¨sentiert den gefundenen Fachterm, die darauf folgenden Ter-
me, welche durch Semikolon getrennt sind, stehen fu¨r die Artikelnamen. Im Folgenden
ist ein Eintrag schematisch aufgezeigt:
Fachterm; Artikelname1; Artikelname2; Artikelname3; Artikelname4;...
Der dazugeho¨rige Codeausschnitt ist in Abbildung 4.10 dargestellt.
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Das Modul graph-extender-impl beinhaltet die Funktionalita¨t zur Erweiterung des Ge-
sundheitsgraphen und dessen anschließende Speicherung.
4.3.1 Erweiterung des Gesundheitsgraphen
Zur Erweiterung des Graphen wird die zuvor erstellte Datei relevantTerms.csv beno¨tigt.
Diese umfasst die Informationen, welche neuen Knoten eingefu¨gt werden und zu welchen
bestehenden Knoten Kanten gezogen werden mu¨ssen. Der zur Erweiterung beno¨tigte Wi-
kiGraph wird bereits als Maven-Dependency in deutscher, sowie auch englischer Sprache
mitgeliefert.
In Abbildung 4.11 ist ein Ausschnitt der Klasse WikiGraphExtenderImpl.java darge-
stellt, welche die Erweiterung des Graphen realisiert. Zuna¨chst wird der zu erweiternde
WikiGraph in das Programm geladen und der Variable wikigraphResult zugewiesen. Dies
geschieht mit Hilfe einer Instanz der Klasse WikiGraphSearchService. Danach wird die
Datei relevantTerms.csv zeilenweise in das Programm geladen und in einzelne Eintra¨ge
aufgesplittet. Die darin enthaltenen Fachterme werden als neue Knoten vom Typ EX-
TENDED CONCEPT dem WikiGraphen hinzugefu¨gt. Danach werden neue Kanten vom
Typ ARTICLE TO EXTENDED CONCEPT und dem Gewicht DEFAULT WEIGHT
erzeugt und zwischen dem neu erzeugten Knoten und den bereits existierenden Knoten,
in deren Artikel der Fachterm vorkommt, eingefu¨gt.




Abbildung 4.11: Codeausschnitt WikiGraphExtenderImpl.java: Erweiterung des Gra-
phen
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4.4 Verwendung des WikiGraph-TE-Tools
Das WikiGraph-TE-Tool ist eine Konsolenanwendung und muss daher per Terminalbe-
fehl gestartet werden. Hierzu bedarf es in das Programmverzeichnis zu wechseln, welche
die ausfu¨hrbare jar-Datei sowie deren beno¨tigten Ressourcen beinhaltet.
a) Fetch Wikipedia Text
Ziel dieser Funktion ist es, die Rohtexte der gesamten Gesundheitsdoma¨ne des WikiGra-
phen vom Webservice zu beziehen und diese in einer Textdatei zur weiteren Verarbeitung
zu speichern.





-fetch wikipedia text <Anzahl Artikel> aufgerufen. Der Parameter <Anzahl
Artikel> ist die Anzahl der Artikel, deren Rohtexte via WebService geladen und in
eine Textdatei abgespeichert werden sollen. Bei Eingabe des Befehls
”
-fwt all“ werden
alle vorhandenen Rohtexte geladen.
b) Preprocess Reference Corpus text
Ziel dieser Funktion ist es den Referenzkorpus Text fu¨r die Weiterverarbeitung vor-
zubereiten, d.h. die enthaltenen Zeilennummern sowie unerwu¨nschte Satzzeichen zu ent-
fernen und den Text in Dateien kleinerer Gro¨ße aufzuteilen. Ist eine Ersetzung der evtl.
vorhandenen medizinischen Abku¨rzungen erwu¨nscht, wird auch diese in diesem Schritt
vorgenommen.






c) Reference Corpus Generation
Ziel dieser Funktion die Erzeugung des Referenzkorpus, welcher unter anderem die
beno¨tigten Ha¨ufigkeiten zur Differenzanalye beinhaltet.





rence corpus generation“ aufgerufen. Nach Abschluss der Berechnung wird neben der
dafu¨r beno¨tigten Zeit, die Sprache des Korpus, die Anzahl der gefundenen Wortformen
sowie die verwendeten POS-Muster auf der Konsole ausgegeben.




d) Analysis Corpus Generation
Ziel dieser Funktion ist es den Analysekorpus zu erzeugen, welcher unter anderem die
beno¨tigten Ha¨ufigkeiten zur Differenzanalye beinhaltet.





ration“ aufgerufen. Auch hier wird nach Abschluss der Berechnung eine kurze Zusam-
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menfassung des erzeugten Korpus auf der Konsole ausgegeben.





Ziel dieser Funktion ist es, die Terminologie-Extraktion via Differenzanalyse und der
nachfolgenden Analyse der gefundenen Fachterme auszufu¨hren.
Die Funktion wird per Kommandozeilenparameter
”
- te <’minFreqText;minSig’>“ auf-
gerufen. Dabei steht “minFreqText“ fu¨r die Mindestha¨ufigkeit eines Terms im Analyse-
korpus und
”
minSig“ fu¨r die Mindestsignifikanz, die durch Berechnung Ha¨ufigkeitsquo-
tienten erfolgt.
Nach Abschluss der Bearbeitung wird die dafu¨r beno¨tigte Zeit, die Anzahl der gefunde-
nen Fachterme sowie die Anzahl an Knoten und Kanten, welche bei der Erweiterung des





droppedTerms.txt“ sind das Ergebnis dieser Funk-
tion; beide befinden im Ordner
”
working“ des aktuellen Prorgammverzeichnisses.
f) Graph Extender
Diese Funktion dient dazu, die gefundenen Fachterme als Knoten in den gegebenen
WikiGraphen einzupflegen und diese durch Kanten mit den bereits existierenden Kno-
ten zu verbinden. Das Schreiben des erweiterten WikiGraphen auf die Festplatte. Diese










Teilschritt a) und b) mu¨ssen zuvor ausgefu¨hrt worden sein. Ist dies nicht der Fall, werden
beide Teilschritte automatisch ausgefu¨hrt.
g) Hilfe
Bei dieser Funktion wird ein Hilfstext auf der Konsole mit den Mo¨glichkeiten, welche das
Tool zur Verfu¨gung stellt, angezeigt. Die Auflistung beinhaltet eine Kurzbeschreibung






Um das WikiGraph-TE-Tool flexibel zu gestalten, wird eine Property-Datei verwen-
det, mit deren Hilfe die Applikation konfiguriert werden kann. Eine Beschreibung dazu
befindet sich im Anhang (vgl. Anhang A).
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5 Ergebnisse
Dieses Kapitel umfasst die Ergebnisse, welche mit Hilfe des WikiGraph-TE-Tool produ-
ziert wurden.
Dabei wird zuerst eine Leistungsbetrachtung der einzelnen Teilschritte, die Ergebnisse
der Terminologie-Extraktion sowie die Informationen zur Erweiterung des WikiGraphen
dargestellt. Anschließend erfolgt die Evaluation der Ergebnisse und ein Leistungsver-
gleich zur ASV-Toolbox TE.
Zuna¨chst werden jedoch allgemeine Informationen zur Ergebniserzeugung dargelegt.
Allgemeine Informationen





Fu¨r die Erzeugung der Korpora wurden folgende POS-Muster verwendet:
• Deutsch: NN;ADJA NN;NN APPR NN;NN ART NN
• Englisch: NN;ADJA NN;NN NN;ADJA NN NN
Die Auswahl der eingesetzten POS-Muster basiert auf Grundlage der in Kapitel 2.3.5
vorgestellten Ansa¨tze zur Terminologie-Extraktion.
5.1 Leistungsbetrachtung
Es folgt ein U¨berblick u¨ber die Performance des WikiGraph-TE-Tools.
Die Applikation wurde auf einer Virtual Machine mit Intel Xeon Dualcore1 getaktet mit
maximal 2,4 GHz und 16GB RAM ausgefu¨hrt, wobei zwei Rechenkerne zur Verfu¨gung
standen. Da es sich um eine virtuelle Infrastruktur im Produktivbetrieb des Studien-
gangs Medizinischer Informatik handelt, ko¨nnen die Zeiten zur Berechnung der einzelnen
Schritte teilweise variieren.
1Intel(R) Xeon(R) CPU E5645 @ 2.40GHz
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In Tabelle 5.1 sind die zur Berechnung der einzelnen Teilschritte beno¨tigten Zeiten, sowie
die daraus resultierende Gesamtzeit dargestellt.
Deutsch Englisch
Abku¨rzungsersetzung nein ja nein ja
Referenz-Korpus-Erzeugung 211 215 84 88
Analysis-Korpus-Erzeugung 126 131 447 476
TE und Analyse 2 2 2 2
Erweiterung d. Graphen 1 1 1 1
Gesamtzeit 340 349 534 567
Tabelle 5.1: WikiGraph-TE-Tool: beno¨tigte Zeiten der Teilschritte [Min]
Die Gesamtzeit varriert dabei zwischen ungefa¨hr 6 Stunden fu¨r die deutsche und ca. 10
Stunden fu¨r die englische Sprache.
Bei der Verarbeitung der Referenzkorpus-Texte werden jeweils Textdateien, welche 10
Millionen Sa¨tze enthalten, mit der Gesamtgro¨ße von 1,4 Gigabyte, prozessiert. Die deut-
schen Rohtexte der Wikipedia haben eine Gesamtgro¨ße von 624 Megabyte, die Rohtexte
in der englischen Gesundheitsdoma¨ne der Wikipedia besitzen eine Gesamtdateigro¨ße von
3,3 Gigabyte. Die Satzanzahl der Analysekorpora wurden per SentenceDetector (vgl. Ka-
pitel 2.3.2.1) ermittelt. Der deutsche Analysetext setzt sich aus 4.777.622 Sa¨tzen zusam-
men, der englische Analysetext beinhaltet 22.654.189 Sa¨tze. Die nachfolgende Tabelle
veranschaulicht den Durchsatz wa¨hrend der Korpuserzeugung.
Deutsch Englisch
Abku¨rzungsersetzung nein ja nein ja
Referenz-Korpus 786 755 1984 1894
Analysis-Korpus 632 608 845 793
Tabelle 5.2: WikiGraph-TE-Tool: Durchsatz wa¨hrend der Korpuserzeugungs [Sa¨tze/Sec]
Der ho¨chste Durchsatz mit 1984 Sa¨tzen pro Sekunde wurde bei der Erzeugung des eng-
lischen Referenzkorpus ohne Abku¨rzungsersetzung erreicht. Im Deutschen betrug der
ho¨chste Durchsatz 789 Sa¨tze pro Sekunde. Dieser Wert wurde ebenfalls bei der Erzeu-
gung des Referenzkorpus ohne Abku¨rzungserzeugung aufgestellt. Bei der Erstellung des
Analysekorpus schwankt der Durchsatz fu¨r die deutsche Sprache zwischen 608 Sa¨tzen
pro Sekunde mit Abku¨rzungsersetzung und 632 Sa¨tzen pro Minute ohne Abku¨rzungser-
setzung; in der englischen Sprache zwischen 793 Sa¨tzen pro Minute und 845 Sa¨tzen pro
Minute.
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5.2 Ergebnisse des WikiGraph-TE-Tools
Bei der Terminologie-Extraktion und Erweiterung des Gesundheitsgraphen fu¨r die deut-
sche und englische Sprache wurden die in Tabelle 5.3 dargestellen Ergebnisse geliefert.
Die Ergebnisse wurden mit der Mindestfrequenz im Analysekorpus von 2 und dem HQ
von 500 als Schwellwerte erzeugt. Es sind die Anzahl der gefundenen Fachterme, die
Anzahl der bereits im Gesundheitsgraphen vorhandenen Knoten, die Anzahl der duch
die Erweiterung hinzugefu¨gten Knoten, sowie die Anzahl der neuen Kanten aufgelistet.
Deutsch Englisch
Abku¨rzungsersetzung nein ja nein ja
gef. Fachterme 747 1027 289 460
existierende Knoten 314 372 113 156
neue Knoten 433 655 176 304
neue Kanten 291.619 369.264 285.935 519.438
Tabelle 5.3: WikiGraph-TE-Tool: Ergebnisse (minFreq = 2 ; minHQ = 500)
Es wurden durch die Terminologie-Extraktion 747 potentielle Fachterme fu¨r die deutsche
Sprache (ohne Abku¨rzungsersetzung) gefunden. Davon waren bereits 314 Fachterme als
Knoten im Gesundheitsgraphen vorhanden. Bei der Erweiterung des Gesundheitsgra-
phen werden 433 neue Knoten und 291.619 neue Kanten eingefu¨gt. Ohne Abku¨rzungser-
setzung wurden fu¨r die englische Sprache 289 Fachterme gefunden. Davon waren bereits
113 im englischen Gesundheitsgraphen vorhanden, weshalb eine Erweiterung des Gra-
phen um 176 Knoten und 285.935 Kanten stattfinden konnte.
Durch Abku¨rzungsersetzung ist die Anzahl der extrahierten Terme in beiden Sprachen
angestiegen. Der Zuwachs betra¨gt fu¨r die deutsche Sprache 37%. Im Englischen erho¨hte
sich die Anzahl der Terme von 289 auf 460, welches einer Zunahme von 59,2% entspricht.
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Es folgt ein Ausschnitt der durch die Terminologie-Extraktion gefundenen Fachterme
der deutschen Sprache ohne Abku¨rzungsersetzung (absteigend sortiert nach HQ).
Rang Fachterm HQ HKL
1 Einzelnachweise 37939.85 6
2 Musculus 18201.75 8
3 Summenformel 17633.35 8
4 GefStKz 16644.76 8
5 PubChem 15247.22 9
...
100 Citratzyklus 1360.02 11
101 Strukturhinweis 1354.39 12
...
500 Mediastinum 609.66 13
501 Infektio¨se 607.78 13
...
747 Vitalkapazita¨t 500.86 13
Tabelle 5.4: Ausschnitt: Deutsche Fachterme (minFreq = 2 ; minHQ = 500)
Die nachfolgende Tabelle zeigt einen Ausschnitt fu¨r die englische Sprache ohne Abku¨rzungs-
ersetzung (absteigend sortiert nach HQ):
Rang Fachterm HQ HKL
1 bioavailability 6163.28 9
2 molecular weight 4440.42 9
3 tradename 4286.21 8
4 routes of administration 4199.33 9
5 ester 3072.39 10
...
100 lymphocyte 784.32 12
101 conjunctiva 784.32 12
...
200 urethral 602.19 12
201 valproate 599.75 12
...
289 cyncobolamin 500.31 12
Tabelle 5.5: Ausschnitt: Englische Fachterme (minFreq = 2 ; minHQ = 500)
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Nachdem die durch Differenzanalyse gefundenen Fachterme extrahiert wurden, erfolgt
eine Analyse der Fachterme. Dabei wird u¨berpru¨ft, ob ein Fachterm bereits als Konzept
im Gesundheitsgraphen vorhanden ist. Die nachfolgende Tabelle zeigt einen Ausschnitt
aus der droppedTerms.txt, welche diese aussortierten Terme entha¨lt.
deutsch englisch
PubChem routes of administration
Gefahrensymbole lindane














Atmungskette“, werden also nicht als neue Knoten
zu der Erweiterung des Gesundheitsgraphen herangezogen.
Befindet sich ein gefundener Fachterm nicht im existierenden Gesundheitsgraph, wer-
den diese inklusive der Artikelnamen, in denen sie aufgefunden wurden, in die Datei
relevantTerms.csv geschrieben. Die nachfolgende Abbildung zeigt einen Ausschnitt der
fu¨r den englischen Gesundheitsgraphen erzeugten Datei.
Abbildung 5.1: Ausschnitt der englischen relevantTerms.csv (in Excel-Dartellung)
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5.3. EVALUATION
Beispielsweise ist der englische medizinische Fachterm
”







PFOA“ aufzufinden. Der Fachterm
”
action po-
tential“ ist ebenfalls im Artikel
”






Um ein System zu evaluieren, werden im Information Retrieval die wichtigen Maßzahlen
Precision und Recall angewandt.
Folgende Gro¨ßen dienen der Erla¨uterung dieser Maßzahlen:
• A = Anzahl richtig erkannter Fachterme
• B = Anzahl falsch erkannter Fachterme
• C = Anzahl nicht gefundener Fachterme
Die Wahrscheinlichkeit mit der es sich bei einem durch das WikiGraph-TE-Tool gefun-
denen Fachterm auch wirklich um einen Fachterm handelt, wird Precision genannt. Zur
Bestimmung dieses Maßes wird die Anzahl der gefundenen Fachterme (richtig oder falsch
erkannt) sowie die Anzahl der nur richtig erkannten Fachterme beno¨tigt. Die Precision







Als Recall wu¨rde die Wahrscheinlichkeit deklariert werden, dass ein Fachterm tatsa¨chlich







Da es jedoch bei der großen Anzahl an Fachtermen in den Rohtexten der Wikipedia
nicht mo¨glich ist, jeden Fachterm manuell zu identifizieren, kann in diesem Fall nur das
Maß Precision zur Evaluation eingesetzt werden.
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Die nachfolgenden Werte zur Precision der Terminologie-Extraktion wurden ha¨ndisch
verifiziert, da keine vollsta¨ndige Liste an medizinischen Fachtermen vorhanden ist, wel-
che zur U¨berpru¨fung der Korrektheit der Fachterme herangezogen werden kann. Eine
vollsta¨ndige Auflistung der englischen Terme ohne Abku¨rzungsersetzung befindet sich
in Anhang B. Die Liste der deutschen Terme ohne Aku¨rzungsersetzung ist in Anhang C
aufgelistet.
Deutsch Englisch
Abku¨rzungsersetzung nein ja nein ja
Anzahl gefundener FT 744 1027 289 460
korrekt erkannte FT 711 925 282 441
falsch erkannte FT 33 102 7 19
Precision 0,96 0.90 0,98 0,96
Tabelle 5.7: WikiGraph-TE-Tool: Precision (minFreq:2 ; minHQ 500)
Da der Umfang der durch den Schwellwert erhaltenen Fachterme im Englischen nicht re-
pra¨sentativ ist, wurden die Auswertungen auf eine, noch manuell durchfu¨hrbare Analyse,
von tausend Fachtermen erweitert:
Deutsch Englisch
Abku¨rzungsersetzung nein ja nein ja
korrekt erkannte FT 956 906 973 964
falsch erkannte FT 44 94 27 36
Precision 0,96 0,91 0,97 0,96
Tabelle 5.8: WikiGraph-TE-Tool: Precision der ersten 1000 Terme
Die Precision ist fu¨r die deutschen Fachterme ohne Abku¨rzungsersetzung wa¨hrend der
Korporaerzeugung konstant geblieben. Mit Abku¨rzungsersetzung hat sich die Precision
um 1% gesteigert (da 27 Terme weniger der Analyse unterzogen wurden).
Fu¨r die Fachterme der englischen Sprache hat sich die Precision auf 97% verringert. Mit
Abku¨rzungsersetzung ergab sich ein Wert von 96%.
5.4 Vergleich zur ASV-Toolbox
Wie bereits in Kapitel 1.3 angesprochen, wurde in einer vorangestellten Studienarbeit
[15] die Fremdbibliothek
”
ASV-Toolbox-TE“ [29] zur Terminologie-Extraktion einge-
setzt. Es folgt ein Vergleich der Leistung der im Rahmen dieser Arbeit entwickelten
Komponente zur Terminologie-Extraktion und der Implementierung der ASV-Toolbox.
Die Gegenu¨berstellung wurde auf einem Intel(R) Core 2 Duo(R) getaktet mit 2.0 GHz
und 4GB RAM durchgefu¨hrt. Dabei wurden die Gesamtzeit des Terminoligie-Extraktion
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und des nachfolgenden Schritts der Analyse der gefundenen Terme gemessen. Die Zeit-
messung wurde, sobald die Wikipedia-Artikel auf der Festplatte vorlagen, gestartet.
In Tabelle 5.9 ist die bei der Messung verarbeitete Artikelanzahl sowie die gemessenen
Zeit dargestellt.






Tabelle 5.9: Vergleich ASV-Toolbox TE vs. WikiGraph-TE-Tool [min]
Ab einer Anzahl von u¨ber 100 verarbeiteten Artikeln wird der Unterschied der Bearbei-
tungsgeschwindigkeit zwischen der ASV-Toolbox und des WikiGraph-TE-Tools deutlich.
Wa¨hrend die Komponente der ASV-Toolbox fu¨r die Prozessierung von 1.000 Artikeln 23
Minuten beno¨tigt, wurden die identischen Artikel vom WikiGraph-TE-Tool in 4 Minuten
verbeitet; dies entspricht einer Zeitersparnis von 83,6%. Fu¨r die Verarbeitung von 10.000
Artikeln beno¨tigt das WikiGraph-TE-Tool 24 Minuten. Die Messung der ASV-Toolbox
TE wurde nach 3 Stunden abgebrochen. Die nachfolgende Abbildung 5.2 veranschaulicht
die durchgefu¨hrte Testreihe graphisch.
Abbildung 5.2: Leistungsvergleich: ASV-Toolbox TE vs. WikiGraph-TE-Tool
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6 Diskussion und Ausblick
In diesem Abschnitt werden die in Kapitel 5 aufgezeigten Ergebnisse kritisch betrachtet.
Danach folgt ein Ausblick u¨ber die weitere Verwendung des WikiGraph-TE-Tools.
6.1 Diskussion der Ergebnisse
Die nachfolgende Aufza¨hlung soll einen U¨berblick u¨ber die im Rahmen der Arbeit um-
gesetzen Anforderungen und erreichten Ziele geben:
• Erzeugung eines geeigneten Referenz- und Analysekorpus
• Eigenimplementierung einer Differenzanalyse zur Extraktion von Fachtermini
• Realisierung einer Softwarelo¨sung zur Erweiterung des bestehenden Gesundheits-
graphen
Ziel dieser Arbeit war es, eine Softwarelo¨sung zu entwickeln, welche einen bestehenden
Gesundheitsgraphen um bisher nicht in den regula¨ren Strukturen abgebildeten
”
Asso-
ziationen“ erweitert. Dieses Ziel wurde erreicht. Ausgehend von der Differenzanalyse zur
Extraktion von Fachtermini ko¨nnen bestehende Gesundheitsgraphen um die gefundenen
Fachterme und deren Verlinkung in bereits extistierende Konzepte erweitert werden.
Die Erzeugung der fu¨r die Differenzanalyse grundlegenden Referenz- und Analysekor-
pora ist performant (vgl. Tabelle 5.2). Die anschließende Terminologie-Extraktion via
Differenzanalyse und die danach angereihte Analyse der gefundenen Fachterme wird
ebenfalls in sehr kurzer Laufzeit ausgefu¨hrt (vgl. Tabelle 5.1). Im Vergleich zur exisstie-
renden Softwarelo¨sung
”
ASV-Toolbox TE“ wurde ein klarer Leistungsvorsprung nach-
gewiesen (vgl. Kapitel 5.4).
Korpora, welche nicht durch Abku¨rzungsersetzung von medizinischen Fachteremen
vera¨ndert wurden, weisen die Ergebnismengen der Differenzanalyse in dem analysier-
ten Ausschnitt eine sehr hohe Pra¨zision auf. Die Pra¨zision betra¨gt 96% in der deutschen
Sprache und 97% in der englischen Sprache (vgl. Tabelle 5.8). Dieses Ergebnis wurde
trotz technischer Begriffe, welche in den Rohtexten der Wikipedia und der Ergebnis-
menge der Terminologie-Extraktion vorhanden sind und sich negativ auf die Pra¨zision






Durch Ersetzung der in den Korpustexten enthaltenen medizinischen Abku¨rzungen durch
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ihre Vollschreibweise hat sich die Precision auf 90% fu¨r die deutsche Sprache verschlech-
tert. Das Ersetzen der medizinischen Fachterme wirkte sich bei der englischen Sprache
weniger stark auf die Precision aus. Sie nahm um 1% ab. Es ist nicht ausgeschlossen, dass
derartige Ersetzungen das Ergebnis in seiner Pra¨zision verzerren ko¨nnen. Dies mu¨sste
daher getrennt bezu¨glich der Effektgro¨ße untersucht werden. Die Ersetzung ist stark kon-
textabha¨ngig. Die Abku¨rzung
”





















Die Analyse der gefundenen Fachterme, welche zur Erweiterung des Gesundheitsgra-
phen dient, liefert interessante Ergebnisse. Ein Beispiel hierzu findet sich im englischen





hiert. Beide medizinischen Fachterme treten im bereits vorhandenen Konzept-Knoten
”
Neurone“ auf. Somit wurde eine bisher unstrukturierte Assoziation gefunden, welche
Fachkundigen klar ist, aber noch nicht in dem vorhandenen Graphen abgebildet war.
6.2 Ausblick
Das WikiGraph-TE-Tool ko¨nnte in Zukunft auf anderen Doma¨nen der Wikipedia, wie
zum Beispiel der Informatik oder der Wirtschaft, angewandt werden. Durch den vor-
handenen Referenzkorpus in Kombination eines Analysekorpus, welcher durch Rohtexte
der Wikipedia dargestellt wird, ko¨nnten mit Hilfe der Differenzanalyse Fachterme jedes
Fachgebiets extrahiert werden.
Die Einbindung weiterer Sprachen wa¨re ebenfalls denkbar, sofern ein geeigneter Refe-
renzkorpus und eine geeignetes Tool oder Verfahren zur Grundformreduktion vorhanden
ist.
Da der Umfang der Wikipedia immer weiter zunimmt, wa¨re es sinnvoll, das Einlesen
der Rohtexte so umzuschreiben, dass die aufgesplitteten Rohtext-Dateien erst eingele-
sen werden, wenn sie beno¨tigt und nicht, wie in der aktuellen Implementierung, auf
einmal in den Speicher geladen werden.
Bei der Weiterverwendung des WikiGraph-TE-Tools ist zu u¨berlegen, ob der Lemmati-
zer fu¨r die deutsche Sprache um weitere Wortformen erweitert oder durch ein anderes
Verfahren zur lexikalischen Grundformreduktion ausgetauscht wird. Es ko¨nnen aktuell
nicht alle gefundenen Wortformen auf die Grundform reduziert werden. Dies hat zur
Folge, dass die Wortha¨ufigkeiten der Grundform nicht richtig geza¨hlt werden und sich
somit negativ auf das Ergebnis der Differenzanalyse auswirken
Durch die genutzte Modularisierung (vgl. Kapitel 3.2) kann das Tool einfach in andere
Applikationen integriert werden, wie z.B. das in TULUM angestrebte Empfehlungssystem.
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A. PARAMETRISIERUNG DES WIKIGRAPH-TE-TOOLS
A Parametrisierung des WikiGraph-TE-Tools
Inhalt der Konfigurationsdatei wikigraph-te-tool-config.properties:
! General s e t t i n g s
! Loca le ( de/en )
l o c a l e = de
!−−−−−−
! Corpus s e t t i n g s
!−−−−−−−−−−−−−−−−−−−−
!DE: deu news 2011 10M−s en t ence s . txt
!EN: eng news 2010 10M−s en t ence s . txt
cg . re ferenceCorpusTextFi lename = deu news 2011 10M−s en t ence s . txt
cg . ana lys i sCorpusTextFi l enameSuf f ix = wikipediaRawText . txt
!−−−−−
! corpus gene ra t i on
!DE: d i e
!EN: the
cg . mostFrequentWord = die
!−−−−−
cg . useStemming = true
!−−−−−−−−−−
cg . useAbrevReplacement = true
cg . p re f i xAbbrev ia t i onsRep laced = abbrev ia t i onsRep laced
cg . pre f ixCleanedText = c l eaned
cg . f i l e S p l i t t i n g S i z e I n M B = 100
! @see corpora−api#WordFormPatterns for a l l p o s s i b l e pat t e rns
!DE: NN;ADJA NN;NN APPR NN;NN ART NN
!EN: NN;ADJA NN;NN NN;ADJA NN NN
cg . usedWordFormPatterns = NN;ADJA NN;NN APPR NN;NN ART NN
cg . re ferenceCorpusTextFi l e I sCompressed = fa l se
cg . ana lys i sCorpusTextFi le I sCompressed = fa l se
cg . re f e renceCorpusFi l eNameSuf f ix = re f e r enceCorpus . dat
cg . ana lys i sCorpusFi l eNameSuf f ix = ana ly s i sCorpus . dat
!−−−−−−−−−−−−−−−−−−−−
! GraphExtender s e t t i n g s
!DE: Gesundheit
!EN: Medicine
ex . extensionFi leName = relevantTerms . csv
ex . wikiGraphDomainName = Gesundheit
!−−−−−−−−−−−−−−−−−−−−
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B. ERGEBNIS DER TE FU¨R DIE ENGLISCHE SPRACHE
B Ergebnis der TE fu¨r die englische Sprache
In nachfolgender Tabelle ist das Ergebnis der Terminologie-Extraktion fu¨r die engli-
sche Sprache ohne Abku¨rzungsersetzung abgebildet (minFreq: 2, minHQ: 500). Falsch
erkannte Terme wurden kursiv markiert.
bioavailability molecular weight tradename
routes of administration ester hydrolysis
classis binomial authority lindane
elimination half-life reductase hypersexuality
axon plant pathogen zh-yue
epithelium keratosis cerebellar
reticulum subclassis cytosol








ligament heme protein bound
disulfide action potential porphyria
nystagmus pneumothorax lauryl sulfate








distemper virus medullary guaifenesin
acetylation superoxide phenylbutazone
nerve n blanket sleeper syn






amoxicillin diazepam acid image
capitis respiratory depression resorption
midbrain orthography omeprazole
G
B. ERGEBNIS DER TE FU¨R DIE ENGLISCHE SPRACHE
pruritus zopiclone ileum
receptor antagonist unranked classis membrane potential
transferase lorazepam panniculitis
zona oxazepam hepatotoxicity
parainfluenza prednisolone oxidation state
cyanosis birth place peritoneum
glutamine carcinogenicity palatine
image width redox secretory
glycoprotein elimination half-life epilepticus
anticoagulation trigraph dehydrogenase
phenacetin status epilepticus polypeptide
bursal hypotonia gingival
disulfiram biosynthesis luteum
hemolysis bursal gumboro gumboro
gumboro disease alkyl synthetase
scopolamine minora toxoid






anhydrase subclavian death place
excretion pathophysiology parietal
caudal anastomosis meatus
cell adhesion diuresis dysmenorrhea
pleura reference range acceptor
stroma ataxia plasma membrane
language=german urethral valproate
diethyl conjugation erythema
eggman tracheal intubation glycosylation
ch’uan mycoplasma toxoid transaminase
ventral tubercle levofloxacin
catabolism protein hydroxyl group
digraph side chain mescaline
tuberosity arteritis albinism
temazepam uveitis intrauterine
chorea endocytosis rhinotracheitis virus
acetylcholine receptor spironolactone cimetidine






B. ERGEBNIS DER TE FU¨R DIE ENGLISCHE SPRACHE
pudendal birth date pilocarpine
insuﬄation syndrome type digitorum
storage disease gene transcription symphysis
contrecoup sodium salt bibcode
ductu arteriosu diacetylmorphine substantia nigra






labia minora ichthyosis sodium channel




C. ERGEBNIS DER TE FU¨R DIE DEUTSCHE SPRACHE
C Ergebnis der TE fu¨r die deutsche Sprache
In nachfolgender Tabelle ist das Ergebnis der Terminologie-Extraktion fu¨r die deutsche
Sprache ohne Abku¨rzungsersetzung abgebildet (minFreq: 2, minHQ: 500). Falsch erkann-
te Terme wurden kursiv markiert.
Einzelnachweise Musculus Summenformel
GefStKz PubChem Gefahrensymbole
Deutsche Geboren GHS-Piktogramme Arteria
ATC-Code Dampfdruck Abgerufen





Andere Namen Foramen Strukturformel
ISBN Atmungskette Plexus
Chemische Eigenschaft Suppl Ipomoea
P-Sa¨tze Kristallsystem CAS-Nummer
Anorganischen R-Sa¨tze deutscher Medizin
Arzneistoff Personenlexikon Stratum
Cytoplasma Gestorben Strabismus












”Am J freier textzugriff Kapsid
Hyperparathyreoidismus Proteinurie Plantarum
Kohlhammer Ramus Alkoholen
Ordnungszahl Mikrotubuli Berlin Blau
Weiterfu¨hrende Literatur Handwo¨rterbuch Citratzyklus
Strukturhinweis Endothelzellen Gruyter
Basalmembran Allele Bauchwand




















Schweizer Geboren Gelenkfla¨che Oct
Pharmakotherapie Biologische Bedeutung Skelettmuskel
Juniperus Zytosol Stenose
Hypothyreose Resuscitation Spinalana¨sthesie

















klinischen Bild Chloraniline Doppelbindung
Aminogruppe Natriumsalz Agonist
Differentialdiagnose Zoonose Membranpotential
ho¨chsten Schmelzpunkt synaptischen Spalt Homo¨ostase
Inhibitoren .Fachinformation Metabolit
Standardbildungsenthalpie Chlorwasserstoff Systema
Sicherheitsdatenblatt Wochenschr konzentrierter Schwefelsa¨ure
Schwefeltrioxid Pharmacol La¨sion
K
C. ERGEBNIS DER TE FU¨R DIE DEUTSCHE SPRACHE
Chromosomenzahl Medulla Differenzialdiagnose
Untergattung botanisches Autorenku¨rzel Abduktion
DNA-Polymerase Ther kristallines Pulver
Klinische Angabe Metabolisierung Metab
Urban&FischerVerlag Pankreatitis Pharmazeutische Zeitung
Afferenzen Neuroanatomie Leitsymptom




wa¨ssriger Lo¨sung e .a. Epithel
Erstbeschreiber Reagenz Zytokin











Echokardiografie spezielle Pharmakologie Konformation
Golgi-Apparat Endozytose Epoetin
Arzneiform Pharmakologische Eigenschaft Virusspezies






glatten Muskulatur Dihydrat Rothalbmond-Gesellschaften
Epidemiol AV-Knoten ZNS








Natriumcarbonat Differentialdiagnose /DD/ Fibroblasten
Stroma Proteobakterien Atrophie
L







chemisches Element Giftig Handelsnamen
Regelma¨ßige Veranstaltung Hepatozyten Atommasse
Lobus Peritoneum weitere Parameter





pathologische Anatomie farblose Kristalle Hydrierung
Akkommodation Glucocorticoiden Klassifikator






Interleukine kristalliner Feststoff Hypoglyka¨mie
Endothelien Biomembran Massenanteil
Phosphorsa¨ureester Epub NADPH
a¨ußeren Augenmuskel Arteriae Gefahrstoff
wa¨ssrige Lo¨sung Gastroenteritis Axons
Klitorisvorhaut Genort Pharmakokinetik
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Zilien A¨rzte-Verlag Zentralblatt




















untere Explosionsgrenze Hilfsmittelverzeichnis Supination
Sporenpulver molare Masse Lokalisationen
Differentialdiagnostik Interleukin-2 Vasokonstriktion




ableitenden Harnwege Eur J Papille
Phagozyten Lactat Gesa¨ßmuskel
Ortsauflo¨sung Kinderkardiologie oraler Gabe
Braillezeichen Transkriptionsfaktor FSGS








symptomatischen Behandlung Konjunktivitis Ohrenheilkunde
Rezidiven Versorgungsstufe Bauchfells
β-Carotin obere Explosionsgrenze Ribosom
N
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Europa¨ischen Arzneibuch Infection Appendizitis
Exozytose Reduktionsa¨quivalente Antiphlogistika
Fluorchinolone Aortenbogen Gesundheitshinweis
deutscher Chirurg Polyploidie Pentosephosphatweg








digitalisierte Fassung Glykosylierung Antikoagulation
Einklemmung schweizerischen Bundesamt Sorbinsa¨ure











diverse Generikum Zirconium Skelettmuskeln
krautige Pflanze Komorbidita¨ten Hals-Nasen-Ohren-Heilkunde
Oxide Kaliumhydroxid Adenokarzinom
Chromatin Anheftung Elektronegativita¨t
Antikoagulantien Formatio Spinalnerven
Hypokalia¨mie Knochenfischen Metabolite
Motorcortex Viruspartikel Vitalkapazita¨t
Wirkstoffgruppe Alphazerfall Tyrosin
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